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ON WINDOW THEOREM FOR CATEGORICAL DONALDSON-THOMAS
THEORIES ON LOCAL SURFACES AND ITS APPLICATIONS
YUKINOBU TODA
Abstract. In this paper, we prove a window theorem for categorical Donaldson-Thomas theories
on local surfaces as an analogue of window theorem for GIT quotient stacks. We give two appli-
cations of our main result. The first one is a proof of wall-crossing equivalences of DT categories
for one dimensional stable sheave on local surfaces, under some technical condition on strictly
semistable sheaves. The second one is to show the existence of fully-faithful functors from cate-
gorical PT theories to categorical MNOP theories, when the curve class is reduced. These results
indicate categorifications of wall-crossing formulas of numerical DT invariants, and also regarded
as d-critical analogue of D/K conjecture in birational geometry.
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1. Introduction
1.1. Motivation and background. The Donaldson-Thomas (DT) invariants [Tho00] virtually
count stable coherent sheaves on Calabi-Yau 3-folds, and play important roles in curve counting
theories, representation theory, mathematical physics, etc. They are defined to be the integrations
of the virtual fundamental classes on moduli spaces of stable sheaves on CY 3-folds, or alterna-
tively integrations of Behrend’s constructible functions [Beh09] on these moduli spaces. Recently
several refinements of DT invariants have been defined and studied in details, e.g. motivic DT
invariants, cohomological DT invariants (see [KS, KS11, BJM, BBD+15]). The basic fact behind
these refinements is the existence of (−1)-shifted symplectic structures on derived moduli spaces
of sheaves on Calabi-Yau 3-folds [PTVV13], which induce Joyce’s d-critical structures on classical
moduli spaces [Joy15].
Let X be a smooth projective Calabi-Yau 3-fold over C. For a stability condition σ (e.g. Gieseker
stability, Bridgeland stability) on Dbcoh(X), we denote by MX,σ(v) the moduli space of σ-stable
objects with Chern character v. In general there is a wall-chamber structure on the space of stability
conditions such that MX,σ(v) is constant if σ lies on a chamber, but may change when σ crosses a
wall. The change of the associated DT invariants is described by the wall-crossing formula [JS12,
1
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KS], which is one of the important developments in DT theory. For example, wall-crossing formula
yields several properties of generating series of curve counting DT invariants [Tod10a, Tod12].
Suppose that σ lies on a wall and σ± lie on its adjacent chambers. In [Toda], the author formulated
the notion of d-critical flips (flops) which describes the change of moduli spaces MX,σ+(v) 99K
MX,σ−(v) under wall-crossing. These are d-critical analogue of usual flips (flops) in birational
geometry, which are not honest birational maps and should be interpreted as virtual birational
maps. On the other hand, Bondal-Orlov [BO] and Kawamata [Kaw02] conjectured that for a
flip (flop) of smooth varieties there exists a fully-faithful functor (equivalence) of bounded derived
categories of coherent sheaves. Their conjecture is called D/K equivalence conjecture. In [Toda], we
proposed the following picture which relates wall-crossing of DT invariants and D/K equivalence
conjecture.
Problem 1.1. (i) There exists a triangulated category DT (MX,σ(v)), obtained as a gluing of locally
defined categories of matrix factorizations, which recover the numerical/cohomological DT invariants
from its categorical invariants. We call the category DT (MX,σ(v)) as DT category.
(ii) If MX,σ+(v) 99K MX,σ−(v) is a d-critical flip (flop), there exists a fully-faithful functor
(equivalence) of DT categories
DT (MX,σ−(v)) →֒ ( ∼→)DT (MX,σ+(v)).(1.1)
(iii) The semi-orthogonal complements of the fully-faithful functor (1.1) recover the wall-crossing
formula of numerical DT invariants.
A construction of the DT category for an arbitrary CY 3-fold X is not yet available. In [Todb],
we proposed a definition of C∗-equivariant DT categories for local surfaces, i.e. X = TotS(ωS) for
a smooth projective surface S, where C∗ acts on fibers of X → S. The purpose of this paper to
prove a window theorem for variants of C∗-equivariant DT categories, and apply it for Problem 1.1
(ii), that is a d-critical analogue of D/K equivalence conjecture.
1.2. Window theorem. Let Y be a smooth affine variety with an action of a reductive algebraic
group G. For a given G-equivariant line bundle l on Y , we have the G-invariant open subset
Y ss(l) ⊂ Y of l-semistable points. The window theorem proved in [HL15, BFK19] is the existence
of a triangulated subcategory W l([Y/G]) ⊂ Dbcoh([Y/G]) such that the composition
W l([Y/G]) →֒ Dbcoh([Y/G])։ Dbcoh([Y ss(l)/G])
is an equivalence. The window theorem has been used to show several derived equivalences of
birational varieties given as variations of GIT quotients, showing many evidence for original D/K
equivalence conjecture.
Let M be a quasi-smooth derived stack and ΩM[−1]→M its (−1)-shifted cotangent stack. Let
us take a conical closed substack Z ⊂ t0(ΩM[−1]). In this paper, we consider the following model
for C∗-equivariant DT categories
lim
U
α→M
(
Dbcoh(U)/Cα∗Z
)
.(1.2)
Here α is a smooth morphism from a suitable affine derived scheme U, Cα∗Z ⊂ Dbcoh(U) consists of
objects whose singular supports [AG15] are contained in α∗Z ⊂ t0(ΩU[−1]), and the limit is taken
for dg-enhancements of the quotient categories Dbcoh(U)/Cα∗Z in the ∞-category of dg-categories.
In this introduction we will not discuss its precise definition, and refer to Subsection 3.3 for details.
A key point of the above construction is that, by Koszul duality, the limit (1.2) is regarded as a
gluing of some C∗-equivariant derived factorization categories. We also remark that the model for
the DT categories (1.2) is slightly different from the one studied in [Todb] (see Remark 5.10), and
we discuss their relations in Appendix C.
The following is our main result, proving a window theorem for the category (1.2) when the
classical truncation M = t0(M) admits a good moduli space.
3Theorem 1.2. (Theorem 3.11) For a quasi-smooth derived stack M, suppose that M = t0(M) ad-
mits a good moduli space, a symmetric structure S ofM is given, and M satisfies formal neighborhood
theorem. Let us take l, δ ∈ Pic(M)R which are S-generic, and δ is l-generic. Then there exists a tri-
angulated subcategory W int/Sδ (M) ⊂ Dbcoh(M) such that, for the l-unstable locus Zl-us ⊂ t0(ΩM[−1])
the composition
W int/Sδ (M) →֒ Dbcoh(M)→ lim
U
α→M
(
Dbcoh(U)/Cα∗Zl-us
)
is fully-faithful, which is an equivalence if l is compatible with S.
Here several notions ‘symmetric structure’, ‘formal neighborhood theorem’, ‘S-generic’, ‘l-generic’,
‘compatible with S’ appear in the statement of the above theorem. We do not explain these technical
notions here and refer to Subsection 3.5 for details. As a corollary of the above theorem, we have
the following:
Corollary 1.3. (Corollary 3.12) Under the assumption of Theorem 3.11, suppose that l1, l2 ∈
Pic(M)R are S-generic and l1 is compatible with S. Then there exists a fully-faithful functor
lim
U
α→M
(
Dbcoh(U)/Cα∗Zl1-us
) →֒ lim
U
α→M
(
Dbcoh(U)/Cα∗Zl2-us
)
(1.3)
which is an equivalence if l2 is also compatible with S.
The results and proofs of Theorem 1.2 and Corollary 1.3 are much inspired by ideas and techniques
of Halpern-Leistner [HLb], where he proves that Bridgeland moduli spaces of stable objects on K3
surfaces are derived equivalent under wall-crossing. Indeed Corollary 1.3 applied for (some rigidified
version of) derived moduli stacks of semistable objects on K3 surfaces should recover the above
Halpern-Leistner’s result (see Remark 5.18), though we will not discuss this case in this paper.
On the other hand, the proof of Theorem 1.4 works other than moduli stacks of semistable objects
on K3 surfaces. The latter moduli stacks are 0-shifted symplectic, and this fact is essential in the
proof of derived equivalence in [HLb]. In our situation the derived stackM is not necessary 0-shifted
symplectic, but is equipped with a symmetric structure S and l ∈ Pic(M)R compatible with S. A
symmetric structure S is a choice of direct sum decompositions of Aut(x)-representations
H0(TM|x)⊕H1(TM|x)∨ = Sx ⊕ Ux(1.4)
at each closed point x ∈ M such that Sx is a symmetric Aut(x)-representation. An element
l ∈ Pic(M)R is compatible with S if the lx-semistable locus in the LHS of (1.4) is the pull-back of
the lx-semistable locus in Sx. We will use the symmetric structure S together with an auxiliary data
δ ∈ Pic(M)R to define the intrinsic window subcategory (see Definition 4.23)
W int/Sδ (M) ⊂ Dbcoh(M)(1.5)
which gives a desired subcategory in Theorem 1.2.
Locally on the good moduli space, the intrinsic window subcategory is constructed so that it
coincides with the magic window subcategory on the derived factorization category via Koszul
duality. Here the magic window subcategory is defined by Halpern-Leistner and Sam [HLS] which
give stability independent descriptions of window subcategories in [HL15, BFK19], and is itself based
on combinatorial arguments by Sˇpenko and Van den Bergh [vVdB17]. So the subcategory (1.5) is
interpreted as a gluing of magic window subcategories in the Koszul dual side, rather than those on
M itself.
Let S be a smooth projective surface over C. We consider the total space of its canonical line
bundle (called local surface)
π : X := TotS(ωS)→ S,(1.6)
which is a non-compact Calabi-Yau 3-fold. The C∗-equivariant DT categories for local surfaces
are defined by applying the construction (1.2) to derived moduli stacks of sheaves on surfaces.
Applying Corollary 1.3, we will study Problem 1.1 (ii) in the following two cases: moduli spaces of
one dimensional stable sheaves and MNOP/PT moduli spaces.
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1.3. Wall-crossing equivalence of DT categories for one dimensional stable sheaves. We
first discuss wall-crossing of moduli spaces of one dimensional stable sheaves on local surfaces. For
a smooth projective surface S, let A(S)C be the complexified ample cone
A(S)C := {B +
√−1H ∈ NS(S)C : H is ample }.
Then each element σ ∈ A(S)C determines a Bridgeland stability condition on the abelian category
of compactly supported one or zero dimensional coherent sheaves on X (see Subsection 5.2). For a
choice of primitive v = (β, n) with β ∈ NS(S), n ∈ Z, and also a choice of σ ∈ A(S)C, we have the
moduli stack MX,σ(v) of compactly supported σ-semistable sheaves E on X with ch(π∗E) = v. It
fits into the commutative diagram
MX,σ(v)   //
π∗

t0(ΩMS(v)[−1])

  // ΩMS(v)[−1]

MS(v) MS(v)   //MS(v).
(1.7)
Here MS(v) is the derived moduli stack of coherent sheaves F on S with ch(F ) = v and MS(v) =
t0(MS(v)) is the classical truncation. The top left horizontal arrow is an open immersion and the
right horizontal arrows are closed immersions. We also have the closed substack
Zσ-us = t0(ΩMS(v)[−1]) \MX,σ(v)
consisting of σ-unstable sheaves.
The C∗-equivariant DT category of one dimensional stable sheaves on X is defined by applying
the construction (1.2) for M = MC
∗-rig
S (v)
fin
D̂T C
∗
(MX,σ(v)) := lim
U
α→MC∗-rig
S
(v)fin
(
Dbcoh(U)/Cα∗ZC∗-rigσ-us
)
.
Here C∗-rig means the C∗-rigidification and MC
∗-rig
S (v)
fin ⊂MC∗-rigS (v) is a finite type derived open
substack which contains π∗MX,σ(v) (see Definition 5.9 for details). The following result gives a
variant of [Todb, Conjecture 5.9] under some technical assumption (1.8), and is proved by applying
Corollary 1.3:
Theorem 1.4. (Theorem 5.12) Let σ ∈ A(S)C lies on a wall and σ± ∈ A(S)C lie on its adjacent
chambers. Moreover assume that
MX,σ-sss(v) ⊂ π−1∗ (MS,σ(v)),(1.8)
where σ-sss indicates strictly σ-semistable locus. Then we have an equivalence
D̂T C
∗
(MX,σ+(v))
∼→ D̂T C
∗
(MX,σ−(v)).(1.9)
In [Toda], it is observed that the moduli spacesMX,σ+(v) 99KMX,σ−(v) are related by a d-critical
flop. Therefore the result of Theorem 1.4 realizes d-critical analogue of D/K equivalence conjecture
in Problem 1.1 (ii). On the other hand, the integrations of the Behrend functions on MX,σ±(v)
are genus zero Gopakumar-Vafa invariants, which are known to be invariant under wall-crossing
(see [JS12, Theorem 6.6]). Therefore the result of Theorem 1.4 also indicates a categorification of
wall-crossing invariance of genus zero Gopakumar-Vafa invariants.
In addition to (1.8), suppose furthermore that the following conditions hold:
MX,σ±(v) ⊂ π−1∗ (MS,σ±(v)).(1.10)
In this case, the equivalence (1.9) implies a derived equivalence of derived moduli spaces of one
dimensional stable sheaves on surfaces (see Corollary 5.13). The conditions (1.8), (1.10) are satisfied
if β is a reduced class, i.e. any effective divisor C on S with [C] = β is reduced. So we have the
following corollary of Theorem 1.4:
5Corollary 1.5. (Corollary 5.15) For v = (β, n), suppose that β is a reduced class. Then for any
generic σ± ∈ A(S)C, there exists an equivalence
Dbcoh(M
C∗-rig
S,σ+ (v))
∼→ Dbcoh(MC
∗-rig
S,σ− (v)).(1.11)
In some cases, e.g. S is an Enriques surface or del-Pezzo surface, the conditions (1.8), (1.10)
are automatically satisfied and derived stacks in (1.11) are equivalent to their classical truncations
MS,σ±(v). Below for H ∈ A(X)R, we write MS,H(v) := MS,√−1H(v), which is nothing but the
Gieseker moduli space ofH-semistable sheaves. In the case of Enriques surface, we have the following
corollary showing a particular case of the usual D/K equivalence conjecture.
Corollary 1.6. (Corollary 5.20) Let S be a general Enriques surface and |C| be a linear system on
it which contains an irreducible divisor C ⊂ S with arithmetic genus g ≥ 2. We take v = ([C], n) ∈
NS(S)⊕ Z such that n 6= 0 and ([C], 2n) is coprime. Then for generic H± ∈ A(S)R, Sacca [Sac19]
proved thatMS,H±(v) are smooth (β
2+1)-dimensional birational Calabi-Yau manifolds. There exists
a derived equivalence of Sacca’s Calabi-Yau manifolds
Dbcoh(MS,H+(v))
∼→ Dbcoh(MS,H−(v)).
In the case of del-Pezzo surface, we have the following corollary:
Corollary 1.7. (Corollary 5.21) Let S be a del-Pezzo surface and take σ = −√−1KS. Then for any
primitive v ∈ N≤1(S) and generic perturbations σ± of σ, the moduli spaces MS,σ±(v) are smooth
projective varieties and there exists a derived equivalence
Dbcoh(MS,σ+(v))
∼→ Dbcoh(MS,σ−(v)).
When S is a K3 surface, thenMS,σ±(v) are holomorphic symplectic manifolds [Muk87, BM14]. In
this case, we also have a derived equivalence of MS,σ±(v) from a slight modification of Theorem 1.4
(see Remark 5.18). Since this is a special case of [HLb], we will not discuss in detail.
If the condition (1.8) is satisfied but the conditions (1.10) are not satisfied, then Theorem 1.4 does
not necessary imply a derived equivalence of MC
∗-rig
S,σ± (v), and the relevant categorical equivalence
may be only formulated using our DT categories (1.2). We will discuss one of such examples in
Subsection 5.6.
1.4. Categorical MNOP/PT correspondences. We next discuss categorical MNOP/PT wall-
crossing. The MNOP conjecture [MNOP06] (which is proved in many cases [PP17]) is a conjectural
relationship between generating series of Gromov-Witten invariants on a 3-fold and those of DT
invariants counting one or zero dimensional subschemes on it. In our situation of the local surface,
the relevant moduli space in the DT side is
In(X, β), (β, n) ∈ NS(S)⊕ Z
which parametrizes ideal sheaves IC ⊂ OX for a compactly supported one or zero dimensional
subschemes C ⊂ X satisfying π∗[C] = β and χ(OC) = n.
The notion of stable pairs was introduced by Pandharipande-Thomas [PT09] in order to give a
better formulation of MNOP conjecture. By definition a PT stable pair is a pair (E, ξ), where E is
a compactly supported pure one dimensional sheaf on X , and ξ : OX → E is surjective in dimension
one. The moduli space of stable pairs is denoted by
Pn(X, β), (β, n) ∈ NS(S)⊕ Z
and it parametrizes stable pairs (E, ξ) such that π∗[E] = β and χ(E) = n. The relationship between
the corresponding DT type invariants is conjectured in [PT09] and proved in [Bri11, Tod10a, ST11]
for CY 3-folds using wall-crossing arguments.
In this paper, we construct variants of C∗-equivariant MNOP/PT categories defined in [Todb,
Section 6], applying the construction (1.2) (see Definition 6.2)
D̂T C
∗
(In(X, β)), D̂T
C∗
(Pn(X, β)).
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As an application of Corollary 1.3, we show the following:
Theorem 1.8. (Theorem 6.9) Suppose that β is a reduced class. Then there exists a fully-faithful
functor
D̂T C
∗
(Pn(X, β)) →֒ D̂T
C∗
(In(X, β)).
In [Toda], it is observed that the two moduli spaces In(X, β) 99K Pn(X, β) are related by a d-
critical flip. Therefore the result of Theorem 1.8 implies a d-critical analogue of D/K equivalence
conjecture in Problem 1.1 (ii).
1.5. Notation and convention. In this paper, all the schemes or derived stacks are defined over
C. For a scheme or derived stack Y and a quasi-coherent sheaf F on it, we denote by S(F) its
symmetric product ⊕i≥0SymiOY (F). For an object A ∈ Dbcoh(BC∗), we denote by wt(A) ⊂ Z the
set of C∗-weights of H•(A). If A ∈ Pic(BC∗), then wt(A) consists of one element so we identify
it as an element wt(A) ∈ Z. We also denote by Awt>0 (resp. Awt<0) the direct summand of A
corresponding to positive (resp. negative) C∗-weights. For a triangulated category D and a set of
objects S ⊂ D, we denote by 〈S〉ex the extension closure of S, i.e. the smallest extension closed
subcategory which contains S.
1.6. Acknowledgements. The author would like to thank Hsueh-Yung Lin for informing the ref-
erence [Sac19]. The author is supported by World Premier International Research Center Initiative
(WPI initiative), MEXT, Japan, and Grant-in Aid for Scientific Research grant (No. 19H01779)
from MEXT, Japan.
2. Variation of GIT quotients and derived factorization categories
In this section, we recall Kempf-Ness (KN) stratifications associated with GIT quotients, the
triangulated categories of derived factorizations, and the theory of window subcategories developed
in [HL15, BFK19]. We then recall magic window theorem proved in [HLS], and give a variant of it
which will be required later.
2.1. Kempf-Ness stratification. Let G be a reductive algebraic group, with maximal torus T ⊂
G. We always denote by M the character lattice of T and N the cocharacter lattice of T , i.e.
M = HomZ(T,C
∗), N = HomZ(C∗, T ).
The subspace MWR ⊂ MR is defined to be the Weyl-invariant subspace, which is identified with
Pic(BG)R. Note that M , N are finitely generated free abelian groups with a perfect pairing
〈−,−〉 : M ×N → Z.
Below we follow the convention of [HL15, Section 2.1] for Kempf-Ness stratification associated
with GIT quotients. Let Y be a smooth affine variety with a G-action. For an element l ∈
Pic([Y/G])R, we have the open subset of l-semistable points
Y ss(l) ⊂ Y.(2.1)
By the Hilbert-Mumford criterion, Y ss(l) is characterized by the set of points y ∈ Y such that for
any one parameter subgroup λ : C∗ → G such that the limit z = limt→0 λ(t)(y) exists in Y , we have
wt(l|z) ≥ 0.
We will often take l ∈ MWR = Pic(BG)R and regard it as an element of Pic([Y/G])R by the
pull-back of the natural morphism
a : [Y/G]→ BG.
In this case, the condition wt(l|z) ≥ 0 is equivalent to 〈l, λ〉 ≥ 0. In some cases we may assume that
l is pulled back from Pic(BG)R by the following lemma:
7Lemma 2.1. Let x ∈ Y be fixed by G and set y = p(x) for the quotient morphism p : Y → Y//G.
Let µ : BG→ [Y/G] be the map sending a point to x and identity on stabilizer groups. Then for any
l ∈ Pic([Y/G]) there exists a Zariski open subset x ∈ U ⊂ Y//G such that l|[p−1(U)/G] is isomorphic
to a∗µ∗(l)|[p−1(U)/G].
Proof. Let us set L := l ⊗ a∗µ∗(l)−1 ∈ Pic([Y/G]). Then µ∗L is a trivial line bundle on BG, or in
other word H0(L|x)G = C. Since Y is affine and G is reductive, the functor H0(−)G on Coh([Y/G])
is an exact functor. Therefore by applying the above functor to the surjection L։ L|x, we obtain a
surjection H0(L)G ։ H0(L|x)G. In particular there is s ∈ H0(L)G which is non-zero on x. It gives
a G-equivariant map s : OY → L, and let Z ⊂ Y be the zero locus of s. Then Z is a G-invariant
closed subset of Y which does not contain x. However the map [Y/G] → Y//G is a good moduli
space for [Y/G], so in particular it is universally closed (see [Alp13, Theorem 4.16]). Therefore there
exists a Zariski open subset y ∈ U ⊂ Y//G such that Z ∩ p−1(U) = ∅, which implies that s is an
isomorphism on p−1(U). 
By fixing a Weyl-invariant norm |∗| onNR, we have the associated Kempf-Ness (KN) stratification
Y = Y ss(l) ⊔ S1 ⊔ S2 ⊔ . . . .(2.2)
Here for each α there exists a one parameter subgroup λα : C∗ → T ⊂ G, a connected component
Zα of the λα-fixed part of Y \ ∪α′<αSα′ such that
Sα = G · Yα, Yα := {y ∈ Y : lim
t→0
λα(t)(y) ∈ Zα}.
Moreover by setting
µα = −wt(l|Zα)|λα| ∈ R
we have the inequalities µ1 > µ2 > · · · > 0. By taking the quotient stacks of the stratification (2.2),
we have the stratification of the quotient stack Y = [Y/G]
Y = Yss(l) ⊔ S1 ⊔ S2 ⊔ . . . .(2.3)
Using Hilbert-Mumford criterion, the notion of semistability can be generalized to an arbitrary
Artin stack Y and l ∈ Pic(Y)R (see [HLc, Definition 1.13]). Namely a point p ∈ Y is l-semistable
if for any map f : [A1/C∗] → Y with f(1) ∼ p, we have wt(f(0)∗(l)) ≥ 0. Here C∗ acts on A1 by
weight one. The set of l-semistable points is denoted by
Yss(l) ⊂ Y.
When Y = [Y/G], then Yss(l) = [Y ss(l)/G] where Y ss(l) is the GIT semistable locus (2.1).
2.2. The triangulated categories of derived factorizations. Let Y be a scheme which admits
an action of a reductive algebraic group G, and also a C∗-action which commutes with the above
G-action. Let τ : G×C∗ → C∗ be a character given by the second projection, and let w ∈ Γ(Y,OY )
be τ -semi invariant of weight two, i.e. g∗w = τ(g)2w for any g ∈ G×C∗. Given data as above, the
category
MFC
∗
coh([Y/G], w)(2.4)
is defined to be the triangulated category whose objects consist of (G×C∗)-equivariant factorizations
of w, i.e. a pair
(P , dP), dP : P → P〈1〉, dP ◦ dP = w(2.5)
where P is a (G×C∗)-equivariant coherent sheaf on Y , dP is a (G×C∗)-equivariant morphism. Here
〈n〉 means the twist by the (G×C∗)-character τn. The category (2.4) is defined to be the localization
of the homotopy category of the factorizations (2.5) by its subcategory of acyclic factorizations. If
Y is affine, then (2.4) is equivalent to Orlov’s triangulated category [Orl09] of (G×C∗)-equivariant
matrix factorizations of w. For details on the definition of the category (2.4), we refer to [BFK14,
Section 3], [EP15, Section 2.2].
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For a (G× C∗)-invariant closed subscheme Z ⊂ Y , the subcategory
MFC
∗
coh([Y/G], w)Z ⊂ MFC
∗
coh([Y/G], w)
is defined to be the kernel of the restriction functor
MFC
∗
coh([Y/G], w)→ MFC
∗
coh([(Y \ Z)/G], w).
By taking the Verdier quotients, we have an equivalence (cf. [Che10, Theorem 1.3])
MFC
∗
coh([Y/G], w)/MF
C∗
coh([Y/G], w)Z
∼→ MFC∗coh([(Y \ Z)/G], w).(2.6)
Suppose furthermore that Y is a smooth affine variety. Given l ∈ Pic([Y/G])R, we have a KN-
stratification (2.2). For each α, let iα be the morphism of stacks
iα : [Zα/λα]→ [Y/G].
Here [Zα/λα] := [Zα/C∗] for the trivial C∗-action on Zα, and iα is induced by the embedding Zα →֒
Y together with the one parameter subgroup λα : C
∗ → G. Note that we have the decomposition
of the derived factorization category on [Zα/λα] into the λα-weight parts
MFC
∗
coh([Zα/λα], w|Zα) =
⊕
k∈Z
MFC
∗
coh([Zα/λα], w|Zα)k.
Let ηα ∈ Z be defined by
ηα = wtλα(det(N
∨
Sα/Y
|Zα)).(2.7)
We will use the following version of window subcategory.
Definition 2.2. For l, δ ∈ Pic([Y/G])R, the triangulated subcategory
W lδ([Y/G], w) ⊂MFC
∗
coh([Y/G], w)(2.8)
is defined to be consisting of factorizations (P , dP) as in (2.5) such that each derived restriction
(P , dP)|Zα satisfies that
(P , dP)|Zα ∈
⊕
k∈wtλα (δ|Zα )+[−ηα/2,ηα/2)
MFC
∗
coh([Zα/λα], w|Zα)k.
The following is a version of window theorem for derived factorization categories of GIT quotients.
Theorem 2.3. ([HL15, BFK19]) The composition
W lδ([Y/G], w) ⊂ MFC
∗
coh([Y/G], w)
res→ MFC∗coh([Y ss(l)/G], w)
is an equivalence of triangulated categories. Here the right arrow is the restriction functor to the
open subset Y ss(l) ⊂ Y .
2.3. Magic window subcategories. Suppose that Y is an affine space, i.e. Y = An for some n,
and it is a G-representation. Let us take a decomposition into a direct sum of G-representations
Y = S⊕ U(2.9)
such that S is a symmetric, i.e. S ∼= S∨ asG-representations. We call such a decomposition Y = S⊕U
as a symmetric structure of Y , and refer to it as S.
For each one parameter subgroup λ : C∗ → T and an element L ∈ K0(Rep(T )) = Z[M ], we define
Lλ>0 to be the projection of this class onto the subspace spanned by weights which pair positively
with λ. We define ∇S ⊂MR to be
∇S :=
{
χ ∈MR : 〈χ, λ〉 ∈
[
−1
2
〈
Lλ>0[S/G]|0, λ
〉
,
1
2
〈
Lλ>0[S/G]|0, λ
〉]
for all λ : C∗ → T
}
.(2.10)
Here L[S/G]|0 is the cotangent complex of the quotient stack [S/G] restricted to the origin, whose
K-theory class is
L[S/G]|0 = [S∨]− [g∨] ∈ K0(Rep(T )).
9Here g is the Lie algebra of G, and regarded as a T -representation by the adjoint representation. If
λ = λα for the KN stratification (2.2), then we have the identity (see [HL15, Equation (4)])
ηα =
〈
Lλ>0[S/G]|0, λ
〉
.(2.11)
Here ηα is defined in (2.7). We introduce some conditions for elements in M
W
R . Let ΣS ⊂ MR be
the convex hull of the T -characters of
∧∗
(S).
Definition 2.4. For l, δ ∈MWR , we say
(i) l is S-generic if it is contained in the linear span of ΣS but is not parallel to any face of
ΣS. We denote by (M
W
R )
gen/S ⊂MWR the subset of S-generic elements.
(ii) δ is l-generic if 〈δ, λ〉 /∈ Q for any one parameter subgroup λ : C∗ → T such that 〈l, λ〉 6= 0.
(iii) l is compatible with the symmetric structure S in (2.9) if we have
Y ss(l) = Sss(l)⊕ U.
The genericity condition for (i) is introduced in [HLS, Section 2]. As for (ii), for example if
l ∈MWQ then δ = ε · l is l-generic for any ε ∈ R \Q. Note that if δ is l-generic, then 〈δ, λα〉 /∈ Q for
any one parameter subgroup λα which appears in a KN stratification (2.2). Later we will use the
following lemma:
Lemma 2.5. For l1, l2 ∈ (MWR )gen/S, there is an uncountable dense subset U ⊂ R2 such that for
(α1, α2) ∈ U , α1l1 + α2l2 is generic, l1-generic and l2-generic.
Proof. If both of l1, l2 are generic, then obviously the set of (α1, α2) ∈ R2 such that α1l1 + α2l2 is
generic is a dense open subset in R2. For a one parameter subgroup λ : C∗ → T such that either
〈l1, λ〉 6= 0 or 〈l2, λ〉 6= 0, the set of (α1, α2) ∈ R2 such that α1〈l1, λ〉+α2〈l2, λ〉 /∈ Q is a complement
of countable number of lines in R2, so it is uncountable and dense. As such one parameter subgroups
λ are also countable many, we obtain the lemma. 
For δ ∈MWR , the subcategory (called magic window over S)
Wmag/Sδ ([Y/G], w) ⊂ MFC
∗
coh([Y/G], w)
is defined to be split generated by factorizations (P , dP) as in (2.5), such that P is isomorphic to
W ⊗COY for a (G×C∗)-representationW whose T -weights are contained in δ+∇S. The following
result is proved in the proof of [KT, Proposition 2.6], which is itself based on magic window theorem
in [HLS, vVdB17].
Proposition 2.6. ([KT, Proposition 2.6]) Suppose that l, δ ∈ (MWR )gen/S and δ is l-generic. Then
we have the inclusion
Wmag/Sδ ([Y/G], w) ⊂ W lδ([Y/G], w)
which is identity if l is compatible with the symmetric structure S in (2.9). In particular the com-
position
Wmag/Sδ ([Y/G], w) ⊂ MFC
∗
coh([Y/G], w)
res→ MFC∗coh([Y ss(l)/G], w)
is fully-faithful, which is an equivalence if l is compatible with S.
2.4. Window subcategories for formal completions. Let Y be a smooth affine scheme with an
action of a reductive algebraic group G, and V → Y a G-equivariant vector bundle. In this paper,
we often work with the formal fiber of the map
[V/G]→ [Y/G] π→ Y//G.
We will use the following notation. For y ∈ Y//G, we denote by Ŷy//G be the formal completion of
Y//G at y,
Ŷy//G := Spec ÔY/G,y.
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Then by setting
Ŷy := Y ×Y/G Ŷy//G, V̂y := V ×Y/G Ŷy//G,
we have the Cartesian squares
[V̂y/G] //


[Ŷy/G] //


Ŷy//G

[V/G] // [Y/G] // Y//G.
(2.12)
The KN stratification of V with respect to the above G-action on V and l ∈MWR is restricted to a
stratification on V̂y
V̂y = V̂
ss
y (l) ⊔ Ŝ1 ⊔ Ŝ2 ⊔ . . . .(2.13)
Suppose furthermore that Y is a finite dimensional G-representation, and V → Y a G-equivariant
vector bundle. Then the total space of V is a direct sum of G-representations V |0 ⊕ Y and the
projection V → Y is identified with the second projection. Below we take a symmetric structure S
of V ,
V |0 ⊕ Y = S⊕ U(2.14)
and prove a version of Theorem 2.6 for the formal fiber [V̂y/G] at y = 0 ∈ Y//G. Let C∗ acts on the
fibers of V → Y and ŵ0 : [V̂0/G] → A1 a morphism which is τ -semi invariant of weight two. Then
for each l, δ ∈MWR , the window subcategory
W lδ([V̂0/G], ŵ0) ⊂MFC
∗
coh([V̂0/G], ŵ0)(2.15)
is defined in the same way as Definition 2.8, using the induced stratification (2.13). The magic
window subcategory
Wmag/Sδ ([V̂0/G], ŵ0) ⊂ MFC
∗
coh([V̂0/G], ŵ0)
is also defined to be split generated by (P , dP) where P is isomorphic to W ⊗C OV̂0 for a (G×C∗)-
representation W whose T -weights are contained in δ + ∇S. We will use the following variant of
Theorem 2.6:
Proposition 2.7. Suppose that l, δ ∈ (MWR )gen/S and δ is l-generic. Then we have the inclusion
Wmag/Sδ ([V̂0/G], ŵ0) ⊂ W lδ([V̂0/G], ŵ0)
which is identity if l is compatible with the symmetric structure S in (2.14). In particular the
composition
Wmag/Sδ ([V̂0/G], ŵ0) ⊂MFC
∗
coh([V̂0/G], ŵ0)
res→ MFC∗coh([V̂ ss0 (l)/G], ŵ0)(2.16)
is fully-faithful, which is an equivalence if l is compatible with S.
Proof. The proof is almost same as in [KT, Proposition 2.6]. Let λα : C∗ → T be a one parameter
subgroup which appears in a KN stratification of V with respect to the G-action on it. By the
assumption that δ is l-generic, we have 〈δ, λα〉 ± ηα/2 /∈ Z. Together with the inequality〈
Lλα>0[S/G] |0, λα
〉
≤
〈
Lλα>0[V/G]|0, λα
〉
= ηα
we have the inclusion
Wmagδ ([V̂0/G], ŵ0) ⊂ W lδ([V̂0/G], ŵ0)(2.17)
by the definition of these window subcategories. The composition
W lδ([V̂0/G], ŵ0) ⊂MFC
∗
coh([V̂0/G], ŵ0)
res→ MFC∗coh([V̂ ss0 (l)/G], ŵ0)(2.18)
is an equivalence by Theorem 2.3. Therefore the composition (2.16) is fully-faithful.
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Now suppose that l is compatible with the symmetric structure S in (2.14). Let ∆S be the set of
isomorphism classes of finite dimensional (G×C∗)-representations W whose (T × {1})-weights are
contained in δ+∇S. Using the assumption of the proposition, it is proved in [HLS, Proposition 3.11]
that any vector bundle W ′ ⊗ OS on S for a finite dimensional (G × C∗)-representation W ′ admits
a (G × C∗)-equivariant resolution by vector bundles W ⊗ OS for W ∈ ∆S, modulo sheaves on S
supported on l-unstable locus. By pulling it back to V via the projection V → S and using the
assumption that l is compatible with S, any vector bundleW ′⊗OV for a finite dimensional (G×C∗)-
representationW ′ admits a (G×C∗)-equivariant resolution by vector bundles W ⊗OV for W ∈ ∆S,
modulo sheaves on V supported on l-unstable locus. By restricting it to V̂0, the same also applies
to W ′⊗OV̂0 . Therefore Dbcoh([V̂ ss0 (l)/(G×C∗)]) is split generated by vector bundles W ⊗OV̂ ss0 (l) for
W ∈ ∆S. It follows that for any object (P , dP) in MFC
∗
coh([V̂
ss
0 (l)/G], ŵ0), the underlying (G× C∗)-
equivariant sheaf P is a direct summand of a bounded complex W =W • ⊗OV̂ ss0 (l) for W
i ∈ ∆S in
the derived category Dbcoh([V̂
ss
0 (l)/(G× C∗)]). Note that we have
Ext>0
[V̂ ss0 (l)/(G×C∗)]
(W1 ⊗OV̂ ss0 (l),W2 ⊗OV̂ ss0 (l)))
∼=→ Ext>0
[V̂0/(G×C∗)](W1 ⊗OV̂0 ,W2 ⊗OV̂0) = 0
for W1,W2 ∈ ∆S. Here the first isomorphism follows since the composition (2.18) without super-
potential case is also fully-faithful, and the second identity follows since V̂0 is affine and G is
reductive. Therefore using the resolution property of factorizations (see [BDF+16, Theorem 3.9],
[NAS, Lemma 4.10]), the differential dP can be lifted to a differential dW on the totalization of W
so that (W , dW) ∈ MFC
∗
coh([V̂
ss
0 (l)/G], ŵ0) and (P , dP) is a direct summand of (W , dW ). Therefore
the composition (2.16) is essentially surjective, so the inclusion (2.17) is identity. 
3. Categorical DT theory via singular supports
In this section, we recall the notion of singular supports of coherent sheaves on quasi-smooth
derived stacks introduced in [AG15]. We then recall the model for C∗-equivariant DT categories
associated with quasi-smooth derived stacks introduced in [Todb], and their variant. We also give
several properties on derived stacks with good moduli spaces, and introduce notions which appear
in the statement of Theorem 1.2.
3.1. Singular supports of coherent sheaves. Let Y be a smooth affine scheme, V → Y a vector
bundle on it and s a section of it:
V // Y.
s
yy
(3.1)
We then consider the affine derived scheme U given by the derived zero locus of s
U = SpecR(V → Y, s)(3.2)
where R(V → Y, s) is the Koszul complex
R(V → Y, s) :=
(
· · · →
2∧
V ∨ s→ V ∨ s→ OY
)
.
The classical truncation of U is the closed subscheme of Y given by
U := t0(U) = (s = 0) ⊂ Y.
On the other hand, let w : V ∨ → A1 be the function defined by
w(x, v) = 〈s(x), v〉, x ∈ Y, v ∈ V ∨|x.(3.3)
Then its critical locus is the classical truncation of (−1)-shifted cotangent scheme over U (or called
dual obstruction cone, see [JT17])
Crit(w) = t0(ΩU[−1]) = SpecS(H1(TU|U )).
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Here TU|U is the tangent complex of U restricted to U ,
TU|U = (TY |U ds→ V |U).
Note that there is a C∗-action on V ∨ which acts on fibers of V ∨ → Y , and Crit(w) ⊂ V ∨ is preserved
by the above C∗-action.
Let HH∗(U) be the Hochschild cohomology of U
HH∗(U) := Hom∗U×U(∆∗OU,∆∗OU).
Here ∆: U → U × U is the diagonal. Then it is shown in [AG15, Section 4] that there exists a
canonical map H1(TU|U )→ HH2(U). So for F ∈ Dbcoh(U), we have the map of graded rings
OCrit(w) = S(H1(TU|U ))→ HH2∗(U)→ Hom2∗(F, F ).(3.4)
Here the last arrow is defined by taking Fourier-Mukai transforms associated with morphisms
∆∗OU → ∆∗OU[2∗]. The above map defines a C∗-equivariantOCrit(w)-module structure on Hom2∗(F ,F),
which is finitely generated by [AG15, Theorem 4.1.8]. The singular support of F
Suppsg(F ) ⊂ Crit(w)(3.5)
is defined to be the support of Hom2∗(F, F ) as a graded OCrit(w)-module. Note that the singular
support is a conical (i.e. C∗-invariant) closed subset of Crit(w). For a conical closed subset Z ⊂
Crit(w), we denote by
CZ ⊂ Dbcoh(U)
the triangulated subcategory of objects F ∈ Dbcoh(U) whose singular supports are contained in Z.
3.2. Quasi-smooth derived stacks. Below, we denote by M a derived Artin stack over C. This
means that M is a contravariant ∞-functor from the ∞-category of affine derived schemes over C
to the ∞-category of simplicial sets
M : dAffop → SSets
satisfying some conditions (see [Toe¨14, Section 3.2] for details). Here dAffop is defined to be
the ∞-category of commutative simplicial C-algebras, which is equivalent to the ∞-category of
commutative differential graded C-algebras with non-positive degrees. The classical truncation of
M is denoted by
M := t0(M) : Affop →֒ dAffop → SSets(3.6)
where the first arrow is a natural functor from the category of affine schemes to affine derived
schemes. The triangulated category of quasi-coherent sheaves on M is defined as (see [Toe¨14,
Section 4.1])
Dqcoh(M) := lim
U
α→M
Dqcoh(U).(3.7)
Here U = SpecA is an affine derived scheme for a cdga A, α : U → M is a smooth morphism and
Dqcoh(U) is the derived category of dg-modules over A. The limit is taken for the ∞-category of
smooth morphisms α : U→M with 1-morphisms given by commutative diagrams
U
α   ❆
❆❆
❆❆
❆❆
❆
f // U′
α′}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
M.
(3.8)
Here U, U′ are affine derived schemes, f is a smooth morphism and α′ ◦ f is equivalent to α.
Here we note that a limit of triangulated categories cannot be defined in general, and in order to
take it we have to replace triangulated categories with their dg-enhancements and define the limit
in the ∞-category of dg-categories (see [GR17, Toe¨11]). By abuse of notation, we use the following
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notation for the limit. For an ∞-category I, let {Ddgi }i∈I be the I-diagram of dg-categories Ddgi
for i ∈ I, and denote by Di = Ho(Ddgi ) the homotopy category of Ddgi . Then we write
lim
i∈I
Di := Ho
(
lim
i∈I
Ddgi
)
.
In the above convention, the category (3.7) is more precisely defined as follows. Let Lqcoh(U) be
the dg-category of dg-modules over A localized by quasi-isomorphisms (see [Toe¨11, Section 2.4]),
so that its homotopy category is equivalent to the derived category Dqcoh(U). Then the category
(3.7) is defined by taking the limit for Lqcoh(U), and then take its homotopy category. We have the
triangulated subcategory
Dbcoh(M) ⊂ Dqcoh(M)
consisting of objects which have bounded coherent cohomologies. We note that there is a bounded
t-structure on Dbcoh(M) whose heart coincides with Coh(M).
A derived stack M is called quasi-smooth if the cotangent complex LM is perfect such that
for any point x → M the restriction LM|x is of cohomological amplitude [−1, 1]. By [BBBBJ15,
Theorem 2.8], the quasi-smoothness of M is equivalent to that M is a 1-stack, and any point of M
lies in the image of a 0-representable smooth morphism
α : U→M(3.9)
where U is an affine derived scheme of the form (3.2). In this case, we have
Dbcoh(M) = lim
U
α→M
Dbcoh(U)
where the limit is taken for the ∞-category I of smooth morphisms (3.9) from U of the form (3.2)
with 1-morphisms given by (3.8). In this paper when we write lim
U
α→M(−) for a quasi-smooth M,
the limit is always taken for the ∞-category I as above.
Following [DG13, Definition 1.1.8], a derived stack M is called QCA (quasi-compact and with
affine automorphism groups) if the following conditions hold:
(i) M is quasi-compact;
(ii) The automorphism groups of its geometric points are affine;
(iii) The classical inertia stack IM := ∆×M×M ∆ is of finite presentation over M.
In this paper we always assume that a derived stack M is QCA. We will often use the following
derived stack:
Example 3.1. Let G be a reductive algebraic group. A G-equivariant tuple is a tuple
(Y, V, s)(3.10)
where Y a smooth affine scheme with G-action, V → Y is a G-equivariant vector bundle and s is a
G-invariant section of V . Given (Y, V, s) as above, we have the associated quasi-smooth and QCA
derived stack
[U/G] = [SpecR(V → Y, s)/G].
3.3. DT categories via singular supports. Let M be a quasi-smooth derived stack. We denote
by ΩM[−1] the (−1)-shifted cotangent stack over M, i.e.
ΩM[−1] = Spec Sym(TM[1]).
Here TM is the tangent complex of M. We have the projection of the classical truncations
p : t0(ΩM[−1])→M.(3.11)
We have the C∗-action on t0(ΩM[−1]) which acts on fibers of p. A closed substack of t0(ΩM[−1])
is called conical if it is closed under the above fiberwise C∗-action.
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Note that a smooth morphism (3.9) induces the diagram
t0(ΩU[−1]) t0(ΩM[−1]×M U)α
♦
∼=
oo α
♠
// t0(ΩM[−1]).(3.12)
Here α♠ is the projection and α♦ is induced by the natural morphism α∗LM → LU. For a conical
closed substack Z ⊂ t0(ΩM[−1]), we have the conical closed subscheme
α∗Z := α♦(α♠)−1(Z) ⊂ t0(ΩU[−1]) = Crit(w).
We define the triangulated subcategory
CZ ⊂ Dbcoh(M)(3.13)
to be consisting of objects E ∈ Dbcoh(M) such that for any map α as in (3.9), we have
Suppsg(α∗E) ⊂ α∗Z.
For a conical closed substack Z ⊂ t0(ΩM[−1]), the quotient category
Dbcoh(M)/CZ(3.14)
was our model for the definition of C∗-equivariant DT category in [Todb]. On the other hand,
suppose that we have a diagram (3.8). Then the pull-back f∗ : Dbcoh(U) → Dbcoh(U′) takes Cα∗Z to
Cα′∗Z by [AG15, Corollary 7.5.5]. Therefore we have the induced functor
α∗ : Dbcoh(U)/Cα∗Z → Dbcoh(U′)/Cα′∗Z′ .
Then we can take their limit
lim
U
α→M
(
Dbcoh(U)/Cα∗Z
)
(3.15)
where α : U → M is a smooth morphism as in (3.7). Again the category (3.15) is more precisely
defined to be the homotopy category of the limit of the Drinfeld dg-quotients Lcoh(U)/LCα∗Z defined
in [Todb, Section 3.3], which are dg-enhancements of Dbcoh(U)/Cα∗Z . By the equivalence (4.5)
explained later, the limit (3.15) may be regarded as a gluing of derived factorization categories
lim
U
α→M
MFC
∗
coh(V
∨ \ α∗Z, w).
A relationship between the categories (3.14) and (3.15) will be addressed in Section C. In the case
that Z = p−1(W) for a closed substack W ⊂M, we have equivalences (see Corollary C.4)
Dbcoh(M)/CZ ∼→ lim
U
α→M
(
Dbcoh(U)/Cα∗Z
) ∼→ Dbcoh(M◦).(3.16)
Here M◦ ⊂M be the derived open substack whose classical truncation is M\W .
For an element l ∈ Pic(M)R, we use the same notation l for its pull-back to t0(ΩM[−1]) by
the projection (3.11). We will apply the above construction for the conical closed substack (called
l-unstable locus)
Zl-us := t0(ΩM[−1]) \ t0(ΩM[−1])ss(l) ⊂ t0(ΩM[−1]).(3.17)
We remark that, for the projection p in (3.11), we always have the inclusion
Zl-us ⊂ p−1(M\Mss(l)).(3.18)
However in general they do not coincide. If (3.18) is the identity, then by (3.16) the categories
(3.14), (3.15) are equivalent to Dbcoh(M
ss(l)), where Mss(l) ⊂ M is the derived open substack of
l-semistable points.
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3.4. Good moduli spaces of Artin stacks. In general for an Artin stack M, its good moduli
space is an algebraic space M together with a quasi-compact morphism,
πM : M→M
satisfying the following conditions (cf. [Alp13, Section 1.2]):
(i) The push-forward πM∗ : QCoh(M)→ QCoh(M) is exact.
(ii) The induced morphism OM → πM∗OM is an isomorphism.
The good moduli space morphism πM is universally closed. Moreover for each closed point y ∈M ,
there exists a unique closed point x ∈ π−1M (y), and its automorphism group Aut(x) is reductive
(see [Alp13, Theorem 4.16, Proposition 12.14]).
Let M be a quasi-smooth derived stack and take its classical truncation M = t0(M). Suppose
that it admits a good moduli space πM : M→ M . We will use the following e´tale local structure
result for good moduli spaces proved in [AHRc].
Theorem 3.2. ([AHRc, Theorem 2.9]) For any closed point y ∈ M , there exists an e´table neigh-
borhoods ι : (U, 0)→ (M, y) and a Cartesian diagram of the form
[U/G] MU //


M
πM

U//G U ι //M.
Here G = Aut(x) for a unique closed point x ∈ π−1M (y), U = SpecR is an affine C-scheme with
G-action, and U//G = SpecRG.
The above result can be extended to derived stacks as follows:
Proposition 3.3. (cf. [HLb, Lemma 2.4, Lemma 2.5]) In the situation of Theorem 3.2, there is a
unique (up to equivalence) derived stack MU with MU = t0(MU ) satisfying the following: it fits
into a Cartesian diagram
MU
ιU //

M
MU //
?
OO
M?

OO(3.19)
such that MU is equivalent to [U/G], where U = SpecR(V → Y, s) is a quasi-smooth affine derived
scheme associated with a G-equivariant tuple (Y, V, s) as in Example 3.1.
Moreover for l ∈ Pic(M)R, by replacing U with a Zariski open neighborhood of 0 ∈ U , the
pull-back ι∗U (l) ∈ Pic([U/G])R is extended to a R-line bundle on [Y/G].
Proof. Since the category of e´tale morphisms to M is equivalent to that of e´tale morphisms to
M, there is a unique derived stack MU which fits into the Cartesian diagram (3.19). Then by
Proposition A.1, the derived stack MU is equivalent to [U/G] for U = SpecR(V → Y, s) associated
with a G-equivariant tuple (Y, V, s).
The final statement follows from Lemma 2.1. Indeed by shrinking U if necessary, the R-line
bundle ι∗U (l) on [U/G] is pulled back via [U/G] → BG, so can be extended to [Y/G] by taking the
pull-back via [Y/G]→ BG. 
Let J be the category consisting of e´tale maps ι : U →M from an affine scheme U satisfying the
conditions in Theorem 3.2 and Proposition 3.3. The set of morphisms in J consists of e´tale maps
U ′ → U commuting with maps to M . For each morphism U ′ → U in J , we have the Cartesian
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diagrams
MU ′
ιU′→U //

MU
ιU //

M
MU ′?

OO
//


MU //

?
OO

M?

OO

U ′ // U ι // M.
In the case that M admits a good moduli space as above, we have another description of the
C∗-equivariant DT category (3.15):
Lemma 3.4. For a conical closed substack Z ⊂ t0(ΩM[−1]), we have an equivalence
lim
U
α→M
(
Dbcoh(U)/Cα∗Z
) ∼→ lim
(U
ι→M)∈J
(
Dbcoh(MU )/Cι∗UZ
)
.
Proof. By [Lur, Corollary 4.2.3.10], we have an equivalence
lim
U
α→M
(
Dbcoh(U)/Cα∗Z
) ∼→ lim
(U
ι→M)∈J
lim
U′
α′→MU
(
Dbcoh(U
′)/Cα′∗ι∗UZ
)
.
Here α, α′ are smooth morphisms from affine derived schemes U, U′ of the form (3.2). By Corol-
lary C.6, we also have an equivalence
Dbcoh(MU )/Cι∗UZ
∼→ lim
U′
α′→MU
(
Dbcoh(U
′)/Cα′∗ι∗UZ
)
.
Therefore we obtain the lemma. 
3.5. Symmetric structures of derived stacks. LetM be a quasi-smooth derived stack such that
M = t0(M) admits a good moduli space πM : M→ M . Recall that for any closed point x ∈ M,
its automorphism group Aut(x) is a reductive algebraic group by [Alp13, Proposition 12.14]. We
introduce the notion of symmetric structures for derived stacks.
Definition 3.5. A symmetric structure S of M is a choice of symmetric structures of H0(TM|x)⊕
H1(TM|x)∨ at each closed point x ∈ M, i.e. a direct sum of Aut(x)-representations
H0(TM|x)⊕H1(TM|x)∨ = Sx ⊕ Ux(3.20)
such that Sx is a symmetric Aut(x)-representation.
A derived stackM is called symmetric if H0(TM|x)⊕H1(TM|x)∨ is a symmetric Aut(x)-representation
for any closed point x ∈ M. In this case, we have a symmetric structure (3.20) such that Ux = 0,
which we call a maximal symmetric structure.
We will use the following lemma on symmetric structures.
Lemma 3.6. Suppose that for a G-equivariant tuple (Y, V, s) in Example (3.1), a symmetric struc-
ture of the derived stack M = [U/G] is given as in (3.20). Then for any G-fixed point x ∈ U , there
is a symmetric structure of the G-representation TxY ⊕ V |∨x of the form
TxY ⊕ V |∨x = (Sx ⊕ P ⊕ P∨)⊕ Ux
for some G-representation P . Here Sx ⊕ P ⊕ P∨ is the symmetric part.
Proof. The tangent complex of M at x is given by
TM|x = (g 0→ TxY ds|x→ V |x).
Here the first map is zero because x is fixed by G. Since G is reductive, we have an isomorphism of
complexes of G-representations
(TxY
ds|x→ V |x) ∼= (Ker ds|x 0→ Cok ds|x)⊕ (P id→ P )
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for some G-representation P . Then we have
TxY ⊕ V |∨x ∼= H0(TM|x)⊕H1(TM|x)∨ ⊕ P ⊕ P∨.
Therefore the lemma holds. 
We next introduce the notion of ‘formal neighborhood theorem’ for quasi-smooth derived stacks
with good moduli spaces.
Definition 3.7. We say that M satisfies formal neighborhood theorem if for any closed point x ∈M
with y = πM(x) ∈M , there exists an Aut(x)-equivariant morphism
κ : ̂H0(TM|x)0 → H1(TM|x)(3.21)
with κ(0) = 0 such that, by setting N̂0 →֒ ̂H0(TM|x)0 to be the classical zero locus of κ, we have
commutative isomorphisms
[N̂0/Aut(x)]
∼= //

M×M Spec ÔM,y

N̂0//Aut(x)
∼= // Spec ÔM,y.
(3.22)
Here the top isomorphism sends 0 to x, and identity on stabilizer groups at these points.
Remark 3.8. Similarly to (2.12), the scheme ̂H0(TM|x)0 is defined to be the formal fiber of the
morphism
H0(TM|x)→ H0(TM|x)//Aut(x)
at the origin. This should not be confused with the formal completion of H0(TM|x) at the origin.
The following lemma is proved along with the similar argument of Proposition A.2, so we omit
its proof.
Lemma 3.9. Suppose that M satisfies formal neighborhood theorem. Then the diagram (3.22) can
be extended to a Cartesian diagram
[N̂0/Aut(x)] // _


M _

[N̂0/Aut(x)] //M.
Here the vertical arrows are closed immersions given by taking the classical truncations and N̂0 is
the derived zero locus of (3.21).
We also introduce some conditions for R-line bundles on the classical stack M = t0(M). For a
closed point x ∈ M, we denote by µx : BAut(x) →M the map sending a point to x and identity
on the automorphism groups. For l ∈ Pic(M)R, we set lx := µ∗xl ∈ Pic(B Aut(x))R. Recall the
conditions for the characters of reductive algebraic groups in Definition 2.4.
Definition 3.10. For l, δ ∈ Pic(M)R, we say
(i) l is S-generic for a symmetric structure S given in (3.20) if for any closed point x ∈ M,
the R-line bundle lx on BAut(x) is Sx-generic. We denote by Pic(M)gen/SR ⊂ Pic(M)R
the subset of S-generic elements.
(ii) δ is l-generic if δx is lx-generic for any closed point x ∈M.
(iii) l is compatible with the symmetric structure S in (3.20) if lx is compatible with the sym-
metric structure (3.20) for any closed point x ∈M.
We now state the main result in this paper:
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Theorem 3.11. Let M be a quasi-smooth derived stack with a good moduli spaceM = t0(M)→M .
Suppose that a symmetric structure S of M is given as (3.20), and M satisfies formal neighborhood
theorem. Let us take l, δ ∈ Pic(M)gen/SR such that δ is l-generic. Then there exists a triangulated
subcategory W int/Sδ (M) ⊂ Dbcoh(M) such that, for the l-unstable locus Zl-us ⊂ t0(ΩM[−1]) defined in
(3.17), the composition
Θl : W int/Sδ (M) →֒ Dbcoh(M)→ lim
U
α→M
(
Dbcoh(U)/Cα∗Zl-us
)
is fully-faithful, which is an equivalence if l is compatible with S.
Proof. The proof will be given in Subsection 4.7 (see Theorem 4.24). 
We have the following corollary of the above theorem.
Corollary 3.12. Under the assumption of Theorem 3.11, let us take l1, l2 ∈ Pic(M)gen/SR such that
l1 is compatible with the symmetric structure S. Then there exists a fully-faithful functor
Θl1,l2 : lim
U
α→M
(
Dbcoh(U)/Cα∗Zl1-us
) →֒ lim
U
α→M
(
Dbcoh(U)/Cα∗Zl2-us
)
(3.23)
which is an equivalence if l2 is also compatible with S. In particular if M is symmetric, we have an
equivalence (3.23) for any l1, l2 ∈ Pic(M)gen/SR , where S is a maximal symmetric structure.
Proof. By Lemma 2.5, for each closed point x ∈ M there is an uncountable many (ε1, ε2) ∈
R2 such that for δ = ε1l1 + ε2l2, δx is Sx-generic, l1,x-generic and l2,x-generic. Since the set
of isomorphism classes of reductive algebraic groups Aut(x) together with their representations
H0(TM|x) ⊕ H1(TM|x)∨ and their symmetric structures is at most countable many, we can take
(ε1, ε2) to be independent of x. Then the desired fully-faithful functor Θl1,l2 is given by Θl2 ◦Θ−1l1
for the above choice of δ. In the case that M is symmetric, then each li is compatible with the
maximal symmetric structure, so Θli are equivalences. Therefore Θl1,l2 is an equivalence. 
Remark 3.13. In the situation of Corollary 3.12, let M′ ⊂ M be an open immersion with M′ =
t0(M
′), and set Z ′i := Zli-us×MM′ which are conical closed substacks in t0(ΩM′ [−1]). If Z ′1 = Z ′2,
then we have the commutative diagram
lim
U
α→M
(
Dbcoh(U)/Cα∗Zl1-us
) Θl1,l2 //

lim
U
α→M
(
Dbcoh(U)/Cα∗Zl2-us
)

lim
U
α→M′
(
Dbcoh(U)/Cα∗Z′1
)
∼ // limU α→M′
(
Dbcoh(U)/Cα∗Z′2
)
.
(3.24)
Here the vertical arrows are restriction functors, and the bottom arrow is a natural equivalence given
by Z ′1 = Z ′2. The commutative diagram (3.24) follows since the compositions
W int/Sδ (M) →֒ Dbcoh(M)→ lim
U
α→M
(
Dbcoh(U)/Cα∗Zli-us
)
→ lim
U
α→M′
(
Dbcoh(U)/Cα∗Z′i
)
are identified if Z ′1 = Z ′2.
4. Window theorem for DT categories
The purpose of this section is to introduce ‘intrinsic window subcategories’ in the derived cate-
gories of quasi-smooth derived stacks, and use them to prove Theorem 3.11. We first define intrinsic
window subcategories for derived stacks in Example 3.1. We then compare them with window
subcategories in the derived factorization categories under Koszul dualities, and show that Theo-
rem 3.11 holds e´tale locally on the good moduli space. The global intrinsic window subcategories
are defined by gluing the above local intrinsic window subcategories, and Theorem 3.11 is proved
by gluing the above e´tale local results.
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4.1. Koszul duality equivalence. Let (Y, V, s) be a G-equivariant tuple as in Example 3.1, so
that we have the derived stack
[U/G] = [SpecR(V → Y, s)/G].(4.1)
We take the weight two C∗-action on the fibers of V ∨ → Y . Then we have the (G× C∗)-action on
V ∨ and the function w defined in (3.3) is τ -semi invariant of weight two, where τ is the projection
G×C∗ → C∗. For a (G×C∗)-invariant closed subset Z ⊂ Crit(w), we have the subcategory defined
in (3.13)
CZ ⊂ Dbcoh([U/G])
consisting of objects whose singular supports are contained in the closed substack
Z = [Z/G] ⊂ [t0(ΩU[−1])/G].
Note that we have the following commutative diagram, which we will often use below.
[V/G]

[V ∨/G] w //

A1
[U/G]   //
πU

[U/G] 
 j //
πU ##❍
❍❍
❍❍
❍❍
❍❍
[Y/G]
πY

s
YY
[Y/G]
0
YY
πY

U//G   // Y//G Y//G.
(4.2)
Here 0 is the zero section of V ∨ → Y , and πU , πY are good moduli space morphisms. In the above
situation, the following result is proved in several references (see [Hir17, Proposition 4.8], [Todb,
Theorem 2.6] and also [Isi13, Shi12, OR]).
Theorem 4.1. ([Isi13, Shi12, Hir17, OR, Todb]) We have an equivalence
Φ: Dbcoh([U/G])
∼→ MFC∗coh([V ∨/G], w).
The equivalence Φ is constructed in the following way. Let Ks be the following (G × C∗)-
equivariant factorization of w (called Koszul factorization)
Ks := (OV ∨ ⊗OY OU, dKs) .(4.3)
Here G acts on OV ∨ ⊗OY OU diagonally, the C∗-action is given by the grading
OV ∨ ⊗OY OU = S(V [−2])⊗OY S(V ∨[1]),
and the weight one map dKs is given by
dKs = 1⊗ dOU + η : OV ∨ ⊗OY OU → OV ∨ ⊗OY OU〈1〉,
where η ∈ V ⊗OY V ∨ ⊂ OV ∨ ⊗OY OU corresponds to id ∈ Hom(V, V ). The object Ks also admits
a G-equivariant dg OU-module structure by the right factor of the tensor product. The functor Φ
is defined by
Φ: Dbcoh([U/G])→ MFC
∗
coh([V
∨/G], w), (−) 7→ Ks ⊗OU (−).(4.4)
Remark 4.2. The functor Φ is more precisely formulated in terms of curved dg-modules [PP12].
See [Todb, Remark 2.5].
Under the Koszul duality equivalence in Theorem 4.1, we can compare the singular supports and
the usual supports in the derived factorization category. The following proposition was claimed
in [AG15, Section H], and proved in [Todb, Proposition 2.10].
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Proposition 4.3. ([AG15, Todb]) Under the equivalence Φ in Theorem 4.1, we have
Φ(CZ) = MFC
∗
coh([V
∨/G], w)Z .
In particular by taking Verdier quotients and using (2.6), we also have an equivalence
Φ: Dbcoh([U/G])/CZ ∼→ MFC
∗
coh([(V
∨ \ Z)/G], w).(4.5)
4.2. Some functorial properties of Koszul duality equivalence. Here we show some functorial
properties of Koszul duality equivalence in Theorem 4.1. First let us consider the diagram (4.2).
For the zero section 0: Y → V ∨, we have 0∗w = 0. Therefore we have the functor
0∗ : MFC
∗
coh([V
∨/G], w)→ MFC∗coh([Y/G], 0).
The following lemma will be useful later.
Lemma 4.4. The following diagram commutes
Dbcoh([U/G])
Φ
∼ //
j∗

MFC
∗
coh([V
∨/G], w)
0∗

Dbcoh([Y/G]) ∼ // MF
C∗
coh([Y/G], 0).
(4.6)
Here the bottom arrow is a tautological equivalence (see [Hir17, Proposition 2.14] for example).
Proof. The lemma follows from the construction of Φ and noting that OY ⊗OV∨ Ks = OU,
0∗Φ(F) = OY ⊗OV∨ Ks ⊗OU F ∼= F .

We next show the functorial property of the Koszul duality equivalence (4.4) under push-forward
of affine derived schemes. Let (Y ′, V ′, s′) be another G-equivariant tuple, and suppose that we have
the following commutative diagrams
V
k //

V ′

Y
i //
s
CC
Y ′,
s′
[[ V //

V ′

Y i //
s
CC
Y ′.
s′
[[(4.7)
Here the left diagram is a G-equivariant commutative diagram such that the induced morphism
V → i∗V ′ is a vector bundle morphism. The right diagram is obtained from the left one by taking
the quotients by G, where Y = [Y/G], Y ′ = [Y ′/G], V = [V/G] and V ′ = [V ′/G]. We assume that
the right diagram in (4.7) induces an equivalence of derived stacks
f : [U/G]
∼→ [U′/G](4.8)
where U, U′ are derived zero loci of s, s′, i.e. U = SpecR(V → Y, s), U′ = SpecR(V ′ → Y ′, s′). The
diagram (4.7) also induces the following diagram
C
V ∨
w
;;①①①①①①①①①
p

i∗V
′∨
g
oo i //
p
′′

w
OO
V
′∨
p′

w′
cc●●●●●●●●●
Y Y
i // Y ′.
(4.9)
Here w′ is defined as in (3.3) from (Y ′, s′) and w is determined by
w = i∗s′ ∈ Γ(Y, i∗V ′) ⊂ Γ(Y, S(i∗V ′)).
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The commutativity of (4.7) implies that the diagram (4.9) is also commutative.
Lemma 4.5. Suppose that i is a closed immersion. Then the composition functor
i∗g∗ : MFC
∗
coh(V
∨, w)
g∗→ MFC∗coh(i∗V
′∨, w) i∗→ MFC∗coh(V
′∨, w′)(4.10)
is an equivalence and the following diagram is commutative:
Dbcoh([U/G])
Φ //
f∗

MFC
∗
([V ∨/G], w)
i∗g
∗

Dbcoh([U
′/G]) Φ
′
// MFC
∗
([V
′∨/G], w′).
(4.11)
Here Φ′ is defined by (4.4) for (Y ′, s′).
Proof. An object F• ∈ Dbcoh([U/G]) is represented by a complex of G-equivariant coherent sheaves
F i on Y together with G-equivariant morphisms F i ⊗ V ∨ → F i−1 which are compatible with the
differentials on F• and OU. Then from the description of Φ in (4.4), the underlying coherent sheaf
on V ∨ of the factorization Φ(F•) is given by p∗F•. On the other hand for a coherent sheaf F on
Y , by the commutative diagram (4.9) we have natural isomorphisms
i∗g∗p∗F ∼= i∗p′′∗F ∼= p′∗i∗F .
Here we note that the above sheaves are coherent sheaves on V
′∨ as i is a closed immersion. Therefore
both of factorizations (i∗g∗)Φ(F•) and Φ′(f∗F•) have isomorphic underlying coherent sheaves on
V
′∨. Using the commutativity of (4.7), it is straightforward to check that the above isomorphism is
compatible with the differentials of factorizations (i∗g∗)Φ(F•) and Φ′(f∗F•). Therefore we obtain
the commutative diagram (4.11). Then the functor (4.10) is an equivalence by the commutative
diagram (4.11) together with the fact that f∗ is an equivalence since f is an equivalence of derived
stacks. 
4.3. Intrinsic window subcategories. In this subsection, we define the intrinsic window subcat-
egory of Dbcoh([U/G]) for a derived stack [U/G] as in Example 3.1 in terms of weight conditions for
objects in Dbcoh([U/G]) under the push-forward to [Y/G].
We first prepare some notation. Let M be a quasi-smooth derived stack such that M = t0(M)
admits a good moduli space M→ M . Assume that M satisfies the formal neighborhood theorem
(see Definition 3.7) and fix its symmetric structure (3.20). For each map λ : BC∗ →M, it induces
the map of good moduli spaces SpecC → M whose image is denoted by y(λ) ∈ M . We define
x(λ) ∈M to be the unique closed point of the fiber of πM : M→M at y(λ). Then by the diagram
(3.22), λ factors through the map
λ : BC∗ → [N̂0/Aut(λ(x))].
Note that any Aut(λ(x))-representation induces a vector bundle on [N̂0/Aut(λ(x))], so in particular
Ux(λ) in the decomposition (3.20) is regarded as a vector bundle on [N̂0/Aut(λ(x))]. Under the
above preparation, we introduce the following definition:
Definition 4.6. We define µ±λ ∈ Z to be
µ+λ := wtdet((λ
∗Uλ(x))wt>0), µ
−
λ := wtdet((λ
∗Uλ(x))wt<0).
Remark 4.7. The integers µ±λ are independent of choices of isomorphisms in (4.6) by Lemma 4.20.
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Let (Y, V, s) be a G-equivariant tuple in Example 3.1, and consider the associated derived stack
[U/G]. Note that we have the following diagram
V [V/G]

[U/G] 
 j // Y [Y/G]
s
YY
(4.12)
such that [U/G] is the derived zero locus of s. Below we also fix a symmetric structure S of [U/G],
i.e. decompositions
H0(T[U/G]|x)⊕H1(T[U/G]|x)∨ = Sx ⊕ Ux(4.13)
of Aut(x)-representations for each closed point x ∈ [U/G] such that Sx is symmetric. The intrinsic
window subcategory with respect to the above symmetric structure is given as follows.
Definition 4.8. For an element δ ∈ Pic([U/G])R, we define
W int/Sδ ([U/G]) ⊂ Dbcoh([U/G])(4.14)
to be the triangulated subcategory consisting of E ∈ Dbcoh([U/G]) such that for any morphism
λ : BC∗ → [U/G] we have
wt(λ∗j∗E) ⊂ wt(λ∗δ) +
[
1
2
wt det((λ∗LV |Y)wt<0)− 1
2
µ−λ ,
1
2
wt det((λ∗LV |Y)wt>0)− 1
2
µ+λ
]
.(4.15)
Here LV |Y is the cotangent complex on V restricted to the zero section of V → Y, and we have used
the same notation λ for the composition BC∗ λ→ [U/G] j→֒ Y.
In what follows, for an equivalence of derived stacks f : [U/G]
∼→ [U′/G′], we always take the
symmetric structure S′ of [U′/G′] induced by the symmetric structure (4.13) and isomorphisms
f∗Hi(T[U′/G′])
∼=→ Hi(T[U/G]). We have the following lemma.
Lemma 4.9. Suppose that we have a commutative diagram
[U/G]   //
∼=f

[U/G] 
 j //
∼f

[Y/G]
∼=

s
**
[V/G]oo
∼=

[U ′/G′]   // [U′/G′]   j′ // [Y ′/G′] //
s′
44
[V ′/G′].oo
(4.16)
Here (Y ′, V ′, s′) is a G′-equivariant tuple and [U′/G′] is the associated derived stack in Example 3.1.
The right vertical arrow is an isomorphism of vector bundles, the equivalence f is induced by the
right commutative isomorphisms, and the left vertical arrow is the induced isomorphism on classical
truncations.
For δ′ ∈ Pic([U ′/G′])R, we take δ = f∗δ′ ∈ Pic([U/G])R. Then we have the equivalences
f∗ : W int/Sδ ([U/G]) ∼→W int/S
′
δ′ ([U
′/G′]), f∗ : W int/S′δ′ ([U′/G′]) ∼→W int/Sδ ([U/G]).
Proof. The lemma is obvious since the categoryW int/Sδ ([U/G]) is defined in terms of intrinsic prop-
erties of isomorphism classes of the diagram of stacks (4.12). 
Below we show that the category W int/Sδ ([U/G]) is also independent of possibly non-isomorphic
presentation (4.12) for a fixed G. We prepare two lemmas.
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Lemma 4.10. Suppose that we have commutative diagram (4.7) which induces an equivalence
of derived stacks (4.8). Moreover suppose that the morphism i in the diagram (4.7) is a closed
immersion. Then for an object E ∈ Dbcoh(Y) and γ ∈ R, we have the condition
wt(λ∗E) ⊂ γ +
[
1
2
wt det((λ∗LV |Y)wt<0), 1
2
wt det((λ∗LV |Y)wt>0)
]
for any λ : BC∗ → Y if and only if i∗E ∈ Dbcoh(Y ′) satisfies the condition
wt(λ
′∗i∗E) ⊂ γ +
[
1
2
wt det((λ
′∗LV′ |Y′)wt<0), 1
2
wt det((λ
′∗LV′ |Y′)wt>0)
]
for any λ : BC∗ → Y, where λ′ = λ ◦ i : BC∗ → Y ′.
Proof. For E ∈ Coh(Y), we have
H−k(i∗i∗E) = T orOY′k (i∗E, i∗OY) ∼= E ⊗
k∧
N∨Y/Y′ .
By the above isomorphism, for any E ∈ Dbcoh(Y) the object i∗i∗E ∈ Dbcoh(Y) fits into a finite sequence
of distinguished triangles
· · · // E−2 // E−1 //
||②②
②②
②②
②②
E0 = i∗i∗E
zzttt
tt
tt
tt
t
P−1
[1]
bb
P0
[1]
aa(4.17)
such that P−k ∼= E ⊗ ∧kN∨Y/Y′ [k]. For an object F ∈ Dbcoh(BC∗), we denote by wtmax(F) ∈ Z
(resp. wtmin(F) ∈ Z) the maximal (resp. minimal) C∗-weight of H•(F). By the distinguished
triangles (4.17), for any map λ : BC∗ → Y we have
wtmax(λ
′∗i∗E) = wtmax(λ∗E) + wt det((λ∗N∨Y/Y′)wt>0).(4.18)
Moreover since the diagram (4.7) induces an equivalence of derived zero loci (4.8), by comparing
the cotangent complexes of [U/G] and [U′/G] we have the identity in K(BC∗)
λ∗LY − λ∗V∨ = λ′∗LY′ − λ′∗V ′∨.
Therefore we have the identities in K(BC∗)
λ
′∗LV′ |Y′ = λ′∗LY′ + λ′∗V ′∨
= λ∗LY + λ
′∗V ′∨ − λ∗V∨ + λ′∗V ′∨
= λ∗(LY + V∨) + 2(λ∗V ′∨ − λ∗V∨)
= λ∗LV |Y + 2λ∗N∨Y/Y′ .
From (4.18), it follows that
wtmax(λ
′∗i∗E) = wtmax(λ∗E) + 1
2
wt det((λ
′∗LV′ |Y′)wt>0)− 1
2
wt det((λ∗LV |Y)wt>0).
Similarly we have
wtmin(λ
′∗i∗E) = wtmin(λ∗E) + 1
2
wt det((λ
′∗LV′ |Y′)wt<0)− 1
2
wt det((λ∗LV |Y)wt<0).
The lemma follows from the above two identities. 
Later we will reduce some statements to the case that i is a closed immersion using the following
lemma:
24 YUKINOBU TODA
Lemma 4.11. Suppose that we have commutative diagrams (4.7) which induce an equivalence of
derived stacks (4.8). Then there exist G-equivariant commutative diagrams
V
k′′ //

V ′′

Y 
 i′′ //
s
CC
Y ′′,
s′′
[[ V
′ k′ //

V ′′

Y ′ 
 i′ //
s′
CC
Y ′′
s′′
[[(4.19)
where (Y ′′, V ′′, s′′) is a G-equivariant tuple and the top arrows are vector bundle morphisms. They
satisfy the followings:
(i) The diagrams (4.19) induce equivalences of derived stacks
f ′′ : [U/G] ∼→ [U′′/G], f ′ : [U′/G] ∼→ [U′′/G](4.20)
which commute with the equivalence (4.8) in the ∞-category of derived stacks, i.e. f ′ ◦ f ∼
f ′′. Here U′′ is a derived zero locus of s′′, i.e. U′′ = SpecR(V ′′ → Y ′′, s′′).
(ii) The morphisms i′, i′′ are closed immersions.
Proof. The proof will be given in Subsection A.2. 
The following proposition shows that the intrinsic window subcategories are independent of pre-
sentations as derived critical loci for a fixed G.
Proposition 4.12. Suppose that we have a commutative diagram
BG
∼=h

[U/G]oo 
 j //
∼f

[Y/G]
s **
[V/G]oo
BG [U′/G]oo 
 j′ // [Y ′/G]
s′
44
[V ′/G]oo
(4.21)
where f is an equivalence of derived stacks and [U/G], [U′/G] are derived zero loci of s, s′, and the
left horizontal arrows are given by canonical G-torsors U → [U/G], U′ → [U′/G]. Then by setting
δ = f∗δ′ for δ′ ∈ Pic([U ′/G])R, we have the equivalences
f∗ : W int/Sδ ([U/G]) ∼→W int/S
′
δ′ ([U
′/G]), f∗ : W int/S′δ′ ([U′/G]) ∼→W int/Sδ ([U/G]).(4.22)
Proof. We first remark that since f is an equivalence, the functors
f∗ : Dbcoh([U/G])→ Dbcoh([U′/G]), f∗ : Dbcoh([U′/G])→ Dbcoh([U/G])
are equivalences which are quasi-inverse each other. So we have the left equivalence in (4.22) if and
only if we have the right equivalence in (4.22). Moreover let
f : [U/G]
f ′→ [U′′/G] f
′′
→ [U′/G]
be a factorization of f , i.e. f ∼ f ′′ ◦ f ′, such that f ′, f ′′ are equivalences of derived stacks. Then if
two of three pairs (f∗, f∗), (f ′∗, f
′∗), (f ′′∗ , f
′′∗) satisfy the equivalences (4.22), then the rest of them
also satisfies (4.22).
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By taking the pull-back of the bottom horizontal diagram in (4.21) via h : BG → BG, we have
the commutative diagram
BG
=id

[U/G]oo 
 j //
∼f◦h−1

[Y/G]
s
**
[V/G]oo
BG
h ∼=

[U′/G]oo
h ∼

  j
′
// [Y ′/G]
h ∼=

s′
44
[V ′/G]
h ∼=

oo
BG [U′/G]oo 
 j′ // [Y ′/G]
s′
44
[V ′/G].oo
Here the G-actions on U′, Y ′ and V ′ in the middle horizontal diagram are twisted by h ∈ Aut(G).
By the above remark together with Lemma 4.9, we may assume that h = id.
By Lemma 4.13 below and the first remark in the proof of this proposition, we can assume that
f fits into a commutative diagram
[U/G] 
 j //
∼f

[Y/G]
i

s
**
[V/G]oo

[U′/G] 
 j′ // [Y ′/G] //
s′
44
[V ′/G].oo
(4.23)
Then using Lemma 4.11 and the above mentioned remark, we may also assume that i is a closed
immersion. Then the left equivalence in (4.22) follows from Lemma 4.10, therefore the proposition
holds. 
We have used the following lemma:
Lemma 4.13. Suppose that h = id in the diagram (4.21). Then there exists a G-equivariant tuple
(Y˜ , V˜ , s˜) and a G-equivariant commutative diagram
V

V˜ //oo

V ′

Y
s
CC
Y˜ //oo
s˜
CC
Y ′
s′
[[(4.24)
such that, by setting U˜ to be the derived zero locus of s˜, the above diagram induces equivalences
g : [U˜/G]
∼→ [U/G], g′ : [U˜/G] ∼→ [U′/G] which commute with f , i.e. f ◦ g ∼ g′.
Proof. The proof will be given in Subsection A.3. 
4.4. Window subcategories under Koszul duality (linear case). In this subsection and the
next two subsections, we compare intrinsic window subcategories with the original window subcat-
egories on derived factorization categories under Koszul duality in Theorem 4.1. This subsection is
devoted to the linear case.
Let (Y, V, s) be a G-equivariant tuple in Example 3.1 such that [U/G] is the associated derived
stack. In this subsection, we assume that Y = An is a G-representation and s(0) = 0. Let S be a
symmetric structure of [U/G] as in (4.13). By writing the total space of V → Y as a direct sum of
G-representations V |0 ⊕ Y , by Lemma 3.6 we have the induced symmetric structure on the total
space of V ∨ → Y
V |∨0 ⊕ Y = (S0 ⊕ P ⊕ P∨)⊕ U0(4.25)
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for some G-representation P . We denote by S˜0 = S0 ⊕ P ⊕ P∨ its symmetric part.
As in the diagram (4.12), we set Y = [Y/G] and V = [V/G]. For a one parameter subgroup
λ : C∗ → T , we use the same notation λ : BC∗ → Y for the corresponding map sending a point to
0 ∈ Y , and the map on stabilizer groups is given by λ : C∗ → T . We have the following lemma:
Lemma 4.14. For a one parameter subgroup λ : C∗ → T and the corresponding map λ : BC∗ → Y,
we have the identities
wtdet((λ∗LV |Y)wt>0)− µ+λ =
〈
Lλ>0
[S˜0/G]
|0, λ
〉
+wtλ∗KY ,(4.26)
wt det((λ∗LV |Y)wt<0)− µ−λ = −
〈
Lλ>0
[S˜0/G]
|0, λ
〉
+wtλ∗KY .(4.27)
Here KY := det(LY) ∈ Pic(Y).
Proof. Since S˜0 is symmetric, we have the identity in K(BG)
V |∨0 + Y − U0 = V |0 + Y ∨ − U∨0 .
Therefore for any λ : C∗ → T we have 〈Y, λ〉 = 〈V |0 +U0, λ〉. Using the above identity, we have the
identities
wt det((λ∗LV |Y)wt>0) = 〈(V |∨0 )λ>0 + (Y ∨)λ>0 − (g∨)λ>0, λ〉
= 〈V |λ>00 + (Y ∨)λ>0 − (g∨)λ>0, λ〉 − 〈V |0, λ〉
= 〈(S˜∨0 )λ>0 − (g∨)λ>0, λ〉+ 〈(U∨0 )λ>0, λ〉 − 〈Y, λ〉+ 〈U0, λ〉
=
〈
Lλ>0
[S˜0/G]
|0, λ
〉
+wtλ∗KY + µ+λ .
Therefore the identity (4.26) holds. The identity (4.27) also holds by the same computation. 
The following proposition gives a comparison of window subcategories under Koszul duality in
Theorem 4.1.
Proposition 4.15. We take l, δ ∈ MWR such that δ is l-generic. Then under the equivalence Φ in
Theorem 4.1, we have
Wmag/S˜0δ+KY/2([V ∨/G], w) ⊂ Φ(W
int/S
δ ([U/G])) ⊂ W lδ+KY/2([V ∨/G], w).(4.28)
In particular if l, δ ∈ (MWR )gen/S˜0 and l is compatible with S˜0, then
Wmag/S˜0δ+KY/2([V ∨/G], w) = Φ(W
int/S
δ ([U/G])) =W lδ+KY/2([V ∨/G], w).
Proof. We first show the inclusion
Φ(W int/Sδ ([U/G])) ⊂ W lδ+KY/2([V ∨/G], w).(4.29)
Let λ = λα : C∗ → T be a one parameter subgroup which appears in a KN stratification (2.2) for
the G-action on V ∨ with respect to l ∈ MWR , and (V ∨)λ → Y λ the restriction of the projection
V → Y to the λ-fixed loci. Let ηα be defined as in (2.7) for the G-action on V ∨. We have the
inequality 〈
Lλ>0
[S˜0/G]
|0, λ
〉
≤
〈
Lλ>0[V ∨/G]|0, λ
〉
= ηα
where the second identity is (2.11). By the l-genericity of δ, we have 〈δ, λ〉 + ηα/2 /∈ Z. Therefore
for an object E ∈ W int/Sδ ([U/G]), it is enough to show that
Φ(E)|(V ∨)λ ∈
⊕
k∈I
MFC
∗
coh([(V
∨)λ/λ], w|(V ∨)λ)k.(4.30)
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Here I ⊂ R is the interval
I =
〈
δ +
KY
2
, λ
〉
+
[
−1
2
〈
Lλ>0
[S˜0/G]
|0, λ
〉
,
1
2
〈
Lλ>0
[S˜0/G]
|0, λ
〉]
= 〈δ, λ〉+
[
1
2
wt det((λ∗LV |Y)wt<0)− 1
2
µ−λ ,
1
2
wt det((λ∗LV |Y)wt>0)− 1
2
µ+λ
]
.
Here the second identity follows from Lemma 4.14. By restricting the left hand side of (4.30) to the
zero section Y λ →֒ (V ∨)λ and noting that ω|Y λ = 0, we obtain the object
Φ(E)|Y λ ∈MFC
∗
coh([Y
λ/λ], 0).
By Lemma 4.4, under the tautological equivalence Dbcoh([Y
λ/λ])
∼→ MFC∗coh([Y λ/λ], 0) we have
Φ(E)|Y λ ∼= (j∗E)|Y λ . Therefore the condition (4.15) implies that
Φ(E)|Y λ ∈
⊕
k∈I
MFC
∗
coh([Y
λ/λ], 0).(4.31)
By comparing (4.30) with (4.31), it is enough to show that the pull-back by the zero section
0∗ : MFC
∗
coh([(V
∨)λ/λ], w|(V ∨)λ)→ MFC
∗
coh([Y
λ/λ], 0)
has trivial kernel. This also follows from Lemma 4.4, since the push-forward j∗ in the diagram (4.6)
has trivial kernel as j is a closed immersion.
We next show the inclusion
Wmag/S˜0δ+KY/2([V ∨/G], w) ⊂ Φ(W
int/S
δ ([U/G])).(4.32)
Let us take an object P ∈ Wmag/S˜0δ+KY/2([V ∨/G], w). By Lemma 4.4 and the definition of the magic
window subcategory, the object j∗Φ−1(P) ∈ Dbcoh([Y/G]) is split generated by W ⊗ OY for G-
representationsW whose T -weights are contained in δ+KY/2+∇S˜0 . It follows that, by lemma 4.14,
for any map λ : BC∗ → [U/G] the object λ∗j∗Φ−1(P) satisfies the weight condition (4.15). Therefore
we have Φ−1(P) ∈ W int/Sδ ([U/G]) from the definition of intrinsic window subcategory.
Finally the last statement holds from the inclusions (4.28) together with Proposition 2.6. 
In the next lemma, we show that if the Koszul duality equivalence restricts to the equivalence
of window subcategories for some presentation as a derived zero locus, then the same property also
holds for other presentations.
Lemma 4.16. In the situation of Proposition 4.12, suppose that Y , Y ′ are G-representations. Let
Φ, Φ′ be equivalences in Theorem 4.1 applied for [U/G], [U′/G]. We take l, δ ∈ MWR such that δ is
l-generic. Then Φ restricts to the equivalence
Φ: W int/Sδ ([U/G]) ∼→W lδ+KY/2([V ∨/G], w)
if and only if Φ′ restricts to the equivalence
Φ′ : W int/S′δ ([U′/G]) ∼→W lδ+KY′/2([V
′∨/G], w′).
Proof. As in the proof of Proposition 4.12, we may assume that f is induced by a G-equivariant
diagram (4.7) such that i is a closed immersion. Then we have the commutative diagram (4.11).
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Together with Proposition 4.15, we have the commutative diagram
W int/Sδ ([U/G]) 
 Φ //
∼f∗

W lδ+KY/2([V ∨/G], w) 
 //
res
++
MFC
∗
coh([V
∨/G], w) //
∼i∗g∗

MFC
∗
coh([(V
∨)ss(l)/G], w)
Θ

W int/S′δ ([U′/G]) 
 Φ′ // W lδ+KY′/2([V
′∨/G], w′) 
 //
res′
33
MFC
∗
coh([V
′∨/G], w′) // MFC
∗
coh([(V
′∨)ss(l)/G], w′).
(4.33)
We show that there is an equivalence Θ in the dotted arrow which makes the above diagram
commutative. We set
Zl-us = Crit(w) \ Crit(w)ss(l), Z ′l-us = Crit(w′) \ Crit(w′)ss(l).
Since we have Crit(w)ss(l) = (V ∨)ss(l) ∩ Crit(w), we have the open immersion
(V ∨)ss(l) →֒ V ∨ \ Zl-us(4.34)
such that we have
Crit(w) ∩ (V ∨)ss(l) = Crit(w) ∩ (V ∨ \ Zl-us) = Crit(w)ss(l).
Since a derived factorization category depends only on an open neighborhood of the critical locus (for
example see [HLS, Lemma 5.5]), the restriction along the open immersion (4.34) gives an equivalence
MFC
∗
coh([(V
∨ \ Zl-us)/G], w) ∼→ MFC
∗
coh([(V
∨)ss(l)/G], w).(4.35)
On the other hand, the equivalence of derived stacks f in the diagram (4.21) induces the isomorphism
[Crit(w)/G]
∼=→ [Crit(w′)/G]
which sends a conical closed substack [Zl-us/G] to [Z
′
l-us/G]. Therefore the equivalence f∗ : D
b
coh([U/G])
∼→
Dbcoh([U
′/G]) restricts to the equivalence
f∗ : C[Zl-us/G] ∼→ C[Z′l-us/G].
By Proposition 4.3 and Lemma 4.5, the equivalence i∗g∗ in the diagram (4.33) restricts to the
equivalence
i∗g∗ : MFC
∗
coh([V
∨/G], w)Zl-us
∼→ MFC∗coh([V
′∨/G], w′)Z′
l-us
.
By taking the Verdier quotients as in (2.6) and using (4.35), we obtain the desired equivalence Θ.
Note that the functors res, res′ in the diagram (4.33) are equivalences by Theorem 2.3. Using
the equivalence Θ, we have the commutative diagram
W int/Sδ ([U/G]) 
 Φ //
f∗ ∼

W lδ+KY/2([V ∨/G], w)
res′−1◦Θ◦res∼

W int/S′δ ([U′/G]) 
 Φ′ // W lδ+KY′/2([V
′∨/G], w′).
The lemma follows from the above commutative diagram. 
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4.5. Window subcategories under Koszul duality (formal fiber case). We also have the
formal fiber version of the results in the previous subsections. Let Y be a smooth affine scheme
with G-action, and take the formal completion of Y//G at y, that is Ŷy//G := Spec ÔY/G,y as in
Subsection 2.4. Let V → Y be a G-equivariant vector bundle, and
[V̂y/G]→ [Ŷy/G]
the formal fibers at y as in the diagram (2.12). Let ŝy be a section of the above vector bundle and
[Ûy/G] the derived zero locus of ŝy. Similarly to (4.2), we have the commutative diagram
[V̂y/G]

[V̂ ∨y /G]
ŵy //

A1
[Ûy/G]   //
πU

[Ûy/G]
  j //
πU $$❍
❍❍
❍❍
❍❍
❍❍
[Ŷy/G]
πY

ŝy
XX
[Ŷy/G]
0
WW
πY

Ûy//G   // Ŷy//G Ŷy//G.
(4.36)
By Theorem 4.1, we have the equivalence
Φ̂y : D
b
coh([Ûy/G])
∼→ MFC∗coh([V̂ ∨y /G], ŵy).(4.37)
Let x be the unique closed point in [Ûy/G]. Then for a symmetric structure S of [U/G] as in (4.13),
its restriction to x determines the symmetric structure Sx of [Ûy/G]. For δ ∈ Pic([U/G])R, the
intrinsic window subcategory
W int/Sxδ ([Ûy/G]) ⊂ Dbcoh([Ûy/G])(4.38)
is defined similarly to (4.14), using the closed immersion [Ûy/G] →֒ [Ŷy/G] and the symmetric
structure (4.13) at x. We have the following lemma which relates window subcategories and those
on formal fibers.
Lemma 4.17. Let s be a section of [V/G] → [Y/G], and [U/G] →֒ [Y/G] its derived zero locus.
For each y ∈ Y//G, let ŝy be the section of [V̂y/G] → [Ŷy/G] induced from s. Then for an object
E ∈ Dbcoh([U/G]), we have
E ∈ W int/Sδ ([U/G]), (resp. Φ(E) ∈ W lδ+KY/2([V ∨/G], w))
if and only if for any y ∈ U//G we have
Êy ∈ W int/Sxδ ([Ûy/G]), (resp. Φ̂y(Êy) ∈ W lδ+KY/2([V̂ ∨y /G], ŵy)).
Here Êy is the pull-back of E to [Ûy/G], and the pull-backs of l, δ,KY to the formal fibers are also
denoted as l, δ,KY.
Proof. By the construction of the equivalence in Theorem 4.1, we have the commutative diagram
Dbcoh([U/G])
Φ //

MFC
∗
coh([V
∨/G], w)

Dbcoh([Ûy/G])
Φ̂y // MFC
∗
coh([V̂
∨
y /G], ŵy).
(4.39)
Here the vertical arrows are pull-back functors. The lemma follows from the above commutative
diagram, since the defining conditions of the relevant window subcategories are local on U//G. 
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Suppose that Y = An is a G-representation and take the formal fibers at 0 ∈ Y//G. Let S˜0 be
the symmetric structure as in (4.25). In this case, we have the following formal fiber version of
Proposition 4.15.
Proposition 4.18. We take l, δ ∈MWR such that δ is l-generic. Then under the equivalence Φ̂0 in
(4.37), we have
Wmag/S˜0δ+KY/2([V̂ ∨0 /G], ŵ0) ⊂ Φ̂0(W
int/S0
δ ([Û0/G])) ⊂ W lδ+KY/2([V̂ ∨0 /G], ŵ0).
In particular if l, δ ∈ (MWR )gen/S˜0 and l is compatible with S˜0, then
Wmag/S˜0δ+KY/2([V̂ ∨0 /G], ŵ0) = Φ̂0(W
int/S0
δ ([Û0/G])) =W lδ+KY/2([V̂ ∨0 /G], ŵ0).
Proof. The argument of Proposition 4.15 applies verbatim. For the second statement, we use Propo-
sition 2.7 instead of Theorem 2.6. 
We also have the following formal fiber version of Lemma 4.16:
Lemma 4.19. Let Y , Y ′ be G-representations and V → Y , V ′ → Y ′ be G-equivariant vector
bundles. Suppose that we have the following diagram
[Û0/G]
  j //
∼f̂

[Ŷ0/G]
ŝ0 ++
[V̂0/G]oo
[Û′0/G]
  j
′
// [Ŷ ′0/G]
ŝ′0
44
[V̂ ′0/G]oo
where f̂ is an equivalence of derived stacks and [Û0/G], [Û
′
0/G] are derived zero loci of the sections
ŝ0, ŝ
′
0, respectively. We assume that ŝ0(0) = 0, ŝ
′
0(0) = 0 and f̂(0) = 0. We take l, δ ∈ MWR such
that δ is l-generic. Then Φ̂0 restricts to the equivalence
Φ̂0 : W int/S0δ ([Û0/G]) ∼→W lδ+KY/2([V̂ ∨0 /G], ŵ0)
if and only if Φ̂′0 restricts to the equivalence
Φ̂′0 : W int/S
′
0
δ ([Û
′
0/G])
∼→W lδ+KY′/2([V̂
′∨
0 /G], ŵ
′
0).
Proof. The argument of Lemma 4.16 almost applies verbatim, using Proposition 4.18 instead of
Proposition 4.15. One subtle difference is that in the formal fiber case the condition f̂(0) = 0
implies that f̂ fits into a left commutative diagram in (4.40). Namely, let f̂(0) : BG → BG be the
induced morphism at the origins. Then the diagram
[Û0/G] //
f̂

BG
f̂(0)

[Û′0/G] // BG
(4.40)
commutes. Here the horizontal arrows are given by canonical G-torsors Û0 → [Û0/G], Û′0 → [Û′0/G].
The commutative diagram (4.40) follows from Lemma 4.20 below. 
We have used the following lemma:
Lemma 4.20. For morphisms f, f ′ : [Û0/G] → BG, suppose that f ◦ µ ∼= f ′ ◦ µ as morphisms
BG→ BG, where µ : BG→ [Û0/G] sends the point to 0 and identity on the stabilizer groups. Then
we have f ∼ f ′.
Proof. The proof will be given in Subsection A.4. 
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4.6. Window subcategories under Koszul duality (affine case). For a G-equivariant tuple
(Y, V, s) as in Example 3.1, we consider the derived stack [U/G] as in (4.1) with a symmetric structure
S as in (4.13). In Proposition 4.15, we compared window subcategories under Koszul duality when
Y is a G-representation. By applying the results for the formal fibers and using e´tale slice theorem,
we prove a similar comparison result for an affine Y . We have the following proposition:
Proposition 4.21. For a G-equivariant tuple (Y, V, s) in Example 3.1, suppose that the derived
stack [U/G] satisfies formal neighborhood theorem. Let us take l, δ ∈ Pic([U/G])gen/SR such that δ is
l-generic, and they are extended to R-line bundles on [Y/G] which we use the same notation l, δ.
Then the equivalence Φ in Theorem 4.1 restricts to the fully-faithful functor
Φ: W int/Sδ ([U/G]) →֒ W lδ+KY/2([V ∨/G], w)(4.41)
which is an equivalence if l is compatible S. Here we have regarded R-line bundles on Y as R-line
bundles on V ∨ by the pull-back of the projection V ∨ → Y .
Proof. Let us take a closed point y ∈ U//G. By [Alp13, Theorem 4.16 (iii)], there is a unique closed
point in the fiber of [U/G]→ U//G at y, i.e. there is a unique closed G-orbit in U which is mapped to
y. Let x ∈ U be a closed point contained in the above unique closed G-orbit. We denote by Gx ⊂ G
the stabilizer subgroup of x, which is a reductive algebraic group by [Alp13, Proposition 12.14].
By Luna’s e´tale slice theorem for the G-action on Y (see [Lun73, AHRc]), there is a Gx-invariant
locally closed subscheme x ∈ Z ⊂ Y and Cartesian diagrams
[(V, x)/G]

[(V |Z , x)/Gx]
 
oo //
πZ

[(Tx(V |Z), 0)/Gx]

[(Y, x)/G]
πY

[(Z, x)/Gx]
 
oo //
πZ

[(TxZ, 0)/Gx]
πT

(Y//G, y) (Z//Gx, y)oo // (TxZ//Gx, 0).
(4.42)
Here each horizontal arrows are e´tale morphisms, and TxZ, Tx(V |Z) are the Zariski tangent spaces
of Z, V |Z at x, where we regard x as a point of V |Z by the zero section of V |Z → Z. Note that Z
is smooth since Y is smooth and [Z/Gx]→ [Y/G] is e´tale. Also note that Tx(V |Z) = V |x ⊕ TxZ as
Gx-representations.
By taking the formal fibers of left arrows at y ∈ Y//G and the right arrows at 0 ∈ TxZ//Gx, we
obtain the commutative diagram (see the diagram (4.36) for the notation)
[V̂y/G]
∼= //

[(V |x × (̂TxZ)0)/Gx]

[Ŷy/G]
∼= //
ŝy
FF
[(T̂xZ)0/Gx].
t̂0
XX
(4.43)
Here ŝy is induced by the section s : Y → V , and t̂0 is defined by the commutative diagram (4.43).
In particular, [Ûy/G] is equivalent to the derived zero locus of t̂0. By the commutative diagram
(4.43) together with Lemma 4.9 and Lemma 4.17, we can apply Proposition 4.18 to conclude that
the functor Φ in Theorem 4.1 restricts to the functor (4.41), which is fully-faithful.
Below we show that the functor (4.41) is an equivalence if l is compatible with S. We set
Y ′ := H0(TU|x), V ′ := H1(TU|x)⊕H0(TU|x).
Note that Y ′ is a Gx-representation, and V ′ is regarded as a Gx-equivariant vector bundle on Y ′
by the second projection V ′ → Y ′. As we assume that [U/G] satisfies the formal neighborhood
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theorem, Lemma 3.9 implies the following: there exists a diagram
[V̂ ′0/Gx]

[Û′0/Gx]
  // [Ŷ ′0/Gx]
ŝ′0
XX
(4.44)
where [Û′0/Gx] is the derived zero locus of the section ŝ′0, such that there is an equivalence
[Ûy/G]
∼→ [Û′0/Gx](4.45)
where x ∈ U corresponds to 0 ∈ Y ′. By Lemma 2.1, the R-line bundles l|Ûy , δ|Ûy ∈ Pic([Ûy/G])R cor-
respond to lx, δx ∈ Pic(BGx)R under the equivalence (4.45). Note that by the genericity assumption
on l, δ, the elements lx, δx are Sx-generic and δx is lx-generic.
Let Φ̂′0 be the Koszul duality equivalence in Theorem 4.1 applied for the diagram (4.44)
Φ̂′0 : D
b
coh([Û
′
0/Gx])
∼→ MFC∗coh([V̂
′∨
0 /Gx], ŵ
′
0).
Here ŵ′0 : [V̂
′∨
0 /Gx] → A1 is a morphism associated with the diagram (4.44) as in Subsection 3.1.
By Proposition 4.18 and the genericity condition on lx and δx, the equivalence Φ̂
′
0 restricts to an
equivalence
Φ̂′0 : W int/Sxδx ([Û′0/Gx])
∼→W lxδx+KY′/2([V̂
′∨
0 /Gx], ŵ
′
0).
Then by the isomorphisms (4.43) and an equivalence (4.45), Lemma 4.9 and Lemma 4.19 show that
the equivalence Φ̂y in (4.37) restricts to the equivalence
Φ̂y : W int/Sxδ ([Ûy/G]) ∼→W lδ+KY/2([V̂ ∨y /G], ŵy).
Here both sides are the window subcategories (4.38), (2.15). Then the functor (4.41) is essentially
surjective by Lemma 4.17, hence it is an equivalence. 
We have the following corollary of the above proposition:
Corollary 4.22. In the situation of Proposition 4.21, let Zl-us ⊂ [Crit(w)/G] be the conical closed
substack of l-unstable points. Then the composition
W int/Sδ ([U/G]) →֒ Dbcoh([U/G])։ Dbcoh([U/G])/CZl-us(4.46)
is fully-faithful, which is an equivalence if l is compatible with S.
Proof. By Proposition 4.21, we have the commutative diagram
W int/Sδ ([U/G]) 
 //
Φ

Dbcoh([U/G])
// //
Φ ∼

Dbcoh([U/G])/CZl-us
Φ ∼

W lδ+KY/2([V ∨/G], w) 
 // MFC
∗
coh([V
∨/G], w]) // // MFC
∗
coh([V
∨/G] \ Zl-us, w).
Since have an equivalence (4.35), the bottom composition is an equivalence by Theorem 2.3. There-
fore the corollary follows from Proposition 4.21. 
4.7. Proof of window theorem for DT categories. Finally in this section, we give a proof of
Theorem 3.11 by taking the limits of the results in the previous subsections. LetM be a quasi-smooth
derived stack such that M = t0(M) admits a good moduli space M→ M and satisfies the formal
neighborhood theorem. Let S be a symmetric structure of M as in (3.20). Note that for an e´tale
morphism ιU : MU →M in the diagram (3.19), we have the induced symmetric structure SU since
ιU induces the equivalences of tangent complexes at each closed points. Using Proposition 3.3, the
definition of intrinsic window subcategory in Dbcoh(M) is defined as a globalization of Definition 2.2:
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Definition 4.23. For δ ∈ Pic(M)R, we define the triangulated subcategory
W int/Sδ (M) ⊂ Dbcoh(M)
to be consisting of objects E ∈ Dbcoh(M) such that for any e´tale morphism ι : U →M from an affine
scheme U which fits into a diagram (3.19), we have ι∗UE ∈ W int/SUι∗Uδ (MU ).
In the following, we show that the above intrinsic window subcategory gives a desired subcategory
in Theorem 3.11.
Theorem 4.24. Let us take l, δ ∈ Pic(M)gen/SR such that δ is l-generic. Then the composition
Θl : W int/Sδ (M) →֒ Dbcoh(M)→ lim
U
α→M
(
Dbcoh(U)/Cα∗Zl-us
)
is fully-faithful, which is an equivalence if l is compatible with S.
Proof. Let J be the category of e´tale morphisms ι : U →M satisfying the conditions in Theorem 3.2
and Proposition 3.3. For each (ι : U →M) ∈ J , we have the induced e´tale morphism ιU : MU →M
in the diagram (3.19). Since we have the e´tale cover
∐
(U
ι→M)∈J MU
ιU→ M of M, we have an
equivalence
Dbcoh(M)
∼→ lim
(U
ι→M)∈J
Dbcoh(MU ).(4.47)
By Lemma 4.25 below, the pull-back ι∗U ′→U takes W int/SUι∗Uδ (MU ) to W
int/SU′
ι∗
U′
δ (MU ′ ). Therefore from
(4.47) and the definition of W int/Sδ (M), the equivalence (4.47) restricts to the equivalence
W int/Sδ (M)
∼→ lim
(U
ι→M)∈J
W int/SUι∗Uδ (MU ).(4.48)
On the other hand the assumption onM together with the genericity of l, δ imply that, for each (U
ι→
M) ∈ J , the derived stack MU together with ι∗U l, ι∗Uδ satisfy the assumption of Proposition 4.21.
Therefore by Corollary 4.22, the composition
W int/SUι∗
U
δ (MU ) →֒ Dbcoh(MU )։ Dbcoh(MU )/Cι∗UZl-us
is fully-faithful, and an equivalence if l is compatible with S. By taking the limit for (U
ι→M) ∈ J
and using the equivalences (4.47), (4.48), the composition
W int/Sδ (M) →֒ Dbcoh(M)→ lim
(U
ι→M)∈J
(
Dbcoh(MU )/Cι∗UZl-us
)
is full-faithful, and an equivalence if l is compatible with S. Then the theorem follows by using
Lemma 3.4. 
We have used the following lemma:
Lemma 4.25. Let [U/G], [U′/G′] be derived stacks of the form (4.1). Suppose that we have a
commutative diagram
U ′//G′
f


[U ′/G′]   //oo
f


[U′/G′]
f

U//G [U/G]   //oo [U/G]
(4.49)
where each square is a Cartesian and the vertical arrows are e´tale. Then for δ ∈ Pic([U/G])R and
δ′ = f∗δ ∈ Pic([U ′/G′])R, the functor f∗ : Dbcoh([U/G])→ Dbcoh([U′/G′]) restricts to the functor
f∗ : W int/Sδ ([U/G])→W int/S
′
δ′ ([U
′/G′]).
Here S′ is induced from S by the e´tale morphism f .
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Proof. For a closed point y′ ∈ U ′//G′ and y = f(y′) ∈ U//G, the diagram (4.49) induces an equiva-
lence
f̂y : [Û
′
y′/G
′] ∼→ [Ûy/G].(4.50)
Here we have used the notation in (4.36). Let x ∈ U , x′ ∈ U ′ be closed points in the closed orbits
of the fibers of U → U//G, U ′ → U ′//G′ at y, y′, respectively. Let x ∈ Z ⊂ Y , x′ ∈ Z ′ ⊂ Y ′ be e´tale
slices as in the proof of Proposition 4.21. Then by the diagram (4.43), we have the diagram
[Û′y′/G
′] 
 j′ //
∼f̂y

[ ̂(Tx′Z ′)0/G
′
x′ ]
t̂′0
''
[V ′|x′ ⊕ ̂(Tx′Z ′)0/G′x′ ]oo
[Ûy/G]
  j // [(̂TxZ)0/Gx]
t̂0
88
[(V |x ⊕ (̂TxZ)0)/Gx]oo
such that [Û′y′/G
′], [Ûy/G] are equivalent to derived zero loci of t̂′0, t̂0 respectively.
Let us take an object E ∈ W int/Sδ ([U/G]). Then we have Êy ∈ W int/Sxδ ([Ûy/G]) by Lemma 4.17.
Since f induces the isomorphism G′x′
∼=→ Gx, by Lemma 4.9 and Proposition 4.12, we conclude that
(̂f∗E)y′ = f̂∗y (Êy) ∈ W
int/S′
x′
δ′ ([Û
′
y′/G
′]).
Since this holds for any y′ ∈ U ′//G′, we have f∗E ∈ W int/S′δ′ ([U′/G′]) by Lemma 4.17. 
5. Wall-crossing equivalence of DT categories for one dimensional stable sheaves
In this section, we apply the result of Corollary 3.12 to prove Theorem 1.4. The result of this
section may be regarded as a categorification of wall-crossing invariance of genus zero Gopakumar-
Vafa invariants (see [JS12, Theorem 6.6], [Todb, Conjecture 5.9]).
5.1. Derived moduli stacks of one dimensional sheaves on surfaces. Let S be a smooth
projective surface over C. We consider the derived Artin stack constructed in [TV07]
PerfS : dAff
op → SSets(5.1)
whose T -valued points for T ∈ dAff form the ∞-groupoid of perfect complexes on T ×S. We have
the open substack
MS ⊂ PerfS
corresponding to perfect complexes on S quasi-isomorphic to coherent sheaves on S whose supports
have dimensions less than or equal to one. Since any object in Coh(S) is perfect as S is smooth,
the derived Artin stack MS is the derived moduli stack of objects in Coh≤1(S).
Let MS := t0(MS) and take the universal families
F ∈ Dbcoh(S ×MS), F := F|S×MS ∈ Dbcoh(S ×MS).(5.2)
Then the cotangent complex of MS restricted to MS is given by
LMS |MS = (RpM∗RHomS×MS(F ,F)[1])∨ .(5.3)
Here pM : S ×MS → MS is the projection. By the above description of the cotangent complex,
the derived moduli stack MS is quasi-smooth.
Let N≤1(S) be defined by
N≤1(S) := NS(S)⊕ Z.
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We have the Chern character map
ch: K(Coh≤1(S))→ N≤1(S), F 7→ ([F ], χ(F )).
Here [F ] is the fundamental one cycle associated with F . We have the decompositions into open
and closed substacks
MS =
∐
v∈N≤1(S)
MS(v), MS =
∐
v∈N≤1(S)
MS(v)
where each component corresponds to sheaves F with ch(F ) = v.
Note that the automorphism group of a sheaf F on S contains a one dimensional torus C∗ ⊂
Aut(F ) given by the scalar multiplication, which acts onRHom(F, F ) by weight zero. Therefore the
inertia stack IMS of MS admits an embedding (C∗)MS ⊂ IMS which acts on LMS |MS by weight
zero. Then we have the C∗-gerbe (called C∗-rigidification)
MS(v)→MC
∗-rig
S (v)(5.4)
such that the automorphism group at a point [E] ∈ MC∗-rigS (v) is Aut(E)/C∗ (see [HLb, Proposi-
tion 4.2], [Todb, Section 3.5]).
5.2. Derived moduli stacks of one dimensional semistable sheaves on surfaces. Let A(S)C
be the complexified ample cone
A(S)C := {B +
√−1H ∈ NS(S)C : H is ample }.
Let us take σ = B +
√−1H ∈ A(S)C. For F ∈ Coh≤1(S), its µσ-slope is defined by
µσ(F ) =
χ(F )−B · [F ]
H · [F ] ∈ R ∪ {∞}.
Here µσ(F ) = ∞ if the denominator is zero. By definition, an object F ∈ Coh≤1(S) is called
σ-(semi)stable if for any non-zero subsheaf F ′ ( F , we have the inequality
µσ(F
′) < (≤)µσ(F ).
Remark 5.1. Note that F ∈ Coh≤1(S) is µσ-(semi)stable if and only if it is Bridgeland (semi)stable [Bri07]
with respect to the central charge
ZB,H : K(Coh≤1(S))→ C, F 7→ −χ(F ) + (B +
√−1H)[F ].
If B = 0, then σ-(semi)stability is equivalent to classical Gieseker H-(semi)stability (see [HL97]).
We denote by
MS,σ-st(v) ⊂MS,σ(v) ⊂MS(v), MC
∗-rig
S,σ-st(v) ⊂MC
∗-rig
S,σ (v) ⊂MC
∗-rig
S (v)
the derived open substacks corresponding to σ-stable sheaves, σ-semistable sheaves, respectively.
Their classical truncations are denoted byMS,σ-st(v),MS,σ(v),MC
∗-rig
S,σ-st(v),MC
∗-rig
S,σ (v) respectively.
Also the strictly semistable locus is denoted by
MS,σ-sss(v) :=MS,σ(v) \MS,σ-st(v).
There is a projective scheme MS,σ(v) parameterizing σ-polystable sheaves with Chern character v
together with morphisms
MS,σ(v)→MC
∗-rig
S,σ (v)→MS,σ(v)(5.5)
which realize good moduli spaces for both of MS,σ(v) and MC
∗-rig
S,σ (see [Tod18, Lemma 7.4]).
Lemma 5.2. Both of derived stacks MS,σ(v) and M
C∗-rig
S,σ (v) are symmetric and satisfy formal
neighborhood theorem.
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Proof. A closed point x ∈MS,σ(v) corresponds to a σ-polystable sheaf F on S, which is of the form
F =
m⊕
i=1
Vi ⊗ Fi(5.6)
where each Fi is a σ-stable sheaf on S, Vi is a finite dimensional vector space such that Fi is not
isomorphic to Fj for i 6= j, and µσ(Fi) = µσ(Fj) for all i, j. By the description of the cotangent
complex (5.3), we have
H0(TMS,σ(v)|x)⊕H1(TMS,σ(v)|x)∨ = Ext1S(F, F )⊕ Ext2S(F, F )∨
=
⊕
a,b
Hom(Va, Vb)⊗ (Ext1S(Fa, Fb)⊕ Ext2S(Fb, Fa)∨).(5.7)
The automorphism group of MS,σ(v) at x is given by
Aut(x) = Aut(F ) =
m∏
i=1
GL(Vi)
and its acts on (5.7) by the conjugation. The dual representation of (5.7) is given by⊕
a,b
Hom(Va, Vb)⊗ (Ext1S(Fb, Fa)∨ ⊕ Ext2S(Fa, Fb)).
Therefore in order to show that (5.7) is a dual representation of Aut(x), we need to show that
ext1S(Fa, Fb) + ext
2
S(Fb, Fa) = ext
1
S(Fb, Fa) + ext
2
S(Fa, Fb).(5.8)
By the Riemann-Roch theorem and the stability for Fa, we have
ext1S(Fa, Fb)− ext2S(Fa, Fb) = δab + [Fa] · [Fb]
which is symmetric in a and b. Therefore (5.8) holds, and MS,σ(v) is symmetric. Similarly (5.7) is
a symmetric Aut(x)/C∗-representation, so MC
∗-rig
S,σ (v) is symmetric.
The fact that the derived stack MS,σ(v) satisfies the formal neighborhood theorem follows from
Theorem B.2. Here note that Theorem B.2 is formulated for Gieseker stability (i.e. σ =
√−1H for
an ample divisor H), but the same argument applies for one dimensional µσ-semistable sheaves by
the existence of the good moduli space for MS,σ(v) (see [Tod18, Lemma 7.4]). Then the derived
stack MC
∗-rig
S,σ (v) also satisfies the formal neighborhood theorem by taking the C
∗-rigidifications of
top isomorphism in the diagram (B.12). 
Remark 5.3. Let X = TotS(ωS) and i : S →֒ X the zero section. The Aut(x)-representation (5.7)
is isomorphic to the conjugate Aut(x)-action on
Ext1X(i∗F, i∗F ) =
⊕
e∈E(QE• )
Hom(Vs(e), Vt(e))
where QE• is the Ext-quiver associated with the collection E• = (i∗F1, . . . , i∗Fk) (see Subsec-
tion B.2). This is because of the isomorphisms
Ext1X(i∗Fa, i∗Fb) ∼= Ext1S(i∗i∗Fa, Fb)
∼= Ext1S(Fa, Fb)⊕Hom(Fa, Fb ⊗ ωS)
∼= Ext1S(Fa, Fb)⊕ Ext2S(Fb, Fa)∨.
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5.3. Moduli stacks of compactly supported sheaves on local surfaces. For a smooth pro-
jective surface S, we consider its total space of the canonical line bundle:
X = TotS(ωS)
π→ S.
Here π is the projection. We denote by Coh≤1(X) ⊂ Coh(X) the subcategory of compactly sup-
ported coherent sheaves onX whose supports have dimensions less than or equal to one. We consider
the classical Artin stack
MX : Affop → Groupoid
whose T -valued points for T ∈ Aff form the groupoid of T -flat families of objects in Coh≤1(X).
We have the decomposition into open and closed substacks
MX =
∐
v∈N≤1(S)
MX(v)
whereMX(v) corresponds to compactly supported sheaves E on X with ch(π∗E) = v. By pushing
forward to S, we have the natural morphism
π∗ : MX(v)→MS(v), E 7→ π∗E.(5.9)
By [Todb, Lemma 5.1], the stackMX(v) is the classical truncation of (−1)-shifted cotangent stack
over MS(v)
MX(v)
∼=→ t0(ΩMS(v)[−1]).(5.10)
We also have the C∗-rigidification of MX(v) by [AOV08, Theorem A.1]
MX(v)→MC
∗-rig
X (v).
By taking the C∗-rigidifications of the isomorphism (5.10), we have the isomorphism
MC∗-rigX (v)
∼=→ t0(ΩMC∗-rig
S
(v)
[−1]).(5.11)
For σ = B +
√−1H ∈ A(S)C and E ∈ Coh≤1(X), we define µσ(E) := µσ(π∗E). By definition,
E ∈ Coh≤1(X) is σ-(semi)stable if for any non-zero subsheaf E′ ( E, we have
µσ(E
′) < (≤)µσ(E).
We have open substacks
MX,σ-st(v) ⊂MX,σ(v) ⊂MX(v), MC
∗-rig
X,σ-st(v) ⊂MC
∗-rig
X,σ ⊂MC
∗-rig
X (v)
corresponding to σ-stable sheaves, σ-semistable sheaves, respectively. The strictly σ-semistable
locus is denoted by
MX,σ-sss(v) :=MX,σ(v) \MX,σ-st(v).
Note that we have the inclusion
π−1∗ (MS,σ(v)) ⊂MX,σ(v)(5.12)
which is not an identity in general. Also similarly to (5.5), there is a quasi-projective scheme
MX,σ(v) which parametrizes σ-polystable sheaves on X and morphisms
MX,σ(v)→MC
∗-rig
X,σ (v)→MX,σ(v)
giving good moduli spaces for both of MX,σ(v) and MC
∗-rig
X,σ (v).
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5.4. Wall-chamber structure. Below we fix a primitive element v = (β, n) ∈ N≤1(S) such that
β > 0. Here we write β > 0 if β = [C] for a non-zero effective divisor C on S. For each decomposition
v = v1 + v2, vi = (βi, ni), βi > 0
we define
Wv1,v2 := {σ ∈ A(S)C : µσ(v1) = µσ(v2)}
= {B +√−1H ∈ A(S)C : (n1β2 − n2β1) ·H = Bβ1 ·Hβ2 −Bβ2 ·Hβ1}.
Since v is primitive, Wv1,v2 ( A(S)C and Wv1,v2 is a real codimension one hypersurface in A(S)C.
For a fixed v, the set of hypersurfaces Wv1,v2 are called walls. It is easy to see that the walls are
locally finite. Also each connected component
C ⊂ A(S)C \
⋃
v1+v2=v
Wv1,v2
is called a chamber. From the construction of walls, the moduli stacks MS,σ(v), MX,σ(v) are
constant if σ is contained in a chamber, but may change when σ crosses a wall. Moreover if σ lies
in a chamber, they consist of σ-stable sheaves, i.e. we have
MS,σ-sss(v) =MX,σ-sss(v) = ∅.
We now define some line bundle on MS(v) associated with an integral class σ ∈ A(S)C.
Definition 5.4. For an integral class σ = B +
√−1H ∈ A(S)C such that H is an effective class,
we define l(σ) ∈ Pic(MS(v)) by
l(σ) = (detRpM∗(F ⊠OS(−B)))−β·H ⊗ (detRpM∗(F ⊠OH))n−B·β .
Here F is a universal sheaf (5.2). Its pull-back to MX(v), and also its restriction to an open
substack of MX(v) are also denoted by l(σ).
The line bundle in Definition 5.4 descends to the line bundle in the C∗-rigidification:
Lemma 5.5. The line bundles l(σ) on MS(v), MX(v) descend to line bundles on MC
∗-rig
S (v),
MC∗-rigX (v).
Proof. At each point [F ] ∈ MS(v), the inertial C∗-weight of l(σ)|[F ] is
−(β ·H)χ(F ⊗OS(−B)) + (n−B · β)χ(F ⊗OH) = −(β ·H)(n−B · β) + (n−B · β)(β ·H)
= 0.
Therefore l(σ) descends to MC∗-rigS (v). The case for MX(v) follows from the same argument. 
Suppose that σ ∈ A(S)C lies on a wall and take σ± = B± +
√−1H± ∈ A(S)C which lie on its
adjacent chambers. Note that we have open immersions
MX,σ±(v) ⊂MX,σ(v).
Since each chamber contains dense rational points, by taking small deformations of σ± and rescaling
we may assume that B±, H± are integral and H± are effective without changing MX,σ±(v). Then
by Definition 5.4, we have the line bundles l(σ±) on MS,σ(v), MX,σ(v). By Lemma 5.5, they
descend to line bundles on MC∗-rigS,σ (v), MC
∗-rig
X,σ (v), which we also denote by l(σ
±).
The following lemma shows that the open substacksMX,σ±(v) ⊂MX,σ(v) coincide with l(σ±)-
semistable loci.
Lemma 5.6. We have the identity of open substacks in MX,σ(v),
MX,σ(v)ss(l(σ±)) =MX,σ±(v).(5.13)
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Proof. It is enough to prove the identity (5.13) on each fiber of the good moduli space morphism
πMX : MX,σ(v)→MX,σ(v). Let y ∈MX,σ(v) corresponds to a σ-polystable sheaf on X of the form
E =
m⊕
i=1
Vi ⊗ Ei.(5.14)
Here each Vi is a finite dimensional vector space and {E1, . . . , Em} are mutually non-isomorphic
σ-stable sheaves. Let QE• be the Ext-quiver associated with the collection (E1, . . . , Em) (see Sub-
section B.2). Then the fiber of πMX at y is the closed substack of the nilpotent QE•-representations
with dimension vector (dim Vi)1≤i≤m (see Subsection B.2)
 ⊕
(i→j)∈QE•
Hom(Vi, Vj)

nil
/G
 .(5.15)
Here G =
∏m
i=1GL(Vi) and the subscript ‘nil
′ means nilpotent QE•-representations. Let us write
ch(π∗Ei) = (βi, ni). We define the following group homomorphisms W±
W± : K(QE•)
dim→
m⊕
i=1
Z · ei → C.
Here the first arrow is taking the dimension vector, and the second arrow is given by
ei 7→ −ni +B± · βi + (H± · βi)
√−1 ∈ C.
Then W± determine Bridgeland stability conditions [Bri07] on the abelian category of finite dimen-
sional QE•-representations: a finite dimensional QE•-representation R isW
±-(semi)stable if for any
non-zero subrepresentation R′ ( R, we have
argW±(R′) < (≤) argW±(R)
in (0, π]. By [Tod18, Lemma 7.8], the intersection π−1MX (p) ∩ MX,σ±(v) corresponds to W±-
semistable QE•-representations inside the stack (5.15). An easy calculation shows that a QE•-
representation R of dimension vector (dimVi)1≤i≤m is W±-(semi)stable if and only if for any non-
zero subrepresentation R′ ( R, we have
θ±(R′) :=
m∑
i=1
θ±i · ri > (≥)0 = θ±(R).
Here (ri)1≤i≤m is the dimension vector of R′ and θ±i ∈ Z is given by
θ±i = (B
± · βi − ni) · (H± · β) + (n−B± · β) · (H± · βi).(5.16)
By the relation of θ-stability and GIT stability proved by King [Kin94, Theorem 4.1], the θ±-
(semi)stable loci in (5.15) correspond to GIT (semi)stable loci with respect to the characters
G→ C∗, (gi)1≤i≤m 7→
m∏
i=1
det(gi)
θ±i .(5.17)
On the other hand, let x ∈ MX,σ(v) be the closed point corresponding to the polystable sheaf
(5.14). Then we have G = Aut(x). In the notation of Definition 3.10, the pull-backs l(σ±)x ∈
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Pic(BG) are described as
l(σ±)x = detRΓ
(
m⊕
i=1
Vi ⊗ Ei ⊗OS(−B±)
)−H±·β
⊗ detRΓ
(
m⊕
i=1
Vi ⊗ Ei ⊗OH±
)n−B±·β
=
m⊗
i=1
(detVi)
−(H± ·β)·χ(Ei⊗OS(−B±)) ⊗
m⊗
i=1
(det Vi)
(H±·βi)·(n−B±·β)
=
m⊗
i=1
det(Vi)
θ±i .
Therefore l(σ±)x are induced by the G-characters (5.17). Together with using Lemma 2.1, the line
bundles l(σ±) on MX,σ(v) are induced by the G-characters (5.17) on the fiber π−1MX (p), so the
identity (5.13) holds on π−1MX (p). 
Since the derived stacksMS,σ(v), M
C∗-rig
S,σ (v) are symmetric by Lemma 5.2, we take their maximal
symmetric structures S as in Definition 3.5. The following lemma shows that the line bundles l(σ±)
satisfy the genericity condition in Definition 3.10.
Lemma 5.7. The line bundles l(σ±) ∈ Pic(MC∗-rigS,σ (v)) are S-generic.
Proof. Let us take a closed point x ∈ MC∗-rigS,σ (v) corresponding to a polystable sheaf (5.6). Then
G′ := Aut(x) = G/C∗ where C∗ ⊂ G = ∏mi=1GL(Vi) is the diagonal torus. From the proof of
Lemma 5.6, the element l(σ±)x ∈ Pic(B Aut(x)) corresponds to a G′-character of the form (5.17),
where θ± are given as in (5.16) for βi = [Fi] and ni = χ(Fi). Here note that the G-character (5.17)
descends to the G′-character since it restricts to the trivial character on the diagonal torus C∗ ⊂ G
(see Lemma 5.5). By the assumption that σ± do not lie on walls, we have θ±(~v′) 6= 0 for any
0 < ~v′ < ~v where ~v = (dimVi)1≤i≤m. Then the lemma follows from Remark 5.3 and Lemma 5.8
below. 
In the above lemma, we have used the following lemma on symmetric quiver representations.
Here a quiver Q is called symmetric if for any vertices i, j, the number of arrows from i to j is the
same as that from j to i.
Lemma 5.8. Let Q be a symmetric quiver whose vertex set, edge set, are denoted by V (Q), E(Q),
respectively. Let ~v = (vi)i∈V (Q) be a dimension vector of Q, and {θi}i∈V (Q) with θi ∈ Z satisfy that∑
i∈V (Q)
θi · vi = 0,
∑
i∈V (Q)
θi · v′i 6= 0(5.18)
for any ~v′ = (v′i)i∈V (Q) such that 0 < ~v
′ < ~v. Here 0 < ~v′ means v′i ≥ 0 for any i ∈ V (Q) and
~v′ 6= 0, and ~v′ < ~v means ~v − ~v′ > 0. Let Vi for i ∈ V (Q) be vector spaces with dimension vi. Then
for G =
∏
i∈V (Q)GL(Vi) and G
′ = G/C∗, the G′-character
χθ : G
′ → C∗, (gi)i∈V (Q) 7→
∏
i∈V (Q)
det(gi)
θi
is S-generic with respect to the symmetric G′-representation⊕
e∈E(Q)
Hom(Vs(e), Vt(e)).(5.19)
Here S is the maximal symmetric structure, G′ acts on (5.19) by conjugation, s(e) is the source of
e and t(e) is the target of e.
Proof. The proof is a slight modification of [KT, Lemma 3.3]. The maximal torus of G′ is given by
T ′ = T/C∗ where T =
∏
i∈V (Q) Ti for the maximal torus Ti ⊂ GL(Vi), and the character lattice M ′
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of M is given by the kernel of M → Z dual to the diagonal embedding C∗ → T . Let {ei1, . . . , eivi}
be a basis of Vi. By fixing i0 ∈ V (Q) and 1 ≤ k0 ≤ vi0 , we can write M ′R as
M ′R =
⊕
i∈V (Q)
⊕
1≤k≤vi
R(eik − ei0k0).
By [HLS, Proposition 2.1], the genericity of χθ is equivalent to that for any proper subspace
H ( M ′R, there is a one parameter subgroup λ : C
∗ → T ′ such that 〈γj , λ〉 = 0 for any γj ∈ H and
〈χθ, λ〉 6= 0. Let H ( M ′R be a proper linear subspace. Let γ1, . . . , γd ∈ M ′ be the T ′-weights of
the G′-representation (5.19). Then any non-zero T ′-character γj is of the form eik − ei′k′ . We set
λ : C∗ → T ′ be to be
λ(t) = (tλik )i∈V (Q),1≤k≤vi , λik =
{
0, if eik − ei0k0 ∈ H,
1, if eik − ei0k0 /∈ H.
Then 〈γj , λ〉 = 0 for any γj ∈ H . As χθ =
∑
i,k θi · eik, we have
〈χθ, λ〉 =
∑
i∈V (Q)
θi · ♯{1 ≤ k ≤ vi : eik − ei0k0 /∈ H} 6= 0.
Here the latter inequality follows from (5.18). Therefore χθ is S-generic. 
5.5. DT categories for one dimensional stable sheaves on local surfaces. We fix a primitive
v ∈ N≤1(S) and take σ ∈ A(S)C. We also take a derived open substack of finite type
MS(v)
fin ⊂MS(v)
such that its classical truncationMS(v)fin contains π∗MX,σ(v), where π∗ is defined in (5.9). Then
we have the inclusion
MX,σ(v) ⊂ π−1∗ (MS(v)fin) = t0(ΩMS(v)fin [−1]).
We have the following conical closed substack of σ-unstable locus
Zσ-us := t0(ΩMS(v)fin [−1]) \MX,σ(v).
As we mentioned in Section 1, the following is a version of C∗-equivariant DT category we consider:
Definition 5.9. We define the C∗-equivariant DT category of MX,σ(v) to be
D̂T C
∗
(MX,σ(v)) := lim
U
α→MC∗-rigS (v)fin
(
Dbcoh(U)/Cα∗ZC∗-rigσ-us
)
.
Here α is a smooth morphism from an affine derived scheme U of the form (3.2).
Remark 5.10. In [Todb, Definition 5.4], we defined C∗-equivariant DT category to be the Verdier
quotient
DT C∗(MX,σ(v)) := Dbcoh(MC
∗-rig
S (v)
fin)/CZC∗-rigσ-us .
There is a natural functor
DT C∗(MX,σ(v))→ D̂T
C
∗
(MX,σ(v)),
however we don’t know whether this is an equivalence or not in general. In Section C we will compare
these categories, and show that the above functor is fully-faithful with dense image, assuming that
Ind CZσ-us is compactly generated.
Remark 5.11. In [Todb, Lemma 3.10, Remark 5.5], it is proved that DT C∗(MX,σ(v)) is independent
of a choice of MS(v)
fin satisfying π∗MX,σ(v) ⊂ MS(v)fin, up to equivalence. A similar argument
easily shows that our version D̂T C
∗
(MX,σ(v)) is also independent of such a choice of MS(v)
fin up
to equivalence.
The following is our main result in this section:
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Theorem 5.12. Let σ ∈ A(S)C lies on a wall with respect to v ∈ N≤1(S) and σ± ∈ A(S)C lie on
its adjacent chambers. Moreover assume that
MX,σ-sss(v) ⊂ π−1∗ (MS,σ(v)).(5.20)
Then there exists an equivalence
D̂T C
∗
(MX,σ+(v))
∼→ D̂T C
∗
(MX,σ−(v)).(5.21)
Proof. We first remark that the condition (5.20) implies that any σ-strictly semistable sheaf E on X
with ch(π∗E) = v is push-forward to a σ-strictly semistable sheaf F = π∗E on S. Indeed we have an
exact sequence 0 → E1 → E → E2 → 0 in Coh≤1(X) such that Ei 6= 0 and µσ(E1) = µσ(E2). By
applying π∗, we obtain an exact sequence 0→ F1 → F → F2 → 0 in Coh≤1(S), where Fi = π∗Ei 6= 0
satisfy µσ(F1) = µσ(F2). Since F is σ-semistable by the condition (5.20), Fi is also σ-semistable,
so F is strictly σ-semistable.
Let MS(v)
fin◦ ⊂ MS(v)fin be a derived open substack whose classical truncation is MS(v)fin \
MS,σ-sss(v). Then we have an open cover of MS(v)fin,
MS(v)
fin = MS,σ(v) ∪MS(v)fin◦ , MS,σ(v) ∩MS(v)fin◦ = MS,σ-st(v).
Below we set M = MC
∗-rig
S (v)
fin for simplicity. Let I be the ∞-category consisting of smooth
morphisms α : U → M from affine derived schemes U of the form (3.2), and the 1-morphisms in I
are given by the commutative diagrams (3.8). We have the full subcategories I1, I2 ⊂ I consisting
of smooth morphisms α : U→M which factor through MC∗-rigS,σ (v), MC
∗-rig
S (v)
fin◦ , respectively. Then
the family of smooth morphisms (U
α→ M) ∈ I1 ∪ I2 form a smooth covering of M. Therefore we
have equivalences
D̂T C
∗
(MX,σ±(v))
∼→ lim
(U
α→M)∈I1∪I2
(
Dbcoh(U)/Cα∗ZC∗-rig
σ±-us
)
∼→ lim
(U
α→M)∈I1
(
Dbcoh(U)/Cα∗ZC∗-rig
σ±-us
)
×
lim
(U
α
→M)∈I1∩I2
(
Dbcoh(U)/Cα∗ZC∗-rig
σ±-us
) lim
(U
α→M)∈I2
(
Dbcoh(U)/Cα∗ZC∗-rig
σ±-us
)
.
Here the second equivalence is due to [Lur, Corollary 4.2.3.10], and the fiber product is taken in
their dg-enhancements (see the convention in Subsection 3.2). Now we have
Zσ±-us ×MS(v)fin MS(v)fin◦ = (t0(ΩMS(v)fin [−1]) \MX,σ±(v)) ×MS(v)fin MS(v)fin◦
= t0(ΩMS(v)fin [−1]) \ (MX,σ±(v) ×MS(v)fin MS(v)fin◦ )
= t0(ΩMS(v)fin [−1]) \ (MX,σ-st(v)×MS(v)fin MS(v)fin◦ ).
Here for the third identity, we have used the remark mentioned in the first part of the proof, and
the inclusions
MX,σ-st(v) ⊂MX,σ±-st(v) =MX,σ±(v) ⊂MX,σ(v).
Therefore for any (U
α→ M) ∈ I2 we have α∗Zσ+-us = α∗Zσ−-us, so for I ′ = I2 or I ′ = I1 ∩ I2 we
have a natural equivalence
ΘI′ : lim
(U
α→M)∈I′
(
Dbcoh(U)/Cα∗ZC∗-rig
σ+-us
) ∼→ lim
(U
α→M)∈I′
(
Dbcoh(U)/Cα∗ZC∗-rig
σ−-us
)
.(5.22)
Below we show that an equivalence (5.22) also holds for I ′ = I1. We claim that the following
identity holds
MX,σ(v)ss(l(σ±)) ∩ π−1∗ (MS,σ(v)) = π−1∗ (MS,σ(v))ss(l(σ±)).(5.23)
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Since we have the inclusion (5.12), it is obvious that the left hand side is contained in the right
hand side. As for the converse direction, let us take x ∈ π−1∗ (MS,σ(v))ss(l(σ±)) and a map
f : [A1/C∗]→MX,σ(v)
with f(1) ∼ x. Suppose that wt(f(0)∗l(σ±)) < 0. Then x ∈ MX,σ(v) is not semistable with
respect to l(σ±), hence by lemma 5.6 it corresponds to a strictly σ-semistable sheaf on X , i.e.
x ∈ MX,σ-sss(v). As MX,σ-sss(v) is a closed substack of MX,σ(v), we have f(0) ∈ MX,σ-sss(v).
By the assumption (5.20), we conclude that f(0) ∈ π−1∗ (MS,σ(v)), which contradicts to that x ∈
π−1∗ (MS,σ(v))ss(l(σ±)). Therefore wt(f(0)∗l(σ±)) ≥ 0, which implies that x is a point in the left
hand side of (5.23), i.e. the identity (5.23) holds. From (5.23) together with Lemma 5.6, we have
Zσ±-us ×MS(v)fin MS,σ(v) = t0(ΩMS,σ(v)[−1]) \ t0(ΩMS,σ(v)[−1])ss(l(σ±)).
By the above identity and Lemma 5.7, we can apply Corollary 3.12 to show an equivalence (5.22)
for I ′ = I1.
For I ′ = I1, I2, the following diagram commutes by Remark 3.13
lim
(U
α→M)∈I′
(
Dbcoh(U)/Cα∗ZC∗-rig
σ+-us
)

ΘI′
∼ // lim(U α→M)∈I′
(
Dbcoh(U)/Cα∗ZC∗-rig
σ−-us
)

lim
(U
α→M)∈I1∩I2
(
Dbcoh(U)/Cα∗ZC∗-rig
σ+-us
)ΘI1∩I2
∼ // lim(U α→M)∈I1∩I2
(
Dbcoh(U)/Cα∗ZC∗-rig
σ−-us
)
.
(5.24)
Therefore by taking the fiber product, we obtain a desired equivalence (5.21). 
If we impose some further assumption, the result of Theorem 5.12 is described in terms of derived
moduli spaces of stable sheaves on S.
Corollary 5.13. Under the assumption of Theorem 5.12, suppose furthermore that the following
condition also holds:
MX,σ±(v) ⊂ π−1∗ (MS,σ±(v)).(5.25)
Then we have an equivalence
Θσ+,σ− : D
b
coh(M
C∗-rig
S,σ+ (v))
∼→ Dbcoh(MC
∗-rig
S,σ− (v))(5.26)
such that we have the commutative diagram
Dbcoh(M
C∗-rig
S,σ+ (v))
Θ
σ+,σ−
∼ //

Dbcoh(M
C∗-rig
S,σ− (v))

Dbcoh(M
C∗-rig
S,σ-st(v))
id
∼ // D
b
coh(M
C∗-rig
S,σ-st(v)).
(5.27)
Here the vertical arrows are restriction functors.
Proof. If the inclusion (5.25) holds, then it is identity by [Todb, Lemma 5.6], and we have equiva-
lences
Dbcoh(M
C∗-rig
S,σ± (v))
∼→ D̂T C
∗
(MX,σ±(v))(5.28)
by Corollary C.4 (also see [Todb, Lemma 5,7]). Therefore by Theorem 5.12, we have the equivalence
(5.26). The commutative diagram (5.27) follows from (5.24). 
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5.6. Examples and applications. In this subsection, we give several examples where the condition
(5.20) holds so that we can apply Theorem 5.12. In several cases we also have the condition (5.25),
so we can apply Corollary 5.13. But there also exists an example where (5.20) holds but (5.25) does
not hold.
We first consider the reduced class. A divisor class β ∈ NS(S) on a smooth projective surface S
is called reduced if any effective divisor D on S with [D] = β is a reduced divisor. In this case, for
any n ∈ Z the element v = (β, n) ∈ N≤1(S) is primitive.
Lemma 5.14. For v = (β, n) ∈ N≤1(S), suppose that β is reduced. Then for any σ ∈ A(S)C, we
have
MX,σ(v) ⊂ π−1∗ (MS,σ(v)).(5.29)
Proof. Note that giving a compactly supported coherent sheaf on X is equivalent to giving a pair
(F, θ), where F ∈ Coh(S) and θ ∈ Hom(F, F ⊗ ωS). The push-forward π∗ sends such a pair (F, θ)
to F .
Let E ∈ Coh≤1(X) be a σ-semistable sheaf which corresponds to a pair (F, θ) such that ch(F ) =
(β, n). Suppose that F is not σ-semistable. Then there exists an exact sequence 0 → F ′ → F →
F ′′ → 0 in Coh(S) such that F ′, F ′′ are pure one dimensional sheaves and µσ(F ′) > µσ(F ′′). We
consider the following diagram
0 // F ′ //

F //
θ

F ′′ //

0
0 // F ′ ⊗ ωS // F ⊗ ωS // F ′′ ⊗ ωS // 0.
(5.30)
By the assumption, the sheaf F is scheme theoretically supported on a reduced divisor on S.
Therefore the supports of F ′ and F ′′ do not have common irreducible components, hence we have
Hom(F ′, F ′′ ⊗ ωS) = 0. Then there exist dotted arrows in the diagram (5.30) which makes the
diagram (5.30) commutative. However then the diagram (5.30) destabilizes E, which is a contra-
diction. 
By the above lemma, in the reduced case the conditions (5.20), (5.25) are satisfied for any
σ ∈ A(S)C and σ± ∈ A(S)C. Therefore by Corollary 5.13, we have the following:
Corollary 5.15. Let S be a smooth projective surface, and take v = (β, n) ∈ N≤1(S) such that β
is a reduced class. Then for any σ± ∈ A(S)C which do not lie walls, we have an equivalence
Dbcoh(M
C∗-rig
S,σ+ (v))
∼→ Dbcoh(MC
∗-rig
S,σ− (v)).
We also have the following lemma for the conditions (5.20), (5.25) to hold:
Lemma 5.16. Suppose that c1(ωS) ∈ R≤0 ·H for some H ∈ A(S)R. Then for σ =
√−1H, both of
the conditions (5.20), (5.25) hold for any primitive v.
Proof. We follow the proof of Lemma 5.14. As for the condition (5.20), let E ∈ Coh≤1(X) be a
σ-semistable sheaf which corresponds to a pair (F, θ) such that ch(F ) = (β, n). Suppose that F is
not σ-semistable. Then by taking Harder-Narasimhan filtration in σ-stability, there exists an exact
sequence
0→ F ′ → F → F ′′ → 0(5.31)
in Coh(S) such that µ−σ (F
′) > µ+σ (F
′′). Here µ+σ (−) (resp. µ−σ (−)) is the maximal (resp. minimal)
slope among the Harder-Narasimhan factors of (−). By the assumption c1(ωS) ∈ R≤0 · H , taking
the tensor product with ωS preserves σ-stability. Therefore we have
µ−σ (F
′) > µ+σ (F
′′) ≥ µ+σ (F ′′ ⊗ ωS),
hence the vanishing Hom(F ′, F ′′ ⊗ ωS) = 0 holds. Then we obtain the diagram (5.30), and a
contradiction.
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As for the condition (5.25), the same argument as above applies to the case of c1(ωS) = 0. So we
assume that c1(ωS) ∈ R<0 ·H . Suppose that E = (F, θ) is σ±-semistable but F is not σ±-semistable.
Then similarly to above, we have an exact sequence (5.31) such that µ−σ±(F
′) > µ+σ±(F
′′). Since
E is σ-semistable, F is also σ-semistable by the above argument, therefore F ′ and F ′′ are also
σ-semistable with the same µσ-slope. Then F
′′ ⊗ ωS is also σ-semistable with
µσ(F
′) ≥ µσ(F ′′) > µσ(F ′′ ⊗ ωS),
hence Hom(F ′, F ′′ ⊗ ωS) = 0 holds. Similarly to above, we obtain a contradiction. 
A surface S with c1(ωS) = 0 is classified into four types: K3 surface, abelian surface, Enriques
surface and bielliptic surface. In the above case, by Corollary 5.13 and Lemma 5.16 we have the
following:
Corollary 5.17. Suppose that S is a smooth projective surface satisfying c1(ωS) = 0 in H
2(S,R).
Then for any primitive v ∈ N≤1(S) and σ± ∈ A(S)C which do not lie on walls, there exists an
equivalence
Dbcoh(M
C∗-rig
S,σ+ (v))
∼→ Dbcoh(MC
∗-rig
S,σ− (v)).(5.32)
Remark 5.18. In the case that S is a K3 surface, the classical truncations
MS,σ±(v) := t0(MS,σ±(v))
are holomorphic symplectic manifolds ([Muk87, BM14]). A derived equivalence
Dbcoh(MS,σ+(v))
∼→ Dbcoh(MS,σ−(v))(5.33)
is a special case of Halpern-Leistner’s result [HLb]. Since the closed immersion MS,σ±(v) →֒
MS,σ±(v) is not an equivalence of derived stacks, the equivalence (5.32) does not directly imply
(5.33). This is caused by the existence of surjections Ext2S(E,E) ։ C for any coherent sheaf E
on S. In order to obtain an equivalence (5.33), we replace MC
∗-rig
S (v) with another derived stack
M
rig
S (v) obtained from M
C∗-rig
S (v) by getting rid of the above one dimensional obstruction space from
M
C∗-rig
S (v) as in [HLb, Proposition 4.2]. Then we can recover the Halpern-Leistner’s equivalence
(5.33) from the argument of Theorem 5.12.
In the case of Enriques surface, Sacca [Sac19] proved the following:
Theorem 5.19. ([Sac19]) Let S be a general Enriques surface and |C| be a linear system on it which
contains an irreducible divisor C ⊂ S with arithmetic genus g ≥ 2. We take v = ([C], n) ∈ NS(S)⊕Z
such that n 6= 0 and ([C], 2n) is coprime. Then for generic H± ∈ A(S)R, the moduli spacesMS,H±(v)
are smooth (β2 + 1)-dimensional birational Calabi-Yau manifolds.
By Corollary 5.17, we have an equivalence of Sacca’s Calabi-Yau manifolds for different polariza-
tions:
Corollary 5.20. For a general Enriques surface S, let v ∈ N≤1(S) be as in Theorem 5.19. Then
for generic H± ∈ A(S)R, there exists an equivalence
Dbcoh(MS,H+(v))
∼→ Dbcoh(MS,H−(v)).(5.34)
Proof. Let H ∈ A(S)R lies on a wall, and H± lie on its adjacent chambers. It is enough to show an
equivalence (5.34) for such H±. It is proved in [Sac19, Lemma 2.5] that there is no obstruction space
for H±-stable sheaf E such that [E] ∈MS,H±(v), i.e. Ext2(E,E) = 0. Therefore for σ± =
√−1H±,
the closed immersions
MS,H±(v) = t0(M
C∗-rig
S,σ± (v)) →֒MC
∗-rig
S,σ± (v)
are equivalences. Therefore the Corollary follows from Corollary 5.17. 
Let S be a del-Pezzo surface, i.e. −KS is ample. In this case, we have the following:
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Corollary 5.21. Let S be a del-Pezzo surface. Then for any primitive v ∈ N≤1(S) and generic
perturbations σ± of −√−1KS, we have a derived equivalence of smooth projective varieties
Dbcoh(MS,σ+(v))
∼→ Dbcoh(MS,σ−(v)).
Proof. The moduli stackMS,σ(v) is a smooth stack without obstruction space, i.e. for any Gieseker
−KS-semistable sheaf E on S with ch(E) = v, we have
Ext2(E,E) = Hom(E,E ⊗ ωS)∨ = 0.
Therefore for generic perturbations σ± of −KS, the moduli spaces MS,σ±(v) are smooth projective
varieties such that the closed immersions
MS,σ±(v) = t0(M
C∗-rig
S,σ± (v)) →֒MC
∗-rig
S,σ± (v)
are equivalences. Therefore the corollary follows from Corollary 5.13 and Lemma 5.16. 
As we observed in Corollary 5.13, if we assume both of (5.20) and (5.25) then the equivalence
in Theorem 5.12 can be reduced to an equivalence of derived moduli spaces of stable sheaves on S.
On the other hand, there exist examples where (5.20) holds but (5.25) does not hold, so that the
equivalence (5.21) cannot be reduced to a derived equivalence of the above derived moduli spaces.
In such a case, we may not have an equivalence (5.28) and the equivalence (5.21) may be only
formulated in terms of DT categories.
Below we give such an example. Let
f : S → P2
be a blow-up at distinct k-points on a line l ⊂ P2, where we take k ≥ 4. We denote by E1, . . . , Ek
the exceptional curves of f , and C ⊂ S the strict transform of l, i.e. C = f∗l−∑ki=1 Ei.
Proposition 5.22. We take v = (2C + E1 + E2, 2) ∈ N≤1(S), and H ∈ A(S)R, σ, σ± ∈ A(S)C to
be
H = f∗l −
k∑
i=1
aiEi, 0 < ai ≪ 1, a1 = a2, σ =
√−1H, σ± = √−1(H ± εE1), 0 < ε≪ 1.
Then the condition (5.20) is satisfied but the condition (5.25) is not satisfied.
Proof. We first show that (5.20) is satisfied. Let E ∈ Coh≤1(X) be a strictly σ-semistable sheaf
with ch(π∗E) = v. Then there exists an exact sequence 0→ F1 → E → F2 → 0 in Coh≤1(X) such
that µσ(F1) = µσ(F2) = µσ(E). We set ch(π∗Fi) = (βi, ni). Then we have
β1 + β2 = 2C + E1 + E2, n1 + n2 = 2.
Since µσ(Fi) > 0, we have ni > 0, therefore n1 = n2 = 1. Then we have H · β1 = H · β2. The only
possibility for such (β1, β2) is (C + E1, C + E2) or (C + E2, C + E1). Because H
0(OS(C + Ei)) is
one dimensional, C +Ei is the unique element of the linear system |C +Ei|, so C +Ei is a reduced
class. Therefore π∗Fi is σ-semistable by Lemma 5.14, so π∗E is strictly σ-semistable.
We next show that (5.25) is not satisfied. Let us consider exact sequences
0→ OEi(−1)→ OC+Ei → OC → 0, 0→ OC(−1)→ OC+Ei → OEi → 0.
Since we have
Hom(OC ,OC(−1)⊗ ωS) = Hom(OC ,OC(k − 4)) 6= 0
we have the non-vanishing
Hom(OC+E1 ,OC+E2 ⊗ ωS) 6= 0, Hom(OC+E2 ,OC+E1 ⊗ ωS) 6= 0.
Let θ be a morphism
θ : OC+E1 ⊕OC+E2 → (OC+E1 ⊕OC+E2)⊗ ω
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whose Hom(OC+E1 ,OC+E2 ⊗ωS)-factor is non-zero and the other factors are zero. Then the above
pair (OC+E1⊕OC+E2 , θ) determines an object E ∈ Coh≤1(X). We have the non-split exact sequence
0→ i∗OC+E2 → E → i∗OC+E1 → 0.
Here i : S →֒ X is the zero section of π : X → S. Note that OC+Ei are σ-stable with µσ(OC+E1) =
µσ(OC+E2), µσ+(OC+E2) < µσ+(OC+E1). Together with the above exact sequence, we can easily
check that E is σ+-stable. However π∗E = OC+E1 ⊕OC+E2 is not σ+-semistable, so (5.25) is not
satisfied for σ+-stability. The case for σ−-stability is similar by replacing E1 with E2. 
6. Categorical MNOP/PT correspondence
In this section, we prove Theorem 1.8 as an application of Corollary 3.12.
6.1. Derived moduli stacks of pairs. For a smooth projective surface S, let MS be the derived
moduli stack of coherent sheaves on S considered in (5.1), and F the universal object (5.2). The
derived stack M†S is defined to be
ρ† : M†S := SpecMS (Sym(pM∗F)
∨)→MS .
Here pM : S ×MS → MS is the projection. For T ∈ dAff , the T -valued points of M†S form the
∞-groupoid of pairs
(FT , ξ), ξ : OS×T → FT
where FT is a T -valued point of MS .
The classical truncation of M†S is a 1-stack
M†S := t0(M†S) = SpecMS (Sym(H0((pM∗F)∨)).(6.1)
We have the universal pair on S ×M†S
I• = (OS×M†
S
→ F).
Then we have the following description of the cotangent complex of M†S
L
M
†
S
|M†S =
(Homp
M†
(I•,F))∨ .(6.2)
Here pM† : S×M†S →M†S is the projection. Also we have the decompositions into open and closed
substacks
M
†
S =
∐
v∈N≤1(S)
M
†
S(v), M†S =
∐
v∈N≤1(S)
M†S(v),
where each component corresponds to pairs (F, ξ) such that ch(F ) = v.
For v ∈ N≤1(S), the derived stack M†S(v) is quasi-smooth (see [Todb, Lemma 6.1]). We have the
(−1)-shifted cotangent stack, and its classical truncation
Ω
M
†
S
(v)[−1]→M†S(v), t0(ΩM†
S
(v)[−1])→M†S(v).(6.3)
6.2. MNOP/PT categories. Let X be the projective compactification of X
X ⊂ X := PS(ωS ⊕OS) = X ∪ S∞.
Here S∞ is the divisor at the infinity. The category of D0-D2-D6 bound states on the non-compact
CY 3-fold X = TotS(ωS) is defined to be the extension closure in D
b
coh(X)
AX := 〈OX ,Coh≤1(X)[−1]〉ex ⊂ Dbcoh(X).
Here Coh≤1(X) is the abelian category of compactly supported coherent sheaves on X whose sup-
ports have dimensions less than or equal to one. We regard Coh≤1(X) as a subcategory of Coh(X)
by the push-forward of the open immersion X ⊂ X. There is a group homomorphism
ch: K(AX)→ Z⊕N≤1(S)
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characterized by the condition that ch(OX) = (1, 0) and ch(F ) = (0, ch(π∗F )) for F ∈ Coh≤1(X).
The following result is proved in [Todb]:
Theorem 6.1. ([Todb, Theorem 6.3]) Let M†X(v) be the classical moduli stack of objects E ∈ AX
with ch(E) = (1,−v) together with a trivialization E ⊗ OS∞ ∼= OS∞ . Then there is a natural
isomorphism of stacks over M†S(v)
M†X(v)
∼=→ t0(ΩM†
S
(v)[−1]).(6.4)
Let π∗ be the morphism
π∗ : M†X(v)→M†S(v)
given by the composition of the isomorphism (6.4) and the projection t0(ΩM†S(v)
[−1]) → M†S(v).
Note that a two term complex (OX → E) for E ∈ Coh≤1(X) is an object in AX , and π∗ sends the
above complex to (OS → π∗E) given by the adjunction (see [Todb, Remark 6.4]).
For v = (β, n) ∈ N≤1(S), we have the MNOP moduli space [MNOP06]
In(X, β)
which is a quasi-projective scheme parameterizing ideal sheaves IC for a compactly supported sub-
schemes C ⊂ X with dimC ≤ 1, π∗[C] = β and χ(OC) = n. The moduli space In(X, β) is an
open substack of M†X(β, n) by regarding it as the moduli space of surjections (OX ։ OC) with
ch(π∗OC) = (β, n).
We also have the Pandharipande-Thomas moduli space [PT09]
Pn(X, β)
which is a quasi-projective scheme parameterizing pairs (E, ξ) where E ∈ Coh≤1(X) is pure one
dimensional and ξ : OX → E is surjective in dimension one. The moduli space Pn(X, β) is also an
open substack of M†X(β, n) by regarding it as the moduli space of two term complexes (OX → E)
with ch(π∗E) = (β, n).
As we mentioned above, both of moduli spaces In(X, β), Pn(X, β) are open substacks ofM†X(β, n),
so we have the complements
ZI-us :=M†X(β, n) \ In(X, β), ZP -us :=M†X(β, n) \ Pn(X, β)
which are conical closed substacks in M†X(β, n). Also there exists a derived open substack of finite
type
M
†
S(β, n)
fin ⊂M†S(β, n)(6.5)
which contains both of π∗In(X, β) and π∗Pn(X, β). The C∗-equivariant MNOP/PT categories in
our version are defined as follows:
Definition 6.2. We define the triangulated categories D̂T C
∗
(In(X, β)), D̂T
C∗
(Pn(X, β)) to be
D̂T C
∗
(In(X, β)) := lim
U
α→M†
S
(β,n)fin
(
Dbcoh(U)/Cα∗ZI-us
)
,
D̂T C
∗
(Pn(X, β)) := lim
U
α→M†
S
(β,n)fin
(
Dbcoh(U)/Cα∗ZP -us
)
.
Here α is a smooth morphism from an affine derived scheme U of the form (3.2).
Remark 6.3. Similarly to Remark 5.11, the C∗-equivariant MNOP/PT categories in Definition 6.2
are independent of a choice of (6.5) up to equivalence.
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6.3. The moduli stack of semistable objects on MNOP/PT wall. We define the open sub-
stacks
M♯S(β, n) ⊂M†S(β, n), M♯X(β, n) ⊂M†X(β, n)(6.6)
corresponding to pairs (OS ξ→ F ) such that Cok(ξ) is at most zero dimensional, objects E ∈ AX
such that H1(E) is at most zero dimensional, respectively. We have the following lemma:
Lemma 6.4. (i) The stack M♯X(β, n) is the moduli stack of pairs (OX
ξ→ E) such that Cok(ξ) is
at most zero dimensional.
(ii) We have the inclusion
π−1∗ (M♯S(β, n)) ⊂M♯X(β, n).(6.7)
Proof. (i) follows from [Tod10a, Lemma 3.11 (ii)]. As for (ii), let E ∈ AX be an object corresponding
to a point in the left hand side of (6.7), i.e. π∗E is a pair (OS ξ→ F ) such that Cok(ξ) is at most
zero dimensional. By pushing forward the surjection E ։ H1(E)[−1] in AX to S, we obtain the
surjection Cok(ξ) ։ π∗H1(E). Therefore π∗H1(E) is at most zero dimensional, so H1(E) is also at
most zero dimensional. 
Note that we have the open immersions
In(X, β) ⊂M♯X(β, n) ⊃ Pn(X, β),
and the stackM♯X(β, n) is the moduli stack of semistable objects on the MNOP/PT wall [Tod10a,
Lemma 3.11]. By the GIT construction of the above wall-crossing [ST11], the open substacks (6.6)
are of finite type with good moduli spaces
πM♯
X
: M♯X(β, n)→M ♯X(β, n), πM♯
S
: M♯S(β, n)→M ♯S(β, n).(6.8)
We then define some line bundles on the above moduli stacks.
Definition 6.5. We define lI , lP ∈ Pic(M†S) to be
lI := det(RpM†∗F), IP := det(RpM†∗F)−1.
Their restrictions to M♯S(β, n) and pull-backs via π∗ : M♯X(β, n)→M†S are also denoted by lI , lP .
We have the following proposition:
Proposition 6.6. For lI , lP ∈ Pic(M♯X(β, n)), we have the identities
In(X, β) =M♯X(β, n)ss(lI), Pn(X, β) =M♯X(β, n)ss(lP ).(6.9)
Proof. It is enough to show the identities (6.9) on the fibers of good moduli space morphisms
πM♯X : M
♯
X(β, n)→M ♯X(β, n). A closed point y ∈ M ♯X(β, n) corresponds to a polystable object on
MNOP/PT wall (see [Toda, Appendix B])
IC ⊕
m⊕
i=1
Vi ⊗Opi [−1].(6.10)
Here IC ⊂ OX is the ideal sheaf of a Cohen-Macaulay curve C ⊂ X , p1, · · · , pm ∈ X are distinct
points and Vi is a finite dimensional vector space. Let Q be the Ext-quiver associated with the
collection {IC ,Op1 [−1], . . . ,Opm [−1]}. Then the vertex set V (Q) is {0, 1, . . . ,m}, and the edge set
E(Q) is given by
♯(0→ i) = hom(IC ,Opi), ♯(i→ 0) = ext2(Opi , IC), ♯(0→ 0) = ext1(IC , IC)
and also for 1 ≤ i, j ≤ m
♯(i→ j) =
{
3, (i = j)
0, (i 6= j).
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Similarly to the argument in Subsection B.2, we have the closed immersion
π−1M♯(y) →֒
{(Vi)♯(0→i) ⊕ (V ∨i )♯(i→0) ⊕ m⊕
i=1
End(Vi)
⊕3 ⊕ C♯(0→0)
}nil
/G
 .(6.11)
Here the RHS is the moduli stack of nilpotentQ-representations with dimension vector (1, {dimVi}1≤i≤k).
The algebraic group G =
∏m
i=1GL(Vi) acts on Vi, V
∨
i in a standard way, on End(Vi) by the conju-
gation and on C♯(0→0) trivially.
Let x ∈ M♯X(β, n) be a closed point corresponding to the object (6.10). Then we haveG = Aut(x)
and
(lI)x = detRΓ
(
OC ⊕
m⊕
i=1
Vi ⊗Opi
)
∼=
m⊗
i=1
detVi
as an element of Pic(BG), i.e. they are the determinant character
χ0 : G→ C∗, (gi)1≤i≤m 7→
m∏
i=1
det(gi).(6.12)
Let ei for 1 ≤ i ≤ m be the simple Q-representation corresponding to the vertex i, and Q◦ ⊂ Q
be the full subquiver whose vertex set is {1, . . . ,m}. By [Toda, Lemma 7.10] and the proof of [KT,
Lemma 3.4], a Q-representation R with dimension vector (1, {dimVi}1≤i≤m) is χ0-(semi)stable if
and only if the images of C→ Vi for (0→ i) generate ⊕mi=1Vi as a C[Q◦]-module. This is equivalent
to that Hom(R, ei) = 0 for all 1 ≤ i ≤ m. Under the embedding (6.11), such a representation R
corresponds to an object in the extension closure
E ∈ 〈IC ,Op1 [−1], . . . ,Opm [−1]〉ex(6.13)
such that Hom(E ,Opi [−1]) = 0. By Lemma 6.4 (i), E is represented by a pair (OX
ξ→ E) for a
generically surjective ξ, and the above condition is equivalent to that ξ is surjective. Therefore the
identity for In(X, β) holds on π
−1
M♯
X
(y).
The identity for Pn(X, β) is similar. By [Toda, Lemma 7.10] and the proof of [KT, Lemma 3.4],
a Q-representation R with dimension vector (1, {dimVi}1≤i≤m) is χ−10 -(semi)stable if and only if
the images of duals of Vi → C for (i→ 0) generate ⊕mi=1V ∨i as a C[Q◦]-module, which is equivalent
to that Hom(ei, R) = 0 for all 1 ≤ i ≤ m. Such a representation corresponds to an object (6.13)
such that Hom(Opi [−1], E) = 0. As E is represented by a pair (OX
ξ→ E) for a generically surjective
ξ, the above condition is equivalent to that E is pure. Therefore the identity for Pn(X, β) holds on
π−1M♯
X
(y). 
We have the derived open substack
M
♯
S(β, n) ⊂M†S(β, n)(6.14)
whose classical truncation is M♯S(β, n). In the following proposition, we show the existence of a
symmetric structure on M♯S(β, n) such that lP is compatible with it.
Proposition 6.7. There exists a symmetric structure S on M♯S(β, n) such that lI , lP are S-generic
and lP is compatible with S.
Proof. A closed point x of the stackM♯S(β, n) corresponds to a direct sum of pairs
(OS → F ) = (OS ։ OC)⊕
m⊕
i=1
Vi ⊗ (0→ Opi).
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Here C ⊂ S is a Cohen-Macaulay curve, p1, · · · , pm ∈ S are distinct points and Vi is a finite
dimensional vector space. Then Aut(x) =
∏m
i=1GL(Vi). From the description of the cotangent
complex (6.2), we have
TM♯S(β,n)|x = RHom
(
OS(−C)⊕
m⊕
i=1
(Vi ⊗Opi)[−1],
m⊕
i=1
Vi ⊗Opi
)
.
By the above, an easy computation shows that
H0(TM♯
S
(β,n)|x)⊕H1(TM♯
S
(β,n)|x)∨(6.15)
=
(
m⊕
i=1
Ext2S(Opi ,OC)∨ ⊕H0(OS(C)|pi )
)
⊗ Vi ⊕
(
m⊕
i=1
Ext1S(Opi ,OC)
)
⊗ V ∨i
⊕
m⊕
i=1
End(Vi)
⊕3 ⊕H0(OC(C))⊕H1(OC(C))∨.
We take the the decomposition Sx ⊕ Ux of (6.15) to be
Sx =
(
m⊕
i=1
Ext2S(Opi ,OC)∨)
)
⊗ Vi ⊕
(
m⊕
i=1
Ext1S(Opi ,OC)
)
⊗ V ∨i
⊕
m⊕
i=1
End(Vi)
⊕3 ⊕H0(OC(C))⊕H1(OC(C))∨,
Ux =
m⊕
i=1
H0(OS(C)|pi )⊗ Vi.
As C is Cohen-Macaulay we have Hom(Opi ,OC) = 0, so the Riemann-Roch theorem shows that
ext1S(Opi ,OC) = ext2S(Opi ,OC). Therefore Sx is a symmetric Aut(x)-representation, and the de-
composition Sx ⊕ Ux of (6.15) gives its symmetric structure.
Similarly to Remark 5.3, the Aut(x)-representation (6.15) is obtained as the space ofQ-representations
with dimension vector {1, {dimVi}1≤i≤m}, where Q is the Ext-quiver associated with the collection
{Ii(C), i∗Op1 [−1], . . . , i∗Opm [−1]}.
Here i : S →֒ X is the zero section. Therefore from the proof of Proposition 6.6, the (lI)x-stability
on (6.15) is given by the determinant character χ0 in (6.12), and (lP )x is given by χ
−1
0 . These
characters are Sx-generic by [KT, Lemma 3.3]. Therefore lI , lP are S-generic.
The proof that lP is compatible with S is the same as [KT, Lemma 3.4]. By the proof of
Proposition 6.6, the (lP )x-stability on (6.15) imposes constraints only on V
∨
i and End(Vi)-factors,
and does not impose any constraint on Vi-factors. The same also applies to the (lP )x-stability on
Sx. Since Sx is obtained from (6.15) by extracting some of Vi-factors, the condition(
H0(TM♯
S
(β,n)|x)⊕H1(TM♯
S
(β,n)|x)∨
)ss
((lP )x) = (Sx)
ss((lP )x)⊕ Ux
is satisfied. Since this holds for any x, we conclude that lP is compatible with S. 
6.4. Proof of categorical MNOP/PT correspondence. Suppose that β is a reduced class.
Then we have the following:
Lemma 6.8. If β is a reduced class, then the inclusion (6.7) is the identity.
Proof. Suppose that β is reduced and let (OX
ξ→ E) corresponds to a point in the right hand
side of (6.7), i.e. Cok(ξ) is at most zero dimensional. Then ξ is non-zero at each generic point of
the support of E. Therefore π∗ξ : OS → π∗E is non-zero at each generic point of the support of
π∗E. Since the fundamental one cycle of π∗E is reduced, this implies that Cok(π∗ξ) is at most zero
dimensional. 
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The following is the main result in this section.
Theorem 6.9. Suppose that β is a reduced class. Then there exists a fully-faithful functor
D̂T C
∗
(Pn(X, β)) →֒ D̂T
C∗
(In(X, β)).
Proof. By Lemma 6.8 and Remark 6.3, we can take a finite type derived open substack (6.5) to be
M
†
S(β, n)
fin = M♯S(β, n).
As we mentioned before M†S(β, n) admits a good moduli space, and M♯S(β, n) satisfies formal
neighborhood theorem by a similar argument in Appendix B applied for the abelian category of pairs
(O⊕kS → F ) for k ∈ Z≥0 and F ∈ Coh≤1(S). Then the theorem is a consequence of Corollary 3.12,
Proposition 6.6 and Proposition 6.7. 
Remark 6.10. For a stable pair (OX → E) on X, if E has a reduced support then it push-forwards
to a stable pair (OS → π∗E) on S. Therefore for a reduced class β, we have an equivalence by
Corollary C.4
Dbcoh(Pn(S, β))
∼→ D̂T C
∗
(Pn(X, β)),
where Pn(S, β) is the derived moduli space of stable pairs on S. On the other hand, a surjection
OX ։ E does not push-forward to a surjection OS ։ π∗E in general, even if the support of
E is reduced. So for a reduced class β, the C∗-equivariant MNOP category D̂T C
∗
(In(X, β)) is
not necessary equivalent to Dbcoh(In(S, β)), where In(S, β) is the derived moduli space of closed
subschemes in S.
Appendix A. Some auxiliary results in derived algebraic geometry
In this section, we prove some auxiliary results in derived algebraic geometry which was used in
Section 4.
A.1. Equivariant affine derived schemes. Let G be a reductive algebraic group. We denote
by cdgaG the ∞-category of G-equivariant cdga’s consisting of non-positive degrees. Here a G-
equivariant cdga is a cdga which admits a G-action and satisfies obvious compatibility with dif-
ferentials and products (in a usual strict sense, not in a homotopy sense). The ∞-category of
G-equivariant affine derived schemes is defined by
dAffG :=W−1(cdgaG)op.
Here W−1(−) means ∞-categorical localization by weak homotopy equivalences (cf. [Toe¨14, Sec-
tion 2.2]). Let dSt/BG be the∞-category of derived stacks overBG. We have the natural∞-functor
Π: dAffG → dSt/BG, U 7→ [U/G].
We use the following two propositions:
Proposition A.1. Let M be a quasi-smooth derived stack over BG such that t0(M) = [U/G] for an
affine scheme U with G-action. Then there exists a G-equivariant tuple (Y, V, s) as in Example 3.1
and an equivalence M ∼ Π(U) where U = SpecR(V → Y, s) is an object in dAffG.
Proof. Note that we have a sequence of square-zero extensions
M = t0(M) →֒ t≤1(M) →֒ t≤2(M) →֒ · · ·
such that t≤n(M) →֒M is an equivalence for n≫ 0. Let us take distinguished triangles
In → Ot≤n+1(M) → Ot≤n(M).
Then the square zero extension t≤n(M) →֒ t≤n+1(M) in dSt/BG corresponds to an element in
(see [GR17, Section 1])
Homt≤n(M)(Lt≤n(M)/BG, In[1]).(A.1)
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Suppose that t≤n(M) is equivalent to Π(U≤n) for some U≤n ∈ dAffG. Then as G is reductive, the
Hom space in (A.1) is isomorphic to HomU≤n(LU≤n , In[1])G. An element of the above corresponds to
a square zero extension U≤n →֒ U≤n+1 in dAffG. Therefore t≤n+1(M) is equivalent to Π(U≤n+1) for
some U≤n+1 ∈ dAffG. By the induction, we see thatM is equivalent to [U/G] for some U ∈ dAffG.
We are left to prove that U is equivalent in dAffG to an affine derived scheme SpecR(V → Y, s)
associated with a G-equivariant tuple (Y, V, s) as in Example 3.1. We prove this by following an
argument of [BBJ19, Theorem 4.1]. Similarly to loc. cit. , below we will not fix a particular model
for the G-equivariant cdga OU, and regard U as an object in the ∞-category dAffG. Also any map
U→ U′ is regarded as a morphism in the ∞-category dAffG.
As G is reductive, we can find a G-equivariant closed embedding U →֒ Y for some smooth
affine scheme Y with a G-action, and let I ⊂ OY be the ideal sheaf which defines U . As U is quasi-
smooth, the natural morphism of cotangent complexes φ : LU|U → τ≥−1LU is a G-equivariant perfect
obstruction theory on U (see [BF97]), i.e. φ is a morphism in the derived category of G-equivariant
coherent sheaves on U , H0(φ) is an isomorphism and H−1(φ) is a surjection. Since U and Y are
affine, the morphism φ is represented by a morphism of complexes of G-equivariant sheaves on U
V ∨|U //

ΩY |U
I/I2 // ΩY |U .
Here V → Y is a G-equivariant vector bundle, and the left arrow V ∨|U → I/I2 is a surjection. One
can lift the surjection V ∨|U → I/I2 to a G-equivariant map s : V ∨ → I, which we can assume to be
surjective by shrinking Y if necessary. Since Y is smooth, we can lift the closed immersion U →֒ Y
to a map j : U→ Y in dAffG. Then the diagram
U
j //
j

Y
0

Y
s // V
is commutative in dAffG up to equivalence. Therefore the above diagram induces a map U →
SpecR(V → Y, s) in dAffG. The above map induces the isomorphism on the classical truncation,
and the induced map on cotangent complexes is a quasi-isomorphism by the construction. Therefore
U is equivalent to SpecR(V → Y, s) in dAffG. 
Proposition A.2. For U,U′ ∈ dAffG, let f : Π(U) → Π(U′) be a morphism in dSt/BG. Then
there exists a morphism f˜ : U→ U′ in dAffG such that f ∼ Π(g).
Proof. The proof is similar to Proposition A.1 using deformation argument. We set
f≤n := f |t≤n(Π(U)) : t≤n(Π(U))→ Π(U′).
For n = 0, f≤0 factors through a morphism of classical Artin stacks [t0(U)/G] → [t0(U′)/G] over
BG. By pulling back via SpecC → BG, it lifts to a G-equivariant morphisms of affine schemes
t0(U)→ t0(U′). By setting f˜≤0 to be the composition of the above morphism with t0(U′) →֒ U′, we
have f≤0 ∼ Π(f˜≤0).
Suppose that there exists f˜≤n : t≤n(U) → U′ in dAffG such that f≤n ∼ Π(f˜≤n). We take the
distinguished triangle
Jn → Ot≤n+1(Π(U)) → Ot≤n(Π(U)).
Note that Jn is an object inDbcoh(Π(U)) for U = t0(U) push-forward along with the closed immersion
Π(U) →֒ Π(U≤n+1). We set Sin, T in to be
Sin := HomU (f˜
∗
≤0(LU′ |U ′), p∗Jn[i])G, T in := Hom[U/G](f∗≤0(LΠ(U′)/BG|Π(U ′)),Jn[i]).
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Here U ′ = t0(U′) and p : U → [U/G]. Since G is reductive, we have natural isomorphisms
Sin
∼=→ T in.(A.2)
The obstruction of extending f˜≤n to f˜≤n+1 in dAffG lies in S1n, which corresponds to the obstruction
in T 1n of extending f≤n to f≤n+1 in dSt/BG under the isomorphism (A.2). As f≤n is extended to
f≤n+1 by the assumption, the above obstruction vanishes so that there exists an extension f˜≤n+1
of f˜≤n in dAffG. An extension of f˜≤n to f˜≤n+1 in dAffG is classified by S0n, while an extension
of f≤n to f≤n+1 in dSt/BG is classified by T 0n . Therefore by the isomorphism (A.2) there exists an
extension f˜≤n+1 such that Π(f˜≤n+1) ∼ f≤n+1. By the induction, we obtain f˜ : U → U′ in dAffG
such that Π(g) ∼ f . 
A.2. Proof of Lemma 4.11.
Proof. We take a G-equivariant closed immersion ι : Y →֒W for a G-representation W . We set
Y ′′ =W × Y ′, V ′′ =W ×W × V ′
and regard V ′′ as a G-equivariant vector bundle on Y ′′ by the projection onto the last two factors
composed with the projectionW ×V ′ →W×Y ′. We have the following G-equivariant commutative
diagram
V
k′′
//

k
))
V ′′ //

V ′

  k
′
// V ′′

Y
i′′ //
s
CC
i
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p //
s′′
[[
Y ′
s′
[[
 
i′
// Y ′′.
s′′
[[(A.3)
Here the middle horizontal arrows are projections, and
i′′(y) = (ι(y), i(y)), s′′(w, y′) = (w,w, s′(y′)), i′(y′) = (0, y′), k′(v′) = (0, 0, v′).
Note that i′, i′′ are closed immersions.
Let U′′ be the derived zero locus of s′′. By the constructions of (Y ′′, V ′′, s′′), the projection p and
the closed immersion i′ in the diagram (A.3) induce equivalences
f ′′′ : [U′′/G] ∼→ [U′/G], f ′ : [U′/G] ∼→ [U′′/G](A.4)
which are inverse each other in the ∞-category dSt/BG. Since we assumed that the diagram
(4.7) induces an equivalence [U/G]
∼→ [U′/G], by composing with (A.4) we obtain an equivalence
[U/G] ∼ [U′′/G] in dSt/BG. By Proposition A.2, the equivalence [U/G] ∼ [U′′/G] lifts to an
equivalence U ∼ U′′ in dAffG. Now we have the morphisms U →֒ Y i′′→ Y ′′ in dAffG, and as
OU′′ is cofibrant over OY ′′ in cdgaG, the equivalence U ∼ U′′ is given by an actual morphism of
G-equivariant cdga’s, i.e. we have a G-equivariant vector bundle morphism k′′ in the dotted arrow
in (4.19) which induces an equivalence U
∼→ U′′. Then it induces an equivalence f ′′ : [U/G] ∼→ [U′′/G]
as desired. 
A.3. Proof of Lemma 4.13.
Proof. By Proposition A.2, the equivalence f lifts to an equivalence f˜ : U
∼→ U′ in dAffG. We then
construct the diagram (4.24) following the argument of [BBJ19, Theorem 4.2]. By the equivalence
f˜ : U
∼→ U′ together with closed immersions U →֒ Y , U′ →֒ Y ′, we have the G-equivariant closed
immersion U →֒ Y × Y ′. Then similarly to the proof Proposition A.1, there exist a G-invariant
affine open subset Y˜ ⊂ Y × Y ′ which contains U , a G-equivariant vector bundle V˜ → Y˜ with a
G-invariant section s˜, such that U →֒ Y˜ factors through an equivalence U ∼→ U˜ in dAffG, where
U˜ is the derived zero locus of s˜. Let us consider the composition U˜ →֒ Y˜ → Y , where the latter
map is the projection. Since OU is cofibrant over OY in cdgaG, the above map factors through an
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equivalence U˜
∼→ U in dAffG, which is induced by an actual morphism of G-equivariant cdga’s. So
we obtain a left diagram in (4.24) and an equivalence g˜. The existence of a right diagram in (4.24)
and g˜′ also follow similarly. 
A.4. Proof of Lemma 4.20.
Proof. Let m ⊂ OÛ0 be the maximal ideal of the origin and U [n] ⊂ Û0 the closed subscheme defined
by mn. We claim that the compatible isomorphisms
f |[U [n]/G] ∼= f ′|[U [n]/G](A.5)
exist by the induction on n. The n = 1 case follows from f ◦ µ ∼= f ′ ◦ µ. Suppose that the claim
holds for n. By a standard deformation theory of morphisms of stacks, the set of possible extensions
of f |[U[n]/G] to [U[n+1]/G] is a torsor over
Hom[U [n]/G](f |∗[U [n]/G]LBG,mn/mn+1) = 0
since LBG = g∨[−1], U [n] is affine and G is reductive. Therefore the isomorphism (A.5) lifts to an
isomorphism for n+ 1, so the claim holds.
Since Û0//G is complete local, by [AHRc, Corollary 3.6] a morphism [Û0/G]→ BG is determined
by its restriction to lim−→
[U [n]/G]. Therefore we conclude that f |[Û0/G] ∼= f ′|[Û0/G]. We then apply
the same deformation argument above for the square zero extensions
[Û0/G] = t0([Û0/G]) →֒ t≤1([Û0/G]) →֒ t≤2(]Û0/G]) →֒ · · ·
and conclude that f ∼ f ′. 
Appendix B. Formal neighborhood theorem for moduli stacks of semistable sheaves
In this section, we prove the formal neighborhood theorem for moduli stacks of semistable sheaves
on smooth projective varieties. A similar result is proved in [Tod18] analytic locally on the good
moduli spaces, using gauge theory argument. Instead of gauge theory, we use formal GAGA theo-
rem [GZB15, AHRb] to give a purely algebraic proof for the formal neighborhood theorem.
B.1. Formal GAGA for good moduli spaces. Let X be a classical Artin stack with affine
diagonal, and
π : X → SpecR
its good moduli space. We assume that R is a complete local Noetherian ring with maximal ideal
m ⊂ R, and π is of finite type. Let I ⊂ OX be the ideal sheaf generated by the pull-back of m. We
define the closed substack Xn ⊂ X to be defined by the ideal In. We have the formal stack lim−→Xn.
The formal GAGA theorem for X is stated as follows:
Theorem B.1. ([GZB15, Theorem 1.1], [AHRb, Corollary 1.7]) The restriction functor
Coh(X )→ Coh(lim−→Xn)
is an equivalence of categories.
B.2. Ext-quivers associated with simple collections. Let Z be a smooth projective vari-
ety over C. A collection of coherent sheaves (E1, . . . , Em) on Z is called a simple collection if
Hom(Ei, Ej) = C · δij . The Ext-quiver QE• associated with the collection (E1, . . . , Em) is defined
as follows: the vertex set V (QE•) and the edge set E(QE•) are given by
V (QE•) = {1, . . . ,m}, E(QE•) =
⋃
1≤i,j≤m
Ei,j .
Here Ei,j the set of edges from i to j with ♯Ei,j = ext
1(Ei, Ej). Let Ei,j be the C-vector space
spanned by Ei,j . We set
E∨i,j := {e∨ : e ∈ Ei,j} ⊂ E∨i,j .(B.1)
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Here for e ∈ Ei,j , the element e∨ ∈ E∨i,j is defined by the condition e∨(e) = 1 and e∨(e′) = 0 for
any e 6= e′ ∈ Ei,j , i.e. E∨i,j is the dual basis of Ei,j .
By setting E = ⊕mi=1Ei, we have linear maps
mn : Ext
1(E,E)⊗n → Ext2(E,E)(B.2)
given by a minimal A∞-structure of the dg-algebra RHom(E,E). The map (B.2) only consists of
the direct sum factors of the form (see [Tod18, Section 5.1])
mn : Ext
1(Eψ(1), Eψ(2))⊗Ext1(Eψ(2), Eψ(3))⊗ · · ·
· · ·⊗Ext1(Eψ(n), Eψ(n+1))→ Ext2(Eψ(1), Eψ(n+1)).(B.3)
Here ψ is a map ψ : {1, . . . , n+1} → {1, . . . ,m}, and the above {mn}n≥2 give a minimal A∞-category
structure on the dg-category generated by (E1, . . . , Em). By taking the dual and the products of
(B.3) for all n ≥ 2, we obtain the linear map
m∨ :=
∏
n≥2
m∨n : Ext
2(E,E)∨ →
∏
n≥2
⊕
{1,...,n+1}
ψ→{1,...,m}
Ext1(Eψ(1), Eψ(2))
∨ ⊗ · · ·
· · · ⊗ Ext1(Eψ(n), Eψ(n+1))∨.
Note that an element of the RHS is an element of the completed path algebra C[[QE• ]]. Let I ⊂
C[[QE• ]] be the topological closure of the ideal generated by the image ofm
∨. By [Tod18, Section 6.4],
the quotient algebra
A := C[[QE• ]]/I
is a pro-representable hull for the NC deformation functor associated with the collection (E1, . . . , Em).
Let E ∈ Coh(X) be given by
E =
m⊕
i=1
Vi ⊗ Ei
for finite dimensional vector spaces Vi. Then
[
Ext1(E,E)/Aut(E)
]
=
 ⊕
(i→j)∈QE•
Hom(Vi, Vj)/
m∏
i=1
GL(Vi)

is the moduli stack of QE•-representations with dimension vector ~v = (dimVi)1≤i≤m. Here Aut(E)
acts on Ext1(E,E) by the conjugation. The fiber of the morphism to the good moduli space[
Ext1(E,E)/Aut(E)
]→ Ext1(E,E)//Aut(E)(B.4)
at the origin consists of nilpotent QE•-representations. More precisely, let I ⊂ OExt1(E,E) be the
ideal sheaf which defines the fiber (B.4) at the origin, and Tn →֒ Ext1(E,E) the closed subscheme
defined by In. Then the formal stack lim−→ [Tn/Aut(E)] represents the 2-functor
MnilQE• (~v) : Affop → Groupoid(B.5)
which sends an affine C-scheme T to the groupoid of data
{(Vi, φe)}i∈V (QE• ),e∈E(QE• ), φe : Vs(e) → Vt(e).(B.6)
Here Vi is a vector bundle on T with rank dimVi, (s(e), t(e)) = (i, j) for e ∈ Ei,j , and φe are
OT -module homomorphisms whose sufficiently large number of compositions are zero.
For an element
u = (ue)e∈E(QE• ) ∈ Ext1(E,E), ue : Vs(e) → Vt(e),
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we consider the following Ext2(E,E)-valued Aut(E)-equivariant formal function
κ(u) =
∑
n≥2,
{1,...,n+1} ψ→{1,...,m}
∑
ei∈Eψ(i),ψ(i+1)
mn(e
∨
1 , . . . , e
∨
n) · uen ◦ · · · ◦ ue2 ◦ ue1 .(B.7)
The above sum is a finite sum if u corresponds to a nilpotent QE•-representation. Therefore the
restriction κ|Tn determines the Aut(E)-equivariant algebraic map
κn := κ|Tn : Tn → Ext2(E,E).
By the above arguments, we obtain sections of vector bundles over Tn
[
(Ext2(E,E)× Tn)/Aut(E)
]
// [Tn/Aut(E)] .
κn
tt
Let Nn →֒ Tn be the closed subscheme defined by κn = 0. Then the formal stack lim−→ [Nn/Aut(E)]
represents the sub 2-functor of (B.5),
Mnil(QE• ,I)(~v) ⊂M
nil
QE•
(~v)
consisting of groupoids (B.6) such that {φe}e∈E(QE• ) satisfy the relation I ⊂ C[[QE• ]].
By Theorem B.1, the system of sections {κn}n≥1 above uniquely lifts to a section of a vector
bundle on
[
̂Ext1(E,E)0/Aut(E)
]
[
(Ext2(E,E)× ̂Ext1(E,E)0)/Aut(E)
]
//
[
̂Ext1(E,E)0/Aut(E)
]
.
κ
tt
(B.8)
Here as in Subsection 2.4, ̂Ext1(E,E)0 is the formal fiber at the origin 0 ∈ Ext1(E,E)//Aut(E).
Let N̂0 ⊂ ̂Ext1(E,E)0 be the closed subscheme defined by κ = 0. We have the quotient stack with
good moduli space
[N̂0/Aut(E)]→ N̂0//Aut(E).(B.9)
The good moduli space N̂0//Aut(E) is a closed subscheme of ̂Ext1(E,E)0//Aut(E), hence written
as SpecR for a complete local Noetherian ring R. The formal stack lim−→ [Nn/Aut(E)] is obtained
by taking the colimit of thickened fibers of the morphism (B.9) at the origin as in Subsection B.1.
B.3. Moduli stacks of semistable sheaves. For an ample divisor H on Z and v ∈ H2∗(Z,Q),
we denote byMZ,H(v) the moduli stack of Gieseker H-semistable sheaves E on Z with ch(E) = v.
By the GIT construction of the moduli stackMZ,H(v) (see [HL97]), it admits a good moduli space
π : MZ,H(v)→MZ,H(v).
The good moduli space MZ,H(v) is a projective scheme which parametrizes H-polystable sheaves,
i.e. a closed point y ∈MZ,H(v) corresponds to a direct sum
E =
m⊕
i=1
Vi ⊗ Ei(B.10)
where each Ei is a Gieseker H-stable sheaf, Ei is not isomorphic to Ej for i 6= j, and Ei has
the same reduced Hilbert polynomial with Ej . Note that (E1, . . . , Em) is a simple collection. Let
R = ÔMZ,H (v),y, which is a complete local Noetherian ring, and set
M̂Z,H(v)y :=MZ,H(v)×MZ,H(v) SpecR→ SpecR.(B.11)
Note that the above map is a good moduli space morphism of M̂Z,H(v)y, since the good moduli
morphism is preserved by the base change (see [Alp13, Proposition 4.7]).
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Let
[
N̂0/Aut(E)
]
be the quotient stack constructed in (B.9) associated with the above collection
(E1, . . . , Em) for the polystable sheaf (B.10). The following result gives the formal neighborhood
theorem for Gieseker moduli spaces.
Theorem B.2. We have the commutative isomorphisms[
N̂0/Aut(E)
] ∼= //

M̂Z,H(v)y

N̂0//Aut(E)
∼= // SpecR.
(B.12)
Proof. Note that the closed fiber of the morphism (B.11) corresponds to H-semistable sheaves which
are S-equivalent to E, so in particular they are objects in 〈E1, . . . , Em〉ex. Here 〈−〉ex is the extension
closure of (−). Let I ⊂ OM̂Z,H (v)y be the ideal sheaf which is the pull-back of the maximal ideal
m ⊂ R by the morphism (B.11). LetMn →֒ M̂Z,H(v)y be the closed substack defined by In. Then
the formal stack lim−→Mn represents the functor
MEZ,H(v) : Affop → Groupoid
sending an affine C-scheme T to the groupoid of flat families of coherent sheaves in 〈E1, . . . , Em〉ex.
By [Tod18, Corollary 6.7], we have an equivalence of categories
Φ: modnil(A)
∼→ 〈E1, . . . , Em〉ex.
Here the left hand side is the abelian category of finitely generated nilpotent right A-modules. The
above functor is given by
Φ(M) =M ⊗A E , E ∈ Coh(OX⊗̂A)
where E is the universal object of NC deformation theory associated with the collection (E1, . . . , Em).
Therefore the functor Φ gives an isomorphism of 2-functors
Φ: Mnil(QE• ,I)(~v)
∼=→MEZ,H(v).
Therefore the functor Φ also induces the isomorphism of formal stacks
Φ: lim−→ [Nn/Aut(E)]
∼=→ lim−→Mn.(B.13)
Then applying Theorem B.1, we have equivalences
Coh
(
M̂Z,H(v)y
) ∼ //
∼

Coh
([
N̂0/Aut(E)
])
∼

Coh
(
lim−→Mn
) ∼
Φ∗
// Coh
(
lim−→ [Nn/Aut(E)]
)
.
(B.14)
Here the vertical arrows are restriction functors and the top arrow is defined by the above commu-
tative diagram. The top arrow sends OM̂Z,H (v)y to O[N̂0/Aut(E)] and preserves the tensor products,
as these properties are satisfied in the bottom arrow. Therefore by the Tannaka duality for Artin
stacks (see [AHRa, Theorem 1.1]), there exists an unique isomorphism of stacks
Ψ:
[
N̂0/Aut(E)
] ∼=→ M̂Z,H(v)y
such that the top arrow of (B.14) is isomorphic to Ψ∗. Therefore we obtain the top isomorphism in
the diagram (B.12). The bottom isomorphism in the diagram (B.12) follows from the uniqueness of
good moduli spaces. 
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Appendix C. Comparisons of DT categories
In this section, we give a comparison of DT categories considered in this paper with those studied
in [Todb].
C.1. Ind-completions. LetM be a quasi-smooth derived stack which is QCA, and setM = t0(M).
Our aim here is to compare the categories (3.14) and (3.15). For this purpose, we use ind-coherent
sheaves on M and their singular support version defined in [Gai13, AG15]
IndDbcoh(M) := lim
U
α→M
Ind(Dbcoh(U)), Ind CZ := lim
U
α→M
Ind(Cα∗Z).
Here α is a smooth morphism from an affine derived scheme U of the form (3.2), and Z ⊂ t0(ΩM[−1])
is a conical closed substack. It is proved in [DG13, Theorem 3.3.5] that IndDbcoh(M) is compactly
generated whose compact objects coincide with Dbcoh(M). In particular, we have
IndDbcoh(M) = Ind(D
b
coh(M)).
We show that, assuming a similar property for Ind CZ , the category (3.14) is a dense subcategory
of (3.15). Here for a triangulated category D, its triangulated subcategory S ⊂ D is called dense
if any object in D is a direct summand of an object in S. We will use the following general result
from [Kra10]:
Theorem C.1. ([Kra10, Theorem 7.2.1]) Let D be a triangulated category and D′ ⊂ D a thick
triangulated subcategory closed under taking small coproducts. Suppose that D and D′ are compactly
generated. Then D/D′ is also compactly generated, and we have the fully-faithful functor Dc/D′c →֒
(D/D′)c with dense image. Here Dc ⊂ D is the subcategory of compact objects.
C.2. Equivalences of DT categories. We have the following proposition.
Proposition C.2. Suppose that Ind CZ is compactly generated whose compact objects coincide with
CZ . Then the natural functor
Dbcoh(M)/CZ → lim
U
α→M
(
Dbcoh(U)/Cα∗Z
)
(C.1)
is fully-faithful with dense image. In particular if furthermore Dbcoh(M)/CZ is idempotent complete,
then the functor (C.1) is an equivalence.
Proof. Applying Theorem C.1 for the subcategory Ind CZ ⊂ IndDbcoh(M) and using the assumption,
we have the fully-faithful functor
Dbcoh(M)/CZ →֒
(
IndDbcoh(M)/ Ind CZ
)c
with dense image. Moreover IndDbcoh(M)/ Ind CZ is compactly generated, so we have an equivalence
IndDbcoh(M)/ Ind CZ ∼→ Ind
(
Dbcoh(M)/CZ
)
.(C.2)
Below we say that a sequence of triangulated categories D1 j1→ D2 j2→ D3 is exact if j1 is fully-
faithful, j2 ◦ j1 ∼= 0 and j2 induces an equivalence D2/D1 ∼→ D3. Applying the equivalence (C.2) for
each smooth morphism α : U→M, we have the exact sequence of triangulated categories
Ind(Cα∗Z) iU→ Ind(Dbcoh(U)) jU→ Ind
(
Dbcoh(U)/Cα∗Z
)
.(C.3)
By [AG15, Section 4.3], the functor iU admits a right adjoint i
R
U
. Therefore there also exists a right
adjoint jR
U
of jU such that for each E ∈ Ind(Dbcoh(U)) we have the exact triangle
iU ◦ iRU (E)→ E → jRU ◦ jU(E).
By the above triangle, we have jU ◦ jRU ∼= id. On the other hand by taking the limit of the sequence
(C.3), we obtain the sequence
Ind CZ → IndDbcoh(M) j→ lim
U
α→M
Ind
(
Dbcoh(U)/Cα∗Z
)
.(C.4)
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Since jR
U
is functorial for U, the functor j also admits a right adjoint jR by taking the limit of jR
U
such that j ◦ jR ∼= id. Also by the construction of j, we have that Ker(j) = Ind CZ . By [HR,
Lemma 3.4], the above properties of the sequence (C.4) implies that the sequence (C.4) is exact, i.e.
we have an equivalence
IndDbcoh(M)/ Ind CZ ∼→ lim
U
α→M
Ind
(
Dbcoh(U)/Cα∗Z
)
.
We have the commutative diagram
Dbcoh(M)/CZ //

lim
U
α→M
(
Dbcoh(U)/Cα∗Z
)
(
IndDbcoh(M)/ Ind CZ
)c ∼ // (lim
U
α→M Ind
(
Dbcoh(U)/Cα∗Z
))c
.
Here the left vertical arrow is fully-faithful with dense image, the right vertical arrow exists by
Lemma C.3 and it is fully-faithful. Therefore the top horizontal arrow is also full-faithful with dense
image. 
In the proof of the above proposition, we have used the following lemma:
Lemma C.3. Any object in the subcategory
lim
U
α→M
(
Dbcoh(U)/Cα∗Z
) ⊂ lim
U
α→M
Ind
(
Dbcoh(U)/Cα∗Z
)
is a compact object.
Proof. The lemma is proved for Z = ∅ in [DG13, Proposition 3.4.2 (b)]. Since the action of
Dqcoh(U) on Ind(D
b
coh(U)) by taking tensor products preserves Ind(Cα∗Z) (see [AG15, Lemma 4.2.2]),
the quotient category Ind(Dbcoh(U))/ Ind(Cα∗Z) = Ind(Dbcoh(U)/Cα∗Z) is a module over Dqcoh(U).
Therefore the proof of [DG13, Proposition 3.4.2 (b)] applies verbatim. 
In general, it is not known whether Ind CZ is compactly generated or not (see [AG15, Re-
mark 8.12]). We give two cases where this holds so that we have the comparison of DT categories.
When a conical closed substack comes from M, we have the following corollary:
Corollary C.4. Suppose that Z = p−1(W) for a closed substack W ⊂M, where p is the projection
(3.11). Let M◦ ⊂ M be the derived open substack whose classical truncation is M\W. Then the
functor (C.1) is an equivalence, and both sides are equivalent to Dbcoh(M◦).
Proof. Let
Dbcoh(M)W ⊂ Dbcoh(M), IndDbcoh(M)W ⊂ IndDbcoh(M)
be the subcategories consisting of objects supported on W . By [Todb, Lemma 3.9] and [AG15,
Corollary 4.5.2], for Z = p−1(W) we have CZ = Dbcoh(M)W and Ind CZ = IndDbcoh(M)W . As we
already mentioned, it is proved in [DG13, Theorem 3.3.5] that IndDbcoh(M) is compactly generated
with compact objects Dbcoh(M). Using the fact that Coh(M)W := IndDbcoh(M)W ∩Coh(M) is the
heart of a t-structure on Dbcoh(M)W , the same argument of [DG13, Proposition 3.5.1] shows that
Coh(M)W generates IndDbcoh(M)W . Then the arguments of [DG13, Theorem 3.3.5] apply verbatim
to show that IndDbcoh(M)W is compactly generated with compact objects D
b
coh(M)W . Therefore
the first claim follows from Proposition C.2. The latter claim follows from [Todb, Lemma 3.7]. 
Remark C.5. For a conical closed substack Z ⊂ t0(ΩM[−1]), the subcategory Ind CZ ∩Coh(M) ⊂
CZ is not the heart of a t-structure on CZ in general, so the argument in [DG13, Theorem 3.3.5]
does not apply to the compact generation of Ind CZ .
We also have the following corollary:
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Corollary C.6. Let M = [U/G] be a derived stack as in the diagram (4.2), and Z ⊂ t0(ΩM[−1]) a
conical closed substack. Then we have an equivalence
Dbcoh([U/G])/CZ ∼→ lim
U′
α′→[U/G]
(
Dbcoh(U
′)/Cα′∗Z
)
.
Here U′ is an affine derived scheme of the form (3.2), and α′ is a smooth morphism.
Proof. The stack [U/G] is a global complete intersection stack in the sense of [AG15, Section 9.1].
Therefore by [AG15, Corollary 9.2.7, Corollary 9.2.8], Ind CZ is compactly generated whose compact
objects coincide with CZ . Moreover W intδ ([U/G]) is obviously idempotent closed by its definition,
therefore Dbcoh([U/G])/CZ is also idempotent closed by Corollary 4.22. Therefore the corollary
follows from Proposition C.2. 
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