Consider the focusing mass-critical nonlinear Hartree equation iu t + u = −(| · | −2 * |u| 2 )u for spherically symmetric H 1 x initial data with ground state mass M(Q) in dimension d 5. We show that any global solution u which does not scatter must be the solitary wave e it Q up to phase rotation and scaling.
Introduction and main results
We consider the Cauchy problem for the focusing mass-critical nonlinear Hartree equation and is conserved under the flow. The purpose of this paper is to characterize the global minimal mass blowup solutions of (1.1) with spherically symmetric initial data in dimension d 5. Before describing our results, we review some background material. We begin by making the notion of a solution more precise: [1] ). According to the local theory, the finiteness of the norm allows us to continue the solution, the infiniteness of this norm corresponds to the impossibility to continue the solution. This leads us to the following notion of blowup: It follows from the local theory that all solutions with small mass scatter both forward and backward in time. On the other hand solutions with large mass may blow up in the sense of Definition 1.2. Two typical known examples of blowup solutions can be produced as follows. Let Q denote the ground state, that is, the unique positive radial solution to
is a solution to (1.1) which is global but blows up both forward and backward in time. Moreover, by applying the pseudoconformal transformation to u, we obtain a solution
which blows up in finite time T . It is widely believed that in the focusing case this ground state example is the minimal-mass obstruction to global wellposedness and scattering. Recently, this has been verified for the radial case in dimension d 3 in [11] , which is built upon the earlier works on the mass-critical nonlinear Schrödinger equations (see [7, 8, 15] and references therein).
Proposition 1.3. (See [11].) Let d 3 and u(t, x) be a solution to (1.1) which is spherically symmetric and satisfies M(u) < M(Q), then u exists globally and scatters in both time directions.
According to this result, (1.6) and (1.7) are two examples of minimal mass blowup solutions among all spherically symmetric blowup solutions. It is then natural to ask: are there any other examples of minimal mass blowup solutions? In this paper, we will give a negative answer under additional constraints (see below).
In the context of the focusing mass-critical nonlinear Schrödinger equations, the characterization of the minimal mass blowup solutions begins with F. Merle [10] , where he showed that if an H 1 x -solution with minimal mass blows up at finite time, then up to symmetries of the equation, it must be the pseudoconformal ground state. 2 The proof, which was later simplified by 1 The uniqueness of the ground state in high dimensions d 5 is conjectured to be true. 2 For the nonlinear Schrödinger equation, the ground state is the unique positive radial solution of the equation [16] and Kwong [9] ).
Hmidi and Keraani [3] relies heavily on the finiteness of the blowup time. For the focusing masscritical nonlinear Hartree equations, Miao, Xu and Zhao [12] adapted Keraani's argument [5] and showed that any finite time blowup solution with ground state mass and H 1 x initial data must be the pseudoconformal ground state up to symmetries of the equation.
The above works leave open the problem about the characterization of the minimal mass blowup solution blowing up at infinite time. In the case of focusing mass-critical nonlinear Schrödinger equations, this problem is recently settled in dimension d 4 under the spherically symmetric assumption by Killip, Li, Visan and Zhang [6] . The purpose of the present paper is to extend that result to the case of the focusing mass-critical Hartree equations. We are able to show that any global solution with ground state mass which is spherically symmetric and which does not scatter must be the solitary wave e it Q up to symmetries. This combined with earlier results of [12] gives a complete characterization of minimal mass blowup solutions. We state this as the following 
for some θ 0 ∈ [0, 2π) and λ 0 > 0.
In the remaining part of the introduction we briefly outline the proof. As discussed before, we only need to consider the solution which blows up at infinity at least in one time direction. Let u(t, x) be such a solution satisfying, for example
Our task is to show that such a solution must coincide with the solitary wave up to symmetries. The ground state Q can be characterized as the unique extremizer (up to symmetries) of the sharp Gagliardo-Nirenberg inequality (see [12] which is based on earlier work [16] ):
It follows that we only need to prove E(u) = 0 or show the impossibility of E(u) > 0. Here E(u) is refereed to the energy of u and is defined by
Note that for u 0 ∈ H 1 x (R d ) the energy is finite and conserved in time. The case E(u) > 0 can eventually be ruled out by using virial argument, and this requires the localization of the mass, the kinetic energy and the potential energy.
The localization of mass is almost immediate. This is a direct consequence of the fact that the solution blows up with mass M(Q) which is minimal in view of Proposition 1.3. We record the following result from [11] , which is built on earlier work of [14 
can be used to show that the function N may be chosen to depend continuously on t. For more properties of the frequency function N(t), one is referred to [7, 14] . Remark 1.7. By the Ascoli-Arzela Theorem, (1.10) is equivalent to saying: the set
As a consequence, the mass of u is well localized. As the localization of the potential energy will follow from the localization of kinetic energy and the finite mass assumption, we only need to prove the localization of the kinetic energy. Due to the focusing nature of the problem, both kinetic energy and potential energy can become huge while still maintaining the finiteness of the energy. This makes the localization of the kinetic energy quite surprising. We are able to prove the following
Theorem 1.8 (Kinetic energy localization). Let
d 5, u 0 ∈ H 1 x (R d ) be spherically symmetric with M(u 0 ) = M(Q),
u(t, x) be the corresponding solution which is almost periodic modulo scaling with frequency scale function N(t) on [0, ∞). Then for any
The proof of this theorem requires the dimension d 5. The main reason is that in dimension 5 and higher, the linear propagator has enough decay, moreover, by using the radial Strichartz estimate Lemma 2.5, one can morally control the Duhamel term only by the mass of u.
The proof of this theorem is in Section 3. The main tool is to use the in-out decomposition techniques which were developed in [7, 8] . Finally the Main Theorem 1.4 follows from Theorem 1.8 and a virial argument which is presented in Section 4.
Preliminaries

Some notations
We use X Y or Y X whenever X CY for some constant C > 0. We use O(Y ) to denote any quantity X such that |X| Y . We use the notation X ∼ Y whenever X Y X. The fact that these constants depend upon the dimension d will be suppressed. If C depends upon some additional parameters, we will indicate this with subscripts; for example, X u Y denotes the assertion that X C u Y for some C u depending on u.
We use the 'Japanese bracket' convention
with the usual modifications when q or r are equal to infinity, or when the domain R × R d is replaced by a smaller region of spacetime such as
Basic harmonic analysis
Let ϕ(ξ ) be a radial bump function supported in the ball {ξ ∈ R d : |ξ | 25 24 } and equal to 1 on the ball {ξ ∈ R d : |ξ | 1}. For each number N > 0, we define the Fourier multipliers
and similarly P <N and P N . We also define
whenever M < N. We will usually use these multipliers when M and N are dyadic numbers (that is, of the form 2 n for some integer n); in particular, all summations over N or M are understood to be over dyadic numbers. Nevertheless, it will occasionally be convenient to allow M and N to not be a power of 2. Note that P N is not truly a projection; to get around this, we will occasionally need to use fattened Littlewood-Paley operators:
(2.1)
As with all Fourier multipliers, the Littlewood-Paley operators commute with the propagator e it , as well as with differential operators such as i∂ t + . We will use basic properties of these operators many times, including
Lemma 2.1 (Bernstein estimates). For
Let χ ∈ C ∞ (R d ) be a radial bump function supported in the ball {x ∈ R d : |x| 
Proof. These estimates follow from the decay of the kernel and the simple application of Young's inequality. We only explain the proof of the first one. Since
Summing in M N , we get the first estimate. 2
Similar estimates hold if we exchange the role of frequency cutoff and physical cutoff. We have
Lemma 2.3 (Mismatch estimates in frequency space).
The same estimates hold if we replace χ C by χ >C .
Proof. On the Fourier side, the estimates take the similar form as in Lemma 2. 
Strichartz estimates
We also record the following standard Strichartz estimates:
Lemma 2.4 (Strichartz). Let I be an interval, let t 0 ∈ I , and let
where all spacetime norms are over I × R d .
Proof. See, for example, [2, 13] . For the endpoint see [4] . 2
We will need a weighted Strichartz estimate, which exploits the spherical symmetry heavily in order to obtain spatial decay. [7, 8] .) Let I be an interval, let t 0 ∈ I , and let 
Lemma 2.5 (Weighted Strichartz). (See
for all 4 q ∞.
The in-out decomposition
We will need the in/out decomposition developed in [7] . Let P + , P − denote the projection onto outgoing spherical waves and incoming spherical waves whose definition can be found in [7] . Let P ± N denote the product P ± P N where P N is the Littlewood-Paley projection. We record the following properties of P ± from [7, 8] :
Lemma 2.6 (Properties of P ± ).
•
with an N -independent constant.
• For |x| N −1 and t N −2 , the integral kernel obeys
for all m 0.
• For |x| N −1 and |t| N −2 , the integral kernel obeys
for any m 0.
Localization of kinetic energy
In this section we prove Theorem 1.8. It suffices to prove, for any η > 0, that there exists a constant C(η) > 0 such that
First we show (3.1) is reduced to proving that for any N 1,
where > 0 is a small positive constant. Assume (3.2) holds for the moment. Then we take a dyadic number N 0 and split
u) into high and low frequencies. For the high frequency, we use (3.2) and Lemma 2.3 to estimate
This is clearly η 2 9 if we take N 0 = N 0 (η) sufficiently large. Fix this N 0 , we then use the Bernstein inequality Lemma 2.1 to estimate the low frequency piece. We have
where the constant C(η) is chosen such that
The last inequality follows from the mass localization property (1.10). The remaining part of the proof is devoted to estimate (3.2). We first have a lemma bounding the L 2d d+4
x -norm of the nonlinearity. 
3)
where the implied constants depend on C and ε.
Proof. First we show that for any g spherically symmetric, we have
To prove (3.4), it suffices to show for any spherically symmetric functions h, g,
(3.5)
In the regime |y| |x| 2 or |y| 2|x|, (3.5) follows from Minkowski and Hölder inequality. In the regime |x| 2 |y| 2|x|, by passing to polar coordinates and a simple calculation, we have LHS of (3.5) Let t > 0, we decompose u as the summation of incoming waves and outgoing waves
For the incoming wave we use the Duhamel formula backward in time
Similarly for the outgoing wave we use the Duhamel formula forward in time
Remark that the equality (3.7) should be understood in the weak L 2 sense. Then (3.2) will follow if we establish: 
Proof. Using the adjoint weighted Strichartz inequality Lemma 2.5 and the nonlinear estimate Lemma 3.1, we obtain
This establishes (3.11). To get (3.12), we use the kernel estimate Lemma 2.6. Since T N − 1 2 we have
Applying Young's inequality and the nonlinear estimate Lemma 3.1, we obtain
Here we have used that for d 5,
This establishes (3.12). 2
For the short-time regime, we first get a weak decay estimate in N , and then iterate the estimate for a finite number of times to get enough decay in N . That short-time piece having some amount of decay is contained in the following
Lemma 3.3 (A weak decay estimate for the short-time piece)
.
Proof. From weighted Strichartz estimate Lemma 2.5 and the nonlinear estimate Lemma 3.1, we obtain
This gives (3.13). To get (3.14), we again use the kernel estimate. In the regime |y| 
Eq. (3.14) then follows from an application of Young's inequality. 2
In view of (3.8), Lemmas 3.2, 3.3, we have obtained
for any N 1. We have chosen the special cutoff function χ 1 to simplify the presentation of the argument. It is not difficult to check that for any c > 0, the same argument can be applied to prove
This concludes the first step of weak decay estimate. Next we shall use the weak decay estimate to upgrade the decay in N . By Lemma 3.2 and the estimate (3.14), the contribution from the long-time regime and the tail part of the short-time regime have enough decay in N , and we only need to estimate again the contribution from the main part of the short-time regime, that is
To this end, we first insert a projector P > N 2 after the cutoff function χ > 1 2 , that is
We first deal with the second term (3.19). Using the mismatch estimate Lemma 2.3, we have
Now we deal with the first term (3.18). Since the nonlinear term F (u) = (| · | −2 * |u| 2 )u is algebraic, we can write it as:
We first estimate the contribution of the second term in (3.20) . By the weighted Strichartz estimate Lemma 2.5 and Lemma 3.1, we have
where the last inequality follows from (3.16).
Next we estimate the contribution of the first term in (3.20) . By the weighted Strichartz estimate Lemma 2.5, we have
. (3.22) Now note that
) .
By using the mismatch estimate Lemma 2.2 and Lemma 3.1, we have
The last inequality follows from the estimate (3.16). Now collecting the estimates (3.11), (3.12), (3.14), (3.21), (3.22), (3.23), we obtain
which is an improvement of the decay estimate (3.16) . Again arguing as in (3.16) , the cutoff function in (3.24) can be changed to χ c by paying a c-dependent constant. By iterating this process one more time, we obtain (3.2). This concludes the proof of the theorem.
Proof of the main theorem
As discussed in the introduction, it suffices to consider the infinite blowup case. Let u(t, x)
is almost periodic modulo scaling with frequency scale function N(t) on [0, ∞).
Since u 0 2 = Q 2 , if we can show E(u 0 ) = 0, then from the variational characterization of the ground state [16] , there exist θ 0 ∈ [0, 2π] and λ 0 > 0 such that
Then from the uniqueness of the solution, we have
Thus the proof of the main theorem is reduced to showing that an infinite-time blowup solution must have zero energy. From the sharp Gagliardo-Nirenberg inequality (1.8) and the fact that M(u) = M(Q), we know E(u) 0. As we shall show below, the case E(u) > 0 can be ruled out by using the virial argument.
Let
where φ(r) is a smooth function satisfying
From the finite mass assumption, we know V R (t) R 2 . Now we compute the second derivative with respect to time, this gives us
where ψ is a smooth function related to φ by ψ(r) = 1 2r φ (r) which clearly satisfies:
Depending on the size of N(t), we discuss two different cases.
Case 1
N(t) 1 for all 0 t < ∞. We first show that by taking R = C(η) sufficiently large, the error from (4.3) through (4.6) will be small.
The smallness of (4.3) and (4.4) follows from the finite mass assumption and the localization property of kinetic energy Theorem 1.8.
For (4.5), we split the integrand in y variable into regimes |y| R 10 and |y| > R 10 . In the first regime we have |x − y| ∼ |x|, then we use Young and Hölder inequality to get
Next we estimate (4.6) and we discuss two cases.
Case a: |y| 1 100 |x| or |x| 1 100 |y|. In both cases we have |y| |x − y| and therefore
where in the last bound we have used the same estimate as in the bound of (4.5).
Case b: |y| ∼ |x|. By the fundamental theorem of calculus, The above argument established the following
If E(u) > 0, we can choose η < 4E(u) then get a contradiction to fact that V R (t) R 2 . This closes the argument of Case 1.
Case 2
There exists a sequence t n → ∞ such that N(t n ) → 0. Without loss of generalities we can assume
First we give a lower bound of N(t n ) as n tends to infinity.
Lemma 4.1 (Asymptotic lower bound of N(t)). There exists a constant c > 0 such that for any t large enough we have
Proof. The proof is essentially contained in [7] . Here we give the proof for the sake of completeness. We argue by contradiction. Suppose there exists a sequence t n → ∞ such that N(t n )t 1 2 n → 0. From the definition of almost periodic modulo scaling, this implies that there exists v 0 ∈ L 2 x (R d ) and v 0 = 0 such that
On the other hand let v n (t, x) and v(t, x) be the corresponding maximallifespan solution with initial data v n0 , v 0 respectively, then
Moreover, from (4.7) and local uniform convergence, we have
for any compact set K contained in the maximal lifespan of v. In particular, this implies
But this contradicts to the fact that v n −t n N(t n ) 2 = N(t n )
which converges weakly to 0 in L 2 since N(t n ) → 0 as n goes to infinity. 2
Next we show that along this sequence t n , the kinetic energy stays bounded: Lemma 4.2. We have ∇u(t n ) 2 1, ∀ n 1.
Proof.
We argue by contradiction. Assume there is a subsequence which we still denote by t n such that ∇u(t n ) 2 → ∞ as n → ∞. 
2 .
An application of the sharp Gagliardo-Nirenberg inequality (1.8) for V together with (4.10), yields ∇V 2 = ∇Q 2 and V 2 = Q 2 . As a consequence, v n converge to V strongly in
Collecting the properties of V , we find
Using the variational characterization of the ground state, we deduce that V (x) = e iθ 0 Q(x) for some θ 0 ∈ [0, 2π). Thus, Now let λ n = ∇u(t n ) 2 ∇Q 2 N(t n ) , then from the assumption that ∇u(t n ) 2 → ∞ and N(t n ) → 0, we know λ n → ∞, this together with (4.11) implies that
In terms of the original function u, we have .
Therefore we obtain
