Abstract. Phase angle diversity of harmonic currents emitted by different equipment, like electronic power supplies, modern lamps with electronic ballast, chargers for electrical cars or photovoltaic inverters, results in cancellation effects which represent an efficient way of managing harmonic levels in LV grids. Different methods have been presented in the last decades to quantify and evaluate the summation of harmonic currents based on grid measurements. There is not a general consensus about which method or index should be preferred, especially if time-variation of harmonic currents is considered. The paper discusses the impact of measurement accuracy and aggregation parameters on the calculation of the two main diversity indices, namely diversity factor and summation exponent. In case of timevarying harmonics an additional statistical post-processing is required which also depends on several parameters and calculation methods. Based on the results of the application of different methods to real grid measurement data, some guidance on suitability and limitations of the different methods are given.
Introduction
Number and variety of non-linear devices and installations used by residential and commercial customers are increasing continuously. Therefore the effect of harmonics in the network is more and more considered in both the planning and the operation of distribution systems. This analysis is complex, because multiple factors influence the emission and propagation of harmonics through the network, like the network impedance, the voltage distortion and the time-variation of number and type of connected equipment.
One of the key aspects of a realistic harmonic analysis is a correct representation of summation of harmonic currents. The presence of different devices with different topologies at one connection point can cause a diversity of current harmonic phase angles and subsequently may lead to a lower magnitude of vector sum than the arithmetical sum of the harmonic currents [1] . This is known as diversity effect (or cancellation effect) and has a high influence on the total harmonic distortion emitted by larger groups of non-linear loads into the grid. To quantify this effect commonly two different indices are used: summation exponent and diversity factor.
Most of the papers that address the diversity of harmonic currents consider only the effect of few devices in a single moment of time or a perfect steady state of harmonics [e.g. [2] [3] [4] ). Variation of system, load and generation result in a time-varying harmonic currents and an additional statistical post-processing (like for harmonic assessment according to EN 50160) is required in order to calculate aggregated diversity indices. Parameters and methods used for this post-processing may have a considerable impact on the calculated diversity index and are not yet defined. Furthermore, the accuracy of these indices depends on the accuracy of the measurement instrument. Inaccuracies of the current input channels may cause differences between vector sum and total current, which finally can result in erroneous diversity indices. If more than a single measurement instrument is required, also clock synchronization between the instruments may affect the accuracy of the diversity index calculation.
The main aim of the paper is a systematic analysis of those issues in order to identify a most suitable method for an accurate and reliable measurement and assessment of summation effects of time-varying harmonic currents in public LV grids. The analysis in this paper is based on measurement data of a typical MV/LV substation with residential and commercial customers connected.
The first part of the paper describes in detail the example measurement data used for the analysis and provides the definition of the diversity indices. Next chapter is focused on the impact of measurement uncertainty and clock synchronization on the accuracy of the diversity index calculation. The last chapter discusses the different methods for calculating diversity indices under time-varying conditions as well as the impact of the statistical post-processing parameters on the results.
Measurement setup
One MV/LV substation of a residential area was selected for the measurements. The substation has a 630 kVA transformer which supplies different residential and commercial loads by 6 feeders. The feeders have different lengths and the load is not uniformly distributed along it. The general schema of the layout is shown in Fig. 1 . Table I details the number and type of users and the length of the lines.
A network analyzer which allows exact synchronized measurements and stores gapless 10-period-values according to the standard IEC 61000-4-30 [5] was used for the measurements. Rogowski coils were used for the current measurements. The accuracy of the current measurement depends mainly on the accuracy of the coils, which is better than ±1% for currents higher than 0.3 A according to the manufacturer. However, this accuracy is too conservative and usually smaller currents can be accurately measured. The phase angle error is smaller than ±1.4°.
The voltage at the LV busbar (U PCC ), the total current in the main feeder (I T ) and all feeder currents (I 1 … I 6 ) were measured during one week. The magnitudes and angles of voltage and current harmonics up to 50 th order, the active and apparent power and the total voltage and current distortion (THD) were recorded. Due to the limited number of available input channels and the requirement of exact time clock synchronization, it was not possible to measure the three phases of all currents at the same time. Therefore, each phase was measured individually for two consecutive days (about 850000 measurement values per phase). Fig.2a shows exemplarily the load curves of the complete substation (main feeder) of the three phases for a single day. The curves of phases A and C correspond to two different workdays (Wednesday and Tuesday respectively) while the curve of phase B corresponds to a Saturday. During the workdays the consumption is higher between 8am and 6pm due to the high amount of offices and stores. During the weekend the load curve has two peaks at noon and 7pm, which corresponds to the typical behavior of residential users.
The harmonic emission also varies during the day. Fig. 2b shows the variation of magnitude and phase angle of the 3rd harmonic in the complex plane for all feeders and phase A. Phases B and C behave similar. The similarity of harmonic magnitudes and angles between the feeders is due to the similar loads in each feeder. 
Calculation of diversity indices
Two different indices are commonly used for the quantification of the diversity effect: diversity factor and summation exponent. The diversity factor  h for planning studies, which can be adopted in absence of specific information: Table II . Summation exponent for harmonics [6] Harmonic order
Due to its different ranges, levels of non-linearity and sensitivity, both indices are always in parallel discussed in the paper.
Diversity factor and the summation exponent are defined for a single time instant. The calculation of a single value for these indices in case of measurements containing more than one time instant requires a statistical postprocessing which needs the specification of the following additional parameters: In case of perfect steady state conditions, the diversity indices are independent of the above mentioned parameters. In case of time-varying harmonics, which are common for most feeder measurements, the parameters can have a significant impact on the calculated diversity indices which is discussed in detail in chapter 5.
Impact of measurement accuracy

Accuracy of measured harmonic currents
In order to determine the diversity factors or summation exponents, the measured currents should be accurate and time-synchronized. Due to the simultaneous measurements of all feeders, the data set is always exact time synchronized. To verify accuracy and usability of the measured data, the total harmonic current is calculated by the vector sum of the 6 feeders for each time instant. In case of a reliable measurement, the difference between calculated total current and measured total current should be reasonable small. Fig.3 shows the 99 th percentile of the absolute errors for selected harmonics and all phases. Introducing a maximum allowable error of about 5%, all odd harmonics from 3 rd to 17 th order excluding 11 th order are suitable for further analysis. The excluded harmonics have very low magnitudes below the threshold of the measurement system, which explains the high difference between calculated and measured currents.
The above described method for selecting harmonics for further analysis should be always applied in advance in order to ensure reliable results. To get a better idea of the impact of measurement accuracy and clocksynchronization on diversity indices calculation, a sensitivity analysis is carried out for both impact factors based on synthetic measurement data.
Impact of measurement accuracy
A synthetic network with 6 feeders and 8 different load scenarios is used for the analysis. The selected load scenarios consider the connection of disturbing devices of different size and type in each feeder. Therefore, for each scenario different prevailing harmonic magnitudes and angles are defined per feeder (Table III) . Those values represent the exact measured values. E.g. for the first scenario the harmonics in each feeder is approximately equal with small magnitude variation between 5 and 7 A and small phase angle variations between 0 and 90°. The first scenario group (1 to 4) considers low variation of the harmonic magnitudes between the feeders, whereas the second scenario group (5 to 8) considers a high variation (between 2 and 10A). Within each group the phase angle variation increases between the scenarios. Based on the exact measurement values in Table III , the exact diversity indices are calculated and shown in Table IV . The measurement error of each input channel is represented by two normal distributions for magnitude uncertainty and phase angle uncertainty. While the mean values (µ) of the distribution functions correspond to the exact values given in Table III , the standard deviation (σ) is calculated based on accuracies of typical measurement instruments given in Table V . It is assumed that the provided accuracy corresponds to three times the standard deviation. Three different cases are defined with different standard deviations considering a high, a normal and a low accuracy. Case 2 corresponds to the uncertainty of the measurement instrument used in this project. In a next step, 1000 values of harmonic current magnitudes and phase angles of each feeder were sampled per load scenario and accuracy case. Fig. 4 exemplarily shows the distribution function (CDF) of magnitude and phase angle for scenario 1/case 1. For each of the 1000 sample sets the indices k P and α are calculated and the difference between calculated and exact index (Table IV) is calculated. Fig. 5 presents this difference as percentage value related to the respective exact index for all scenarios and accuracy cases. It was not possible to calculate α in scenarios 4 and 8 due to the high cancelation between the currents (variation of the angles between 0 and 360°). Scenarios 1 and 5 show almost no variation of diversity indices (less than 1%), while cases 4 and 8 have a considerable high variation.
As expected, the error in the calculation of diversity indices increases not only with the accuracy of the measurement equipment, but is also strongly linked to the diversity behavior of harmonic phase angles. If the analyzed currents have similar magnitudes and angles within one quadrant, instruments with low accuracies are sufficient. If the currents have higher variations in terms of magnitude but especially of phase angle (spreading in more than 2 quadrants) then only devices with high accuracy should be used. Table III in 
Impact of clock-synchronization
A part of the real measurement data was used to analyze the impact of possible clock differences on the calculation of diversity indices. The interval between 8a.m. and 11a.m. was selected based on the analysis of the variation between consecutive time instants. It is assumed that an individual measurement instrument is used for each feeder and the total current. The time shift between the internal clocks of the instruments was randomly selected from the following four ranges: ±1s, ±10s, ±1m and ±10m. IEC 61000-4-30 requires ±1s per day without external synchronization, e.g. by GPS. Applying the time shifts on the measurement data the diversity factors were calculated for each case and two harmonics: 3 rd harmonic with low diversity and 17 th harmonic with high diversity. Finally the difference between the results and the diversity factor without time shift was calculated. Fig. 6 shows the 99 th percentile of the differences in k P for each clock uncertainty. The error increases with increasing uncertainty. While it is negligible small for the 3 rd harmonic, it cannot be neglected anymore for the 17 th harmonic. Especially in case of higher diversity and higher variation of a harmonic (e.g. caused by more dynamic loads) a higher clock accuracy is required. In case of multiple instruments it is therefore strongly recommended to use GPS synchronization. Only for low order harmonics this may not be necessary.
Impact of statistical post-processing
Chapter 3 explains the different factors with impact on the calculation of diversity factor and summation exponent in presence of time-varying currents. In this study only the impact of different aggregation intervals (1), assessment percentile (4) and statistical calculation methods (5) is analyzed. According to [5] , RMS-aggregation is used as aggregation method (2) . The observation interval (3) covers always the whole dataset. As described in cp. 4.1 only odd harmonics from order 3 to 17 excluding the 11 th harmonic were considered.
It has to be noted that if percentiles of both diversity indices have to be compared, different percentiles for k P and α have to be used. While k P varies from 1 down to 0, α varies from 1 up to infinite. Therefore, the p th percentile for k P has to be compared with the (100%-p) th percentile for α.
Aggregation Interval
For the aggregation interval three different cases are distinguished: No aggregation (10 period values), 1-minaggregation and 10-min-aggregation. The aggregation of harmonic magnitudes was performed using the RMSaggregation [5] . No standard exists for the aggregation of harmonic phase angles. Based on common practice, the vector sum of all measurements in the considered aggregation interval was calculated and the phase angle of the resulting vector was used as the aggregated value. Harmonics up to 9 th order show a low aggregation of harmonic currents (k P above 0.8 and α below 1.2) due to the similarity of harmonic phase angles. Other harmonics have higher variation of diversity indices and sometimes they have better harmonic cancellations (k P below 0.7 and α above 1.4).
The aggregation intervals do not show a significant impact on the results for harmonics up to 9 th order. The size of the bars changes slightly for those harmonics and the 99 th percentile of k P (1 st percentile of α respectively) remains practically unaltered. This is in good agreement with the results in [1] . However, the variation seems to increase for higher harmonics. E.g. the 17 th harmonic shows a change in the summation exponent of approximately 0.2 units between the results with 10-period-values and 10-min-aggregation. This variation could become considerable for higher harmonics and seems to be linked to the fact that the diversity of harmonic phase angles increases with the order of the harmonic.
Assessment percentile
For assessment percentile the impact of 95 th vs. 99 th percentiles for k P and 5 th vs. 1 st percentile for α are analyzed. The percentiles of diversity indices were calculated for each harmonic and each phase. No aggregation was applied to the data and method M1 (cf. to cp. 5.3) was used. The relative error between both percentile pairs (related to the higher percentile) is shown in Table VI . For harmonics below 9 th order the difference of assessment percentiles is insignificant (error below 1%), but for higher harmonics the difference begins to increase (highlighted values). The diversity indices seem to be more sensitive to higher phase angle diversity. 
Statistical calculation method
Finally different statistical calculation methods can be applied to find a specified percentile. In this study two methods are compared:
The diversity index is calculated based on the current magnitudes and phase angles in all feeders for each time instant. Then the final value is obtained as percentile from the cumulative distribution of the diversity indices for the considered observation period. o Method 2: Cumulative distribution functions are calculated for current harmonic magnitudes and phase angles for each feeder. The final value of the diversity index is calculated based on percentiles of the cumulative distributions of harmonic magnitudes and phase angles for the considered observation period. th / 1 st percentile for k P / α were applied. It was not possible to calculate one summation exponent due to the high diversity of phase angles (17 th harmonic, phase A, M2). Once again the difference in the results is correlated to the order of the harmonic. The higher the harmonic order and subsequently the diversity, the higher is the variation between results obtained by the different methods.
Method M2 seems to result generally in lower values of the diversity factors (and higher values of α), which can lead to too optimistic conclusions about the summation of harmonic currents in the network. Physically the diversity index is only defined for one single time instant. It should be noted that in method M2 the relation to time instants is lost and the meaning of the summation exponent is not clear. Therefore only method M1 can be recommended at the moment for calculation of diversity indices.
Conclusion
The presented paper studies the calculation of two commonly used diversity indices (diversity factor and summation exponent) in terms of its reliable application to time-varying harmonics. The results of the paper apply to typical consumer topologies in public LV grids with dominating share of residential users.
The use of a single measurement instrument providing magnitude and phase angle (related to the voltage fundamental of the respective phase) at high accuracy is recommended. If the use of multiple instruments is necessary, a GPS synchronization of the clocks should be used. Only in case the analysis interest is limited to harmonics below order 9, requirements on accuracy and clock synchronization could be relaxed. Beside the individual currents it is recommended to measure also the total current to enable plausibility checks. If all currents are available, the error between calculated and measured total current can be used as indicator for the accuracy and reliability of the further analysis.
The post-processing parameters aggregation interval, assessment percentile and calculation method do not show a significant impact on the harmonics with low diversity (below 9 th order for the analysed data set). For higher harmonics a higher diversity is observed and subsequently the importance of the parameters on the diversity indices increases. It should be noted that the summation exponent does not have a continuous and linear range which makes it more sensitive at higher diversities. In some cases the iterative equation may not be solved.
The calculation of diversity indices for time-varying harmonics is a complex topic. The paper represents the starting point of a systematic analysis of this issue. In the further research the focus is going to be extended to other grids. 
