In this paper, we compare the methods of compressed sensing with other well-known results. Firstly,we review some classical theorems of linear algebra which deals with the existence and computation of solutions of linear equations. Afterwards, we will show what can compressed sensing do.
The Solvability of Linear Equations
Linear equations plays a crucial role in pure mathematics and in applications as engineering, social science, etc. In this paper, we focus on two key problems: one is the solvability of linear equations, the other is the computation of such solutions. We firstly review a classical theorem in linear algebra, [5] . Theorem 1. Let A be an m × n matrix, the equations
3. Ax = b has infinite solutions ⇔ R(A) = R(A, b) < n. By the above theorem, we investigate the existence of possible solutions of given linear equations. On the other hand, the next corollary presents a special class of homogeneous linear equations.
Corollary 2. Let A be an m × n matrix with m < n, then the equations Ax = 0 has infinite solutions.
Proof. By assumption, we have R(A) < m ≤ n.
Computation of the Solutions
In this section, we focus on how to compute the solutions of linear equations. we will firstly recall some classical matrix decompositions, 1. LU decomposition: B=LU, with L being lower-triangular and U being upper-triangular;
2. QR decomposition, B=QR, with Q being unitary and R being uppertriangular;
3. singular value decomposition (SVD), B = U ΛV , with U, V being unitary and Λ being diagonal.
Thu, any equations can be simplified as (1) A is diagonal ; (2) A is an uppertriangular matrix; (3) A is a unitary matrix.
Compressed Sensing
The theory of compressing emerges quite recently, [1] , [3] , [4] . It aims to overcome some intrinsic shortcomings of the classical Shannon sampling theorem. We will introduce below the new sampling method. Let x ∈ R N be the primal signal which is unclear to us. Nevertheless, we know y ∈ R n which is obtained from a measurement matrix, i.e, y = Φ x. In this case, n ≪ N , so we call this representation under-sampled or sparse. By [5] , classical linear algebra declare that we cannot determine x from y. The compressed sensing theory is successful in that it can be used to reconstruct x under the following assumptions.
Sparsity of the Primary Signal
Definition 3. Let there be a basis Ψ = ψ i such that the primary signal can be decomposed as x = L i=1 α i ψ i such that most of the coefficients α i are close to 0, then we call x a sparse signal under basis Ψ and say that α i is sparse.
In particular, we call the x to be s-sparse if at most s of the coefficients are nonzero. Similarly, we can discuss the situations where Ψ is a frame of a dictionary. In all there circumstances, the primary signal can be compressed.
Incoherence of the Measurement Matrix and Bases
To simplify the statement, assume that both the measurement matrix Φ and the basis Ψ has orthonormal column vectors of R n .
Definition 4.
The coherence is µ(Φ, Ψ) := √ n max φ i , ψ j , the largest number of the coherence between the column vectors of Φ and Ψ.
When µ is small, it is quite much possible to accomplish the under-sampled sampling. Thus, a key problem here is how to construct the appropriate Φ and Ψ.
Theorem 5. Let Φ be any measurement matrix and Ψ be any stochastic matrix, then the coherent is low, i.e.,µ = √ 2 log n.
Unfortunately, the stochastic method is unapplicable for implications. How to construct deterministic matrix remains to be an open problem.
Sparse Reconstruction
When the above two assumptions hold, the reconstruction can be transformed to the minimization of a convex function. By using x = Ψ α, we can rewrite the equations Φ x = y as Φ Ψ α = y. We need only to find the sparse solutionα of the new equations. In 1999, Chen, Donoho and Saunders presented the following results called basis pursuit. That is, they proved thatα can be obtained by solving the minimization problem:
(P 1) α = argmin u 1 Φ Ψ α = y.
Theorem 6. Let the signal x be s-sparse under the orthornormal basis Ψ, let Φ be any stochastic matrix, and let n > C µ 2 s log N, then the solution of (P1) is exact.
Different methods in convex analysis can be approached to obtain a minimizer of the above convex functions, [2] , so we have accomplished the reconstruction.
