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ABSTRACT 
Non-zero offset raypath tracing of primary P waves over a 
suite of geologically complex two-dimensional models illustrates 
that large errors occur in the conversion of stacking velocities 
to vertical velocities. Consequently (1) stacking velocities 
may not be consistent for seismic lines shot over the same 
area for different field configurations, (2) stacking velocities 
can vary greatly for a given spread length and different shot 
offsets, (3) rapid lateral changes in stacking velocities due 
to geological factors may disguise velocity information from 
horizons overlain by irregularities, (4) the customary assumption 
that stacking velocities approximate root mean square velocities 
is not valid in areas of geological complexity, (5) fictitious 
time shifts and consequent timing and velocity errors are 
introduced when conventional replacement statics are used, and 
(6) statics are time variant and surface inconsistent so that 
appropriate corrections should be made according to layer depth. 
'Simple mathematical expressions are derived for velocity and 
depth migration determination in both steeply dipping and 
'complicated overburden environments. 
Model studies show that the amplitude, frequency and 
wavelet characteristics of a reflector are dependent on both the 
reflector and overlying formations and may preclude definition 
of the reflecting surface. The use of CDP methods is detrimental 
in preserving these essential parameters. Interference due to 
thin layers results in reflectivities, transmissivities and 
mode conversion that depend on the layering properties, frequency 
and angle of the incident plane wave. Increased resolution of 
thin beds can be obtained by using the converted PS or SS waves. 
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1.1 
I. INTRODUCTION  
This investigation of seismic wavepropagation through 
geologically complex regions began at a time when CDP based 
wave equation migration was gaining popularity amongst 
exploration geophysicists and problems with migration in 
complex regions were becoming apparent. Migrated reflection 
events which appeared On a seismic section rarely corresponded 
to their true position in space. In areas of moderate dip 
(up to 100 ) the seismic section approximated the structure 
with sufficient accuracy to be acceptable. For example the 
distortion of anticlinal limbs in simply7fOlded sections was 
acceptable because the important crestal positions are 
horizontal and were thus correctly, positioned. 
Coherent seismic events could be transformed to approx-
imate the true section by manual migration techniques such as 
using raypath charts .(Dobrin, 1976, p.240) or by collapsing 
diffraction curves (Ragedoorn, 1954). Rapid advancement in 
migration techniques beganwith the introduction of solutions 
to thewaVe equation to implement the migration process. 
Claerbout, An a series of papers (Claerbout, 1970, 1971; 
Claerbout & Johnson, 1971; Claerbout & Doherty, 1972), outlined 
a procedure for propagating a wave field Using finite 
difference approximations to the wave equation to position 
the source of the reflected and diffracted seismic events. 
Later researchers have: extended the limits and increased the 
speedof Claerbout's:process (e.g. .Alford et al., 1974).. 
Lowenthal et al. (1976). have described the limits and errors 
of the:_method. 
1.2 
Velocity information in an undrilled region is determined 
from stacking velocities or by inversion techniques (e.g.Seislog). 
Dix (1955) developed graphical techniques for determining inter-
val and rms velocities. The process has since been automated by 
performing hyperbolic searches for the maximum semblance of 
coherent events for CDP gathered traces (Taner & Koehler, 
1969). When used to convert the time section to a depth 
section these resulting stacking velocities yield depths which 
are too large. Al-Chalabi (1973) found that stacking 
velocities were accurate to better than 1 percent when the 
spread length/depth ratio did not exceed unity. He also 
noted (Al-Chalabi, 1074) that the difference between stacking 
velocities and rms velocities increased with increasing 
offset. 
II. AIMS 
Determination of a true depth picture and implementation 
of the wave equation migration procedure requires an accurate 
knowledge of the velocity variations within the earth. Thus 
this thesis was directed at the crucial velocity determination 
procedures and consideration of the implications of any 
deviations from accepted theory. 
The aims of this thesis are: 
(i) to study the effect of non-horizontal anisotropic 
velocity layering on the conversion of stacking velocities 
to vertical velocities by ray tracing; 
(ii) to study the effect of field configuration induced errors 
on stacking velocities; 
1 . 3 
(iii) to investigate alternatives to the conventional 
replacement statics techniques. These techniques 
introduce possible time shifts, timing and velocity 
errors for long spreads or in regions of irregular near 
surface geology. Residual statics may also be time 
variant and surface inconsistent; 
(iv) to use modelling techniques to determine the dependence 
of the amplitude, frequency and wavelet characteristics 
of an arrival on the section complexities and geological 
conditions at the reflector; 
(v) to study the nature of reflections from thin layers 
and develop possible techniques for the extraction of 
the characteristics of these layers from the time 
traces; and 
(vi) to derive mathematical expressions for calculating 
velocity distributions and for performing depth migration 
in complex geological situations. 
Initially it was hoped to apply some of the techniques 
developed to conventional field data but approaches to the 
Australian companies or subsidiaries of Broken Hill Proprietary 
Co. Ltd., Delhi International Oil Corporation, Esso Australia 
Ltd., Shell Development Pty. Ltd., Utah Development Company, 
West, Australian Petroleum Pty. Limited, and Woodside 
Petroleum Development Pty. Ltd. to obtain CDP gathered field 
, tapes were unsuccessful. However field situations on sections 
supplied by Esso Australia Ltd. and West Australian Petroleum 
Pty. Limited were used to guide the formulation of models. 
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2.1 
I. INTRODUCTION 
Interpretation of seismic reflections and their 
conversion to depth remains a key problem in seismic explor-
ation - especially in geologically complex areas. The 
difficulty of correctly interpreting geological structures 
on time sections was illustrated by May & Hron (1978). 
Existing velocity estimation techniques based on layered media 
assumptions (Schneider & Backus, 1968; Taner & Koehler, 1969) 
are downgraded as the reflectors become curved or discontinuous 
(Taner et at., 1970; Miller, 1974). 
The need for accurate velocity information and discrim-
ination between primary and multiple reflections has prompted 
the use of the common depth point (CDP) method, often 
with large shot-geophone offsets. Large offsets result in 
improved accuracy in the normal moveout (NMO) corrections, due 
to the large moveout, with resultant improved velocity deter-
mination. 
Levin (1971) showed that the NMO velocity obtained for a 
dipping interface overlain by a uniform medium, is always 
greater than the true medium velocity and is 
V  
NMO 	cos (1) 
where cp is the dip of the reflector 
V is the true velocity. 
For layered models with reflectors of arbitrary dip and 
curvature equation (1) often provides the only correction 
needed to obtain true velocities from NMO velocities, provided 
the seismic data allows computation of the dip. 
2.2 
In the presence of near-surface anomalies or where lateral 
velocity anomalies at depth have dimensions of the order of a 
CDP gather, large errors may occur in moveout based velocity 
estimates. As the spread is moved across such an anomaly 
differential traveltime variations are introduced at varying 
offsets within the CDP set, producing residual moveout errors. 
Stacking velocities derived from the NMO correction 
of CDP gathers need have no physical relationship to 
the true velocity distribution below the gather location. 
They are merely a variable defining the hyperbola which best 
fits the reflection alignment. For uniform horizontal layers 
and small offsets the stacking velocity approximates the rms 
velocity (Dix, 1955). 
Shah & Levin (1973) examined the nature of the time-
distance curves and velocities determined for models with 
sub-surface beds separated by plane-horizontal interfaces 
and noted that the NMO velocity increased monotonically 
as the spread length increased. 
The arrival time (T x ) for various offsets (X) can be 
given by an infinite series of the form 
Tx 2 = C1 C2X 2 COO COO 
(Taner & Koehler, 1969) 
where the coefficients CI, C2, C3, depend on layer thicknesses 
and interval velocities. 
Brown (1969), using horizontally layered earth models,. 
noted that even for long offsets the straight ray computation 
(two term truncation of the series expansion in equation 2) 
provided sufficient accuracy for calculating rms velocities 
for seismic exploration purposes. Most existing stacking 
2.3 
velocity techniques are based on this truncation. The 
stacking velocity equals the rms velocity only where the earth 
is homogeneous and the higher order terms in the series are 
zero. 	Shah & Levin (1973) and Al-Chalabi (1973, 1974) 
studied the effect on moveout velocities if further terms 
are included in the expansion. 	Shah & Levin generated 
horizontally layered sub-surfaces and noted that errors were 
less than 2 percent when a three-term expansion for T x 2 was 
used. 
After studying over 1000 model cases with randomly 
generated velocities, Al-Chalabi (1973) found that when the 
spread length/depth ratio did not exceed unity all results 
were accurate to better than 0.5 percent. 	When the spread 
length/depth ratio increased to two none of the two-term 
truncation results were accurate to better than 3 percent. 
Al-Chalabi also showed that in 97 percent of these 
cases, a three-term truncation was sufficient to improve the 
accuracy to better than 1 percent. 
Al-Chalabi (1974) noted that the difference between the 
stacking velocity and rms velocity increased with increasing 
offset and decreased with increasing depth. 
Levin (1979) noted that the P wave moveout velocity found 
from surface seismic data can deviate from the vertical P wave 
velocity to a value approaching the horizontal P wave velocity, 
the actual value depending on the elastic parameters and the 
spread length used for velocity determination. Levin studied 
wave propagation in transversely isotropic solids and 
concluded that: 
2.4 
1) as long as the amount of anisotropy is less than 15 
percent T 2 -X 2 plots are straight lines that yield moveout 
velocities lying between the velocities for primary (P) 
wave travel in the horizontal and vertical directions; 
2) for small anisotropy and short spreads the P wave velocity 
found from a T 2 -X 2 plot is the P wave velocity in the 
vertical direction; and 
3) for large P wave anisotropy and greatly different values 
for Poisson's ratio, T 2 -X 2 data do not define a straight 
line. 
In complex areas migration techniques have been used to 
take into account the deviation in raypaths (Gardner et al., 
1974; Schneider, 1971; French, 1974). Velocity interpretation 
based on migrated data (Claerbout & Doherty, 1972; Sattlegger 
& Stiller, 1974; Schultz & Claerbout, 1978) has also helped 
reduce complications. In addition, Doherty & Claerbout (1976) 
showed that when data is migrated prior to velocity analysis, 
reflectors of arbitrary curvature can be treated as horizontal 
layers in velocity estimation procedures. They used finite 
difference approximations to the wave equation to derive a 
structure-independent velocity estimator for such models. 
The difficulties of correctly interpreting geological 
structures on time sections (May & Hron, 1978) and the potential 
errors in existing velocity techniques for curved or discontin-
uous reflectors (Miller, 1974) illustrate that problems may 
occur in complex geological areas. Consequently an analysis has 
been made of the precise contribution of these features on 
fairly "normal" interpretations and the impact on interpretation 
reliability. 
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I . SPREAD DESIGN PHILOSOPHY  
The following requirements need to be satisfied in 
designing the field layout for CDP data collection: 
1) attenuate multiples, 
2) improve the signal-to-noise ratio, 
3) avoid strong coherent noise, 
4) retain vital shallow reflections, and 
5) obtain reliable velocity information. 
The seismic system is limited by the dynamic range of the 
recording instruments and consequently the overall requirement 
is to record target reflections, however contaminated, within 
this range. 
Figure 2.1 represents an idealised reflection profile. 
'The straight line segments VI to Vy correspond to refractions 
from surface layers. P I to Py are reflections from depth 
while M I ,is a multiple of the reflection P2. 
Attenuation of multiple reflections is accomplished by 
the use of long spreads so that there is a large difference 
in residual moveout between the multiple and primary events 
(a on Figure 2.1). Strong'coherent noise can be avoided by 
an appropriate choice of offset (b on Figure 2.1). This will 
indirectly improve the signal-to-noise ratio. The signal-to-
noise ratio can also be increased by increasing the CDP fold. 
To record the shallow reflections it is imperative that the 
offset between the shot and nearest geophone be small (c in 
Figure 2.1). It must be noted that at early times stretching 
distortions due to NMO correction may be such that only a 
few traces may be stacked. 
To obtain reliable velocity information long spreads are 
necessary, especially in high velocity regions. In such 
shot-receiver distance 
X -----> 
Fig. 2.1 	Idealised view of a reflection profile. The 
straight line segments VI to Vy represent refractions from 
surface layers. PI to Py are reflections from depth, while 
MI is a multiple of reflection P2. 
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Fig. 	Schematic geological section depicting areas for 
velocity analysis (regions 1, 5 and 6). Areas 2, 3 and 4 
should be avoided. 
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areas and at long distances strong, straight line. coherent 
noise occurs (d on Figure 2.1) so that the outer traces may 
have to be muted. 
III. VELOCITY MEASUREMENTS AND SOME GEOLOGICAL CONSTRAINTS  
If stacking velocities are to approximate rms velocities / 
very careful selection of the velocity gather location is 
required. Hence - 
1) Analyses are positioned at the crests and troughs of folds 
where conditions approximate uniform horizontal layering 
(1 on Figure 2.2). Velocity determinations on the flanks 
(6 on Figure 2.2) yield velocity distributions which are 
unrealistically high (Levin, 1971); 
2) Gather locations at levels where raypaths have passed 
through faulted or otherwise disturbed zones (area 2 on 
'Figure 2.2) are to be avoided. Within this constraint an 
analysis each side of the fault should be made; 
3) Analysis at levels where there is obvious interference, 
for example pinchouts (area 3 on Figure 2.2), is to be avoided; 
4) Locations where raypaths pass through an obvious near-
surface anomaly (area 4 on Figure 2.2) should also be avoided; 
5) Velocity determinations over areas where fragmentary 
reflections are visible at depth (5 on Figure 2.2) may have to be 
used if they provide the only velocity information at depth; and 
6) Other locations should be selected with discretion. 
The determination of velocity is critically sensitive to 
overburden complications. The following points (Anstey, 1977), 
are generally considered to be true: 
a) a local velocity anomaly results in a static variation in 
stacking velocity for horizons below the anomaly, 
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b) the largest variations of stacking velocity occur in zones 
below the ends of anomalies, 
C) the variations grow in magnitude and horizontal extent 
with depth below the anomaly s , 
d) if dip develops at depth, without lateral change of 
interval velocity in any layer, then the "depth point" for 
the far traces of the gather move up dip, the NMO 
(AT) decreases accordingly and the stacking velocity increases 
from its "correct" value, 
e) if there is no dip, but a smooth lateral change of 
interval velocity in any layer, the far trace "depth point" 
on deeper layers moves in the direction' of the lower velocity, 
AT decreases and the stacking velocity increases from its 
"correct" value, 
f) in the general case involving both dip and lateral velocity 
change, the final effect on stacking velocities is an amalgam 
of both effects, and 
g) whenever a more abrupt change of interval velocity occurs 
very large swings of stacking velocity occur. 
IV. GEOLOGICAL MODELS AND VELOCITY DETERMINATIONS 
The author has developed a two-dimensional ray tracing 
program (Appendix 1) that allows curved reflectors and lateral 
velocity variations. Using this program model studies have 
outlined variations in stacking velocity due to geological 
structure and spread configuration. Two potential geological 
causes for velocity variations are defined: 
1. Errors in stacking velocity due to differences between 
true - vertical time and zero offset time. 
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For the purposes of this thesis this is called the 
migration problem.. Consider the case where the zero offset 
'ray arrives earlier than the true vertical ray. All the 
non-zero offset rays will arrive earlier than those for the 
common reflection point (CRP) below the gather. Hence the 
stacking velocity as determined from a T 2 -X 2 graph (taken as 
the square root of the reciprocal of the slope Of a least 
squares straight line through points on the graph) will be 
greater than that for the case of a CRP below the gather 
(Figure 2.3). 
2. 	Errors in stacking velocity due to static variations as 
a result of overburden complications. 
Consider the case (B) shown in Figure 2.4. The outer . 
traces pass through a lateral inhomogeneity, with higher 
velocity than the surrounding material. The time of arrival 
of the far traces is relatively early, so that the least 
squares best fit line differs from that for the homogeneous 
case [case (A)]. Thus in this situation the stacking velocity 
is larger than for the homogeneous case. This is called 
the raypath distortion problem. 
Offset and spread length induced velocity variations 
result from migration and raypath distortion problems. 
Consider the case where raypath distortions produce earlier 
arrival times for the far traces than'would be expected for 
a horizontal layered-casejcase (A) in Figure 2.5]. For the 
situation in which short and long spreads have the same 
shot-first receiver offset it is noted that the stacking 
velocity determined . for the short spread is less than that for 
the long spread. Where the arrival times of the far traces 
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Fig. 2.3 Schematic geological section showing actual raypaths 
lines) and hypothetical raypaths for a vertical Cltl , (dashed lines). 
Corresponding T 2 - -2 A plots show that the zero-offset time is less than 
the vertical traveltime while actual stackir.g velocities are greater 
than the root mean square velocities for that location. This is 
the migration problem. 
A 
x2 
Fig. 2.4 	Schematic geological section containing a high velocity 
inhomogeneity. Gathered plots and their corresponding T 2 -X 2 plots 
show that the stacking velocities and zero-offset time over the 
inhomogeneity (B) are greater than the corresponding homogeneous 
case (A). This is the raypath distortion problem. 
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Fig. 2.5 Schematic T 4-X4 plots for a reflector whose 
arrival time due to migration or raypath distortion 
problems is earlier than for the homogeneous case 
(case A) or where the arrival time is later than 
expected (case B). Case A illustrates that the 
stacking velocity determined for the long spread B 
is greater than that for the short spread B. The 
converse is true for case B. 
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arelater than expected [case (B) in Figure 2.5] the stacking 
velocity for the short spread will be greater than that for 
the longer spread. 
Simplified models of typical geological situations are 
illustrated in this section. Each gather consists of 72 traces 
with a geophone separation of 46 m and a shot-first receiver 
offset of 46 m. The rays have been traced to within 1 m of 
the shot and receiver locations. The effect of geological 
structure on stacking velocities has been determined using 
a fixed gather consisting of 24 traces with a shot-first 
receiver offset of 92 m and a spread length of 2195 m. To 
emphasize the variations in stacking velocity an error factor 
approach has been used where the factor is defined as the 
difference between the stacking velocity derived from ray 
modelling and the average velocity at the gather location 
divided by the stacking velocity. The.error factor is 
expressed as a percentage. 
Two arbitrary spreads have been chosen to study the 
effect of spread length and offset on stacking velocity for 
the geological models. 
The first consists of 24 traces, each having a geophone 
separation of 46 m. The shot-first receiver offset increases 
from 46 m to 1104 m in 46 m increments. The second spread 
consists of 48 traces (36 traces for some models) having the 
same receiver separation and offset variations as the first 
case. 	For convenience these are called short and long 
spreads. Stacking velocities for each of these spreads and 
for the range of offsets have been determined. In order to 
normalise the variation of stacking velocities with offset 
a variation factor is defined as the ratio of the 
difference between stacking velocity at a particular offset 
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derived from ray modelling and the rms velocity to the rms 
velocity, expressed as a percentage. Changes in the variation 
factor with offset or spread size will thus highlight areas 
'exhibiting offset induced velocity problems. 
It is necessary to determine what causes the velocity 
variations. For:uniform-horizontal layers and small offsets 
the stacking velocity approximates the rms velocity. Thus an 
excellent gauge can be formed by calculating the difference 
between the traveltime of the ray traced to a geophone and the-
traveltime calculated from 
X 2  +T 	2 ...(3) 
V 	2 	vert rms. 
where )Lis the shot to geophone distance 
	
. 1/ 	is the rms velocity- rms 
T 	t  is the vertical traveltime. ver 
Migration type problems are manifest as time differences 
for zero offset (X = 0) while departures in time from this 
zero offset time difference result from raypath distortion. 
Diagrams based on these factors will be called time difference 
plots A negative time difference on these plots indicates 
that the traced ray arrives earlier than the ray calculated 
using the rMs-velocity and vertical traveltime. 
Migration problems are evident when large variation 
factors (and hence large:deViations of the stacking velocities 
from- rms-velocities)'occur for very small offsets, in 
particular for the small: spread. Largechanges in the 
: variation function for small offsets at particular locations 
frequently. reflect the differences between zero offset and 
true vertical times at these locations.: Raypath distortions 
and migration problems are closely related and both problems 
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affect the accuracy of stacking velocity determination; espec-
ially when the geology is not composed of horizontal layers. 
In the models, variation factors for both spreads have 
been plotted as a function of the shot-first receiver offset. 
Positive variation functions correspond to a stacking velocity, 
determined by ray tracing, greater than the rms velocity at 
the particular gather location. The value of the variation 
factor for a particular offset and spread shows the percentage 
error of the velocity determination for that location, while 
differences in the variation factors for the two spreads at 
the same offset highlight the effect of different spread 
lengths on velocity accuracy. An increasing variation-factor 
value with increasing offset implies a progressively increasing 
stacking velocity. The converse is also true. 
1. STRATIGRAPHIC WEDGE 
Figure 2.6 shows a sandstone wedge (P velocity 4270 m/sec) 
surrounded by a lower velocity shale (3350 m/sec) and the 
corresponding error factors for surfaces 5 and 6. 	Surface 5 
can be divided into two distinct regions corresponding to 
the break in slope at the wedge apex. Applying equation (1) 
for surface 5 to the right of the wedge and assuming the 
region above the surface to be homogeneous so that surface 5 
may be treated as a single dipping reflector, yields an 
apparent error factor of 0.15 percent. To the left of the 
wedge apex the apparent error factor is 1.19 percent. The 
error factor curve determined by ray tracing shows these 
trends, the jump near the wedge apex corresponding to the 
difference in these two levels. Because the horizons above 
this layer are dipping and the velocity is not vertically 
2290 2 22aa 
3050 
3050 
3 3350 
3350 
4 4270 
3350 
4270 5 
6 3350 
SIOPHONE LOCATION, 2190 
A 
	 A 
-30 
0 
4270 
0 
	 A 	BC 	 11580 
0 
	 DISTANCE , metres 
11580 
ER
R
O
R
 F
A
C
TO
R
 (
%
)  
1 — 
  
  
5 
   
3 
 
6 
   
Fig. 2.6 Wedge model with corresponding error-factor plot. The gathers 
and associated time-difference plot are located about the apex of the 
wedge. 
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homogeneous there is an overall increase in the actual 
error factors. 
Similarly, for surface 6, the apparent error factor is 
1.20 percent. As there are no dip breaks along this surface 
the actual error factor curve tends to be level about a 
slightly higher base, with an anomalous zone around the wedge 
apex. CDP gathers and time difference plots for gathers at 
locations A (4880 m), B (5790 m) and C (6710 m) show an 
overall migration time lag of -15 milliseconds. Time 
difference plots for the gather at B show a time difference 
increasing with offset, corresponding to the far traces 
arriving earlier than would be expected in a horizontally 
layered situation. This is clearly seen for the gather plot 
where the far traces travel through a larger portion of the 
higher velocity wedge material and results in a somewhat 
larger stacking velocity and hence larger error factor. 
The gather at A, on the other hand, shows little time 
difference between near and far traces relative to the 
horizontal layered model. The gathered plot indicates that 
the time spent in the high velocity wedge by the far traces 
corresponds to that for the near traces. 	The gather at C 
is unaffected by the wedge. 
2. UNCONFCRMITY 
Figure 2.7 shows a simple unconformity. Error-factor 
plots for surfaces 5, 6 and 7 indicate that severe velocity 
problems occur for surfaces below the termination of a layer 
along the unconformity. The effect becomes greater for 
deeper surfaces. Time-difference plots (Figure 2.8) for 
surface 6 illustrate the problem. Moving along the line from 
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Fig. 2.8 Selected gather locations along the unconformity 
model for surface 6 and their corresponding time-
difference plots. 
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A (3350 m) to K (9140 m) the effect of time errors due to 
migration, as determined from zero-offset raypath plots, 
increases. They account for a 40 msec error in timing at 
B (4270 m) and a 110 msec error at I (7920 m). Superimposed 
on these errors are• raypath distortions for the non-zero 
offset rays. The far traces for the gather at location A, 
for example, arrive later than would normally be expected with 
a consequent increase in stacking velocity and a smaller • 
error factor for that gather. This is because the common 
reflector point has moved up dip, extending the path of the 
.far traces in the material above the unconformity. The 
converse is true at C (4880 m) where the far traces arrive 
earlier than would normally be expected due to the larger 
path length for these 	traces in the high velocity dipping 
layer between surfaces 5 and 6. However, at location D 
(5490 m) the influence of the lower velocity layer between 
surfaces 4 and 5 retards the middle and far traces 
thereby decreasing the error factor. The effect of this 
low velocity wedge diminishes as the gather location is 
moved towards location F (7010 m). The far traces still 
arrive earlier than would normally be expected thereby 
retaining high error factors. Gathers at G (7320 m), 
H(7620 m) and I (7920 m) are affected by the additional low 
velocity wedge material between surfaces 3 and 4 which results 
in later arrival times as the traces cross over the wedge. 
Conversion to depth in such areas would be extremely difficult 
due to the large error in timing because of migration and the 
subsequent difficulty in conversion to true vertical velocities. 
Field configuration induced errors are illustrated for 
selected gathers for surface 6 (Figure 2.9). For this model 
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the long spread has been reduced to 36 traces, partly corres-
ponding to the far trace muting routinely applied in 
processing shallow reflections. The long spread has a shot-
first receiver offset of 92 m and corresponds to the fixed 
spread configuration. Thus the variation factor values at 
each location should reflect the general trend of the error 
factor curve for the fixed spread. The difference in the 
numerical value results from the differing definitions of the 
two factors. Migration errors increase from locations A to 
K. This accounts for the progressively larger stacking 
velocities relative to the rms velocities and hence the 
increased positive variation factors with increasing 
horizontal distance. Inaccuracies in velocity conversion of 
up to 7 percent may result. Deviations from this general-
isation are produced by the interplay of raypath distortion 
and migration problems. 
The variation factors for the gather at D exhibit a 
1 percent variation in velocity due to different spread 
lengths and the factors progressively increase with offset 
(1.5 percent change). This large variation is due mainly 
to the raypath distortions (Figure 2.9) associated with the 
wedge-shaped lower velocity layer between surfaces 4 and 5. 
The effect of this wedge diminishes for the gather at F and 
there is only a very slight increase of stacking velocities 
with offset distance. The 4.5 percent error derives mainly 
from migration errors. Due to the small raypath distortions 
variation factors for both long and short spreads are similar 
(Figure 2.9). 
The gather for the short spread at G shows a 2 percent 
change in the variation factor corresponding to a progressively 
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decreasing stacking velocity. For small offsets the variation 
factor is constant but as the offset increases beyond 368 m it 
decreases due to the later arrival of the far traces through 
the low velocity wedge between surfaces 3 and 4. This delay, 
combined with the early arrival of the zero-offset time 
relative to the true vertical time, results in the 
7 percent inaccuracy in velocity conversion. For the larger 
spread there is a more gradual decrease in the variation 
factor due to the smearing effect of the increased CDP fold. 
The progressive decrease in stacking velocity with offset 
is pronounced for the gather at J where there is a 3 percent 
decrease in the variation factor due to offset changes for 
the short spread. This decrease results from the influence 
of the lower velocity wedge material between surfaces 3 and 
4. The relatively early arrival of the far traces, where 
one leg of the path does not pass through this wedge material, 
accounts for the progressive increase in stacking velocity 
for large offsets. The 2 percent difference in velocities 
for small offsets indicates potential problems in the choice 
of spread length sizes over such geological situations. 
The raypaths for the gather at K are not influenced by 
terminating wedges so that raypath distortions are minimal and 
errors result mainly from migration problems. Thus stacking 
velocities determined for both spreads and for all offsets are 
similar. However velocity conversion errors are still large 
(5.5 percent). 
Depth determination errors depend on both timing and 
velocity accuracies. For this model there are migration 
induced errors of 35 to 135 msec between locations B and K 
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(Figure 2.10). These errors when translated into depth values•
using true vertical velocities result in underestimates of 
between 90 and 340 m. Similarly, depths are overestimated by 
90 to 260 m when calculated using measured stacking velocities 
and true vertical times. The partial cancellation of the 
velocity and timing errors in this particular model reduces 
the error in depth estimates to a range of only 130 m. The 
maximum errors occur for gathers above the termination of 
dipping beds along the unconformity surface. 
3. PATCH REEF 
Figure 2.11 is an illustration of a high velocity reef 
model but it could also represent an inhomogeneity in the 
section. Zero-offset raypaths are also shown. The gathers 
at A (2440 m) and C (2740 m) receive rays from two locations 
on surface 5, resulting in two potential stacking velocities. 
Fixed spread error factors (Figure 2.11) for horizons below 
surface 5 show large oscillations and stacking velocities 
less than the true vertical velocities may be obtained. 
Gathers (Figure 2.12) and time-difference plots 
(Figure 2.13) illustrate these variations. The gather at 
A (2440 m) represents a horizontally layered case. However 
at B (2590 m) the far traces of the gather travel through the 
outer portions of the reef and consequently arrive earlier 
than expected (Figure 2.13). By C more traces have trans-
gressed this high velocity material. As a consequence of the 
outer rays passing through the reef, the common reflection 
point shifts significantly resulting in two distinct raypath 
"packets" and a large stacking velocity error. 
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Fig. 2.10 Timing and depth errors for the unconformity model. 
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By E (3200 m) all traces pass through the reef, although 
there is a slight retardation of the far traces due to the 
shape of the reef edge. Raypath distortions tend to be 
minimal, but a time difference of -28 msec due to.migration 
affects the stacking velocity slightly. At location F 
(3660 m) the far traces have been delayed considerably due 
to the sloping reef edge, decreasing the error factor. 
Migration errors are reduced to -13 msec. At location H 
(4270 m) migration errors are minimal and there is only a 
slight retardation of the far traces so that the error 
factor returns to the horizontally layered value. 
Error factors exhibit larger variations as the depth 
increases (Figure 2.11) because small time fluctuations 
produced by inhomogeneities in the upper section have a more 
profound effect on the smaller NMO curves of the deep 
horizons. 
Variation factor changes for surface 8 are illustrated 
in Figures 2.14 and 2:15. 
. 	For short spreads and small offsets the gather at B is 
still that of the horizontal case (Figure 2.12). However 
as the offset increases the far traces of this gather travel 
through the outer portions of the reef and consequently 
arrive earlier than expected. Thus stacking velocities 
increase significantly and variation factors of up to 
15 percent result. Due to the very rapid increase in 
variation factors, velocity accuracies are strongly offset-
dependent. The variation factor curve for the long spread 
(Figure 2.15) shows a 2 percent offset-dependent variation 
but there is a large (up to 10 percent) difference in 
velocities determined for the two spreads. 
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Fig. 2.14 	Patch reef variation-factor plots illustrating 
the percentage deviation of the stacking velocity from the 
rms velocity as a function of offset distance for a short 
spread at selected gather locations. 
Fig. 2.15 	Patch reef variation-factor plots illustrating 
the percentage deviation of the stacking velocity from the 
rms velocity as a function of offset distance for a long 
spread at selected gather locations. 
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At C. more traces have transgressed the high velocity 
reef (Figure 2.12). 
In considering the short spread it can be seen 
(Figure 2.14) that offset changes produce a 14 percent 
change in the variation factor. For small offsets there is - 
an increase in the variation factor with offset but as the 
offset increases beyond 322 m the far traces consist of 
the earlier arriving reef traversing rays, so that stacking - 
velocities decrease markedly as more of these reef "packet" 
rays are included. The variation factor is reduced when 
the traces consist exclusively of reef "packet" rays. The 
greater length ofthe long spread allows more reef rays to 
be included in the stacking process. Inaccuracies in 
velocity determination are still large, but these decrease 
with increased offset. The large difference in the variation 
factor for the same offsets illustrates the importance of 
choice of field geometry on the .overallvelocity accuracy. 
By E migration errors are large (Figure 2.13). Because 
the time-difference plot becomes less negative with increasing 
. shot-receiver distance, stacking velocities are smaller than 
rms velocities and variation factors are negative. The two 
spreads yield similar stacking velocities except for large 
offsets and for spread lengths where the effect of the much 
earlier arrival of the far traces becomes significant. Time 
difference plots for E and G also become less negative with 
increasing shot-receiver distance so that stacking velocities 
are less than rms velocities and the variation factors , are 
negative. The migration problem for the gather at G is 
-minimal. The small'increase , in variation factor for long 
offsets with the long spread-is due to the sudden relatively 
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early arrival of the furthest traces at shot-receiver 
distances greater than 2380 m (Figure 2.13). 
Variation factors for the gathers at H and I are also 
negative and decrease by approximately 1 percent with offset 
because the time-difference plots show progressively less 
negative values with increasing shot-receiver distance. 
LL BURIED CHANNELS  
(a) High velocity channel fill  
Error factors for surface 5 (Figure 2.16) show a significant 
increase (10 percent) above the channel base. The asymmetry 
ol the error-factor curves results from the different side 
dips of the channels. Time-difference plots (Figure 2.17) 
show that migration problems become significant on the 
channel sides [gathers at D (4270 m), G (5490 m) and H 
(6100 )]. Raypaths for these gathers pass through a 
smaller section of the channel fill than would be expected 
if the CRP was vertically below the gather location, so 
stacking velocities are large and error factors increase 
across the channel. Inspection of the zero-offset raypath 
plot (Figure 2.16) for surface 5 with a gather at location E 
indicates three potential CRP's. Figure 2.18 illustrates 
gathers for the three CRP's for this location, while the 
time-difference plot shows that although there is little 
error in determining the vertical traveltime, the far traces 
arrive much earlier (up to -20 msec across the gather) than 
the near traces and consequently have higher stacking 
velocities. 
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Large oscillations of the error-factor curve for 
surface 8 are typical of the effect of raypath problems due 
to the channel fill. The gather at A (2440 m) (Figure 2.19) 
shows very little migration error, but the far traces 
arrive some 40 msec earlier than for the horizontal case 
(Figure 2.20). Shifts in the CRP are necessary to accommodate 
the distortions produced by the far traces passing through the 
channel edges. Error factors of the order of 45 percent 
result. At C (3050 m) migration problems for the zero-offset 
trace result in timing errors of -25 msec and the raypaths 
(Figure 2.19) occur as two distinct packets due to a large 
shift of the CRP. Again the far traces arrive sooner 
than expected, but the middle traces arrive later giving the 
gather a "banana bend" appearance. 
The converse situation applies to the gather at location F 
(4880 m). The near traces, which travel through the base of 
the channel fill, arrive earlier than expected, while the 
far traces (Figure 2.19) which pass through the channel 
sides and hence a smaller section of the channel fill, arrive 
later than expected. Time differences of 20 msec occur 
between near and far traces (Figure 2.20) resulting in 
low stacking velocities and negative error factors. Migration 
errors are small for this gather. 
Error factors for horizons below the channel exhibit 
larger variations as the depth increases because (a) shallower 
horizons have a smaller "cone" of rays passing through the 
channel, thereby minimizing discrepancies associated with ray-
path differences of near and far traces, and (b) small 
fluctuations in arrival times produced by the channel fill 
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lead to more significant errors because of the small NMO 
associated with deeper horizons. 
Large oscillations of the variation-factor curves 
(Figure 2.21) for surface 8 (Figure 2.16) depict the 
significant effect of the raypath problems due to the channel 
fill. The errors for the gather at A are relatively small 
but increase for large offsets and the long spread due to 
the earlier arrival of the far traces (Figures 2.19 and 2.20). 
Variation plots for the two spreads at location A show 
discrepancies of between 5 and 10 percent (Figure 2.21). 
The large inaccuracies result from the much earlier arrival 
of the traces as shot-receiver distance increases (Figure 2.20). 
Changes occur in variation factor of up to 14 percent for 
the short spread and 8 percent for the long spread due to 
increasing offset. 
Time-difference plots and gather plots at D and F show 
that the near traces which travel near the base of the channel 
fill arrive earlier than expected while the far traces, 
because they pass through the channel sides and hence a 
smaller section of the channel fill, arrive later than expected. 
Consequently stacking velocities are lower than rms velocities 
and variation factors are negative. Migration errors tend to 
be minimal. There is little variation in stacking velocity 
with offset for both spreads. 
Variation factors for gathers at I and J are similar to 
those on the opposite channel side, except for the effect of 
the slight steeper channel side. These gathers are character-
ised by large variation factors and large differences in 
• velocity estimates with spread type and offset. 
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Fig. 2.19 Selected gather locations for the high velocity channel 
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(b) Low velocity channel fill 
The zero-offset raypath plots (Figure 2.22) for the 
buried low velocity channel fill show migration of the CRP 
for horizons below the channel to be opposite to that for 
the high velocity fill model. 
Error factors for surface 5 indicate trends similar to • 
the high velocity fill channel and show a 12 percent increase 
over the channel base. 
For gathers above the channel sides sampling of a smaller 
portion of channel fill than would occur for a vertical CRP 
results in migration errors of up to 190 msec (Figure 2.23). 
Raypath plots for gathers (Figure 2.23) illustrate this trend. 
The gather at F (4880 m) demonstrates a curious effect. 
Here the far traces arrive much later than one would 
expect, thereby making the stacking velocity lower. Because 
the zero offset ray arrives 70 msec earlier than a vertical 
ray, velocity determination by least squares line fitting of 
a T 2-X2 plot will result in an excessively large stacking 
velocity. 
Error factor trends for horizons deeper than the channel 
base tend to mirror the curves for the high velocity channel 
fill case. Comparison of zero-offset raypaths (Figures 2.16 and 
2.22) for deep horizons indicates that for a high velocity channel 
fill the rays are deviated towards the channel base whereas 
the converse is true for the low velocity fill model. Thus 
as a generalisation, the time of travel of the rays through 
the low velocity channel fill material will be much less 
than expected for a vertical CRP. The gather at C (3050 m) 
shows distinct "banana bending" (Figure 2.24). The near 
traces arrive later than expected after travelling through 
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more low velocity fill material, while the far traces 
show a relative time decrease from travelling through a 
larger proportion of the higher velocity underlying material. 
The main effect on the gather at D (3660 m) is a -30 msec 
difference between the zero offset and vertical traveltimes. 
Arrivals at the far traces are slightly earlier than for 
the horizontal case because the rays pass through more of 
the higher velocity underlying channel base material. 
The earlier arrival of the far traces is more pronounced 
at locations E (4270 m) and F (4880 m) where up to 20 msec 
difference occurs across the traces. 
Offset and spread length variation factors for horizons 
deeper than the channel base tend to mirror (positive curves 
are now negative) the curves for the high velocity channel 
fill model. Variation-factor curves for surface 7 (Figure 
2.25) are similar,for both long and short spreads despite 
large overall inaccuracies in velocity determination over the 
channel. 
These examples indicate that accurate velocity 
determination of horizons at depth in areas of buried channels 
is far from easy and probably rarely achieved in normal 
processing. When such models are contrasted with typical 
"simple" geological sections it may be readily appreciated 
that substantial errors are inevitable. 
5. SYNCLINE 
The error-factor curves for a model of a simple syncline 
(Figure 2.26) indicate an increase in true velocity deter-
mination errors with increasing depth and with decreasing 
distance from the centre of the syncline. These curves are 
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similar (in many respects) to those from the channel base in 
the previous channel-fill model. Zero-offset time plots 
illustrate the defocussing effect of synclines and the 
associated migration problems. 
Error factors for surface 6 show large (5 percent) 
variations across the structure. Even the gather at A 
(1220 m), which is over an essentially horizontal section, 
shows variations due to the overburden geology (Figure 2.27). 
A slight but distinctive "banana bend" occurs; 
traces with an offset of 1550 m or less show an increase in 
traveltime associated with a slightly slower return path on 
the synclinal base side. Beyond this distance a slight 
shift of CRP causes a relative decrease in traveltimes. 
As gathers move towards B (1980 m) the far traces arrive 
much earlier than in the horizontal case, resulting in higher 
stacking velocities and larger error factors. By D (3660 m) 
migration errors are large (-65 msec) and the far traces 
arrive earlier than would normally be expected for the 
horizontal case, further increasing the error factor. 
At F (4570 m) migration errors are reduced, but the far 
traces still arrive much earlier than expected and once 
again the error factors are large. The time-difference plots 
(Figure 2.27) show that migration errors are greatest on the 
slope of the syncline. The relatively early arrival of the 
far traces becomes more pronounced as the syncline is crossed, 
thereby increasing error factors. 
The variation-factor plots (Figure 2.28) show a 12 percent 
• range across the syncline. These plots indicate that the 
stacking velocity does not vary greatly with changing offset 
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or spread length but increases as the traverse crosses the 
syncline. The respective gathers are illustrated in 
Figure 2.28. 
6. ANTICLINE 
Error factors across a simple anticline show an almost 
sinusoidal variation across the structure (Figure 2.29). 
The variation is greatest 	for deeper reflectors. Zero- 
offset raypath plots indicate that most of the problem is 
due to migration error. Time-difference plots (Figure 2.30) 
for surface 7 show that while there is little migration 
error for a gather at A (1220 m), large errors (approximately 
-100 msec) occur on the flanks of the anticline at C (2130 m) 
and E (3050 m) and decrease towards the crest G (3660 m). 
Few reflections can be obtained from surface 7 for 
gathers over the anticlinal crest. Gathered plots 
(Figure 2.30) also show that many gathers contain only 
sporadic reflection information, thereby making velocity 
processing methods indeterminate. The time-difference plots 
together with their respective raypath-gather plots 
(Figure 2.30) illustrate the raypath distortions due to the 
overburden geology. The far traces for the gather at A, for 
example, have energy arriving earlier than expected due to 
the quicker return path on the flank side of the anticline, 
whereas the far traces for gathers at E (3050 m) and G 
(3660 m) show a relative delay. Similar trends occur for 
surface 6 (Figure 2.31). 
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Variation factors for surface 7 (Figure 2.32) show a 
10 percent change across the structure and exhibit only 
minor changes as offsets and spread lengths vary. 
7. PROGRADING DELTA  
While the horizons below the base of prograding show 
only minor raypath migration problems (Figure 2.33) reflections 
from individual prograding wedges originate at points removed 
from the gather location. Two distinct types of reflections 
are evident: (1) reflections from the tops of the prograding 
wedges, and (2) reflections from layers below the delta 
sequence. Error factors for the reflections from the tops of 
the prograding wedges are shown in Figure 2.33. 
Surface 4 yields a smooth error factor curve having a 
4 percent variation. The larger error factor near C (3050 m) 
(Figure 2.34) is due both to a large migration error and the 
relatively early arrival of the far traces. Gathers at A 
(1520 m) and F (4590 m) have reduced timing errors and 
the far traces are less advanced. By K (6710 m) migration 
errors are small, although the far traces traverse a higher 
velocity route than would normally be expected. Raypath 
geometries for these gathers (Figure 2.34) demonstrate 
these points. 
Surfaces 5 and 6 have larger error-factor variations 
(6 percent) than surface 4. While these error factors have 
basically the same broad shape as those for surface 4 they 
increase 	sharply 	at 2740 m and 3960 m under the 
influence of the termination of the overlying prograding 
tongue. The location of the maximum error factor for 
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surfaces 4, 5 and 6 corresponds to the position of maximum 
migration error for each surface (Figure 2.33). 
Time-difference plots for surface 6 are similar to 
those for surface 4 with the exception of the gather at K 
(6710 m) where the far traces arrive later than expected 
(Figure 2.35). This causes a relative decrease in error 
factor near this point. 
Error factors for surfaces below the base of prograding 
have similar variations with the fluctuations becoming more 
'extreme for deeper surfaces (surface 10 has fluctuations 
- - - - - - of over 25 percent). Time-difference plots (Figure 2.36) 
for various gathers show that the errors between zero-offset 
and true vertical times are minimal (less than -10 msec) 
and that the fluctuations in stacking velocities arise 
entirely from raypath distortions of the far traces. 
The far traces for the gather at B (2130 m) arrive 
much earlier than expected (Figure 2.36). Large error 
factors for the gather at C (3050 m) are due to the much 
earlier arrivals at the far traces which traverse the higher 
velocity prograding wedge tongue (Figure 2.36). Gathers at 
G(4880 m) and I (5790 m) have "banana bend" characteristics 
due to the rays passing through different portions of the 
prograding wedges. The relatively early arrivals of far 
traces increases stacking velocities to such an extent that 
negative error factors result. At K (6710 m) the far traces 
arrive only marginally earlier than expected (Figure 2.36) 
and error factors are similar to those for horizontal layers. 
The far traces of the gather at L (7320 m) arrive early as 
part of the reflection path passes through the high velocity 
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prograding wedge (Figure 2.36) and the error factors 
increase significantly. By N (8530 m) stability is achieved 
and error factors approach those for horizontal layers. 
Field configuration variations for surface 6 are small 
(Figure 2.37). The positive variation factors result from 
large migration errors. Variation factors for surfaces below 
the base of prograding have large ranges. Surface 10, for 
example, has a range of 22 percent (Figure 2.38). 	Travel- 
times for rays from the gather at C (2740m) arrive relatively 
earlier than expected, especially for the far traces which 
traverse the high velocity prograding wedge tongue material 
between interfaces 5 and 6. This explains the high stacking 
velocities and the abrupt change in the variation factor 
for the short spread at an offset of 460 m. There is a 
large discrepancy in stacking velocities for the different 
spreads and offsets. By D (3660 m) the increase in travel-
time for the trace on the downward path is counteracted by 
the relatively earlier time on the return path for all traces. 
Consequently errors are small but gradually increase with 
increasing offset. Variation factors for the different 
spreads at H (5490 m) are similar and show only minor variation 
with offset. However they exhibit large negative values 
due to the simultaneous relative delay on the near traces 
and earlier arrival of the far traces that traverse quicker 
paths through the prograding wedges on the tongue side of the 
gather. This effect still occurs for the gather at J 
(6400 m), but the relative time differences across the traces 
are smaller and the earlier arrival of the far traces becomes 
significant. There is a 3 percent difference in variation 
factor for the two spreads, and a 4 percent variation due to 
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offset changes. By M (8230 m) conditions have stabilised. 
Migration induced depth estimates calculated using 
true vertical velocities are up to 300 m shallow for 
surface 6, while only minor depth errors (up to 30 m) 
occur for surface 10 (Figure 2.39). Alternatively, depths are 
everestimated by up to 200 m for surface 6 when calculated 
using measured stacking velocities and true vertical times. 
Corresponding errors for surface 10 range from an overestimate 
of 1000 m to an underestimate of 420 m (Figure 2.39). 
8. SHELF MARGIN  
A model of a carbonate shelf margin is illustrated in 
Figure 2.40. Laterally varying velocities are used. While 
the dips of the horizons are relatively small, large 
variations in error factor are observed for surfaces 8 and 9. 
V. MIGRATION VELOCITY ESTIMATES  
Doherty & Claerbout (1976) used finite difference 
formulations of the scalar wave equation to derive structure 
independent velocity estimates for earth models in which the 
velocity is horizontally layered but the reflectors have 
arbitrary dip and curvature. Migration and velocity 
techniques using the Kirchoff summation method also apply 
only to such earth models. For a multilayered subsurface 
isovelocity layered model with curved interfaces, complete 
migration and hence accurate velocity determination can only 
be performed for the uppermost interface. Both methods 
therefore provide meaningful velocities for migration problem 
situations but are misleading where raypath distortion 
2.60 
problems occur. The models described 'above show that raypath 
distortion problems are significant and that velocities 
determined by techniques of migration before stack, which do 
not take into account lateral velocity changes, must be 
treated with caution. 
VI. STACKING VELOCITIES DETERMINED FROM THREE- 
DIMENSIONAL MODELS  
In two-dimensional modelling seismic rays which are 
recorded by geophones along a line profile are confined to 
a single plane. Displacement of depth points to the side of 
the profile line occurs for a three-dimensional inhomogeneous 
earth. Interpretation problems may result. Sideswiping, where 
arrivals from more than one structure are recorded simultan-
eously, may cause the seismic structure of an anticline to 
die out upward yet not affect its companion syncline. 
Rather than use the two-dimensional ray tracing approach 
described earlier, the writer has treated the transmission of 
- rays through three-dimensional models as a variational 
problem based on Fermat's Principle. Given the coordinates 
(xs' ys' z  s  ) and (xg yg zg ) of the source and detector , 	,  
respectively, and the equations of n three-dimensional 
interfaces: 
A. + B.x + Cy + D 1x 2 + E 1y 2 + F.xy = 0 
for i = 1 . . n, in which (A i , B i , C i , D i , E i and F i , i = 1, n) 
are known and assuming layers of constant velocity, the 
resultant program uses the Newton-Raphson iterative procedure 
for non-linear equations to determine the origin coordinates 
and transit times. A brief description is given in Appendix 2. 
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Seismic stratigraphic interpretation of 18 seismic 
lines has defined 7 major seismic sequences. Figures 2.41 
to 2.44 illustrate four typical time sections together with 
their interpreted sequence units. The line location is 
illustrated in Figure 2.45. Time structure maps to each 
horizon have been contoured while depth contours, obtained 
using vertical velocities generated from sonic log and check 
shot information at each of six well locations, are shown in 
Figure 2.45. Large lateral variations were apparent in 
the well data, but constant vertical velocities were obtained 
by averaging the six values. 
Interval velocities and densities together with a 
synthetic seismogram, which was generated using the method 
of Rudman & Blakey (1976), for well 5 are illustrated in 
Figure 2.46. Average and interval velocities are given in 
Figure 2.47. Isochrons for each sequence are illustrated 
in Figure 2.48. 
A detailed description of each sequence is given below: 
Surface to Horizon 1 - Water depths for the region range 
from 75 to 114 m with an average of 85 m. This sequence 
consists of up to 1000 m of subhorizontal marine sediments, 
with interspersed channeling (e.g. eastern portion of 
line 2 around 0.5 to 0.6 seconds). The velocity of the 
sequence increases with depth (Figure 2.47). 
Horizon 1 to Horizon 2 - Isochrons for this sequence 
(Figure 2.48) show two prograding tongues: one with a 
northerly source and the other of westward origin. The 
tongues terminate abruptly on an unconformity surface 
marked by horizon 2 (line 6). Reflectors are subparallel 
within the lobes (lines 2 and 6), however the western end of 
2.64 
line 2 and also line 7 which are offset from these masses 
have wavy reflectors which exhibit rapid lateral changes 
in reflection amplitude. 
Horizon 2 to Horizon 3- Horizon 3 is characterised by a 
channelled reflector (northern portion of lines 1 and 7 
and the middle section of line 2) containing divergent 
reflector patterns which represent fill sediments. Interval 
velocities for this sequence are high (Figure 2.47) and 
this explains the large amplitude low frequency reflections. 
Isochrons (Figure 2.48) show a distinctive WNW-ESE trending 
channel in the northern part of the area. A distinctive 
ridge separates this channel from a northeasterly thickening 
sequence in the south. 
Horizon 3 to Horizon 4 - Horizon 4 is a distinctive 
unconformity surface (southern portion of line 6 and 
eastern end of line 2) with channelling occurring at the 
northern end of line 7. The sequence consists of a series 
of complex channels (middle section of line 2). Reflectors 
may be parallel (eastern end of line 2) or prograding 
(middle northern end of line 1) and have interval velocities 
of 3800 m/sec 	(Figure 2.47). A WNW-ESE trending 
channel occurs in the central-northern portion of the 
region (Figure 2.45); the small time interval in the north 
is the result of channelling of horizon 3 in this area. 
Horizon 4 to Horizon 5 - Horizon 5 represents a distinct 
velocity discontinuity (Figure 2.47) and corresponds to a 
broad channel which has a downcut into underlying anti-
clinally folded sediments. The channel axis overlies the 
anticlinal high (lines 6 and 7). It is this dominant 
channel trend that has controlled later channelling and 
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,progradation. The isochrons (Figure 2.48) show a WNW-ESE 
trending channel in the central-northern area, and a large 
thickness of high velocity material in the central region. 
A gentle southward thickening of the sediments away from 
the channel axis occurs in the southern region. The 
distinctive reflection for horizon 5 on lines I, 2 and 6 
is due to the large velocity contrast, and to a less 
extent the large density contrast between the channel fill 
and the underlying sediments. 
Horizon 5 to Horizon 6 - This sequence contains anticlinally 
folded 1-ow velocity sediments which thicken away from the 
fold axis. The folding becomes more open with decreasing 
depth indicating contemporaneity between the sedimentation 
and the folding (southern end of line 6). The isochrons 
show the channelling of horizon 5 into this sequence and 
further highlight the channel axis. 
'Horizon 6 to Horizon 7 - Horizon 7 represents an unconformity 
event which has been folded prior to deposition of the 
overlying sediments, as evidenced by onlap at the southern 
end of lines 6 and 7 and also the east and western ends 
of line 2. A westward thickening of the sequence occurs 
(Figure 2.48). There is a rapid increase in velocity 
at horizon 7. 
Raypath models have been computed over the dotted portions 
of lines 1 to 5 (Figure 2.45). Figure 2.49 shows cross 
sections for these lines with the seven horizons and their 
interval velocities. 
Stacking velocities for the seven horizons along line 6 
have been interpreted from velocity analyses (G.S.I. scatter-
grams) (Figure 2.50). The large scatter in the velocities 
is illustrated for selected analyses (Figure 2.50) at R, S, T 
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Fig. 2.48 	Isochrons for the seismic stratigraphic sequences. 
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and U (Figure 2.43). Modelled velocities (Figure 2.50) 
suggest a smoother distribution. The large variance is due 
to the inability of the program to account for the laterally 
varying layer velocities and intrabed complexities. For 
this area raypath distortion problems are more significant 
than inconsistencies resulting from three-dimensional 
structures. 
VII. CONCLUSIONS  
The problems inherent in the conversion of stacking 
velocities to true vertical velocities have been studied by 
non-zero offset raypath tracing of primary P waves through a 
suite of varied geological sections. It has been shown that 
conversion errors can be caused by timing errors as a result 
of migration and raypath distortions. 
Raypath modelling shows that: 
1. The customary assumption that stacking velocities approx-
imate root mean square velocities is invalid in areas of 
non-horizontal structures. 
2. Essential velocity information from horizons overlain by 
geological irregularities is often difficult to recognise 
and is easily ignored or misidentified. 
3. Standard fitting of hyperbolic curves to produce NMO 
traces is not valid in geologically difficult areas. 
4. Stacking ,velocities need not be consistent for seismic 
lines shot over the same area using different field 
configurations. 
2.77 
5. Stacking velocities can vary greatly for the same spread 
length with different shot-first receiver offsets. 
6. Three dimensional structures further increase conversion 
errors. 
'Velocity conversion errors of up to 50 percent and 
timing errors of up to 120 msec may occur for the simplest 
geological models. 	Depth errors involve the interplay 
• of both velocity and timing errors and may be so significant 
-as to impede the detection of subtle hydrocarbon traps. 
The extension of these simple geological structures to 
the complex real earth further downgrades the accuracies of 
depth determination, • 
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3.1 
I. INTRODUCTION 
The distortions of apparent structure and stratigraphy 
in seismic sections, together with errors in seismic 
velocity determination caused by irregular geological sub-
surface interfaces, are well known (Miller, 1974; Wiggins 
et al. , 1976). Miller (1974) studied the effects of 
weathering on velocity, time estimates and stacking. Using 
a two-step static correction he first applied a replacement 
static to the CDP gathers and then a post-stack static 
correction to adjust reflection traveltimes to a mean depth 
on each stacked trace. Miller (Zoc. cit.) obtained reasonable 
stacked sections using rms velocity estimates from the NMO 
curves. The applied replacement static assumed that the 
rays passed directly downward to the interface from the source 
and directly upward to the receiver. Taner et al. (1974) 
considered this an acceptable assumption when a low velocity 
weathered layer overlays higher velocity sub-weathering 
layers as refraction causes waves to travel along paths 
which are close to vertical in the low velocity layer. Thus 
the variation of time delay along various paths remained 
reasonably small. It was noted that this assumption is 
doubtful when the near-surface layers producing the time 
anomalies have a higher velocity than the layers below. 
Hileman et al. (1968), Taner et al. (1974), Wiggins 
et al. (1976) and Brooker et al. (1976) have used the 
redundancy inherent in CDP data to compute a statistical , 
estimate of the static corrections. The static corrections 
used in these automatic static procedures are the time shifts 
necessary to best align the CDP traces before stacking such that 
3.2 
the primary reflections are enhanced for all record times. 
The time shifts are computed for all input traces using 
cross-correlation functions between CDP traces. The time 
shifts for each trace are composed of a shot static, a 
receiver static, any residual NMO present, and noise. 
Estimates of the shot and receiver static corrections are 
obtained by averaging different sets of the measured time 
shifts. 
The automatic statics techniques are based on three 
major assumptions: 
1. Near-surface effects introduce pure time delays which are 
surface consistent. Thus the same shot static applies to 
the shot at a particular location, independent of the 
various receiver locations. Similarly the receiver static 
• 
	
	is assumed to be the same for all shots received at a 
given location. 
2. The corrections are time invariant. 
3. The corrections are independent of frequency. 
Brooker et al. (1976) stated that many automated static 
techniques are unable to extract statics whose spatial wave-
lengths are longer than a spread length. They illustrated a 
new procedure for broadband estimation of surface consistent 
statics. 
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II. OBJECTION TO EXISTING REPLACEMENT STATIC CORRECTION 
TECHNIQUES  
This chapter describes a technique suitable for 
determining shot and receiver statics for both the broad and - 
narrow wavelength problems. The need for such a technique 
arose due to the following objections to existing schemes:' 
1. The use of replacement statics induces errors in regions 
where rays do not pass directly downward to the weathered 
interface from the source or directly upward at the receiver. 
The use of large offsets and long spreads dictates that this 
condition is rarely met. Furthermore in regions with 
steeply dipping and irregular weathered layers, raypath 
distortions may also dictate that the rays do not leave the 
shots or arrive at the receivers in a vertical sense. The use 
of replacement statics in such cases introduces fictitious 
time shifts and consequent timing and velocity errors. 
2. The shot static is not the same for all receivers at a 
given location since the raypath through the weathered layer 
varies for different receiver locations.. Similar problems 
apply to receiver statics. 
3. Near-surface effectscannot be considered to be time-
consistent because reflections from successively deeper 
- horizons take a progressively more vertical travel path 
from.source to receiver (Figure 3.1). For a smooth near-
surface layer the variation in path has little effect on 
the traveltime because the time increment in the near-surface 
layer is almost constant. However when there are excessive 
and abrupt variations of weathering the path variations 
for deeper reflectors may change sufficiently to make a 
Fig. 3.1 	Earth model illustrating raypaths to two 
horizons. Due to the different raypaths in the weathered 
layer for each shot or receiver location the static 
corrections cannot be considered time consistent. 
g 	g ggg 	99 
y = (9 + 9)/2 
PROFILE 
0- 
RECEIVER CABLE 
	• 
	• 
0 
g — s 
Fig. 3.2 The relationships along source coordinate s, 
georhone receiver coordinate g, offset coordinate 
f = g-s, and mid-roint coordinate g = (g+s)/2 (after 
Claerhout, 1976). 
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replacement static correction applicable at only one time 
on the seismic trace. For multi-coverage work the time 
varying effect of replacement static corrections for any 
one family of CDP traces may be sufficient to cause 
reflections to be stacked out of phase. 
4. To obtain a seismic section that represents the deeper 
horizons in their correct relative position without the 
influence of the shallower layers, automatic static 
determination techniques produce statics which are relative 
time shifts with respect to some datum plane. These 
relative shifts may not correspond to the absolute time 
measurement to the reflector. 
These objections highlight the need to determine the 
raypath geometry through the near-surface layer for 
different reflectors in order to determine shot and receiver 
corrections. This chapter provides one such mechanism. The 
technique is especially useful for irregular water-bottom 
problems where the bottom profile may be accurately determined. 
III. BASIC PHILOSOPHY 
The method for determining shot and receiver wavefront 
statics consists of three important functions. The first 
two functions inter-relate to determine the raypath geometry 
through the near-surface layer while the third uses this 
information to determine the relative statics. 
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1. Determination of derivatives of the time surfaces for 
different reflectors. 
In processing seismic data it is necessary to transform 
the data from a continuous profile coordinate system to give 
CDP data (Figure 3.2). The coordinates of the source (s) 
and detector (g) are measured, along the x axis which 
represents the ship's course. Also along the x axis are the 
shot to geophone offset coordinate, f = g-s, and the 
midpoint coordinate, y = (g+s)/2, between the shot and the 
geophone. Let the functions t(s,g) and t(x,y) represent 
continuous, lines passing through the measured values of the 
reflection time (t) corresponding to any one reflector. 
Let t g = at/ag, t s = at/as, t y = at/ay and t f = at/af 
be derivatives of these time lines. 	t is the tangent to 
the time-distance curve (t versus g) seen on a profile 
corresponding to a fixed shotpoint(S i). t s is the tangent 
to the time-distance curve (t versus s) seen on a profile 
corresponding to a fixed receiver (g i ). ty is the gradient 
along the seismic-section plane for a given offset while 
t f is the gradient along a CRP gather for a particular mid-
point coordinate. 
The derivatives of the time surfaces in the two 
coordinate systems are 
t g 	ty/2 + t f 
t s = t /2 - t f 
(Shah, 1973) 
t and t f are easily determined from CDP data so t and t s 
are readily calculated. 
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2. Determination of the emergence angle from the source 
and incident angle at the detector. 
Consider a fixed source and two of •its rays emerging 
at two neighbouring receivers A and B (Figure 3.3) a distance 
pg apart on the surface, after reflection from some interface. 
Further consider a two-dimensional model of the earth with 
a point source located in the same plane. Let the emergence 
angles (with the vertical) of the raypaths at A and B be ag 
and 3 g+A3 g and the traveltimes from the source to receivers 
A and B be t and t+At respectively. AC is a tangent to the 
wavefront at A and if V I is the velocity of the material 
near the receivers, the infinitesimal distance BC is equal 
to V i At. Thus 
VIAt _ 
Ag 
sin a g 
In the limiting case as Ag 4- 0 this equation becomes 
V i t g = sin g 	 ...(4) 
By means of the law of reciprocity for shot and receivers, 
the emergence angle for rays from various shots to a fixed 
receiver can also be determined. If POg is the departure 
angle from the shot, then 
V i t s = sin 3s 	 ...(5) 
Using equations (4) and (5) it is possible to determine the 
incident angles at all receivers and emergence angles at all 
shots for data in CDP format. 
Fig. 3.3 Geometry of a wavefront , approaching receivers (after Shah, 197:). 
SHOT 
A 
DATUM PLANE FOR 
STATIC CORRECTIONS 
RECEIVER 
SEISMIC LINE 
(t + t) WAVEFRONT 
(t) WAVEFRONT 
SOURCE  
Fig. 3.4 	Earth model illustrating the shot replacement, 
BC, and receiver replacement length, HG, used for determininr 
wavefront static corrections relative to a datum plane 
defined as the depth below the surface to the near-surface 
layer at the centre of the given CDP gather. 
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3. Determination of static corrections using raypath 
geometry data. 
Static corrections are merely time shifts for all ray-
paths to a floating reference plane, arbitrarily defined 
here to be the depth of the base of the near-surface layer 
at the centre of the given CDP gather (Figure 3.4). The 
near-surface layer depth profile is known. Thus the shot 
replacement length, BC, and receiver replacement length, 
HG, can be determined knowing P. s and 
The shot static is defined as 
BC BC Ats = u– - V2 
while 	
v 2 
the receiver static is defined by 
HG HG At 	— - — g VI 	V2 
where At  is the shot static correction to the nth time trace 
in a CDP set. 
At is the receiver static correction to the nth time 
trace in a CDP set. 
V 1 is the velocity of the near-surface layer. 
V2 is the velocity of the material immediately below 
the weathering layer. 
The static corrections have a negative sign if the point of 
intersection of the ray with the near-surface layer is 
above the datum plane. The corrections can be applied to 
all traces in a CDP set. By selecting different reflectors 
the time dependency of. the corrections can be determined. 
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IV. MODELLING 
A test set of CDP seismic reflection data was generated 
using a ray tracing program and analysed with processing 
techniques currently used on actual field records. The 
superior quality and flexibility of the synthetic sections 
when compared to real data allowed the various sources of 
stacking, velocity and timing errors due to replacement 
static problems to be easily isolated. 
Simplified models of two typically complex irregular 
water-bottom situations have been modelled. 
1. DEEP WATER CANYON MODEL  
Figure 3.5 represents a deep water canyon overlying a 
series of horizontal layers whose velocity increases with 
depth. One half of this model could represent a continental 
slope. Gathers consisting of 24 traces with a geophone 
separation of 92 m and a shot-first receiver offset of 92 m 
for surfaces 3, 5 and 7 have been traced (Figure 3.6) at 
selected locations along the surface. Raypath plots, 
together with the corresponding shot and receiver statics 
determined by the wavefront method have been plotted. The 
total static applied to a single trace is the summation of 
the shot and receiver statics. Two features emerge. 
Firstly, the traces deviate from a vertical path so that 
normal replacement static techniques are invalid. Secondly, 
the static corrections are time variant. The static 
corrections for the gather at 6065 m, for example, have a 
static difference of up to 45 msec for the far traces between 
Distance (m) 
4240 4875 5,240 	6065 . 
1525 1525 
2440 2 2440 
2740 
3 
2740 
3050 
4 
3050 
3200 
5 
3200 
3660 
6 
3660 
3960 
7 
3960 
12200 
8 
4900 
Fig. 3.5 	lodel of a deep water canyon overlying a series 
of horizontal layers, with velocity increasing with depth. 
S and T are the velocity profile extremities. 
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Fig. 3.7 	Velocity profiles for the canyon model. 
	 rms velocity profiles 
stacking velocity profile as determined by ray 
tracing, without static corrections 
- stacking velocity profile with normal replacement 
statics 
	 stacking velocity profile with wavefront statics. 
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surfaces 3 and 7, a static difference of 15 msec for traces 
of the gather at 4875 m. Static difference errors of 
10 msec occur in the shot receiver statics for these traces 
corresponding to the middle traces of the gather at 5240 m. 
Figure 3.7 shows the rms velocity distribution, between S 
and T, across the canyon for surface 3. Superimposed on 
this curve are the stacking velocities derived prior to 
static correction, the stacking velocities obtained with 
normal replacement statics and those for wavefront replace- 
ment statics. The wavefront static most closely approximates 
the rms velocity curve. Similar trends (Figure 3.7) occur 
for surfaces 5 and 7, but the wavefront static corrected 
velocity curve for surface 7 oscillates about the rms curve. 
This is because refraction at the base of the first layer 
has been ignored and slight timing errors occur. 
2. IRREGULAR WATER-BOTTOM MODEL  
A seismic section and the corresponding model of an 
irregular water-bottom layer overlying a series of sub-
horizontal layers are shown in Figure 3.8. The rms and 
stacking velocity curves between C and D, determined with 
and without wavefront replacement, together with actual 
velocity analysis picks at selected locations for surfaces 
4, 7 and 10 show the reliability of the velocity determination 
using wavefront statics (Figure 3.9). The difference between 
the stacking velocity picks, which have no replacement 
statics applied, and those from ray tracing is due partially 
to the averaging of velocities about the gather point in 
normal processing, as well as imperfections in the model. 
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Fig. 3.8 	Seismic section together with its corresponding model for an irregular water- 
bottom layer overlying a series of sub-horizontal layers. The asterisks indicate locations 
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Fig. 3.9 	Velocity profiles for. the irregular water-bottora;:, 
model. 
rms velocity profile 
stacking velocity profile, as determined by 
ray tracing without static corrections 
stacking velocity profile with wavefront 
statics. 
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Raypath plots and'the corresponding wavefront statics 
(Figure 3.10) for selectedgathers show the departure of the 
waves from the vertical as assumed in ordinary replacement 
statics. The gathers at 4500 m and 5500 M clearly show 
the time variance of the static corrections. 
V. CONCLUSIONS  
Raypath modelling over complex water-bottom situations 
has indicated pitfalls in existing replacement static 
correction procedures. Raypaths for long seismic spreads,. 
or in regions with irregular water bottoms, do not pass 
directly- downward to the water bottom or directly upward at 
the receiver, and introduce fictitious time shifts and 
consequent timing and velocity errors when conventional 
replacement statics are used. With irregular or long wave-
length water bottoms replacement statics cannot be considered 
time invariant and if correct stacking is to be performed 
appropriate static corrections should be made for various 
layers. Surface consistency in static corrections, whereby 
the same shot (receiver) static applies to the shot (receiver) 
at a particular location, independent of the various receiver 
(shot locations) is shown to be false in irregular water-
bottom environments. 
Wiggins et ca. (1976) noted that static corrections, 
determined by automatic cross-correlation techniques, which 
have spatial wavelengths longer than a cable length are 
poorly determined. The wavefront technique is independent 
of the wavelength Of the near-surface layer providing the 
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layer can be defined. Use of the wavefront static method 
to account for three-dimensional variations in the near-
surface layer is an obvious extension, and would enhance 
the effective use of the wavefront technique. 
The method is not exclusive. Digicon with their 
sophisticated datum correction program REVEAL* (Sherwood 
et al., 1976) correct seismic data, given an estimate of the 
near-surface velocity variations and the specification of the 
desired replacement medium. Their program computes times of 
ray pathsthrough the assumed and the replacement media to 
hypothetical horizontal reflectors at depth. For each seismic 
trace a list of hypothetical reflection times on the actual 
input seismic trace •and a corresponding list of times for the 
desired output are developed, so establishing a dynamic time 
correction to apply to each seismic trace, as opposed to a 
more simplistic static time shift. The difference between 
the two methods is that the wavefront method approximates the 
appropriate path of the ray through the near-surface region 
by noting the incident angle of the emerging rays, and as such 
can be used for horizons which dip in any direction at depth. 
No comparison of the two methods has been made and the wave-
front method is presented as an another alternative to a 
recognised problem. 
While.automatic cross-correlation techniques result in 
a final section having better spatial continuity and, to 
some extent, a more consistent velocity analysis after than 
before correction, the question still arises as to whether 
* Trademark of Digicon Inc. 
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these velocities are consistent with real velocities. As 
the technique involves bringing primary events into alignment 
amongst CDP traces for some input velocity function generally 
determined prior to static corrections, inaccuracies in 
this initial choice of velocity function will result in an 
overall velocity inaccuracy after automatic statics even 
though the velocity spectra may be more consistent after such 
corrections. The wavefront static technique results in a 
better velocity determination which could be subsequently 
used in cross-correlation static techniques to yield 
section having reflectors with greater continuity. 
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I. INTRODUCTION  
Existing velocity determinationmethods operate by fitting 
tiMe-distance hyperbolas to reflection events. Taner & Koehler 
(1969) and Hubral & Krey (1980, pp.14-16) related the travel-
time (T s ) from a shotpoint, through a number of uniform 
horizontal layers, to an interface and back to a receiver a 
distance X from the shotpoint by the infinite series 
	
T 2 	=+ C X2 + C 3 X 4 + . _i_ c .)( 3 - 2 A_ 	.(1) s J 
The coefficients C. (j = 1,2,.....) are functions of the layer J 
thickness and velocities. The first two coefficients are 
defined by 
2 To 	 ...(2) 
and 
1  
V rms 
where T o is the two-way vertical traveltime and V rms  is the 
root mean square (rms) velocity. 
Most current methods of obtaining stacking velocities are 
based on the two-term truncation of equation (1) so that the 
stacking velocity does not equal the true rms velocity except 
where the ground is homogeneous. 
Blackburn (1980) in studying non -zero offset raypaths 
through a suite of varied geological models illustrated the 
order of magnitide of these errors which result from migration 
and raypath distortions due to complex overburden structures 
(Figures 4.1 and 4.2), while Hubral & Krey (1980) provided 
an algorithm based on normal incident wavefront curvatures, for 
recovering interval velocities from common depth point (CDP) 
surface measurements in such regions. Similar methods do not 
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...-• ............. -.... i ,... 
VSTACK 2 
T o 2 
2 
Fig. 4. I 	Schematic geological. section showing actual raypaths (solid lines) 
and 'hypothetical raypaths (dashed lines) for a vertical comon reflector point. 
'Corresponding T 2 - X 2 plots show that the zero offset time is smaller that the 
• vertical travel-time while actual . stacking velocities are greater that the rms 
velocities for that location. The CRP is removed from the vertical . position 
This is the migration problem. 
1 	I 	I 	I 	1 
\ 	1 	1 	/ 	/ 
II \ 	1 	1 
\ 	 III  
\ 	till 
\ 	Il 
0111 
til \I 
e 
.410111L- 
! 
, 
I/ V R M S 2 
-------; 
z TO 3 
I VSTACK 2 
1 2 
4 . 3 
Fig. 4, 2 	Schematic.geological section containing a high velocity inhomo- 
geneity. Gathered plots and their corresponding 7 2 - X 2 plots show that the 
stacking velocities and zero offsectime over the inhomogeneity are greater 
that the corresponding homogeneous case. The CRP fur the inhomogenous sit-
uation is smeared. This is the raypath distortion problem. 
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exist for non-zero offset raypaths. This chapter provides 
a method for determining velocities in complex media for 
general raypaths. Both the migration and raypath distortion 
problems are discussed. 
II. THE MIGRATION PROBLEM 
1. TWO-DIMENSIONAL PLANE DIPPING LAYER 
Consider a plane dipping layer (Figure 4.3) which can be 
represented by the equation 
= Zo + a tan 8 	...(4) 
where 6 is the layer dip angle, Zo the depth below the origin 
(0) and the horizontal distance (a) is measured from the 
origin. The distance SG between the source S and receiver G 
is k, while x denotes the abscisssa of the midpoint of the 
baseline. 	The reflection point P (a, Zo + a tan e) is 
located on the boundary and SP and PG correspond to the 
incident and reflected rays. PN is the normal from the 
reflection point P and a is the angle of reflection. 
It can be shown that the travel time (t) is given by 
n` l t = V I (2. 2 cos 2 0 + 4(x sin 0 + Zo cos 0)LJ 2 
where V is the overlying velocity. 
Simple construction shows that the '. bracketed term 
(x sin 8 + Zo cos 0) is the distance MQ along the normal from 
the midpoint of the profile. Equation (5) corresponds to the 
formula given by Levin (1971) for a common depth point (CDP) 
gather. Only for k = 0 is the curve t represented by a 
4 . 5 
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Fig 4. 3. 	Plane dipping layer model. The segment SPG represents a ray from 
source (S) to geophone (G) reflected from a plane dipping at an angle (0), b 
,and c are the horizontal diplacements from the midpo;'nt of the spread (M) to 
thu reflector point and the surfdce intersection of the normal from the common 
reflector point (P). 
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-straight line: the departure from a straight line increases 
with increasing shot-geophone separation and reflector dip. 
Intuitively the -offset and time gradients should be related 
to the velocity and dip parameters. 
The time gradient dt/dk and dt/dx of the field have the 
form 
and 
A 
- 
_ dt _ 	Z cos 2  UT v(k 2 cos 2 0 + 4(x sin 0+ Zo cos 0) 2 ) 2 ...(6) 
B dt = '4(x sin 0 + Zo 	cos 0) sin 0 =--- 	 ...(7) dx 	V(k 2 cos 2 0 + 4(x sin e + Zo cos 0 ) 2 ) 1 
Solving equations (5) to (7) and taking the origin about 
the midpoint M, it can be shown that 
4k(t - At) 	
)1. kAt(t - AZ) + B2Qt 
[
9,(t - AZT 
4A 
6 = ± arctan I 	B2 Z  1(4A(t - AZ) 
) 2 
where the sign of the dip angle is dependent on the sign of B. 
Furthermore the horizontal distance (b) (Figure 4.3) between 
the reflecting point (P) and the midpoint (M) is given by 
Bkt 
4A(t - AZ) + B 2 2. 
while the distance c from the midpoint to the surface 
expression of the normal from the reflecting point is 
C - 	 
4(t - Ak)' 
4.7 
Both b and c are always offset from the midpoint of the 
shot receiver locations in the up-dip direction. 
The depth of the reflecting point P, can be obtained from 
= Z o + b tan e 	(13) 
Thus complete depth migration and velocity determination 
can be obtained from the time gradients about the trace. 
The use of these formulae are demonstrated for the 
hypothetical curved reflector model (Figure 4.4) having a 
constant overburden velocity of 2000 m/sec. While the 
formulae are for plane dipping layers, the curved surface 
.approximates a plane for the reflection region required to 
obtain accurate time gradients. Synthetic CDP gathers 
consisting of 48 traces with geophone separation of 50 m and 
•a shot-first receiver offset of 50 m have been raytraced 
(Figure 4.5) and their stacking velocities, which are taken to 
equal the square root of the reciprocal. of the slope of a 
least squares straight line through points on the t 2 -X 2 graph 
derived from the gather information, are plotted (Figure 1 4.5). 
Raypaths for the zero offset, midpoint and end traces have 
been plotted for two gather locations (Figures 4.6 and 4.7). 
Note the three common reflector points 'for each gather 
and the smearing of the CDP for reflections from synclinal 
limbs. Only the stacking velocities from gathers to the 
synclinal base reflector point give a realistic velocity. 
Errors between 23% and 42% result.from the velocities 
obtained from the synclinal limb reflector points. This model 
represents the classical synclinal bow-tie problem. The 
seismic problem is pictorially shown in Figure 4.8 and the 
problem can be summarized thus -- 
Lt.1 
0 
DISTANCE (metres) 
4000 
Fig. 4. 4 	Hypothetical curved reflector model. 	Synthetic gathers were 
generated every 50m in the region of the sulid line (CD) (Figure 4.5) while 
gathers have been raytraced at locations A and B (Fic2ure'4.6 and 4.7). 
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Fig. 4. 5 Syrithetic CDP gathers and their stacking velocity distribution 
for the region C-D in Figure 4.4. Gather represented by the dashed lines are 
from the left synclinal limb, the medium ccntinuous lines from the synclinal 
base while the solid continuous lines are from gathers whose common reflector 
points are on the right synclinal limb. Stacking velocities determined from 
gathers whose COHMIL/II reflector points are on the synclinal limbs are consist-
ently greater that the true overburden velocity of 2000m/sec. 
DISTANCE (metres) 
Fig. 4• 6 	Near, middle and far traces for the synthetic gathers generated 
at location A (Figure 4.4). Note the three conmum reflector point positions 
ond their smearing on the synclinal limbs. 
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DISTANCE 	(metres) 
Fig. 4. 7 ' , Near middle and far traces for the synthetic gathers generated 
at location B (Figure 4.4). Note inner trace rays only occur for the leftmost 
and central common reflector points. 
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given a time trace, can the reflection events A, B and C be 
placed in their correct spatial position? 
The above formulae are applied to the gather at location A 
(Figure 4.4). TiMe gradients are determined assuming a one 
millisecond sampling interval and using neighbouring traces in 
both the x and 1 direction. The - results shown in Table 4.1 
illustrate that the time trace could be separated about the 
three common reflector points. Six traces for each-gather are 
shown in the table and standard deviation in the velocities 
about the leftmost reflector point is 21 m/sec, 62 m/sec 
about the central CRP, and 42 m/sec for the rightmost CRP. 
Velocity errors are greater for small offsets due to the in-
accuracies in determining the A_time gradient. Migration of 
the time traces shows the changes in reflector position and 
reflector dip about a CRP and standard deviations from the 
correct position or the horizontal migration distance are 
28 m, 10 m , and 74 m, while depth deviations are 11 m, 67 m, 
and 27 m respectively for the leftmost, central, and right-
most CRP positions. 
These deviations are small, especially compared to the 
large migration distances and considering the steep dips. 
The formulae remain-applicable for strongly curved surfaces, 
except that the depth below the origin (Zo) will be in error 
since it is based on projecting a planar surface at the 
reflection point back to the origin. This accounts for the 
large Zo values about the leftmost and rightmost CRP's. 
TABLE I.  
LEFTHOST 	REFLECTOR POINT 
OFFSET 
(1) 
CALCULATED 
.DEPTH 
(Z.) 
CALCULATED 
DIP 
(0 ) 
CALCULATED 
VELOCITY 
(V) 
CALCULATED 
REFLECTION 
CO-ORDINATES 
b 	Z 
• 	acTUAL REF1.ECT87N 
CO-011DokeTE5 
b 	1 
200 2548 40.4 1992 1259 14" MS 11.71. 
600 2696 42.6 2037 1360 1448 1)04 I449 
1000 2615 42.0 ..r 	1 993 1348 1399' 1361 1396 
1400 2711 43.4.  2017 1444 1344 11.1.1 1324 
1800 2757 45.3 1986 1525 1218 1 538 1228 
2100 2902 47.0 2013 1655 1125 1648 111,3 
STANDARD DEVIATIONS 	velocity 	(V) 
horizontal distance 	(b) 
vertical distance 	(I) 
CENTRAL REFLECTOR POINT 
OFFSET 
Cl) 
CALCULATED 
DEPTH 
(Z.) 
CALCULATED 
DIP 
( 0 ) 
CALCULATED 
VELOCITY 
(v) 
CALCULATED 
REFLECTION 
CO-ORDINATES 
h 	Z 
ACTUAL 
REFLECTION 
CO-ORDINATES _ b 	Z 
200 2317 9.2 2128 -366 2258 -349 2121 
600 2135 9.1 1963 -341 2080 -348 2121 
1000 2182 8.9 2006 -350 2127 -345 2122 
1400 2186 8.5 2011 -352 2133 -342 2122 
1800 2202 i 7.6 2028 -335 2157 -338 2123 
2200 2194 7.1 2022 - 339 2151 -334 2123 
STANDARD DEVIATIONS 	velOcity (V) 	62m/sec 
horizontal distance (6) 	. 
, vertical distance .(1) : 67. 
RIGHTMOST REFLECTOR POINT 
OFFSET 
(1) 
CALCULATED 
DEPTH 
(2o) 
CALCULATED 
DIP 
C . ) 
CALCULATED 
VELOCITY 
(V) 
CALCULATED 
REFLECTION 
CO-ORDINATES 
0 	Z 
ACTLAL REFLECTION 
CO-ORDINATES 
b 	1 
200 3030 50.7 0090 1487 1214 1324 1273 
600 2615 45.5 1996 1326 1267 i334 1262 
1000 2634 45.6 2006 1364 1240 1354 1242 
1400 2552 44.5 1987 1372 1206 1383 1213 
1800 2488 43.2 1982 1404 1167 1420 1177 
2200 2474 42.1 2009 1474 1141 1464 1137 
STANDARD OEVIATIONS 	velocity (V) 	: 42o/sec 
horizontal distance (6) 	: 74m 
vertiCel distance (z) 	: 27. 
4. 14 
4.15 
2. THREE-DIMENSIONAL PLANE DIPPING LAYER 
Consider a plane dipping layer. (Figure 4.9) with dip 
angle 0 and a depth Zo below the origin (0), overlain by 
material having a constant velocity V. The distance SG 
between the source S and receiver G is 2. while x and y 
denote the abscissa of the midpoint (M) of the baseline St. 
The reflection point P is located on the boundary and SP and 
PG correspond to the incident and reflected rays. PN is 
the normal from the reflection point P (g,h,i) and a is the 
angle between the perpendicular to the plane and the profile 
line. D is the distance QM measured along the perpendicular 
to the reflecting plane from a point midway between the 
source and the detector. 
It can be 'shown that the traveltime t is given by 
1 (4D2 + e sin 2 a) 1 	...(14) v  
If (1) is the angle between the profile and dip direction 
(Figure 4.10) then equation (14), expressed in terms of (1) 
and e becomes 
f v i4(x sin e cos (1) + y sin e sin (1) - d) 2 
+ 2. 2 (1 - sin 2 e cos 2 0 2 
The time gradients dt/di, dt/dx, dt/dy, have the form 
1 
dt 	1- 	141 - sin 2 0 cos 2 	,(1)) i 2 
- (-TT - V 4(x sine cos(1) +. y sine sing) - d)` + k 2 (1 - sin 2 e cos % 	— (16) 
dt 	1 [ 	4(x sine cos(1) + y sine sir* - d) sine cos(1) 	11, 2 B = —= dx 	V 4(x sine cos(1) + y sine sin(1) _ d)2 	k2(1 - sin 2 0 cos 2 )J " 17) 
dt 	1  = 	 ru 4(x sine cos(1) + y sine sip - d) sine sinii)  " C  dy 	V [4(x sine cos cp + y sine sing) - d) 2 + 2. 2 (1 - sin 2 0 cos20] (18) 
Fig. 4. 9 	Three dimensional plane dipping model. The segment represents 
a ray from source (S) to gecphone (G) reflected from a plane dipping at an angle 
(e) 
4.16 
4.17 
Fin. 4. 10 	Relationship between the perpendicular to a plane and the profile 
line to the dip of the interface (6) and the directional angle between profile and the dip lines. 
4.18 
Solving equations (15) to (18) and taking the origin 
about the midpoint M it can be shown that 
V - 4Z(t - AZ)  4At(t - AZ) + B 2 Zt J 2 
k 1/2 (t - At)  zo — 14A(t- AZ) - 9C 2 ,0 .,.(20) 
and 
+ C 2 )  ± arctan 4A(t - AZ) - tC 2 
Note that when C = 0 formulae (19) to (21) reduce to the 
two-dimensional case. The velocity formula is independent of 
the cross dip time gradient and is the same as the two-
dimensional case. Thus for a simple dipping layer model 
accurate velocity determinations can be determined using single 
line profiles. Levin (1971) showed that the ratio of the 
stacking velocity to the layer velocity for this model is 
given by 
Vstack = 
V 
1  
(1 - sin 2 0 cos 20 ..•.(22) 
These ratios have been plotted for varying dip and 
declination directions (Figure 4.11) and show the difference 
between the velocities becomes greater with increasing dip 
direction and dip angle. It is therefore somewhat surprising 
that formula (19) provides such a simple solution to the 
problem. 
The distance (cdip ) from the midpoint to the surface 
expression of the normal from the reflecting point is 
X 2 (B 2 + C 2 ) 1/2 
c . - 
dip 4(t - At) 
...(23) 
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Fig. 4. 11 	Ratio of the stacking velocity to the overburden velocity for 
the varying directional and dip angles. 
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4.20 
This distance has two components orientated along the 
x and y axes. 
-c 
B2, 2  
4(t - AZ) 
c 2, 2 
..(24) 
...(25) 4(t - AZ) 
The horizontal distance (bdip)  between the reflecting 
point (P) and the midpoint (M) is given by 
b 	_ 2,(B 2 + C 2 ) 1/2 (4t(t - Ak) - 2, 2 C 2 )  
dip 	4(t - A2,)(4A(t - 	JeB) 
which can be separated into the two components 
2,B(4t(t - AZ) - 2, 2 C 2 )  b x - 4(t - A2)(4A(t - AZ) + 2, 2 B) 
and 
iC(4t(t - AZ) - 2 2 C 2 )  b Y 	4(t - A2)(4A(t - Ak) + 2, 2 B) 
...(26) 
...(27) 
...(28) 
Both b dip and cdip are offset from the midpoint of the 
shot receiver locations in the up-dip direction. Note that 
when C = 0 formulae (23) to (28) reduce to the two-layered case. 
The depth to the reflecting point P can be obtained from 
= Z o + b dip tan 	 ...(29) 
3. 	DIFFRACTIONS 
z o ) 
4.21 
...(30) 
(Figure 4.12) 
1 t = — V 
The traveltime to a diffraction point P (x o , 
is given by 
„ 	 22 
- X0 	- So2 	z o , 2 RX 	X0 	+ 1/2) 2 	+ 	ZO1 2 
The time gradients dt/dl and dt/dx have the form 
dt 	1 	-(x = xo 	1/2 )  
A = -d1/- = V . 2[(x - xo - 	+ 
 
(x — Xo 	1/2) 
z61 1/2 2[(x - x o + 	2 + 
and 
dt1 	• 	(x - xo - 1/2)  B = — = V [(x - xo - 1/2) 2 1- ZOO dx •  
(x — xo 	1/2)  
[ (x — x o + ç)2  '4. Z(j] 1/2 
By solving equations (30) to (32) and taking the origin 
about the midpoint (M) it can be shown that 
4Z(t - AZ) 	)-A-- 
{4At(t - AZ) + B 2 R,tj 
Bkt '  
Xo - 4A(t - AZ) + B2 Z 
1 
Zo 2{
kA y [(t — A2.,) 2 — ( 213/2) 2 ]  (t - A2) 4A(t - AR) + B 2 2. 
...(33) 
—(34)  
—(35)  
Note that despite the difference in the normal moveout 
curves between diffracting and reflecting points their two-
dimensional velocity formulae derived from time gradient 
information are the same. The expression for xo corresponds to 
DIFFRACTION 
POINT P(x.,z0 ) 
Fig. 4. 12 	Raypath geometry for a diffracting point. 
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4k(t - Ak)  
4At(t - Ak) + B 2 kt 
qk(t - AkT 4A 
V 
Zo 
) 1-2 	 ...(40) 
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formula (11) in the two-dimensional plane layered case. 
Attempts by the author to simplify the expression for zo have 
proved fruitless and the result bears little resemblance to. 
equation (9), 
4. MULTIPLES  
The traveltime for multiple reflections is given by 
1 t = - ([k cos(n + 1)81 2 + 4[x sin0 + Zocos0) sin (n + 1)0/sin01 2 ] 	...(36) V 
where n is the order of the multiple, n = 0 being the primary 
reflection, and the geometry is the same as for the two-
dimensional dipping plane example. For the first-order multiple 
the traveltime is given by 
I {[V 	cos20] 2 + 4[x sin20 + 2Z0 cos 2 8] 2 1/2 	...(37) 
and the time gradients are 
dt  
A = — =
1 	k cos 2 20  
dk V [(k cos2e) 2 + 4(x sin20 + 2Z0 cos 2 e) 2 0 
B - 
dt - 1 	4 [x sine + 2Z0 cos 2 0] sin2e  
9 dx V [(2 cos20) 2,+ 4(x sin2e + 2Z 0 cos 20)1' 
...(38) 
...(39) 
Solving equations (37) to (39) and taking the origin 
about the midpoint M, it can be shown that 
and 
8 _ - 2 arctan 1 B 2 k 	) 2 (4A(t - Ak)j 
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Comparing the solutions (40) to (42) with those for 
primary reflections confirms the well known properties of 
multiples that their dip and depth is twice that of the primary, 
while their velocities are identical. 
III. THE RAYPATH DISTORTION PROBLEM 
The complex structure and dip of the overlying strata 
has significant effects on wave propagation and hence on velocity 
and reflector point determination and can be illustrated using a 
simple model composed of an irregular water-bottom layer over-
lying a horizontal interface (Figure 4.13). CDP gathers 
consisting of 48 traces with a geophone separation of 50 m and 
. a shot-first receiver offset of 330 m are traced overy 50 m and 
the stacking velocities, taken to equal the square root of the 
reciprocal of the slope of a least square straight line 
through points on a t 2 - X 2 graph derived from the gather inform-
ation are calculated. The stacking velocities for the inner 24 
traces and for all 48 traces at each gather location are plotted 
(Figure 4.13) and can be compared to the true vertical velocity. 
The large discrepancies highlight the raypath distortion problem. 
, Selected traces for the gather at location A in Figure 4.13 
illustrate the large lateral shifts in the reflector point 
position (Figure 4.14). 
Complex overburden problems can be solved in a similar 
manner to the migration problem using the following steps -- 
4000 
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Fig. 4. 13 	Irregulr water-bottom layer Overlying a horizontal interface 
and the resulting velocity profile as determined by ray-tracing. 
True vertical velocity profile. 
Stacking velocity profile using all 48 traces. 
Stacking velocity profile using inner 24 traces. 
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Fig. 4. 14 	Selected traces for the gather location A (Figure 4.13) 
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1. Determination of the first layer topography  
The techniques described for the migration problem can 
be used to determine the first layer shape and velocity. 
Determination of derivatives of the time surfaces for  
the reflector  
In processing seismic data it is necessary to transform 
the data from a continuous profile co-ordinate system to give 
CDP data (see Figure 4.15). The co-ordinates of the source (s) 
and detector (g) are measured along X axis, which represents 
the direction of the seismic shooting. Also along the X axis 
are the shot to geophone offset co-ordinate (k = g - s), and 
the midpoint co-ordinate (y = (g + s)/2) between the shot and 
the geophone. Let the function t(s,g) and t(t,y) represent 
continuous lines passing through the measured values of the 
reflection time (t) Corresponding to any one reflector. 
Let t g = dt/dg, t s = dt/ds, and t y = dt/dy, and t z = dt/dt be 
the derivatives of these lines. Then t is the tangent to the 
time distance curve (t versus g) seen on a profile corresponding 
to a fixed shotpoint (Si); t s is the tangent to the time 
distance curve (t versus s) seen on a profile corresponding to 
a fixed receiver (gi); t y is the gradient along the seismic 
section plane, for a given offset; while tz is the gradient 
along a CRP gather for a particular midpoint co-ordinate. 
The derivatives of the time surfaces in the two co- 
ordinate systems (Shah, 
t 	= 
1973) 
t/2 + 
are 
tk ...(43) 
t s 	= t/2 - tt ...(44) 
The parameters ty and tt are easily determined from CDP 
data, so that t g and t s are readily calculated. 
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Fig 4. 15 	The relationship among source co-ordinate s, geophone receiver 
co-ordinate g, offset co-ordinate I = g - s, and midpoint co-ordinate y 
(g 	s)/2 (after Claerbout 1976). 
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3. Determination of the emergence angle from the source  
and incidence angle at the detector. 
Consider two rays from a fixed source emerging at two 
neighbouring receivers A and B (Figure 4.16) a distance Ag 
apart on the surface, after reflection from some interface. 
Let the emergence angles (with the-vertical) of the raypaths 
at A and B be 13 and f3 g +Ag li respectively. AC is a tangent to 
the wavefront at A and if V I is the seismic velocity of the 
material near the receivers, and the infinitesimal distance BC 
is equal to ViAt then 
V1 At ...(45) 
In the limiting case, as Ag 	0 this equation becomes 
Vitg 	= 	sin (3g .(46) 
By means of the law of reciprocity for shots and 
receivers, the emergence angle for rays from various shots to a 
fixed receiver can also be determined. If (3. s is the 
departure angle from the Shot, then 
Vit s = sin (3 s 	 ...(47) 
Using equations (46) and (47) it is possible to determine 
the incident angle at all receivers and emergence angles at all 
shots, for data in CDP format. 
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Fig. 4. 16 	Geometry of a Wavefront approaching receivers (after Shah 1973). 
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4. Downward continuation to the first layer or to the layer  
immediately above the reflector interface. 
Using the incident angles at the receivers and emergence 
angles at the shots the rays are traced to the layer immediately 
above the reflector interface. The co-ordinates of the 
incident and emergent rays at this'interface and the reduced 
traveltime (taken as the difference in total time to the 
traveltime of the incident rays to the intermediate interface) 
are determined. 
5. Calculation of time derivatives and reflector point  
co-ordinates. 
The time derivatives with respect to offset and shot 
distance are calculated for the bottom layer using the reduced 
traveltimes and co-ordinates. Layer velocity and dip, and,the 
co-ordinates of the reflection point are calculated as for the 
migration problem. Since the datum is taken as the plane 
between the incident and emergent rays on the intermediate 
interface rotation of the co-ordinate system is necessary to 
give the true reflection point and dip information. 
Application of the above method for the gather at 
location A (Figure 4.14) resulted in a standard deviation of 
51 m/set for the true interval velocity of the second layer. 
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IV. CONCLUSIONS  
Simple formulae, based on reflection time and its deriva-
tives have been derived in order to solve the reflection layer 
parameters for both the migration and raypath distortion 
, problems. Synthetic models have.been used to show how a 
single time trace can be migrated into its true depth 
position. While the formulae have not been applied to real 
data their application should be simple. Time derivatives 
could be calculated by correlation techniques with neighbouring 
traces although more traces may be required in order to provide 
better statistical reliability. Multiple data could be 
removed by migrating only the reflector which has velocities 
and layer dips lying within selected windows. 
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I. INTRODUCTION 
In future, oil reserves are likely to be found in subtle 
traps of stratigraphic, unconformity or palaeogeomorphic types 
(Halbouty, 1972). Most sedimentary basins contain facies 
changes, unconformities with resulting truncated beds, and 
buried erosional or constrictive surface such as reefs, hills, 
barrier sand bars, channels and other related geological 
phenomena. Vail & Mitcham (1977) stated that the unique 
properties of seismic reflections allow the direct application 
of geological concepts based on physical stratigraphy since 
primary reflections are parallel to stratal surfaces and uncon-
formities. They also noted that as seismic reflections follow 
chronostratigraphic correlations, the following interpretations 
can be made from the geometry of seismic reflection correlation 
patterns: 
1. Interpretation of post-depositional structural deformation, 
2. Geologic time correlations, 
3. Definition of genetic depositional units, and 
4. Thickness and depositional environment of genetic units. 
Lithofacies and rock type cannot be determined directly , from 
the geometry of reflection correlation patterns. 
A depositional sequence ranges from a few millimetres to 
hundreds of metres thick but seismic sequences can at best be 
correlated to the nearest reflection cycle which frequently 
represents a minimum thickness of several tens of metres 
(Mitchum, Vail & Thompson, 1977). 
5.2 
Lithofacies determinations such as stratigraphic variations, 
sand-shale ratios, reef identification, porosity and hydrocarbon 
information can be derived from interval velocities (Schneider, 
1971; Marr, 1971) which are computed from stacking velocities 
using the formulae of Dix (1955). Large errors in estimated 
inverval velocities may occur for small intervals because of 
the difficulty in measuring transit times for thin layers. 
The ability to determine the properties of thin geological 
sequences is limited. Sheriff (1977) noted that in general 
vertical resolution is about one-eighth to one-quarter wavelength. 
This conclusion stems largely from the work of Widess (1973), who 
studied reflections from a thinning bed with a velocity twice 
that of the medium above and below. Wavelengths for conventional 
seismic exploration vary from 30 m (for shallow reflectors) to 
200 m (for deeper reflectors). The wavelength increases with 
depth, since velocity normally increases with depth and the 
higher frequencies are attenuated, with increasing reflection 
time, due to absorption. Thus the resolution of deep features 
is much diminished compared to the same feature at a shallower 
depth. If the resolution of the seismic method is to be 
increased a radical change of thinking may be necessary. This 
chapter presents information included within the seismic data 
that may increase the resolution of the seismic method. 
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II. CDP STACKING AND WAVELET PRESERVATION  
Phase, amplitude, arrival time and frequency are the basic 
parameters of seismic energy (Fitton & Dobrin, 1967). The use 
of CDP methods is detrimental in preserving these essential 
parameters. Dunkin & Levin (1973) studied the effect of NMO 
on a seismic pulse and showed that stretching of the traces 
produced an increase in low frequencies in a summed pulse from 
a CDP stack. They showed that 
go (f) 	= 	a g (af) 
where go (f) is the Fourier transform of the uncorrected pulse 
and go(af) the Fourier 'transform of the NMO corrected pulse. 
Thus the spectrum of the NMO corrected pulse is compressed and 
multiplied by a factor a, where a depends on the zero-offset 
time, the source-receiver separation, the stacking velocity 
and the rate at which the stacking velocity varies with zero-
offset time. 
Buchholtz (1972) noted that reconstruction of the true 
zero-offset reflectivity function by application of dynamic 
corrections can only be an approximate process. Where inter-
sections of hyperbolae occur accurate reconstruction is 
impossible. This problem may be overcome by (1) isolating 
the individual reflection pulses and moving them intact, or 
(2) by applying a time varying contraction filter to the NMO 
corrected traces. Since the distortion factor a depends on 
quantities that vary with record time such a filter could be 
designed. The reduction of the high frequency content of the 
far trace wavelets is illustrated in a typical moveout corrected 
CDP gather (Figure 5.1). Stacking such NMO corrected data must 
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Fig. 5.1 Destruction of the frequency content of the far 
trace wavelets due to NMO correction of a CDP gather. 
0 OFFSET 24 
0.5 
1.0 
1.5 
0.5 
1.0 
1.5 
15-20 Hz 
20-25 Hz 
25-30 Hz 
Fig. 5.2 	Uncorrected CDP gather illustrating that 
amplitude variations are frequency as well as offset 
dependent. 
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Fig. 5.3 	Interference effects in frequency domain due to 
two reflectors having the same polarity and opposite polarity. 
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result in a wavelet vastly different to the zero-offset 
wavelet. The wavelet differences among members of the CDP 
gather also degrade high frequencies (Lamer et al., 1973). 
Errors in stacking velocities or inadequacies in the assumption 
of hyperbolic moveout will cause degradation of the higher 
frequencies (Lamer et al., 1973). 
III. INTERFERENCE 
Band-pass filtering of an uncorrected CDP gather 
(Figure 5.2) shows large amplitude variations within a pass-
band at differing offsets. Event S-T clearly demonstrates 
that these amplitude variations are frequency as well as 
offset dependent. 	Traces 6 and 7 in the passband 20 to 
25 hz have greatly reduced amplitudes; the fact that the 
traces are not dead is illustrated by their large amplitudes 
in the 25 to 30 hz passband. 	Many authors (Sheriff, 1973; 
Lindsey, 1973; Fitton & Dobrin, 1967) have reported constructive 
and destructive interference effects due to layered earth 
models. Anstey (1977) noted that two reflectors of any 
polarity combination generated a system of peaks and notches 
in the frequency spectrum. Reflectors with the same polarity 
peak at 0 hz while opposite polarities notch at 0 hz 
(Figure 5.3). 	The notches are of zero amplitude only if the 
two reflection coefficients are equal in magnitude. The 
position of the notch or peak is directly related to the two-
way time between the interfering interfaces and this would 
explain the amplitude variations depicted in Figure 5.2. 
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Anstey (1977) stated that the use of interference in the 
frequency domain is of little or no benefit in improving the 
resolution of thin beds, a not surprising result after one 
has destroyed the frequency content of the traced in NMO 
correction and then summed the amplitude and phase variations 
in stacking. 
IV. REFLECTIVITY AND THE THOMPSON-HASKELL METHOD 
Since the wavelengths involved in conventional seismic 
exploration are within the range '30-300 m it is necessary to 
consider the effect of the sequence of reflecting interfaces 
through which the pulse is travelling at any particular time 
instant (Figure 5.4) rather than the effect of the travelling 
pulse on a particular interface. 
For normal incidence the reflectivity can be expressed 
in terms of the density (p) and P wave velocity (V) of the 
media on opposite sides of the interface: 
reflection coefficient - amplitude Of reflected Wave  amplitude of incident wave 
P2V2 - PiVi 
P2V2 	P1V1 
As noted in Chapter 4 the reflection coefficient is dependent 
on incident angle, independent of frequency and involves no 
phase changes up to the critical angle. Sheriff (1977) stated 
that if the incident angle is small (up to 20 ° ), the departure 
from equation (2) is small. However the reflectivity of a 
small zone composed of many thin layers is dependent on the 
5.9 
layer parameters (P and S velocities, density and thickness), 
and on the frequency and angle of incidence of the incident 
plane wave (Appendix 3). In addition the reflectivity 
is complex, so both amplitude and phase changes occur for 
different input parameters. 
Figure 5.5 illustrates a typical synthetic seismogram in 
which the input Ricker pulse, with a spectrum peaked at 30 hz, 
and the subsurface which produced the seismogram, are simple. 
The synthetic seismogram differs from field data in that it is 
noiseless and all the pulses are identical. Such a gather 
would occur only for a subsurface model in which the layers 
are thick, so that no interference occurs. This can be 
compared to the NMO corrected field data shown in Figure 5.6. 
Events A to E show large variations in amplitude while events 
1 to 3 have unusual phase changes with increasing offset. 
Such changes can only be due to complex reflectivities in the 
zone of interest. Consequently the writer has made an analysis 
of the contribution of interference and complex reflectivities 
and their impact on seismic resolution and interpretation 
using the Thompson-Haskell method (Appendix 3). 
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Fig. 5.6 NMO corrected gather. Events A to E show amplitude 
variations while events 1 to 3 illustrate phase variations 
with offset. 
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V. DETERMINATION OF LAYER PARAMETERS FROM THE SPECTRA 
If two waves with similar amplitude and phase spectra 
interfere, the position of the spectral minima of the resultant 
wave is determined by the differences between the arrival time 
of these waves and their relative polarity. The time lag (T) 
of the wave reflected from the underside of the layer 
(Figure 5.7), relative to the wave reflection from its roof, 
depends on the thickness of the layer (h), the wave propagation 
velocity (v ), and the angle of incidence (i), and is given by: 
2h cos i  
v2 
The polarity of the waves is determined by the ratio of 
the velocities in the layer and the enclosing half-spaces. 
All possible distributions of velocities in the layers 
vi < v2 < v3, vi < v2 > v3, v l > v < v 3 and v l > v 2 > v 3 
can be reduced to two cases. 
For models in which the layer velocity is greater or less 
than the velocities in the enclosing half-spaces the frequency 
positions of the minimum amplitudes are given by 
F . (n) - nun 
n - 2  
and the distance between neighbouring minima is given by 
AFmin(n) = 
where n is the order of the minimum. 
For models in which the layer velocity, has an intermediate 
value 
F(n) ... (6) 
V3 
Fig. 5.7 	Raypath geometries for a thin layer. 
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and • (n) = — mln 
The phase shift between spectral components of the inter-
fering waves is determined by the time lag in the layer and 
the mutual polarity of the waves as determined by the 
velocities in the layer and within the enclosing strata. 
For antiphase components the spectral amplitudes are subtracted 
and in the case of equality of the components they cancel out. 
The phase shift between the two interfering waves is 
given by 
1 AF 
AP = 2Tr,fT h cos i  4fff V 
It should be noted that these calculations do not take 
into account intrabed multiples. 
VI. AMPLITUDE AND PHASE CHARACTERISTICS FOR VARIOUS THIN 
HOMOGENEOUS LAYER MODELS  
The models of a thin layer (20 m) and the layer parameters 
used are shown in Figure 5.8. The layer parameters are from 
data compiled by Gregory (1977, p.34). 	Paige (1973, p.202) 
studied the effect of travelpath and wave shaping which 
resulted from the interaction between reflections coming from 
individual lithologic interfaces (Figure 5.9) and.showed the 
reflection coefficient for normal incidence rays on a single 
layer to b e  
2 	2 2 - 2 I R I =- 	(el+e2) cos (wH/C )+(el-e2) sin (wH/C2) (9) (e3+e4) 2 cos 2 (wH/C2)+(e 3 -e 4 ) 2 sin 2 (wH/C2) ...  
(1 T Rmax )(1 T Rmin ) 
(1 	Rmax )(1 ± Rmin 
... (10) PIC1 _ a12 
P2 C2 
5.16 
where el = (PICI-P2C2)(-P2C2-P3C3) 
e 2 = ( pi C i+p 2 C2 ) (-P2 C 2+p3C 3 ) 
e3 = (-PICI - P2C2)(-A2C2-P3C3) 
e4 = ( - PICI+P2C2)(-P2C2 -1- A3C3) 
= circular frequency (radians) 
H = the layer thickness 
(P i ,C i , I = 1, 3) are densities and P wave velocities 
in each of the media. 
This equation excludes the effect of intrabed multiples. 
Rearranging equation (9), it can be shown that for layers 
with a velocity lower or higher than the velocities in the 
surrounding media that the combined boundary impedance ratios 
for the top and bottom surfaces of the layer and the adjacent 
half spaces is 
and 	a32 _ P3C3 
	(1 ± Rmin )(1 ± Rmax ) 	
... (11) 
(1 Rmin )(1 T Rmax ) 
where R . and R 	are the minimum and maximum reflection min 	max 
coefficients calculated from equation (9). The upper signs 
in the numerators and denominators of equations (10) and (11) 
apply for model 1 and the lower signs for model 4. For 
models 2 and 5, equation (10) gives the value of a32 and 
equation (11) gives a12; the upper signs for model 2 and the 
lower signs for model 5. 
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For layers with an intermediate velocity (models 7 and 8) 
formula (10) gives a 12 , and 
(1 T Rmin )(1 ± Rmax ) 
a 32 	= ... (12) 
(1 ± Rmin )(1 T Rmax ) 
The upper signs are used for model 7. For model 8, equation 
(10) gives a32, and equation (12) gives a12 using the lower 
signs. 
Amplitude and phase spectra determined by the writer 
using the Thompson-Haskell formalization for various angles 
of incidence (5-90 ° ) and frequencies (5-160 hz) in these 
models have been contoured (Figures 5.10 and 5.11). 	For 
convenience, and on the basis of the results, the eight models 
have been classified into four different groups. 
.1. LAYERS WITH A HIGH VELOCITY  
This group is represented by models 1 to 3 of Figure 
5.8. The amplitude and phase spectra for models 1 and 3 
(Figures 5.10 and 5.11) are similar indicating the small 
effect that the ratio of the layer velocity to the underlying 
velocity has. At small angles of incidence distinctive 
amplitude maxima and minima occur at an interval of 80 hz. 
This corresponds to a layer thickness of 20 m when equation 
(3) is used with a layer velocity of 3231 m/sec. 
The phase spectra decrease monotonically as the frequency 
increases and have discontinuities of 360 0 . At small angles 
of incidence, these discontinuities correspond to the minima 
of the amplitude spectra, while the zero phase areas coincide 
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with the amplitude maxima. Amplitude minima occur when 
hf/v = 0.5, 1.0 etc. while maxima occur when hf/v = 0.25, 
0.75 etc. For small incident angles the phase character-
istics are almost linear functions of frequency which leads 
to uniform retardation of the reflected waves with little 
phase distortion. 
The reflectivities for near-normal incidence have far 
larger amplitudes than would be predicted from equation (9). 
Impedance ratios calculated using equations (10) and (11) 
are also in error. Reflectivities calculated using the 
Thompson-Haskell method, which includes intrabed multiple 
energy, are almost twice as large as those for a direct 
wave calculated using equation (9) (Figure 5.12). The 
difference is due entirely to intrabed multiple energy 
(Figure 5.13). Because the layer velocity , is large, the 
lag time is small and the multiple events enhance the primary 
events. Consequently low transmission and large multiple 
energies occur for such zones. These features are character-
istic of the high amplitude carbonate events found on seismic 
sections. 
2. LAYERS WITH A LOW VELOCITY  
Models 4 to 6 represent layers with lower velocities than 
the surrounding half-spaces (Figure 5.8). The amplitude and 
phase spectra (Figures 5.10 and 5.11) are similar in style and 
are characterised by amplitude peaks and notches that vary 
little for the range of incident angles commonly used in CDP 
shooting. However rapid changes in amplitude occur for small 
changes in frequency. The amplitude spectra differ greatly 
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from those for the high velocity layer models (models 1, 2 
and 3), whose spectra have slowly varying amplitudes at high 
incident angles. 
The break in amplitudes at 450  for model 6 corresponds 
to the critical reflection at which reflection amplitudes 
rise rapidly and then fall slowly at increasing angles. The 
phase spectrum is a monotonically decreasing function of 
frequency and has discontinuities at a spacing of 55 hz, 
corresponding to a layer thickness of 20 m if a layer velocity 
of 2210 m/sec is assumed. For the normal range of incident 
angles model 6 illustrates a general linear dependence of 
phase with frequency, while model 4 shows large departures 
from linearity. 
A comparison of the reflectivity spectra for direct 
waves and composite waves for model 4 (Figure 5.12) shows the 
strong influence of intrabed multiples on amplitude reflectance. 
Amplitudes up to three times those of the direct waves and 
deep notches, coinciding with the predicted direct wave 
maxima, are characteristic. Transmitted energies are low 
and tend to be band limited. Such situations occur in ringing 
coal sections. The effect of intrabed multiples is most 
pronounced in model 4 due to the large impedance contrast at 
the upper boundary. 
Since layers with lower velocities have a greater time 
lag than equivalent layers with higher velocities, more 
pronounced interference effects will produce greater 
character changes in the amplitude and phase spectra. Thus 
reflected wavelets from low velocity layers will have greater 
variations in wavelet shapes than wavelets from high velocity 
layers. 
5.23 
3. LAYERS WITH INTERMEDIATE VELOCITY INCREASING WITH DEPTH  
Reflections for model 7 (Figure 5.8) clearly show 
the critical angle of 40 0  (Figure 5.10). The phase spectra 
(Figure 5.11) is similar to previous models and has discon-
tinuities every 66 hz, corresponding to a layer thickness of 
20 m if the layer velocity is 2652 m/sec. These discontin-
uities and the zero phase curve, coincide with amplitude 
maxima at small incident angles. Intrabed multiples 
(Figure 5.12) significantly alter the reflectivity spectrum. 
4. LAYERS WITH INTERMEDIATE VELOCITY DECREASING WITH DEPTH  
This case is represented by model 8 (Figure 5.8). Once 
again the frequency interval between the discontinuities in 
the phase spectrum (Figure 5.11) is characteristic of the 
thickness of the layer. The reflectivity spectrum has the 
same form as the reflectivity for the direct wave (Figure 5.12), 
however there is an approximately two-fold increase in 
reflectivity resulting from intrabed multiples. Minima occur ,  
when hf/v = 0.5, 1.0 etc. 
5. SUMMARY 
Large variations occur in the amplitude and phase of 
plane waves reflected from thinly-layered media for various 
frequencies and incident angles. The amplitudes are character-
ised by.a sequence of maxima and minima at regular frequency 
intervals at the low incident angles commonly used in 
conventional seismic recording. The maxima and minima are 
partly related to the parameters of the thin beds, but 
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intrabed multiples significantly alter the spectrum as well 
as increase the reflectivity (decrease the transmitted energy). 
The phase spectra are all approximately linear functions of 
frequency at low incident angles. Although the maxima and 
minima in the amplitude spectra are not definitive in defining 
bed paramaters, the frequency interval between phase discon-
tinuities is. 
Since the amplitude and phase spectra are dependent on 
the acoustic properties of the layers, it is necessary to 
study the effect of (i) the thickness of the layer and the 
range of frequencies excited and recorded, (ii) the ratios 
of the velocity in the layer to those in the overlying and 
underlying strata, (iii) the ratios of the densities in the 
layer and substratum, and (iv) the spectrum of the shot and 
the frequency characteristics of the instruments, before 
conclusions with regard to resolution and the determination of 
layer parameters can be drawn. 
VII. THICKNESS OF THE LAYER AND THE FREQUENCY RANGE  
The determination of layer parameters requires the 
frequency range of the spectrum of the reflected direct wave 
to encompass at least two peak or minimum values. The layer 
thickness for model 1 (Figure 5.8) has been varied from 5 m 
to 100 m, and frequency-thickness plots for the 
amplitude spectra of waves incident at 1, 10, 20 and 30 
degrees have been contoured (Figures 5.14). 	All 
curves-show a hyperbolic distribution of maxima and minima 
iLji k 	' 
0. . 
,,,, 
.-° \ , 0. 	
4...,,, 
, 	,..„..., \ 	---- v., • ,,,-- III I \ 1a6 	f- vf;)))
. •..4 a 	,,,,?) , c-\ 1.  .i 	i C)1 , 1 r j • •1 4's 	...!ir.)\ 
h 	
.o. 	fl• .: - 
:. 	U!, 	, s‘ 	'■..4)1. 
' '') '' 	-.T lco... 0.04-CIel!g• Q: 
i r Il ■ :i. 1% Q ( ' - \ 8 \\ 	C'c'4 ).3.1 
61io „..... 
q.1) 	0.4 
_ 
-- 	74 
5 	
THICKNESS Cm) 	
tOO 
INCIDENT  ANGLE IT 
160 
FR
EQ
U
E
N
CY
  (
he
r t
z)
  
12. 
5 
I M. 
212. 
40 
22. 
100 
THICKNESS 611) 
INCIDENT ANGLE ao. 
-
 
	
. 	
. 
0, 	
63'  
' 	
,■-
-
-
-%
 q 	
, 	
-
 , 
/
  
oft 	
01,  C; 	
G  
	
0 	
D  2 
	
G
  ' 	
I 
o. 	
o 
i).2 	
Cc7 	
. 	
• 	
•  
,
 o
 , 
'  
.
 	
. 	
. 	
. 
0.2  
.-t'o---)  
1  0. 	
 
•  ---
-- 	
e."'-0-J  
9.2 	
. 	
. 	
. 	
. 	
. 	
. 
_
_
_
_
 
40 
122. 
42. 
TA. 
1 19 . 16 
112. I/O 
40. 42 
I2. 22. 
6 
\. 
qP 07.-3 ) 
03)%,Po 	\\ Cr, 	0.0 
160 
FR
EQ
U
EN
C
Y
 (
he
rt
z)
  
42. 
22. 
5 
1 22, 
R  
F
R
E
Q
U
E
N
C
Y 
( h
e
rt
z)
  
THICKNESS 6n) 
INCIDENT ANGLE 200 
5 100 
fri.) 
Fig. 5.14 	Frequency-thickness amplitude reflectivity 
variations for various incident angles - model 1. 
5.26 
the hyperbolae become more closely spaced with increasing 
thickness and frequency. 	The effect of the incident angle 
and frequency on amplitude of the reflected signal can be 
seen by considering a bed thickness of 40 m when excited 
by a 60 hz plane wave. The reflectivity at low angles of 
incidence is approximately 0.49 but it decreases to 0.39 at 
10° incident angles and to 0.18 for waves impinging at 30 ° . 
Waves at 80 hz, however, have an almost consistent 
reflection amplitude (0.2, 0.2, 0.29 and 0.30 for incident 
angles 1, 10, 20 and 30 ° respectively), while a 40 h 
wave would be almost undetectable (relative to the 60 hz wave) 
as it has reflectivities of 0.22, 0.18, 0.07 and 0.10 for 
incident angles of 1, 10, 20 and 30 ° respectively. Near-
vertical-incidence broad-band seismic shooting for the 40 m 
thick layer produces dominant amplitude events when the 
incident waves have frequencies of 25, 65, 95 or 140 hz. For 
frequency bands centred around 35, 80 or 120 hz the signal 
strength would be comparatively small. 
The amplitude spectra illustrate that the signal strength 
for any particular frequency is very sensitive to bed thickness. 
An 80 hz normally incident wave for a bed thickness of 40 m 
has a reflectivity of 0.2, whereas a change in thickness of 
+5 m increases the signal strength by a factor of 2.5 (the 
reflectivity is 0.5). 
The phase spectrum for an incident angle of 10 
(Figure 5.15) shows hyperbolic discontinuities which coincide 
with amplitude lows. Rapid phase changes occur for high 
frequencies and large bed thicknesses. As the phase discon-
tinuities coincide with amplitude minima, the frequency 
interval between discontinuities along a constant thickness 
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line is directly related to the transit time within the 
layer. Rays normally incident on a 40 m thick bed would have•
a frequency interval of 40 hz. Substitution in equations (3) 
and (5) yields a thickness of 40 m for a bed velocity of 
3231 m/sec. For broad-band seismic shooting, in this case 
with a frequency range of 5 to 160 hz, four such frequency 
intervals are discernible. Such a bed could be resolvable 
even if the high frequency cutoff was 80 hz. Thus the 
resolution which is the minimum separation between reflectors 
needed to detect separate interfaces would be 20 m for this 
model and the frequency range used. From equations (3) and 
(5) it can be seen that smaller frequency intervals 
between discontinuities and hence increased bed thickness 
resolution would be obtained for a lower bed velocity. 
Gregory (1977, p.34) studied the properties of average Gulf 
Coast sands and noted that lower bed velocities would be 
obtained for sand sequences down to a depth of 2.5 km. With 
increased incident angle the frequency interval between 
discontinuities increases. This results from the cos i 
term in equation (3). 
Transforming the reflectivity function from the frequency 
domain to the time domain gives the plane wave impulse response 
of the layered medium (Fertig & Muller, 1978). The following 
properties relate to the inverse amplitude transform for a 
zero phase spectrum: 
(1) line or undulating amplitude spectra have repetitive 
waveforms; continuous spectra have transient waveforms, 
(2) the fine structure of a continuous amplitude spectrum 
defines the waveform at longer times, 
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(3) well rounded amplitude spectra have pulses that decay 
quickly to zero, and 
(4) short pulses have a large bandwidth - the pulse duration 
cannot be smaller than the reciprocal of the bandwidth. 
A phase spectrum which is a straight line passing through the 
phase axis at the origin or an integral multiple of 2w 
maintains the pulse shape given by zero phase, but imposes a 
uniform propagation delay proportional to the slope of the 
line. Any other phase spectrum changes the wave shape by 
altering the peak amplitude, making it unsymmetric and dis-
persing it to occupy a greater time. Figure ,5.16 
shows the time shifting of the individual frequency 
components due to a non-linear phase spectrum, thereby 
producing a somewhat distorted wavelet. The degree of dis-
tortion is directly related to the slope of the phase spectrum. 
Transforming the reflectivity function for a constant 
layer thickness yields the impulse response. Thus a 5 m 
thick bed which has a broad, almost flat spectrum with an 
amplitude of about 0.4 corresponds to a very large amplitude 
impulse while a 100 m bed with its regular spectral maxima and 
minima would yield a time trace showing the separation of the 
two primary reflecting waves. As a generalization for broad-
band seismic recording, the arrival amplitude of a thin bed 
sequence increases and the pulse shape becomes narrower as 
the bed thins. 
Three important conclusions can be drawn from the 
amplitude and phase spectra. Firstly, the reflectivities and 
amplitude differences between maximum and minimum hyperbolae 
decrease with increasing incident angle. Secondly, the ability 
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to detect slight variations in thickness for very thin 
sequences is small compared to the resolution for thicker 
sequences and this resolution increases with increasing 
frequency. Thirdly, for a particular bed thickness 
amplitude variations which must be expected for varying 
incident angles and frequencies provide vital bed parameter 
information. 
VIII. VELOCITY CONTRASTS AND THE FREQUENCY RANGE  
Vertical resolution is determined in part by the velocity 
contrasts between the layer and the surrounding strata. 
Figure 5.17 illustrates the range of compressional velocities 
for various rock types. The phase and amplitude spectra for 
frequencies in the range 5 hz to 160 hz with various velocity 
contrasts between the overlying stratum and a layer are 
plotted in Figure 5.18. The velocity ratios for model A and 
B are in the range 0.5 to 1.5 which corresponds to layer 
velocities between 1196 and 3590 m/sec. Model A corresponds 
to a velocity ratio between the overlying and underlying half-
spaces of 0.90, while for model B the ratio is 1.08. Incident 
angles of 10 are used throughout. The velocity ranges of 
the four.type models are also illustrated. 
The similarity of the amplitude spectra for both models 
indicates the small effect of the underlying half-space 
velocities on reflectivities. The spectra show distributions 
of maxima and minima that are almost linearly dependent on 
the layer velocity; the peaks become more closely spaced for 
low layer velocities and high frequencies. Deviations from 
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linearity occur for low velocity contrasts. Phase discon-
tinuities correspond to amplitude minima for type 1 models 
and maxima for type 2 models. The converse is true for the 
zero phase curve. Amplitude signal strengths are not very 
sensitive to bed velocity variations, except at high 
frequencies and low bed velocities. 
The plane wave impulse responses vary greatly with 
velocity ratio. High bed velocities result in relatively 
impulsive wavelets due to the broad rounded amplitude spectrum 
at low frequencies, whereas for low bed velocities the pulse 
is diminished in amplitude, of long duration and has a complex 
character. 
The effect of intrabed multiples is illustrated in 
Figure 5.19 which compares the reflectivity amplitudes with 
those for the direct waves where hf/v is taken to be 0.25 and 
0.50. Curves for hf/v equal to 0.25 show that intrabed 
multiples increase. the reflectivities for velocity ratios 
greater than 0.8, but destructively interfere for low contrasts, 
thereby decreasing reflectivities. 	Intrabed multiples 
produce four- to eight-fold increases in reflectivity when 
hf/v is 0.5. 
IX. DENSITY CONTRASTS AND THE FREQUENCY RANGE 
Densities for typical environments and rock types range 
from 1.4 t/m 3 for peaty coals up to 2.8 t/m 3 for old deeply 
buried sandstones (Figure 5.20). Although sedimentary rocks 
have a wide range of velocities, they have a small range of 
densities (Figure 5.21) and have a velocity-density relation- 
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ship that can be approximated by 
...  = 0.310 V0.25 	 (13) 
where V is in m/sec and p is in t/m 3 . 
Such a relationship limits the possible range of densities 
likely to be associated with a particular velocity distribution. 
Coal, rock salt and gas-filled sands are obvious deviations 
from this rule. 
When varying density contrasts are used the reflectivity 
amplitude and phase spectra of models 1, 4, 7 and 8 (Figure 5.8) 
are dominated by sub-horizontal trends except at very small 
bed densities (Figures 5.22 and 5.23) which are outside the 
range of normal rock densities and can thus be ignored. 
The phase spectra show only small phase deviations with 
varying density ratio. Frequency intervals between phase 
discontinuities for models 1, 4, 7 and 8 are 80, 55, 66 and 
66 hz respectively, and correspond to the layer transit times 
and hence bed parameters. For models 1 and 7 the discontinuities 
correspond to amplitude minima and the zero phase curve 
corresponds to amplitude maxima, while for models 4 and 8 
the amplitude maxima correspond to the phase discontinuities. 
The zero phase curve for model 7 corresponds to reflectivity 
highs, however, due to the effect of intrabed multiples there 
is an alternating correspondence for modea 4 which may be 
diagnostic of high amplitude multiples. 
At a particular frequency the amplitude spectra are 
relatively insensitive to density contrast changes, but the 
greatest variation occurs at frequencies corresponding to 
amplitude maxima. Greater resolution can be achieved by 
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noting the variation in the differences between maximum 
and minimum amplitudes with density contrast. 
Layer density variations influence the reflectivity of 
the zone and the contribution of intrabed multiples is shown 
in Figures 5.24 and 5.25 which illustrate the reflectivities 
for the total and direct waves when hf/v is equal to 0.25 
and 0.50. Large reflectivities occur when hf/v is equal to 
0.25 for models 1 and 7, but these are much reduced when 
hf/v is equal to 0.5. The converse is true for models 4 
and 8. The influence of intrabed multiples is obvious. 
In summary, density variations further enhance the 
amplitude variations from a thin layer but the positions of 
the peaks and notches are related only to the layer thickness 
and velocity. 
X. THICKNESS-VELOCITY RELATIONSHIP 
Since the amplitude spectra are closely related to the 
layer velocity and thickness it is necessary to study the 
inter-relationships of these two parameters. Figure 5.26 
illustrates the reflectivity variations for thicknesses 
ranging from 5 to 100 m and velocities from 1615 to 4847 m/sec 
at frequencies of 30, 50 and 80 hz using model 1 type 
parameters (Figure 5.8). 	These variations show that for a 
constant frequency, changes in velocity introduce greater 
amplitude and phase changes at large thicknesses than small 
thicknesses. Similarly, thickness variations produce the 
greatest changes in amplitude and phase at low velocities. 
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Hence resolution is greatest for thick beds with low velocity 
contrasts and high frequencies. 
XI. SHOT, INSTRUMENT AND PROCESSING . DISTORTIONS  
Reflectivity distortions may be introduced by the shot 
spectrum and by phase changes introduced by the recording 
instruments. Differences in the shot and geophone environment 
may also induce waveshape changes. Seismic processing such 
as deconvolution to remove near-surface reverberations and 
wavelet shaping to broaden the frequency spectrum further 
distort the wavelets. CDP stacking continues the degradation 
of the wavelet information. 
XII. SEISMIC NOISE 
Sheriff (1977) noted that data must be essentially noise-
free before proceeding with stratigraphic interpretation so 
that the variations in waveshape represent variations in the 
subsurface and not changes in noise. Noise problems vary due 
to different amplitude decay rates in different areas 
requiring charges varying from large quantities of explosives 
to a single cap (O'Doherty & Anstey, 1971). 
Conventional seismic processing generally includes time 
variant filtering of the broadband stacked trace (Figure 5.27). 
Some of the principal markers on the conventional section are 
insignificant on the broadband section, while others appear to 
be displaced in time. The filtering process partly removes 
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Fig. 5.27 	Comparison of conventional and broadband 
seismic data. 
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high frequency noise and enhances reflectors by choosing 
frequency bands that yield maximum trace-to-trace correlation. 
The occurrence of high frequency uncorrelated noise is .a 
natural result of the reflectivity of the geological sequence. 
High frequency signals are subject to rapid variations in 
amplitude due to changes in the angle of incidence so the 
wavelet character varies across a CDP gather. Such signals 
may depend on only minor changes in bed thickness or velocity, 
thereby making stacked trace-to-trace correlation difficult. 
Of greater consequence are the phase changes that occur 
at high frequencies. Consider the phase spectrum (Figure 5.28) 
for model 1 (Figure 5.8) at frequencies of 20 and 120 hz for 
incident angles less than 25 ° . Virtually no phase shift 
occurs for the 20 hz signal whereas a 50 ° phase shift results 
at the higher frequency. Figure 5.29 illustrates synthetic 
seismograms constructed with arrivals uniformly phase-shifted 
• by 0, 45, 90, 135 and 1800 . Thus phase-shifted arrivals at 
120 hz introduce systematic traveltime errors as the incident 
•angle varies due to the relative changes in the peak and 
trough positions of the gather arrival wavelets. There is a 
230° phase shift between the wavelets of both frequencies for 
near normal angles of incidence. This continuous variation 
of phase with frequency accounts for the principal markers on 
the conventional section being displaced in time on the broad-
band section. The time variant filter is in part an attempt 
to define frequency bands where the phase shifts are minimal, 
thereby allowing easier correlation by making the amplitudes 
more uniform. 
In regions composed of thin units or where the beds have 
high velocities relative to the surrounding strata, large 
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reflectivities are obtained for low frequencies, thereby 
reducing the transmitted energy. However at the gaps in the 
reflectivity spectrum the higher frequencies will be transmitted. 
For thick sequences or where beds have low velocity contrasts 
notching of the reflectivity increases thereby allowing a 
greater number of frequencies to be transmitted. Alternating 
sequences of thin beds having large velocity contrasts would 
transmit only small frequency ranges. Transmitted energy is 
therefore frequency dependent and determined by the path 
geometry. 
XIII. VELOCITY DISPERSION 
The form of an elastic wave travelling in an homogeneous 
isotropic ideally elastic medium does not change with distance 
travelled. In an inelastic medium amplitude distortions 
result from attenuation and phase distortion is produced by 
dispersion. O'Brien (1961) considered that the phase dis-
tortions are small, while Wuenscheb (1965) showed that body 
wave dispersion may be predicted from the attenuation 
coefficient and that there is an increase in phase velocity 
with frequency. Gupta (1966) stated that dispersion effects 
due to inhomogeneities may occur even if absorption were 
completely absent. 
The phase curves for the layered models discussed earlier 
show that the phase shifts are dependent on the layer 
parameters, frequency and angle of incidence of the wave. 
The time delay associated with a monochromatic wave passing 
through a medium is given by 
5.49 
T = [0(w) ± 2nn]/w 	.. (14) 
where n is an integer, o is the angular frequency and 	is 
the phase shift (Bath, 1974, p.239). The phase velocity 
between two points separated by a distance (JO is given in 
the general case by 
- 	 ... (15) 
wk 
v  P 	0(w) ± 2nff 
Rayleigh (1896, p.87) showed that for a plane wave 
normally incident on an homogeneous thin layer between two 
homogeneous half-spaces with identical properties 
-1 	wh tan 0 = 	-I- a ) tan ( u-) v 2 .. (16) 
where a = V1p1/V2p2; V1, pi, V2 and p 2 being the velocities 
and densities in the half-spaces and layered medium of thickness 
(h), respectively. The phase shift increases continuously 
as wh/V2 rises and fluctuates around the straight line 
0= wh/V2 	 ... (17) 
From equations (16) and (17) the relative phase velocity 
(V /V 2 ) is given by 
- 	wk/V2 P  
V2 	arctan[i(a + a-1 ) tan(wh/V2)] 
... (18) 
Thus phase velocity dispersion results from heterogeneity and 
is most marked when wh/V2 is small (wh/V2 < ff/2). For large 
values of wh/V2 the phase velocity (v ) is similar to the 
true layer velocity (V2). Dispersion is abnormal when wh/V2 is 
5.50 
small, especially for thin layers where the acoustic impedance 
contrasts are large. The phase velocity is the same as the 
layer velocity (V2) when wh/V 2 = n/4. Although this theory 
applies to direct waves it is apparent that dispersion in 
thin layers may be significant. 
XIV. VELOCITY DETERMINATION  
Multifold ground coverage using CDP techniques allows 
direct determination of the rms velocities associated with a 
reflector by performing hyperbolic searches for maximum 
correlation among appropriate gathered traces using the 
relation 
= 
	
j 2 	X 2 AT 	T + 	-T0 
 
0 v2 .. (19) 
where AT is the NMO associated with each trace for a 
particular input velocity (V). 
Taner & Koehler (1969) used normalised cross-correlation 
functions to measure the signal strength of the NMO corrected 
traces. Other coherence measurements include cross correlation, 
semblance, absolute sum and normalised sum (Figure 5.30). 
Such measurements are obtained by relating the times of 
either the amplitude peaks or valleys of the event on each 
trace. The variation of amplitude and phase with incident 
angle has been clearly demonstrated and must affect the 
accuracy of the velocity determination techniques which assume 
there are no phase changes. Previous discussion has shown that 
phase changes are virtually negligible at low frequencies. 
Wardell (1973) stated that time varying filtering before 
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Fig. 5.30 Coherence measurements used in NMO velocity 
determination. 
where Vrms 
app 11 + At/to 
V rms (24) 
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velocity determination is necessary to provide a good signal-
to-noise ratio. Such filtering invariably selects a low 
frequency band where the phase amplitude effects are minimal. 
Since phase shifts correspond to time delays it is necessary 
to ascertain the errors resulting from velocity determinations 
at different frequencies. 
Let tm , the measured time, be the sum of the true travel-
time (t) plus a delay (At), which can be positive or negative. 
On the assumption that the reflector is horizontal, t is given 
by: 
  
 
t
2 
= t2 
X 2 
0 2 rms 
 
.. (20) 
so that tm 2 = t + 
X 2 	X2  + 2At it0 2 + 2 V2 rms rms 
.1. At 2 ... (21) 
'For small spreads and deep reflectors t o >> X/Vrms • 
Expanding the square root and neglecting higher order terms 
At  tm = t 2 + X2 	
1 
2 + t V2 	+ 	+ 2t0AT + At 2 rms 	0 rmS 
(22) 
.. (23) 
Thus for positive delays the effect of At is to give an 
apparent velocity less than the true velocity. At the other 
extreme, when X/Vrms >> t 0, consider two points, one at X = 0 
and the other at large X and pass a hyperbola through them. 
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For X = 0, 
t 2 = m 	t 2 	2t0At + At 2 = A 	.. (25) o 
and for X.large; 
t 2 + x2 	+ At 	0 	
X2  
0 	v2 t2 + V2 	+ (At) 2 = 	+ BX 2 	.. (26) rms rms 
Letting B = 1/Vrms 	and solvingapp 
Vrm sapp 
 
V rms 
 
(27) 
   
 
+ (2VrmsAt)/X 
 
Once again positive delays result in apparent rms velocities 
less than true rms velocities. 
The delays may result from onset time buildup 
(Figure 5.31) or phase dispersion effects. As seismic 
velocities are a function of frequency it is generally assumed 
that the part of the pulse travelling through an absorptive 
medium with an almost constant velocity is the high amplitude 
part, so coherence measurements are measured relative to the 
peak or valley events on the trace. Figure 5.32 shows the 
delays in onset time produced by absorption while the 
distorting effect of interference due to single and multiple 
layers is shown in Figure 5.33. The synthetic seismogram in 
Figure 5.34 was constructed using a modified version of the 
Fortran program developed by Rudman & Blakely (1976) and shows 
the dominance of arrivals from high velocity contrast 
reflectors. Onset time corrections are related to the 
frequency band used for velocity determination and as the 
corrections are always positive velocities determined are 
always less than the true rms velocities. 
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Phase changes due to interference effects introduce time 
shifts into the wavelet for any frequency thereby altering 
the onset time. Traces obtained by multiplying Ricker 
wavelet frequency spectra with the reflectivity function and 
inverse transforming, using dominant frequencies of 30, 60 
and 80 hz and various angles of incidence (Figure 5.35), 
illustrate the difficulties of correlation due to trace-to-
trace amplitude and phase variations. Difficulties are 
especially pronounced at high frequencies due to rapid changes 
in the shape of the signal wavelet. 
XV. MULTILAYERED MEDIA  
The previous results may be extended to wave propagation 
in layered structures where the bed parameters vary discon-
tinuously from layer to layer. As well as direct and intrabed 
multiply reflected events, interbed-multiples occur 
(Figure 5.36). Due to the large number of possibilities the 
discussion will be restricted to two examples which are 
represented geologically by a braided stream and a shoref ace 
environment. Density, sonic and gamma-ray logs for both these 
environments are illustrated in Figures 5.37 and 5.38, while 
their corresponding models (Figure 5.39), which have an 
overall thickness of 15 m, have been derived from the log 
information. The phase spectra (Figure 5.40) for both models 
are similar for low incident angles and if the average velocity 
for each sequence is determined (3467 and 3409 m/sec for the 
braided stream and shoref ace sequences respectively), the 
frequency interval of approximately 110 hz yields a thickness 
for both of 15 m. 
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The lage differences in the amplitude spectra especially 
at high frequencies and small angles of incidence show how 
differences in wavelet shape occur for very thin sequences. 
Since the phase spectrum yields the velocity thickness 
relationship and there are large differences in amplitude 
character, discriminatory analysis techniques such as those 
used by Mathieu & Rice (1969) could be used to statistically 
predict lithology, especially if all CDP traces are used. 
XIV. DIRECT HYDROCARBON INDICATORS (Dill's) 
1. ONE LAYER MODELS  
Direct hydrocarbon detection methods have been extensively 
discussed and can be classed as one of the following types: 
(i) flat spot or the detection of the gas-liquid interface, 
(ii) anomalous amplitudes or reflection coefficients, 
(iii) anomalous low velocities, 
(iv) inversion of polarity, 
(v) shadows or loss of amplitudes below bright spots, or 
(vi) diffractions. 
Each method is used in conjunction with CDP stacked data with 
the exception of (iii) which is determined during the stacking 
procedure. All the methods rely on an acoustic contrast 
associated with the presence of hydrocarbons. Information 
presented by Gregory (1977) showed the greatest variation in 
acoustic properties occured if the hydrocarbon is gas. 
Reflectivities affect indicator methods (ii), (iii), (iv) and 
(v). 
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Reflectivities for three models consisting of brine, 
gas and oil saturated sands (Figure 5.41), having thicknesses 
of 5, 15 and 25 m and contained within a half-space composed 
of brine saturated shale, have been modelled for frequencies 
in the range 5 hz to 160 hz and angles of incidence of 5 to 
90° (Figures 5.42 and 5.43). All acoustic properties are 
taken from Gregory (1977) and represent typical values of 
average Gulf Coast sands (or sandstones) and shales at a 
depth of 3000 m. The phase and amplitude curves for the 
brine and oil saturated sands are similar. The gas 
saturated sands have distinctive amplitude spectra for 
thicknesses as small as 5 m. The phase spectra for a 25 m 
thickness are characterised by discontinuities at frequency 
intervals of 40 hz. The discontinuities and the zero phase 
curve correspond to the amplitude minima. The large 
reflectivities of the gas zone at certain frequencies accounts 
for the frequency selective loss of amplitudes below the 
hydrocarbon zone. 	Amplitude time traces 
obtained by Hilbert transforming the reflectivity function, 
which has been multiplied by the shaped source spectrum - in 
this case Ricker wavelets having dominant frequencies of 30 
and 60 hz and zero phase, are illustrated in Figure 5.44 for 
incident angles of 1 and 30 ° . The brine and oil saturated 
sand traces for the 25 m bed are similar, whereas phase 
changes have distorted the gas saturated bed sequence. The 
diminished amplitude of the gas saturated sequence, especially 
for the 60 hz dominant signal, is due to the existence of 
neighbouring frequency minima. A narrower spectrum would 
enhance the trace wavelet. In general trace amplitudes for 
the gas saturated beds are smaller than for the oil saturated 
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Fig. 5.41 	Acoustic properties of the brine, oil and 
gas models. 
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beds (Figure 5.45). Local anomalies in reflection amplitude 
can be due to interference effects so that although small 
acoustic impedances occur the amplitudes may be large, 
whereas the gas filled sand with a large impedance contrast 
produces smaller amplitudes. Thus gas filled zones encased 
in shale are not necessarily typified by large reflection 
amplitudes. Due to the greater reflection contrasts of the 
gas sands, they will always have a greater amplitude where 
maximum interference occurs. At other frequencies oil 
saturated sands may be dominant. The effect of phase 
changes can be- seen by the later arrival of the amplitude 
maximum with increasing thickness (Figure 5.45). 
Time traces obtained by modelling Ricker wavelets normally 
incident on a layer of gas or oil saturated sand are shown in 
Figure 5.46. Although the impedance contrasts at the 
boundaries of the gas saturated sand are -larger than for the 
oil saturated sand trace amplitudes are greater for the oil 
saturated sands. This results from constructive interference 
at small oil sand thicknesses because the high interval 
velocity produces small transit times. As the frequency and 
layer thickness increase a second pulse on the time trace, 
corresponding to an intra-bed multiple, becomes increasingly 
separated from the primary pulse. The time position of the 
large negative part of the primary pulse is constant for a 
constant layer thickness. The position is a function of the 
layer transit time and corresponds to the linear slope of the 
phase spectrum (e.g. Figure 5.47). 
Multiple energy is greater for the gas saturated sands 
and becomes particularly prominent at high frequencies and 
large bed thicknesses. This steady increase is reflected by 
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rapidly changing reflectivity amplitude and phase spectra 
(Figure 5.47). These spectra also indicate the variation of 
trace amplitude with frequency observed in the time traces 
of Figure 5.46. 
• 	 Time traces corresponding to different velocity contrasts 
between the gas saturated sand and the surrounding strata 
(Figure 5.48) show less interference of events and larger 
multiple energy for the low velocity contrasts. Once again 
this is a result of increased transit time within the sands. 
The amplitude characteristics of the time traces can readily 
be predicted from the amplitude and phase spectra for 
differing velocity contrasts (Figure 5.49). 
Tatham & Stoffa (1976) noted that P and S velocity 
ratios for zones of undersaturation or gas saturation produce 
observable anomalies as shear waves are less sensitive to 
fluid saturants than compressional waves. They suggest that 
an indirect source of shear waves could be generated in 
marine areas by mode conversion of P to S waves at sharp 
refracting boundaries such as the water bottom in regions of 
relatively high velocity sediments. Reflectivity plots for 
mode converted P-S waves due to brine, oil and gas saturated 
sands are shown in Figures 5.50 and 5.51. Plots for the same 
thickness are similar, with the maximum amplitudes occurring 
- for incident angles in the range of 35 to 60 0 and these corres-
pond to discontinuities in the phase spectra. Because the 
S wave velocity is lower than the P wave velocity, the 
frequency interval between the phase discontinuities is 
smaller than for PP reflections, thereby increasing the 
resolution of bed thickness-velocity determination. 
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Fig. 5.50 Amplitude reflectivities for mode-converted PS waves 
due to brine, oil and gas saturated sands of varying thicknesses. 
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2. MULT1LAYERED HYDROCARBON MODELS 
Four density and sonic logs representing varying gross 
oil columns (Figure 5.52) were represented by density and 
- velocity models consisting of 40 layers each 3 m thick 
(Figure 5.53). The reflectivity spectra (Figure 5.52) show 
large variations in amplitude as the frequency and incident 
angle change and exhibit amplitude maxima and minima similar 
to those described earlier in this chapter. To enable 
comparison with the logs only normal incidence amplitude and 
phase spectra (Figures 5.54a and b) will be considered. 
Reflectivities [R(w)] are complex functions and can be 
represented by the following two forms: 
(1) the sum of the real and complex parts 
R(w) = a(w) - ib(w) 	.. (28) 
'where w is the 'angular frequency 
(2) the product of the real and complex parts 
R(w) = 	IR(w)lei4)(w) 
	
(29) 
The amplitude [111(01] and phase [0(w)] spectra are then 
given by 
1 IR(01 [a2 (w) + b ( )1 2 
0(w) = 
 
tan_'[; ) ] + 2n ii  (w) 
n = 0, ±1, ±2, ... respectively. 
The principal value (I) of the phase spectrum is defined 
as tan' Ii] where I has a value in the range a() 	1 
...(30) 
-n 	I 	ff. ...(32) 
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The principal value is a function of angular frequency with 
discontinuities when 
I 	= 	n71- .(33) 
n= 	1, 	3, 	5... 
These discontinuities may be removed by unwrapping the 
principal value phase spectrum using the method outlined by 
Schafer (1969). This method was applied to the phase spectra 
for models 1 to 4 (Figure 5.54c). The almost linear trend 
approximates minimum phase conditions in which the frequency 
components are uniformly delayed according to the slope of 
the spectrum. An approximately zero phase situation may be 
produced by removing the linear trend (Figure 5.54d). The 
spectra were shaped by multiplying the reflectivity amplitude 
spectrum by the spectrum of a 30 hz Ricker pulse (Figure 5.54e). 
Spectral components taken from the shaped spectrum of 
model 1 at 5 hz intervals have been plotted for both the 
minimum phase and zero phase spectrum (Figure 5.55). By 
summing these components an approximate time trace was 
produced. The minimum phase time trace shows a distinct 
negative pulse at 73 msec and this corresponds to both the 
two-way traveltime of the model and the slope of the unwrapped 
phase curve. After removing the linear trend on the phase 
curve to produce a zero-phase spectrum the corresponding time 
trace is compressed. 
The logarithm of the power spectrum of a signal containing 
an echo should have a periodic component whose repetition rate 
is related to the echo delay (Bogert et al., 1963). Thus 
the power spectrum of the logarithm of the power spectrum, 
the cepstrum, should exhibit a peak at the echo delay time. 
§- 
o- 
CD 
FREQUENCY Hz 
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The complex cepstrum is obtained by taking the Fourier 
transform (magnitude and phase) of the amplitude and phase 
spectrum rather than the 'power spectrum and is used for signal 
recovery rather than the detection of echoes (Schafer, 1969). 
Cepstra and complex cepstra for the shaped spectra of models 1 
to 4 are shown in Figure 5.56. Times for prominent cepstral 
peaks are labelled. The cepstrum for model 3 has dominant 
peaks of 36, 28 and 16 msec (Figure 5.56) which corresponds 
to the 'time delay between the peaks and troughs on the 
impedance curve (Figure 5.53). The correlation between 
the complex cepstrum and the impedance curve for model 3 
(Figure 5.57) shows that cepstrum analysis may provide a 
direct indication of the impedance sequence and hence the 
thin layer properties. 
XVII. MIXED PHASE SPECTRA AND INTRABED MULTIPLES  
Consider a wave incident on an earth section composed 
two reflecting layers, with complex reflection coefficients 
given by 
R 1 (w) = 	1111(w)le-i" w) 
	 ...(34) 
and 
)(w) 
- 112(w) 	= 	IR 2 ( w ) l e-2  . ( 35) 
i.e. at reflection both amplitude and phase are altered. The 
reflection is equivalent to a filtering action on the signal, 
and- as such is expressed as convolution in the time domain 
and multiplication in frequency domain. In addition the 
reflected signal is delayed by time intervals Ti and T2. 
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Suppose f(t) is the initial input signal, then the 
following transforms from time (t) to frequency (w) domain 
are: 
Input signal 
...(36) f(t) 	F( w) 
Reflection coefficients 
ri(t) 	RI(w) 
r2(t) 4-4- R2(w) 
Time delayed signal 
f(t-T1) 4-4- F(w)e-1wT1 
f(t-f2) 	F(w)e-iWT2 
and reflected signal 
...(37) 
...(38) 
...(39) 
...(40) 
gi(t) 	= ri(t)*f(t-T1)4--*R1(w)•F(w)e -iwTi 
g2(t) = r2(t)*f(t - T2)+--112(w)•F.(w)e
-iWT2 	...(42) 
The signal recieved is the sum of the direct and the two 
reflected signals: 
+ 1R2(w)1e -i(wT2-42) ) F(w)[1+111.1( )Ie -1(WT141)1) 
Bath (1974, p.398) showed that the logarithmic power 
expression can be approximated by 
in 1F(01 2 + 2141(w)lcos(wTI+W 	21R2(01 cos(wT2+ ,$2) 
- 1/3.1001 2 cos2 (wT1+4) ) - 1R2(w)1 2 cos2(wT2+4)2) 
- 21111(011R2(w)1 cos((wT1+01) + (wT2 4- (1)2)) 
...(43) ' 
...(44) 
If R is independent of w and RI and R2 are positive for 
= (1)2 = 0 and negative for ch = (1)2 = Tr expression (44) 
reduces to 
in IF(w) 12  + 2R 1 coswTi + 2R2 cOswTz - RI 2 cos2wT1 
- R2 2 cos2wT2. - 2R 1 R2 COSW(TO- T2) 	 ...(45) 
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Thus the spectrum will have "ripples" with periods of 
27/T1, 2n/t2, 2n/2T1,.27/2t2, and 2n/(to-t2). The transit 
times Ti and T2 correspond to the delay times to the 
reflector, times 2ti and 2T2 to the first multiples to both , 
reflectors, while the time ti+t2 represents a composite 
multiple. 
Earlier it was shown (equation 14) that the time delay - 
associated with a monochromatic wave passing through a medium 
was related to the gradient of the phase spectra. The linear 
gradient associated with the phase spectra for the' 25 m brine-
saturated sand model depicted in Figure 5.43 corresponds - to 
the two-way traveltime through the sand layer. As the impedance 
contrasts between the sandstone layer and the under- and 
overlying shale half spaces are small, intrabed multiple 
energy can be expected to be minimal, however intrabed 
multiple energy will be significant for the 25 m gas-saturated 
sand model. This is reflected in the two distinct linear 
gradient trands in the phase spectra (Figure 5.43) for small 
incident angles. The steep gradients between 17 and 37 hz 
and 110 hz coincides with the traveltime for the first intrabed 
multiple while the linear trend elsewhere reflects the two-way 
traveltime in the gas-saturated sand layer. Thus the multiple 
energy is frequency selective and has a ripple frequency 
corresponding to the two-way time through the layer. Thus 
mixed phase spectra must result in layered sequences with 
large impedance contrasts. 
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XVIII. INVERSION METHOD FOR PRIMARY REFLECTIONS 
FROM THIN LAYERS 
Consider a medium consisting of n ideally elastic 
homogeneous and isotropic layers with plane parallel 
boundaries located between an upper half-space (0) and lower 
half-space (n+1) (Figure 5.4). The transition zone is 
placed at a depth h below the surface. The parameters of 
each layer are known: the velocity of the longitudinal 
velocity (Vpi), the density (P i ), the thickness (h i ), and 
the incident angle ,00. 
The impulse response for such-a model can be determined 
from the reflection coefficients and delay times. Trans-
mission losses will be ignored. The reflection coefficient 
between layer i and i+1 is given by 
r. Zi + -Zi ...(46) Z-1+ +Z- 
where Zi is the acoustic impedance, which for any layer is 
given by 
Z. 	= p iVpi 	 ...(47) 
There is no time delay associated with the first inter-
face as this is the time reference. Thus the impulse response 
from the first interface would be 
R 1 (t) 	= 	r 1 5(t-0) 	 ...(48) 
where 6(t-T) = 1 for t = T 
= 0 for t 	T ...(49) 
The time delay associated with layer i is the two -way 
traveltime (Ti) to the interface 
— 	• aR(w)  
Zi 
( 1  ) 	2z1+1 
1 - 1 12z r E ll
( 
 ' ) 2 D 
aR(W)  
DT. 
n-1 
X R(w) 
k=1 
...(56) 
...(57) 
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i-1 dk 
T • = 2'X   cos°k 	...(50) v  k=1 Pk 
and the impulse response is 
R(t) 	= 	ri 6(t 7 T i ) 	 ...(51) 
. while the total response would be the sum of the individual 
responses 
n-1 
R(t) = 	X R1 (t) 
i=1 
The frequency response of R(t), can be found by replacing 
iWT all (5(t-T) by e 	in equation (52), 
n-1 	n-1 
R(w) 	= 	X 	R( w) 	E.ir. 	...(53) i=1 i=1 
where 
E = e j WT. ...(54) 
and 
...(55) 
Partial derivatives of the impulse response with respect 
to the model parameters are required for nonlinear regression 
analysis. The partials can be computed from R(w) and are 
given by 
3R(w)  ah i 
aR 	2cosei ...(58) 
  
VPi 
 [-2di cosei 
VP. 1 
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DR 
Pi 	...(59) Dzi  
DR(w) = aR 
DVp i 	Dt i 
DR(w) - , 	DR V zi p. o 	1, ...(60) 
Nonlinear regression schemes can be used to iteratively 
solve the layer parameters using all the CDP gather traces 
given some initial strata model. 	This procedure will not be 
further described since the technique has not been tested 
on field data. 
XIX. MODE CONVERSION 
Solution of the Zoeppritz equations shows that mode 
conversion occurs only when the angle of incidence is non-
vertical and is more efficient as the incident wavefront 
becomes more oblique due to increased shearing stresses at 
the boundary. Thus the transmitted and reflected waves 
contain both P and S components. Tatham & Stoffa (1976) 
siggested that the mode converted arrivals would be observed 
• - on the ,far traces of multifold CDP data. Figure 5.58 shows 
the reflection and refraction of an incident plane compression 
wave at a boundary. For a geologic section in which the 
'velocity increases with depth the reflection angle of the mode 
converted P wave is smaller than that for the reflected P wave, 
Fig. 5.58 	Reflection and refraction of an incident plane 
compressional wave at a boundary. 
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thereby reducing the offset required for PS 	reflection 
detection. To ascertain the significance of the mode 
conversion process plots of the ratio of the PS amplitude to 
that of the PP (Figure 5.59) are contoured for models 1, 4, 
7 and 8 of. Figure 5.8. The plots show that mode conversion 
can be significant and that amplitude ratios greater than one 
can be obtained, although these tend to occur at incident 
angles greater than 30 0'. For high frequencies and small 
incident angles, large ratios are obtained for model 1. 
The amplitude ratios in part reflect the fact that the 
amplitude maxima and minima for the PP and PS cases do not 
coincide directly at any particular frequency. 
XX, TRANSMISSION IN THIN LAYERS 
Mode conversion has been shown to be significant, so 
that transmission determinations must take into account the 
reflectivity of the PS waves. By applying the principle of 
conservation of energy the transmissivity of thin layers 
(models 1, 4, 7 and 8 of Figure 5.8) has been determined 
(Figure 5.60). These transmissitivities represent both the 
transmitted P and S waves. The inclusion of the mode 
conversion component diminishes the influence of the maxima 
and minima that are present for'PP reflectivities. 
Significant points are: 
1. Little energy is transmitted for layers with large 
bed velocities at low frequencies for incident angles 
conventionally used in CDP techniques. However large 
transmissivities occur at high frequencies (model 1). 
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An increased bed thickness would allow, greater trans-
mission at low frequencies as would lower bed velocities. 
2. A closely spaced gapped transmitted energy spectrum occurs 
for low velocity layers and conventional incident angles 
(model 4). Little transmitted energy occurs for most 
frequencies at small incident angles. This accounts for 
the diminished amplitudes of events beneath reflections 
from coal or gas saturated sand sequences. 
3. Increasing and decreasing velocity profiles have gapped 
transmissitivities for conventional incident angles 
(models 7 and 8). The position of the maximum 'transmissi-
vity is determined by the bed thickness and velocity. 
XXI. PRINCIPLE OF RECIPROCITY 
The principle of reciprocity states that a source and 
receiver may be interchanged and the same waveform will be 
observed. On the basis of controlled field experiments 
Bulachandran (1974) noted that interchangeability of the 
source and receiver cannot be assumed when the near surface 
,layers are heterogeneous. Discussion of reflectivities and 
and transmissivities has illustrated that wave propagation 
is frequency-selective so that the principle of reciprocity 
cannot apply for transmission through heterogeneous thin 
layers. 
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CONCLUSIONS 
Phase, amplitude, arrival time and frequency are the 
'basic parameters of seismic energy. The use of CDP methods 
is detrimental to these essential parameters. 	Stacking' 
NMO corrected data results in a wavelet vastly different from 
that for the zero-offset wavelet. Studies of the reflectivity, 
transmissivity and mode conversion of thin layers illustrates 
that variations in wavelet shape are a function of the layering 
properties, incident angles and frequency of the incident 
plane wave. CDP stacking destroys this amplitude and phase 
information. Offset-dependent phase changes are most pro-
nounced at high frequencies, and introduce time shifts into 
the wavelet with increasing offset. 	Trace-to-trace 
correlations become difficult, so that stacking reduces 
signal quality, and time shifts result in errors in seismic 
velocity determination. A study of multilayered media shows 
that the layering properties can be related to the complex 
cepstrum. 
Mode conversion of P waves to S waves at a reflecting 
sequence can be shown to be a significant process at certain 
frequencies and large offsets. DHI studies show that for 
small thicknesses oil saturated sands may produce larger 
amplitude events than gas saturated sands. 
Chapter 6 
CONCLUSIONS 
6 . 1 
' CONCLUSIONS  
Raypath modelling of primary P waves over a suite of 
'simple non-horizontally layered two-dimensional models has 
shown that data processed using conventional CDP techniques 
may contain velocity conversion errors of up to 50 percent 
and timing errors of up to 120 msec. The resultant depth 
errors, which involve the interplay of both velocity and 
timing errors, may be so significant as to impede the 
detection of subtle hydrocarbon traps. It has been shown 
that conventional CDP techniques may fail because: 
1. The customary assumption that stacking velocities approx-
imate rms velocities is invalid in areas of non-horizontal 
structures; 
2. Rapid lateral changes in stacking velocities due t 
geological factors may confuse velocity information from 
horizons overlain by irregularities. Slight timing shifts 
and these lateral changes may cause diminishment of 
wavelets during CDP stacking and, in extreme cases, pulse 
splitting; 
3. Standard fitting of hyperbolic curves to produce NMO 
traces is not valid in geologically difficult areas; 
4. Stacking velocities may not be consistent for seismic 
lines shot over the same area using different field con-
figurations. 
5. Replacement static corrections are time variant and not 
surface consistent in irregular water-bottom environments. 
Provided the weatheredlayer velocity and profile are 
known' wavefront statics may be used to overcome this 
problem. • 
6.2 
6. Stacking velocities can vary greatly for the same spread 
length with different shot-first receiver offsets. 
7. Three-dimensional structures further increase conversion 
errors. 
Information about the, characteristics of a reflecting 
surface is contained within the reflected wavelet but may 
be lost as a result of wavelet modification introduced by 
CDP stacking or the amplitude and phase responses of the 
overlying geology. Variations in wavelet shape with incident 
angle, normally a function of offset, may cause diminution 
of the reflected wavelet when stacked. 
The shape of wavelets- reflected from thin layers is a 
,function of the layer properties, incident angle and frequency 
of the incident plane wave. Offset-dependent phase changes 
are most pronounced at high frequencies and the resultant 
time shifts produce errors in velocity determinations and 
difficulty in trace-to-trace correlation. Provided that this 
fundamental amplitude and phase information has not been 
distorted or destroyed by CDP stacking some of the layer 
properties may be determined from the reflected arrivals. 
For example, in the single layer models, arrivals from oil 
saturated sand layers were larger'than those from gas-
bearing sands only for thin layers, but intra-layer multiples 
were more pronounced for the gas-bearing sands at all layer 
thicknesses studied. An extension of the model study to 
multi-layer sequences showed that the reflectivity function 
of the sequence was closely approximated by the complex 
cepstrum of the reflected wavelet. Mode conversion of P waves 
to S waves in multi-layered sequences is more significant than 
6.3 
in single layers, and hence sufficient S arrivals may be 
received to allow increased resolution of the thin beds 
using PS and SS waves. 
The extension of the simple geological structures 
discussed in this thesis, to the complex real earth must 
further downgrade the accuracies and resolution of seismic 
reflection 'techniques. 
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A1.1 
I. INTRODUCTION 
Modelling systems for reflection profiling have been 
developed by numerous authors, but all systems have some 
limitations. Taner et al. (1970) produced a ray tracing 
system and traveltime calculations; Hilterman (1970) and 
Dunkin & Levin (1971) produced three-dimensional (3D) 
reflection profile modelling systems for one layer only - 
a constant velocity section down to a single reflector; 
Dobecki (1973) produced 3D models for arbitrary velocity 
distributions but limited to plane reflectors. Smith (1977) 
described a modelling system for normal incidence reflection 
for two-dimensional (2D) models. Shah (1973) gives an 
algorithm to trace rays through a 3D model consisting of 
plane or curved surfaces. 
II. REFLECTION PROFILE MODELLING SYSTEM 
This computer program was designed to trace rays through 
2D earth models and to compute traveltimes and NMO velocities 
for primary events and is described below. 
A1.2 
1. 'PROGRAM INPUT  
Input is in three stages: 
a. Model description  
The geological model is represented by L laterally 
inhomogeneous but vertically homogeneous layers separated by 
L+1 continuous curves which are mathematically represented as 
cubic spline functions. These layers are defined by inputting 
sufficient coordinates of points on the surface to 
define the curve. Interval velocities are specified at each 
of these digitised points and lateral interval velocities 
between these points are defined by linear interpolation. 
b. Shooting parameters  
The line geometry (first and last shot point and shot 
point interval) together with CDP gather information (gather 
locations, shot-first receiver distance, geophone spacing 
and the fold of the synthetic data) are input. All shot and 
receiver locations are assumed to be at the uppermost 
horizontal surface of the model. 
c. Control parameters  
The control parameters specify the type of output 
options, plotting parameters as well as specifying the 
reflector to be used for ray tracing. 
2. GENERATING THE MODEL  
The program then constructs a model according to the 
input specifications and a number of checks are performed to 
detect possible errors. Cubic spline functions, using the 
method of Greville (1967, p.156), are determined for the set 
Al .3 
of data points for each surface and the second derivative 
coefficients are stored. A cross section of the model is 
then plotted. 
3. ZERO-OFFSET RAY TRACING 
This involves the use of the normal incidence technique 
in which one-way raypaths emanate at right angles from the 
reflecting surface at depth, propagating upward to the surface 
of the earth. The point of contact at depth is iteratively 
adjusted so that the raypath is within a specified tolerance 
of the shot-geophone location. In homogeneous layers, 
straight line ray tracing, similar to that of Smith (1977), 
is used within the layer but where lateral velocity changes 
are significant, curved raypaths are traced using tile method 
of Will (1976). Arrival times, amplitudes and the point of 
contact at depth for each shot point are listed. Zero-offset 
raypaths are plotted. 
Since it is possible for the rays reaching a given gather 
location to have varying subsurface CRP's it is imperative 
to sort the data according to gather location, and also 
according to subsurface CRP. 
4. NON-ZERO-OFFSET RAY TRACING 
This uses. the point of contact of a zero-offset raypath 
as the initial condition and iteratively adjusts the reflection 
angle and the point of contact to produce 	non-zero-offset 
raypaths.Which arrive within a specified tolerance of the 
designated shot and receiver locations. Raypath plots for 
A1.4 
each gather location are produced as well as listings o 
arrival times. 
5. DETERMINATION OF STACKING VELOCITIES AND ZERO-OFFSET TIMES  
The stacking velocity is taken to equal the square root 
of the reciprocal of the slope of a least squares straight line 
through points on the T 2 -X 2 graph derived from the gather 
information. The zero-offset time (Td is taken to be the 
square root of the intercept at X 2 =0. These values are 
compared to the true vertical velocity and true vertical time 
at the gather location. 
6. LIMITATIONS OF THE MODELLING SYSTEM 
The following limitations apply to the modelling system: 
(1) only two-dimensional geological situations can be modelled, 
(2) the reflecting surfaces must be represented by smooth 
curves and be continuous across the model. No surface 
can be represented by more than one depth value at any 
location, 
(3) the layer velocity must be vertically invariant but can 
vary laterally, 
(4) the change of pulse shape due to absorption or to phase 
changes at the interfaces is not taken into account, 
(5) the source and geophone are taken to be on the surface, and 
(6) shear waves are not traced. However energy losses due to 
mode conversion at the interfaces are included. 
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I. INTRODUCTION  
Ray tracing for constant velocity layers is treated as a variational 
problem of Fermat's principle and is solved using the Newton Raphson 
iteration procedure. The method is an extension to Chandler's (1977) 
treatment except that curved rather than plane interfaces are used. 
II. TWO-DIMENSIONAL RAY TRACING 
1. STATEMENT OF THE PROBLEM  
Let (x0,z0) and (xn+1,zn+1)  be the coordinates for,the source and 
receiver respectively (Figure A2.1). The geological model is represented 
by (n) constant velocity layers with continuous curved boundaries which 
are mathematically represented by third-order polynomials of the form 
Z = A - x + D- 	for i = 	...(1) i X 3 + 2 + Ci 
with(A-1,B-,C-an 	1dp-, i. 1,...n) known for each interface: The constant 1  
velocity vi for 1=1, ...,n+1 between surfaces i-1 and i is known. VI is 
the constant velocity between the source and the first layer while v il+1 
is the velocity between the last layer and the detector. Seismic ray paths 
are to be traced through these layers and may include critical refraction 
or multiple reflections along the path (Figure A2.1). The source and 
detector can be both at the surface or both buried at the same or unequal 
elevation with respect to the datum. Let Po to 13114.1 (Figure A2.1) be the 
consecutive vertices of the intersections of the polygonal seismic rays 
with the curved interfaces, with Po representing the source and P 	the 
detector. Let (x.,z.), i = 0,...,n+1 he the coordinates of these vertices 
respectively. The problem is to trace the ray by determining the 
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Fig. A2.1 Two Dimensional Geological Model with Curved Surfaces. 
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coordinates (x. ' z ' .) i=1 	n of the vertices P 1  to Pn such that 1 1  
Fermat's principle is satisfied along the ray path. 
2. SOLUTION  
The traveltime t along the ray P 0 -P 1 is given by the sum 
n+1 
= 	[(x. - x. 	)2 + (z 	i Z . - 	. 	) 21 11 	-1 1 	1-1 1 _ i , j i=1 
• Also the coordinates of vertices P 1 to Pn must satisfy the equations of 
the respective interfaces in which they lie. Therefore 
3'  Z = A.x. 	+ B.x. 2  + C.x. + D. 	n 1 1' 1 1 	1 J 	1 i 	-(3) 
Sincezitozn canbeexpressedintermsofx.,for i=1,...,n the traveltime t 1 
is a function of the x coordinates of the vertices PI to P. Fermat's 
principle, that the traveltime be stationary for small variations in ray 
paths, will be satisfied if the following n equations hold simultaneously 
3t 	[(x.-x 	1. ) + (z:- 1z. 11 1 )(3A-x. 2 +2B-x.+C.)] 1 1- 1 -  
[(X . 	1-X. 1 )2 
	
1 + (Z.-Z.11 ) 2 0 V. 1 1 - - 	1 
(x- 	-x.) + (z. 	-z.)(3A.x. 2 +2B.x.+C.) 
1+1 1+1 1 1 1 1  
(z 1+1 -z i ) 2 1 1/2 vi+1 
0 	i = 1,,..,n 
These equations can be solved using the Newton-Raphson iteration procedure 
for nonlinear equations. ' We first define 
f1 (x) 	= 3t/Dx j 	for i=1,...,n 	...(S) 
X = [xl,x2 	xn ]
t 	.,.(6) 
and 
f• (X) 	= 13 
afi(X) 
axj 
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Next define the matrix 0(X) as 
0(X) 	= [fii (X)] 	for i=1,...,n and j=1,...,n 	...(8) 
Thus det[0(X)] is the Jacobian of the system evaluated for the vector 
X = xi,x2,...., 	Now define the vector F(X) as 
F(X) 	= [f1(x),f2(x), 	fn(x)l t 	... (9) 
With these definitions in mind, and with the starting vector 
[ 10 ,X20, . Xno I let 
k+1 	= Xk + (S k 	 ...(10) 
where 6 k is the solution vector for the set of simultaneous linear , 
equations 
0 ( Xn )6k = -F(Xk) 	 ...(11) 
Let A = [0(Xk )-F(Xk )] = 0 be the augmented matrix. 
If the components of 0(X) are continuous in a neighbourhood of a 
point such that F(a) = 0, if det 0(a) / O'and if io is "near" a then 
limk÷00)(k = a. 
The Newton-Raphson method may be summarized as follows:- 
(1) Choose a starting vector Xk = X 0 = fx10,x20, 	xn0] where X0 is 
hopefully near a solution a. [x10,x20, 	are the initial guesses 
for the horizontal coordinates of the vertices PI to P. 
(2) Solve the system of linear equations 
0(Xk)(Sk = -F(Xk) 
where 
Oi i (Xk ) af  (Xk ) 
j =1,...,n 
and 
 
)t 
at at at
, 
axi' ax 2 	axn F(Xk) = 
 
for i=2,...,n 
for i=1 
for i=1,...,n 
for 
for i=n 
for i=2,...,n 
for i=1 
for i=1,.. .,n 
for i=1,...,n1 
for i=n 
..(19) 
...(20) 
...(21) 
...(22) 
...(23) 
•..(24) 
...(25) 
...(26) 
...(27) 
...(28) 
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and the increment vector 
	
k = [6 ik' 6 2k' 	nk ] 
(3) Update the approximation to the root for the next iteration 
Xk+1 = Xk  + 6 
(4)Check for Possible convergence to a root a. Test to see if 
16 ik l < E2 	 ...(17) • • 
If (17) is true for all i then X 10.1 is taken to be the root. If expression 
(17) is failed for any i, then the process is repeated starting with 
Step 2. The iterative process is continued until expression (17) is 
passed for some k or when k exceeds some specified upper limit. 
It is necessary to set up the augmented matrix of partial derivatives 
required for the solution of the non-linear equations as derived from 
Fermat's principle. This matrix is simplified by noting 
3f. O ii (Xk ) - 	(X k) = 0 	for Dx j i,j=1,...,n 
The nonzero components of the augmented matrix are readily determined 
by using the following procedure for i=1,...,n. 
XDIS1(i) = xi - xi _ i 
XDIS2(i) = 
ZIM1(i) = Ai _ l x1_ 1 +B i _ l xi_ 1 +Ci _ l xi_ 1 +Di _ l 
= Zo 
3 	2 Zi(i) 	= A.x.+B.x.+C.x.+ 111111i 
ZIP1(i) = A. 	x? +B. x? +C. 	x. 	+D. 1+1 1+1 1+1 1+1 1+1 1+1 1+1 
=z  
DZIM1(i) = 3A. x? +2B, x. 	+C. 1-1 1-1 	1-1 1-1 1-1 
= 0 
DZI(i) = 3A.x?+2B.x.+C. ]. 	3. 	3. 
DZIP1(1) = 3Ai+I x 2i 4.1 +2B i+I xi+1 +Ci4.1 
=0 
DDZI(i) = 6Ai xi +2Bi 	 for i=2,..., -1 	...(29) 
= 0 	 for i=1 or i=n 
W(i) = SQRT[XDIS1(i) 2+(ZI(i)7ZIM1(i)) 2 ] 	 ...(31) 
X(i) 7 1 + DZI(i) 2+(ZI(i)-ZIM1(i))*DDZI(i) ...(32) 
Y1(i) = XDIS1(i) + (ZI(i)-ZIM1(i))*DZIM1(i) ...(33), 
Y2(i) = XDIS1(i) + (ZI(i)-ZIM1(i))*DZI(i) 	 ...(34) 
E12(i) = 1 + DZIM1(i)*DZI(i) 	 ...(35) 
WW(i) = SQRT[XDIS2(i) 2 +(ZIP1(i)-ZI(i)) 	 ...(36) 
XX(i). = 	- DZI(i)2+(ZI(i)-ZIP1(i))*DDZI(i)] 	 ••.(37) 
Y'2(i) = XDIS2(i)+ (ZIP1(i)-ZI.(i))*DZI(i) ...(38) 
YY3(i) = XDIS2(i)+(ZIP1(i)-ZI(i))*QZIP1(i). ' 	 ...(39) 
E23(i) = 1 + DZI(i)*DZIP1(i) 	 ...(40) 
Then 
0(i,i-1) 
= [-W(i)*E12(i) + (Y2(i)-Y1(i))/W(i)]  
W(i)*W(i)*v(i) 
[W(i)*X(i)-(Y2(i)*Y2(i))/lqi)]  00,0 - 	W(i)*W(i)+v(i) 
WW(i)*XX(i) + (YY2(i)*YY2(i))/WW(i)  
WW(i)*WW(Wv(i+1) ...(42) 
and 
0 ( i,i+i) -  WW(i)*E23(i)-TYY3(i)*YY2(i))/WW(i)  WI(i) WW(Wv(i+ 1 ) 
... (43) 
_  -Y2(i)  F(xi) 	W(j)*(1) 
YY2(i)  
WW(Wv(i+1) ...(44) 
In the programs that follow, the elements of the augmented matrix 
A = [0(Xk) - F(Xk)] 	 ...(45) 
are evaluated by the subroutine CALCN3. The system of linear equations (11) 
is solved by calling the function SIMUL which utilizes the Gauss-Jordan 
method. 
ScS 
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The main program reads data values for itmaX, iprint, n; 6, 6 2 and 
Xi, x2, 	xn . Here, itmax is the maximum number of Newton-Raphson. 
iterations, .iprint is a variable that controls printing of the intermediate 
output, n is the number of nonlinear solutions, E is the minimum pivot 
magnitude allowed in the Gauss-Jordan reduction algorithm, 62 is a small 
positive number used to test condition •7), and xl, -x2, ... x n ,are the 
initial estimates x 10 , x 20 , ... x110 ,. that is the elements of X0 	The 
coefficients representing the mathematical surfaces and interval 
velocities are also given. Flow diagrams for the main program and the 
function routine SIMUL are shown in Figures A2.2 and A2.3. 
III., THREE-DIMENSIONAL RAY TRACING  
. STATEMENT OF THE PROBLEM 
Let (xo,y0,z0) and (x 1.0.1 ,yn+1 ,zn+1 ) be the coordinates for the 
source and receiver respectively (Figure A2.4). The geological model is 
represented by n constant velocity layers with continuous curved boundaries 
which are mathematically represented by polynomials of the form 
zi .=A • + B-x. + C.y. + D1x. 2 + E.y.2 + F.x.y. , ...(46) 
with (Ai,B i ,C i ,Di,Ei and Fi , i=1,...,n) known for each interface. The constant 
,velocity v i for i=1, 	n+1 between surfaces i-1 and i is known. 
Once again let Po to Pri+L (Figure A2.4) be the consecutive vertices of the 
intersections of the rays with the curved interfaces, with Po representing 
the source and Pn+ , the detector. If (xi,yi,zi) i=0,...,n+1 are the 
coordinates of these vertices then the problem is to determine the vertices 
of PI to Pn'. 
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Fig. A2.4 Three dimensional geological model. 
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SOLUTION 
The method of solution is similar to the two-dimensional case. The 
traveltime t along the ray 13 0 -Pn." is given by the sum 
n+1 ( 
t = 	/ 4. (z —z11:  - i=1 
...(47) 
The problem reduces to solving the following 2n equations simultaneously. 
3t 	[(xi-x_1) + (z i -zi_ 1 )(Bi+2Dixi+Fiyi)] 
3x-   1 	[(x1-xi_1) 2 + (yi-y 	2) +(zi-z) 2 ] 1/2 vi 
+ (z i+1 -z 1 )(Bi+2Dixi+F1y1)] 
[(xi+1 -x)2+ (yi+1 -y12+(zi+i-z)2]2 
= 	0 	i=1,...,n 	 ...(48) 
and 
at 	[(y i -y i _d 	. (z i -z i _ 1 )(Ci +2Eiyi+F i xill 
. Dyi 	[(x--x- 	+ (V. -v. 	'1 2 + (z--z- 	)21 1-1 v . 1-1 , 1-1/ 	1 
[(Yi+I -Yi ) 	(z4+1-zi) (Ci+2Eiyi+Fiyi)] 
...(49) 
[(x1+1-xi) 2+ 	( yii.1 _ y02+( z1+1 - z1 )211 ./ vi+1 
•The non-zero components of the augmented matrix are readily 
determined using the following procedure for i=1 to n. 
XDIS1(i) 	= xi 	- ...(50), 
YDIS1(i) 	= yi - yi_ l ...(51) 
XDIS2(i) 	= 	- xi ...(52) 
•YDIS2(i) 	= 	- 	yi • ...(53) 
ZIM1(i) 	= 
for ...(54) 
= zo 	 for i=1 ...(55) 
2 	2 ZI(i) 	= Ai+Bixi +Ci yi +Dixi+Eiyi+Fixiyi 	for 1=1,.. .,n ...(56) 
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2 ZIP1(i) = 	 +Fi+I xi+I yi+1 
for j=1,...,n-1 
= for i=n 
DXZIM1(i) = B i _ 1 +2Di _ i xi _ l +Fi _ i yi _i 	for i=2,...,n 
=0 	 for 1=1 
DYZIM1(i) for i=2,...,n 	...(61) 
= 0 for 1=1 ...(62) 
DXZI(i) = B 1 +2D1xi +F i y1 	 ...(63) 
DYZI(i) = C 1 +2E 1 yi +F 1 x1 ...(64) 
DXZIP1(i) = Bi +1 42Dxi+1 +Fi +I yi+1 	for i=1,. ..,n-1 	...(6S) 
= 0 	 for i=n 	...(66) 
WXY(i) = SQRT[XDIS1(1) 2 +YDIS1(1) 2 +(ZI(i)-ZIM1(1)) 2 1 ...(67) 
RX(i) = 1 + DXZI(i) 2 +2D1(ZI(i)-ZIM1(1)) 	 ...(68) 
RY(i) = 1 + DYZI(1) 2 +2E1(ZI(i)-ZIM1(1)) .. • (69) 
SX1(i) = XDIS1(i)+(ZI(i)-ZIM1(0) DXZIM1(i) 	 ...(70) 
SY1(i) = YDIS1(1)+(ZI(i)+ZIM1(0) DYZIM1(i) ...(71) 
SX2(i) = XDIS1(1)+(ZI(i)-ZIM1(0) 	DXZI(i) 	 ...(72) 
SY2(i) = YDIS1(i)+(ZI(i)-ZIM1(0) DYZI(i) ...(73) 
EX12(i) = 1 + DXZM1(1)*DXZI(i) ...(74) 
EY12(i) = 1 + DYZM1(1)*DYZI(i) 	 ...( 75 ) 
WWXY(i) = SCIRT[XDIS2(1) 2 +YDIS2(1) 2 +(ZIP1(1)-ZI(i)) 2 ] 	..(76) 
RXX(i) = --41-DXZI(1) 2 + 2Di(ZI(i)-ZIP1(1))] 	 ...(77) 
RYY(i) = 	- [1-DYZI(i) 2 + 2E 1 (ZI(i)-ZIP1(i))] ...(78) 
SXX2(i) = XDIS2(1)+(ZIP1(1)-ZI(i))DXZI(i) 	 ...(79) 
SYY2(i) = YDIS2(1)+‘ (ZIP1(1)-ZI(i))DYZI(1) ...(80) 
SXX3(i) = XDIS2(i)+(ZIP1(9-ZI(i))DXZIP1(i) 	 ...(81) 
SYY3(i) ='YDIS2(1)+(Z'IP1(1)-ZI(i))DYZIP1(i) --(82) , 
• EX23(i) = 1 + DXZI(i)*DXZIP1(i) 	 ...(83) 
EY23(i) = 1 + DYZI(i)*DXZIP1(i) ...(84) 
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. 	 [-WXY(i)*EX12(i)+(SX2(i)*SX1(i)1/WXY(i)]  A(i,171)= WXY(i)2vi 
_ [WXY-(i)RX(i) - SX2(i)SX2(i)/WXY(i)]  A(',i) WXY(Wvi 
[WWXY(i)RXI(i) 	SXX2(i)8XX2(i)/WWXY(i)]  
WWXY(0 2 v 1i. 1 
A(i,i+1) - [-WWXY(i)EX23(i) - SXX3(i)SXX2(i)/WWXY(i)1  WWXY(i) 2 v1+1 
A(n+1,n+i-1) = [-WXY(i)EY12(i) + SY2(i)SY1(i)/WXY(i)]  WXY(i)WXY(i) v i 
A(n+i,n+i) _ [WXY(i)RY(i) - SY2(i)SY2(i)/WXY(i)]  WXY(i)WXY(i) vi 
[ WWXYWRYY(i) - SYY2(0 2 /WWXY(i)]  
WWXY(1) 2 v1+1 
A(n+i,n+i+1) - [-WWXY(i)EY23(1) + SYY3(i)SYY2(i)/WWXY(1)]  WWXY(i) 2 vi+1 
• ( 86) 
...(87) 
▪ .(88) 
...(89) 
..(90) 
A(i,2n+1 
-SX2(i) 	SXX2(i)  
WXY(i)*vi 	WWXY(i)v1 +1 
-SY2(i) 	SYY2  A(n+i,2n+1) = WXY(i)v. 	WWXY(i)v1+1 
...(92) 
In the program the augmented matrix of partial derivatives required 
for the solution of the nonlinear equations which describe the three-
dimensional ray paths is set up in the subroutine CAL3D. This can be 
substituted for the subroutine CALCN3 in the two-dimensional example. 
Computer listings of the essential elements of the program are 
given in the microfilm listing at the rear of the thesis. 
A.2.14 
IV. CONCLUSIONS  
A method is described for tracing reflection, refraction and 
.multiple rays from specified source and detector locations through 
layers of arbitrary shape and orientation. A solution is presented which 
is amenable to rapid calculation using digital computers. The ray 
tracing is treated as a variation problem and stems from Fermat's 
principle. The solution can be checked by determining whether triplet 
of consecutive vertices P i - 1 , Pi ,  and P1+1 lie in a plane perpendicular 
to the interface containing Pi as well as determining whether Snells 
Law is satisfied at each vertex where the ray is refracted and whether 
'the angles of incidence and reflection are identical at each vertex where 
reflection occurs. 
Appendix 3 
THOMPSON-HASKELL-METHOD  
page 
I. INTRODUCTION 	 A3.1 
II. THOMPSON-HASKELL METHOD 	 • A3.1 
A3.1 
I. INTRODUCTION 
The reflectivity of transitional zones with arbitrary 
depth-dependent distributions of elastic moduli and density 
for plane waves at arbitrary angles of incidence has been 
described by Thompson (1950) who laid down the theoretical 
groundwork later extended by Haskell (1953). Knopoff (1964, 
Harkrider (1964, 1970), Dunkin (1965) and Watson (1970) used 
the method to study the surface wave dispersion in a multi-
layered elastic half-space, while Schwab & Knopoff (1972) 
and Fuchs (1968) have calculated the reflections of plane 
body waves in a layered medium.- Fuchs (1970) later studied 
the reflection of spherical waves from a transitional zone. 
II. 	THOMPSON-HASKELL METHOD 
Consider a medium consisting of n-1 ideally elastic 
homogeneous and isotropic layers with plane parallel boundaries 
located between an upper half-space (0) and lower half-space 
(n) (Figure A3.1). The transition zone is placed at a depth 
h below the surface. The parameters of each layer are known: 
the velocity of the longitudinal (V n .) and transverse (Vs.) 
1- 1 	1 
waves, the density (p i ) and the thickness (hi). A'potential 
vector is defined for each of the n-1 different media 
(D i 	= i = 1, n-1 	.,(1) 
(Dunkin, 1965) 
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where * i , * i and T i , T i are the P and SV wave potentials, 
respectively, corresponding to waves travelling in the 
positive (downwards) and negative (upwards) z direction. 
The application of boundary conditions (Dunkin, 1965) 
yields a relation between the potential vectors of the 
lower and upper half-space: 
n = M(D o 
where M is the Haskell matrix. It is the product of the 
matrix of the lower half-space Tn , the n-1 matrices G i , and 
the matrix of the upper half-space To. 
M = T 	Gn-1 	.G1TO 	 — (3) 
Fuchs (1968) and Harkrider (1970) listed the elements of 
these matrices. The Haskell matrix contains exponential 
terms which become very large at high frequencies (Watson, 
1970). Thus equation (2) cannot be solved directly due to 
the intrinsic loss of precision. Knopoff (1964), Dunkin 
(1965) and Thrower (1965) have offered alternative methods 
which avoid this difficulty. 
By defining a new 6 x 6 delta matrix of the 4 x 4 
Haskell matrix, which is obtained by computing all possible 
2 x 2 sub-determinants of the 4 x 4 matrix, the offending 
terms are eliminated analytically. The elements in the delta 
matrix are given in Fuchs (1968). Watson (1970) noted that 
due to symmetry the 6 x 6 delta matrix can be reduced to a 
5 x 5 delta matrix. Fuchs (1968) has calculated the reflection 
coefficients from equation (2) in terms of the elements 
Mij of the, delta matrix M 
A3.4 
Rpp 
Rp8= -M12/M11 
Dunkin (1965) proved that the delta matrix of a product 
matrix is equal to the product of the delta matrices of the 
individual factor matrices. Therefore the M.. can be computed 
1J 
by multiplication of the delta matrices T n , G 1 and 10 of 
Tn , G i and To [see equation (3)]. 
The matrix formalization has been programmed to yield 
the PP and PS reflection coefficients. Theory shows that the 
reflection coefficients are dependent on the layer parameters 
(P and S velocities, density and thickness), on the frequency 
and angle of incidence of the incident plane wave. The 
coefficients are complex so that both amplitude and phase 
changes occur for different input parameters. 
