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Abstract—In this work, we study coded placement in caching
systems where the users have unequal cache sizes and demon-
strate its performance advantage. In particular, we propose a
caching scheme with coded placement for three-user systems that
outperforms the best caching scheme with uncoded placement.
In our proposed scheme, users cache both uncoded and coded
pieces of the files, and the coded pieces at the users with
large memories are decoded using the unicast/multicast signals
intended to serve users with smaller memories. Furthermore,
we extend the proposed scheme to larger systems and show the
reduction in delivery load with coded placement compared to
uncoded placement.
I. INTRODUCTION
Coded caching [1] alleviates network congestion during
peak-traffic hours, known as the delivery phase, by placing
some of the data in the cache memories at the network
edge during off-peak hours, known as the placement phase.
Reference [1] has shown that the joint design of the two phases
leads to significant reduction in the delivery load, which is
achieved by designing the cache contents in the placement
phase in a manner that allows serving the users using multicast
transmissions in the delivery phase. In turn, there exists a
fundamental trade-off between the delivery load on the server
and the cache sizes in the network, which has been studied
in several setups [1]–[10]. Recently, references [2]–[5] have
studied the effect of heterogeneity in cache sizes at the
users on the delivery load memory trade-off. In particular,
we have shown that placement and delivery schemes jointly
optimized with respect to given cache sizes provide significant
improvement over schemes tailored to uniform cache sizes.
Additionally, cache sizes at the end users may be optimized
for further gain [6], [7]. All of these consider placement of
partial files in the caches, i.e., uncoded placement.
As eluded to above coded caching schemes are often cate-
gorized according to whether in the placement phase coding
over the files is utilized or not. In caching with uncoded
placement, the server places uncoded pieces of each file in
the cache memories of the users [1], [3]–[5]. Alternatively, in
systems with coded placement, the server places coded pieces
of the files in the users’ caches which are decoded using the
transmissions in the delivery phase [9], [10]. While uncoded
placement is sufficient for some systems, clearly, coding over
files in general has the potential to perform better.
Fig. 1: Caching system with heterogeneous cache sizes.
For systems with equal cache sizes, references [9], [10] have
shown that coded placement is beneficial in the small memory
regime when the number of files is less than or equal the
number of users. Recent reference [11] has shown that coded
placement is essential in achieving the optimal delivery load
in a two-user system when the cache sizes of the two users
differ.
In this work, we show that coded placement in systems
where the users are equipped with heterogeneous cache sizes,
outperforms uncoded placement. We show that coded place-
ment not only increases the local caching gain at the users, but
also increases the multicast gain in the system. In particular,
we propose a caching scheme with coded placement for three-
user systems that illustrates the reduction in the worst-case
delivery load compared to the best caching scheme with
uncoded placement in [5]. In our proposed scheme, users cache
both uncoded and coded pieces of the files, and users with
large memories decode the cached coded pieces using the
transmissions intended to serve users with smaller memories.
We observe that the gain from coded placement increases as
the difference between the cache sizes increases, and decreases
with the number of files. We extend the proposed scheme
to systems with more than three end-users and show the
reduction in delivery load with coded placement. This work
thus establishes the first result showing a clear benefit of coded
placement in a heterogeneous caching systems with three or
more users.
Notation: Vectors are represented by boldface letters, ⊕
refers to the binary XOR operation, |W | denotes cardinality
of W , A \ B denotes the set of elements in A and not in B,
[K] , {1, . . . ,K}, and φ denotes the empty set.
II. SYSTEM MODEL
We consider a caching system where a single server is
connected to K users via a shared error-free multicast link
[1], as shown in Fig. 1. The server has access to a library
{W1, . . . ,WN} of N independent files, each with size F
symbols over the field F2r . We consider a heterogeneous
system, where user k is equipped with a cache memory of
size MkF symbols. Without loss of generality, we assume
that M1 ≤ M2 ≤ · · · ≤ MK . Additionally, we define
mk =Mk/N to denote the memory size of user k normalized
by the library size NF , i.e., mk ∈ [0, 1] for Mk ∈ [0, N ].
The system operates over two phases: placement phase and
delivery phase. In the placement phase, the server populates
the users’ cache memories without the knowledge of users’
demands that will be made in the delivery phase. The cached
content by user k is denoted by Zk, i.e., |Zk| ≤MkF . In the
delivery phase, user k requests a fileWdk from the server. The
users’ demands are uniform and independent as in [1]. To serve
the users’ demands, the server transmits a sequence of uni-
cast/multicast signals, XT ,d. At the end of the delivery phase,
user k must be able to decode Wˆdk reliably. Formally, for a
given normalized cache size vector m , [m1, . . . ,mK ], the
worst-case delivery load R(m) ,
∑
T |XT ,d|/F is said to be
achievable if for every ǫ > 0 and large enough F , there exists
a caching scheme such that maxd,k∈[K] Pr(Wˆdk 6=Wdk) ≤ ǫ.
Our achievability scheme utilizes maximum distance separable
(MDS) codes which are defined as follows.
Definition 1. [12] An (n, k) maximum distance separable
(MDS) code is an erasure code that allows recovering k initial
information symbols from any k out of the n coded symbols.
In a systematic (n, k)-MDS code the first k symbols in the
output codeword is the information symbols. That is, we have
[i1, . . . , ik]Gk×n = [i1, . . . , ik][Ik×k Pk×n−k]
= [i1, . . . , ik, ck+1, . . . , cn], (1)
where Gk×n is the code generator matrix and Ik×k is an
identity matrix. 
For a systematic (2N − j,N) MDS-code, we define
σj([i1, . . . , iN ]) , [i1, . . . , iN ]PN×N−j (2)
to denote the N − j parity symbols in the output codeword.
Note that σj([i1, . . . , iN ]) represents N− j independent equa-
tions in the information symbols [i1, . . . , iN ]. For example,
σ1([i1, . . . , iN ]) = [i1 ⊕ i2, i2 ⊕ i3, . . . , iN−1 ⊕ iN ].
III. RESULTS
In this section, we present our results showing the reduction
in the delivery load when coded placement is utilized. In
Theorem 1, we characterize an achievable delivery load for
three-user systems, that is lower than the minimum worst-case
delivery load under uncoded placement, given by
R∗uncoded(m) = max
{
3−3m1−2m2−m3,
5
3
−
3m1−2m2−m3
3
, 2− 2m1−m2, 1−m1
}
, (3)
which has been characterized in [5].
Theorem 1. For a three-user system with N ≥ 4 and m1 ≤
m2 ≤ m3, the worst-case delivery load
Rcoded(m, N) =max
{
3−3m1−2m2−m3−
3(m2−m1)
N − 1
−
2(m3−m2)
N − 2
,
5
3
−
3m1−2m2−m3
3
−
m2−m1
3(N − 1)
,
2− 2m1−m2−
m2−m1
N−1
, 1−m1
}
, (4)
is achievable with coded placement. 
Proof. The reduction in the delivery load in (4) compared to
(3) is achieved by placing coded pieces of the files at users 2
and 3, which are decoded in the delivery phase. For example,
in order to achieve Rcoded(m, N) = R
∗
uncoded(m)−
m2−m1
3(N−1) ,
part of the multicast signal to users {1, 2} is utilized in
decoding the cached pieces at user 3. The proposed caching
scheme is presented in Section IV.
Next theorem characterizes the gain achieved by coded
placement in the small memory regime, where the unicast
signals intended for users {1, . . . , k} are utilized in decoding
the cache content at users {k + 1, ..,K}.
Theorem 2. For a K-user system with N ≥ K + 1, m1 ≤
m2 ≤ · · · ≤ mK , and
K∑
i=1
mi +
K∑
i=2
(i− 1)(K − i+ 1)(mi −mi−1)
N − i+ 1
≤ 1,
the worst-case delivery load
Rcoded(m, N,K) = R
∗
uncoded(m)
−
K∑
i=2
(i−1)(K−i+1)(K−i+2)(mi−mi−1)
2(N − i+ 1)
, (5)
is achievable with coded placement, where
R∗uncoded(m) = K−
K∑
i=1
(K − i+ 1)mi, (6)
is the minimum worst-case delivery load with uncoded place-
ment for
∑K
i=1mi ≤ 1 [4], [5]. 
Proof. The caching scheme is detailed in Section V.
Remark 1. For given K and m, lim
N→∞
Rcoded(m, N,K) =
R∗uncoded(m,K). That is, the gain due to coded placement
decreases with N and is negligible for N >> K . 
IV. PROOF OF THEOREM 1
In this section, we present our caching schemes for there-
user systems. The achievable delivery load in Theorem 1
consists of the following regions
• Region I: If
∑3
i=1mi+
2(m2−m1)
N−1 +
2(m3−m2)
N−2 ≤ 1, then
Rcoded = 3−3m1−2m2−m3−
3(m2−m1)
N−1 −
2(m3−m2)
N−2 .
• Region II: If
∑3
i=1mi +
2(m2−m1)
N−1 +
2(m3−m2)
N−2 > 1,
Nm3 ≤ (N + 3)m2 + 3(N − 2)m1 − (N − 1), and
Nm3 ≤ 2(N − 1)− (2N − 3)m2, then Rcoded = 5/3−
m1 − 2m2/3−m3/3− (m2−m1)/(3(N − 1)).
• Region III: If
∑3
i=1mi +
2(m2−m1)
N−1 +
2(m3−m2)
N−2 > 1,
Nm3 > (N + 3)m2 + 3(N − 2)m1 − (N − 1), and
Nm2 + (N − 2)m1 ≤ N − 1, then Rcoded = 2− 2m1 −
m2 − (m2−m1)/(N − 1).
• Region IV: If Nm2+(N − 2)m1 > N − 1, and Nm3 >
2(N − 1)− (2N − 3)m2, then Rcoded = 1−m1.
Region I is a special case of Theorem 2 which will be
explained in Section V. Next, we consider regions II to IV.
A. Region II
1) Placement Phase: Each file Wn is split into subfiles
Wn,1, Wn,{2}, Wn,{3}, Wn,{1,2},
{
W
(1)
n,{1,3},W
(2)
n,{1,3}
}
, and{
W
(1)
n,{2,3},W
(2)
n,{2,3},W
(3)
n,{2,3},W
(4)
n,{2,3}
}
, such that
|Wn,{1}| =
(2
3
−m1 −
N(m3−m2)
3(N−1)
)
F, (7)
|Wn,{2}| = |Wn,{3}| = |Wn,{1}| − (m2 −m1)F, (8)
|W
(3)
n,{2,3}| = |W
(4)
n,{2,3}| = (m2 −m1)F, (9)
|Wn,{1,2}| = |W
(1)
n,{1,3}| = |W
(1)
n,{2,3}|
=
(
m1 − 1/3−
N(m3−m2)
3(N−1)
)
F, (10)
|W
(2)
n,{1,3}| = |W
(2)
n,{2,3}| =
N(m3−m2)
(N−1)
F, (11)
where all subfiles are cached uncoded except forW
(2)
n,{2,3}, ∀n
are encoded before being placed at user 3. More specifically,
the cache contents are given as
Z1=
N⋃
n=1
(
Wn,{1}
⋃
Wn,{1,2}
⋃
W
(1)
n,{1,3}
⋃
W
(2)
n,{1,3}
)
, (12)
Z2=
N⋃
n=1
(
Wn,{2}
⋃
Wn,{1,2}
⋃( 4⋃
i=1
W
(i)
n,{2,3}
))
, (13)
Z3=
N⋃
n=1
(
Wn,{3}
⋃( 2⋃
i=1
W
(i)
n,{1,3}
)⋃( 4⋃
i=1,i6=2
W
(i)
n,{2,3}
))
⋃
σ1
(
[W
(2)
1,{2,3}, . . . ,W
(2)
N,{2,3}]
)
, . (14)
2) Delivery Phase: The server sends the following multi-
cast signals
X ′{1,2},d =Wd2,{1} ⊕
(
Wd1,{2}
⋃
W
(3)
d1,{2,3}
)
, (15)
X{1,3},d =Wd3,{1} ⊕
(
Wd1,{3}
⋃
W
(4)
d1,{2,3}
)
, (16)
X{2,3},d =Wd3,{2} ⊕Wd2,{3}, (17)
X{1,2,3},d =Wd3,{1,2} ⊕W
(1)
d2,{1,3}
⊕W
(1)
d1,{2,3}
, (18)
X ′′{1,2},d =W
(2)
d2,{1,3}
⊕W
(2)
d1,{2,3}
. (19)
3) Achievability: The proposed placement scheme is valid
since the cache sizes constraints are satisfied. In the delivery
phase, the users retrieve the requested pieces from the multi-
cast signals using the cached subfiles. Additionally, using the
multicast signal X ′′{1,2},d and the cached pieceW
(2)
d2,{1,3}
, user
3 decodes W
(2)
d1,{2,3}
, which is used in retrieving W
(2)
d3,{2,3}
from σ1
(
[W
(2)
1,{2,3}, . . . ,W
(2)
N,{2,3}]
)
.
B. Region III
1) Placement Phase: Each file Wn is split into Wn,1,
{W
(1)
n,{2},W
(2)
n,{2}}, {W
(1)
n,{3},W
(2)
n,{3},W
(3)
n,{3}}, Wn,{1,3}, and{
W
(1)
n,{2,3},W
(2)
n,{2,3}
}
, such that
|Wn,{1}|+|Wn,{1,3}| = |W
(1)
n,{2}|+|W
(1)
n,{2,3}| = m1F, (20)
|Wn,{1,3}| = |W
(1)
n,{2,3}| = m1F − |W
(1)
n,{3}|, (21)
|W
(2)
n,{2}| = |W
(2)
n,{3}| =
N(m2 −m1)
N − 1
F − |W
(2)
n,{2,3}|. (22)
In particular, we have the following three cases.
• For m3 ≤
N−2
N
+ m2
N−1−
(2N−3)(N−2)m1
(N−1)(N)
|W
(2)
n,{2,3}|=
( 3∑
i=1
mi+
2(m2−m1)
N − 1
+
2(m3−m2)
N − 2
−1
)
F, (23)
|W
(3)
n,{3}| =
N(m3 −m2)
N − 2
F, |W
(1)
n,{3}| = m1F. (24)
• For m2
N−1−
(2N−3)(N−2)m1
(N−1)(N) < m3−
N−2
N
≤ m2
N−1−
m1
(N−1)(N)
|W
(2)
n,{2,3}|=
N(m2−m1)
N − 1
F, (25)
|W
(3)
n,{3}|=
(
1−2m1−
N(m2−m1)
N − 1
)
F−|W
(1)
n,{3}|, (26)
|W
(1)
n,{3}| =
( N−2
2N−3
)(
1−
(N−3)m1
(N − 2)
−
N(m2−m1)
N − 1
−
N(m3−m2)
N − 2
)
F. (27)
• For m3>
N−2
N
+ m2
N−1−
m1
(N−1)(N)
|W
(3)
n,{3}|=
(
1−2m1−
N(m2−m1)
N − 1
)
F, (28)
|W
(1)
n,{3}|=0, |W
(2)
n,{2,3}|=
N(m2−m1)
N − 1
F, (29)
The cache contents are defined as
Z1=
N⋃
n=1
(
Wn,{1}
⋃
Wn,{1,3}
)
, (30)
Z2=
N⋃
n=1
(
W
(1)
n,{2}
⋃
W
(1)
n,{2,3}
)⋃
σ1
(
[W
(2)
1,{2}, . . . ,W
(2)
N,{2}]
)
⋃
σ1
(
[W
(2)
1,{2,3}, . . . ,W
(2)
N,{2,3}]
)
, (31)
Z3=
N⋃
n=1
(
W
(1)
n,{3}
⋃
W
(1)
n,{2,3}
)⋃
σ1
(
[W
(2)
1,{3}, . . . ,W
(2)
N,{3}]
)
⋃
σ1
(
[W
(2)
1,{2,3}, . . . ,W
(2)
N,{2,3}]
)⋃
σ1
(
[W1,{1,3}, . . .
,WN,{1,3}]
)⋃
σ2
(
[W
(3)
1,{3}, . . . ,W
(3)
N,{3}]
)
. (32)
2) Delivery Phase:: The server sends the following multi-
cast signals
X{1,2},d=
(
Wd2,{1}
⋃
Wd2,{1,3}
)
⊕
(
W
(1)
d1,{2}
⋃
W
(1)
d1,{2,3}
)
, (33)
X{2,3},d=
(
W
(1)
d3,{2}
⋃
W
(2)
d3,{2}
)
⊕
(
W
(1)
d2,{3}
⋃
W
(2)
d2,{3}
)
, (34)
X{1,3},d= Wd3,{1} ⊕W
(1)
d1,{3}
. (35)
The following unicast signals complete the requested files and
help users {2, 3} in decoding their cache contents.
X{1},d = W
(2)
d1,{2}
⋃
W
(2)
d1,{2,3}
⋃
W
(2)
d1,{3}
⋃
W
(3)
d1,{3}
, (36)
X{2},d = W
(3)
d2,{3}
. (37)
3) Achievability: User 2 decodes its cache using
W
(2)
d1,{2}
,W
(2)
d1,{2,3}
from X{1},d. Similarly, user 3 decodes
its cache using W
(2)
d1,{2,3}
,W
(2)
d1,{3}
,W
(3)
d1,{3}
from X{1},d and
W
(3)
d2,{3}
from X{2},d.
C. Region IV
Next, we consider the case where m1 + m2 ≤ 1, since
uncoded placement is optimal for m1 +m2 > 1 [5].
1) Placement Phase: Each file Wn is split into Wn,{1,2},
Wn,{1,3}, and
{
W
(1)
n,{2,3},W
(2)
n,{2,3},W
(3)
n,{2,3}
}
, such that
|Wn,{1,2}| = m1F − |Wn,{1,3}|, (38)
|Wn,{1,2}| = |W
(2)
n,{2,3}|, |Wn,{1,3}| = |W
(1)
n,{2,3}|, (39)
|W
(3)
n,{2,3}| = (1− 2m1)F. (40)
In particular, we have
|Wn,{1,2}|=
{(
Nm2+(N−2)m1
N−1 −1
)
F, ifm3≤
(N−1)+m1
N
,
0, otherwise.
(41)
The cache contents are defined as
Z1=
N⋃
n=1
(
Wn,{1,2}
⋃
Wn,{1,3}
)
, (42)
Z2=
N⋃
n=1
(
W
(1)
n,{2,3}
⋃
W
(2)
n,{2,3}
)⋃
σ1
(
[W1,{1,2}, . . . ,
WN,{1,2}]
)⋃
σ1
(
[W
(3)
1,{2,3}, . . . ,W
(3)
N,{2,3}]
)
, (43)
Z3=
N⋃
n=1
(
W
(1)
n,{2,3}
⋃
W
(2)
n,{2,3}
)⋃
σ1
(
[W1,{1,3}, . . . ,
WN,{1,3}]
)⋃
σ1
(
[W
(3)
1,{2,3}, . . . ,W
(3)
N,{2,3}]
)
. (44)
2) Delivery Phase: The server sends the following signals
X{1,2},d =Wd2,{1,3} ⊕W
(1)
d1,{2,3}
, (45)
X{1,3},d =Wd3,{1,2} ⊕W
(2)
d1,{2,3}
, (46)
X{1},d =W
(3)
d1,{2,3}
. (47)
3) Achievability: User 2 retrieves Wd2,{1,2} from its cache
using Wd3,{1,2} which is extracted from X{1,3},d. Similarly,
user 3 retrieves Wd3,{1,3} by utilizing X{1,2},d.
V. PROOF OF THEOREM 2
In this section, we explain the caching schemes that achieves
the delivery load in Theorem 2.
A. Placement Phase
FileWn is divided intoK(K+1)/2+1 subfiles,Wn,φ,W
(1)
n,1 ,{
W
(1)
n,2 ,W
(2)
n,2
}
, . . . ,
{
W
(1)
n,K , . . . ,W
(K)
n,K
}
, such that
|W
(1)
n,k| = m1F, ∀n, (48)
|W
(i)
n,k| =
N(mi−mi−1)
(N−i+1)
F, i = 2, . . . , k, ∀n, (49)
|Wn,φ|=
(
1−
K∑
i=1
mi−
K∑
i=2
(i−1)(K−i+1)(mi−mi−1)
N − i+ 1
)
F,
(50)
whereWn,φ is available only at the server. User k caches sub-
files W
(1)
1,k , . . . ,W
(1)
N,k uncoded and the MDS encoded pieces
σi−1
(
[W
(i)
1,k, . . . ,W
(i)
N,k]
)
for i = 2, . . . , k. In turn, the cache
contents of user k is defined as
Zk =
( N⋃
n=1
W
(1)
n,k
)⋃( k⋃
i=2
σi−1
(
[W
(i)
1,k, . . . ,W
(i)
N,k]
))
, (51)
B. Delivery Phase
The server sends the following unicast signals
X{K},d =WdK ,φ, (52)
X{k},d =
K⋃
i=k+1
K⋃
j=i
W
(i)
dk,j
, ∀k ∈ [K−1], (53)
where the unicast signalsX{1},d, . . . , X{k},d are used by users
{k+1, . . . ,K} in decoding their cache contents.
Next, the server sends the pairwise multicast signals
X{k,j},d =
( k⋃
i=1
W
(i)
dj ,k
)
⊕
( k⋃
i=1
W
(i)
dk,j
)
, (54)
for k = 1, . . . ,K and j = k + 1, . . . ,K . In turn, the delivery
load is given as
Rcoded =
K∑
k=1
|X{k},d|/F +
K∑
k=1
K∑
j=k+1
|X{k,j},d|/F, (55)
= K−
K∑
i=1
(K − i+ 1)mi
−
K∑
i=2
(i−1)(K−i+1)(K−i+2)(mi−mi−1)
2(N − i+ 1)
. (56)
C. Achievability
First, the cache size constraints are satisfied, since
|Zk| = Nm1F +
k∑
i=2
(N−i+1)|W
(i)
n,k|, (57)
=M1F +
k∑
i=2
(Mi −Mi−1)F = MkF. (58)
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Fig. 2: Comparing the achievable delivery load assuming
coded placement with the minimum delivery load under un-
coded placement, for K = 3, N = 4, and mk = αmk+1.
In the delivery phase, user k reconstructs the requested file
Wdk by going through the following steps.
• Subfile W
(1)
dk,k
is uncoded and in turn can be directly
retrieved from the cache memory.
• Subfiles W
(i)
d1,k
, . . . ,W
(i)
di−1,k
are extracted from the uni-
cast signals X{1},d, . . . , X{k−1},d.
• Subfile W
(i)
dk,k
is retrieved from the encoded pieces
σi−1
(
[W
(i)
1,k, . . . ,W
(i)
N,k]
)
using W
(i)
d1,k
, . . . ,W
(i)
di−1,k
.
• Subfiles W
(k+1)
dk,j
, . . . ,W
(j)
dk,j
where j ∈ {k + 1, . . . ,K}
and Wdk,φ are retrieved from the unicast signal X{k},d.
• Subfiles W
(1)
dk,j
, . . . ,W
(k)
dk,j
are retrieved from the multi-
cast signals X{k,j},d, j ∈ [K] \ {k}.
VI. NUMERICAL RESULTS
In Fig. 2, we compare the worst-case delivery load achieved
by exploiting coded placement with the minimum worst-case
delivery load assuming uncoded placement in a three-user
system where N = 4 and mk = α mk+1. Fig. 2 shows
that the gain achieved by coded placement increases with the
heterogeneity in cache sizes. We also observe that the gain is
higher when the total memory is small.
The delivery load achieved by utilizing coded placement in
Theorem 2 is compared to the best uncoded placement scheme
in Fig. 3, for K = 10 and mk = 0.7mk+1. From Fig. 3, we
observe that the reduction in the delivery load due to coded
placement decreases with the number of files N . In turn, for
a system where N >> K , the delivery load achieved with
our coded placement scheme is approximately equal to the
minimum delivery load under uncoded placement. That is, the
coded placement gain is negligible when N >> K .
VII. CONCLUSION
In this paper, we have shown that coded placement leads
to significant reduction in the delivery load in systems where
mK
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Fig. 3: Comparing the achievable delivery load assuming
coded placement with the minimum delivery load under un-
coded placement, for K = 10, α = 0.7, and mk = αmk+1.
the users have different cache sizes. In particular, we have
proposed novel coded placement schemes that outperform the
best uncoded placement schemes for three-user systems with
arbitrary cache sizes andK-user systems where the cache sizes
satisfy
K∑
i=1
mi+
K∑
i=2
(i−1)(K−i+1)(mi−mi−1)/(N−i+1) ≤ 1.
Our proposed schemes illustrate that the signals intended to
serve users with small cache sizes can be used in decoding the
cache contents of users with larger cache sizes. Furthermore,
we have shown that the gain due to coded placement increases
with the heterogeneity in cache sizes and decreases with the
number of files.
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