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Abstract
We propose a global scheme for a controlled Navier-Stokes equa-
tion system on compact smooth Riemannian manifolds. Global upper
bounds for the controlled velocity function and for the control function
itself are constructed which leads to global existence of solutions.
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1 Introduction
Let M be a compact smooth Riemannian manifold of dimension n with line
element
ds2 = gijdx
idxj . (1)
In order to investigate the Navier-Stokes equation on manifolds the Navier-
Stokes equation system on flat manifolds

∂v
∂t
− ν∆v + (v · ∇)v = −∇p+ fex,
∇ · v = 0,
v(0, .) = h,
(2)
has to be reinterpreted. The class of flat compact manifolds where (2) is a
correct formulation is rather limited (the classification is well-studied). The
n-torus Tn is the most natural example in the sense that this is the only type
of flat compact manifolds which occurs in any dimension n ≥ 1. In [1] it is
mentioned that the Galilei symmetry of the equations on flat spaces fixes the
highly constrained structure of the equation, especially the coefficient of the
nonlinear convection term. As we mentioned in [2], although there are rather
natural generalisations of the Navier Stokes equation model on Riemannian
manifolds, there is some freedom of choice concerning the description of the
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coupling of the velocity field to the curvature in such cases. Locally, and in a
suitable chart onM the equation on the manifoldM may look as in (2), but
it seems that no natural law is known which determines how such local equa-
tion systems have to be ’glued’ in order to get a global equation, although
there may be ’natural choices’ from a mathematical point of view. The fol-
lowing considerations are not a derivation of the Navier Stokes equation on
manifolds - this is well-known and related considerations may be found in
[3]. The purpose of the following considerations is tautological from this
point of view. Their purpose is the preparation of a solution scheme, which
will be formulated explicitly in the second section. Well, in our context of
Riemannian manifolds in this paper it is natural to replace the nonlinear
term by the covariant derivative of the vector field with respect to itself, i.e.
(v · ∇)v is replaced naturally by ∇vv, (3)
where the latter symbol denotes the covariant derivative in standard invari-
ant notation. That this requirement is consistent with the formulation on
flat manifolds can be seen easily by writing the covariant derivative in co-
ordinates. For the jth component we have (we use Einstein notation in the
following if convenient)
(∇vv)j =
n∑
k=1
v
j
;kv
kej =
n∑
k=1
(
v
j
,k +
n∑
m=1
vmΓjmk
)
vkej (4)
where ej denotes the jth unit vector of the Euclidean basis. The Christoffel
symbols Γjmk become zero if the manifold is flat. Hence taking the covari-
ant derivative is a quite natural extension which collapses to the classical
equation term for the n-torus. Recall that
Γlij =
1
2
gkl (gjk,i + gik,j + gij,k) , (5)
where
(
gkl
)
denotes the inverse of (gij). Another matter is the reinterpreta-
tion of the Laplacian. We can define it in terms of the covariant derivative
and its adjoint or in terms of the exterior derivative and its adjoint. The
former possibility leads to the Bochner Laplacian
LB ≡ −∆
∗∆ (6)
where
∆∗ : C∞ (M,T ∗ ⊗ T )→ C∞ (M,T ) (7)
denotes the adjoint of the connection ∆ on the tangent bundle on M and
T ≡ TM (resp. T ∗ ≡ T ∗M) denotes the tangent bundle (resp. cotangent
bundle). This ∆ is not to be confused with the usual Laplacian of course,
but since we do not use this notation in the following there should be no
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peril of confusion). Another possibility is called the Hodge Laplacian which
is defined by
LH ≡ − (d
∗d+ dd∗) , (8)
where d∗ denotes the adjoint. Note that LH is related to a Dirac operator
D. Indeed from index theory we know that the difference of D2 and the
Bochner-Laplacian (applied to some vector field v) is given in terms of the
curvature tensor of the connection on the tangent bundle (applied to v). The
incompressibility condition usually leads to a simplification of the interpre-
tation of the Laplacian, and in many cases it seems reasonable to interpret it
by the Bochner-Laplacian plus the Ricci-tensor applied to the velocity field.
In any case we may subsume a lot of possibilities by assuming that we may
substitute the Laplacian by a linear scalar second order diffusion operator
L which has local coordinates
LUv ≡
n∑
j,k=1
ajk(x)
∂2vi
∂xj∂xk
+
n∑
k=1
bk(x)
∂vi
∂xk
, (9)
where the subscript U indicates that the operator is looked at with respect
to a chart defined on U ⊂ Rn. Well, the second order coefficients may
also depend on a third index i, but let us keep things simple, since this
is not essential, because we have no coupling of the second order terms in
the Navier-Stokes equation. We may impose uniform ellipticity conditions
on the second order terms, postponing possible generalizations involving a
Ho¨rmander condition to subsequent investigations. All these local operators
LU together with an atlas on M define the global operator L on M which
may be interpreted as a Hodge-Laplacian or Bochner-Laplacian in specific
circumstances. In any case we assume that the operator in (9) is uniform
elliptic with bounded smooth coefficients. Finally, we need to reinterpret
the incompressibility condition on a manifold and recall the meaning of a
gradient on a riemannian manifold. Well, in Einstein notation (and with
Einstein summation) this is just
divv := vj;j. (10)
In local coordinates the divergence may be expressed by
n∑
i=1
∂vi
∂xi
+
n∑
k,i=1
vkΓiki, (11)
where in Einstein notation the symbols for sums are suppressed for all in-
dexes which appear ’above’ and ’below’. Concerning the gradient of the
pressure on a Riemannian manifold we recall that
∇Mp =
(
gij
∂p
∂xi
)
1≤j≤n
(12)
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The considerations so far lead us to the conclusion that we may define the
Cauchy problem for the Navier-Stokes equation on manifolds by the equation
system 

∂v
∂t
− νLv +∇vv = −∇Mp,
divv = 0,
v(0, .) = h.
(13)
Locally, we can work this out as in Euclidean space, i.e. we may look at local
coordinates in a certain chart with values in U where the Cristoffel symbols
disappear and the coefficients gij of the line element satisfy gij = δij locally.
We have to transform the coefficients aij and bi of the operator L accordingly.
We call these coefficient functions ’locally flat on U ’ and, keeping our general
notation, we just write
a
f,U
jk , b
f,U
k (14)
in order to indicate that we consider the coefficient functions in a chart
where the metric is Euclidean and the affine connections involved collapse
to a directional derivative. Then locally on U everything looks as in the Eu-
clidean space, except that globally -as U varies -we have variable coefficients
of first and second order, i.e., we have for all 1 ≤ i ≤ n
∂vi
∂t
−
∑n
j,k=1 a
f,U
jk
∂2vi
∂xj∂xk
−
∑n
k=1 b
f,U
k
∂vi
∂xk
+
∑n
k=1 v
i
,kv
k = −p,i.
(15)
In any natural interpretation of the incompressible Navier Stokes equation on
Riemannian manifolds the coefficients in (14) are locally constant in locally
flat coordinates. Obviously, locally flat coordinates are useful in order to
eliminate the pressure from the equation. (We shall make use of nonzero
Christoffel functions below.) Derivation for each i of equation (15) with
respect to xi and summing up using incompressibility leads to a Laplacian
equation on U in the form
−∆p = S (v,∇v)U , (16)
where Sf,U (v,∇v)U : U → R is a function defined by
Sf,U (v,∇v)U (x) := −
∑n
i=1
∑n
j,k=1 a
f,U
jk,i
∂2vi
∂xj∂xk
−
∑n
i=1
∑n
k=1 b
f,U
k,i
∂vi
∂xk
+
∑n
i,k=1 v
i
,kv
k
,i.
(17)
Again, the superscripts f and U indicate that we look at the functional S
in a locally flat metric on a local domain U . Therefore for the first order
spatial derivatives of the coefficients we have af,Ujk,i(x) = 0 and b
f,U
k,i (x) = 0
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for usual interpretations of the Laplacian on the manifold M . In this case
the equation (17) collapses to the usual Leray elimination of the pressure.
This is especially true in the case of flat manifolds such as the n-torus.
Remark 1.1. For variable second order terms without coupling we can com-
pute the Leray projection as in the classical model: for each 1 ≤ j, k ≤ n we
sum up terms ∑n
i=1
∂
∂xi
ajkv,j,k =
∑n
i=1 ajk,iv,j,k
+ajk
∂2
∂xj∂xk
(
∑n
i=1 v,i) =
∑n
i=1 ajk,iv,j,k
(18)
For this reason more flexibility with respect to the second order terms as
indicated in (17) means that we can apply the scheme to models of incom-
pressible Navier Stokes equations on manifolds with variable viscosity.
Next we have to discuss this local Poisson equation on U ⊂ Rn. Actually,
in terms of a given vector field v we have a Dirichlet problem here of the
form
∆p(t, .) = f on U,
p(t, x) = g on ∂U,
(19)
where ∂U is the boundary of U . Note that we have a family of Dirichlet
problems here (one for each time t ≥ 0), where t serves as an external
parameter. In our case f and g are defined in terms of the same function
S (v,∇v), where for fixed t and x ∈ U
f(x) := −Sf,U (v,∇v) (t, x), (20)
and
g(x) := −Sf,∂U (v,∇v) (t, x). (21)
Here, we may assume that domain U is small enough such that the definition
of Sf,U in flat coordinates can be extended to the boundary of ∂U of U .
Another possibility is to define Sf,∂U (v,∇v) (t, x) with respect to a finite
set of charts with image Vi, i ∈ I such that ∂U ⊂ ∪i∈IVi such that for fixed
t and x ∈ ∂U ∩ Vi we have
Sf,∂U∩Vi (v,∇v) (t, x) = SVi (v,∇v)Vi (t, x), (22)
where the charts are identical on U ∩ Vi for all i ∈ I. Here and in general if
we consider the functional S in a certain unspecified chart on U ⊂ Rn then
we just write SU to indicate the functional S in local coordinates at U . We
may assume that the atlas for the smooth compact manifold M is chosen
such that each Ui has a C
∞-boundary S. As it is well known the solution for
the pressure p on the domain U can be obtain by the sum of two solutions
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p1 and p2 of two Dirichlet problems with zero boundary condition for p1 and
zero interior condition for p2 such that
p = p1 + p2 (23)
where both functions are given in terms of the Green’s function GfU (here
again the superscript f indicates with respect to locally flat coordinates),
i.e.,
p1 =
∫
U
f(y)GfU (x, y)dy, (24)
and
p2 =
∫
∂U
g(y)∂νyG
f
U (x, y)dσ(y), (25)
where ∂U denotes the boundary of U and ∂νy denotes the derivative with
respect to the outward normal. Hence locally on U and with respect to
locally flat coordinates we have a Leray representation of a Navier-Stokes
equation of the form
∂vi
∂t
−
∑n
j,k=1 a
f,U
jk (x)
∂2vi
∂xj∂xk
−
∑n
k=1 b
f,U
k (x)
∂vi
∂xk
+
∑n
k=1 v
i
,kv
k =
∫
U
∂
∂xi
G
f
U (x, y)S
f,U (v,∇v) (t, y)dy +
∫
∂U
∂νyG
f
U (x, y)S
f,U (v,∇v) (t, y)dy,
(26)
which can be used in order to construct global solutions of the original
Navier Stokes equation on Riemannian manifolds. Recall: superscript f
for ’flat coordinates’ on U , i.e., we assume that U is small enough to allow
for flat coordinates w.l.o.g.. Note that in (34) we do not impose any ex-
plicit boundary conditions on the velocity functions vi. The only boundary
conditions which carry infomation from other local equations are via the
Poisson pressure equation and its solution with the Green function above.
The reason is that this is sufficient in order to define a global scheme which
converges to a global solution of the incompressible Navier Stokes equation
on manifolds. In general local coordinates we get the same equation in the
form
∂vi
∂t
−
∑n
j,k=1 a
U
jk(x)
∂2vi
∂xj∂xk
−
∑n
k=1 b
U
k (x)
∂vi
∂xk
+
∑n
k=1
(
vi,k +
∑n
m=1 v
mΓi,Umk
)
vk =
∫
U
∂
∂xi
GU (x, y)S
U (v,∇v) (t, y)dy +
∫
∂U
∂νyGU (x, y)S
U (v,∇v) (t, y)dy,
(27)
where the superscript U to the coefficients aij , bi, and Γ
i
jk indicate that this
is the local representation in a unspecified chart ψ : UM ⊂ M → U . Note
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that in (27) we dropped the superscript f (indicating locally flat coordi-
nates). All functions without the superscript f (such as the Green function
GU ) are defined via the coordinate transformation and the corresponding
function in flat coordinates (such as GfU ), i.e., all the related terms are con-
sidered to be defined in terms of the terms with superscript f via coordinate
transformation (this defines aUij S
U etc.). Now if we take a finite atlas of the
smooth compact manifold M of the form A := {ψm : UMm → Um, m ∈ I}
(where we assume that each Um has a C
∞-boundary such that the Green’s
function GUm exists, then we obtain a ’representation’ of the Navier-Stokes
equation in Leray projection form on M by a family of local equations each
of which is of the form (27). Speaking more strictly. These local equations
’represent’ the Navier Stokes equation on a manifold, if they all fit together
not only the pressure). However, we shall see that we can define a scheme
based on local equations of the form (27) which lead to a global solution of
the Navier Stokes equation on manifolds, i.e., the local equations and the
pressure related source terms carray enough information in order to deter-
mine global solutions of the Navier-Stokes equation on manifold - and in this
sense they ’represent’ the Navier Stokes equation on Riemannian manifolds.
Note that except for the term∫
∂U
∂νyGU (x, y)S (v,∇v) (t, y)dy (28)
all terms in (27) are local in the sense that they are treated independently
of related local terms of other equations. Indeed the term (28) describes the
communication for a system of local equations that we are going to define.
Next we derive this global system of local equations of the form (27) using
a partition of unity. Using this partition of unity we can derive localized
equations where the flow of information over the boundary (the coupling of
the local equations) is based on the terms (28). First, let us recall some
facts concerning partitions of unity on smooth manifolds. We have
Proposition 1.2. Let M be a compact manifold and let (Wi)i∈I be an open
cover of M . Then there exists an open cover (Vj)j∈J subordinate to (Wi)i∈I
and a family of real smooth functions (φj)j∈J , such that
i) φj : M → R , where supp(φj) ⊂ Vj , and
ii) φj(x) ≥ 0 for all x ∈ Vj, and for all x ∈M∑
j∈J
φj(x) = 1 (29)
Remark 1.3. Since M is compact we may assume that the cover (Vj)j∈J is
finite, i.e., we may assume that the index set J is of finite cardinality.
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Remark 1.4. The above result may be generalized to manifolds which are
countably unions of compact manifolds. In this paper we restrict our con-
siderations to compact manifolds. This simplifies some steps of the proof of
global existence which are more complicated in the context of non-compact
manifolds.
We apply the latter proposition and consider a partition of unity (φj)j∈J
subordinate to (Vj)j∈J where we may assume that the latter cover is such
that we have a description of the Navier-Stokes equation in locally flat co-
ordinates on each Vj , i.e., for each Vj we have a chart ψj : Vj → ψj(Vj) =:
Uj ⊂ R
n, and such that the equation takes the form (15), or, equivalently,
the form (27) in the chosen coordinates. We shall define a system for the
family
(
vij
)
1≤i≤n, j∈J
, where vij denotes the restriction of vi to the domain
Uj in a chart ψj . Note that for all j ∈ J we have in local coordinates (on
Uj)
vij(t, x) =
∑
k∈Jj
φUjk(x)v
i(t, x) (30)
along with
Jj := {k ∈ J |Uj ∩ Uk 6= ⊘} , (31)
and where for all j, k ∈ J we define
φUjk : Uj → R
φUjk(z) =


φk
(
ψ−1j (z)
)
if ψ−1j (z) ∈ Vk
0 else.
(32)
The solution of the system for the family of functions
(
vij
)
1≤i≤n,j∈J
provides
enough information for reconstruction of the solution v of the Navier-Stokes
equation on a manifold. We have a little redundancy in that family of
function, but we may define the family
(
vijj
)
1≤i≤n,j∈J
along with
vijj : [0,∞) × Uj → R
vijj(t, x) = φUjjv
ij(t, x)
(33)
in order to define a family of functions where local sums represent a solution
of the Navier Stokes equation in a local chart. The latter family, as derived
from the family vij1≤i≤n,j∈J , may be considered as a representation in local
coordinates of the solution of the incompressible Navier-Stokes equation on a
compact Riemannian manifold subordinated to a finite atlas which allows for
locally flat representations. In locally flat coordinates we have the equation
∂vij
∂t
−
∑n
j,k=1 a
f,U
jk (x)
∂2vij
∂xj∂xk
−
∑n
k=1 b
f,U
k (x)
∂vij
∂xk
+
∑n
k=1 v
ij
,kv
kj = Sjint,i (v,∇v) + S
Jj
coup,i (v,∇v) ,
(34)
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where
S
j
int,i (v,∇v) =
∫
Uj
∂
∂xi
G
f
Uj
(x, y)Sj,Ui (v,∇v) (t, y)dy, (35)
along with
S
j,U
i (v,∇v) (t, x) := −
∑n
i=1
∑n
m,k=1 a
f,U
mk,i(x)
∂2vij
∂xm∂xk
−
∑n
i=1
∑n
k=1 b
f,U
k,i (x)
∂vij
∂xk
+
∑n
i,k=1 v
ij
,kv
kj
,i ,
(36)
and the coupling term S
Jj
coup,i (v,∇v) is defined below. Recall that in a
usual interpretation of the Laplacian on manifolds in locally flat coordinates
the spatial derivative of the second order and first order coefficients af,Ujk,i
and bf,Uk,i are zero and the definition in (36) simplifies accordingly. However,
tracking them has the convenience that we can easily retrieve the information
how the solution may look like in general coordinates. Moreover, we cannot
stick to the same locally flat coordinates for vij if we consider the functions
vip on the adjacent domains Up with p ∈ Jj \ {j} in general. It is natural to
consider them in natural local coordinates, i.e. such that the line elements
looks locally like ds2 =
∑
mp gmpdxmdxp. Then we have to substitute usual
derivatives by affine connections. However, on the boundary of ∂Uj we may
consider locally flat coordinates (w.l.o.g. we may assume that the partition
of unity is fine enough to have flat coordinates in a small neighborhood of
each coordinate patch Uj). Next we observe that
vijj = φUjjv
ij (37)
has zero values on the boundary ∂Uj . Accordingly, in order to define S
Jj
coup,i
(which denote coupling terms) we consider for p ∈ Jj \{j} and x ∈ Up∩∂Uj
S
f,jp,U
i (v,∇v) (t, x) := −
∑n
i=1
∑n
m,k=1 a
f,Up∩∂Uj
mk,i (x)
∂2vijp
∂xm∂xk
−
∑n
i=1
∑n
k=1 b
f,Up∩∂Uj
k,i (x)
∂vijp
∂xk
+
∑n
i,k=1 v
ijp
,k v
k
,i,
(38)
where the notation a
f,Up∩∂Uj
mk and b
f,Up∩∂Uj
k indicates that these are coeffi-
cients which are flat in Uj-coordinates (but not necessarily flat in coordinates
which are flat in Up). Hence, in a usual interpretation of the Laplacian on a
manifold in locally flat coordinates they are locally constant and their par-
tial derivatives are zero. However, denoting these partial derivatives in (38)
accounts for a more general situation (possible generalisation) and reminds
us how the term may be rewritten in general coordinates. Next we have
S
Jj
coup,i (v,∇v) =
∑
p∈Jj\{j}
∫
∂U
∂νyGU (x, y)S
f,jp,U (v,∇v) (t, y)dy.
(39)
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Again, we emphasize that the boundary terms for j = p can be eliminated
since φUjjv
j becomes zero on the boundary of Uj . Now we have a system
of card(J) equations of form (34) where equation number j is coupled with
equation number k if k ∈ Jj .
Remark 1.5. The system in (34) is not intended as a definition of the Navier
Stokes equation on manifolds. It is a tautological description of a bunch
of local equations which is satisfied by the solution of the Navier Stokes
equation on manifolds. From this description we shall derive a local scheme
and a global scheme in order to obtain a local and a global solution of the
Navier Stokes equation. Furthermore, from (34) we can observe that there
is some freedom for modelling the Navier Stokes equation on manifolds,
as no physical law is known which describes how the local equation have
to communicate. Symmetry assumptions of space are needed to determine
this.
In general coordinates we write Sjp,Ui = S
f,jp,U , i.e., we drop the super-
script f . In this representation the derivatives if the coefficient functions
across the boundary ∂Uj are no longer zero in general. Indeed, they de-
scribe some part of the flow of informations or the coupling between the
local Navier Stokes equations for vij .
This leads to the idea that we may define a time-local scheme by solving
equations for functions vij,m which approximate vij for 1 ≤ i ≤ n and j ∈ J ,
and where we take the coupling information from the previous iteration step
m− 1. More precisely, for j ∈ J , 1 ≤ i ≤ n, and m ≥ 1 define recursively
∂vij,m
∂t
−
∑n
j,k=1 a
f,U
jk (x)
∂2vij,m
∂xj∂xk
−
∑n
k=1 b
f,U
k (x)
∂vij,m
∂xk
+
∑n
k=1 v
ij,m
,k v
kj,m
= Sj,mint,i (v,∇v) + S
Jj ,m−1
coup (v,∇v) ,
(40)
where
S
j,m
int,i (v,∇v) =
∫
Uj
∂
∂xi
G
f
Uj
(x, y)Sj,m,Ui (v,∇v) (t, y)dy, (41)
along with
S
j,m,U
i (v,∇v) (t, x) := −
∑n
i=1
∑n
j,k=1 a
f,U
mk,i(x)
∂2vij,m
∂xj∂xk
−
∑n
i=1
∑n
k=1 b
f,U
k,i (x)
∂vij,m
∂xk
+
∑n
i,k=1 v
ij,m
,k v
kj,m
,i ,
(42)
and
S
Jj ,m−1
coup,i (v,∇v) =
∑
p∈Jj\{j}
∫
∂U
∂νyGU (x, y)S
f,jp,m−1,U (v,∇v) (t, y)dy,
(43)
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along with
S
f,jp,m−1,U
i (v,∇v) (t, x) := −
∑n
i=1
∑n
q,k=1 a
f,Up
qk,i (x)
∂2vij,m−1
∂xq∂xk
−
∑n
i=1
∑n
k=1 b
f,Up
k,i (x)
∂vij,m−1
∂xk
+
∑n
i,k=1 v
ij,m−1
,k v
kj,m−1
,i .
(44)
We may start this local scheme at some time point t = t0 with v(t0, .) =(
v1(t0, .), · · · , v
n(t0, .)
)
, if this function is known. Furthermore, we may (but
latter we shall see that we do not need to) introduce boundary conditions in
order to make this time-local scheme spatially global, i.e. for some t1 > t0,
and for all j ∈ J we add the boundary condition
vij,m(t, x) =
∑
k∈Jj
vijk,m−1(t, x) for all (t, x) ∈ [t0, t1]× ∂Uj . (45)
For m = 1 we may set vij,0(t, x) := vi(t0, x) for all (t, x) ∈ [t0, t1] × ∂Uj . If
t = 0 and m = 1 , then we define for 1 ≤ i ≤ n and j ∈ J
vij,m−1|m=1 = v
ij,0 := hij = hi|Uj . (46)
For a horizon t1 − t0 small enough we shall see that this scheme leads to a
time-local fixed point iteration in classical space which defines in the limit
m ↑ ∞ a spatially global and time-local solution
v : [t0, t1]×M → TM (47)
of the incompressible Navier-Stokes equation on the manifold M . The tan-
gential bundle is local isomorphic to Ui ×R
n, and we shall understand that
we use at each x ∈ Rn the isomorphism
TxM ∼= R
n, (48)
if we refer to the n components of the velocity functions. However, in general
we shall consider the velocity functions in charts, and then components of
velocity functions are natural. In a first step of our proof of global regular
solutions we shall show that a reformulation of the scheme defined by the
equations (40), and (46) and with boundary conditions (45) converges to
the local solution of the Navier tokes equation which is valid for small time
t > 0. Note that the local right side of the Poisson equation which eliminates
the pressure involves terms of the from
∑n
i,k=1 v
i
,kv
k
,i (in locally flat coordi-
nates), where the difference of two consecutive iteration steps (indexed by
m) involves localisations of∑n
i,k=1 v
ij,m−1
,k v
kj,m−1
,i −
∑n
i,k=1 v
ij,m−2
,k v
kj,m−2
,i
=
∑n
i,k=1
(
v
ij,m−1
,k + v
kj,m−2
,k
)
δv
ij,m−1
,k ,
(49)
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along with δvij,m−1,k := v
kj,m−1
,i −v
kj,m−2
,i . We shall use this in order to prove
local convergence.
The incompressible Navier-Stokes equation cannot be solved by a simple
global fixed point iteration. Similar as in the case of the multidimensional
Burgers equation and in the case of our global scheme for the incompress-
ible Navier-Stokes equation on the whole domain of Rn we choose a time-
discretized scheme and construct fixed points which are local in time (cf.
[2] and references therein). First note that it is convenient to choose a time
step size 0 < ρ < 1 and solve at each time step l ≥ 1 for
vρ,l =
(
vρ,l,1, · · · , vρ,l,n
)T
: [l − 1, l]×M → TM (50)
the incompressible Navier-tokes equation on the domain [l − 1, l] × M in
transformed time coordinates τ with
t = ρτ (51)
and with initial data vρ,l(l−1, .) = vρ,l−1(l−1, .) being the final data of the
previous time step number l− 1, where vρ,1(0, .) = h(.). Here, as usual, the
symbol TM denotes the tangential bundle of the manifold M .
Remark 1.6. Note that in (51) we choose a time step size ρ > 0 which is
independent of the time step number l. In [2] we considered schemes with
time step size of order ρl ∼
1
l
.
However, a more interesting fact about our scheme of a Navier-Stokes
equation on compact manifolds is that we can operate on classical function
spaces. We shall show that we have classical solutions for the family
vij = vi|Uj , 1 ≤ i ≤ n, j ∈ J, (52)
where the related family
vijj = φjjv
ij, 1 ≤ i ≤ n, j ∈ J (53)
may be considered as a representation of a solution of the Navier Stokes
Cauchy problem on compact manifolds. Note that (52) can be reconstructed
from (53) and vice versa. Next we introduce a classical function space
Proposition 1.7. For open and bounded Ω ⊂ Rn and consider the function
space
Cm (Ω) :=
{
f : Ω→ R| ∂αf exists for |α| ≤ m
and ∂αf has an continuous extension to Ω
} (54)
where α = (α1, · · · , αn) denotes a multiindex and ∂
α denote partial deriva-
tives with respect to this multiindex. Then the function space Cm
(
Ω
)
with
the norm
|f |m := |f |Cm(Ω) :=
∑
|α|≤m
∣∣∂αf ∣∣ (55)
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is a Banach space. Here, ∣∣f ∣∣ := sup
x∈Ω
|f(x)|. (56)
Local convergence of the scheme for vij,p, p ≥ 0 above implies that for
given t > 0 and for each j ∈ J a sequence
vijj,p(t, .) = φUj v
ij,p(t, .) ∈ C2(Uj) (57)
converges in C2(Uj). This leads to classical solutions v
ijj in local spaces
C1,2 ((t0, t1)× Uj). We shall construct a bounded classical solution
v : [0,∞)×M → TM,
where all components vi are globally bounded with respect to the |.|1,2 norm,
i.e., the suprema up to first order time derivatives and up to second order
spatial derivatives are bounded in all local charts of a smooth atlas.
In order to make the scheme global we introduce another idea, a control
function r. First we introduce a new time variable
τ → ρt, (58)
where ρ > 0 is a small constant to be determined, and such that each time
step with respect to the new time-variable τ is of unit length. Accordingly,
for each time step number l ≥ 1 the original velocity function restricted to
the time interval [l − 1, l) and denoted by vl = (vl,1, · · · , vl,n)T (recall the
implicit use of identifications TxM ∼= R
n at each x ∈ Rn) along with
vl : [ρ(l − 1), ρl)×M → TM, (59)
there exists a time-transformed velocity
vρ,l : [l − 1, l)×M → TM (60)
with components vρ,l,i, 1 ≤ i ≤ n. Next, for integers l ≥ 1 (time-steps) we
shall construct a family of recursively defined functions rl, l ∈ N, 1 ≤ i ≤ n,
where
rl : [l − 1, l]×M → TM, (61)
and consider for 1 ≤ i ≤ n and j ∈ J the equation system for the functions
vr,ρ,l,ij = vρ,l,ij + rl,ij. (62)
The series
(
rl
)
l
defines a global control function r which looks locally on Uj
as a n-tuple
(
rl,1j, · · · , rl,nj
)T
on each subdomain [l− 1, l]×Uj (in a chart).
These local representations determine the global control function
r : [0,∞)×M → TM, (63)
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which is designed in order to control the absolute value and the first deriva-
tives of the functions vr,ρ,l and of the functions rl themselves. We use the
freedom we have in order to define the control function rl,ij in order to
determine source terms of the equations for vr,ρ,l, where we define rl by
dynamic recursion such that r is a bounded function. If we know that r is
bounded and globally Ho¨lder-continuous and has bounded continuous spa-
tial derivatives of first order, and if we know that vr = v + r is globally
Ho¨lder continuous with bounded continuous derivatives of first order, then
v = vr − r is globally Ho¨lder-continuous with bounded derivatives of first
order. Then we may look at the original Navier-Stokes equation and con-
sider the first order coefficients involving the velocity components vi of n
equations to be known coefficients of n linear scalar parabolic equation with
a source term involving first spatial derivatives of vi which we can consider
to be known, too. Classical representations of the velocity components in
terms of a fundamental solution Γv are then available, and this leads to
classical regularity of the velocity components vi. The idea for the construc-
tion of the control function r is as follows. We define the function rl for
l ≥ 1 time step by time step where at each time step certain source terms
(consumption terms) are defined in terms of the data vr,ρ,l−1(l − 1, .) and
rl−1(l − 1, .) obtained at the previous time step. We have some freedom in
order to define the control function rl at each time step. The source terms
are chosen close to −vr,ρ,l−1(l− 1, .) have no step size factor ρ such that the
integral over one time step ensures that the source terms control the growth
and dominate the time-local growth of the controlled velocity function vr,l.
Now if we write down the equation for the controlled velocity function vr we
get bundle of Navier-Stokes-type terms for vr plus a bundle of Navier-Stokes
type terms for r plus mixed terms which are bilinear in vr and r. Given
vr,l−1(l − 1, .) and rl−1(l − 1, .) at time τ = l − 1 we may determine rl,ij
via linearized equations with first order coefficients rl−1,ij, and with some
consumption terms or source terms. Another simpler possibility is to define
rl,ij at the beginning of each time step via the indicated source terms. Next
we consider the ideas of controlled schemes in more detail.
2 Definition of the controlled global scheme
As indicated in the introduction, we shall use the time coordinates τ = ρt
for some small ρ to be determined. This leads to a factor ρ for all terms
except the time derivative if we replace t by τ . At each time step l ≥ 1 we
have to solve for n · card(J) equations for
vρ,l,ij : [l − 1, l] × Uj → R, (64)
for 1 ≤ i ≤ n and j ∈ J , and where
vρ,l,ij(τ, .) = vl,ij(t, .). (65)
14
This family of local functions determines a spatially global function
vρ,l : [l − 1, l]×M → TM (66)
at each time step l ≥ 1. The superscript ρ indicates that we are considering
time coordinates τ related to a time-step size ρ, and the number l ≥ 1
indicates the time step number. The equation for vρ,l,ij is based on (34) and
is of the form
∂vρ,l,ij
∂τ
−
∑n
j,k=1 a
f,U
jk (x)
∂2vρ,l,ij
∂xj∂xk
−
∑n
k=1 b
f,U
k (x)
∂vρ,l,ij
∂xk
+
∑n
k=1 v
ρ,l,ij
,k v
ρ,l,kj = ρSjint,i
(
vρ,l,∇vρ,l
)
+ ρS
Jj
coup,i
(
vρ,l,∇vρ,l
)
.
(67)
At each time step l ≥ 1 the initial values of the functions vl,ρ,ijj(l− 1, .) are
the final values of the previous time step, i.e.,
vρ,l,ij(l − 1, .) = vρ,l−1,ij(l − 1, .). (68)
Note that the local scheme in (40) represents a family of local Navier-Stokes
equations in Leray projection form with an additional coupling term. In
order to solve this system for each m ≥ 1 we need an additional iteration. At
each iteration step m we first use the information vij,m−1, 1 ≤ i ≤ n, j ∈ J
from the preceding iteration step m− 1 in order to determine the coupling
term and then we solve iteratively linear equations at each substep p ≥ 1 for
functions vij,m,p approximating vij,m. At approximation substep p of stage
m of our construction the functions vij,m,p functions solve linear equations
of the form
∂vρ,l,ij,m,p
∂τ
− ρ
∑n
q,k=1 a
f,U
qk (x)
∂2vρ,l,ij,m,p
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂vρ,l,ij,m,p
∂xk
+ρ
∑n
k=1 v
ρ,l,ij,m,p
,k v
ρ,l,k,j,m,p−1 = ρSjint,i
(
vρ,l,j,m,p−1,∇vρ,l,j,m,p−1
)
+ρS
Jj
coup,i
(
vρ,l,ij,m−1,∇vρ,l,ij,m−1
)
,
(69)
where for p = 1 we have vρ,l,kj,m,p−1 = vρ,l,kj,m,0 := vρ,l,kj,m−1. In the
following we also write
S
l,j,m,p−1
int,i (v,∇v) := S
j
int,i
(
vρ,l,j,m,p−1,∇vρ,l,j,m,p−1
)
(70)
and
S
l,Jj ,m−1
coup,i (v,∇v) = S
Jj
coup,i
(
vρ,l,ij,m−1,∇vρ,l,ij,m−1
)
, (71)
if this is convenient. Note that we have linearized the convection term
and ’trivialized’ the Leray projection term Sj,m,p−1int,i (v,∇v) in the sense it is
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defined in by the previous iteration step p−1 and serves as a source function
of a linear parabolic equation. At each (sub-)iteration step p we define
vρ,l,ij,m,p(l − 1, .) = vρ,l−1,ij(l − 1, .), (72)
of course. Furthermore, for each j ∈ J we may add a boundary condition
for the local problem on [l−1, l]×Uj such that for all (τ, x) ∈ [l−1, l]×∂Uj
the restriction vρ,l,ij,m,p|[l−1,l]×∂Uj of v
ρ,l,ij,m,p to the boundary [l−1, l]×∂Uj
satisfies
vρ,l,ij,m,p|[l−1,l]×∂Uj(τ, x) =
∑
k∈Jj
vρ,l,ikk,m−1(τ, x). (73)
Here recall that
vρ,l,ikk,m−1 = φUk v
ρ,l,ik,m−1, (74)
and that Jj is defined in (31). Note that we use the partition of unity here
in order to ensure that the latter prescription (73) is well-defined for each
iteration step m ≥ 1. We shall see later that iteration with respect to p and
then with respect to m leads to the time-local condition that in the limit for
all j, k, q ∈ J and all (τ, x) ∈ Uk ∩ Uq ∩ ∂Uj 6= ⊘ we have
vρ,l,ik(τ, x) = vρ,l,iq(τ, x). (75)
Furthermore, in case m = 1 we have to supplement
vρ,l,ij,m−1,p|[l−1,l]×∂Uj(τ, x) = v
ρ,l−1,ik(τ, x). (76)
for all (τ, x) ∈ [l − 1, l] × ∂Uj.
The first step for a global existence proof of classical solutions of the
incompressible Navier-Stokes equation on compact manifolds is to show the
time-local convergence of this scheme.
The next step is to define a global scheme where the main idea is to add
a control function r which controls the growth of the velocity function and
does have at most linear growth in time itself. The growth control is time
step by time step where the definition of the control function increments
δrl = rl − rl−1 depends on the data vr,l−1(l − 1, .). The freedom of choice
in the control function we have allows us to define the control function
increments close to source terms of the equation for the controlled velocity
function which have a damping effect on the growth of the latter function.
For each time step l ≥ 1 we shall write down the system for vr,ρ,l := vρ,l+rl
on [l − 1, l] × M . We have some freedom to choose the control function
rl. There are several possible strategies. Maybe the most simple one is the
following: at the beginning of time step l the controlled velocity function
vr,ρ,l−1(l − 1, .) and the control function are given. We may construct the
local solution of the uncontrolled Navier Stokes equation problem on the
domain [l−1, l]×M with these data. Then we may define a control function
increment
δrl = rl − rl−1 (77)
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which will allow us to control the growth of the controlled velocity value
function vr,ρ,l at time step l. At the same time the control function incre-
ment in (77) should be bounded - e.g. in all local chart representations the
components of the control functions are bounded by 1.∣∣vr∣∣n
C((0,T ),Hm(M))
≤ C, (78)
and ∣∣r∣∣n
C((0,T ),Hm(M))
≤ C + CT. (79)
This implies a linear upper bound in time for v, of course, i.e., for generic
C > 0 we also have for v = vr − r the upper bound∣∣v∣∣n
C((0,T ),Hm(M))
≤ C + CT. (80)
This is sufficient in order to prove global regular existence, and our argument
below is designed in order to obtain this result and a related result with
respect to the norm
∣∣.∣∣n
C((0,T ),Hm(M))
. Here the latter norm may be defined
using a finite atlas of local charts with image Uj ⊂ R
n, and the upperscipt
n indicates that in a local chart we have a vector valued function and may
take the maximum over the norms
∣∣.∣∣
C((0,T ),Hm(Uj))
for each component of
the vector and all indices j ∈ J of the finite atlas.
You may also look at this in the following alternative way: we may define
rl via a linear equation with a right side source term φl which involves the
data vr,ρ,l−1(l − 1, .) and rl−1(l − 1, .) obtained at the previous step. The
linearzed equation for rl is close to a full nonlinear equation with source
term right side φl which we may derive (or construct) from the equation
for the controlled velocity function vr,ρ,l at time step l. We may plug in
our equation for rl into the right side of the equation for vr,ρ,l in order to
show that the growth of vr,ρ,l is uniformly bounded independently of the
time-step number l ≥ 1. The construction of the iteration scheme describes
the road on which we proceed in order to prove the global existence. Further
comment will be made later on.
The equation for the controlled velocity function, i.e., for vr,ρ,l,ijmp :
[l − 1, l]× Uj → R follows from (69) via the definition
vr,ρ,l,ij,m,p = vρ,l,ij,m,p + rl,ij. (81)
As we said the family of control functions rl,ij, 1 ≤ i ≤ n, j ∈ J may be
defined directly at the beginning of time step l ≥ 1 or by a linear equation
in a first substep of time step l and is fixed then.
Remark 2.1. In the alternative view we choose linear equations for the con-
trol functions rl,ij because we have classical semi-explicit representations for
these equations and do not need to set up an additional iteration scheme for
the control function. On the other hand the linearized equation is lose to
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a nonlinear equation for the control function with a source term right side
which may be suggested by the equation for vr. However, the most simple
point of view is to solve a local uncontrolled Navier Stokes equation at each
time step l with controlled data vr,ρ,l−1(l− 1, .) from the previous time step
and then define the control function increment δrl appropriately in order to
control the growth of the controlled velocity function at time step l.
Therefore, in this construction rl,ij bears no iteration index m and no
subiteration index p. We shall consider various possible definitions of the
control functions rl,ij, 1 ≤ i ≤ n, j ∈ J below. The different possibilities
of definitions of control functions can have an effect on the the definition
of scheme for the controlled velocity functions as well. We next define the
main possibilities of a scheme for the controlled velocity functions and then
we shall consider corresponding definitions of the control functions.
i) We can define a global controlled scheme without solving the equation
for vr,ρ,l. Instead we just solve a locally uncontrolled Navier Stokes
equation with controlled velocity data of the previous time step. At
the beginning of time step l ≥ 1 we have computed vr,ρ,l−1(l − 1, ) or
we have the data h. Then for all 1 ≤ i ≤ n and all j ∈ J we locally
solve the equation
∂vr
l−1,ρ,l,ij
∂τ
−
∑n
q,k=1 a
f,U
qk (x)
∂2vr
l−1,ρ,l,ij
∂xq∂xk
−
∑n
k=1 b
f,U
k (x)
∂vr
l−1,ρ,l,ij
∂xk
+
∑n
k=1 v
ρ,l,ij
,k v
rl−1,ρ,l,kj = ρSjint,i
(
vr
l−1,ρ,l,∇vr
l−1,ρ,l
)
+ρS
Jj
coup,i
(
vr
l−1,ρ,l,∇vr
l−1,ρ,l
)
,
(82)
with data
vr
l−1,ρ,l,ij(l − 1, .) = vr
l−1,ρ,l−1,ij(l − 1, .)
:= vρ,l−1,ij(l − 1, .) + rl−1,ij(l − 1, .) = vr,ρ,l−1,ij(l − 1, .).
(83)
We may solve this local equation iteratively where we may add bound-
ary conditions as in (45), but we can also work without these bound-
ary conditions, i.e. it suffices to impose boundary conditions for the
Poisson equations coded in the coupling term. Without boundary con-
ditions the solutions may be not unique but it will become unique on
a global scale when all local equations fit together. This is done by
an iteration scheme (cf. proof of the main theorem). This procedure
leads to a time-local and spatially global solution vr,ρ,l on [l−1, l]×M .
ii) We can also write down the local equations for the controlled ve-
locity functions, and work with these equations directly. However,
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this approach is formally more complicated. The iteration scheme for
vr,ρ,l,ij,m,p then becomes
∂vr,ρ,l,ij,m,p
∂τ
− ρ
∑n
q,k=1 a
f,U
qk (x)
∂2vr,ρ,l,ij,m,p
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂vr,ρ,l,ij,m,p
∂xk
+ρ
∑n
k=1 v
r,ρ,l,ij,m
,k v
r,ρ,l,kj,m,p−1
= ∂r
l,ij
∂τ
− ρ
∑n
q,k=1 a
f,U
qk (x)
∂2rl,ij
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂rl,ij
∂xk
+ρ
∑n
k=1 r
l,ij
,k v
r,ρ,l,kj,m,p−1 + ρ
∑n
k=1 v
r,ρ,l,ij,m,p−1
,k r
l,kj
+ρ
∑n
k=1 r
l,ij
,k r
l,kj + ρSr,l,j,m,p−1int,i (v,∇v) + ρS
r,l,Jj,m−1
coup,i (v,∇v) ,
(84)
where
S
r,l,j,m,p−1
int,i (v,∇v) = S
l,j,m,p−1
int,i (v + r,∇v +∇r) , (85)
S
r,l,Jj,m−1
coup,i (v,∇v) = S
l,Jj ,m−1
coup,i (v+ r,∇v +∇r) (86)
and where
vr,ρ,l,ij,m,p(l − 1, .) = vr,ρ,l−1,ij(l − 1, .). (87)
Again, for each j ∈ J we may impose boundary conditions, i.e., for all
(τ, x) ∈ [l−1, l]×∂Uj the restriction v
r,ρ,l,ij,m,p|[l−1,l]×∂Uj of v
r,ρ,l,ij,m,p
to the boundary [l − 1, l]× ∂Uj satisfies
vr,ρ,l,ij,m,p|[l−1,l]×∂Uj(τ, x) =
∑
k∈Jj
vr,ρ,l,ikk,m−1(τ, x). (88)
In case m = 1 we define
vr,ρ,l,ij,m−1,p|[l−1,l]×∂Uj(τ, x) = v
r,ρ,l−1,ik(τ, x) (89)
for all (τ, x) ∈ [l−1, l]×∂Uj . The global scheme is an iteration in time
of a local iteration scheme of this controlled equation and a definition
of the control function rl. At each time step l ≥ 1 the functions
vr,ρ,l−1,ij(l − 1, .) and rl−1,ij(l − 1, .) are known for 1 ≤ i ≤ n and
j ∈ J . For l = 1 we may set rl−1,ij ≡ 0 and
vr,ρ,0,ij(l − 1, .) = vρ,0,ij(l − 1, .) = hij(.). (90)
Next we define the control functions rl,ij for 1 ≤ i ≤ n and j ∈ J
by the following short list. At the beginning of time step l the functions
vr,ρ,l−1,ij(l − 1, .), 1 ≤ i ≤ n, j ∈ J and rl−1,ij(l − 1, .) 1 ≤ i ≤ n, j ∈ J
are known. Especially, for this reason it is sufficient to define the control
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function increments δrl,ij = rl,ij − rl−1,ij(l − 1, .), 1 ≤ i ≤ n, j ∈ J in
order to determine the control function at the next time l. All the following
definitions make sense only if we choose the time step size small enough. We
may even have a deceasing time-step size which depends on the time step
number l and is of order ρl ∼
1
l
. This would still be sufficient in order to
render the scheme global. We shall first define various alternatives of control
function increments, and then we shall discuss time step sizes below more
explicitly in the statement of the main theorem and its proof.
i) Our simplest definition of the control functions increments δrl,ij, 1 ≤
i ≤ n, j ∈ J is
δrl,ij(τ, x) :=
∫ τ
l−1
(
−
vr,ρ,l−1,ij(l − 1, y)
C
)
CUjp
l,j(s−(l−1), x−y)dyds,
(91)
where pl,j is the fundamental solution of the local diffusion equation
of the Navier Stokes equation in local coordinates on [l − 1, l] × Uj
(which is essentially a heat equation in locally flat coordinates). The
constant CUj is a normalisation constant which ensures that the local
integral over tUj integrates to 1. The use of such a density is optional
in the end. We shall observe that this definition leads to global bound
of vr,ρ,l for all l, i.e., there exists a constant C > 0 depending only on
dimension n, data h and the order of multivariate derivatives |α| ≤ m,
and which is independent of the time step number l ≥ 1 such that for
all 1 ≤ i ≤ n, j ∈ J and all l ≥ 1 we have
sup
l≥1
max
1≤i≤n,j∈J
sup
(τ,x)∈[l−1,l]×Uj
∣∣Dαxvr,ρ,l,ij(τ, x)∣∣ ≤ C. (92)
Furthermore, there is a linear upper bound for the control functions
rl,ij, 1 ≤ i ≤ n, j ∈ J , i.e. we have
max
1≤i≤n,j∈J
sup
(τ,x)∈[l−1,l]×Uj
∣∣Dαx rl,ij(τ, x)∣∣ ≤ C + Cl. (93)
This result is sufficient in order to prove global regular existence of
the solution v = vr − r of the incompressible Navier Stokes equation.
It leads to an global linear bound of this solution. This result can
be sharpened if we look at a more involved definition of the control
functions.
ii) the control functions increments δrl,ij, 1 ≤ i ≤ n, j ∈ J can be defined
independently of the locally uncontrolled velocity functions vr
l−1,ρ,l,ij
just in terms of the data rl−1,ij(l − 1, .) and vr,ρ,l−1,ij(l − 1, .) of the
previous time step. For all 1 ≤ i ≤ n and all j ∈ J , and τ ∈ [l − 1, l]
and x ∈ Uj we consider a short list of two possible definition of local
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control function values δrl,ij(l, x) = rl,ij(l, x) − rl−1,ij(l − 1, x). Next
we define a property P which has the effect of a switch. According
to the situation whether the property P holds or does not hold at the
end of time step l−1 we choose the control function increment at time
step l. As long as we are in the situation of item i) with the additional
condition that we have the upper bound C > 0 for the modulus of the
control functions (and for multivariate spatial derivatives of ) rl,ij(l, .)
we continue to define the control function as in item i). However, if
the modulus of the control function (or some multivariate derivative)
exceeds C, then we define the control function increment in terms of
the negative data of the control function itself. Let
M l−1,αr := max
1≤i≤n, j∈J
sup
x∈Uj
∣∣Dαxrl,ij(l − 1, x)∣∣, (94)
As the Riemannian manifold is compact, these maxima are obtained
for some x ∈ Uj0 , where Uj is the image of a chart with domain
Vj0 ⊂M . Let
P : M l−1,αr ≤ Cfor all α with |α| ≤ 2. (95)
Then we simply write P if the condition P in (211) holds and non-P
if the condition P in (211) does not hold.
δrl,ij(τ, x) :=


∫ τ
l−1
(
− v
r,ρ,l−1,ij (l−1,y)
C
)
CUjp
l,j(τ − (l − 1), x− y)dy if P
∫ τ
l−1
(
− r
l−1,ij(l−1,y)
C
)
CUjp
l,j(τ − (l − 1), x− y)dy if non-P.
(96)
For the source terms involved we also use the notation
φv,l,ij = −
vr,ρ,l−1,ij(l − 1, y)
C
, (97)
and
φr,l,ij = −
rl−1,ij(l − 1, y)
C
. (98)
For l = 1 we take as data for the control function
rl−1,ij(l − 1, .) = r0,ij(0, .) =
hij(.)
C
, (99)
for all 1 ≤ i ≤ n and j ∈ J . Note that the control function data have
the same sign as the controlled velocity function data at the first time
step.
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iii) All the preceding definitions of a control function can be realized in
a related context, where we solve equations for the control functions
with a source term on the right side which is then essentially defined
to be the integrand of the control functions increments in item i) or
alternatively in item ii). Note that the terms vr,ρ,l−1,ij and rl−1,ij
in (100) below are abbreviations for the same functions evaluated at
l−1, i.e. they equal vr,ρ,l−1,ij(l−1, .) and rl−1,ijj(l−1, .). The defining
equation for rl,ij,m (iteration index m is in order to define a spatially
global solution of this linear equation on the whole manifold M) is:
∂rl,ij,m
∂τ
− ρ
∑n
q,k=1 a
f,U
qk (x)
∂2rl,ij,m
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂rl,ij,m
∂xk
+ρ
∑n
k=1 r
l,ij,m
,k r
l−1,kjm
= φl,ij − ρ
∑n
k=1 r
l,ij,m
,k v
r,ρ,l−1,kj − ρ
∑n
k=1 v
r,ρ,l−1,ij
,k r
l−1,kj,m
−ρSr,l−1,jmint,i (v,∇v)− ρS
r,l−1,Jj ,m
coup,i (v,∇v) ,
(100)
where we have to define the latter to terms and the source terms φl,ij
(the idea of the definition of the latter has been indicated above). Here,
the upper index l − 1 indicates that we evaluate related functions at
data obtained from the previous time step. Furthermore,
S
r,l−1,j,m
int,i (v,∇v) = S
j
int,i
(
vr,ρ,l−1,ij,m,∇vr,ρ,l−1,ij,m
)
. (101)
The initial conditions for (100) are
rl,ij,m(l − 1, .) = rl−1,ij(l − 1, .). (102)
Since we want to construct a global solution
rl : [l − 1, l]×M → TM (103)
to this linear parabolic equation, we have to ensure that the local
solutions match on the boundaries ∂Uj , j ∈ J . As in the case of
a controlled velocity function we shall see that this will be obtained
automatically by the communication of all local equations via the local
Lery projection terms which we have defined via Green’s functions.
We can also ensure this by boundary conditions in the same spirit as
before, i.e., we define for all τ, x) ∈ [l − 1, l]× ∂Uj
rl,ij,m(τ, x) =
∑
k∈Jj
rl,ikk(m−1)(τ, x). (104)
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Then we can define the source terms φl,ij related to the prescriptions
in item i) or item ii). Following the ideas of item i) we define
φl,ij(τ, x) := −
vr,ρ,l−1,ij(l − 1, x)
C
. (105)
Following the ideas of item ii) we would define
δrl,ij(τ, x) :=


− v
r,ρ,l−1,ij (l−1,x)
C
if P
− r
l−1,ij(l−1,x)
C
if non− P .
,
(106)
where P is a property which is defined analogously as the property P .
The constant C ≫ 1 will be chosen below as will the time step size where
we may choose a step size of order
ρ ∼
1
C3
. (107)
This means for 1 ≤ i ≤ n and j ∈ J that both functions φv,l,ij φr,l,ij can
dominate all terms which have a factor ρ concerning the growth behavior
of the controlled velocity function and of the control function from time
step l− 1 to time step l respectively. Next to dimension the constant C > 0
depends only on the initial data h, constants of the manifold (determined by
the Christoffel symbols or by the Riemann tensor), the first and second order
coefficients of the local equations, and the order of multivariate derivatives
for which we want to construct an upper bound. Next we formulate the
complete scheme in the simplified version as in i) and ii) above. At the first
time step l = 1 we set
rl−1,ij(l − 1, .) = r0,ij(0, .) ≡
hij
C.
(108)
for all 1 ≤ i ≤ n and j ∈ J . At time step l = 1 the data of the controlled
velocity functions are then given by
vr,ρ,l−1,ij = vr,ρ,0,ij =
(
1 +
1
C
)
hij . (109)
Remark 2.2. Alternatively, we could define
rl−1,ij(l − 1, .) = r0,ij(0, .) ≡ 0 (110)
and, accordingly,
vr,ρ,l−1,ij = vr,ρ,0,ij = hij . (111)
However, we prefer to give a description where the scheme for the first time
step looks similar as the scheme for the later time steps l ≥ 2.
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Next we compute a local solution vr
l−1,ρ,l,ij = vr
0,ρ,l,ij := vr,ρ,0,ij of the
uncontrolled Navier Stokes equation on [0, 1] ×M with data (109). This
is done by a spatially global iteration of spatially local equation with an
iteration index m where each local equation (fixed j ∈ J) is solved by a
subiteration with another iteration index p. For l = 1 and each m ≥ 1 we
solve card(J) local Navier-Stokes equation of the form
∂vr
0,ρ,1,ij,m,p
∂τ
− ρ
∑n
j,k=1 a
f,U
jk (x)
∂2vr
0,ρ,1,ij,m,p
∂xj∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂vr
0,ρ,1,ij,m,p
∂xk
+ρ
∑n
k=1 v
r0,ρ,1,ij,m,p
,k v
r0,ρ,1,kj,m,p−1
= ρSjint,i
(
vr
0,ρ,1,m,p−1,∇vr
0,ρ,1,m,p−1
)
+ ρS
Jj
coup,i
(
vr
0,ρ,1,m−1,∇vr
0,ρ,1,m−1
)
,
(112)
with initial data
vr
0,ρ,1,ij,m,p(0, .) =
(
1 +
1
C
)
hij(.). (113)
At this first time step for the subiteration with iteration index p we may
impose the boundary condition
vr,ρ,1,ij,m,p|[0,1]×∂Uj(τ, x) =
∑
k∈Jj
vr,ρ,1,ikk,m−1(τ, x), (114)
where the double superscript kk on the right side of (119) indicates the
involvement of the partition of unity as explained above. However, imposing
these boundary conditions is not necessary as we shall observe.
For a step size ρ > 0 which is small enough the sequences(
vr
0,ρ,1,ij,m,p
)
p∈N
(115)
converge classically to a limit
vr
0,ρ,1,ij,m := lim
p↑∞
vr
0,ρ,1,ij,m,p ∈ C1,2 ([0, 1] × Uj) (116)
for all 1 ≤ i ≤ n and j ∈ J . For the functional sequence
(
vr
0,ρ,1,ij,m
)
m∈N
we get a spatially global iteration scheme
∂vr
0,ρ,1,ij,m
∂τ
− ρ
∑n
j,k=1 a
f,U
jk (x)
∂2vr
0,ρ,1,ij,m
∂xj∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂vr
0,ρ,1,ij,m
∂xk
+ρ
∑n
k=1 v
r0,ρ,1,ij,m
,k v
r0,ρ,1,kj,m
= ρSjint,i
(
vr
0,ρ,1,m,∇vr
0,ρ,1,m
)
+ ρS
Jj
coup
(
vr
0,ρ,1,ij,m−1,∇vr
0,ρ,1,ij,m−1
)
,
(117)
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with initial data
vr
0,ρ,1,ij,m(0, .) =
(
1−
1
C
)
hij(.). (118)
Again it is optional to impose a boundary condition of the form
vr
0,ρ,1,ij,m|[0,1]×∂Uj(τ, x) =
∑
k∈Jj
vr
0,ρ,1,ikk,m−1(τ, x), (119)
and where for m = 1 the initial data may be used to initialize the boundary
conditions.
For a step size ρ > 0 which is small enough the sequences(
vr
0,ρ,1,ij,m
)
m∈N
(120)
converge to a classical limit
vr
0,ρ,1,ij := lim
m↑∞
vr
l−1,ρ,1,ij,m ∈ C1,2 ([0, 1] × Uj) (121)
for all 1 ≤ i ≤ n and j ∈ J . We shall see that for small ρ > 0 this is a time-
local fixed point iteration which leads to a spatially global and time-local
solution
vr
0,ρ,1 : [0, 1] ×M → TM. (122)
Having computed the uncontrolled velocity function vr
0,ρ,1 with ’controlled
data’ vr
0,ρ,0 which are given in local coordinates at the first time step by
(131), we define the control function increments δr1,ij = r1,ij−r0,ij = r1,ij−(
− 1
C
)
hij according to item i) or item ii) above and define the controlled
velocity functions at time step l = 1 on [l − 1]× Uj by
vr,ρ,1,ij = vr
0,ρ,1,ij + δr1,ij = vρ,1,ij + r1,ij. (123)
Here, vρ,1,ij , 1 ≤ i ≤ n, j ∈ J is the solution in of the time-local uncontrolled
Navier Stokes equation with uncontrolled data hij and the function r1,ij =
r0,ij + δr1,ij , 1 ≤ i ≤ n, j ∈ J determine the time-local control function on
[0, 1] ×M . This describes the first time step.
Recursively, at the beginning of time step l ≥ 2 the functions
rl−1,ij(l − 1, .), vr,ρ,l−1,ij(l − 1, .), 1 ≤ i ≤ n, j ∈ J (124)
are determined. Then we determine a local solution vr
l−1,ρ,l,ij, 1 ≤ i ≤
n, j ∈ J of the uncontrolled Navier Stokes equation on [0, 1]×M with data
vr
l−1,ρ,l,ij(l − 1, .) := vr,ρ,l−1,ij(l − 1, .). (125)
Again, this is done by a spatially global iteration of spatially local equation
with an iteration index m where each local equation (fixed j ∈ J) is solved
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by a subiteration with another iteration index p. For l ≥ 2 and each m ≥ 1
we solve card(J) local Navier-Stokes equation of the form
∂vr
l−1,ρ,l,ij,m,p
∂τ
− ρ
∑n
j,k=1 a
f,U
jk (x)
∂2vr
l−1,ρ,l,ij,m,p
∂xj∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂vr
l−1,ρ,l,ij,m,p
∂xk
+ρ
∑n
k=1 v
rl−1,ρ,l,ij,m,p
,k v
rl−1,ρ,l,kj,m,p−1
= ρSjint,i
(
vr
l−1,ρ,l−1,m,p−1,∇vr
0,ρ,l,m,p−1
)
+ρS
Jj
coup,i
(
vr
l−1,ρ,l,m−1,∇vr
l−1,ρ,l,m−1
)
,
(126)
with initial data
vr
l−1,ρ,l,ij,m,p(l − 1, .) = vr,ρ,l−1,ij(l − 1, .). (127)
Boundary conditions are optional and - if imposed- may be defined anal-
ogously as in the first time step.
For a step size ρ > 0 which is small enough the sequences(
vr
l−1,ρ,l,ij,m,p
)
p∈N
(128)
converge classically to a limit
vr
l−1,ρ,l,ij,m := lim
p↑∞
vr
0,ρ,l,ij,m,p ∈ C1,2 ([0, 1] × Uj) (129)
for all 1 ≤ i ≤ n and j ∈ J . For the functional sequence
(
vr
l−1,ρ,l,ij,m
)
m∈N
we get a spatially global iteration scheme
∂vr
l−1,ρ,l,ij,m
∂τ
− ρ
∑n
j,k=1 a
f,U
jk (x)
∂2vr
l−1,ρ,l,ij,m
∂xj∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂vr
l−1,ρ,l,ij,m
∂xk
+ρ
∑n
k=1 v
rl−1,ρ,l,ij,m
,k v
rl−1,ρ,l,kj,m
= ρSjint,i
(
vr
l−1,ρ,l,m,∇vr
l−1,ρ,l,m
)
+ ρS
Jj
coup
(
vr
l−1,ρ,l,ij,m−1,∇vr
l−1,ρ,l,ij,m−1
)
,
(130)
with initial data
vr
l−1,ρ,l,ij,m(l − 1, .) = vr
l−1,ρ,l−1,ij(l − 1, .). (131)
Again it is optional to impose a boundary condition which are analogous as
in the first time step (if imposed).
For a step size ρ > 0 which is small enough the sequences(
vr
l−1,ρ,1,ij,m
)
m∈N
(132)
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converge to a classical limit
vr
l−1,ρ,1,ij := lim
m↑∞
vr
l−1,ρ,1,ij,m ∈ C1,2 ([0, 1] × Uj) (133)
for all 1 ≤ i ≤ n and j ∈ J . We shall see that for small ρ > 0 this is a time-
local fixed point iteration which leads to a spatially global and time-local
solution
vr
l−1,ρ,l : [0, 1] ×M → TM. (134)
Having computed the uncontrolled velocity function vr
l−1,ρ,l with ’controlled
data’ vr
l−1,ρ,l−1(l−1, .) which are given in local coordinates at the first time
step by the functions vr
l−1,ρ,l,ij, 1 ≤ i ≤ n, j ∈ J , we define the control
function increments δrl,ij = rl,ij − rl−1,ij according to item i) or item ii)
above and define the controlled velocity functions at time step l ≥ 2 on
[l − 1]× Uj by
vr,ρ,l,ij = vr
l−1,ρ,1,ij + δr1,ij = vρ,l,ij + rl,ij. (135)
Here, vρ,l,ij, 1 ≤ i ≤ n, j ∈ J is the solution in of the time-local uncontrolled
Navier Stokes equation with uncontrolled data vρ,l−1,ij(l − 1, .), and the
function rl,ij = rl−1,ij + δrl,ij, 1 ≤ i ≤ n, j ∈ J determine the time-local
control function on [l − 1, l]×M .
We shall see that for small ρ > 0 this is a time-local fixed point iteration
which leads to a spatially global and time-local solution
vr,ρ,l : [l − 1, l] ×M → TM. (136)
The following argument is essentially constructive up to the point that
the choice of the time step size ρ > 0 and the constant C > 0 may be
analysed more constructively. This will be done in a subsequent paper.
The size of C > 0 and ρ > 0 as an upper bound depends on the order
of multivariate derivatives of the controlled velocity function and of the
control function for which this upper bound is to be constructed, of course.
At this analytic stage it suffices to sow that next to the order of derivatives
considered, the constants ρ and C depend only the data h the viscosity ν,
and the coefficients gij of the line element of the underlying manifold M .
3 Main theorem
We shall assume
h ∈ C∞ (M,TM) , (137)
or, in a family of local charts ψj : Vj → Uj ⊂ R
n, j ∈ J covering the manifold
M we have components hijj ∈ C∞ (Uj) for all 1 ≤ i ≤ n and j ∈ J , where
the additional superscript j indicates the additional use of a subordinate
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partition of unity. In this paper we set external forces to zero, although
there is no problem to include them into the scheme we proposed. This
is just for the sake of formal simplicity of the description. An equivalent
assumption on the initial data h is they are located in Sobolev spaces of
arbitrary order s ∈ R, i.e., for all s ∈ R we have
h ∈ Hs (M,TM) . (138)
As indicated in the introduction our proof of a bounded regular solution of
the incompressible Navier-Stokes equation consists of three main ideas: a)
we introduce a time discretization and a series of linear time transformations
t = ρτ such that time step size 1 in τ -coordinates is related to a small time
step size in original coordinates and small coefficients of spatial derivatives
in transformed time coordinates. Then a local solution is constructed via
two iterations. In a local iteration we determine a local Leray projection
term by solving a local Poisson equation the boundary data imposed by the
result of other local equations at the previous time step (where at the first
iteration step the final data of the previous time step or the initial data at the
first time step may be used in order to initialize the boundary conditions
for the Poisson equation). For fixed boundary conditions we consider a
subiteration in order to solve the local (local in time and local in space)
Navier Stokes equations. The local Navier Stokes equation communicate via
the boundary conditions of the Poisson equation which determines the Leray
projection term. Such an double iteration procedure leads to a spatially
global solution which is local in time. The choice of a constant step size ρ > 0
depends on the size of the data, the manifold M , the viscosity information
and drift information which is coded in the first and second order coefficients
of the local equations. b) in order to control the growth of the solution we
introduce time-step by time step a control function r. Having determined
the controlled velocity function vr,ρ,l−1(l − 1, .) at the previous time step,
we solve first locally in time, i.e., on the domain [l − 1, l] ×M the usual
uncontrolled Navier Stokes equation, but with data vr,ρ,l−1(l − 1, .). The
solution is denoted by vr
l−1,ρ,l. Then a control function increment is chosen
which depends only on the data vr,ρ,l−1(l − 1, .) and rl−1(l − 1, .) of the
previous time step. It is defined locally in terms of ’consumption’ source term
φv,l,ij or φr,l,ij and which has been explained in the introduction to some
extent. These functions are chosen such that the growth of the functions
vr
l−1,ρ,l,ij over time step l, i.e., some norm of the increments δvr
l−1,ρ,l,ij(l, .)
is dominated by a respective norm of the increments δrl,ij of the control
functions. c) We ensure that the control function r and the function vr
are globally Ho¨lder continuous with respect to space and time and bounded
or at least of linear growth. This implies that classical arguments lead to
classical C1,2-regularity of the velocity function v, and hence of the pressure.
The main result of this paper is that for a class of uniformly scalar
parabolic operators L acting on the components of the vector field v, and
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which includes the Hodge and Bochner Laplacian on manifolds, the Navier
Stokes equation
∂v
∂t
− νLv +∇vv = −∇Mp,
divv = 0,
v(0, .) = h ∈ C∞ (M,TM) ,
(139)
we have a global scheme which converges to a global classical solution to
(139) in its Leray projection form. In the scheme we use a local representa-
tion of the Leray projection operator P which is the orthogonal projection
of L2 (M,TM) onto the kernel of the divergence.
We prove
Theorem 3.1. Given any dimension n let h ∈ C∞ (M,TM) (or, equiva-
lently satisfy (138) for any s ∈ R). Then there is a global classical solution
v ∈ C1,2 ([0,∞)×M,TM) (140)
of the Navier-Stokes equation system (139).
Proof. We consider the schemes described in i) and ii) above and do the
proof in four steps.
1) In a first step we prove for each j ∈ J the local convergence of the
series (
vr
l−1,ρ,l,ij,m,p
)
p∈N
(141)
in C1,2 ([l − 1, l]× Uj) for all 1 ≤ i ≤ n. The members of the series in
(141) are solutions of local uncontrolled Navier Stokes equations with
data
vr
l−1,ρ,l,ij,m,p(l − 1, .) := vr,ρ,l−1,ij(l − 1, .), (142)
i.e. we use as initial data the final data of the previous time step which
are independent of the iteration index p (of the spatially local iteration)
and the iteration index m (of the spatially global iteration) of the
time-local convergence. As we use the controlled data of the previous
time step, but have no control function increment δrl,ij defined on
[l − 1, l] × Uj involved in the computation of v
rl−1,ρ,l,ij,m,p we use the
superscript rl−1 in order to indicate the dependence of the functions
on the control function rl−1 : [0, l − 1] ×M → TM and its difference
to the controlled velocity functions vr,ρ,l,ij even in the limit. In this
step of the proof and in step 2) of the proof we shall show that for all
(τ, x) ∈ [l − 1, l]× Uj all j ∈ J and all 1 ≤ i ≤ n we have
vr,ρ,l,ij(τ, x) = lim
m,p↑∞
vr
l−1,ρ,l,ij,m,p(τ, x) + δrl,ij(τ, x). (143)
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2) In a second step we prove convergence of the time-local and spatially
global iteration scheme,where the data rl−1(l−1, .) and vr,ρ,l−1(l−1, .)
are in C2(M,TM). We consider the simplest iteration scheme where
the communication between the local equations for the controlled ve-
locity functions vr,ρ,l,ij,m and rl,ij is exclusively realized via the bound-
ary conditions of the Leray projection terms of the local equations. In
our representations of local solutions these boundary terms are coded
in Green’s functions. In this second step st we shall show that for all
(τ, x) ∈ [l − 1, l]× Uj all j ∈ J and all 1 ≤ i ≤ n we have
vr,ρ,l,ij(τ, x) = lim
m↑∞
vr
l−1,ρ,l,ij,m(τ, x) + δrl,ij(τ, x), (144)
where for j1 6= j2, all x ∈ Uj1 ∩ Uj2 6= ⊘ we have for all τ ∈ [l − 1, l]
that
vr,ρ,l,ij1(τ, x) = vr,ρ,l,ij2(τ, x). (145)
3) In a third step we consider first the scheme of item i) in the preced-
ing section and prove that we have a global uniform bound for the
controlled velocity function and a linear upper bound for the control
function (which suffices in order to prove global existence). Then we
consider the refined the scheme define in ii) of section 2 and prove a
sharper result that states the existence of an uniform upper bound of
the control function and the controlled velocity function. We prove
that for this scheme a certain upper bound C > 0 is preserved in two
time steps, i.e., there exists a constant C > 0 such that for all l ≥ 1,
all j ∈ J and all 1 ≤ i ≤ n we have
sup
x∈Uj
∣∣vr,ρ,l−1,ij(l − 1, x)∣∣ ≤ C → sup
x∈Uj
∣∣vr,ρ,l+1,ij(l + 1, x)∣∣ ≤ C. (146)
Furthermore the upper bound can be chosen such that a similar im-
plication holds for the control functions, i.e., there is a constant C > 0
such that for all l ≥ 1, all j ∈ J and all 1 ≤ i ≤ n we have
sup
x∈Uj
∣∣rl,ij(l, x)∣∣ ≤ C → sup
x∈Uj
∣∣rl+1,ij(l + 2, x)∣∣ ≤ C. (147)
Strengthening this result we show that we can find such an upper
bound for multivariate derivatives as well, provided that we have local
sufficient local regularity of the controlled velocity functions and of the
control functions, i.e., if vr,ρ,l ∈ Cm,2m ([l − 1, l]×,M, TM) for some
m ≥ 1 and for l − 1 ≥ 0, then for all multiindices α with |α| ≤ m we
have a constant Cm such that
sup
x∈Uj
∣∣Dαxvr,ρ,l−1,ij(l−1, x)∣∣ ≤ Cm → sup
x∈Uj
∣∣Dαxvr,ρ,l+1,ij(l+1, x)∣∣ ≤ Cm.
(148)
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Similarly, if rl ∈ Cm,2m ([l − 1, l]×,M, TM) for some m ≥ 1 and for
l− 1 ≥ 0, then for all multiindices α with |α| ≤ m we have a constant
Cm such that
sup
x∈Uj
∣∣Dαxrl,ij(l, x)∣∣ ≤ Cm → sup
x∈Uj
∣∣Dαx rl+1,ij(l + 2, x)∣∣ ≤ Cm. (149)
Finally we show that for the simplified scheme described in item i) of
the introduction we still have a global upper bound.
4) In a fourth step we show the existence of a globally bounded classical
solution vρ ∈ C1,2 ([0,∞)×M,TM) of the time-transformed incom-
pressible Navier Stokes equation exists. It follows immediately that the
global solution v ∈ C1,2 ([0,∞)×M,TM) in original time coordinates
exists.
3.1 step 1: proof of local existence of solutions at each time
step (in absence of a control function)
We emphasize that the time step size ρ is chosen generically, i.e. in this
first step of the proof we shall choose ρ > 0 such that local convergence
is obtained in the scheme without control function. Similarly the bound
C > 0 of for the (modulus of) controlled velocity functions vr,ρ,l,ij, and the
(modulus of) the control functions rl,ij itself. Similarly for spatial derivatives
of these functions. For l = 1 we set r1,ij(0, .) ≡ −h
ij
C
for all 1 ≤ i ≤ n and
j ∈ J . As we said we may also define the control functions to be zero at
the first time step, but in order to have a more uniform description for all
time steps l > 0 we use the prescription in terms of functions which are
proportional to the negative data functions. In general we assume that the
final data of the previous time step at τ = l − 1 are the initial data of time
step l and that the data for the controlled velocity functions at time step l,
i.e., the functions
vr,ρ,l,ij(l − 1, .), 1 ≤ i ≤ n, j ∈ J, (150)
and the data of the control functions, i.e., the data
rl,ij(l − 1, .), 1 ≤ i ≤ n, j ∈ J (151)
are determined. Next we fix the iteration step m ≥ 1 of the spatially global
iteration. This determines that boundary data, which we use in order to
determine the local Leray projection term using Green’s function. Form = 1
we take vr
l−1,ρ,l,ij,m−1(τ, x) = vr
l−1,ρ,l−1,ij(l− 1, x) in order to determine the
boundary conditions of the Poisson equation which determine the Leray
projection term (as described in the introduction). For m > 1 we assume
that the functions
vr
l−1,ρ,l,ij,m−1, 1 ≤ i ≤ n, j ∈ J, (152)
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and the functions
rl,ij, 1 ≤ i ≤ n, j ∈ J (153)
have been determined. Recall the notation here: the upper script rl−1 means
that we solve local uncontrolled Navier Stokes equations with controlled data
vr
l−1,ρ,l,ij(l − 1, .) = vr,ρ,l−1,ij(l − 1, .). As the control function increments
δrl,ij = rl,ij − rl−1,ij are defined in terms of the data vr,ρ,l−1,ij(l − 1, .) and
rl−1,ij(l−1, .), we can add this control function increment after computation
of the controlled velocity functions vr
l−1,ρ,l,ij, 1 ≤ i ≤ n, j ∈ J in order to
determine vr,ρ,l,ij = vr
l−1,ρ,l,ij + δrl,ij, 1 ≤ i ≤ n, j ∈ J .
Next we fix j ∈ J , the iteration index m ≥ 1 and choose flat coordinates
on Uj. For 1 ≤ i ≤ n, l ≥ 1 and the local iteration index p ≥ 1 we solve the
local Navier Stokes equation problem for vr,ρ,l,ij,m,p of the form
∂vr
l−1,ρ,l,ij,m,p
∂τ
− ρ
∑n
q,k=1 a
f,U
qk
∂2vr
l−1,ρ,l,ij,m,p
∂xq∂xk
−ρ
∑n
k=1 b
f,U
k
∂vr,ρ,l,ij,m,p
∂xk
+ ρ
∑n
k=1 v
rl−1,ρ,l,ij,m,p−1
,k v
rl−1,ρ,l,kj,m,p−1
= ρSjint,i
(
vr
l−1,l,ij,m,p−1,∇vr,l,ij,m,p−1
)
+ρS
Jj
coup
(
vr
l−1,l,ij,m−1,∇vr
l−1,l,ij,m−1
)
,
vr
l−1,ρ,l,ij,m,p(l − 1, .) = vr,ρ,l,ij(l − 1, .).
(154)
Note that the coupling term is independent of the iteration index p. Fur-
thermore the ’Burger equation term’
ρ
n∑
k=1
v
rl−1,ρ,l,ij,m,p−1
,k v
rl−1,ρ,l,kj,m,p−1 (155)
is taken from the previous iteration step. This has the advantage that we
can represent solutions in the form of convolutions with certain fundamental
solutions of parabolic equations with constant coefficients as we use locally
flat coordinates on Uj .
Remark 3.2. We may define additional boundary conditions at each iteration
step p. Natural boundary conditions are of the form
vr
l−1,ρ,l,ij,m,p(l − 1, .) = vr,ρ,l−1,ij(l − 1, .), (156)
and for each j ∈ J we added a boundary condition
vr
l−1,ρ,l,ij,m,p|[l−1,l]×∂Uj(τ, x) =
∑
k∈Jj
vr
l−1,ρ,l,i,kk,m−1(τ, x). (157)
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Note the double superscript kk which indicates the use of a partition of
unity. This ensures that differentiability of the restriction of vr,ρ,l,ij,m,p to
[l−1, l]×∂Uj in (157). In any case we have no dependence on the boundary
condition if we consider iteration with respect to the iteration index p.
The solution of the local uncontrolled system with controlled data vr
l−1,ρ,l,ij,m
(limit p ↑ ∞) may be represented in the form
vr
l−1,ρ,l,ij,m = vr
l−1,ρ,ij,m,1 +
∞∑
p=2
δvr
l−1,ρ,l,ij,m,p (158)
along with δvr
l−1,ρ,l,ij,m,p = vr
l−1,ρ,l,ij,m,p − vr
l−1,ρ,l,ij,m,p−1. For p = 1
we denote δvr
l−1,ρ,l,ij,m,1 = vr
l−1,ρ,l,ij,m,1 − vr
l−1,ρ,l,ij,m,0 = vr
l−1,ρ,l,ij,m,1 −
vr
l−1,ρ,l−1,ij,m(l− 1, .). This has the advantage of zero initial conditions and
zero boundary conditions for δvr
l−1,ρ,l,ij,m,p for p ≥ 2. Furthermore the
equation for vr
l−1,ρ,l,ij,m,1 is a linear parabolic equation with differentiable
coefficients. The equation for δvr
l−1,ρ,l,ij,m,p becomes
∂δvr
l−1,ρ,l,ij,m,p
∂τ
− ρ
∑n
q,k=1 a
f,U
qk
∂2δvr
l−1,ρ,l,ij,m,p
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k
∂δvr
l−1,ρ,l,ij,m,p
∂xk
−ρ
∑n
k=1 δv
rl−1,ρ,l,ij,m,p−1
,k v
rl−1,ρ,l,kj,m,p−1 − ρ
∑n
k=1 δv
rl−1,ρ,l,ij,m,p−1
,k v
rl−1,ρ,l,kj,m,p
= −ρ
∑n
k=1 v
rl−1,ρ,l,ij,m,p−1
,k δv
rl−1,ρ,l,kj,m,p−1 − ρ
∑n
k=1 δv
rl−1,ρ,l,ij,m,p−1
,k v
rl−1,ρ,l,kj,m,p−1
+ρSjint,i
(
vr
l−1,l,ij,m,p−1,∇vr
l−1,l,ij,m,p−1
)
−ρSjint,i
(
vr
l−1,l,ij,m,p−2,∇vr
l−1,l,ij,m,p−2
)
,
(159)
with zero initial and boundary conditions which do not depend on the itera-
tion index p. Note that the coupling term ρS
Jj
coup
(
vr
l−1,l,ij,m−1,∇vr
l−1,l,ij,m−1
)
disappears since it does not depend on the iteration index p. Hence the so-
lution for the functions δvr
l−1,ρ,l,ij,m,p for p ≥ 1 has the representation
δvr
l−1,ρ,l,ij,m,p(τ, x) =
∫ τ
l−1
∫
Uj
δs
rl−1,ρ,l,ij,m,p−1
int (s, y)p
l,ij(τ, x; s, y)dyds,
(160)
where pl,ij is the fundamental solution of
∂vr
l−1,ρ,l,ij,m,p
∂τ
− ρ
∑n
q,k=1 a
f,U
qk
∂2vr
l−1,ρ,l,ij,m,p
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k
∂vr
l−1,ρ,l,ij,m,p
∂xk
= 0,
(161)
and where δsr
l−1,ρ,l,ij,m,p−1
int (s, y) is an abbreviation for the right side of (159).
Note that, the equation in (161) is a linearly transformed heat equation as
we use locally flat coordinates .
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From classical theory of scalar parabolic equations we have for p ≥ 1
that
vr
l−1,ρ,l,ij,m,1, vr
l−1,ρ,l,ij,m,p ∈ C1,2
(
[l − 1, l] × Uj
)
. (162)
Remark 3.3. Even if we consider a scheme with variable first order terms, or
a generalised scheme with variable second order and first order coefficients,
then we can use constructions of the fundamental solution pl,ij,m,p in terms
of the Levy expansion. Recall that on an arbitrary domain [l−1, l]×Ω form
is given by
pl,ij(τ, x; s, y) := N lA(τ, x; s, y) +
∫ τ
s
∫
Rn
N lA(τ, x;σ, ξ)φ(σ, ξ; s, y)dσdξ,
(163)
where for
(
aij,Uj(y)
)
defining the inverse of
(
a
Uj
ij (y)
)
we have
N lA(τ, x; s, y) =
√
det
[
aij,Uj(y)
]
√∑n
i,j=1 4πρ(τ − s)
n exp
(
−
∑n
i,j=1 a
ij,Uj(xi − yi)(xj − yj)
4ρlν(τ − s)
)
,
(164)
and φ is a recursively defined function which is Ho¨lder continuous in x, i.e.,
φ(τ, x; s, y) =
∞∑
m=1
(LlN
l
A)m(τ, x; s, y), (165)
along with the recursion
(LlN
l
A)1(τ, x; s, y) = LlN
l
A(τ, x; s, y)
=
∂N lA
∂τ
− ρa
l,Uj
ij
∂2
∂xi∂xj
N lA + ρ
∑n
k=1 b
Uj
j
∂N lA
∂xk
= ρ
∑n
k=1 bk
∂N lA
∂xk
,
(LN lA)m+1(τ, x) :=
∫ t
s
∫
Ω
(
LN lA(τ, x;σ, ξ)
)
m
LN lA(σ, ξ; s, y)dσdξ.
(166)
We may then use the adjoint of the fundamental solution in order to ob-
tain estimates similar as the estimates below which we shall get for the
simplified convolutive expressions of approximating local solution functions
vr
l−1,ρ,l,ij,m,p. Note that for small ρ > 0 the Levy expansion is a kind of
perturbation of the leading term N lA.
For locally flat coordinates we have a fundamental solution pl,ij,m,p−1
which depends on the time difference τ − s and on the spatial differences
x− y such that there is a function p∗,l,ij such that
p∗,l,ij(τ − s, x− y) = pl,ij(τ, x; s, y). (167)
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At this point we shall see that it becomes advantageous if we have imposed
boundary conditions as in (157). Then the increments have zero boundary
conditions and we may apply partial integration where boundary terms dis-
appear. Especially for second partial derivatives with respect to the variables
xk and xq we have
δv
rl−1,ρ,l,ij,m,p
,k,q (τ, x) =
∫ τ
l−1
∫
Uj
δs
rl−1,ρ,l,ij,m,p−1
int (s, y)p
l,ij
,k,q(τ, x; s, y)dyds
= δvr
l−1,ρ,l,ij,m,p
,k,q (τ, x) =
∫ τ
l−1
∫
Uj
δs
rl−1,ρ,l,ij,m,p−1
int,q (s, y)p
l,ij
,k (τ, x; s, y)dyds,
(168)
and then we use local integrability of the first order derivatives of the trans-
formed Gaussian and other properties of the Gaussian in order to estimate
this representation. For some constant c > 0 we get∣∣δsrl−1,ρ,l,ij,m,p−1int,q (s, y)∣∣ ≤ ρc ∑
0≤|α|≤2
sup
τ∈[l−1,l],x∈Uj
∣∣δvrl−1,ρ,l,ij,m,p−1,α (τ, x)∣∣,
(169)
and since the Gaussian pl,ij and its first spatial derivatives pl,ij,k are locally
integrable, i.e., have the upper bounds
∣∣pl,ij(τ − s, x− y)∣∣ ≤ C
(τ − s)σ(x− y)n−2σ
(170)
∣∣pl,ij,k (τ − s, x− y)∣∣ ≤ C(τ − s)µ(x− y)n+1−2σ (171)
for some C > 0 and σ ∈ (0.5, 1), we get from (172)
supτ∈[l−1,l],x∈Uj
∣∣δvrl−1,ρ,l,ij,m,p,k,q (τ, x)∣∣
≤ ρC
∑
0≤|α|≤2 supτ∈[l−1,l],x∈Uj
∣∣δvrl−1,ρ,l,ij,m,p−1,α (τ, x)∣∣
(172)
We get similar estimates for the first order derivatives and for the value
function itself, i.e., as n ≥ 2, for 1 + n + n2 < 2n2 terms and a generic
constant C > 0. Hence for ρ ≤ 1
4n2C
we get the contraction
|δvr
l−1,ρ,l,ij,m,p|1,2 ≤
1
4
|δvr
l−1,ρ,l,ij,m,p−1|1,2. (173)
Furthermore, we may assume that ρ > 0 is small enough such that
|δvr
l−1,ρ,l,ij,m,1|1,2 ≤
1
4
. (174)
For this time-step size ρ > 0 we have
∣∣∣ ∞∑
p=2
δvr
l−1,ρ,l,ij,m,p
∣∣∣
1,2
≤
1
2
, (175)
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(strictly less indeed). Hence for this time-step size ρ > 0 the sequence(
vr
l−1,ρ,l,ij,m,p
)
p∈N
(176)
converge classically to a fixed point limit
vr
l−1,ρ,l,ij,m := lim
p↑∞
vr,ρ,l,ij,m,p ∈ C1,2 ([0, 1] × Uj) (177)
for all 1 ≤ i ≤ n and j ∈ J , and in Banach space C1,2
(
[l − 1, l]× Uj
)
. For
each m ≥ 1 this fixed point limit solves the initial-boundary value problem
for vr
l−1,ρ,l,ij,m stated in (182), (183), and (184) below.
3.2 step 2: Convergence of the spatially global and time-
local controlled scheme
Again, we could define equations for functions vr
l−1,ρ,l,ij,m where data of
nonlinear terms are taken from the previous iteration step in order to get
convolutions in terms of Gaussians in locally flat coordinates. However,
an alternative is the following: since we know the functions vr
l−1,ρ,l,ij,m as
the fixed point limits of subiteration steps with iteration index p for all
1 ≤ i ≤ n and all j ∈ J , we can represent the functions vr,ρ,l,ij,m in terms of
fundamental solutions pl,ij,m of the equation
∂pl,ij,m
∂τ
− ρ
∑n
q,k=1 a
f,U
qk (x)
∂2pl,ij,m
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂pl,ij,m
∂xk
+ρ
∑n
k=1 p
l,ij,mvr
l−1,ρ,l,kj,m = 0.
(178)
We may then use estimates similar as in the previous section, where we
can use the adjoint of the fundamental solution. The functions function
vr
l−1,ρ,l,ij,m are elements of a functional sequence
(
vr
l−1,ρ,1,ij,m
)
m∈N
, where
we want to show that the limit
vr
l−1,ρ,l,ij := lim
m↑∞
vr
l−1,ρ,l,ij,m, 1 ≤ i ≤ n j ∈ J (179)
is a local representation of a time-local and spatially global function
vr
l−1,ρ,l : [l − 1, l]×M → TM, (180)
which solves the incompressible Navier Stokes equation on manifolds on the
domain [l − 1, l]×M , provided that data satisfy
vr
l−1,ρ,l(l − 1, .) ∈ C1,2 (M) . (181)
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We have a spatially global iteration scheme of local initial-boundary value
problems of the form
∂vr
l−1,ρ,l,ij,m
∂τ
− ρ
∑n
q,k=1 a
f,U
qk (x)
∂2vr
l−1,ρ,l,ij,m
∂xq∂xk
− ρ
∑n
k=1 b
f,U
k (x)
∂vr
l−1,ρ,l,ij,m
∂xk
+ρ
∑n
k=1 v
rl−1,ρ,l,ij,m
,k v
rl−1,ρ,l,kj,m
= ρSjint,i
(
vr
l−1,ρ,l,m,∇vr
l−1,ρ,l,m
)
+ ρSjcoup
(
vr
l−1,ρ,l,m−1,∇vr
l−1,ρ,l,m−1
)
,
(182)
where for m = 1 we set vr
l−1,ρ,l,kj,m−1 = vr
l−1,ρ,l,kj,0 := vr
l−1,ρ,l−1,kj(l− 1, .).
At each iteration step m we defined
vr
l−1,ρ,l,ij,m(l − 1, .) = vr
l−1,ρ,l−1,ij(l − 1, .), (183)
and for each j ∈ J we added a boundary condition (for (τ, x) ∈ [l−1, l]×∂Uj)
vr
l−1,ρ,l,ij,m|[l−1,l]×∂Uj(τ, x) =
∑
k∈Jj
vr
l−1,ρ,l,ikk,m−1(τ, x). (184)
For all (τ, x) ∈ Uj we have the representation
vr
l−1,ρ,l,ij,m(τ, x) =
∫
Uj
vr
l−1,ρ,l−1,ij(l − 1, y)pl,ij,m(τ, x; 0, y)dy
+
∫ τ
l−1
∫
Uj
s
rl−1,ρ,l,ij,m
int,coup (s, y)p
l,ij,m(τ, x; s, y)dsdy
+
∫ τ
l−1
∫
∂Uj
φbd(s, y)p
l,ij,m(τ, x; s, y)dSyds
(185)
where we used the abbreviation
s
rl−1,ρ,l,ij,m
int,coup := ρS
j
int,i
(
vr
l−1,l,ij,m,∇vr
l−1,l,ij,m
)
+
ρS
Jj
coup
(
vr
l−1,l,ij,m−1,∇vr
l−1,l,ij,m−1
)
,
(186)
and where dSy denotes a surface element on ∂Uj . The boundary relation
reduces to an integral equation∫
Uj
vr
l−1,ρ,l−1,ij(l − 1, y)pl,ij,m(τ, x; 0, y)dy
+
∫ τ
l−1
∫
Uj
s
rl−1,ρ,l,ij,m
int,coup (s, y)p
l,ij,m(τ, x; s, y)dsdy
+
∫ τ
l−1
∫
∂Uj
φbd(s, y)p
l,ij,m(τ, x; s, y)dSyds
=
∑
k∈Jj
vr
l−1,ρ,l,ikk,m−1(τ, x)
(187)
37
for the function φbd. Again we may solve for n scalar initial boundary value
problems for vr
l−1,l,ij,1 ∈ C1,2 ([l − 1, l]× Uj) first, show that for small ρ > 0
we have a small difference vr
l−1,l,ij,1− vr
l−1,l−1,ij(l−1, .) and then show that
δvr
l−1,l,ij,m = vr
l−1,l,ij,m − vr,l,ij,m−1 satisfies a contraction
|δvr
l−1,l,ij,m|1,2 ≤
1
4
|δvr
l−1,l,ij,m−1|1,2. (188)
This is done using the classical representations of initial-boundary value
problems in terms of fundamental solutions as above in (185) and (187).
Note that we use the term for small ρ > 0 in a generic sense here, i.e., we
first determine a ρ such that we get the desired contraction for δvr
l−1,l,ij,m,p
with respect to the subiteration index p, and then we use this ρ in order
to get another ρ which is smaller or equal such that the (188) is satisfied.
We do this here for one time step l, and the choice of the control function
willendure that it can be done independently of the time step number l. For
a step size ρ > 0 which is small enough the sequences(
vr
l−1,ρ,l,ij,m
)
m∈N
(189)
converge to a classical limit
vr
l−1,ρ,l,ij := lim
m↑∞
vr
l−1,ρ,l,ij,m ∈ C1,2 ([0, 1] × Uj) (190)
for all 1 ≤ i ≤ n and j ∈ J . Finally we set
vr
l−1,ρ,l,ij := vr,ρ,l−1,ij(l − 1, .) (191)
for all 1 ≤ i ≤ n and j ∈ J . We may choose C > 0 such that
|vr
l−1,ρ,l,ij|1,2 ≤ C. (192)
3.3 step 3: Control of the growth of the functions rl and vr,ρ,l
Before we analyze global upper bounds in time let is make a remark con-
cerning the time step size. The local contraction result explained in step 1
and step 2 of this proof shows that the increment of the locally uncontrolled
velocity function with controlled data vr
l−1,ρ,l ∈ C1,2 ([l − 1, l]×M), i.e. the
increment
δvr
l−1,ρ,l = vr
l−1,ρ,l − vr,ρ,l−1(l − 1, .), (193)
has an upper bound which decreases with the time step size ρ (which appears
in the symbol of the local operator via time transformation). Similar for all
spatial derivatives as long as local regularity ensures that they are itself of
some regularity (at least continuous). We define the upper bound via a local
representation of (193). For an ǫ > 0 depending on the upper bound C > 0
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of the data at time l − 1, modell parameters such as viscosity or diffusion
constants, and structural information of the manifold (including dimension)
we can realize a bound
max
1≤i≤n,j∈J
∑
0≤|α|≤2
sup
(τ,x)∈[l−1,l]×Uj
∣∣Dαx δvr,ρ,l−1,ij(τ, x)∣∣ ≤ ǫ (194)
which becomes small with the time step size ρ > 0. As our local iteration
scheme starts with the data vr,ρ,l−1,ij(l − 1, .), 1 ≤ i ≤ n, j ∈ J at time
step l ≥ 1 and leads to local iteration schemes of linear coupled parabolic
equations with bounded coefficients for the simplest scheme in item i) it
suffices to choose a small but constant time step size to preserve the upper
bound - although the control function is allowed to have linear growth. In the
analysis of the more involved scheme of item ii) of section 2 we shall have
a uniform global upper bound for the control function and the controlled
velocity function such that a constant time step size ρ > 0 can be chosen
anyway. However, if we consider a scheme with explicit equations for the
controlled velocity function which include the control function (as in item
iii) of section 2), and if we consider a simple scheme, then we should better
use a decreasing time step size ρl, i.e., the choice
simple scheme + item iii)⇒ ρl ∼
1
l
(195)
keeps the coefficients of the more involved local iteration equations uniformly
in this case too, and this is certainly an advantage, while the choice in (195)
leads still to a global scheme.
Next, we first prove that the scheme defined in item i) of the second
section of this paper is global, i.e., that the controlled velocity functions
are uniformly bounded and that the control functions have a global linear
upper bound. The result is then sharpenend when we consider the extended
control functions of item ii) of the second section of this paper in the sense
that we get a global uniform upper bound for the control functions and of
the controlled velocity functions. In the previous step of this proof we have
obtained a local solution
vr
l−1,ρ,l ∈ C1,2 ([l − 1, l]×M,TM) , (196)
represented by a finite family of local functions vr
l−1,ρ,l,ij, 1 ≤ i ≤ n, j ∈ J
via charts with image Uj, j ∈ J -provided that the initial data v
rl−1,ρ,l(l −
1, .) = vr,ρ,l−1(l − 1, .) are well-defined in C2 (M,TM). At time step l − 1
the control function rl−1,ij, 1 ≤ i ≤ n, j ∈ J are known in addition. The
control functions rl,ij, 1 ≤ i ≤ n, j ∈ J at time step l ≥ 1 are then defined
for all (τ, x) ∈ [l − 1, l] × Uj by
rl,ij(τ, x) = rl−1,ij(l − 1, x) + δrl,ij(τ, x) (197)
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where we want to choose the control functions increments δrl,ij, 1 ≤ i ≤
n, j ∈ J such that the growth is controlled. Since we have local regular
solutions, for this purpose of proving boundedness it is sufficient that the
controlled velocity functions and the control function have an upper bound
C > 0 which is preserved inductively after finitely many steps. Now for
the simple scheme of item i) of section 2 it is indeed not difficult to observe
that for a small time step size ρ > 0 the upper bound C is preserved for
the controlled velocity function for each time step. This follows from the
definition of the simplified control function increment in item i) of section
2. We have
δrl,ij(l, x) :=
∫ l
l−1
∫
Uj
(
− v
r,ρ,l−1,ij (l−1,y)
C
)
CUjp
l,ijj(τ − (l − 1), x − y)dy.
(198)
We mentioned in section 2 that CUj is a normalisation constant which nor-
malizes the spatial integral of the density pl,ijj to 1 and is optional. Now
for small time step size ρ > 0 the integral in (198) is close to the value
− v
r,ρ,l−1,ij(l−1,x)
C
. Especially, we may choose the time step size ρ > 0 such
that ∣∣δrl,ij(l, x)∣∣ > 1
2
if
∣∣∣vr,ρ,l−1,ij(l − 1, x)
C
∣∣∣ ≥ 3
4
. (199)
Note that we can keep the estimate (199) as we consider appropriate parti-
tions of unity, but this is clear such that may suppress the additional indices.
Furthermore the local contraction result show that for the modulus of the
local increment δvr
l−1,ρ,l,ij(l, x) we have∣∣δvrl−1,ρ,l,ij(l, x)∣∣ ≤ 1
2
. (200)
As the modulus of a data value vr,ρ,l−1,ij(l − 1, y) becomes close to C,
let’s say ∣∣vr,ρ,l−1,ij(l − 1, x)∣∣ ≥ 3
4
C (201)
at time l − 1 we get∣∣vr,ρ,l,ij(l, x)∣∣ = ∣∣vr,ρ,l−1,ij(l − 1, x) + δvrl−1,ρ,l,ij(l, x) + δrl,ij(l, x)∣∣
≤
∣∣vr,ρ,l−1,ij(l − 1, x)∣∣ ≤ C (202)
A similar reasoning holds for preservation of a upper bound C for multivari-
ate derivatives of order m = 2 from time l − 1 to time l if
max1≤i≤n,j∈J
∑
0≤|α|≤2 supx∈Uj
∣∣Dαxvr,ρ,l−1,ij(l − 1, x)∣∣ ≤ C (203)
holds, i.e., we have
max1≤i≤n,j∈J
∑
0≤|α|≤2 supxUj
∣∣Dαxvr,ρ,l−1,ij(l − 1, x)∣∣ ≤ C
→ max1≤i≤n,j∈J
∑
0≤|α|≤2 supx∈Uj
∣∣Dαx vr,ρ,l+1,ij(l, x)∣∣ ≤ C. (204)
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As we have local existence and regularity results the observation of a preser-
vation of an upper bound inductively from time step (226) suffices in order
to conclude later that have a global upper bound C ′ ≤ C + 1 for all time.
As we have the inductive upper bound C it follows from (198) that we have
a linear upper bound for the control function∣∣rl,ij(l, x)∣∣ ≤ l + 1, (205)
and ∣∣Dαx rl,ij(l, x)∣∣ ≤ l + 1 for all |α| ≤ 2, (206)
where we use the assumptions
max
1≤i≤n,j∈J
sup
x∈Uj
∣∣Dαx r0,ij(x)∣∣ ≤ max
1≤i≤n,j∈J
sup
x∈Uj
∣∣∣Dαx hij(x)C
∣∣∣ ≤ 1 (207)
for all |α| ≤ 2. Hence we have a global linear upper bound for the functions
vρ,l,ij = vr,ρ,l,ij − rl,ij (linear growth at most with respect to time l) and the
scheme becomes global.
Next we sharpen this result a bit. We fix j ∈ J and assume that we have
the upper bounds
max
1≤i≤n
sup
x∈Uj
∣∣vr,ρ,l−1,ij(l − 1, x)∣∣ ≤ C, (208)
and
max
1≤i≤n
sup
x∈Uj
∣∣rl−1,ij(l − 1, x)∣∣ ≤ C. (209)
The natural extension is an introduction of a switch which realizes the fol-
lowing idea: keep on going with the simple scheme as long as the control
functions Dαxr
l−1,ij(l−1, .), l ≥ 1, 0 ≤ |α| ≤ 2 have the upper bound C > 0.
However, if such an upper bound does not hold for some 1 ≤ i ≤ n and j ∈ J
and some α with 0 ≤ |α| ≤ 2 then switch to a different definition of a control
function increment which ensures that the modulus of the control function
decreases during the next time step. Let
M l−1,αr := max
1≤i≤n, j∈J
sup
x∈Uj
∣∣Dαx rl,ij(l − 1, x)∣∣, (210)
and consider a property P of the form
P : M l−1,αr ≤ C or for all α with 0 ≤ |α| ≤ 2 (211)
Then we simply write P if the condition P in (211) holds and non-P if the
condition P in (211) does not hold. Now the definition of the control function
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increments in item ii) is
δrl,ij(τ, x) :=


∫ τ
l−1
∫
Uj
(
− v
r,ρ,l−1,ij(l−1,y)
C
)
CUjp
l,ijj(τ − (l − 1), x− y)dy if P
∫ τ
l−1
∫
Uj
(
− r
l−1,ij(l−1,y)
C
)
CUjp
l,ijj(τ − (l − 1), x− y)dy if non-P.
(212)
For the source terms involved we use the abbreviations
φv,l,ij = −
vr,ρ,l−1,ij(l − 1, y)
C
, (213)
and
φr,l,ij = −
rl−1,ij(l − 1, y)
C
. (214)
Now let us observe the growth behavior for two time steps. First assume
that the property P holds. For all 1 ≤ i ≤ n and all j ∈ J and x ∈ Uj we
have from time l − 1 to time l the growth behavior
δvr,ρ,l,ij(l, x) = vr,ρ,l,ij(l, x)− vr,ρ,l−1,ij(l − 1, x)
= vr
l−1,ρ,l,ij(l, x) − vr,ρ,l−1,ij(l − 1, x) + δrl,ij(l, x)
= δvr
l−1,ρ,l,ij(l, x) + δrl,ij(l, x)
= δvr
l−1,ρ,l,ij(l, x) +
∫ l
l−1
∫
Uj
φv,l,ij(l − 1, y)CUjp
l,ijj(1, x− y)dyds,
(215)
where the latter integrand is independent of s, and the whole latter integral∫ l
l−1
∫
Uj
φv,l,ij(l − 1, y)CUjp
l,ijj(1, x− y)dyds (216)
is close to φv,l,ij(l− 1, x) as the time step size ρ > 0 becomes small. We can
proceed as before in the case of the simpler scheme of item i) of section 2.
If on the other hand non-P holds at time l then we have a different
control function and get
δvr,ρ,l+1,ij(l + 1, x) = vr,ρ,l+1,ij(l, x)− vr,ρ,l,ij(l − 1, x)
= vr
l,ρ,l+1,ij(l, x)− vr,ρ,l,ij(l − 1, x) + δrl+1,ij(l + 1, x)
= δvr
l−1,ρ,l+1,ij(l, x) + δrl+1,ij(l + 1, x)
= δvr
l ,ρ,l+1,ij(l, x) +
∫ l+1
l
∫
Uj
φr,l,ij(l − 1, y)CUjp
l+1,ijj(1, x − y)dyds,
(217)
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and
δrl+1,ij(l + 1, x) = −
∫ l+1
l
∫
Uj
φr,l,ij(l − 1, y)CUjp
l+1,ijj(1, x− y)dyds.
(218)
Since non-P holds at l the integrand φr,l,ij(l− 1, y) is larger than one for all
y where P is violated. However, since P holds at time l − 1 we have
sup
x∈Uj
∣∣rl−1,ij(l − 1, x)∣∣ ≤ C for all 1 ≤ i ≤ n, j ∈ J, (219)
which implies that
sup
x∈Uj
∣∣rl,ij(l, x)∣∣ ≤ C + 1 for all 1 ≤ i ≤ n, j ∈ J, (220)
and, according to (218) and for small time step size we get
sup
x∈Uj
∣∣rl+1,ij(l + 1, x)∣∣ ≤ C for all 1 ≤ i ≤ n, j ∈ J, (221)
A similar argument holds for multivariate spatial derivatives of order up to
2 of the control function. Hence we get
max1≤i≤n,j∈J
∑
0≤|α|≤2 supx∈Uj
∣∣Dαxrl−1,ij(l − 1, x)∣∣ ≤ C
→ max1≤i≤n,j∈J
∑
0≤|α|≤2 supxUj
∣∣Dαxrl+1,ij(τ, x)∣∣ ≤ C (222)
for small time step size even if the property P is violated at time l. Further-
more as the property P is satisfied at time l − 1 we have
sup
x∈Uj
∣∣vl,ρ,l,ij(l, x)∣∣ ≤ C for all 1 ≤ i ≤ n, j ∈ J, (223)
at time l since P is violated at time l, i.e., non-P holds at time l we may
have no upper bound C at the next time step. This may occur if at some
argument x at time l the modulus of the control function becomes larger
than C, while the modulus of the controlled velocity function is also close
to C (at least greater than C − 1) and at this argument both values have
opposite sign (otherwise, if the signs were equal, the control function in the
case non-P ensures that the controlled velocity function decreases with the
control function from time l to time l+1). Well as the property P is assumed
to hold at time l − 1 for small time step size ρ > 0 we surely have
sup
x∈Uj
∣∣vl+1,ρ,l,ij(l + 1, x)∣∣ ≤ C + 1
2
for all 1 ≤ i ≤ n, j ∈ J, (224)
although the upper bound C + 1 would suffice for our argument. As the
property P holds again at time l + 1 we have
sup
x∈Uj
∣∣vl+2,ρ,l,ij(l + 2, x)∣∣ ≤ C for all 1 ≤ i ≤ n, j ∈ J (225)
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by the construction of the control function. Hence, we have
max1≤i≤n,j∈J
∑
0≤|α|≤2 supx∈Uj
∣∣Dαxvr,ρ,l−1,ij(l, x)∣∣ ≤ C
→ max1≤i≤n,j∈J
∑
0≤|α|≤2 supx∈Uj
∣∣Dαxvr,ρ,l+2,ij(τ, x)∣∣ ≤ C, (226)
and we have established the preservation of the upper bound for the control
functions and the controlled velocity functions after mutually two different
time steps. It follows that for a constant C ′ ≤ C+1 > 0 independent of the
time step number l we have the upper bounds
sup
l≥1
max
1≤i≤n,j∈J
∑
0≤|α|≤2
sup
τ∈[l−1,l],x∈Uj
∣∣Dαxvr,ρ,l,ij(τ, x)∣∣ ≤ C ′, (227)
and
sup
l≥1
max
1≤i≤n,j∈J
∑
0≤|α|≤2
sup
τ∈[l−1,l],x∈Uj
∣∣Dαxvrl,ij(τ, x)∣∣ ≤ C ′. (228)
Hence, the scheme is global. It is clear that the estimates can be repeated
for higher order derivatives as the local contraction results of step i) and
step ii) of this proof hold also for higher order derivatives.
3.4 step 4: Global existence of classical solutions vρ and v
Now we have proved that for all 1 ≤ i ≤ n, all j ∈ J , and for all l ≥ 1 we
have
rl,ij ∈ Cδ ([l − 1, l]× Uj) , and |r
l,ij|δ ≤ C (229)
and
vr,ρ,l,ij ∈ Cδ ([l − 1, l] × Uj) and |v
r,ρ,l,ij|δ ≤ C (230)
for a constant C > 0 which is independent of the time-step number l. Indeed
we have more regularity with respect to the spatial variables and even with
respect to the time-variable τ (transformed time) we have classical differen-
tiability except at the points τ = 1, 2, · · · , i.e., where τ is a natural number.
The non-differentiability in a classical sense with respect to time at these
points is due to the fact that the source functions φl,ij of the equations for
rl,ij are locally constant with respect to the time variable over time [l− 1, l)
and we have bounded jumps from φl−1,ij to φl,ij at time τ = l−1 in general.
However these source terms appear as a time integral in the representation
for rl,ij and for vr,ρ,l,ij (or its first approximation), and this leads to the con-
clusion that rl,ij and vr,ρ,l,ij are Ho¨lder continuous across the time points
τ = l for all time step numbers l ≥ 1. Next, since for both summands in
vρ,l,ij = vr,ρ,l,ij − rl,ij. (231)
44
we have vr,ρ,l,ij,−rl,ij ∈ Cδ ([l − 1, l]× Uj) we immediately get for all 1 ≤
i ≤ n, all j ∈ J , and all l ≥ 1 that
vρ,l,ij ∈ Cδ ([l − 1, l] × Uj) and |v
ρ,l,ij|δ ≤ 2C, (232)
with the same C > 0 independent of l ≥ 1. Note that for all l ≥ 1 the local
regularity results imply that vr,ρ,l,ij,−rl,ij ∈ C1,2 ((l − 1, l]× Uj). Hence, for
all 1 ≤ i ≤ n, all j ∈ J , and all l ≥ 1 w have
vρ,l,ij ∈ C1,2 ((l − 1, l]× Uj) and |v
ρ,l,ij|δ ≤ 2C, (233)
Hence we have global functions
vρ,ij ∈ Cδ ([0,∞) × Uj) and |v
ρ,ij |δ ≤ 2C, (234)
where vρ,ij is the function which equals vρ,l,ij if restricted to [l−1, l)×Uj for
all l ≥ 1 and which solve the incompressible Navier Stokes equation system
classically on local domains [l − 1, l) × Uj . The next observation from the
argument of the preceding steps is that the first spatial derivatives of rl,ij
and of vr,ρ,l,ij exist continuously for all l ≥ 1 for all 1 ≤ i ≤ n and all j ∈ J .
Therefore, we have for all l ≥ 1, for all 1 ≤ i ≤ n, all j ∈ J , and all 1 ≤ k ≤ n
v
ρ,ij
,k ∈ C ([0,∞)× Uj) and |v
ρ,ijj|
C0(Uj) ≤ 2C. (235)
This holds for all j ∈ J . Then looking at (34) we observe that the first order
coefficient vkj satisfies
vkj ∈ Cδ ([0,∞)× Uj) , (236)
i.e. the first order coefficients are Ho¨lder continuous, and this holds also for
the intergal terms on the right side (invoking regularity results for Poisson
equations). Hence, from classical theory of linear parabolic equations we get
for all 1 ≤ i ≤ n and all j ∈ J
vρ,ij ∈ C1,2 ([0,∞)× Uj) . (237)
It follows immediately that this holds also without time dilatation, i.e., for
all 1 ≤ i ≤ n and all j ∈ J
vij ∈ C1,2 ([0,∞)× Uj) , (238)
where we recall that vij(t, .) = vρ,ij(τ, .) along with t = ρτ . Hence, for the
velocity components vij to Uj we have
vij ∈ C1,2 ([0,∞)× Uj) (239)
for all 1 ≤ i ≤ n and all j ∈ J . It follows that
v ∈ C1,2 ([0,∞)×M,TM) , (240)
and our argument is finished.
45
Now assume that Finally we note that the existence of a classical solution
implies that the solution is smooth. Assume that for τ ≤ l − 1 it has been
proved that vr,ρ,l−1 ∈ C∞ ([0, l − 1]×M,TM). We then can extend our
proofs of local contraction results in step 1 and step 2 of the proof of the
main theorem to function spaces Cm,2m ([l − 1, l]× Uj) for any given m ≥ 2
and repeat the proof with an adapted time size ρ in order to get a global
solution vij ∈ Cm,2m ([0,∞)× Uj) , 1 ≤ i ≤ n, j ∈ J . Since this is true for
all given m the solution is smooth. Alernatively, as a classical solution is
known we may apply classical regularity theory of linear parabolic equations
in order to prove higher regularity. We may just apply a standard theorem
of the form
Theorem 3.4. Assume that for all multiindices α with |α| ≤ m we know
that
Dαxaij , D
α
x bi, D
α
x c (241)
are Ho¨lder continuous in a domain D = (0,∞)×Ω for some domain Ω ⊂ Rn.
If u is a solution of
∂u
∂t
−
n∑
ij=1
aij
∂2u
∂xi∂xj
−
n∑
i=1
bi
∂u
∂xi
− cu = f (242)
in D, then
Dαxu, DtD
β
xu (243)
exist for 0 ≤ |α| ≤ m+ 2 and 0 ≤ |β| ≤ m and are all Ho¨lder continuous in
D.
inductively with the order of derivatives. We have
Corollary 3.5. For s smooth Riemannian manifold M a viscosity constant
ν > 0 and data h ∈ C∞(M,TM) we have
v ∈ C∞ ([0,∞) ×M,TM) (244)
The explanation give here for a global scheme of the incompressible
Navier-Stokes equation uses strict and uniform parabolic. It is clear that
this assumption cannot be removed completely as it seems very likely that
solution of Euler-equations (with viscosity ν = 0) may blow up in finite time.
We shall give an argument for this elsewhere. However, the method con-
sidered here may be extended to systems where the second order coefficient
functions satisfy a Ho¨rmander condition. The reason is that in this case
Gaussian density estimates of Stroock-Kusuoka type seem to be sufficient.
Each time step then involves the solution of problems on [0,∞)×M of the
form 

∂u
∂t
= 12
∑m
i=1 V
2
i u+ V0u
u(0, x) = f(x).
(245)
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for m vector fields which look locally like
Vi =
n∑
j=1
vji(x)
∂
∂xj
, (246)
where 0 ≤ i ≤ m. For equation on manifolds the Ho¨rmander condition has
to be rephrased in local charts, of course. However, independence of the
chart and well-definiteness is straightforward. Denoting the vector fields Vi
in a given chart on an open set Ω ⊂ Rn by Vi again (same name) we may
say that the Ho¨rmander condition is satisfied at x ∈ Ω if
Hx := span
{
Vi(x), [Vj, Vk] (x),
[[Vj, Vk] , Vl] (x), · · · |1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m
} (247)
holds. We may say that the Ho¨rmander condition is satisfied on Ω if (247)
is satisfied for all x ∈ Ω. Note that second order equations of type (245)
correspond to diffusion processes X which have a local representation on
domains Ω in components, and satisfy stochastic ODEs. In the framework
of Malliavin calculus it was proved that
Theorem 3.6. Let the assumption of (247) be satisfied for all x ∈ Ω and
let T > 0. Then the law of the diffusion process X (corresponding to the
second order equation (245) in the Feynman-Kac sense) exists on a domain
Ω ⊆ Rn is absolutely continuous with respect to the Lebesgue measure, and
the density p exists and is smooth, i.e., on a domain Ω ⊆ Rn we have
p : (0, T ]× Ω× Ω→ R ∈ C∞ ((0, T ]× Ω× Ω) . (248)
Moreover, for each nonnegative natural number j, and multiindices α, β there
are increasing functions of time
Aj,α,β, Bj,α,β : [0, T ]→ R, (249)
and functions
nj,α,β,mj,α,β : N× N
d ×Nd → N, (250)
such that∣∣∣∣∣ ∂
j
∂tj
∂|α|
∂xα
∂|β|
∂yβ
p(t, x, y)
∣∣∣∣∣ ≤ Aj,α,β(t)(1 + x)
mj,α,β
tnj,α,β
exp
(
−Bj,α,β(t)
(x− y)2
t
)
(251)
Moreover, all functions (249) and (250) depend on the level of iteration of
Lie-bracket iteration at which the Ho¨rmander condition becomes true.
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These density estimates fit in our scheme and may lead to generalisations.
Note that polynomial growth factor (1 + x)mj,α,β in (251) is no obstacle
since we work on compact manifolds. We considered a natural class of
Navier Stokes equations systems in [2], where the Ho¨rmander condition is
satisfied for the uncoupled second order diffusion part of the operator which
is identical for all velocity components. The proof simplifies in the case
of compact manifolds, since we do not have to deal with the polynomial
decay at infinity and the additional complications related to the additional
polynomial growth factor (1 + x)mj,α,β in the estimate (251).
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