Separate and combined ratio, product and difference estimators are introduced for population mean Y μ of a study variable Y using auxiliary variable X in stratified sampling when the observations are contaminated with measurement errors. The bias and mean squared error of the proposed estimators have been derived under large sample approximation and their properties are analyzed. Generalized versions of these estimators are given along with their properties.
Introduction
Statistical procedures for the analysis of data presume that observations are correct measurements for the characteristics being studied. When applied to a real world data set, it is assumed it is possible to take measurements without error on the theoretical construct of the variables. This is untenable in many applied situations when observation errors are a rule rather than an exception.
Hence, an auxiliary variable is commonly used in survey sampling to improve the precision of estimates. When auxiliary variable information is available researchers are able to utilize it in methods of estimation to obtain the most efficient estimator. Examples are ratio, product and regression estimation methods. Using auxiliary information at the estimation stage, a large number of estimation procedures for approximating the population mean Y μ of a study variable Y have been proposed and their properties studied based on data originating under various kinds of sampling Housila P. Singh is a Professor in the School of Studies in Statistics. Email: hpsujn@rediffmail.com. Namrata Karpe is a Research Scholar in the School of Studies in Statistics. Email: namratakarpe@yahoo.com.
schemes and under the supposition that observations have been recorded without error. Such an assumption may not be tenable in actual practice and data may contain observational or measurement errors due to various reasons (Cochran, 1968; Sukhatme, 1984) . Chandhok and Han (1990) have studied the properties of a ratio estimator under two sampling schemes; simple random sampling without replacement and the Mizuno scheme when measurement errors are present. Shalabh (1997) studied the properties of the classical ratio estimator in simple random sampling when the data on both the characteristics Y (study variable) and X (auxiliary variable) are subject to measurement errors. Manisha and Singh (2001) , Maneesha and Singh (2002) and Singh and Karpe (2008a) have also considered the problem of estimating the population mean using auxiliary information in the presence of measurement errors. Later Singh and Karpe (2008b , 2009a , 2009c ) studied the effect of measurement errors on the classes of estimators proposed for population variance and coefficient of variation. This article discusses the properties of separate and combined ratio and product estimators in stratified random sampling when the data are subject to measurement errors on both the characteristics Y and X. .4) is expanded as
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Neglecting terms of having power greater than two, results in 
Squaring both sides of (2.5), neglecting terms of having power greater than two and then taking the expectation of both sides gives the mean squared error of RS t to the first degree of approximation as
The variance of st y is:
and, from (2.7) and (2.8), 
and taking the expectation of both sides of (2.14) results in the bias of PS t to the first degree of
Squaring both sides of (2.14) and neglecting terms of having power greater than two and taking expectations of both sides, provides the mean squared error of PS t to the first degree of approximation as
From (2.16) and (2.8) 
which is minimized for 
where ( ) 
Up to the terms of order For example, the following estimators: To the first degree of approximation, the bias and mean squared error of the combined ratio estimator RC t are respectively given by
From (2.8) and (2.42): 
which is always positive. It follows that the presence of measurement errors in both the variables X and Y inflates the MSE( RC t ).
A Combined Product Estimator in Stratified Random Sampling in the Presence of Measurement Errors
The following combined product estimator is defined for the population mean Y μ in the presence of measurement errors as:
The exact bias and mean squared error to the first degree of approximation of the combined ratio estimator PC t are respectively given by 
which is minimized for
Thus, the resulting minimum variance of dC t is given by Assume the data associated with variables X and Y are recorded without error; in such a case, the expressions (2.54) reduce to: 
It can be observed from (2.61) that the difference ( ) Following the same procedure as adopted by Srivastava (1971 Srivastava ( , 1980 
which is minimized for ( ) 
Based on the above, the following theorem is put forth. To the first degree of approximation, Note that the lower bound of the MSE of the combined class of estimators C t at (2.62) is the variance of the optimum combined difference estimator (OCDE) It follows from (2.42), (2.8), (2.48) and (2.66) that the proposed separate class of estimators C t is more efficient than: 
