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vResumen: Entrelazamiento y simetr´ıa en sistemas
cua´nticos de muchos cuerpos
La Teor´ıa de Informacio´n Cua´ntica se basa en la idea de que los sistemas cua´nticos
pueden ser usados como “transportadores” de informacio´n. Por tanto, para ser usados de
este modo, se necesitan usar las leyes de la Meca´nica Cua´ntica que describe el compor-
tamiento de los sistemas f´ısicos en la escala ato´mica. Este comportamiento incrementa las
posibilidades de procesamiento de la informacio´n y tareas de comunicacio´n conllevando a
diferentes aplicaciones, tales como factorizacio´n de nu´meros en tiempo polino´mico [159],
mejores protocolos para comunicacio´n o criptograf´ıa ma´s segura [9, 10].
Adema´s, la ley de Moore predice que el nu´mero de transistores por circuito integrado
se dobla cada dos an˜os o, equivalentemente, el taman˜o de los transistores se divide por dos
cada dos an˜os. Si este ritmo de mejora continu´a, el taman˜o de los transistores pronto lle-
gara´ a la escala ato´mica, en la que empezara´n a aparecer efectos cua´nticos no controlados.
Estos efectos ya no permitira´n un tratamiento cla´sico de la informacio´n.
Uno de los feno´menos clave de la meca´nica cua´ntica es el entrelazamiento. El entre-
lazamiento es el tipo de correlacio´n entre dos o ma´s sistemas f´ısicos que no puede ser
explicada por la f´ısica cla´sica (no cua´ntica). Informalmente, es la propiedad que permite
a varios sistemas cua´nticos estar correlados de tal forma que realizar una operacio´n en
uno de ellos puede cambiar instanta´neamente el estado de los otros. Adema´s de su intere´s
teo´rico en las a´reas de fundamentos de la meca´nica cua´ntica y teor´ıa de complejidad, mu-
chos de los resultados mas sorprendentes en informacio´n cua´ntica se han beneficiado del
entrelazamiento de una u otra manera [84]. Por ejemplo, la accio´n instanta´nea a distancia
de los pares entrelazados de Einstein, Podolski y Rosen [43] es la base del protocolo de
teleportacio´n cua´ntica [10]. Este protocolo hace posible comunicar la informacio´n con-
tenida en un sistema cua´ntico sin transmitir o incluso sin conocer dicha informacio´n. El
entrelazamiento tambie´n ha jugado un papel relevante en la propuesta y el ana´lisis de la
seguridad de protocolos de distribucio´n de clave cua´ntica [44, 96, 145].
En el caso ma´s sencillo de dos sistemas f´ısicos aislados, el entrelazamiento esta´ to-
talmente caracterizado [174]. Esta simple caracterizacio´n contrasta con la complejidad
a la hora de caracterizar el entrelazamiento multipartito. De hecho, el entrelazamiento
multipartito ha sido uno de los retos ma´s desafiantes en el campo durante las u´ltimas dos
de´cadas.
Para poder usar los sistemas cua´nticos para transportar informacio´n se necesita cod-
ificar, almacenar, procesar y extraer la informacio´n en estos sistemas. Cuanto mayor sea
la informacio´n con la que se quiere trabajar, mayor sera´ el nu´mero de sistemas que se
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necesitan considerar. Por tanto, en muchas situaciones, se necesitara´ trabajar con mu-
chos sistemas cua´nticos, tales como los registros cua´nticos de una memoria u ordenador
cua´ntico, las partes en un protocolo multipartito, etc.
Durante los u´ltimos 30 an˜os se ha producido un gran avance en la captura y control
de los sistemas cua´nticos de muchos cuerpos, hasta el punto de que Haroche y Wineland
recibieron el premio Nobel de F´ısica 2012 por su trabajo con fotones e iones atrapados
respectivamente. Aunque se ha trabajado mucho en esta direccio´n, todav´ıa hay un largo
camino por delante hasta que el ordenador cua´ntico pueda ser construido. Adema´s, en-
tender totalmente los sistemas cua´nticos de muchos cuerpos es todav´ıa un reto para la
comunidad f´ısica. Un a´rea entera dentro de la f´ısica, la f´ısica de mater´ıa condensada, se
dedica al estudio de los estados de la materia y sus propiedades, los cuales pueden ser
categorizadas en fases.
Las propiedades de las diferentes fases dependen del modo en el que los a´tomos esta´n
organizados u ordenados en los materiales. As´ı, diferentes simetr´ıas en la organizacio´n de
un material dan lugar a difenteres fases y, por tanto, diferentes propiedades del material.
Si un material cambia de una fase a otra entonces el orden en el material cambia. A este
proceso se le llama transicio´n de fase y normalmente1 esta´n caracterizadas por una simetr´ıa
que deja de estar presente en la nueva fase (o al reve´s). Este feno´meno se conoce como
ruptura de simetr´ıa. Por ejemplo, los l´ıquidos tienen una invarianza translacional continua
mientras que los a´tomos en un cristal tienen cierta estructura y en una transicio´n de fase
de l´ıquido a cristal la simetr´ıa continua se rompe quedando so´lo un simetr´ıa discreta.
La simetr´ıa tambie´n juega un papel importante en los protocolos de criptograf´ıa
cua´ntica. Un ejemplo paradigma´tico es el uso de la simetr´ıa permutacional combinada
con teoremas de tipo de Finetti para dar pruebas de seguridad en criptograf´ıa cua´ntica
[145].
En esta tesis nos centraremos en cuatro objetivos concretos asociados a cuatro proble-
mas diferentes en informacio´n cua´ntica y sistemas cua´nticos de muchos cuerpos donde el
entrelazamiento y la simetr´ıa aparecen de una manera natural.
Sistemas cua´nticos de muchos cuerpos.
Un sistema cua´ntico de muchos cuerpos compuesto de N subsistemas de dimensio´n
d se modeliza matema´ticamente por su vector de estado multipartito, un vector unitario
de (Cd)⊗N (el n-e´simo producto tensorial de Cd), que describe las propiedades f´ısicas del
1Algunas transiciones de fase no pueden ser explicadas de este modo. En estos casos, las transiciones
de fase han sido explicadas por la aparicio´n de algu´n orden topolo´gico [187]
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Ci1,...,iN |i1〉 ⊗ · · · ⊗ |iN 〉,
donde {|ir〉}di=1 es una base ortonormal de Cd que puede ser distinta para los distintos
subsistemas r = 1, ..., N y Ci1,...,iN son d
N coeficientes complejos. El espacio de Hilbert
subyacente crece exponencialmente con el numero de subsistemas N y por tanto tambie´n el
nu´mero de coeficientes necesarios para describir el estado del sistema en una base local. Por
lo tanto, sin ninguna consideracio´n adicional, estos sistemas son de una gran complejidad.
Adema´s, si se considera una estado cogido al azar de entre todo el espacio de Hilbert,
entonces, con alta probabilidad, el entrelazamiento (medido en te´rminos de la entrop´ıa de
entrelazamiento) entre los subsistemas de una regio´n y el resto es casi ma´ximo. Esto es,
la entrop´ıa de entrelazamiento del estado de menos de la mitad de los subsistemas es casi
ma´xima y crece en funcio´n del nu´mero de subsistemas considerados [55, 75, 139].
Afortunadamente, las interacciones f´ısicas son (o tienden a ser) locales, es decir, los
subsistemas solo interactu´an con un nu´mero finito de los subsistemas ma´s cercanos, donde
la nocio´n de cercan´ıa viene dada por la estructura del ret´ıculo. Ma´s espec´ıficamente, las
interacciones en un sistema cua´ntico de muchos cuerpos esta´n codificadas en un Hamil-
toniano, donde la intuicio´n f´ısica de que las part´ıculas solo interactu´an con aquellas que
esta´n cercanas esta´ formalmente impuesta por una estructura local en el Hamiltoniano. La
localidad de las interacciones se refleja en el hecho de que las correlaciones tambie´n son lo-
cales. Es decir, el entrelazamiento entre subsistemas de dos regiones diferentes del ret´ıculo
decae con la distancia entre las regiones. Ma´s importante, los estados fundamentales (au-
toestados de mı´nima energ´ıa) de un Hamiltoniano local con un gap2 espectral3 obedecen
la llamada ley de a´rea para la entrop´ıa de entrelazamiento [17, 103, 135, 160, 177, 195].
Esto es, la correlacio´n (medida en te´rminos de la entrop´ıa de entrelazamiento) entre una
regio´n del ret´ıculo y el resto del sistema t´ıpicamente escala con el taman˜o del a´rea de la
frontera de la regio´n, en contraste con lo que pasa en los estados aleatorios. Por tanto,
el conjunto de estados relevantes es una esquina diminuta, un conjunto exponencialmente
pequen˜o, del espacio de Hilbert total (ve´ase Fig. 1).
De hecho, el espacio de Hilbert total es realmente grande. Si uno considera los es-
tados de un sistema cua´ntico de muchos cuerpos que pueden ser alcanzados a partir de
la evolucio´n de un estado inicial en un tiempo O(Poly(N)) con un Hamiltoniano local,
este conjunto es tambie´n una variedad exponencialmente pequen˜a del espacio de Hilbert.
2Esta´ muy extendido el uso de la palabra gap para indicar la distancia entre los dos autovalores menores
de un operador autoadjunto.
3Casi todos los Hamiltonianos locales tienen un gap espectral. Esta condicio´n garantiza que el sistema
no es cr´ıtico, lo que se puede interpretar como el hecho de que las propiedades de los estados funadamentales
son estables bajo pequen˜as perturbaciones de las interacciones [115]. Para Hamiltonianos sin gap puede





Figura 2: La descomposicio´n del tensor C de coeficientes en te´rminos de (a) un MPS con
condiciones de frontera perio´dicas, (b) un PEPS con condiciones de frontera abiertas, and
(c) un TNS arbitrario. Los tensores se representan por cajas, los ı´ndices se representan
por l´ıneas que salen de los tensores, los ı´ndices f´ısicos salen fuera del papel y los ı´ndices
virtuales se contraen por pares.
poniendo la misma estructura en el red de tensores. En 1D, estos estados cua´nticos de
muchos cuerpos son los as´ı llamados estados como producto de matrices (MPS). En 2D o
dimensiones mayores son los estados como proyecciones de pares entrelazados (PEPS) los
cuales son una generalizacio´n de los MPS. Hay otros muchos conjuntos interesantes de TNS
que no sera´n tratados aqu´ı, como el ansatz de renormalizacio´n multi escala (MERA), que
considera una red regular de tensores con una dimensio´n ma´s que la red de interacciones.
Simetr´ıa en los MPS y los PEPS.
Los MPS y los PEPS heredan las buenas propiedades de los TNS como la descripcio´n
local del sistema y su entrelazamiento, o el hecho de que muchas propiedades del estado
se pueden computar anal´ıticamente. Su importancia viene del hecho de que los MPS son
buenas aproximaciones de los sistemas de 1D que cumplen una ley de a´rea [69, 157, 169] y
por tanto describen eficientemente los autoestados de Hamiltonianos locales de 1D [68, 69,
70]. Adema´s, los MPS son la clase de TNS detra´s del me´todo DMRG. Para sistemas de
2D esta buena aproximacio´n no ha sido probada todav´ıa. Sin embargo, existe un creciente
nu´mero de resultados, ambos nume´ricos y anal´ıticos, apoyando el hecho de que los estados
fundamentales de los Hamiltonianos locales con gap se pueden aproximar bien por PEPS
(ve´ase, e.g., [45, 26, 27, 65, 69, 70, 170, 173, 176]).
Un MPS, como su nombre indica, es un estado cuyos coeficientes pueden ser escritos




tr [AiN · · ·Ai1 ] |i1 · · · iN 〉
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donde podemos ver las matrices {Aij} como un u´nico tensor de tres ı´ndices, uno para
cada uno de los ı´ndices de la matrices y otro para el valor de ij . Este es el ı´ndice f´ısico ya
que representa que el sistema j esta´ en el estado de la base |i〉. Por tanto, el estado viene
definido por un u´nico tensor local. Este tensor da lugar a un estado cua´ntico de taman˜o
cada vez mayor cuando se contrae consigo mismo en una l´ınea (para una representacio´n
diagrama´tica ve´ase la Fig. 3.a).
(a)
(b)
Figura 3: Tensor que genera (a) un MPS con condiciones de frontera perio´dicas, (b) un
PEPS de 2D en un ret´ıculo rectangular con condiciones de frontera perio´dicas.
Una generalizacio´n inmediata a ret´ıculos regulares de dimensio´n mayor viene dada por
los PEPS. El tensor local que define el PEPS tendra´ un ı´ndice f´ısico y un nu´mero de
ı´ndices virtuales dependiendo de la dimensio´n y de la estructura del ret´ıculo (ve´ase Fig.
3.b).
En el caso ma´s general, en el que no se asume homogeneidad en el espacio, los tensores
pueden depender de la posicio´n. Sin embargo, casi siempre nos restringiremos al caso
homoge´neo.
Entonces parece claro que las propiedades globales del estado se deben poder carac-
terizar localmente, esto es, en el tensor local que define el estado. Para tener un idea
intuitiva, el tensor local juega el papel del ADN del estado. Codifica toda la informacio´n.
Por tanto, trabajar con los PEPS se puede entender como descodificar el genoma de los
sistemas cua´nticos con interacciones locales. Ahora, la ‘gene´tica’, o caracterizacio´n local
del genoma global del estado por supuesto es un hecho no trivial. Pero cuando uno la
consigue, tiene acceso inmediato para entender el mecanismo detra´s de esta propiedad.
Esto se puede ver, e.g., con el concepto de simetr´ıa global. Se ha demostrado [134] que
la presencia de una simetr´ıa global en los llamados MPS inyectivos se puede caracterizar
en el tensor local como en la Fig. 4. Esta caracterizacio´n de las simetr´ıas fue el punto de
partida de la caracterizacio´n completas de las fases en un sistema cua´ntico de 1D dada en
[20, 49, 137, 155, 167].
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Figura 4: Caracterizacio´n de la existencia de una simetr´ıa u⊗n en un MPS en funcio´n de
su tensor local.
¿Que´ ocurre en los sistemas de mayores dimensiones? ¿Es posible caracterizar sus
simetr´ıas en funcio´n de su tensor local? Este es el primer objetivo de la tesis.
Objetivo 1: Dar una caracterizacio´n de las simetr´ıas globales de un PEPS en
funcio´n del tensor local que lo define.
Nos ocuparemos de este problema en el Cap´ıtulo IV. En la Seccio´n IV.4 daremos una
caracterizacio´n de la existencia de simetr´ıas espaciales y f´ısicas globales para PEPS como
un consecuencia directa de la libertad en la representacio´n de un PEPS inyectivo (Teo-
rema IV.3.1 en la Seccio´n IV.3), el cual esencialmente dice que dos PEPS inyectivos que
describen el mismo estado esta´n relacionados por matrices invertibles (Fig. 5). Este hecho
es una generalizacio´n de la llamada forma cano´nica de los MPS [131, 175]. Merece la pena
destacar que nuestra demostracio´n es por induccio´n en la dimensio´n y para ello necesitamos
dar una versio´n mejorada del resultado en 1D (Teorema IV.2.1 de la Seccio´n IV.2).
Esta simple caracterizacio´n ilumina las restricciones que las simetr´ıas imponen en los
sistemas cua´nticos. En la Seccio´n IV.5 damos ejemplos de las posibles aplicaciones de esta
caracterizacio´n. Recuperamos una versio´n generalizada del teorema Lieb-Shultz-Mattis
(Teorema IV.5.2). Adema´s, podemos tambie´n entender por que´ y co´mo tres de los princi-
pales indicadores de orden topolo´gico, como son la degeneracio´n del espacio fundamental,
la existencia de ciclos de Wilson y la correccio´n de la ley de a´rea, esta´n relacionados a
trave´s de la condicio´n de inyectividad (Teorema IV.5.3).
En cuanto a la caracterizacio´n de las fases cua´nticas, los mismos argumentos que en la
clasificacio´n de 1D, esto es, la caracterizacio´n de simetr´ıas que presentamos aqu´ı, han sido
ya explotados en [155]. En e´l se ha comenzado una clasificacio´n de las fases en sistemas de
2D con un u´nico estado fundamental, espacio fundamental degenerado con un para´metro
de orden local y sistemas con orden topolo´gico. Ve´ase tambie´n, e.g., [19].
Adema´s, se ha probado en [134] que la existencia de simetr´ıas en taman˜os crecientes del
sistema da la definicio´n apropiada de orden de ‘cadena’ en 2D. La importancia del orden
de ‘cadena’ en el estudio de las transiciones de fase cua´nticas puede vaticinar interesantes






























Figura 5: Esta es la libertad en la representacio´n de los PEPS, i.e., la relacio´n que se
cumple entre dos tensores diferentes A y B que definen los PEPS cuando representan el
mismo estado.
Entrelazamiento en los MPS.
En lugar de estudiar las propiedades de simetr´ıa de un estado cua´ntico de muchos
cuerpos determinado, nos podemos preguntar cuales son las propiedades de los estados
cua´nticos de muchos cuerpos en el caso gene´rico. Ya hemos mencionado que, para casi
todos los sistemas cua´nticos compuestos por N subsistemas, el entrelazamiento entre un
conjunto de subsistemas y el resto es casi ma´ximo. De forma ma´s precisa, si tomamos
un estado aleatorio formado por N subsistemas (muestreado con respecto a la medida de
Haar en la esfera unidad de (Cd)⊗N ) la probabilidad de que un conjunto de subsistemas
dado (de menos de la mitad de los sistemas) no tenga entrop´ıa de entrelazamiento ma´xima
es exponencialmente pequen˜a en N [75].
Este resultado tiene importantes consecuencias. Esencialmente dice que la matriz de
densidad reducida de un conjunto de subsistemas de cualquier estado esta´ tan cerca de
del estado mixto, que son casi indistinguibles. El estado mixto es un estado cla´sico y por
tanto se puede interpretar el resultado de la siguiente forma: para casi todos los estados
cua´nticos si solo tenemos acceso a menos de la mitad de los subsistemas, entonces no
podemos observar ningu´n feno´meno cua´ntico en estos subsistemas. Como en la naturaleza
no hay sistemas cua´nticos aislados, este resultado formaliza la intuicio´n de que usualmente
no se observan feno´menos cua´nticos fuera del laboratorio.
Adema´s, el estado mixto es la mezcla uniforme de todos los posibles estados del sistema
y tiene entrop´ıa ma´xima y por tanto tambie´n se puede interpretar el resultado como un
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principio de ma´xima entrop´ıa. De entre todos los posibles estados compatibles con nuestra
informacio´n a priori, la mejor eleccio´n es aquella que maximiza la entrop´ıa de Shannon4.
Esto ha sido formalizado tambie´n cuando los subsistemas son parte de un sistema gob-
ernado por un hamiltoniano concreto, en este caso el estado de densidad reducido del
subsistema es indistinguible del estado termal [55, 139].
Aunque de gran intere´s teo´rico, estas dos ideas intuitivas consideran los estados de todo
el espacio de Hilbert. ¿Que´ ocurre en el conjunto de los estados f´ısicamente relevantes?
O ma´s concretamente, ¿y si consideramos un sistema f´ısico de 1D donde las interacciones
son locales y homoge´neas y trabajamos a temperatura cero, pero no hacemos ninguna
hipo´tesis en las interacciones concretas del sistema? En ese caso estar´ıamos tratando con
el conjunto de MPS homoge´neos. Este es el segundo objetivo de la tesis.
Objetivo 2: Estudiar la validez del principio de ma´xima entrop´ıa en MPS.
Este estudio lo llevamos a cabo en el Cap´ıtulo V. Motivados por el tipo de sistemas que
uno puede construir en el laboratorio, consideramos en la Seccio´n V.1 el conjunto de MPS
asociado a una cadena homoge´nea de sistemas y algunos efectos de frontera incontrolados
que ocurren en regiones exponencialmente pequen˜as de los dos extremos de la cadena,
donde so´lo tenemos acceso experimental a una regio´n central exponencialmente pequen˜a
(ve´ase Fig. 1). El conjunto de MPS homoge´neos con dimensio´n del v´ınculo D se puede
(sobre)parametrizar de una manera natural por el grupo unitario U(dD) en el cual el
tensor local que define el MPS esta definido v´ıa la aplicacio´n U 7→ Ai = 〈i|U |0〉 [131]. Por
lo tanto, uno puede usar una asignacio´n de distribucio´n a priori basada en la simetr´ıa para
muestrear con la medida de Haar y considerar la distribucio´n de MPS aleatorios inducida
por esta.
En esta configuracio´n, probamos en la Seccio´n V.3 que, t´ıpicamente, el estado reducido
de los l subsistemas centrales tiene entrop´ıa ma´xima (Teorema V.0.1) y por consiguiente
es esencialmente indistinguible del estado mixto. Alternativamente, se puede entender ver
este resultado como que los l subsistemas esta´n ma´ximamente entrelazados con el resto
del sistema para el escalamiento de para´metros considerado. No´tese que estos estados
cumplen una ley de a´rea si uno incrementa el nu´mero de sistemas accesibles sin incrementar
la dimensio´n de v´ınculo. En un MPS, la entrop´ıa de entrelazamiento entre una regio´n
conectada y el resto esta acotada superiormente por dos veces la dimensio´n de v´ınculo
[131].
La demostracio´n del resultado se basa en el feno´meno de concentracio´n de la medida
el cual se introduce en la Seccio´n V.2.1. Tambie´n nos apoyaremos en avances recientes
de la teor´ıa de matrices aleatorias, en particular, en el ca´lculo gra´fico de Weingarten
4La informacio´n a priori ser´ıa que el sistema es parte de un sistema como poco dos veces mas grande y









Figure 1: Consideramos una cadena de N sistemas, con interacciones homoge´neas en el
grueso de la cadena y efectos de frontera en regiones exponencialmente pequen˜as de taman˜o
b en los extremos. Asumimos que la regio´n experimentalmente accesible (y por tanto en
la que estamos interesados) es un una regio´n exponencialmente pequen˜a de taman˜o l en
el centro de la cadena.
introducido en [24] y descrito en la Seccio´n V.2.2, y en una novedosa estimacio´n de la
funcio´n de Weingarten (Teorema V.2.10).
Nos hemos centrado en caracterizar las simetr´ıas de un sistema cua´ntico de muchos
cuerpos concreto y en las propiedades de entrelazamiento de pequen˜as regiones de estos sis-
temas. Ahora, nos centraremos en el estudio del entrelazamiento en sistemas multipartitos
en presencia de simetr´ıa permutacional.
Entrelazamiento y simetr´ıa en sistemas multipartitos.
El entrelazamiento se considera habitualmente como un recurso para la realizacio´n de
diferentes tareas, tanto en el escenario bipartito (criptograf´ıa cua´ntica [44], teleportacio´n [10],
...) como en el multipartito (algoritmos cua´nticos [121], estados universales para com-
putacio´n cua´ntica [143], ...). Por lo tanto, para todas estas tareas, es fundamental enten-
der, cuantificar y usar el entrelazamiento.
Mientras en el caso bipartito el entrelazamiento esta´ totalmente caracterizado [174], ex-
isten muchas medidas de entrelazamiento multipartitas diferentes que se usan dependiendo
de la tarea a realizar [84, 136]. Esta variedad de medidas de entrelazamiento multipartito
proviene del hecho de que no existe un “estado ma´ximamente entrelazado” en el escenario
multipartito. Por lo tanto, los estados que tienen la cantidad de entrelazamiento ma´ximo
con respecto a la medida geome´trica (la cual mide la distancia al conjunto de estados
no entrelazados), no tienen que ser los que tengan entrelazamiento localizable ma´ximo
(el cual mide la cantidad de entrelazamiento que se puede localizar entre dos sistemas
determinados haciendo operaciones locales en los otros).
Adema´s, todas las medidas de entrelazamiento multipartitas tiene un grave inconve-
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niente: son muy dif´ıciles de computar ya que sus definiciones contienen optimizaciones
sobre ciertos estados o protocolos de informacio´n cua´nticos. Dichas optimizaciones so´lo se
pueden realizar de una manera exitosa para casos especiales, por ejemplo, si la matriz de
densidad que estudiamos tiene un alta simetr´ıa o pertenece a una familia especial, e.g.,
con rango pequen˜o [108, 150, 164, 182].
La naturaleza de ciertas tareas nos puede permitir restringir el conjunto de posibles
estados u´tiles. La invarianza permutacional de los sistemas (o partes) es una propiedad
deseada en muchas situaciones. Conside´rese, por ejemplo, los protocolos en los que hay
una autoridad A y un conjunto de N participantes que quieren ser tratados igual en el
protocolo. Esta es la situacio´n deseada en un amplia variedad de protocolos multipartitos,
como comparticio´n de secretos o votacio´n, y nos lleva a
Suposicio´n 1. Trabajaremos con estados de N + 1 partes que tengan simetr´ıa per-
mutacional con respecto a N de las partes (participantes).
Suposicio´n 2. Por sencillez, el espacio de Hilbert de los participantes es 2, mientras
que el de la autoridad es N + 1, que es la dimensio´n ma´s pequen˜a posible para poder
purificar cualquier estado mixto de los participantes.
La simetr´ıa permutacional del estado es un recurso cua´ntico, sin ana´logo cla´sico, que
permite asegurar que todos los participantes son tratados igualmente y son indistinguibles
desde el punto de vista de la autoridad. Este tipo de requisitos esta´n ganando mucha im-
portancia hoy en d´ıa ya que la privacidad se esta convirtiendo en una importante cuestio´n
en la nueva sociedad electro´nica.
Podr´ıa perfectamente darse el caso de que cuando nos restringimos a un conjunto
de estados particular, exista un estado ma´ximamente entrelazado o que una determinada
medida de entrelazamiento se pueda computar eficientemente. Por lo tanto, tiene completo
sentido
Objetivo 3: Estudiar el entrelazamiento multipartito en la presencia de simetr´ıa
permutacional.
En el Cap´ıtulo III, abordaremos este problema desde dos puntos de vista diferentes.
Por una parte, estudiaremos la medida de entrelazamiento geome´trico [185] para esta-
dos permutacionalmente sime´tricos en la Seccio´n III.1. Por otra parte, estudiaremos el
conjunto de estados que cumple las Suposiciones 1 y 2 en la Seccio´n III.2.
La medida de entrelazamiento geome´trica es una medida de entrelazamiento genuina-
mente multipartita y ampliamente usada que tiene muchas interpretaciones operacionales.
Cuantifica la distinguibilidad por operaciones locales de los estados multipartitos [72], o
la aditividad y la ‘pureza de salida’ de los canales cua´nticos [188]. Ha sido usada para es-
tudiar las transiciones de fase cua´nticas en los modelos de espines [119, 124, 126, 183, 184]
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y la utilidad de los estados como recursos para hacer computacio´n cua´ntica basada en




La pregunta que surge de manera natural es si para un estado sime´trico |ψ〉 el es-
tado producto ma´s cercano se puede elegir sime´trico, i. e., el estado que maximiza la
Ec. 1 |φ〉 = |a〉|a〉|a〉 · · · ya que simplifica dra´sticamente los ca´lculos. Daremos una re-
spuesta afirmativa basada en la teor´ıa de polinomios N -homoge´neos sobre espacios de
Banach (Corolario III.1.2). Sin embargo, este resultado no nos permite concluir que so´lo
existan soluciones sime´tricas. Damos una prueba alternativa para mostrar que el estado
o´ptimo que maximiza G(ψ) es necesariamente sime´trico para estados de tres o ma´s partes
(Lemma III.1.3). Tambie´n discutimos y clarificamos algunas conjeturas similares para
estados traslacionalmente invariantes y operadores de densidad “sime´tricos”.
De entre los estados que cumplen las Suposiciones 1 y 2, veremos que existe un “es-
tado ma´ximamente entrelazado” y un protocolo, que puede ser implementado usando solo
operaciones locales y comunicacio´n cla´sica, que transforma el estado ma´ximamente en-
trelazado en cualquier otro estado con la misma simetr´ıa (Teorema III.2.1). Adema´s,
demostraremos como todos los pasos del protocolo, incluido la construccio´n del estado, se
pueden realizar eficientemente y discutimos asuntos relativos a la seguridad de posibles
aplicaciones en protocolos criptogra´ficos. En la Seccio´n III.2.1, como consecuencia sen-
cilla recuperamos el resultado principal en [38] desde un punto de vista ma´s general. La
te´cnicas de la demostracio´n son una mezcla de herramientas ba´sicas de diferentes a´reas:
teor´ıa de representaciones, ana´lisis convexo, estados como producto de matrices y canales
cua´nticos.
Incertidumbre cua´ntica.
El principio de incertidumbre de Heisenberg [78] es, junto con el entrelazamiento, uno
de los feno´menos fundamentales de la meca´nica cua´ntica. Despue´s de la aparicio´n de la
teor´ıa de informacio´n cla´sica [158], la caracterizacio´n inicial del principio de incertidumbre
en te´rminos de la desviacio´n esta´ndar de observables fue enunciada como una relacio´n de
incertidumbre entro´pica [7, 80, 109]. Estas no son ma´s que caracterizaciones cuantitativas
de la incertidumbre en te´rminos de una medida de entrop´ıa. Adema´s de contribuir al
entendimiento de la meca´nica cua´ntica, las relaciones de incertidumbre entro´picas tienen
interesantes aplicaciones al ‘asegurado de informacio´n con llave’ [41], al problema de la
separabilidad [62] y, mas importante, son un ingrediente fundamental en las prueba de
seguridad de muchos protocolos criptogra´ficos [34, 96, 98, 145, 179].
Las diferentes relaciones de incertidumbre usualmente vienen dadas en te´rminos de las
entrop´ıas de Re´nyi Hα [147] y so´lo dan cotas inferiores en la entrop´ıa del resultado de la
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Espacio de Hilbert
Estados con ley de a´rea
Figura 1: La esquina de los estados f´ısicamente relevantes es exponencialmente pequen˜a
comparada con todo el espacio de Hilbert del sistema cua´ntico de muchos cuerpos.
Esto quiere decir que si tenemos un sistema cua´ntico de muchos cuerpos inicializado en un
estado (que probablemente sera´ de la esquina de estados relevantes), entonces el conjunto
de estados que se pueden alcanzar en un tiempo razonable es exponencialmente pequen˜o.
Esta es la razo´n por la que a veces se dice que el espacio de Hilbert de un sistema cua´ntico
de muchos cuerpos es una ilusio´n conveniente [141].
Para estudiar y trabajar con el conjunto de estados f´ısicamente relevantes, uno deber´ıa
encontrar una manera de describirlos. Esto es exactamente lo que hacen los estados
de redes tensoriales (TNS) [125]. Los TNS han sido una herramienta muy exitosa para
simular sistemas fuertemente correlados. Esta´n detra´s de muchos me´todos nume´ricos
como el famoso grupo de renormalizacio´n de matrices de densidad (DMRG) introducido
por White [189, 190] para simular sistemas 1D fuertemente correlados. Tambie´n han
sido muy u´tiles para entender anal´ıticamente y clasificar las fases cua´nticas de la materia
[20, 155].
Los TNS son aquellos estados cuyo tensor de coeficientes Ci1,...,iN esta´ descrito por un
conjunto de tensores ma´s pequen˜os cuyos ı´ndices se contraen de acuerdo con alguna red
de tensores interconectados. Intuitivamente, la forma en la que escribimos estos estados
es describiendo el tensor general de coeficientes, el cual es un tensor de N ı´ndices de
dimension d representando cada uno un subsistema f´ısico, en te´rminos de un conjunto de
tensores locales con un nu´mero menor de ı´ndices. Estos tensores ma´s pequen˜os tienen
dos tipos diferentes de ı´ndices, aquellos que se identifican con los subsistemas f´ısicos, y
los nuevos ı´ndices virtuales que se contraen por parejas (ve´ase Fig. 2). Podemos pensar
en estas contracciones en la estructura de la red como las que llevan la estructura de las
interacciones entre los subsistemas, esto es, como una descripcio´n local del entrelazamiento
de los sistemas. Por tanto, el entrelazamiento depende de la ma´xima dimensio´n de los
sistemas virtuales (dimensio´n del v´ınculo) y la estructura de las contracciones. Por ello,
para describir el estado eficientemente, uno puede elegir una estructura de red tensorial
adecuada dependiendo del patro´n de interacciones del sistema.
Especialmente interesantes son los TNS cuya estructura de la red es regular ya que
intentan describir los estados que vienen de interacciones regulares en un ret´ıculo im-
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medicio´n X en media sobre una eleccio´n aleatoria de la medicio´n. Esto es, sea ρ un estado
cua´ntico del sistema arbitrario, denotemos por X el resultado de la medicio´n cuando ρ se
mide en una base elegida de un conjunto {Bj} y denotamos por Hα(X|J= j) la entrop´ıa
α de Re´nyi del resultado de la medicio´n cuando ρ se mide en la base Bj entonces las





Hα(X|J=j) ≥ h .
Una relacio´n de incertidumbre de esta forma solo garantiza que hay incertidumbre en X
para algunas mediciones, pero no especifica para cuantas. Las relaciones de incertidumbre
mas conservadoras vienen dadas por la entrop´ıa ‘min’. A dichas relaciones de incertidum-
bre tambie´n se les llama relaciones de incertidumbre de orden alto5. Adema´s, la necesidad
de una cota inferior de la entrop´ıa ‘min’ para tener amplificacio´n de privacidad [145], hace
que estas relaciones de incertidumbre sean especialmente u´tiles para argumentar seguridad
en protocolos criptogra´ficos. En este contexto, las relaciones de incertidumbre son usadas
para acotar la informacio´n que una parte tramposa tiene sobre algu´n dato codificado en
las posibles diferentes bases, donde la eleccio´n de la bases es desconocida por e´l.
Por tanto, en una relacio´n de incertidumbre son deseables (aunque no necesarias) las
siguientes propiedades:
1. Usa la entrop´ıa ‘min’ como medida de entrop´ıa (ma´s fuerte que la entrop´ıa de Shan-
non).
2. Da una cota inferior de la incertidumbre del resultado de medir en todas menos una
de las posibles mediciones (ma´s fuerte que las relaciones de incertidumbre que acotan
la incertidumbre en media sobre una eleccio´n aleatoria de la medicio´n).
3. Se puede aplicar a conjuntos de mediciones generales. En particular, si las mediciones
pueden ser tomadas como producto de mediciones sobre bits cua´nticos (qubits) en-
tonces podr´ıa ser aplicable a protocolos que se pueden implementar con la tecnolog´ıa
actual.
Hasta donde nosotros sabemos, ninguna relacio´n de incertidumbre entro´pica previa
cumple (1) y (2) a la vez y mucho menos en combinacio´n con (3). De hecho, como se
sen˜ala en un trabajo retrospectivo reciente [180], se sabe muy poco sobre relaciones de
incertidumbre entro´picas para ma´s de dos resultados de las mediciones, e incluso menos
cuando adicionalmente se considera la entrop´ıa ‘min’. Las relaciones de incertidumbre
previas para la entrop´ıa ‘min’ o no consideran muchas mediciones [34], o la cota inferior
5Esto es porque la entrop´ıa ‘min’ coincide con la entrop´ıa de Re´nyi Hα de mayor orden α = ∞. En
comparacio´n, la entrop´ıa de Shannon coincide con la entrop´ıa de Re´nyi de orden (relativamente) bajo
α = 1.
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no es para todas menos una de las mediciones [33, 47]. De este modo, dedicamos el
Cap´ıtulo VI al
Objetivo 4: Dar una relacio´n de incertidumbre entro´pica de orden alto para
todas las mediciones menos una.
Primero, en la Seccio´n VI.1 recordamos algunos conceptos de teor´ıa de probabilidad
y resultados conocidos sobre la entrop´ıa ‘min’ tales como amplificacio´n de privacidad
(Teorema VI.1.8). Depue´s, proponemos y probamos una nueva relacio´n de incertidum-
bre entro´pica que cumple las tres propiedades (Teorema VI.2.4). En la demostracio´n
intervienen principalmente algebra lineal ba´sico y argumentos bastante te´cnicos de teor´ıa
de probabilidad. Como aplicacio´n de nuestra relacio´n de incertidumbre entro´pica, en la
Seccio´n VI.3, proponemos un nuevo protocolo cua´ntico de identificacio´n que es una ligera
modificacio´n del protocolo de identificacio´n dado por Damg˚ard et al. [35]
El objetivo de la identificacio´n por contrasen˜a es el siguiente. Dado un usuario y
un servidor que comparten una contrasen˜a w acordada previamente, el usuario quiere
convencer al servidor de que realmente conoce la contrasen˜a w, de tal forma que revele
tan poca informacio´n de w como sea posible en el caso de que se este interactuando con
un servidor fraudulento.
Sin ninguna restriccio´n en (alguno de) los participantes fraudulentos se sabe que la
identificacio´n segura es imposible (incluso en un escenario cua´ntico) [35, 107]. Por lo
tanto, lo mejor que uno puede esperar de un protocolo que sea seguro contra un usuario
fraudulento es que, para romper la seguridad, un servidor fraudulento necesite almace-
namiento cua´ntico ilimitado y poder computacional cua´ntico ilimitado.
Nuestro protocolo de identificacio´n tiene las siguientes propiedades de seguridad: es
incondicionalmente seguro frente a un usuario fraudulento (Seccio´n VI.4), seguro frente a
un servidor fraudulento en el modelo de almacenamiento cua´ntico limitado (Seccio´n VI.5),
y seguro frente a un servidor fraudulento en el modelo de operaciones sobre un solo qubit,
donde se asume que el adversario no puede hacer operaciones en varios qubits de forma
conjunta (Seccio´n VI.6).
El beneficio de esta u´ltima propiedad es que todav´ıa queda algo de seguridad en el caso
en que un servidor fraudulento pueda almacenar todos los qubits usados. Este servidor
fraudulento adema´s deber´ıa realizar operaciones cua´nticas no triviales para romper la




La tesis esta´ organizada de la siguiente forma. El Cap´ıtulo II esta´ dedicado a introducir
las herramientas que se utilizara´n en el resto de la tesis. Primero, se fija la notacio´n de
teor´ıa de espacios de Hilbert. Posteriormente, se introduce el formalismo cua´ntico que
abarca los postulados de la meca´nica cua´ntica desde el punto de vista de teor´ıa de la
informacio´n y sus primeras consecuencias y algunos hechos ba´sicos de canales cua´nticos
y teor´ıa de entrelazamiento. Por u´ltimo, se da una breve revisio´n de los estados como
producto de matrices.
El resto de los cap´ıtulos tienen una estructura similar. Primero se da una introduccio´n
al problema tratado y se presentan los resultados compara´ndolos con trabajos anteriores.
Acto seguido, si es necesario, se incluye una seccio´n introduciendo las herramientas usadas
para abordar los problemas que no sean necesarias para los otros cap´ıtulos. An˜adimos
tantas secciones como sean necesarias para resolver los problemas y tratar sus aplicaciones.
Finalmente, en la u´ltima seccio´n, discutimos los resultados obtenidos, posibles aplicaciones
y problemas abiertos.
Los resultados del Cap´ıtulo III (Objetivo 3) han sido recogidos en los trabajos [85] and
[57].
Los resultados principales del Cap´ıtulo IV (Objetivo 1) han dado lugar a la publicacio´n
[130]
Los resultados del Cap´ıtulo V (Objetivo 2) han sido recogidos en el art´ıculo [23].
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Introduction. Entanglement and Symmetry in
Quantum Many Body Systems.
Quantum Information Theory is based on the idea that quantum systems (photons,
atoms,...) can be used as information carriers. Therefore, to be used in such a way, one
needs to use the laws of Quantum Mechanics that describe the behaviour of the physical
systems at the atomic scale. This behaviour increases the possibilities in information
processing and communication tasks leading to different applications, such as factorization
of numbers in polynomial time [159], better protocols for communication or more secure
cryptography [9, 10].
Moreover, Moore’s law states that the number of transistors per integrated circuit
doubles every two years or, equivalently, that the size of transistors divides by two every
two years. Continuing this improvement will soon lead the size of transistors to an atomic
scale, where uncontrolled quantum effects will occur. These effects will no longer make a
classical treatment of information possible.
One of the key phenomena of quantum mechanics is entanglement. Entanglement is
the kind of correlation between two or more physical systems that can not be explained by
classical (non-quantum) physics. Informally, it is the property that allows several quantum
systems to be correlated in such a way that performing some operation in one of them can
instantaneously change the state of the others. Besides its theoretical interest in the areas
of foundations of quantum mechanics and complexity theory, many of the most striking
results in quantum information have benefit from entanglement in one way or another [84].
For example, Einstein Podolski and Rosen instantaneous action at a distance of entangled
pairs [43] is the base of the Quantum Teleportation protocol [10]. This protocol makes it
possible to communicate the information in a quantum system without sending or even
knowing the information itself. Entanglement has also been present in the proposal and
security analysis of quantum key distribution [44, 96, 145].
In the simplest case, two isolated physical systems, the entanglement is fully charac-
terized [174]. This simple characterization contrasts with the complexity in characterizing
multipartite entanglement. In fact, multipartite entanglement has been one of the most
challenging issues in the field during the last two decades.
In order to use quantum systems to carry information one needs to encode, store,
process and extract the information in these systems. The more information one wants to
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work with the more systems one needs to consider. Thus, in many cases, one will need to
work with many quantum systems, such as quantum registers of a quantum computer or
a quantum memory, parties in multipartite protocols, etc.
During the last 30 years a great progress has been made in capturing and controlling
quantum many body systems, up to the point that Haroche and Wineland were awarded
the Nobel Prize in Physics 2012 for their work with trapped photons and ions respectively.
Although a lot of work has been made in this direction, there is still a long way to go until
a quantum computer can be constructed. Moreover, the fully understanding of quantum
many body systems is still a challenge for the physics community. There is a whole branch
of physics, condensed matter physics, dedicated to the study of the states of matter and
their properties which can be categorized in phases.
The properties of the different phases depend on the way in which the atoms are
organized or ordered in the materials. Thus, different symmetries in the organization of
the atoms in a material gives different phases and, therefore, different properties of the
material. If a material changes from one phase to another then the order in the material
changes. This process is called phase transition and it is usually1 characterized by a
symmetry that is no longer present in the new phase (or the other way round). This
phenomenon is known as symmetry breaking. As an example, liquids have continuous
translational invariance whereas in a crystal the atoms obey some structure and in the
phase transition from liquid to crystal the continuous symmetry is broken remaining only
a discrete translational invariance.
Symmetry also plays an important role in quantum cryptographic protocols. A paradig-
matic example is the use of permutational symmetry combined with de Finetti type the-
orems to give security proofs in quantum cryptography[145].
In this thesis we will focus on four concrete objetives associated to four different prob-
lems in quantum information theory and quantum many body systems where entanglement
and symmetry appear in a natural way.
I.1 Quantum Many Body Systems
A quantum many body system composed of N subsystems of dimension d is modelled
mathematically by its multipartite state vector, a unit vector of (Cd)⊗N (the N -fold tensor





Ci1,...,iN |i1〉 ⊗ · · · ⊗ |iN 〉,
1Some phase transitions cannot be explained in this way. In these cases, phase transitions have been
explained by the emergence of some topological order [187]
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where {|ir〉}di=1 is an orthonormal basis of Cd which can be different for different sub-
systems r = 1, ..., N and Ci1,...,iN are d
N complex coefficients. The underlying Hilbert
space grows exponentially with the number of subsystems N and so does the number of
coefficients needed to describe the state of the system in a local basis. Thus, without
any further consideration, these systems are of a great complexity. Moreover, consider
a state picked at random from the whole Hilbert space, then, with high probability, the
entanglement (measured in terms of the entanglement entropy) between the subsystems
of a region and the rest is almost maximal. That is, the entanglement entropy of the
state of less than half of the subsystems is almost maximal and grows with the number of
subsystems considered [55, 75, 139].
Fourtunately, physical interactions are (or tend to be) local, that is, subsystems only
interact with a finite number of closer ones, where the notion of closeness is given by
some lattice structure. More specifically, interactions in a quantum many body system are
encoded in a Hamiltonian, where the physical intuition that particles can only interact with
those that are closeby is formally imposed as a local structure in the Hamiltonian. Locality
of interactions reflects on the fact that correlations are also local. That is, the entanglement
between subsystems of two different regions of the lattice decays with the distance between
those regions. More importantly, low energy eigenstates of local Hamiltonians with an
spectral gap2 obey the so called area law for the entanglement entropy [17, 103, 135,
160, 177, 195]. That is, the correlation (measured in terms of the entanglement entropy)
between a region of the lattice and the rest of the system typically scales with the size of
the boundary area of the region, in contrast to random states. Thus, this set of relevant




Figure I.1: The corner of physically relevant states is exponentially small compared to the
whole Hilbert space of a quantum many body system.
In fact, the total Hilbert space is really big. If one considers the states of a quantum
many body system that can be reached evolving an initial state a time O(Poly(N)) with
2Almost all local Hamiltonians have an spectral gap. This condition guarantees that the system is not
critical, which one can interpret as the fact that the properties of the lowest energy eigenstates are stable
under small perturbations of the interactions [115]. For gapless Hamiltonians there may be multiplicative
corrections to the area law, see e.g. Ref. [191]
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a local Hamiltonian, this set is also an exponentially small manifold of the Hilbert space.
This means that if we have a quantum many body system initialised in a state (that will
probably be in the corner of relevant states), then the set of states that are reachable in
a reasonable time is exponentially small. This is the reason why the Hilbert space of a
quantum many body system is sometimes referred to as a convenient illusion [141].
In order to study and work with this set of physical relevant states, one should find a
way to describe them. This is exactly what Tensor Network States (TNS) do [125]. TNS
have been a very successful tool to simulate strongly correlated systems. They are behind
many numerical methods such as the so famous Density Matrix Renormalization Group
(DMRG) introduced by White [189, 190] to simulate 1D strongly correlated systems. They
have also been useful to analytically understand and classify quantum phases of matter
[20, 155].
TNS are those states whose tensor of coefficients Ci1,...,iN is described by a set of smaller
tensors whose indices are contracted according to some network of interconnected tensors.
Intuitively, the way we write such states is by describing the general tensor of coefficients,
which is a tensor of N indices of dimension d each one representing a physical subsystem,
in terms of a set of local tensors with a lower number of indices. These smaller tensors
have two different types of indices, those that are identified with the physical subsystems,
and new virtual indices that are contracted in pairs (see Fig. I.2). One can think of
these contractions in the network structure as the ones that carry the structure of the
interactions between the subsystems, that is, as a local description of the entanglement
of the system. Thus, the entanglement depends on both the maximum dimension of the
virtual indices (bond dimension) and the structure of its contractions. Therefore, in order
to describe the state efficiently, one could choose a suitable TN structure depending on




Figure I.2: Decomposition of coefficient tensor C in terms of (a) an MPS with periodic
boundary conditions, (b) a PEPS with open boundary condition, and (c) an arbitrary
tensor network. Tensors are represented by boxes, indices are represented by lines out of
a tensor, physical indices go out of the paper and virtual indices are contracted in pairs.
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TNS whose structure is a regular lattice are of special interest as they try to describe
the states arising from regular interactions in a lattice imposing the same structure in the
tensor lattice. In 1D, these quantum many body systems are the so called Matrix Product
States (MPS). In 2D or higher dimensions these are the Projected Entangled Pair States
(PEPS) which are a generalization of the MPSs. There are many other interesting sets of
TNS that will not be treated here, such as the multi-scale entanglement renormalization
ansatz (MERA), that considers a regular network of tensors with one dimension more
than the network of interactions.
I.2 Symmetry in MPS and PEPS
MPS and PEPS inherit the nice properties of TNS such as the local description of the
system and its entanglement, or the fact that many properties of the state can be computed
analytically. Their importance comes from the fact that MPS are good approximations
of 1D systems fulfilling an area law [69, 157, 169] and thus they describe low energy
eigenstates of 1D local Hamiltonians efficiently [68, 69, 70]. Moreover, MPS is the class of
TNS that is behind the DMRG method. For 2D system such a good approximation has not
been proven. Nevertheless, there exists an increasing number of results, both numerical
and analytical, supporting the fact that ground states of gapped local Hamiltonians are
well approximated by PEPS (see for instance [45, 26, 27, 65, 69, 70, 170, 173, 176]).





tr [AiN · · ·Ai1 ] |i1 · · · iN 〉
where we can see the matrices {Aij} as a single tensor of three indices, one for each of
the matrices indices and another for the value of ij . This one is the physical index as it
represents the system j to be in the basis state |i〉. Thus, the state is defined by a single
tensor. This tensor gives rise to a quantum state on larger and larger sizes by contracting
it through a line (see Fig. I.3.a for a diagrammatic representation).
A straightforward generalization to regular lattices of higher dimension of this tensor
structure gives a PEPS. The single tensor that defines the PEPS will have one physical
index and a number of virtual indices depending on the dimension and the structure of
the lattice (see Fig. I.3.b).
In the most general case, in which one does not assume homogeneity in space, the
tensors may depend on the position, but we will almost always restrict to the homogeneous
case.
It appears then clearly that all global properties of the state must be possible to
characterize locally, that is, in the single tensor defining the state. To have an intuitive
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(a)
(b)
Figure I.3: Single tensor that generates (a) an MPS with periodic boundary conditions,
(b) a 2D PEPS with periodic boundary conditions.
view, the single tensor plays the role of the DNA of the state. It encodes all the information.
Therefore, working with PEPS can be understood as decoding the genome of locally
interacting quantum systems. Now, the ‘genetic’, or local characterization of the global
genome of a state is of course a non trivial fact. But whenever one gets it, one has
immediate access to understanding the mechanisms behind this property.
This can be exemplified with the concept of a global symmetry. It has been shown [134]
that the presence of a global symmetry in a so called injective MPS can be characterized
locally in the single tensor as in Fig. I.4. This characterization of symmetries was the
starting point to the full characterization of phases in 1D quantum systems given in
[20, 49, 137, 155, 167].
u u u u u u u
X-1 X
Figure I.4: Characterization of the existence of a u⊗n-symmetry in a MPS in terms of its
local tensor.
What about higher dimensional systems? Is it possible to characterize their symmetries
in terms of the local tensor? This is the first objetive of this thesis.
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Objetive 1: Give a characterization of the global symmetries in a PEPS in
terms of the local tensor defining the PEPS.
We will deal with this problem in Chapter IV. In Section IV.4 we give a characterization
of the existence of global physical and spatial symmetries for PEPS as an straightforward
consequence of the freedom in the representation of an ‘injective’ PEPS (Theorem IV.3.1
in Section IV.3), which essentially says that two injective PEPSs describing the same
state in a lattice are related by invertible matrices (Fig. I.5). This is a generalization of
the so called canonical form of MPS [131, 175]. It is worth noting that our proof is by
induction on the dimension and for that we need to give an improve version of the 1D





























Figure I.5: This is the freedom in the representation of PEPSs, i.e., the relation that holds
between two different tensors A and B which define the PEPSs when they represent the
same state.
This simple characterization illuminates the restrictions that symmetries impose on
quantum systems. In Section IV.5 we give examples of possible applications of this char-
acterization. We recover a generalized version of the Lieb-Shultz-Mattis theorem (Theorem
IV.5.2). Moreover, we can also understand why and how three of the main indicators of
topological order, namely degeneracy of the ground state, existence of Wilson loops and
correction to the area law, are related through the injectivity condition (Theorem IV.5.3).
Regarding the characterization of quantum phases, the same arguments as in the clas-
sification in 1D, that is, the characterization of symmetries that we present here, have
already been exploited in [155]. There, a classification for 2D phases in systems with
8 I.3. Entanglement in MPS
unique ground state, degenerate ground state with a local order parameter, and systems
with topological order has been started. See also, e.g.,[19].
Moreover, it has been proven in [134] that the existence of symmetries in increasing
sizes of the system gives the appropriate definition of string order in 2D. The importance
of string orders in the study of quantum phase transitions may vaticinate interesting
applications in the future along this direction.
I.3 Entanglement in MPS
Instead of looking at the symmetry properties of a particular many body quantum
state, one can also wonder which are the properties of many body quantum states in
the generic case. We have already mentioned that, for almost every quantum system
composed of N subsystems, the entanglement between a set of subsystems and the rest is
almost maximal. More precisely, if we take a random N-partite state (with respect to the
Haar measure in the unit sphere of (Cd)⊗N ) the probability that a given set of subsystems
(of less than half of the systems) has not maximal entanglement entropy is exponentially
small in N [75].
This result has strong consequences. It essentially says that the reduced density matrix
of a set of subsystems of any state is so close to the mixed state, that they are almost
indistinguishable. The mixed state is a classical state and thus one can physically interpret
the result in the following way: for almost all multipartite state if we have access only
to less than half of the subsystems, then we cannot observe any quantum phenomenon
in these subsystems. As there is not isolated quantum systems in nature, this result
formalizes the intuition that no quantum effects are usually observed outside the lab.
Moreover, the mixed state is the uniform mixture of all possible states of the system
and has maximum entropy and thus one can also interpret the result as a principle of
maximum entropy. Among all possible states compatible with our prior information, the
best choice is the one which maximizes the Shannon entropy3. This was also formalized in
the case that the subsystems are part of a system governed by a particular hamiltonian,
in which the reduced density state of the subsystem is indistinguishable to the thermal
state [55, 139].
Although of great theoretical interest, this two intuitive ideas consider the states of
the whole Hilbert space. What happens to the set of physical relevant states? Or more
concrete, what if we consider a physical 1D system where the interactions are local and
homogeneous and we work at zero temperature, but we do not make any assumption on
3The prior information would be that the system is part of a system at least twice as big and the mixed











Figure I.6: We consider a chain of N sites, with homogeneous interactions in the bulk
and boundary effects in exponentially small regions of size b at the borders. We assume
that the experimentally accesible region (and hence the region we are interested in) is an
exponentially small region of size l in the center of the chain.
the particular interactions in the system itself? In that case we would be dealing with the
set of homogeneous MPS. This is objetive 2 of this thesis.
Objetive 2: Study the validity of the principle of maximum entropy in MPS.
We do so in Chapter V. Motivated by the kind of systems that one can construct in
the lab, we consider in Section V.1 the set of MPS associated to a homogeneous chain
of systems and some uncontrolled boundary effects in exponentially small regions at both
ends of the chain, where we only have experimental access to an exponentially small
central region (see Fig. I.6). The set of homogeneous MPS with bond dimension D
has a natural (over)parametrization by the unitary group U(dD) in which the local tensor
defining MPS is given via the map U 7→ Ai = 〈i|U |0〉 [131]. Thus, one can use a symmetry-
based assignment of prior distributions to sample from the Haar measure and consider the
distribution of random MPS given from it.
In this set up, we prove in Section V.3 that, typically, the reduced state of the l
centered subsystems has maximum entropy (Theorem V.0.1) and therefore it is essentially
indistinguishable from the mixed state. Alternatively, one can understand this result as the
l subsystems being maximally entangled with the rest of the system for the given scaling
of parameters. Note that these states fulfil an area law if one increases the number of
accesible systems without increasing the bond dimension. In a 1D MPS, the entanglement
entropy between a connected region and the rest is upper bounded by twice the bond
dimension [131].
The proof of the result is based on the concentration of measure phenomenon which is
introduced in Section V.2.1. We will also rely on recent developments of random matrix
theory, in particular, on the graphical Weingarten calculus provided in [24] and described
in Section V.2.2, and on a novel estimate of the Weingarten function (Theorem V.2.10).
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We have already focused in characterizing the symmetries of a particular homogeneous
quantum many body system and in the entanglement properties of small regions of these
systems. Now, we focus in studying the entanglement properties of multipartite systems
in the presence of permutational symmetry.
I.4 Entanglement and Symmetry in Multipartite Systems
Entanglement is usually seen as a resource for the realization of different tasks, both in
the bipartite scenario (quantum cryptography [44], teleportation [10], ...) and in the mul-
tipartite one (quantum algorithms [121], universal states for quantum computation [143],
...). Thus, for all these tasks the understanding, quantification and use of entanglement is
crucial.
Whereas in the pure bipartite case entanglement is fully characterised [174], there are
many different inequivalent multipartite entanglement measures that are used depending
on the task to be done [84, 136]. This variety of multipartite entanglement measures
comes from the fact that there is not a “maximally entangled state” in the multipartite
setting. Thus, for instance the states that have the maximum amount of entaglement
with respect to the geometric measure, (which measures the distance to the set of non
entangled states), do not have to be the ones with the maximal localizable entanglement
(which measures the amount of entanglement that can be localized between two particular
systems by applying local operations in the others).
Moreover, all multipartite entanglement measures suffer a serious drawback: they are
very difficult to compute as their definitions contain optimizations over certain states or
quantum information protocols. Such optimizations can be performed successfully for
special cases only, for instance, if the density matrix under investigation possesses a high
symmetry or belongs to a special family, e.g., with low rank [108, 150, 164, 182].
The nature of certain tasks may allow us to restrict the set of possible useful states. The
permutational invariance of the parties is a desired property in many situations. Consider,
for example, protocols in which there is an authority A, and a set of N participants which
want to have the same treatment in the protocol. This is the desired situation in a wide
variety of multipartite protocols, like secret sharing or voting, and leads to
Assumption 1. We will work with (N + 1)-partite states which are permutational-
symmetric with respect to N of the parties (participants).
Assumption 2. For simplicity, the Hilbert space dimension of the participants is 2,
while that of the authority is N + 1, which is the smallest possible dimension to purify
any mixed state among the participants.
The permutational symmetry of the state is the quantum resource, with no classical
analogue, which ensures that all participants are treated equally and are indistinguishable
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from the authority’s point of view. These kinds of requirements are gaining importance
nowadays as privacy is becoming a serious issue in the new e-society.
It could well be that whenever we restrict to a particular set of states, there exists a
maximally entangled state or that a particular multipartite entanglement measure could
be computed efficiently. Thus, it has full sense to
Objetive 3: Study multipartite entanglement in the presence of permutational
symmetry.
In Chapter III, we will tackle this problem from two different points of view. On the
one hand, we will study the geometric measure of entanglement [185] for permutational
symmetric states in Section III.1. On the other hand, we will study the set of states that
fulfils Assumptions 1 and 2 in Section III.2.
The geometric measure of entanglement is a genuine multipartite and widely used
entanglement measure that has many operational interpretations. It quantifies the dis-
tinguishability of multipartite states by local means [72], or the additivity and output
purity of quantum channels [188]. It has also been used to study quantum phase transi-
tions in spin models [119, 124, 126, 183, 184] and the usefulness of states as resources for





The natural question that arises is whether for a symmetric state |ψ〉 the closest prod-
uct state can be chosen symmetric, i.e., the state maximizing Eq. I.1 can be taken of the
form |φ〉 = |a〉|a〉|a〉 · · · , as it drastically simplifies the calculation. We will give an affir-
mative answer based on the theory of N -homogeneous polynomials over Banach spaces
(Corollary III.1.2). However, this result does not allow us to conclude that only symmetric
solutions exist. We give an alternative proof to show that the optimal state maximizing
G(ψ) is necessarily symmetric for three or more parties (Lemma III.1.3). We also discuss
and clarify some similar conjectures for translational invariant states and “symmetric”
density operators.
Within the set of states fulfilling assumptions 1 and 2, we will show that there is
a “maximally entangled state” and a protocol, that can be implemented only with Lo-
cal Operations and Classical Communication (LOCC), which transforms the “maximally
entangled state” into any other state with the same symmetry (Theorem III.2.1). In addi-
tion, we will show how all the elements of the protocol, including the construction of the
state, can be performed efficiently and discuss some security issues concerning possible
applications to cryptographic protocols. In Section III.2.1, as an easy consequence we
recover the main result in [38] from a more general point of view. The proof techniques
12 I.5. Quantum uncertainty
are a mixture of basic tools from several areas: representation theory, convex analysis,
matrix product states, and quantum channels.
I.5 Quantum uncertainty
Heisenberg’s Uncertainty Principle [78] is, together with entanglement, one of the fun-
damental phenomena in quantum mechanics. After the emerging of information theory
[158], the initial characterization of the uncertainty principle in terms of the standard de-
viation of observables was restated as an entropic uncertainty relation [7, 80, 109]. These
are just quantitative characterizations of uncertainty in terms of an entropy measure.
Besides contributing to the understanding of quantum mechanics, entropic uncertainty
relations have interesting applications to information locking [41], the question of separa-
bility [62] and, more importantly, they are a key ingredient in the security proof of many
cryptographic protocols [34, 96, 98, 145, 179].
The different uncertainty relations are usually given in terms of one of the Re´nyi
entropies Hα [147] and they only give a lower bound on the entropy of the measurement
outcome X on average over the random choice of the measurement. That is, let ρ be an
arbitrary quantum state of the system, and let X denote the measurement outcome when
ρ is measured in one of a possible set of bases {Bj} and Hα(X|J=j) denotes the α-Re´nyi
entropy of the measurement outcome when ρ is measured in basis Bj then uncertainty





Hα(X|J=j) ≥ h .
An uncertainty relation of this form only guarantees that there is uncertainty in X for
some measurements, but does not specify precisely for how many. The most conservative
uncertainty relations in this form are given by the min-entropy. In addition, the need of a
lower bound in the min-entropy por privacy amplification [145], makes these uncertainty
relations specially useful for arguing security in cryptographic protocolos. In this context,
uncertainty relations are used to bound the information that a cheating party has about
some data encoded into several possible bases, where the choice of basis is initially unknown
to him.
Thus, the following, although not necessary, are desirable properties for an uncertainty
relation:
1. Min-entropy is used as entropy measure (stronger than Shannon entropy).
2. It lower bounds the uncertainty in the measurement outcome for all but one mea-
surements (stronger than uncertainty relations that lower bound the uncertainty on
average over the choice of the measurement).
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3. It applies to general sets of measurements. In particular, if the measurements can
be chosen to be qubit-wise measurements then it could be applicable to protocols
that can be implemented using today’s technology.
To the best of our knowledge no previous uncertainty relation fulfils (1) and (2) at
the same time. Moreover, as pointed out in a recent overview article [180], little is known
about entropic uncertainty relations for more than two measurement outcomes, and even
less when additionally considering min-entropy. Previous uncertainty relations for the
min-entropy or do not consider many measurements [34], or the lower bound is not for all
but one measurements [33, 47]. Thus, we dedicate Chapter VI to
Objetive 4: Give an ‘all but one’ high order entropic uncertainty relation
First, in Section VI.1 we recall some concepts of probability theory and known re-
sults involving the min-entropy such as privacy amplification (Theorem VI.1.8). We then
propose and prove a new entropic uncertainty relation satisfying the three properties in
Section VI.2. The proof mainly involves basic linear algebra and quite technical arguments
from probability theory. As an application of our entropic uncertainty relation, in Section
VI.3, we propose a new quantum identification protocol that is an slight modification of
the identification protocol by Damg˚ard et al. [35]
The goal of password-based identification is as follows. Given a user and a server that
hold a pre-agreed password w, the user wants to convince the server that he indeed knows
w, in such a way that he gives away as little information on w as possible in case he is
actually interacting with a dishonest server.
It is known that without any restriction on (one of) the dishonest participants, secure
identification is impossible (even in the quantum setting) [35, 107]. Thus, the best one
can hope for a protocol that is secure against a dishonest user is that, in order to break it,
unbounded quantum storage and unbounded quantum-computing power is necessary for
the dishonest server.
We prove that our identification protocol has the following security properties: it is
unconditionally secure against a dishonest user (Section VI.4), secure against a dishonest
server in the bounded quantum storage model (Section VI.5), and secure against a dis-
honest server in the single qubit operations model (SQOM), where it is assumed that the
adversary cannot operate on multiple qubits coherently (Section VI.6).
The benefit of the latter property is that there is still some security left in case a
dishonest server is able to store all qubits used in the protocol: this dishonest server must
in addition perform a non-trivial quantum operation to break the scheme, in contrast to
what happens in the identification protocol by Damg˚ard et al. [35]
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I.6 Organization and Results
The rest of the thesis is organized as follows. Chapter II is dedicated to introduce
the tools that will be used in the rest of the thesis. We first fix the notation of Hilbert
space theory. Afterwards, we introduce the quantum formalism that covers the postulates
of quantum mechanics from the point of view of information theory and its very first
consequences and some basic facts about quantum channels and entanglement theory. We
finally give a short review of matrix product states.
The rest of the chapters follow a similar structure. We first give an introduction to the
problem we are working on and present the results comparing them with previous work.
Then, if needed, we add a section including the tools used to attack the problems that
are not necessary for the other chapters. We add as many sections as necessary to solve
the problems and give their applications. Finally, in the last section, we discus the results
obtained, comment on further applications and open problems.
The results of Chapter III (Objective I.4) have been collected in the works [85] and
[57].
The main results in Chapter IV (Objective I.2) have given rise to the publication [130].
The results in Chapter V (Objective I.3) have been collected in the article [23].





In this chapter we give a short description of the basic ingredients that will be used
in the rest of this thesis. First, we fix the notation. Then, in Section II.1 we present a
short introduction to the mathematical formalism of quantum mechanics. Finally, we give
a description of the basic facts of matrix product states that will be used later on (Section
II.2).
Throughout this thesis we will be working with complex separable Hilbert spaces, we
assume the reader is familiar with the basic knowledge and we just introduce the notation
and terminology we are going to use.
• 〈ϕ| is the dual vector of |ϕ〉 (conjugate transposed). Also known as bra.
• 〈ϕ|ψ〉 is the scalar product between |ϕ〉 and |ψ〉.
• |ϕ〉|ψ〉 or |ϕ〉 ⊗ |ψ〉 is the tensor product of |ϕ〉 and |ψ〉.
• A† is the conjugate transposed or adjoint operator of A.
• 〈ϕ|A|ψ〉 is the scalar product between |ϕ〉 and A|ψ〉 or, equivalently, the scalar
product between A†|ϕ〉 and |ψ〉.
• |ϕ〉〈ψ| is the outer product between |ϕ〉 and |ψ〉.
Given a pair of Hilbert spaces H1 and H2 we will denote as B(H1,H2) the set of
bounded linear operators from H1 to H2. We will write B(H) := B(H,H).




i the Schatten p-norm
of ρ, where σi are the singular values of ρ. Thus ‖ρ‖1 = tr
√
ρ†ρ is the trace norm of ρ,
‖ · ‖2 is the Hilbert-Schmidt norm and ‖ρ‖∞ := maxσi is the operator norm. The trace
distance between two operators ρ, σ ∈ B(H) is given by ∆(ρ, σ) := 12‖ρ− σ‖1.
Definition II.0.1. A density operator (or density matrix) ρ ∈ B(H) is a nonnegative self
adjoint operator with unit trace, that is, ρ ≥ 0 and tr ρ = 1. A density operator ρ of rank
one is called pure state. Otherwise, we say that ρ is a mixed state. We denote by D1(H)
the set of density operators of a Hilbert space H.
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The condition tr ρ = 1 is known as the normalization condition. We will identify a
positive operator with an unnormalized density operator. For pure states we can write
ρ = |ϕ〉〈ϕ| where the normalization translates in |ϕ〉 being a unit vector of H. In this case
we will identify ρ and |ϕ〉 and we will refer to both representations as pure states. The
vector |ϕ〉 is unique up to multiplication by a phase (a complex number of modulus one)
eiθ. Thus, any two pure states that differs in a phase have the same density matrix and
hence represent the same state vector. Equality of vectors representing pure states should
be understood in this sense. Nevertheless, whenever we want to highlight this fact, we will
write |ϕ〉 ≡ |ψ〉 if |ϕ〉 and |ψ〉 represent the same state. That is, they differ in a phase or,
if they are not normalized, they are equal up to a complex number.




i pi = 1 and |ϕi〉 is a
unit vector of H for all i. In this case, one usually refer to ρ as an (statistical) ensemble
of pure states {pi, |ϕi〉}1.
Positive maps between operators of Hilbert spaces take positive operators to positive
operators. Moreover, a map T : B(H) −→ B(H′) is completely positive if the map
T ⊗ 1n : B(H)⊗Mn −→ B(H′)⊗Mn is positive for all n, where Mn is the set of n× n
complex matrices.
II.1 The Quantum Formalism
In this section we will describe the mathematical formalism of quantum mechanics
from an information theoretic point of view. For that, we will enunciate the postulates
of quantum mechanics giving some immediate consequences of them and introducing also
the key concepts of uncertainty, quantum channels and entanglement. For a full review
see, for example, [121, 142].
II.1.1 Systems and States
Postulate 1: Associated to every physical system there is a complex Hilbert space
H, that is known as the state space of the system. The system is described by its state,
which is a density operator of the state space.
We denote physical system by capital letters A, B and C or numbers if there is an
implicit order. Their Hilbert space is denoted by HA, HB and HC respectively and their
density operator is denoted by greek letters ρA, σB and τC where the subindices will be
removed if the system is clear from the context. The dimension of the physical system is
given by the dimension of the Hilbert space associated to it.
1This representation is not unique as it was for pure states (up to normalization).
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The easiest quantum system one could think of is a two dimensional system, whose
state space is C2. Let {|0〉, |1〉} be an orthonormal basis of C2, an arbitrary pure state can
be written as |ψ〉 = a|0〉+b|1〉 with |a|2 + |b|2 = 1. The physical system can be in the state
|0〉 and in the state |1〉, but also in a superposition of both |ψ〉. Despite its simplicity, this
system is of extremely importance as it is the unit of information in quantum systems. Such
a system is called quantum bit or qubit in analogy to the fundamental unit of classical
information called bit. A d-dimensional quantum system or qudit will be represented in
Cd and its pure states will be described in terms of an orthonormal basis of d elements
|1〉, |2〉, ..., |d〉.
Postulate 2: The state space of a composite physical system H is the tensor product
of the state spaces {Hi} of the component physical systems. Moreover, if we have systems
labeled from 1 to n and system i is prepared in the state ρi, then the state of the total
system is ρ1 ⊗ ...⊗ ρn.
We write ρAB for the density operator of a composite system HA ⊗HB to stress that
is a composite system of subsystems A and B. The state of system A when considered
alone is given by its reduced density operator ρA := trB ρAB, where the partial trace
operator trB : B(HA ⊗HB)→ B(HA) is defined as the unique linear operator such that
trB (R⊗ S) = (1⊗ tr)(R⊗ S) = R tr (S), ∀R ∈ B(HA), ∀S ∈ B(HB).
One can also define the reduced density operator of system B, ρB, interchanging the roles
of systems A and B. Moreover, if we have a composite system of several subsystems the
reduced state of a set of them X is given by considering the partial trace over the others.
That is, ρX = trAll\X ρ.
We say that a pure state |ϕ〉1,...,n of a composite system H1⊗· · ·⊗Hn is in a product
state if it can be written as a tensor product of elementary tensors in each of the systems,
that is, |ϕ〉1,...,n = |ϕ1〉 · · · |ϕn〉, where |ϕi〉 ∈ Hi for all i. This concept generalizes to
mixed states as separable states. We say that a mixed state is separable if it can be
written as a convex combination of tensor product of density operators. That is, a density
operator ρ1,...,n acting on H1 ⊗ · · · ⊗ Hn is separable if there exist pk ≥ 0 with
∑
k pk = 1






1 ⊗ · · · ⊗ ρkn.
If a density operator is not separable we say that it is entangled. Examples of entangled
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We will use the following conventions for qubits. The computational basis {|0〉, |1〉}
is given by |0〉 = (10) and |1〉 = (01) and the Hadamard basis by {H|0〉, H|1〉}, where






. We also call the com-
putational basis the plus basis and associate it with the ‘+’-symbol, and we call the
Hadamard basis the times basis and associate it with the ‘×’-symbol. For bit vec-
tors x = (x1, . . . , xn) ∈ {0, 1}n and v = (v1, . . . , vn) ∈ {+,×}n we then write |x〉v =
|x1〉vi ⊗ · · · ⊗ |xn〉vn , where |xi〉+ := |xi〉 and |xi〉× := H|xi〉.
A convenient basis for operators on C2 is given by the set of Hermitian matrices formed
by the identity matrix and the 3 Pauli matrices.





















The following proposition gives a way to write systems of two subsystems.
Proposition II.1.1 (Schmidt decomposition). Let |ψ〉AB ∈ Cd ⊗ Cn with n ≥ d. There
exist orthonormal bases {|u1〉, ..., |ud〉} ⊂ Cd and {|v1〉, ..., |vn〉} ⊂ Cn such that |ψ〉 =∑k




i = 1 and k ≤ d. Such a way of writing
the state is called Schmidt decomposition, λ1, ..., λk are the Schmidt coefficients and the
number of summands in such a decomposition is called the Schmidt rank of |ψ〉.
This proposition is a straightforward consequence of the singular value decomposition
(SVD) of a matrix and thus the Schmidt rank and coefficients are unique and the freedom
in the basis is given by the freedom in the SVD. It is clear that the reduced density









Given a density matrix ρA ∈ B(Cd) of a system A, it can be diagonalized and written
as ρA =
∑d
i=1 λi|i〉〈i| for some orthonormal basis {|i〉}. Consider another system B of




λi|i〉A|i〉B. We say that
|ψ〉AB is a purification of the state ρA.
II.1.2 Quantum Transformations: Evolution and Measurement






where H is a hermitian operator known as the Hamiltonian of the system2. This postu-
late extends to density operators by linearity.
2We consider Planck’s constant inside H.
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The Hamiltonian has a spectral decomposition H =
∑
iEi|ψi〉〈ψi| with eigenvalues Ei
and associated eigenstates |ψi〉. States |ψi〉 are called stationary states with energy Ei
and the eigenstates of lowest energy are known as the ground states of the system. The
solution to the Schro¨dinger equation for a certain time is given by
|ψ(t2)〉 = e−iH(t2−t1)|ψ(t1)〉,
and thus stationary states are invariant in time up to a phase. Moreover, the states ρ(t1)
and ρ(t2) of the system in times t1 and t2 respectively, are related by
ρ(t2) = U(t1, t2)ρ(t1)U
†(t1, t2),
where U(t1, t2) = e
−iH(t2−t1) is a unitary operator of the state spaceH, which only depends
on times t1 and t2. Thus, whenever we want to describe the evolution between two fixed
times we will just work with a unitary operator.
Postulate 3 describes the evolution of closed quantum systems. However, we also need
to describe the change of a system when one tries to observe it to gain some information
about it. In this case, the system is no longer closed as the apparatus or the observer
himself are interacting in some way with the system. This process of measurement is
described by the following postulate.
Postulate 4: The measurement of a system is described by a collection of measure-
ment operators {Mm} that act in the state space of the system H. The index m refers to
the possible outcomes of the measurement. If the state of a quantum system is ρ imme-
diately before the measurement then the result of the measurement is m with probability











mMm = 1, which
translates in probabilities of the results summing 1.
A measurement is a map that takes as input a state ρ and returns the state ρi with
probability pi, that is, it returns the ensemble of states {pi, ρi}, where ρi can be mixed
or pure states. Note that, ρ =
∑
i piρi by the completeness equation. Thus, it has full
meaning to consider the state ρ as an statistical ensemble of the states ρi with probability
pi. Mixed states have attached the idea of some ignorance about the system beyond that
of the probability distribution. A discrete probability distribution {pi}i can be represented
as ρ =
∑
i pi|i〉〈i| where {|i〉} is an orthonormal basis of the Hilbert space. If we measure
the state ρ in that basis, that is, with measurement operators {|i〉〈i|}i, we will obtain
the result i with probability pi. We say that the state ρ models a classical system or
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simply that it is classical. In this way, one can see classical probability distributions inside
quantum states.
We say that a measurement is a von Neumann measurement if the measurement oper-
ators are orthogonal projections. Restrict to von Neumann measurements is not formally
a restriction as one can represent a general measurement as a von Neumann measurement
in a larger system via Naimark’s dilation theorem [129].
In certain cases in which one is not interested in the result of the measurement it
will be convenient to use the so called POVM (positive operator-valued measurement)
formalism in which the measurement is described by an observable. An observable O
is a linear functional acting on D1(H) given by a set of positive operators Em, with∑
mEm = 1, such that O =
∑
mmEm. In this case the probability of the result m
to occur is p(m) = tr(Emρ) and the expected value of the measurement is given by the
observable 〈O〉 = O(ρ) = tr(Oρ) = ∑mmpm.
II.1.3 Uncertainty
One of the immediate consequences of the measurement postulate is Heisenberg’s un-
certainty principle. In its more general form, it states that the outcome of two non-
commuting observables cannot be simultaneously determined with arbitrary precision.
That is, one or both of the outcomes are somehow uncertain. Although originally stated
in terms of the standard deviation, in information theory it is frequently enunciated in
terms of the entropy.
The entropy is a measure of the uncertainty of a random variable3 and thus it does not
depend on the possible outcomes of the random variable but in its probability distribution.
Given a discrete random variable X with discrete probability distribution P : X −→ [0, 1]
such that
∑
x∈X P (x) = 1, the Shannon entropy [158] is given by
H(X) := H(P ) := −
∑
x∈X
P (x) logP (x), (II.3)
where log denotes the binary logarithm from now on.
The Shannon entropy has other interpretations. It represents how much information
one gains on average when learning the value of X. It also quantifies the average infor-
mation contained in a message and thus the expected number of bits needed to encode
it.
For simplicity, we state the easiest uncertainty relation for two dimensional systems.
Let B1 = {|b1〉, |b2〉} and B2 = {|v1〉, |v2〉} be bases of C2, let ρ be an arbitrary quan-
tum state of C2, and let X denote the measurement outcome when ρ is measured in
3In a broader context the term entropy usually refers to a measure of disorder.
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one of the basis B1 or B2, that is, with measurement operators {|b1〉〈b1|, |b2〉〈b2|} or
{|v1〉〈v1|, |v2〉〈v2|}. Denote H(X|Bi) the Shannon entropy of the measurement outcome
when ρ is measured in basis Bi. Then, Maassen and Uffink’s uncertainty relation [109]
states that
H(X|B1) +H(X|B2) ≥ − log(c2),
where c := max{|〈bi|vj〉| : |bi〉 ∈ B1, |vj〉 ∈ B2} is the maximum overlap between the bases.
Consider the state ρ = |0〉〈0| and the computational and Hadamard bases. The result
of measuring ρ in the computational bases is always 0 and therefore there is no uncertainty.
Then, as the maximum overlap is c = 1/
√
2, the uncertainty of the outcome (measure in
terms of the Shannon entropy) when one measures ρ in the Hadamard bases should be at
least 1. Indeed, the result of the measure would be both outcomes with equal probability
and the Shannon entropy of this probability distribution is 1.
There are many other uncertainty relations, considering different setups (for example
composite systems) or different entropic measures. Many of these uncertainty relations
are given in terms of the following generalization of the Shannon entropy.
Definition II.1.2 ([147]). For α ≥ 0 and α 6= 1, the Re´nyi entropy of order α of a random






Note that taking the limit α→ 1 we recover the Shannon entropy and taking α→∞
we have the min-entropy
Hmin(X) = H∞(X) := lim
α→∞Hα(X) = − log maxx∈X P (x).
A generalization of the Shannon entropy to quantum states is given by the von Neu-
mann entropy which quantifies the amount of uncertainty contained in a quantum ensem-
ble.
Definition II.1.3 ([158]). Let ρ ∈ B(H) be a density matrix, the von Neumann entropy
is defined as
S(ρ) := −tr(ρ log ρ). (II.4)
Let λi be the eigenvalues of ρ, then S(ρ) = −
∑
i(λi log λi) = H({λi}). In this sense,
the von Neumann entropy can be seen as a measure of ‘mixedness’ of quantum states.
The state with maximum von Neumann entropy is the identity, the uniform mixture of
the possible quantum states. This allows us to call the identity the maximally mixed
state. It is also worth to note that, as in the classical case, the von Neumann entropy
represents the average quantum information contained in a ‘quantum message’ and thus
the expected number of qubits needed to encode it.
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II.1.4 Quantum Channels
In general, the description of the dynamics of an open quantum system will be given
by a linear map T that takes density operators to density operators. In order to do that
it is clear that the map has to be positive and trace preserving. Moreover, whenever one
consider the system as part of a bigger system the map T ⊗ 1, which leaves the rest of
the system unchanged, also has to take density operators to density operators. Thus, the
evolution of an open quantum system is given by a quantum channel from B(H) to itself.
Definition II.1.4. A quantum channel T : B(H)→ B(H′) is a linear completely positive
trace preserving (CPTP) map.
If we restrict to finite dimensional Hilbert spaces we have the following representation
theorem for quantum channels (see [192] for a proof).
Theorem II.1.5. Given a map T : B(H) −→ B(H′) the following are equivalent:
1. T is a quantum channel.
2. (Kraus representation) There exist a family of operators {Ek} : H −→ H′ such that∑
k E
†




k for all ρ ∈ D1(H). These operators are
called Kraus operators of T .
3. (Open-system representation) There exists a unitary U ∈ B(H⊗H′⊗H′) and a unit
vector |ϕ〉 ∈ H′ ⊗ H′ such that T (ρ) = trE(U(ρ ⊗ |ϕ〉〈ϕ|)U †) for all ρ ∈ D1(H),
where trE denotes the partial trace over the first two Hilbert spaces H⊗H′.
While Kraus Representation gives an easy way to deal with quantum channels, the
other makes it possible to consider the dynamics of an open quantum system as a unitary
evolution of a bigger closed one. In addition, one could think of a measurement as a
quantum channel T : B(H) −→ B(Ck ⊗H) such that T (ρ) = ∑ki=1 pi|i〉〈i| ⊗ ρi. Here, the
first register is classical and contains the result of the measurement whereas the second
contains the information of the state of the system after the measurement.
An important set of quantum transformations over composite systems is the set of
local operations and classical communication (LOCC). In order to understand them and
to see their practical importance consider the following situation. There are two distant
laboratories each one having a subsystem of a given shared state. Without any additional
resource (other shared states or communication of any kind) the operations that they can
implement on the whole system are local operations (LO), that is, a local operation is
just a composition of measurements and evolutions in each of the systems independently.
Moreover, if we allow classical communication (CC) between the two laboratories, then
the kind of operations that they can implement constitute a much bigger set. Consider for
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example adaptive strategies, that is, any of the laboratories can apply a local operation
depending on the result of a previous operation in the other laboratory. A consequence of
these adaptive LO is that there is no known simple way to characterize LOCC [21].
II.1.5 Entanglement
Entanglement is nowadays understood as the quantum correlations that can occur in
a composite system, where quantum correlations here should be understood as those
correlations that are not of a classical nature. A possible way to define classical corre-
lations is as those that can be generated by LOCC. On the contrary, entanglement is the
sort of correlations that can not be generated by LOCC.
Suppose we have a composite system with no correlation at all between the constituent
systems, that is, its state is a product state. It is easy to see that the set of states that one
can generate from it under LOCC is the set of separable states. Thus, entangled states
are those that have some non classical correlation.
Entanglement has proven to be a very useful resource with no classical analogue.
It has been used to guarantee the security of protocols (quantum key distribution), to
reduce the amount of time to perform certain tasks (Grover’s algorithm), or the amount
of communication (teleportation, superdense coding). Thus, quantifying entanglement has
been one of the main problems in quantum information theory. This is the purpose of
entanglement measures (see [136] for a review).
Definition II.1.6. An entanglement (monotone) measure over the set of states of a com-
posite system D1(H1 ⊗ · · · ⊗ Hn) is a nonnegative real valued function E : D1(H1 ⊗ · · · ⊗
Hn)→ R+ which is zero for separable states and cannnot increase under LOCC.
For bipartite states the Schmidt coefficients characterize completely the entanglement
of the state. Thus, any entanglement measure is a function of these coefficients. Moreover,
the following majorization theorem gives a preorder in the set of bipartite states.
Theorem II.1.7 ([122]). Let |ψ〉, |ϕ〉 ∈ S1(Cd ⊗ Cd), there exists a LOOC protocol that
transform |ψ〉 into |ϕ〉 if and only if ∑ki=1 αi ≤ ∑ki=1 βi for all k ∈ {1, ..., d}. Where αi
and βi are the ordered decreasingly Schmidt coefficients of |ψ〉 and |ϕ〉 respectively.
This theorem makes it possible to define the concept of maximally entangled state
of dimension d. Consider the pure state |Φ〉 = 1√
d
∑d
i=1 |i〉A|i〉B, where |i〉A and |i〉B
are orthonormal bases of Cd. Theorem II.1.7 says that it can be converted by LOCC
into any other pure state in S1(Cd ⊗ Cd). Thus, as the set of LOCC does not generate
entanglement, the state |Φ〉 = 1√
d
∑d
i=1 |i〉A|i〉B is maximally entangled among those of
dimension d. Thus, the EPR pairs introduced in Section II.1.1 are maximally entangled
states of two qubits.
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The most often used measure of entanglement in pure bipartite systems is the entropy
of entanglement, which for a given state |ϕ〉AB =
∑d
i=1 λi|i〉A|i〉B, where {|i〉A}i and
{|i〉B}i are local bases, is defined as
E(|ϕ〉〈ϕ|) := S(ρA) = S(trB(|ϕ〉〈ϕ|)) = H(λi) = −
d∑
i=1
λi log λi . (II.5)
Where S and H are the von Neumann and Shannon entropy, respectively, introduced in
Section II.1.3. It is then clear that the more entanglement a bipartite systems has, the
more mixed its reduced density matrix is.
Theorem II.1.7 does not hold for multipartite systems. In fact, the result is already false
for systems of three qubits as the states W = 1/
√
3 (|001〉+ |010〉+ |100〉) and GHZ =
1/
√
2(|000〉 + |111〉) cannot be converted into each other by means of LOCC [42]. Thus,
the concept of maximally entangled state in multipartite systems has only sense referring
to maximizing a particular entanglement measure.
For multipartite systems there are many entanglement measures already defined [136].
These are usually define from an operational point of view, which considers some task and
quantify how well can we realize that task with a particular state. Examples of this are the
localizable entanglement and entanglement of assistance. Other entanglement measures
are distance-like measures that quantifies the entanglement as the distance to a particular
set of states.
II.2 Matrix Product States
The set of MPS was already present in the ground state of the AKLT model [1] which
triggered an intensive study on translationally invariant (TI) MPS or as they were first
called finitely correlated states [46]. Since then this set of states has been repeatedly used
to get both analytical results [20, 49, 134, 137, 155] and numerical methods [65, 170, 171,
176]. The importance of MPSs comes from the fact that they can be described efficiently
(in the number of spins N) by a set of matrices {Ai}Ni=1 and, at the same time, they
approximate the lowest eigenstates of gapped local hamiltonians in spin chains[69, 70].
In fact, MPS describe the states over which numerical methods like DMRG optimize [46,
154, 189], which gives theoretical evidence why these methods, widely used in condensed
matter, work so well. Thus, although the set of MPSs is small with respect to the whole
Hilbert space, it exhibits and captures the phenomena appearing in quantum spin chains.
In addition, the set of MPSs describes exactly the states that can be created by sequential
generation [131]. Moreover, the properties of the state can be studied in terms of the local
properties of the matrices.
In this section we introduce the mathematical formalism of MPSs. In what follows we
consider a pure quantum state |ϕ〉 ∈ (Cd)⊗N whose system is composed of N subsystems,
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each one laying in the d-dimensional Hilbert space. Thus, the number of coefficients
that determine the state of the system is dN . This exponential growth in the number of
subsystems, in principle, makes impossible to deal with arbitrary large systems.












|i1 · · · iN 〉
where A
[k]
i are Dk+1 ×Dk matrices with D1 = DN+1. If the MPS have D1 = DN+1 = 1
the trace is no longer necessary and it receives the name of ‘open boundary condition’
(OBC-)MPS. It was shown in [175] by subsequent singular value decomposition that one
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[m], for all 1 ≤ m ≤ N ,
3. Λ[0] = Λ[N ] = 1 and each Λ[m] is diagonal, positive, full rank and tr Λ[m] = 1.
Thus MPSs are a representation of states and not a proper subset of them. Nevertheless
we will informally refer to the state being an MPS if it has an MPS representation with
small bond dimension D = maxkDk, which, in the case of a sequence of states, it does not
grow exponentially with N. This way, the number of coefficients that are needed in order
to write a MPS is upper bounded by dND2 whose asymptotic behavior is much better
than dN , the number of coefficients needed to describe a general state.
II.2.1 Representations
The MPS have a simple diagrammatic representation (Fig. II.1) that will be substan-
tially used in Chapters IV and V. Each square represents a tensor, lines going out of the
squares (legs) represent open indices and lines between squares represent contraction rules
between the tensors associated to the corresponding legs.
An alternative but equivalent view of an MPS is the valence bond construction (see Fig.
II.2): consider a pair of D dimensional ancillary/virtual Hilbert spaces associated to each
site and connect every pair of neighboring virtual Hilbert spaces by maximally entangled








A[1] A[2] A[3] A[j] A[N−1] A[N ]
i1 i2 i3 ij iNiN−1
Figure II.1: Diagrammatic representation of (a) scalar, (b) matrix, (c) vector, (d) tensor
with five indices, (e) matrix multiplication, (f) scalar product and (g) MPS.
states (usually called entangled bonds). The MPS is then the result of projecting the virtual
Hilbert spaces into the real/physical one by the map P [k] = ∑ik αk βk A[k]ik,αkβk |ik〉〈αkβk|.
With this equivalent representation of the MPS one can easily see that the entropy of
entanglement of l consecutive sites is bounded by 2 logD. Indeed, the entropy of entan-
glement between the virtual Hilbert spaces of these l physical systems and the rest of
virtual systems is given by the entangled bonds in the boundary. This entropy of entan-






i=1 |i〉|i〉 ∑Di=1 |i〉|i〉
[i] [i+1]
|0〉
Cd Cd Cd Cd Cd
Figure II.2: Valence bond construction of an OBC-MPS. Entangled bonds in blue and
projections into the physical systems in red.
One of the nice properties of MPS is that they are the set of states that can be created
efficiently in the following sequential manner (see Fig. II.3):
|ϕ〉|0〉a = V[N ] · · ·V[1]|0 · · · 0〉N,...,1|0〉a, (II.6)
where a is an ancillary system of dimension D = maxkDk and V[j] is the unitary gate,
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Figure II.3: Circuit for creating an MPS in a sequential way, where each box implements
a unitary V[i] between the ancilla a and system i together with a swap operation between
them.
II.2.2 Translation invariant MPS




dependent on the site j, hence the label [j]. The lack of this dependency means that the
system is TI. Moreover, the reciprocal also holds, systems that are TI have a TI-MPS




tr [AiN · · ·Ai1 ] |i1 · · · iN 〉.
There is a close relation between a TI-MPS and the completely positive map F acting







One can deduce many properties of the TI-MPS from the properties of the CP-map
associated. In fact, one can consider a slight modification of F and define the associated
CP-map E as E(X) : B(HA)→ B(HA ⊗HB) with






j ⊗ |i〉〈j|. (II.7)
Then, E can be understood as acting on ancillary system A of dimension dim(HA) = D
and creating a system B of dimension dim(HB) = d. The reduced density matrix of l
systems can be expressed in terms of this map
ρl = trA[E l(1D)],
where the systems B are being created in order from 1 to l.
A key property within MPS theory is called injectivity [46, 131] and it essentially means
that different boundary conditions give rise to different states.
Definition II.2.1. Formally, an MPS |φA〉 is injective in a region R (whose minimal
length we denote by L0) if the map ΓR(X) =
∑
i1,...,iL0
tr(XAi1 · · ·AiL0 )|i1 · · · iL0〉 which
associates boundary conditions of R to states in R is injective. An MPS is said to be
injective if it is injective for some region R.
A simple characterization of injectivity that we will use repeatedly is given by the
following lemma.
Lemma II.2.2. A MPS is injective in a region R if and only if, for any tensor X ∈ ΓR,




Ai1 · · ·AiL0 |i1 · · · iL0〉.
Injectivity is a generic condition, that is, almost all TI-MPS are injective. Moreover,
if a TI-MPS is injective then there is a unique ‘canonical’ TI-MPS representation up to
an isometry (see Fig. II.4). That is,
R-1 RA A A A A A
B B B B B B B
A
Figure II.4: Diagrammatic representation of the uniqueness of the MPS representation
given by Theorem II.2.3.




tr(Ai1 · · ·AiN )|i1 · · · iN 〉
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be a translational invariant MPS representation with bond dimension D which is injective










iΛAi = Λ, for some positive, diagonal and full rank matrix Λ.










tr(Bi1 · · ·BiN )|i1 · · · iN 〉,
with |ψA〉 = eiθ|ψB〉, then there exists an invertible matrix R and a phase ϕ ≡ θ (mod 2pi)
such that Ai = e
iϕ/NRBiR




Multipartite Entanglement and Symmetry
Entanglement is a key phenomenon in quantum mechanics and its understanding,
classification, quantification and use is vital for the field of quantum information theory.
In the simplest case, the pure bipartite case, entanglement is fully characterized by the
coefficients appearing in the Schmidt decomposition [174]. This simple characterization
contrasts with the lack of a criterion for separability in the mixed bipartite case and the
complexity in characterizing multipartite entanglement.
Even in the tripartite case, strange phenomena start to occur, like the non-equivalence
of W and GHZ states [42], the possibility of distributing entanglement with separable
states [31], or the existence of unbounded violations for some correlation Bell inequalitites
[15, 133]. Going into the N -partite situation only increases the number of interesting
phenomena: universal states for quantum computation [143], topological entanglement
[92], relations with complexity theory [66], and so on.
In order to quantify entanglement, many entanglement measures have been proposed
for the two-particle as well as for the multiparticle case [64, 84, 136]. These different
measures have been defined, focusing on the different aspects of entanglement, associated
with the different points of view in the theory of multipartite entanglement: the topological
entropy [93] measures the amount of topological entanglement in a state and is hence
appropriate in the context of topological quantum computation and error correction; the
localizable entanglement [140] measures the amount of bipartite entanglement that can
be created between two sites in a collaborative scenario and is hence appropriate in the
context of quantum networks and quantum repeaters; there are also measures which intend
to be more general, and usually measure the distance (in some sense) to the set of separable
states, like the relative entropy of entanglement, the global robustness of entanglement or
the geometric measure of entanglement [185].
The variety of multipartite entanglement measures has its roots in the impossibility
of defining the concept of a “maximally entangled state” in the multipartite setting, as
is pointed out repeatedly in the literature [84, 136]. Moreover, all of the proposed entan-
glement measures suffer a serious drawback: They are very difficult to compute as their
definition contains optimizations over certain states or quantum information protocols.1
Such optimizations can be performed successfully for special cases only, for instance, if
1A well-known exception is the entanglement of formation (or the concurrence) for two qubits, see [193]
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the density matrix under investigation possesses a high symmetry or belongs to a special
family, e.g., with low rank [108, 150, 164, 182].
An often-used entanglement measure for multiparticle systems is the geometric measure
of entanglement [185]. For a given multiparticle state |ψ〉, one first considers the closest




and then defines the geometric measure of the pure state as
EG(|ψ〉) = 1−G(ψ)2.
Sometimes, the geometric measure for pure states is also taken as εG(|ψ〉) = −2 log2G(ψ).
Based on this definition, the geometric measure is extended to mixed states via the convex
roof construction: For a given density matrix % one minimizes over all possible decomposi-
tions of % into pure states % =
∑






Clearly, also this optimization is not straightforward to compute.
The geometric measure has become one of the widely used entanglement measures for
the multiparticle case. It fulfills all the desired properties of an entanglement monotone in
Definition II.1.6 (see Ref. [185]). Moreover, it has a physical interpretation of quantifying
the difficulty in distinguishing multiparticle quantum states by local means [72]. It has also
been used to study quantum phase transitions in spin models [119, 124, 126, 183, 184] and
the usefulness of states as resources for measurement based quantum computation [60].
In this chapter we will study how imposing symmetry restrictions on the state can
simplify things in both, the optimization problem in Eq. (III.1) and the problem of defining
a “maximally entangled state” in the multipartite setting.
For the optimization problem in Eq. (III.1), the natural question that arises is whether
for a symmetric state |ψ〉 the closest product state can be chosen symmetric, i.e., |φ〉 =
|a〉|a〉|a〉 · · · . If this is true, it drastically simplifies the calculation of the geometric measure
for pure symmetric states, as the number of parameters in this optimization then does not
depend on the number of particles anymore.
In Section III.1 we will give an affirmative answer to this conjecture based on the
theory of N -homogeneous polynomials over Banach spaces. However, this result does not
allow us to conclude that only symmetric solutions exist. We then go on to show that
the optimal state maximizing G(ψ) is necessarily symmetric for three or more particles.
Finally, we will discuss consequences and generalizations of our results, concerning, among
others, the maximization of the expectation value of symmetric positive operators.
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For the latter problem, we will concentrate in protocols in which there is an authority
A, and a set of participants p1, . . . , pN which have to play the same role in the protocol.
This is the desired situation in a wide variety of multipartite protocols, like secret sharing
or voting, and leads to
Assumption 1. We will work with (N + 1)-partite states which are permutational-
symmetric with respect to N of the parties.
Assumption 2. To make things simpler we will assume that the Hilbert space dimen-
sion of the participants is 2, while that of the authority is N + 1, which is the smallest
possible dimension to purify any mixed state among the participants.
The permutational symmetry of the state is the quantum resource, with no classical
analogue, which ensures that all participants are treated equally and are indistinguishable
from the authority’s point of view. These kinds of requirements are gaining importance
nowadays as privacy is becoming a serious issue in the new e-society. In fact, permutational
symmetry also appears as a natural condition in quantum de Finetti theorems [97]. Within
assumptions 1 and 2, we will show in Section III.2 that there is a “maximally entangled
state” |Φ〉 and a LOCC protocol that transforms this to any other state with the same
symmetry.
Moreover, we will show how all the elements of the protocol, including the construction
of the state, can be performed efficiently and discuss some security issues concerning
possible applications to cryptographic protocols. Along the way we will recover the main
result in [38] from a more general point of view. We will mix basic tools from several areas:
representation theory, convex analysis, matrix product states, and quantum channels.
Relations to prior work. The value of EG has been computed for many pure states [73,
112, 162, 163], and the convex roof for some important cases has been calculated in
Refs. [63, 185]. The problem of whether for a symmetric state |ψ〉, the closest prod-
uct state can be chosen symmetric, has recently drawn considerable attention in quantum
information theory. Some effort has been made to prove it. For example, it has been used
as a conjecture in Ref. [185]. In Ref. [73] it has been proved for two particles that there
is always a symmetric state which gives the maximum value (but it can happen that also
non-symmetric states yield the same value) and a first attempt for the N -particle case
was given. Quite recently, special cases of this conjecture have been verified [74, 186], and
related conjectures, that we study here, have been formulated [54].
As far as maximally entangled states is concerned, in the multipartite setting, the
concept is well defined with respect to a particular entanglement measure or to a particular
quantum information protocol. Nevertheless, there is not a maximally entangled state
with respect to all of them at the same time [136, 84], as it is already clear from the
non-equivalence of W and GHZ states [42]. Very recently the notion of the maximally
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entangled set has been introduced [36]. This is the minimal set of states such that any
state can be obtained by LOCC from one of the states within the set. Also, the set of states
that are maximally entangled for any bipartition has been studied in [79]. For an even
number of parties these states can be used to teleport from half of the parties to the other
half in a collaborative way. Moreover, these states are in one to one correspondence with
quantum secret sharing schemes. Thus, they exhibit genuine multipartite entanglement,
and seem to be highly entangled in a multipartite way.
Other interesting subsets of multipartite states with different applications have also
been considered. For example, graph or stabilizer states have been fruitful tools in the de-
velopment of quantum error correction and models for quantum computing [77]. Likewise,
the set of locally maximally entangleable states (defined as those states where all quantum
information can be maximally washed out by coupling each particle to a local auxiliary
qubit) is equivalent to the set of states that can be used for optimal local encoding of
classical information [99].
Note that the sets of states in both problems are closely related. One could see the
systems fulfilling assumptions 1 and 2 as a purification of a mixture of symmetric states
where one have N systems of dimension 2. Although this link is clear, the analysis and
results of the two problems will be given independently. Thus, we devote Sections III.1
and III.2 to each of the problems and we gather the conclusions and open problems in
Section III.3.
III.1 The geometric measure for symmetric states
Let us fix our notation. The state of the system |ψ〉 ∈ S((Cd)⊗N ) is composed of N
d-dimensional subsystems. We write the overlap |ψ〉 with a product state |α1, . . . , αN 〉,
where the vectors αi are normalized elements of Cd, as an evaluation of a corresponding
N -linear form ψ, i.e.,
〈ψ|α1, α2, . . . , αN 〉 =: ψ(α1, α2, . . . , αN ),
where we will not use the braket notation inside the functions. If the state |ψ〉 is symmetric
then it corresponds to a symmetric N -linear form ψ.
For any symmetric N -linear form there exists an associated N -homogeneous polyno-
mial ψˆ (and vice versa), that is a polynomial such that P (λx) = λNP (x) for all λ ∈ C, by
virtue of the mapping
ψˆ : Cd −→ R
α 7−→ ψ(α, . . . , α).
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The relation between the norms ‖ψˆ‖ and ‖ψ‖ is studied in the theory of polynomials
over Banach spaces, cf. Ref. [40]. For a Banach space E the N -th polarization constant
c(N, E) is the smallest positive number K such that
‖ψ‖ ≤ K‖ψˆ‖
holds for every symmetric N -linear form ψ over E . We then have the following polarization
constants:
Theorem III.1.1. (i) Let H be a finite dimensional Hilbert space over a field K and N a
positive integer then
c(N,H) = 1





where Hd1 is the real Banach space of d dimensional hermitian matrices equipped with the
trace norm.
(i) is a classical result, cf. Ref. [5, 82, 91]. An exhaustive discussion can be found in
Ref. [40]. The proof of (ii) follows from the facts that c(N, E) ≤ NN/N ! for any Banach
space E and ld1 (i.e., Rd with the norm ‖ · ‖1) can be embedded isometrically into Hd1, thus
c(N, ld1) ≤ c(N,Hd1), and the N -th polarization constant of ld1 is c(N, ld1) = NN/N !, see
[40].
In our particular case, where H = Cd we have the following Corollary.
Corollary III.1.2. Let |ψ〉 ∈ S((Cd)⊗N ), then there exists |α〉 ∈ S(Cd) such that
G(ψ) = |ψ(α, α, . . . , α)| = |ψˆ(α)|,
that is, symmetric product states maximize the overlap with any symmetric state.
This corollary leaves open if also non-symmetric states may attain the maximal value.
This is in fact never the case for N ≥ 3, as we summarize in
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Lemma III.1.3. Let ψ 6= 0 be a symmetric N -linear form over Cd with N ≥ 3 and let
the vectors α1, . . . , αN maximize |ψ|, i.e.,
G(ψ) = |ψ(α1, α2, . . . , αN )|.
Then the vectors αi are equal up to a phase, in other words, the span of α1, . . . , αN is
one-dimensional.
In order to prove Lemma III.1.3, we will first consider the situation where N = 2. The
following Lemma and its proof were already given Ref. [73], however, the proof provides
some observations that are essential in order to establish our main result.
Lemma III.1.4 ([73]). For any symmetric two-linear form ψ over Cd we can find a vector
α such that
G(ψ) = |ψ(α, α)|.
Rephrasing the statement of the Lemma, when maximizing |ψ| for two particles, the
maximum can be reached by a symmetric choice of vectors, although a solution maximizing
|ψ| is not necessarily symmetric.
Proof of Lemma III.1.4. In a fixed orthonormal basis {bi} the symmetric quadratic form
ψ is represented by a symmetric matrix Ψij := ψ(bi, bj). Then we have ψ(α, β) = α
TΨβ,
where on the right-hand side α and β are column vectors with coefficients in the basis
{bi}. For a complex symmetric matrix Ψ = ΨT Takagi’s factorization theorem [161] states
that Ψ can be written as
Ψ = UTDU,
with a unitary matrix U and a diagonal matrix D = diag(r1, . . . , rk) where the non-
negative values ri are in decreasing order, r1 ≥ r2 ≥ · · · ≥ rk ≥ 0. In this form, a
symmetric choice of α and β maximizing |ψ| becomes evident, namely α ≡ β ≡ U †e1
where e1 = (1, 0, . . . , 0)
T . Hence G(ψ) = r1.
Let us make some remarks on the remaining freedom in the choice of α and β. First,
we note that if r1 > r2 the only choice to reach the maximum r1 is the one given in the
proof above. Hence for this case the maximizing solution is unique (up to a phase) and
symmetric.
Otherwise, consider the case r1 = r2 = · · · = rd. We then say ψ is degenerate and
define R1 := spanC({e1, . . . , ed}). If G(ψ) = |ψ(α, β)|, we can always write α ≡ U †e∗ and
β ≡ U †e with some e ∈ R1, where the vector e∗ ∈ R1 denotes the vector obtained from e
by complex conjugation in the given basis. The case that e ≡ e∗ then corresponds to the
symmetric solutions.
The symmetric maximizing solutions therefore correspond via U to real vectors in
R1 (up to a phase), and having a non-symmetric solution α 6≡ β of the maximization
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implies degeneracy. Moreover, in case of degeneracy we find a continuum of inequivalent
asymmetric as well as symmetric solutions. The following observation will be needed in
the main proof and expresses this fact.
Observation III.1.5. Given a symmetric two-linear form ψ with
G(ψ) = |ψ(α, β)|,
where β 6≡ α, we can always find two orthonormal vectors δ1 and δ2 such that:
(i) δ1 and δ2 span the same space as α and β, in particular α, β ∈ spanC({δ1, δ2}).
(ii) We have G(ψ) = |ψ(δ1, δ1)| = |ψ(δ2, δ2)| = |ψ(η, η)| = |ψ(µ, µ′)|, where
η := (δ1 + δ2)/
√
2,
µ := (δ1 + iδ2)/
√
2,
µ′ := (δ1 − iδ2)/
√
2.
(iii) The vectors δ1, δ2, η, µ
′ do not equal α, even modulo a phase.
Proof. Consider G(ψ) = |ψ(α, β)| = |ψ(U †e∗, U †e)| with the unitary matrix U from Tak-
agi’s factorization of Ψ, where e 6≡ e∗ as β 6≡ α by assumption. We can choose two
real orthonormal vectors f1, f2 such that spanC({f1, f2}) = spanC({e, e∗}). They can be
obtained from the real and imaginary parts of e and e∗.2 Hence
δ1 = U
†f1 and δ2 = U †f2
is a valid choice of orthonormal vectors fulfilling (i), each providing a symmetric maxi-
mization of |ψ|. The vectors δ1, δ2 as well as the vectors η, µ, µ′ derived from δ1, δ2 fulfill
(ii) by construction, according to the observations above and because η = U †(f1 +f2)/
√
2,
where (f1 + f2)/
√
2 ∈ R1 (likewise for µ, µ′). Finally, we have enough freedom to choose
f1, f2 to satisfy (iii).
After these preliminaries, we are ready to prove Lemma III.1.3:
Proof of Lemma III.1.3. The proof consists of two parts. In Part I we prove the case
N = 3. In Part II we extend the result to arbitrary N > 3.
Part I. Assume a maximizing set of vectors {α, β, γ} has been found,
G(ψ) = |ψ(α, β, γ)|.
2Note that e and e∗ are vectors with complex conjugated elements, i.e., e = er + iei and e∗ = er − iei
where er, ei ∈ Rd. Hence er, ei is an example for a real basis, being linearly independent since e 6≡ e∗. In
fact, any real orthonormal basis of spanC({er, ei}) can be used as f1, f2, as long as they fulfill (iii).
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We show that the assumption dim[spanC({α, β, γ})] 6= 1 leads to ψ = 0.
Without losing generality, we hence assume that γ 6≡ β. Then we have a degenerate
quadratic form ψ(α, ·, ··). Using Lemma III.1.4 we obtain a symmetric maximizing solution
σ 6≡ α (due to γ 6≡ β, σ is not unique). Hence we have G(ψ) = |ψ(α, σ, σ)|. From Obser-
vation III.1.5, applied to the quadratic form ψ(·, ··, σ), we take the vectors δ1, δ2, η, µ, µ′
with the properties as stated. With these vectors we define the 2× 2-matrices A,B,N,M
via
Akl := ψ(δ1, δk, δl),
Bkl := ψ(δ2, δk, δl),
Nkl := ψ(η, δk, δl) = (Akl +Bkl)/
√
2,




As σ, δ1, δ2, η, and µ
′ are in spanC({δ1, δ2}) the matrices A,B,N,M correspond to two-
forms which assume the maximum r1 = G(ψ) on this span. Since δ1, δ2, η, µ
′ 6≡ σ, the
quadratic forms A,B,N,M are degenerate with the value r1. In terms of the Takagi
factorization, we can write A = UTADUA and B = U
T
BDUB , etc. with D = diag(r1, r1). It
follows that A†A = B†B = N †N = M †M = D2, which implies A†B + B†A = i(A†B −
B†A) = 0. Hence B†A = 0, which is only possible for ψ = 0.
Part II. The extension to N > 3 is proved as follows. If G(ψ) = |ψ(α1, α2, . . . , αN )|
we define a symmetric 3-linear form by
ψkˆ := ψ(αˆ1, αˆ2, . . . , αˆk, . . . , αN )
where αˆi denotes omission, i.e., α1, α2, αk are omitted. As in Part 1, we have G(ψ) =
|ψkˆ(α1, α2, αk)| and thus α1 ≡ α2 ≡ αk for all k. Hence all vectors α1, . . . , αN must be
the same up to a phase.
Lemma III.1.3 is stated for N -linear forms over a complex vector space. If |ψ〉 is real,
one can also consider the maximization over real product vectors. In general this will
yield a different result than the complex case. An example of a four-qubit state where the
maximizations over real and complex product vectors differ is |ψ〉 = [|0000〉 + |0001〉 +
|0010〉+ |0100〉+ |1000〉−2(|1110〉+ |1101〉+ |1011〉+ |0111〉)]/√21. Since the polarization
constant is 1 also in the real case, one can find a symmetric state among the real product
states which attains the maximum. In contrast to the complex case, the maximizing
state is, however, not necessarily symmetric for three particles. A counterexample is
|ψ〉 = (|001〉 + |010〉 + |100〉 − |111〉)/2 where the maximum of 1/2 is also attained by
|φ〉 = |001〉.
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III.1.1 Physical interpretation of the proof
An interpretation of the proof of Lemma III.1.3 in physical terms is the following. The
matrices A,B,N and M in Eq. (III.2) are representations of the state |ψ〉, after one site
has been measured out and the remaining state has been projected onto a two-dimensional
subspace. The values ri correspond to Schmidt coefficients of this remaining state and, as
they are equal, the state corresponds to a Bell state. The proof of Lemma III.1.3 shows
that for qubits it is impossible to create a state of three particles that is both symmetric
and always results in a Bell-pair like state after an arbitrary measurement on one site.
III.1.2 Translationally invariant states
It is interesting to ask whether also for translationally invariant states the maximum
is attained in a symmetric state, as such states occur naturally in the analysis of spin
models. This has sometimes been assumed when investigating the geometric measure in
condensed matter systems.




for which the closest separable states are the non-symmetric states |0101〉 and |1010〉. In
fact, one can find translationally invariant states which are orthogonal to any symmetric
product state, e.g., |ψ〉 ∼ (|0101〉 − |0011〉+ all translations).
This situation gets worse as the number of particles increases. Let T denote the sub-
space of translationally invariant states for N qudits and let S ⊂ T be the permutationally
symmetric subspace. Then any state in X = T ∩ S⊥ – the orthocomplement of S in T –
has a vanishing overlap with any symmetric product state, hence the closest product state
is not symmetric. The dimension of T is given by [138]





where ϕ denotes Euler’s totient function and the summation is over all divisors j of N .
For S we have
dim(S) =
(




Therefore, if N  d then the dimension of the subspace X is roughly given by (dN−Nd)/N
and the fraction of states where the conjecture holds shrinks rapidly as the number of
particles increases.
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Concerning the analysis of entanglement in spin models, this shows that the assumption
that the closest separable state to the ground state is symmetric, has to be handled with
care. For some models, it seems to be true [181, 183], for other models (like the Majumdar-
Ghosh model [111]) one can directly check that it is wrong.
III.1.3 Operators of higher rank
We now consider generalizations of our results. Let ΠS be the projector onto the
symmetric subspace S. An operator A is permutationally symmetric if it acts on the
symmetric subspace only, i.e., it fulfills A = ΠSAΠS . A is called permutationally invariant
if it is invariant under permutation of the particles (the latter is a weaker condition than






Such optimizations occur naturally in the construction of entanglement witnesses or in the
estimation of entanglement measures via Legendre transforms [64].
To study the relation of these quantities, we can write 〈ϕ|X|ϕ〉 = tr [X |ϕ〉〈ϕ|] as an
evaluation of a corresponding N -linear form ξ over Hd1 due to
ξ(A1, . . . , AN ) = tr [XA1 ⊗ · · · ⊗AN ] .
Then any permutationally invariant operator X corresponds to a symmetric N -linear form
ξ and a N -homogeneous polynomial ξˆ by virtue of the mapping
ξˆ : Hd1 −→ R
A 7−→ ξ(A, . . . , A).
This gives, using that pure states are the extremal points of Hd1, that
Gˆ(X) = max
Ai=|ai〉〈ai|
|ξ(A1, ..., AN )| = max
Ai∈Hd1,tr(|Ai|)≤1






As the N -th polarization constant is (Theorem III.1.1)
c(N,Hd1) = N
N/N ! for N ≤ d,
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the quotient Gˆ(X)/GˆS(X) can get arbitrarily large as N and d increase.
We will provide a further explicit example and other counterexamples of different
conjectures. Let us first discuss some cases where symmetry assumptions do hold:
Corollary III.1.6. (i) If X is a positive permutationally symmetric observable then Gˆ(X)
can be attained by a symmetric state.
(ii) If X is a permutationally invariant N -qubit observable that contains only full correla-
tion terms, then Gˆ(X) can be attained by a symmetric state.






Fixing |ψ〉, the (unnormalized) state X|ψ〉 = ΠSXΠS |ψ〉 is symmetric and by virtue of
Lemma III.1.3 the maximum is reached by a symmetric state |a, . . . , a〉. Repeating the rea-
soning with the fixed state |ϕ〉 = |a, . . . , a〉, we get Gˆ(X) ≤ max|b〉max|a〉 |〈a, . . . , a|X|b, . . . , b〉|.
The fact that for positive operators
2|〈α|P |β〉| ≤ 〈α|P |α〉+ 〈β|P |β〉 ≤ 2 max{〈α|P |α〉, 〈β|P |β〉}
holds for arbitrary |α〉 and |β〉 proves that Gˆ(X) ≤ GˆS(X), hence Gˆ(X) = GˆS(X).
(ii) We say that an N -qubit operator X contains only full correlation terms if X =∑
i,j,...∈{x,y,z} λij···σi ⊗ σj ⊗ · · · . Note that here σ0 = 1 does not occur; a physically
relevant and well known example for such an operator X is the Mermin inequality. As X
is permutationally invariant, λ is equivalent to a symmetric N -linear form over R3. The
Bloch representation for qubits implies that here the maximization is equivalent to finding
maxri∈R3 |λ(r1, r2, . . . , rN )| where the vectors ri are the corresponding Bloch vectors. Since
the polarization constant for real Hilbert spaces is 1 [40, 82, 91], the assertion follows.
Putting together Lemma III.1.3 and the relation between the geometric measure of a
state and its purification given in [90, Theorem 1], Corollary III.1.6 (i) can be improved
to the following theorem.
Theorem III.1.7 ([196]). The closest product state to any N -partite (pure or mixed)
symmetric state is necessarily symmetric if N ≥ 3.
Now we give some examples where symmetry assumptions do not hold. If X is symmet-
ric but not positive, then the maximum Gˆ(X) is, in general, not attained by a symmetric
state. A counterexample for two qubits is X = 6|ψ+〉〈ψ+| − |00〉〈00| − 2|11〉〈11| with
|ψ+〉 = (|01〉 + |10〉)/√2. Then Gˆ(X) = 3 (we can take |φ0〉 = |01〉) while the maximum
for symmetric product states is 34/15. Also, if X is permutationally invariant (and even
positive) then the maximum Gˆ(X) is, in general, not attained by a symmetric state. A
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counterexample is the singlet state, X = |ψ−〉〈ψ−| with |ψ−〉 = (|01〉 − |10〉)/√2. This
operator is invariant under permutation of the particles, but it does not act on the sym-
metric space. It has Gˆ(X) = 1/2, but restriction to the symmetric |φ〉 would yield again
Gˆ(X) = 0. This clarifies some questions raised in Ref. [54].
Finally we would like to note that for a fixed number of parties finding the closest
symmetric product state is in the same complexity class as finding the closest product
state. This problem, even for tripartite states, is known to be NP-hard [76], and it is
connected to a wide range of different complexity problems [6, 66]. Thus, although our
result is a simplification of the computations for symmetric states, there is no asymptotical
gain over general states. The reduction from one problem to the other follows from the
following chain of equalities.
Given a tripartite pure state |ψ〉 ∈ S(Cd) we express its closest product state as the
norm of its associated trilinear form ψ over Cd then
G(ψ) = max{ψ(α, β, γ) : α, β, γ ∈ S(Cd)}
= 3
√
3 max{a · b · c · ψ(α, β, γ) : a2 + b2 + c2 = 1, α, β, γ ∈ S(Cd)}
= 3
√
3 max{ψ(α, β, γ) : a2 + b2 + c2 = 1, α ∈ a · S(Cd), β ∈ b · S(Cd), γ ∈ c · S(Cd)}
= 3
√
3 max{ψ(α, β, γ) : (α, β, γ) ∈ S(C3d)},
where now ψ can be seen as a cubic homogeneous polynomial over C3d. Associated to it
there is a symmetric trilinear form ψˆ over C3d. Now, this form can be seen as a tripartite




The closest product states for both |ψ〉 and |ψˆ〉 not only are in one to one correspondence,
but each one can be recovered efficiently from the other.
III.2 Multipartite maximally entangled states in symmetric sce-
narios
In this section we present a state that trivially fulfills Assumptions 1 and 2 and can
be transformed into any other state fulfilling them. This property justifies that we call
it “multipartite maximally entangled state”. Moreover, we show that it can be used for
teleportation. We also discuss further properties of the state in Section III.2.1 and show,
in Section III.2.2, how the participants can impose the symmetry on their state, that is,
they can be sure that their state fulfills Assumption 1.








Figure III.1: Valence-bond representation of the maximally entangled state Φ. Solid circles
connected with dotted lines denote virtual Einstein-Podolski-Rosen pairs; the big circle
represents the projection in the Hilbert space Hsym of the authority.
The unnormalized state can be described in a valence bond picture in the following
way (see Fig. III.1). Assume that we have singlets shared between any participant and
the authority. Then we project the virtual space of the authority in the permutationally
symmetric subspace, which is N + 1 dimensional. That is, we project onto the space of
total spin N/2. This can be seen as a star-shaped version of the famous AKLT state [1].
Expressed as a formula, our unnormalized state will be:
|Ψ〉 = (Psym ⊗ 1P )(|01〉 − |10〉)⊗N .
Since we can transform the singlet to any other maximally entangled state using a
local unitary in any participant qubit, we can assume the same construction starting with
|00〉+ |11〉, and we will call the resulting state |Φ〉. In most parts of the rest of this chapter
we will use the latter state. In this particular case, by considering the usual basis in the




|i1, ..., iN 〉, we get the following












) |α〉A|i1, ..., iN 〉P . (III.3)
Of course, this implies that |Φ〉 = 1√
N+1
∑
α |α〉A|α〉P and therefore |Φ〉 is the max-
imally entangled state along the bipartite cut AP. The problem now is that the set of
participants P is delocalized and therefore one cannot use general quantum operations E
in P , but only those that are of the form E1⊗· · ·⊗EN . However, in many situations, since
V 7→ V ⊗N |Hsym is an irrep of SU(2), Schur’s lemma enables us to reduce to this situation.
As we will see below, the price is the need for general POVMs, since von Neumann mea-
surements are no longer sufficient. In any case, the state |Φ〉 is also maximally entangled
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in this more restrictive scenario, since one can construct from it any state with the same
symmetry using only LOCC. This is the content of the following theorem.
Theorem III.2.1. There is a LOCC protocol, given below, with one way communication
that allows the authority to transform |Φ〉 to any known pure state |ϕ〉 that is permuta-
tionally symmetric in the Hilbert space of the participants.
Transformation protocol.
1. Let the Schmidt decomposition of the state |ϕ〉 = ∑Ni=0 λi|i〉A|ϕi〉P .
The authority A measures with measurement operators {FU =√
N + 1pi(U)
∑N
i=0 λi|ϕ∗i 〉〈ϕ∗i |pi(U †)} its part of the system (where ∗ means
complex conjugation), the U ’s are distributed with respect to the Haar measure
in SU(2), and pi is the (unique) irrep of SU(2) in an (N + 1)-dimensional space
given by V 7→ V ⊗N |Hsym .
2. A broadcasts the result of the measure U0.
3. Each participant applies to its system the unitary Y U †0Y to obtain the state |ϕ〉.
This theorem shows also that our state could be of use in situations (like secret sharing
or key distribution) in which one authority is assumed to distribute some quantum state
among the set of participants. One advantage now is that only permutationally symmetric
states can be constructed and all the participants are then sure that they are treated on
an equal footing.
Proof of Theorem III.2.1. The result relies essentially on Schur’s lemma, which guarantees











i |ϕ∗i 〉〈ϕ∗i |.
It only remains to show that the state after the protocol is the one we want, which





λi|ϕ∗i 〉〈ϕ∗i |pi(U †α)⊗ 1P
)
|Φ〉. (III.5)
Now, by the definition of pi and the fact that |00〉 + |11〉 is U ⊗ Y UY invariant for any
U ∈ U(2), we get that pi(U) ⊗ (Y UY )⊗N |Φ〉 = |Φ〉 for every U . Using (III.3) it is now
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trivial to conclude that (III.5) is indeed equal to
[pi(Uα)⊗ (Y UαY )⊗N ]
N∑
i=0
λi|ϕ∗i 〉A|ϕi〉P . (III.6)
Therefore, once the result α is known, each participant can apply Y U †αY to its system to
obtain the joint state |ϕ〉 and A can apply the unitary that takes pi(Uα)|ϕ∗i 〉 to |i〉.
Considering |ϕ〉 to be a product state between the authority and the participants we
have the following corollary.
Corollary III.2.2 (State-transfer). Given |Φ〉, there is a LOCC protocol, given below,
with one-way communication that allows the authority to create in the Hilbert space of the
participants any permutationally symmetric pure state |ϕ〉.
The first thing to notice here is that the measurement required in step 1 of the state-
transfer protocol has an infinite number of outcomes, which in turns implies that one needs
an infinite-dimensional ancilla in order to implement it with orthogonal projectors. The
way around this problem is by considering a set of unitaries {Ui}ki=1 ⊂ U(2) and a set of
scalars ωi ≥ 0 such that
∑













j=0 λj |ϕ∗j 〉〈ϕ∗j |pi(U †i )}. Using Caratheodory’s theorem
it is not difficult to show that, in this case, k can indeed be taken ≤ (N + 1)2 + 1 and
hence polynomial in N .
Theorem III.2.3 (Caratheodory’s theorem [18]). Let H ⊂ Rd and x ∈ co(H), there exists
a set A ⊂ H of at most d+ 1 elements such that x ∈ co(A)
Lemma III.2.4. Given a density matrix ρ ∈ Herm(Hsym) there exists a set of unitaries
{Ui}(N+1)
2
i=0 ⊂ U(2) and a set of scalars ωi ≥ 0 such that
∑









Proof. Let T : U(2) → Herm(Hsym) be defined by U → TU where TU = U⊗NρU⊗N†.
Let S ∈ Herm(Hsym) be the result of applying the twirling operator to ρ, that is, S :=
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∫
U∈U(2) U
⊗NρU⊗N†dU . We have shown in (III.4) that S = 1N+11Hsym . Let h be a linear




h(TU )dU ≥ 0,
so h(S) ∈ co[Im(T )]. Moreover, if Im(T ) * ker(h) then there is an  > 0 such that
Im(T ) meets h−1[(,∞)]. So the set V = (h ◦ T )−1((,∞)) of U(2) is nonvoid and, by the
continuity of T , open. Therefore h(S) > µ(V ) > 0. Hence
S ∈ ri(co[Im(T )]) ⊆ co[Im(T )],
where ri(A) = {a ∈ A : ∃ > 0, B(x, ) ∩ af f(A) ⊆ A} is the relative interior of A, that is,
the interior within the affine hull of A. Then, applying Caratheodory’s theorem III.2.3,
there exist unitaries U0, U1, ..., U(N+1)2 ∈ U(2) such that S ∈ co{TU0 , TU1 , ..., TU(N+1)2}.
That is, there exist ωi ≥ 0, Ui ∈ U(2) for i = 0, ..., (N + 1)2 such that
∑











Since in step 2, the authority will broadcast the outcome of the measurement, it is
interesting to note that, from (III.6), the probability of obtaining the output i is ωi and
hence independent of the state |ϕ〉 being transferred. This is crucial in cryptographic
applications, like secret sharing, in which the public communication should give no infor-
mation at all. The main problem with this state-transfer protocol is that the measurement
in A, although it is local, depends on the state to transfer, and therefore it does not work
in situations in which the authority wants to transfer an unknown state. However, thanks
to Schur’s lemma, it is possible to design a teleportation-like protocol that also works un-
der our assumptions and allows A to teleport with LOCC any permutationally symmetric
unknown state to P . The procedure is a particular case of the situation described in [13]
and can be summed up in the following protocol.
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Teleportation-like protocol
1. The initial joint system is |ϕ〉A1 ⊗|Φ〉A2P , where |ϕ〉 is the state to be teleported.
2. The authority A measures with measurement operators {FU = (N +1)(pi(U)A1⊗
1A2)|Φ〉〈Φ|(pi(U †)A1 ⊗1A2)} its part of the system, where the U ’s are distributed
with respect to the Haar measure in U(2).
3. A broadcasts the result of the measure U0.
4. Each participant applies to its system the unitary U0 to obtain the state |ϕ〉.
Exactly as before, one can use a discrete set of unitaries to avoid the continuous
parameter. In this case Eq. (III.7) should hold for any matrix ρ ∈ MN+1. By a similar
reasoning one can show that the number of unitaries needed is upper bounded by 4(N +
1)4 + 1. Nevertheless, weighted N -designs in U(2) already solve this problem and such
a design exists with ≤ (2N+33 ) unitaries [149]. Likewise, not only is the output of the
measurement completely independent of the state to be teleported, but also the set of
unitaries itself. Finally, it is trivial to see that the same protocol allows one to teleport
arbitrary unknown mixed states supported on the symmetric subspace.
In light of this result, it seems that if we restrict ourselves to our Assumptions 1
and 2 everything works essentially as in the bipartite case, in which we start with the
maximally entangled state |Φ〉 = ∑α |α〉A|α〉P . As we commented above, there is at least
one important difference. In the protocols presented here we use POVMs instead of von
Neumann measurements. It is interesting to note that it is indeed impossible to reduce
the protocol to von Neumann measurements, as is shown in the following theorem.
Theorem III.2.5. It is not possible to implement the teleportation-like protocol using von
Neumann measurements.
Proof. Let us assume that it is possible to teleport from A to P the unknown permuta-
tionally symmetric state |ϕ〉 with von Neumann measurements. It implies that there must






where |r〉 is an orthonormal set in the joint system A = A1A2. On one hand, if we
trace out system A we get 1Hsym =
∑
r prpi(Ur)|ϕ〉〈ϕ|pi(Ur)†, which implies that |R| ≥
N + 1. On the other hand, suppose we trace out system P , we get |ϕ〉〈ϕ| ⊗ 1Hsym =













and hence tr(U †sUr) = δrs. But this is not possible since Ur, Us ∈ U(2).
III.2.1 Properties of the state
Characterization by symmetries.
Just as the state |00〉 + |11〉 can be characterized as the unique pure two-qubit state
that is invariant under the action of U ⊗ U for any unitary U , one can show that our
state |Φ〉 is the unique pure state, within assumptions 1 and 2, that is invariant under the
action of U⊗N ⊗ pi(Y UY ) for any unitary U ∈ U(2), where pi is the (unique) unitary irrep
of SU(2) in an (N + 1)-dimensional space given by V 7→ V ⊗N |Hsym .
Creation of the state.
Is there an efficient way, that is, polynomial in the parameters, to construct the max-








· · ·A[N ]iN |α0i1 · · · iN 〉,
where
A[0]α0= (0, ..., 0, 1α0








(N − j + 1)(N−jαj )√
(N − j + 2)(N−j+1αj+ij ) |αj + ij〉〈αj |, j=1, ..., N .
Using the efficient sequential generation of a OBC-MPS II.6. Thus,
|Φ〉AP |0〉a = V[0] · · ·V[N ]|0 · · · 0〉AP |0〉a,
where a is an ancillary system of dimension N + 1 and V[j] is the unitary gate of II.6,
involving only participant j (0 being the authority) and the ancilla a (see Fig. II.3). Of
course, one may take the authority system as the ancilla and then obtain the state |Φ〉
after one round of two-body interactions between the authority and each participant.















Figure III.2: Sequential circuit implementing cloning. First, the maximally entangled
state is created sequentially between the ancilla and the participants. Second, the ancilla
is measured. Finally, depending on the result of the measurement, local unitary corrections
are applied to the participants.
Sequential cloning.
The fundamental no-cloning theorem [194] states that it is impossible to clone unknown
quantum states. However, as one can infer from the excellent review [152], there are many
situations in cryptography in which the optimal approximate cloning is important. In
[38] (see [100] for a refinement), the authors use MPS theory to design a protocol which
implements the 1 → N symmetric universal quantum cloning in the following sequential
manner (see Fig. IV.6):
Sequntial cloning protocol.
1. An ancilla of dimension O(N) interacts sequentially with each qubit.
2. A final measurement is implemented in the ancilla.
3. A local unitary correction is made in the qubits depending on the output of the
measurement.
Since in the symmetric universal cloning the final state is supported in the symmetric
subspace, one can use step 1 to create our maximally entangled state and steps 2 and
3 to teleport the cloned state to all the qubits with our teleportation-like protocol. Of
course, the same can be done for any protocol in which the final state lies in the symmetric
subspace.
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Figure III.3: Distance between the first and second eigenvalues of the channel T as a func-
tion of the number of participants (green line) compared with the values of its regression
function when considering a power regression model (red dashed line). The exponent of
the function is −2.77.
III.2.2 Checking symmetry.
Since the participants want to keep their privacy, they must have a way to be sure that
the state they receive from the authority is permutationally symmetric or, even more, is
supported in the symmetric subspace. The latter is indeed equivalent to implementing
the measure of the total spin in N spin-12 particles. A simple way to do so is the following
protocol which requires very little computational power in the participants: a one-qubit
channel from participant i to participant i + 1 and the ability to implement two-qubit
measurements. The protocol aims to (i) do nothing if the original state was supported
on the symmetric subspace, and (ii) end up with a state supported on the symmetric
subspace.
The protocol consists of repeating the following round R times. With probability 1/N ,
participant i sends its qubit to participant i + 1, which checks if the (i, i + 1) qubits are
supported in the symmetric or the antisymmetric subspace. If it is the latter, participant
i + 1 constructs the mixed state over the symmetric subspace and sends the i-th qubit
back to participant i.
The quantum channel implemented is T = 1/N
∑N
i=1 Ti,i+1⊗1All\i,i+1 where Ti,i+1(ρ) =
Psymρi,i+1Psym +1/4〈Ψ−|ρi,i+1|Ψ−〉1. It is clear that this channel verifies (i). (ii) is a con-
sequence of the fact that all fixed points of Φ are supported in the symmetric subspace.
To see this we rely on [172], in which the fixed points are characterized as those matrices
ρ that are fixed points of Ti,i+1 for any i = 1, ..., N ; these are density matrices that are
supported in the symmetric subspace of any pair of consecutive participants.
The efficiency of the protocol, that is, how it approaches a fixed point with the number
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of iterations is governed by the modulus of the second largest eigenvalue of T . Numerically
(see Fig. IV.7) the second eigenvalue of the protocol after O(N3) rounds seems to behave
as (1− cN−2.77)O(N3), where c is a constant, which is exponentially small in N .
Alternatively one can use the general procedures concerning secure multipartite quan-
tum computation in [8, 30].
III.3 Discussion
We have studied entanglement in the set of permutation symmetric N -partite states
both from a quantitative and a qualitative point of view.
From the quantitative point of view, we have discussed a widely used conjecture con-
cerning the geometric measure of entanglement. Our results not only simplify the calcula-
tion of the geometric measure for symmetric states (numerical computations of N -qubits
states with highest geometric entanglement has been done in [3, 113]), but they also have
applications to subjects in condensed matter physics.
Furthermore, from a mathematical perspective, the quantity G, as defined in Eq.
III.1, is known as the injective tensor norm [37]. On the one hand, this norm is of central
importance in tensor analysis [61]. On the other hand, this norm has also occurred in the
discussion of the maximal output purity of quantum channels [188].
Moreover, these quantities have been recently connected with other problems. The
geometric entanglement has been the first multipartite entanglement measure to be related
with topological order of 2D systems [127]. The injective tensor norm has been related to
problems in complexity theory, such as the quantum version of the NP class [66] and with
the unique game conjecture, about the complexity of approximating the value of certain
games, widely studied in the area [6].
We have also discussed generalizations of our result to operators of higher rank. For this
operators the maximum separation between the value Gˆ(X) and its symmetric counterpart
GˆS(X) is given by the N-th polarization constant of H
d
1. A simple argument allow us to
compute this constant for N ≤ d. Nevertheless, we pose the question of how big this
quantity can be for d > N . Up to our knowledge, this mathematical quantity was of no
previous interest.
From the qualitative point of view, we have considered the set of symmetric multipar-
tite states shared between the participants and whose state is purified by the authority.
Among this set we find a maximally entangled state which, thanks to Schur’s lemma,
can be transformed into any other and makes it possible to make teleportation from the
authority to the participants. Nevertheless, POVMs are needed for both applications. We
have shown how to create this maximally entangled state sequentially in an efficient way
thanks to its Matrix Product State representation. Putting together the sequential gen-
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eration and the teleportation result, we recover an alternative proof of the fact that any
protocol in which the final state lives in the symmetric subspace can be done sequentially
in an efficient way. This is illustrated with the 1 → N symmetric universal quantum
cloning. Moreover, we have argued that the result of the measures in the protocols does
not reveal information and that the participants can make sure that their state lives in
the symmetric subspace. Although we have described many interesting good properties
of the maximally entangled state and it can be used in several protocols, we would like to




It has already been justified in Section II.2 that ground states of gapped local 1D
Hamiltonians are exactly represented by the set of MPSs with polynomial bond dimension.
For 2D MPSs, the so called PEPSs [1, 110, 123, 168, 170], the same result seems to hold
[169] and has been formally proven under an assumption on the density of Hamiltonians’s
eigenstates [70]. This representation for ground states of 2D local Hamiltonians turns the
problem of understanding 2D quantum many body systems into the question: How can
one characterize the different phases of matter in terms of the tensors defining a PEPS?
Though there are known examples of PEPSs with topological order [16, 173], power law
decay of correlations [173], SU(2)-symmetry [1, 148], or universal power for measurement
based quantum computation [58, 59, 173], characterizing these phases has turned out to
be a daunting task. In this chapter we provide a simple characterization of the existence
of symmetries (both local and spatial) as a trivial consequence of the fact, which we call
canonical form, that two injective PEPSs describing the same translational invariant state
in a square lattice are related by invertible matrices in the virtual spins, as in Fig. IV.1.
Figure IV.1: This is the Canonical Form for PEPSs, i.e., the relation that holds between
the tensors which define the PEPSs when they represent the same state.
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This simple characterization illuminates the restrictions that symmetries impose on
quantum systems. For instance one can in this context understand the validity of the
Lieb-Shultz-Mattis theorem in arbitrary dimensions [67, 104, 118], as well as its U(1)
generalization due to Oshikawa, Yamanaka and Aﬄeck [128] (originally only in the 1D
case). We can also understand why and how three of the main indicators of topological
order, namely degeneracy of the ground state, existence of Wilson loops and correction
to the area law, are related. Moreover, it has been proven in [134] that the existence of
symmetries in increasing sizes of the system gives the appropriate definition of string order
in 2D, overcoming the drawbacks sketched in [2]. The importance of string orders in the
study of quantum phase transitions, may vaticinate interesting applications in the future
along this direction.
Relations to prior work. The results in this chapter generalize to higher dimensions,
and in particular to PEPSs, the following results for MPSs. In [131, 175] a canonical
form for MPS was derived (Theorem II.2.3). This was used in [134] to prove that the
existence of a string order is equivalent to the existence of a local symmetry for TI injective
MPSs. Moreover, the authors proved that the symmetry properties of a TI injective MPS
are determined by the symmetry properties of the tensor defining the MPS. This result
was generalized to non injective TI-MPSs in [151] and used to recover a version of the
Lieb-Shultz-Mattis theorem, which states that MPSs with an SU(2) symmetry and even
physical dimension d cannot be injective.
The rest of the chapter is organized as follows. First, we introduce PEPSs, the gen-
eralization of MPS to 2D (Section IV.1). Then, in order to prove the canonical form
for PEPSs, (Section IV.3), we need to have independence of the bond dimension in the
statement of the canonical form for MPSs (Theorem II.2.3). We prove this theorem in
Section IV.2. The immediate consequences of this canonical form for PEPSs will be given
in Section IV.4, we will see how to characterize the local and spatial symmetries of a
PEPS in terms of the symmetries of the tensor defining it. As first applications of this
characterization, in Section IV.5, we recover a generalized Lieb-Shultz-Mattis theorem and
prove a necessary condition for the existence of Wilson loops. We finally conclude with a
discussion of the results in Section IV.6.
IV.1 Projected Entangled Pair States
PEPSs are the natural extension of the MPS beyond the 1D case, where the projection
is performed from a larger number of virtual Hilbert spaces depending on the co-ordination
number of the lattice (the square lattice, for instance, has four virtual Hilbert spaces).
Therefore, the local building blocks are tensors instead of matrices which implies that
most calculations become much harder [156].
Let us consider an L×N square lattice of spins of dimension d. A PEPS consists on
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a tensor Aildru with 5 indices: i corresponding to the physical spin of dimension d and
l, d, r, u (left, down, right, up) corresponding to four virtual spaces of dimensions (bonds)
D1 and D2, as we did for MPS. The connections between two sites are again performed





C(Aildru)|i1 . . . iNL〉
where C means the contraction of all tensors Aildru along the square lattice.
Associated to any PEPS |φA〉 we can define a parent Hamiltonian HA [132], which
is locally defined by the projector onto range(ΓR)
⊥, where ΓR : X −→ C(XAR) takes a
boundary condition X to the state defined by contracting the indices in the boundary
condition with the open virtual indices in region R. It is clear that |φA〉 is a ground state
for HA and that it minimizes the energy locally, that is, HA is frustration free. In the
case of 1D it is proven in [46, 131] that a MPS is injective if and only if |φA〉 is the unique
ground state of HA.
Figure IV.2: A PEPS is injective in a region R if ΓR is injective, that is, if different
boundary conditions give rise to different states in R.
We can define the injectivity property for PEPSs in the same way that we have done
for MPS in Definition II.2.1 (see Fig. IV.2). That is, the PEPS |φA〉 is injective in a
region R if the map ΓR is injective. As in the 1D case (Lemma II.2.2) one could look at
injectivity as the possibility of producing any tensor X on the boundary by contracting
with a particular state 〈aX | in the physical indices (see Fig. IV.3). This argument will
be repeatedly used throughout Sections IV.3 and IV.4. It is also clear that injectivity is a
generic condition.
In the applications we will give below (Lieb-Shultz-Mattis, Wilson loops), the con-
clusion will often be that a given PEPS is not injective. What does this mean? As we
list below, injectivity is closely related to uniqueness of the ground state of the parent
Hamiltonian and to the saturation of the area law for the 0-Re´nyi entropy.
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Figure IV.3: A PEPS is injective in a region R if any tensor X of the systems in the
boundary can be attained by contracting with a state in the physical indices.
1. If a PEPS is injective, it is the unique ground state of its parent Hamiltonian [132].
2. If a PEPS is not-injective for any cylinder-shape region, any local frustration free
Hamiltonian for which the given PEPS is a ground state has a degenerate ground
space, as long as we grow one of the directions exponentially faster than the other.
This is a trivial consequence of the 1D case [131].
3. The 0-Re´nyi entropy of the reduced density matrix ρR of a region R of a PEPS with
bond dimension D is ≤ |∂R| logD. It is easy to see that if S0(ρR) = |∂R| logD, then
the PEPS is injective. That is, if a PEPS is not injective, there is a correction to
the area law for the 0-Re´nyi entropy.
In the rest of this chapter we will be using the following notation. If R is a region of
the considered lattice underlying the PEPS, we denote by AR the joint tensor obtained
after contracting all the tensors inside region R.
IV.2 The canonical form for MPS
Theorem II.2.3 shows that two injective representations of the same MPS must be
related by an invertible matrix R and a phase θ as Ai = e
iθRBiR
−1. This holds if
the number of sites satisfies N ≥ 2L0 + D4, where L0 is the size from which on one
has injectivity and D is the bond dimension of the MPS. Since we are interested (see
the argument in Theorem IV.3.1 below) to apply this to a “column” of a PEPS, the
exponential dependence on D would be critical. So in this section, we modify the proof
of Theorem II.2.3 given in [131, Theorem 6] to make N depend on L0 only. In particular,
we obtain that the result holds when N ≥ 4L0 + 1.










tr(Bi1 · · ·BiN )|i1 · · · iN 〉
be translational invariant MPS representations with bond dimension D which are injective
for regions of size L0. Then, if |ψA〉 = λ|ψB〉 with λ ∈ C and N ≥ 4L0 + 1, there exists
an invertible matrix R and µ ∈ C such that Ai = µRBiR−1, for all i and µN = λ.







(Ai2 ⊗ 1) · · · (AiN−1 ⊗ 1)a[N ]iN |i1 · · · iN 〉
where a
[1]
i is the 1 × DD-dimensional vector that contains all the rows of Ai, a[N ]i is the
DD×1-dimensional vector that contains all the columns in Ai, and 1 is the identity matrix
of dimension D ×D. Doing the same with the B’s






(Bi2 ⊗ 1) · · · (BiN−1 ⊗ 1)b[N ]iN |i1 · · · iN 〉
Getting from them an OBC canonical representation (with matrices C’s for the A’s

















































m−1(Bi ⊗ 1)Z2m for 1 < m < N
Using theorem 3.1.1’ in [83], we get that any two OBC canonical representations are
related by unitaries, that is, there exists V1, ..., VN−1 such that
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C
[1]











i Vj = D
[j]
i for 1 < j < N
Now, by using injectivity as in [131, Theorem 6], we know that Zrs , Y
r
s are invertible





L0+k k = 0, ..., 2L0 + 1.
It is easy to verify that for all i,
Wk(Ai ⊗ 1)W−1k+1 = (Bi ⊗ 1) for 0 ≤ k ≤ 2L0. (IV.1)
In fact, using the multi-index Il = (i1, ..., il), grouping the matrices, and denoting
AIl = Ai1 · · ·Ail , we have
Wm(AIn−m ⊗ 1)W−1n = BIn−m ⊗ 1 (IV.2)
for every 0 ≤ m < n ≤ 2L0 + 1 and every multi-index In−m. Then for suitable values of




W2L0+1 = AI2L0−k ⊗ 1
for every 0 ≤ k ≤ L0.
As we are in an injective region for every k, the matrix could be taken as the identity
and then we get that




for every 0 ≤ k ≤ L0.
Therefore, T (X ⊗ 1)T−1 = (X ⊗ 1) for every X. Let us make use of the following
lemma, which is a consequence of [83, Theorem 4.4.14]:
Lemma IV.2.2. If B, C are squares matrices of the same size n×n, the space of solutions
of the matrix equation
W (C ⊗ 1) = (B ⊗ 1)W
is S ⊗Mn where S is the space of solutions of the equation XC = BX.
With this at hand it is easy to deduce that there exists a phase ϕ such that T =
(eiϕ1)⊗ Z with Z11 ∈ R so that





L0−1 · · ·W0 = (eiϕ1⊗ Z)L0
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from where we obtain
W−1L0 = (e
iL0ϕ1⊗ ZL0)W−10
and in the same way
W−1L0+1 = (e
i(L0+1)ϕ1⊗ ZL0+1)W−10 .
Replacing in Eq. (IV.2)
(BIL0 ⊗ 1) = W0(AIL0 ⊗ 1)W−1L0
= eiL0ϕW0(AIL0 ⊗ ZL0)W−10
(BIL0+1 ⊗ 1) = W0(AIL0+1 ⊗ 1)W−1L0+1
= ei(L0+1)ϕW0(AIL0+1 ⊗ ZL0+1)W−10
By using injectivity of BIL0 and BIL0+1 , we can sum with appropriate coefficients to
obtain 1 on the LHS. Then, we get that ZL0 ≡ 1 ≡ ZL0+1, which gives Z ≡ 1. Hence
Z = x1 with x ∈ R as Z11 ∈ R and W0 = xeiϕW1 from Eq. (IV.3). Substituting in Eq.
(IV.1) we have
Bi ⊗ 1 = 1
x
e−iϕW0(Ai ⊗ 1)W−10 for every i.
Now, by means of Lemma IV.2.2, we know that there exist matrices R and S such that
W0 = R⊗ S and
RAi = xe
iϕBiR for every i. (IV.4)
Moreover R is invertible as so is W0. Finally, substituting Eq. (IV.4) in |ψA〉 = λ|ψB〉 we
get that xNeiNϕ = λ as desired.
IV.3 The canonical form for PEPSs
In this section, we show that Theorem IV.2.1 holds in any spatial dimension: two
injective representations of the same PEPS are related by the trivial gauge freedom in the
bonds (Fig. IV.1).
We prove the result in 2D by using the result in 1D, and the argument can be general-
ized to larger spatial dimensions by induction. We will initially consider a square lattice,
but we show at the end of the section how to extend the result to the honeycomb lattice.









ldru|i〉〈ldru| with the property that for
a region of size smaller than L/5 × N/5 both PEPSs are injective. Then |ψA〉 = λ|ψB〉
if and only if there exist invertible matrices Y, Z and µ ∈ C such that Ai = µBi(Y −1 ⊗
Z−1 ⊗ Y ⊗ Z) for all i and µLN = λ (Fig. IV.1). Moreover Y and Z are unique up to
proportionality and µ is unique.
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The uniqueness part is a simple consequence of injectivity. Suppose there exist two
sets (µ1, Y1, Z1) and (µ2, Y2, Z2) fulfilling the equation in Fig. IV.1, then µ1B
i(Y −11 ⊗
Z−11 ⊗ Y1 ⊗ Z1) = µ2Bi(Y −12 ⊗ Z−12 ⊗ Y2 ⊗ Z2). Then, grouping to have an injective R-S
region, we get that
µRS1 X(Y
⊗R
1 ⊗ Z⊗S1 ⊗ Y −1⊗R1 ⊗ Z−1⊗S1 ) =
=µRS2 X(Y
⊗R
2 ⊗ Z⊗S2 ⊗ (Y −12 )⊗R ⊗ (Z−12 )⊗S),
(IV.5)
for any matrix X. Taking X = 1, we get that µRS1 = µ
RS
2 . In particular, taking the four
cases with R = {L/5, L/5 + 1} and S = {N/5, N/5 + 1}, summing and simplifying to get
rid of the L/5 and N/5 terms, we get µ1 = µ2. Now, grouping tensors in Eq. IV.5 we get
that Y1Y
−1
2 ⊗Z1Z−12 commutes with every matrix. Thus Y1 = αY2 and Z1 = βZ2 with α,
β ∈ C.
For the existence part, let us split the proof into a sequence of lemma, in order to make
it clearer.
We can reduce the 2D case to the 1D case by grouping all the tensors in a column.
The 1D case (Theorem IV.2.1) ensures that there is a global invertible matrix Y which
verifies the equality in Fig. IV.4. Now
Figure IV.4: Translational invariance and injectivity allow us to reduce the 2D case to the
1D case.
Lemma IV.3.2. Y maps product vectors into product vectors.
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We will show that Y maps any product vector to a vector with the property:
(*) It is a product in any bipartition R-S, for regions R and S of consecutive spins and
size ≥ L/5.
Since any vector with property (*) is trivially a product vector, this would finish the
proof. So let us take a product ⊗i|xi〉 and assume that this product is mapped by Y into a
vector that can be written in some orthonormal basis as Y (⊗i|xi〉) =
∑
r=1,2,... βr|vrwr〉 in
a partition R-S for regions of consecutive spins and size ≥ L/5. For the same bipartition,
we may write ⊗i〈xi|Y −1 =
∑
r=1,2,... αr〈v′rw′r|, which could be a product. We group N/5
columns, sandwich with ⊗i|xi〉 in Fig. IV.4 and analyze the Schmidt rank between the
two physical R ×N/5 and S ×N/5 systems in both the right and left part of Fig. IV.4.
It clearly gives D2N/5 in the RHS by using injectivity. By performing the changes of
bases |r〉 7→ |vr〉 and |r〉 7→ |wr〉 (and the same for the primes) to the tensors AR×N/5 and










By means of injectivity, we know that the set {∑iA′iabcd|i〉}abcd is linearly independent
(and the same for A′′). This means that the Schmidt rank of the LHS is at least 2D2N/5,
which is the desired contradiction.
The following three lemmas specify the form of Y :
Lemma IV.3.3. If Y is invertible and takes products to products it is of the form Ppi(Y1⊗
· · · ⊗ YL) where Ppi implements a permutation pi of the Hilbert spaces.
Proof. We reason for simplicity in the bipartite case—the argument generalizes straight-
forwardly to the general case by induction. Let Y : Cd ⊗ Cd −→ Cd ⊗ Cd be invert-
ible which takes products to products and denote {|i, j〉}i,j=1,...,d the product basis. Let
Y (|i, 1〉) = |αi, βi〉. Take i0 6= i1 ∈ {1, ..., d}, then Y (|i0, 1〉+ |i1, 1〉) = |αi0 , βi0〉+ |αi1 , βi1〉
is a product and, as Y is invertible, then either I) αi0 ∝ αi1 & βi0 6∝ βi1 or II) αi0 6∝ αi1
& βi0 ∝ βi1 , where ∝ means proportional to. In fact, we are always in the same case: if
d = 2 there is only one case, otherwise take three distinct i0, i1, i2 ∈ {1, ..., d} such that
αi0 6∝ αi1 and βi1 6∝ βi2 then we get a contradiction from the fact that Y (|i0, 1〉 + |i2, 1〉)
is a product.
The same argumentation can be carried out for the second tensor. We can therefore
assume w.l.o.g. that
Y (|i, 1〉) = |αi, β1〉
and
Y (|1, j〉) = |α1, βj〉
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In the other case, we just permute the indices by means of the swap operator Ppi.
Let us consider Y (|i, j〉) = |ai,j , bi,j〉. Now, since
Y (|i, j〉+ |i, 1〉) = |αi, β1〉+ |ai,j , bi,j〉
is a product, we obtain that αi ∝ ai,j or β1 ∝ bi,j . However, the second case is only
possible if j = 1 because of the invertibility of Y , and then ai,j ∝ αi. A similar argumen-
tation over the second tensor gives Y (|i, j〉) = ci,j |αi, βj〉. Now making Y (
∑d
i,j=1 |ij〉) =∑d
i,j=1 ci,j |αi, βj〉 and knowing that the Schmidt rank of the resulting vector must be one,
we conclude that the matrix (ci,j)i,j has rank one and therefore is of the form ci,j = risj
giving Y (|i, j〉) = |riαi, sjβj〉, the desired result.
Let us now show that Ppi is the trivial permutation:
Lemma IV.3.4. Ppi = 1
Proof. Assume that Ppi is not the identity. Take a R − S bipartition (with sizes ≥ L/5)
such that Ppi maps one Hilbert space of R into one of S. We block again N/5 columns to
get two injective R ×N/5 and S ×N/5 regions. Denoting by R1 and S1 the parts of the
regions that stay within the regions and by R2, S2 the ones that are mapped to the other
side, we can decompose Y as in Fig. IV.5.
Figure IV.5: The cones represent vectors multiplying the legs of the tensor. In the virtual
space, these vectors are |0〉, while the vectors in the leg corresponding to the real space
are |x〉 and |α〉 respectively.
Consider now Fig. IV.5. We contract all virtual indices but the pair in the second
row with |0〉 and the physical indices with |α〉 and |x〉 where the latter is chosen such that
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A|x〉 = |0〉|0〉|0〉|0〉. Let V be the span in the remaining two virtual indices under the
variation of |α〉. It is clear that in the LHS of Fig. IV.5, dimV = dim (support(YR2)),
whereas in the RHS dimV = 1, which leads to a contradiction unless R2 and S2 are
empty.
By using both, injectivity and translational invariance of the RHS in Fig. IV.4, we
observe that
Lemma IV.3.5. Yi = Y for all i.





−1⊗1)|ld〉〈ru|(Y ⊗1), blockN/5 columns together






and the analogue for B˜i;nm, we have two injective representations of the same MPS with
|ψ˜B〉 = λ′|ψ˜A〉. By means of the 1D case (Theorem IV.2.1), we obtain invertible matrices




i;nmZnm ≡ B˜i;nm. (IV.6)
The next step is to show that Znm does not depend on n and m. We sandwich in
Fig. IV.4 with 〈m′|⊗L/2〈m|⊗L/2 and |n′〉⊗L/2|n〉⊗L/2 and, using Eq. (IV.6), we get Fig.
IV.6 for the corresponding A˜i tensors. By summing with appropriate coefficients in order




n′m′〈l|ZnmZ−1n′m′ |k〉〈r|Z−1nmZn′m′ |s〉 = λ′δklδrs, so
Znm ≡ Z is indeed independent of n and m (up to a constant that can be embeded in
Znm itself). Considering the bipartition (L/2 + 1)-(L/2− 1) and repeating the argument





′ and then µnm = µ is also independent of n and m. By
reasoning as above in the other direction, one can prove that Z = Z ′⊗N/5.
Up to now, we have proven the following lemma.
Lemma IV.3.6. For any length H for which one gets injectivity in the orthogonal direc-
tion, we have the structure shown in Fig. IV.7. The case where vertical is interchanged
by horizontal is equivalent.
In order to have the same result for a single tensor (a region of size 1x1) we will use
that rectangular regions are injective from a size on.
Lemma IV.3.7. If a region of size H ×K of a translational invariant PEPS is injective,
the same happens for a region of size (H + 1)×K (and H × (K + 1))
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Figure IV.6: This is a representation of the resulting tensor after blocking L2 × N2 sites.
The vectors in the virtual space correspond to tensor products of L2 × N5 local vectors.
Figure IV.7: A subsystem of H spins has two equivalent injective TI-PEPS representations
iff they are connected by invertible matrices.
Proof. Note that the region of size 1 × K is injective when the upper and the physical
system are considered as inputs (left picture of Fig. IV.8). To see this, take an injective
region S of dimension H ×K and split it into two subregions, as in the right picture of
Fig. IV.8 with T = H − 1. For simplicity in the rest of the proof we gather the indices
u1, u2, u3 and d1, d2, d3 and call them u and d respectively.
IV. MPS and Symmetry 65
Figure IV.8: This figure represents the argument used to prove Lemma IV.3.7.












Now, if we take a region S of size (H + 1) × K and divide it as in Fig. IV.8 with

































and so S is an injective region.
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We want to prove now Theorem IV.3.1. Let us consider a H ×K injective region, for
instance H = L/5, K = N/5. From Lemma IV.3.7, the larger regions in Fig. IV.9 are also
injective. If we replace Fig. IV.7 first in each subregion (not the center), and then in the
whole region, we get Ai = µBi(Y −1 ⊗ Z−1 ⊗ Y ⊗ Z) with µ ∈ C. As in the 1D case the
condition µLN = λ can be recovered considering the equations between the two PEPSs
representations and substituting the relation between the tensors given in Fig. IV.1.
Figure IV.9: Representation of the regions of injectivity for the proof of Theorem IV.3.1.
As we said in the introduction of this section, we can generalize Theorem IV.3.1 to the
honeycomb lattice. The construction of the state in the honeycomb lattice is the same as
in the square lattice. The state is described by two tensors Ailud and B
i
d′u′l′ with 4 indices
each: i corresponding to the physical spin of dimension d and the others corresponding
to three virtual spaces of dimensions (bonds) D1, D2 and D3 as we did for PEPSs. The
connections between two sites are again performed by means of maximally entangled states
|Ω〉 = ∑α |αα〉. Then, the state is now given by the contractions of these tensors according
to the honeycomb lattice (see Fig. IV.10).
Figure IV.10: Tensors defining a state in a honeycomb lattice. In order to define the state
indices l, u and r of A tensors are contracted with indices l′, u′ and r′ respectively of
different B tensors.
As we said in the introduction of this section, we can generalize Theorem IV.3.1 to the
honeycomb lattice. We need to prove first the following
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Lemma IV.3.8. Let A,C ∈ Md1,d2 and B,D ∈ Md2,d3. Then, if AB = CD and
rank(A) = rank(B) = d2 there exists an invertible matrix W such that A = CW and
B = W−1D.
Proof. Since B is full-rank, there exists a matrix that we can call B−1 such that BB−1 =
1d2 . Therefore, A = C(DB
−1) and we can denote W = DB−1. Similarly B = A−1CD
and we can denote U = A−1C. Since UW = A−1CDB−1 = BB−1 = 1d2 , we get that
U = W−1 and hence B = W−1D.
We can now prove the theorem for the honeycomb lattice. Let us remark that the unit
cell of this lattice contains two sites and that the lattice associated to the unit cells is a
square lattice. The translational invariance is not site by site, but unit cell by unit cell.
Theorem IV.3.9 (The honeycomb lattice). Let |Ψ〉 and |Ψ′〉 be two PEPSs defined in a
honeycomb lattice and such that the square lattice constituted by the unit cells fulfils the
conditions of Theorem IV.3.1. Then, |Ψ〉 ≡ |Ψ′〉 iff the conditions shown in Fig. IV.11
hold.
Figure IV.11: These are the relations which the tensors defining two TI-PEPSs on a
honeycomb lattice must fulfill in order to represent the same state.
Proof. Let us apply Theorem IV.3.1 to the square lattice which the unit cell constitutes.
Then, we obtain the equality shown in Fig. IV.12 and Lemma IV.3.8 completes the proof
of the theorem.
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Figure IV.12: The possibility of transforming the honeycomb lattice into a square lattice
by blocking tensors enables us to apply the result on equivalent TI-PEPSs representations
for the square lattice.
IV.4 Symmetries
Order parameters measure the degree of order in a system and thus are fundamental
in the description of the different phases of matter. Nevertheless there are certain phases
that cannot be characterized by these parameters. In such cases, string order parameters
have been proven to be a very useful tool in the detection and understanding of quantum
phase transitions. However, as pointed out in [2], their application could not go beyond
the 1D case. In [134], with the aid of MPS, it was shown that the existence of a string order
parameter is intimately related to the existence of a symmetry, which allows us to design an
appropriate 2D definition: the existence of a local symmetry when we consider increasing
sizes of the system. A trivial sufficient condition for this to hold in PEPSs is proposed
there (see Fig. IV.13). The aim of this section is to prove that, for injective PEPSs,
the condition is also necessary. The 1D version is proven in [134] with the assumption of
injectivity and in [151] for the general 1D case.
Theorem IV.4.1 (Local symmetry). If a TI-PEPS defined on an L × N lattice has a
symmetry u, i.e. u⊗NL|ψA〉 = eiθ′ |ψA〉, and is injective in regions of size L/5×N/5, then
the tensors defining it satisfy the relation in Fig. IV.13 with eiθNL = eiθ
′
. Moreover, if ug
is a representation of a continuous group G, then Yg and Zg are projective representations
and eiθg is a representations as well.
Proof. Notice that when acting with u on the tensor A which defines the PEPS (see Fig.
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Figure IV.13: This is a graphical representation of the equation that a PEPS fulfills if it
is invariant under a representation ug of a group G. Then, the symmetry is inherited into
a couple of representations of G, called Yg and Zg, up to a phase e
iθg .
IV.13), we get a new tensor B that is also injective in regions of size L/5×N/5 and such
that |ψA〉 = eiθ′ |ψB〉. Theorem IV.3.1 then gives the result.
In order to prove that the invertible matrices Yg and Zg are representations of G, we
adapt the arguments used in [151, Theorem 7]. Consider the representation g −→ ug of
the group G. For a particular ug, Fig. IV.13 reads∑
j
ugijA
j = eiθgAi(Yg ⊗ Zg ⊗ Y −1g ⊗ Z−1g ).
Then, given g1, g2 ∈ G, we have











j = ei(θg1+θg2 )Ai(Yg1Yg2 ⊗ Zg1Zg2 ⊗ Y −1g1 Y −1g2 ⊗ Z−1g1 Z−1g2 ).
Now, grouping to have an injective R-S region, we get that
eiRSθg2g1X(Y ⊗Rg2g1 ⊗ Z⊗Sg2g1 ⊗ Y −1⊗Rg2g1 ⊗ Z−1⊗Sg2g1 ) =
= eiRS(θg1+θg2 )X((Yg1Yg2)
⊗R ⊗ (Zg1Zg2)⊗S ⊗ (Y −1g1 Y −1g2 )⊗R ⊗ (Z−1g1 Z−1g2 )⊗S),
(IV.7)
for any matrix X. Taking X = 1, we get that RSθg2g1 = RS(θg2+θg1)+2kpi. In particular,
taking the four cases with R = {L/5, L/5 + 1} and S = {N/5, N/5 + 1}, summing and
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simplifying to get rid of the L/5 and N/5 terms, we get that θg2g1 = θg2 + θg1 + 2k0pi.
Thus the map g −→ eiθg is a representation of G.
Finally, to show that the maps g −→ Yg and g −→ Zg are representations of G it is





commutes with every matrix. Thus Yg2g1 = λYg1Yg2 and Zg2g1 = µZg1Zg2 with λ, µ ∈ C.
This fact together with the freedom in the matrices Y and Z shows that Yg and Zg are
projective representations of G.
With exactly the same reasoning, we can characterize the spatial symmetries: reflec-
tion, pi/2-rotations and pi-rotations:
Theorem IV.4.2 (Reflection symmetry). Let us consider an L × N TI-PEPS with the
property that for a region of size smaller than L/5 × N/5 it is injective. If this PEPS
is invariant under a reflection with respect to a vertical axis, then there exist invert-







ldru〈rdlu|)Y ⊗ Z ⊗ Y −1 ⊗ Z−1 for all i.
Figure IV.14: This figure represents the condition which must be fulfilled by a TI-PEPS
in order to generate a state invariant under reflections (in this case with respect to the
horizontal plane).
Moreover, it is easy to see that Y,Z must satisfy Y T = Y , Z2 = 1. The characterization
of the reflection with respect to the horizontal axis follows straightforwardly by changing
the roles of the horizontal/vertical directions.
Theorem IV.4.3 (spatial pi/2-rotation symmetry). If an L×L TI-PEPS with the property
that for a region of size smaller than L/5 × L/5 it is injective has a spatial pi/2-rotation
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invariance, then there exist invertible matrices Y , Z such that the tensors Ai defining the









Z−1 for all i.
Figure IV.15: This figure represents the condition which must be fulfilled by a TI-PEPS
in order to generate a state invariant under pi2 -rotations (in this case a clockwise rotation).
In this case, one can see that Y , Z must satisfy the additional constraints (Y Z)T = Y Z,
(ZY )T = ZY .
Finally, we characterize the PEPSs which are symmetric respect to a pi-rotation.
Theorem IV.4.4 (spatial pi-rotation symmetry). Let us consider an L×N TI-PEPS with
the property that for a region of size smaller than L/5×N/5 it is injective and that it is
invariant under a pi-rotation, then there exist invertible matrices Y , Z such that the tensors









Z ⊗ Y −1 ⊗ Z−1 for all i.
Now the constraints are ZT = Z, Y T = Y .
IV.5 Applications
It is clear that a symmetry must impose restrictions on the possible behaviors and
properties of a quantum system. Understanding these restrictions is a hard problem that
has led the research in Quantum Many Body Physics in the last decades. For PEPSs,
which seem to provide a reasonably complete description of quantum states, we have
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Figure IV.16: This figure represents the condition which must be fulfilled by a TI-PEPS
in order to generate a state invariant under pi-rotations (in this case a clockwise rotation).
proven a simple characterization of the existence of symmetries, which immediately leads
to a number of consequences. In the lines below we list some of them.
IV.5.1 Lieb-Schultz-Mattis Theorem
The Lieb-Schultz-Mattis theorem states that, for semi-integer spin, a SU(2)-invariant
1D Hamiltonian cannot have a uniform (independent of the size of the system) energy
gap. This theorem has been generalized in a number of ways. Still in the 1D case but
relaxing the symmetry to a U(1) symmetry, Oshikawa, Yamanaka and Aﬄeck showed in
[128] that the same conclusion holds if J −m is not an integer, where J is the spin and m
the magnetization per particle. For the SU(2) case in 2D, Hastings and Nachtergaele-Sims
proved that the same results holds [67, 118]. In [151], it has been shown how the orginial
Lieb-Schultz-Mattis Theorem can be understood on the level of states. More precisely,
it was shown that any SU(2) invariant MPS with semi-integer spin cannot be injective.
In this section we will give a 2D version of the Oshikawa-Yamanaka-Aﬄeck theorem, by
showing that a U(1) symmetric PEPSs for which J − m is not an integer cannot be
injective.
Let us start with a PEPS |ψA〉 of spin J particles with a U(1) symmetry in the z
direction, that is
u⊗Ng |ψA〉 = eiθg |ψA〉
where ug = e
igSz and Sz is the usual generator of spin J . Since g 7→ eiθg is clearly a
representation, there exists θ such that θg = Ngθ. We will show that
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Lemma IV.5.1. θ coincides with the magnetization per particle m.
The magnetization per particle m is given by the total magnetization M along the
direction of an axis (conventionally the z-axis is taken), divided by the number of particles
N . That is,




where Szj is the usual generator of spin J along the z-axis acting on the j-th particle.
To see Lemma IV.5.1 it is enough to expand both sides of the expression u⊗Ng |ψA〉 =











Now we can prove the announced generalized Lieb-Schulz-Mattis theorem for PEPSs.
Theorem IV.5.2. Let us consider a PEPS |ψA〉 in a square L×N lattice that is injective
in regions of size L/5×N/5. If |ψA〉 is invariant under a representation of U(1) with the
usual generator of spin J given by Sz, then the magnetization per particle m fulfils that
(J −m) is an integer.
If the state has full SU(2) symmetry, then m = 0 and we get the “Lieb-Schultz-Mattis
theorem” for PEPSs.
Proof. We will choose R ≥ L/5, S ≥ N/5 and consider the PEPS (with periodic boundary
conditions) associated to the region R×S, |ψR×SA 〉. By injectivity it is clear that |ψR×SA 〉 6=
0. Applying eigSz to all spins and using Theorem IV.4.1 we get that there must exist a
choice of indices k1, . . . kRS ∈ {−J,−J + 1, . . . , J − 1, J} such that k1 + · · ·+ kRS = SRθ.
We do the same for regions of size R × (S + 1), (R + 1) × S, (R + 1) × (S + 1), getting
indices k′, k′′ and k′′′ respectively. Now














The RHS has the same character as J , that is, it is integer if J is and semi-integer if
J is. Therefore θ − J ∈ Z. Since, by Lemma IV.5.1, θ is the magnetization per particle,
we are done.
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Figure IV.17: “Wilson loops” that keep invariant the PEPS associated to the toric code.
IV.5.2 Wilson loops
It has been observed in [173] that the equal superposition of the four logical states of
the toric code |ψ〉 has a PEPS representation with bond dimension 2. Since the logical
σX in the first (resp. second) logical qubit is implemented by a non-contractible cut of σX
operators along the vertical (resp. horizontal) direction [94], |ψ〉 remains invariant under
these two “Wilson loops” (see Fig. IV.17).
We will see in this section how the existence of this kind of Wilson loops imply again
that the PEPS cannot be injective.
Theorem IV.5.3. Let |ψA〉 be PEPS in a L × N square lattice with local Hilbert space
dimension d such that there exists a u ∈ U(d) with the properties:
(i) u⊗L ⊗ 1rest|ψA〉 = |ψA〉 for a loop in the vertical direction.
(ii) u⊗N ⊗ 1rest|ψA〉 = |ψA〉 for a loop in the horizontal direction.
(iii) u⊗ 1rest|ψA〉 6= |ψA〉 for u acting on a single site.
Then |ψA〉 cannot be injective for any region of size ≤ L/5×N/5.
Proof. We assume injectivity for a region of size L/5×N/5, (i) and (ii) and will show that
(iii) does not hold. By applying (i) to all columns and Theorem IV.4.1, we get that there
exist unique Y and Z such that Fig. IV.13 holds. Applying now (i) to N/5 columns and
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injectivity we get that Y = 1 and applying (ii) to L/5 rows and injectivity we get that
Z = 1. So u⊗ 1rest|ψA〉 = |ψA〉 for u acting on a single site.
IV.6 Discussion
In this chapter we have provided a simple characterization of the existence of symme-
tries in PEPSs. The result is based on the proven existence of a “canonical form”. Since
PEPSs seem to give a fairly complete characterization of the low energy sector of local
Hamiltonians, the result paves the way for a better understanding of the restrictions that
symmetries impose on quantum systems. As a first example of the kind of results that
one can obtain from this characterization, we have shown a 2D version of the Oshikawa-
Yamanaka-Aﬄeck extension for U(1) of the Lieb-Schultz-Mattis theorem. We have also
outlined, via the injectivity property, how three of the main indicators of topological order
(degeneracy of the ground state, existence of Wilson loops and corrections to the area law)
are related.
Moreover, the characterization of the existence of symmetries for MPS has given rise
to a full classification of the phases of matter in 1D systems [20, 49, 137, 155, 167]. For
higher dimensional systems the same arguments has also been exploited in [155], where a
classification for 2D phases in systems with unique ground state, degenerate ground state




Many body systems and the principle of maximum
entropy
The principle of maximum entropy, which briefly states that, among all possible proba-
bility distributions compatible with our prior information, the best choice is the one which
maximizes the Shannon entropy, gives a pretty satisfactory solution to the old problem of
dealing with prior information in probability theory, generalizing the old principle of indif-
ference of Bernoulli and Laplace. Although it was formalized by Jaynes [87, 88], thanks to
the development of Information Theory by Shannon, the essential content of the principle
of maximum entropy was already present in the foundations of statistical mechanics as
it can be inferred from Boltzman’s method of the most probable distribution and Gibbs
canonical ensemble [89, 101].
Apart from its important applications on decision theory, from its origin the principle
of maximum entropy has succeeded in giving a very useful information-theoretical view of
statistical mechanics, both classical [87] and quantum [88]–where the function to maximize
is the von Neumann entropy. As an easy illustration, given the average energy of a quantum
system as prior information, the density matrix which maximizes entropy is exactly the
thermal state associated to that particular energy. This spirit has been recently recovered
with great success in [139] and further developed in a number of ways in [12, 28, 105, 106,
114, 178].
To which extent the principle of maximum entropy can be extended to more and more
general situations has been a very active and controversary field in the last half-century.
For instance, very recently a series of theoretical and experimental works [29, 50, 166] seem
to validate the principle in relaxation processes of quantum systems when focusing on a
particular small subsystem –which, as argued in Fig. V.1, is the most relevant situation.
Another, even older, principle to assign prior probabilities in physical problems relies
on the symmetries of the problem (see [86] for a discussion). For instance, if one wants to
incorporate in the problem some invariance, i.e. independence of the reference frame, this
already reduces the class of prior probability distributions available. Indeed, if one has
enough symmetries –they form a compact group– there is indeed a unique way of defining
a prior distribution compatible with the symmetries –the Haar measure– and the problem
is solved.











Figure V.1: We consider a chain of N sites, with homogeneous interactions in the bulk
and boundary effects in exponentially small regions of size b at the borders. We assume
that the experimentally accesible region (and hence the region we are interested in) is an
exponentially small region of size l in the center of the chain.
For instance, that the interactions in our model are local and homogeneous and that we
work at zero temperature, but not any assumption on the particular interactions in the
model itself. Note the difference with Jaynes’ approach where the particular Hamiltonian
of the model is known. Is there any way of incorporating this information to the problem?
Which is then the right prior probability? Is it related to maximizing some entropy? Since
this type of assumptions are natural and widely accepted, solving these questions could be
of utmost importance in quantum condensed-matter problems. In this chapter we attack
(and to some extent solve) them in the particular case of 1D spin systems.
To do that we will take advantage of the recent developments in the understanding of
quantum spin chains. It has already been justified in Section II.2 that their ground states
are exactly represented by the set of Matrix Product States (MPSs) with polynomial bond
dimension. We will concentrate in the situation of a chain with boundary effects in expo-
nentially small regions of size b at both ends, homogeneity in the bulk and experimental
access to an exponentially small central region of size l (see Fig. V.1). Tracing out the









where all Ai, L ≥ 0 and R ≥ 0 are D × D matrices with D = poly(N). This will be
our starting point, that is, the prior information can be understood as restricting the
bulk-states of our system to have the form (V.1).
Now, it is also known from the general theory of MPS [131] that this set has a natural
(over)parametrization by the group U(dD), via the map U 7→ Ai = 〈i|U |0〉. Since U(dD)
is the unitary group, one can use the symmetry-based assignment of prior distributions
to sample from the Haar measure. Similarly, the fact that the map X 7→ ∑iAiXA†i is
trace-preserving leads to consider tr(R) = 1, ‖L‖∞ ≤ 1, giving us natural ways of sampling
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also the boundary conditions (see below). One can therefore ask about which is then the
generic reduced density matrix ρl of l N sites. Note that, by the above comments, this
is nothing but asking about generic observations of 1D quantum systems. The aim of this
chapter is to show that ρl has generically maximum entropy:
Theorem V.0.1. Let ρl be taken at random from the ensemble introduced with D ≥ N5.
Then S(ρl/ tr ρl) ≥ log dl − dlO(D−1/5) except with probability exponentially small in D.
Note that, since the accessible region l is exponentially smaller than the system size,
the bound can be made arbitrary close to log dl while keeping the size of the matrices D
polynomial in the system size.
To prove the theorem, we will rely on recent developments of random matrix theory, in
particular on the graphical Weingarten calculus provided in [24], and on a novel estimate
of the Weingarten function.
Relations to prior work. The ensemble of MPSs was already considered in [52, 53] as
a set of relevant physical states. There, the authors show how concentration arises for the
reduced density matrix through concentration of the expected value of local observables
around its average. Moreover, for non-homogeneous MPSs, they show that the average
reduced density matrix is the identity, and thus a reduced density matrix has typically
maximum entropy. Nevertheless, they do not compute the average of the reduced density
matrix in the homogeneous case which is more mathematically involved. This is exactly
what we prove here.
The research in [52, 53] was inspired by previous similar results [55, 139, 144] where
the randomization takes place over the ensemble of general quantum states. All these
randomization results together with ours can be seen as static versions of thermalization
in the sense that, for most states of any of the different ensembles, the reduced density
matrix of a small subsystem is close to the canonical state (Corollary V.3.7). The problem
of thermalization has recently got a renewed interest, see [28, 56] and references therein.
In particular, randomization has already been considered in dynamical approaches to
thermalization [12, 28, 105, 106, 114, 178], where the randomization is over the set of
hamiltonians with a given energy spectrum. The MPS formalism has also been used to
study thermalization numerically in the case of an infinite 1D system under the effect of a
homogeneous local interaction hamiltonian [4], where different degrees of thermalization
appear.
The rest of the chapter is organized as follows. First we describe the ensemble of Matrix
Product States. In Section V.2 we introduce the mathematical tools that we will use for
the proof of Theorem V.0.1. These tools are both concentration of measure phenomenon
and integration over the unitary group. Moreover, we introduce the Weingarten function,
that arises naturally in the computation of such integrals, and gives a novel asymptotic
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bound of the Weingarten function. This bound will be essential in Section V.3 devoted to
the proof of Theorem V.0.1. We finally conclude with a discussion of the results in Section
V.4.
V.1 Random Matrix Product States
In this section we just fix the ensemble of MPS. In the rest of this chapter we will
be interested in the reduced state of the l consecutive central sites of the chain, where
l << n = 2t+ l, that, up to trace normalization, will be described as
ρl = trA,B1...Bt,Bt+l+1...Bn [LEn(R)].
where the map E is the CP-map associated to the MPS II.7 and the general boundary
conditions L and R come from tracing out the boundary sites as described in Figure
V.1. MPS theory leads to consider them belonging respectively to the sets L = {L ≥
0 : ‖L‖∞ ≤ 1, L ∈ MD} and R = {R ≥ 0 : tr(R) = 1, R ∈ MD}, where ‖ · ‖∞ means
the usual operator norm. Diagonalizing L = V ΛV † and R = WΩW † we can parametrize
L by [0, 1]D × U(D) and R by S1([0, 1]D) × U(D), being S1([0, 1]D) the set of D-event
probability distributions. Again by symmetry considerations, this leads to sample L using
the Lebesgue measure on [0, 1]D and the Haar measure on U(D) and to sample R using
any permutational invariant measure on S1([0, 1]D) and the Haar measure on U(D). We
finally recall from the introduction that the matrices Ai in Eq. (V.1) will be sampled from
the Haar measure on U(Dd) via the parametrization U 7→ Ai = 〈i|U |0〉.
Summarizing, we consider the ensemble of MPSs defined by the tuple (U,L,R) =
(U, V,W,Λ,Ω) where U, V and W are distributed with respect to the Haar measure in the
respective unitary group, Λ is distributed according to the Lebesgue measure in [0, 1]D
and Ω according to any permutation invariant probability measure in S1([0, 1]D).
Now our problem can be rephrased as:
Given (U,L,R) randomly chosen find the behavior of the normalized state correspond-
ing to




where the systems of the sites Bi are labeled from left to right and the unitary matrices are
acting in the site indicated and the ancillary system A from right to left living the other
sites invariant.
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Figure V.2: Graphical representation of ρl, where big squares represent matrices seen as
tensors of 4 inedexes (smaller tensors), each tensor is labelled by small objects attached
to them. Dark objects correspond to ”ket” tensors, white objects correspond to ”bra”
tensors, squares are used for dimension d and circles for dimension D. Wires represent
contraction rules between tensors.
This state is represented in the diagrammatic description of Section II.2.1 in Figure
V.2.
V.2 Mathematical tools
In this section we describe the mathematical tools we are going to use in the proof
of Theorem V.0.1. These are the concentration of measure phenomenon where we just
review some basic material and the integration over the unitary group. In this part we
also describe the main ingredients of the Weingarten function and calculus that appear
in the computation of such integrals. Moreover, we give a novel asymptotic bound of the
Weingarten function that, besides being a key point in the proof of Theorem V.0.1, it is
interesting in its own.
V.2.1 Concentration of Measure Phenomenon
This section contains some basic material on the concentration of measure phenomenon
that we are going to use; for a detailed exposition see for example [116, 102].
Definition V.2.1. Let (X, d) be a metric space with probability measure µ, its concentra-
tion function α(X,d,µ) is defined as
α(X,d,µ)(r) = sup{1− µ(Ar);A ⊂ X,µ(A) ≥
1
2
}, r > 0
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where Ar = {x ∈ X; d(x,A) < r} is the open r-neighbourhood of A (with respect to d).
This definition allows us to prove directly that almost all the images of a Lipschitz
function concentrate around the median, where the concentration factor is given by the
concentration function. Nevertheless, we are interested in the concentration around the
mean which is a consequence of the other, as one can bound the distance between the
median and the mean depending on the concentration function.
Theorem V.2.2 (Concentration of measure phenomenon). Let F be a Lipschitz function
on (X, d), and µ a probability measure on (X, d), then
µ({F > Eµ(F ) + r}) ≤ 2αµ(r/‖F‖Lip),
µ({F < Eµ(F )− r}) ≤ 2αµ(r/‖F‖Lip),
where Eµ(F ) is the mean of F with respect to µ and ‖F‖Lip is the Lipschitz constant of
F .
When one is interested in the concentration properties of a family of spaces, what
matters is the scaling of the concentration function depending on the parameter defining
the family . Thus looking at the definition of concentration function one can prove that
the concentration properties of two spaces behave at least as well as the worst one of the
two.
Proposition V.2.3. Let µ, ν two probability measures on metric spaces (X, d) and (Y, δ)
respectively. Then, if µ× ν is the product measure in X × Y equipped with the l1-metric,
α(X×Y,d+δ,µ×ν) ≤ α(X,d,µ) + α(Y,δ,ν)
If we apply this proposition to the spaces we are interested in we have the following
lemma.
Lemma V.2.4. Let µ be the Haar measure in (U(D), d2), the unitary group with the
Hilbert-Schmidt distance. Let ν be the Lebesgue measure in ([0, 1]D, d∞), the hypercube
with the maximum distance. Then, for any k ∈ N, the product space (X, d1), where
X = U(kD)× U(D)× U(D)× [0, 1]D and d1 is the l1 distance of the product space, with




where c and C are universal constants.
Remark V.2.5. Note that in this lemma, that will be used to prove the concentration in
Theorem V.3.6, we do not consider the space S1([0, 1]D), as in all the theorems below the
result holds independently of Ω ∈ S1([0, 1]D).
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V.2.2 Integration over the unitary group. Weingarten function.
Here we describe the main ingredients of the Weingarten function and calculus that we
are going to use to compute averages over the unitary group, for a complete description
of this function we refer to [22]. We first describe the standard notation of representation
theory of symmetric groups, see [51].
Let σ ∈ Sp, we denote by |σ| the minimum number k such that σ can be written as
a product of k transpositions, #σ is the number of cycles in σ and both quantities are
related by the formula |σ| = p−#σ.
We denote by λ ` p that λ = (λ1, ..., λr) is a partition of p, that is, a non-increasing
sequence of positive integers λi with |λ| =
∑r
i=1 λi = p, where r = l(λ) is the length.
Irreducible representations (irreps) of the symmetric group are labelled by partitions. The
conjugacy class of a permutation is labelled by the cycle type of the permutation, that is,
the orders of the cycles in the permutation in non-increasing order.














, which is a ho-
mogeneous polynomial over r variables of degree p. The polynomials qρ form a orthogonal
basis of the symmetric functions and the Schur polynomials form a orthonormal basis of
the symmetric functions. The character χλ of Sp associated to the representation λ is
given by χλρ(σ) = χ
λ(σ) = 〈qρ(σ), sλ〉, where ρ(σ) is the cycle type (partition) associated
to the conjugacy class of σ. That is, the characters are given by the change of basis from










(σ) = δλλ′ ,
where zρ(σ) is the order of the centralizer of σ.
The space (Cn)⊗p is a representation space for the group Sp via the action of permuting
the tensors. It is also a representation space for U(n) via the action of multiplying by
the p-fold tensor product of an element of U(n). These two representations are related by
Schur-Weyl duality




V λU(n) ⊗ V λSp
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where V λU(n) and V
λ
Sp
are the irreducible components of the irreps of U(n) and Sp respectively
and the sum is over partitions with l(λ) ≤ n.
A direct consequence of this theorem is that any operator in (Cn)⊗p which com-
mutes with the action of U(n) is a linear combination of permutation matrices Dn(σ) =∑n
i1,...,ip=1
|iσ(1)〉 · · · |iσ(p)〉〈i1| · · · 〈ip|. In particular, we have the following theorem for in-
tegrals over the unitary group with respect to the Haar measure.








where Dn(σ) is the representation of σ ∈ Sp which acts on (Cn)⊗p by permutting the
tensors.









where Aσpi = d
#(σ−1pi)−p, with pi, σ ∈ Sp. Thus, in order to compute the coefficients ασ it
is enough to give the inverse of the matrix A.
Definition V.2.8. The Weingarten function Wg(n, σ) is a function taking as inputs a
dimension parameter n and a permutation σ in the symmetric group Sp such that the









Putting all together we have the following theorem from [22], which states that the
average of a monomial over the unitary group can be computed in terms of sums of
Weingarten functions.
Theorem V.2.9. Let n be a positive integer and i = (i1, ..., ip), i
′ = (i′1, ..., i′p), j =
(j1, ..., jp) and j
′ = (j′1, ..., j′p) be p-tuples of positive integers from 1, 2, ..., n. Then
∫
U(n)
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In [24] the authors introduce a graphical paradigm in order to simplify the computation
of the average of polynomials over the unitary group. Consider a homogeneous polynomial
P (U) of degree p in U and U then





where the coefficients C(σ,τ) can be computed by the following procedure in Figures V.2,
V.3 and V.4. One has to enumerate the matrices U and U respectively from 1 to p and
for any two permutations σ, τ ∈ Sp we delete the U and U boxes and we connect the
white square and circle in Ui with the white square and circle respectively in Uσ(i), and
analogously with the black objects and the τ permutation. Now, loops represent traces
over the matrices involved in it. If there is no matrix involved in a loop then it represents
the trace of the identity of the system. Finally, if there are paths that are not loops they
translate into the contraction with the boundary conditions that appear in it. The number
C(σ,τ) is just the product of the values of all the contractions.
In this chapter we will be interested in computing the average of a polynomial over
the unitary group as a function of its degree p and the dimension of the unitary group
U(n) when both quantities are growing at a given ratio. For that, we need to give a novel
asymptotic bound of the Weingarten function.
Theorem V.2.10. Let p, n and k be nonnegative integers such that pk ≤ n. Then there
exists a constant K depending only on k such that for any σ ∈ Sp,
|Wg(n, σ)| ≤ Kn−p−|σ|(1−2/k).





















This function is holomorphic in a neighborhood of zero. Moreover 2 ≤ k , since p2 ≤ n,
we have, for any |z| ≤ p−2,
|fλ(z)| ≤ 1
(1− p−2(p− 1))p ≤ e
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As a consequence, writing fλ(z) =
∑
i≥0 ai,λz
i, we obtain the Cauchy estimate
|ai,λ| ≤ ep2i.











Taking absolute value, using the fact that |χλ(σ)| ≤ χλ(1) and considering the orthogo-
nality relations for irreducible characters we have











Therefore the coefficient in n−p−i has absolute value smaller than ep2i. But all coefficients
are zero until i = |σ| [22], therefore











can be bounded by a universal constant (5, for example). The result follows.
Note, that an asymptotic bound of the Weingarten function, which states
Wg(n, σ) = n−p−|σ|(Moeb(σ) +O(n−2)),
where Moeb(σ) is a function that can be upper bounded by the (p-1)-th Catalan number,
was already proven in [25]. Unfortunately, this is not useful in this case as the term O(n−2)
hides an undetermined dependence on p. Also, the very recent work [117] gives a bound
of the Weingarten function with explicit dependence on p. Nevertheless, this bound does
not seem to be sufficient for our purpose.
V.3 Proof of Theorem V.0.1
Recall that we are considering the ensemble of MPSs defined by the tuple (U,L,R) =
(U, V,W,Λ,Ω) where U , V and W are distributed with respect to the Haar measure
in the respective unitary group, Λ is distributed according to the Lebesgue measure in
[0, 1]D and Ω according to any permutation invariant probability measure in S1([0, 1]D).
To prove Theorem V.0.1 we need to compute the mean of the trace normalized version
of f(ρ) = tr(ρ2l (U,L,R)) over the introduced ensemble and its Lipschitz constant. The
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difficulty of this calculus comes from computing the mean of the function. To simplify
our computations we will first compute the mean and the Lipschitz constant for both
function f(ρ) and its normalization function g(ρ) = (tr ρl(U,L,R))
2 and then argue about
the concentration of tr(ρ2Norm) = f(ρ)/g(ρ).
To organize the computations and the reasoning used in the bound of the mean of f(ρ)
we prove the following two lemmas.
Lemma V.3.1. Let α, β, γ ∈ Sp,
a) the quantity |γ−1αγα−1β|+ |β| is an even number.
b) If γ−1αγα−1β = c and γ−1α′γα′−1β = c, then α′−1α commutes with γ.
c) If p = 2n+ 4 and γ = (2n+ 1, 1, 2, ..., n, 2n+ 3)(2n+ 2, n+ 1, n+ 2, ...., 2n, 2n+ 4)
and α(2n + i) = 2n + i for i = 1, ..., 4. Then the function that takes (α, β) to (g, h) with
g = γ−1αγα−1 and h = βα−1 is one to one.
Proof. a) The result follows from the fact that the parity of |αβ| is the same as the parity
of |α|+ |β|.
b) If γ−1αγα−1β = c and γ−1α′γα′−1β = c, then αγα−1 = α′γα′−1. Multiplying by
the inverse of the right hand side we have γ−1α′−1αγα−1α′ = 1 which happens if and only
if α′−1α commutes with γ.
c) If α is fixed, the change h = βα−1 is clearly one to one. Now, by b), the change
g = γ−1αγα−1 is one to one if and only if γ−1αγα−1 = 1 has only the trivial solution
α = 1, which can be easily checked to be the case by the definition of γ and the constraints
in α.
Lemma V.3.2. Let L ∈ L and R ∈ R be given at random with respect to the measures
introduced in Section V.1. For any Ω ∈ S1([0, 1]D), we have E[tr(L)] = D/2, E[tr(L2)] =
D/3, E[tr(R)] = 1, E[tr(R2)] ≤ 1, E[tr(LR)] = 1/2, E[tr(LRR)] ≤ 1/2, E[tr(LLR)] = 1/3,
E[tr(LLRR)] ≤ 1/3 and E[tr(LRLR)] ≤ 1/4 + 1/12D.
Proof. These averages are not difficult to compute directly, but they can also be computed
using the graphical calculus described in Section V.2 as a warming up for the forthcoming
computations. We compute the last one as an example.
E[tr(LRLR)] = E[tr(V ΛV †WΩW †V ΛV †WΩW †)] = E[tr(UΛU †ΩUΛU †Ω)],
where Λ ∈ [0, 1]D, Ω ∈ S1([0, 1]D) and U, V,W ∈ U(D) and the second equation follows
by the invariance of the Haar measure. Using that EΛ[tr Λ] = D/2, EΛ[tr(Λ2)] = D/3,
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2U1U 2U1U Ω ΩΛ Λ
Figure V.3: Computation of EL,R[tr(LRLR)] using Weingarten graphical calculus: for any
two permutations α, β ∈ S2 delete the U and U matrices, join the white circle of Ui with
the white circle of Uα(i), join the black circle of Ui with the black circle of Uβ(i). The
number C(α,β) is the product of the traces involved in the new picture.






= EΛ,Ω[((tr Λ)2 tr(Ω2) + tr(Λ2)(tr Ω)2)Wg(D, (1)(2))+
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where the values of the Weingarten function are computed by Eq. (V.3).
Now, we have all the ingredients in order to compute the averages of f(ρ) and g(ρ).
Theorem V.3.3. Let ρl be taken at random from the ensemble introduced. Then, for any
Ω ∈ S1([0, 1]D) and U ∈ U(dD), we have
EΛ,V,W (tr ρl(Λ,Ω, U, V,W )) = 1/2
Proof.
EΛ,V,W (tr ρl(Λ,Ω, U, V,W )) = EΛ(trEV,W [V ΛV †En(WΩW †)]) =





)]) = EΛ(trA tr(Λ)
1A
D2
) = EΛ(tr(Λ)/D) = 1/2.
The first equality follows by linearity of the trace, the third because 1A is the fixed point
of trB(E), the second and fourth just by computing the averages themselves.
Note that in this proof we are averaging over V and W, and our expression is a
polynomial of degree one with respect to them. This, together with the fact that the
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Figure V.4: Computation of EU (tr ρ2l (L,R,U)) using Weingarten graphical calculus: for
any two permutations α, β ∈ S2n delete the U and U matrices, join the white circle of Ui
with the white circle of Uα(i), join the black circle of Ui with the black circle of Uβ(i). The
number C(α,β) is the product of the traces involved in the new picture.
average is independent of U make it easy to compute the average. The bound of the other
function is much more involved and makes use of the asymptotic bound of the Weingarten
function (Theorem V.2.10) and Lemmas V.3.1 and V.3.2.
Theorem V.3.4. Let ρl be taken at random from the ensemble introduced and D ≥ n5.
For any Ω ∈ S1([0, 1]D), then




Proof. We can take first the average in U and using Eq. (V.4) together with the bound
of Theorem V.2.10 we have
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where we are separating the case where α = β = 1. The reason to do so is that this
term is the largest one in the sum (as it will become clear through the proof). In the last
inequality we are also using the bound Wg(Dd,1) ≤ (Dd)−2n(1 +O(D−3/5)) that can be
deduced from Eq. (V.6) using that n5 ≤ D.
In order to compute the coefficients C(α,β) we apply the graphical Weingarten Calculus
to Figure V.4. That is, given a permutation α that links the white squares and circles of
the U ′s with the white squares and circles in U ′s and a permutation β that links the black
circles of the U ′s with the black circles in U ′s. We numerate the U matrices from left to
right and top to bottom and the same for the U matrices. Moreover, we enumerate the
matrices L as 2n+ 1 and 2n+ 2 and the matrices R as 2n+ 3 and 2n+ 4.
Now the links (from left to right) between the circles of the matrices U ′s, L and R are
given by the function γ =
(
2n+ 1 1 2 ... n
1 2 3 ... 2n+ 3
)(
2n+ 2 n+ 1 n+ 2 ... 2n
n+ 1 n+ 2 n+ 3 ... 2n+ 4
)
.
One can add two extra (non-existing) links γ(2n+3) = 2n+1 and γ(2n+4) = 2n+2; that
way γ is a permutation. Analogously, we have the same permutation γ for the U matrices.
The permutation relating the links of the squares of U and U is τ = (t+ 1, n+ t+ 1)(t+
2, n+ t+ 2)...(t+ l, n+ t+ l). Besides, define α′ = α(2n+ 1)(2n+ 2)(2n+ 3)(2n+ 4) and
β′ = β(2n+ 1)(2n+ 2)(2n+ 3)(2n+ 4) as the permutation α, β but considering it as an
element of S2n+4.
The number of loops relating the circles in the computation of C(α,β) is #γ
−1α′γβ′−1−
2 = 2n+ 2− |γ−1α′γβ′−1| (see Section V.2). Note that we are subtracting 2 loops (2n+
1)(2n+ 2) that we have added when including the (non-existing) links of the permutation
γ. The number of loops relating the squares is #τα = 2n− |τα|. All the loops are trivial
and thus they correspond to the dimension of the system, except those where L or R
appear, in which we will take averages and use the bounds of Lemma V.3.2. Hence, we
can write
EL,R[C(α,β)] = EL,R[M ]D2n+2−|γ
−1α′γβ′−1|−md2n−|τα|, (V.8)
where m is the number of loops in which the matrices L and R are involved and M is the
product of the traces of these loops. For example, consider (α, β) such that 2n + 1 and
2n+ 2 are in the same cycle of γ−1α′γα′−1β and 2n+ 3 and 2n+ 4 are in different cycles
each, then M = tr(L2) tr(R) tr(R) and m = 3.
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For α = β = 1, we have
EL,R[C(1,1)] = EL,R[(trL)2(trR)2]D2n−2d2n−l = 1/4D2nd2n−l.
For (α, β) 6= (1,1), in order to bound these coefficients, Eq. V.8 seems to indicate that one
should consider all the possible combinations of L and R in different loops. Nevertheless,
EL,R[M ]D−m can be bounded adequately distinguishing the following two cases:
a) (α, β) ∈ A2n, where A2n is the set of tuples (α, β) 6= (1,1) in which 2n+ 3 and 2n+ 4
are not in the same cycle of the permutation γ−1α′γα′−1β, that is, the R matrices
appear in different loops. In all the possible combinations of L and R in different loops
included in this case we have EL,R[M ]D−m ≤ D−2/3. Therefore
EL,R[C(α,β)] ≤ 1/3D2n−|γ
−1α′γα′−1β|d2n−|τα| ≤ D2n−|γ−1α′γα′−1β|d2n.
Making the change of variables h = βα−1, g = γ−1α′γα′−1 that is proven to be one to
one in Lemma V.3.1, and denoting h′ = h(2n+ 1)(2n+ 2)(2n+ 3)(2n+ 4) we get that∑
(α,β)∈A2n



































2D − (2n+ 4)(2n+ 3) +
2D
2D − (2n+ 4)(2n+ 3)
2n(2n− 1)
2D3/5 − 2n(2n− 1)
)
.
In the second inequality we just bound the number of permutations with a given number
of transpositions and the last inequality is just the sum of a geometric series. As D ≥ n5
we get further ∑
(α,β)∈A2n
EL,R[C(α,β)]Wg(Dd, βα−1) ≤ O(D−1/5)
b) (α, β) ∈ B2n, where B2n is the set of tuples in which 2n + 3 and 2n + 4 are in the
same cycle of the permutation γ−1α′γα′−1β, that is, both R matrices appear in the
same loop. In all the possible combinations of L and R included in this case we have
EL,R[M ]D−m ≤ D−1/3. Therefore
EL,R[C(α,β)] ≤ 1/3D2n+1−|γ
−1α′γα′−1β|d2n−|τα| ≤ D2n+1−|γ−1α′γα′−1β|d2n.
Applying the same change of variables as in case a) and considering B′2n the image of
B2n under the change of variables, we get
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∑
(α,β)∈B2n





In order to bound this sum one has to proceed more carefully. The proof follows by
bounding independently over the different cases where: h = 1, h = (2n+ 3, 2n+ 4), h
is a different transposition, and the rest of terms. For all these cases one has to take
into account the properties of the elements in B′2n, that is, 2n+3 and 2n+4 belongs to
the same cycle of gh′−1 and the parity of |gh′−1|+ |h| that is proven in Lemma V.3.1.
Following this procedure one can prove that∑
(α,β)∈B2n
EL,R[C(α,β)]Wg(Dd, βα−1) ≤ O(D−1/5)
The result follows joining the two cases and the case α = β = 1
In order to apply the concentration of measure phenomenon we only need to compute
the Lipschitz constant of the functions we are interested in.
Theorem V.3.5 (Lipschitz constants). For any Ω ∈ S1([0, 1]D), let f(U, V,W,Λ) =
(tr ρl(U, V,W,Λ,Ω))
2 and g(U, V,W,Λ) = tr ρ2l (U, V,W,Λ,Ω) where
ρl(U, V,W,Λ,Ω) = trA,BAll\l(V ΛV




Then the Lipschitz constants of both functions are upper bounded by 4n+ 10.
Proof. We use the notation ‖ · ‖p for the Schatten p-norm. For the first function we have
‖f‖Lip= |f(U, V,W,Λ,Ω)−f(U
′, V ′,W ′,Λ′,Ω)|
d((U, V,W,Λ), (U ′, V ′,W ′,Λ′))
≤ |(tr ρl(U, V,W,Λ,Ω))
2−(tr ρl(U ′, V ′,W ′,Λ′,Ω))2|
d((U, V,W,Λ), (U ′, V ′,W ′,Λ′))
=
=
|(tr ρl(U, V,W,Λ,Ω)−tr ρl(U ′, V ′,W ′,Λ′,Ω))(tr ρl(U, V,W,Λ,Ω)+tr ρl(U ′, V ′,W ′,Λ′,Ω))|
d((U, V,W,Λ), (U ′, V ′,W ′,Λ′))
≤
≤ 2| tr(ρl(U, V,W,Λ,Ω)−ρl(U
′, V ′,W ′,Λ′,Ω))|
d((U, V,W,Λ), (U ′, V ′,W ′,Λ′))
≤ 2 tr |ρl(U, V,W,Λ,Ω)−ρl(U
′, V ′,W ′,Λ′,Ω)|
d((U, V,W,Λ), (U ′, V ′,W ′,Λ′))
≤
≤ 2‖V ΛV
†Un(WΩW † ⊗ (|0〉〈0|)⊗n)(U†)n − V ′Λ′V ′†U ′n(W ′ΩW ′† ⊗ (|0〉〈0|)⊗n)(U ′†)n‖1
‖U − U ′‖2 + ‖V − V ′‖2 + ‖W −W ′‖2 + ‖Λ− Λ′‖∞ ,
where we are using standard inequalities and for the sake of simplicity we are denoting
by the same U unitaries that are acting on different systems and with the same letter V
a unitary and its tensor product with the identity. Adding and substracting terms and
applying the triangular inequality we get 2n+5 terms of the following form
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2‖V ∗Λ∗V †∗U∗n(W ∗ΩW ∗† ⊗ (|0〉〈0|)⊗n)(U∗†)n‖1
‖U − U ′‖2 + ‖V − V ′‖2 + ‖W −W ′‖2 + ‖Λ− Λ′‖∞ ,
where any X∗ stands for X, X ′ or X −X ′ and in any term the latter only appears once.
Then
‖f‖Lip ≤ (4n+ 10)‖V
∗Λ∗V †∗U∗n(W ∗ΩW ∗† ⊗ (|0〉〈0|)⊗n)(U∗†)n‖1
‖U − U ′‖2 + ‖V − V ′‖2 + ‖W −W ′‖2 + ‖Λ− Λ′‖∞ .
Applying the inequality ‖XY ‖1 ≤ ‖X‖1‖Y ‖∞ we get
‖f‖Lip ≤ (4n+ 10)‖V
∗‖∞‖Λ∗‖∞‖V †∗‖∞‖U∗n‖∞‖W ∗‖∞‖Ω‖1‖W ∗†‖∞‖(U∗†)n‖∞
‖U − U ′‖2 + ‖V − V ′‖2 + ‖W −W ′‖2 + ‖Λ− Λ′‖∞ .
Now, by the decomposition we have done, any term has only one norm in the numerator of
the form of the ones in the denominator. The other norms in the numerator are trivially
bounded by one. Thus we get
‖f‖Lip ≤ 4n+ 10
For the second function we have
‖g‖Lip = |g(U, V,W,Λ,Ω)− g(U
′, V ′,W ′,Λ′,Ω)|




l (U, V,W,Λ,Ω)− ρ2l (U ′, V ′,W ′,Λ′,Ω))|
‖U − U ′‖2 + ‖V − V ′‖2 + ‖W −W ′‖2 + ‖Λ− Λ′‖∞ ≤ 4n+ 10
where the result follows using the same techniques.
Now we can show which is the behavior of the 2-Re´nyi entropy, or equivalently the
purity of the normalized state ρNorm = ρl/ tr(ρl).
Theorem V.3.6. Let ρl be taken at random from the ensemble introduced with D ≥ n5.
Then tr(ρ2Norm) = tr ρ
2
l /(tr ρl)
2 ≤ 1/dl + O(D−1/5) except with probability exponentially
small in D.
Proof. Putting together the concentration of measure phenomenon V.2.2, the bounds on
the Lipschitz constant V.3.5 and the union bound, we have for all Ω ∈ S1([0, 1]D) that
except with probability c1e
−c22D/n2
tr(ρ2l ) ≤ E(tr(ρ2l )) +  and (tr ρl)2 ≥ E((tr ρl)2)− 
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l )) + 
E((tr ρl)2)−  ≤
E(tr(ρ2l )) + 








where the second inequality follows from Jensen’s inequality, the third inequality follows
from Theorem V.3.3 and V.3.4 and in the last equality we have used that we can take
 = O(D−1/5). The result follows.
As a corollary we can bound the distance between the reduced density matrix of a
generic random MPS and the completely mixed state.
Corollary V.3.7. Let ρl be taken at random from the ensemble introduced with D ≥ N5.
Then ‖ρl/ tr ρl − 1/dl‖∞ ≤ O(D−1/10) except with probability exponentially small in D.
Proof. ρNorm = ρl/ tr ρl is trace normalized, that is, its eigenvalues sum up to one. Thus, in
order to have an eigenvalue of ρNorm as far as possible from 1/d
l fulfilling that tr(ρ2Norm) ≤
1
dl
+O(D−1/5), the distribution of eigenvalues optimizing this problem is the one that has
one eigenvalue as small or big as possible and the rest all equal. In both cases the distance
between this eigenvalue and 1/dl is upper bounded by O(D−1/10).
Finally we can easily prove our main theorem, which states that the reduced density
matrix of a random MPS has generically maximum entropy.
Proof of Theorem V.0.1.
A direct application of Jensen’s inequality shows that S(ρ) = − tr(ρ log ρ) ≥ − log tr(ρ2).
Using Theorem V.3.6 and trivial inequalities we have
S(ρNorm) ≥ − log 1 + d
lO(D−1/5)
dl
= log(dl)− log(1+dlO(D−1/5)) ≥ log(dl)−dlO(D−1/5)
except with probability exponentially small in D.
V.4 Discussion
We have shown how reduced density matrices of small subsystems of translational
invariant random MPS have generically maximum entropy or alternatively the subsystem
is maximally entangled with the rest of the system. This can be read as recovering Jayne’s
principle of maximum entropy in the situation where the prior information to incorporate
in the sampling procedure is the locality and homogeneity of the interactions. For that we
have relied on the (well justified) fact that MPSs are the right representation for ground
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states of one dimensional local Hamiltonians and in the natural way of sampling MPSs
based on the symmetry principle.
Alternatively one could consider two similar interesting models in which there are no
boundaries, the infinite spin chain and the circular spin chain. Unfortunately the same
argument used here does not apply to these models.
In the circular spin chain the Lipschitz constant of the functions under consideration
is not good enough. For the infinite spin chain one does not even have the description of
the functions in terms of polynomials over the unitary group. Nevertheless, in this case
the reduced density matrix of l particles can be described as
ρl = E l(ΛU ),
where ΛU is the fixed point of the channel E : CD −→ CD given by E(M) = trB(E(M)).
This description of the state makes us wonder whether it is possible to give a concentration
result for the fixed point of a channel E or, alternatively, if one can give a concentration
result for the behavior of the second largest eigenvalue of a channel E where the dimension
of the ancillary system B is fixed and the concentration result comes as a function of the
dimension of the system A where the channel is acting (see [71] for a positive answer in
a restrictive family of random channels). Both questions have interest on there own and





An entropic uncertainty inequality with application to
quantum identification
In this chapter, we propose and prove a new general entropic uncertainty relation.
Uncertainty relations are quantitative characterizations of the uncertainty principle of
quantum mechanics, which expresses that for certain pairs of measurements, there exists
no state for which the measurement outcome is determined for both measurements: at
least one of the outcomes must be somewhat uncertain. Entropic uncertainty relations
express this uncertainty in at least one of the measurement outcomes by means of an
entropy measure, usually the Shannon entropy. Our new entropic uncertainty relation
distinguishes itself from previously known uncertainty relations by the following collection
of features:
1. It uses the min-entropy as entropy measure, rather than the Shannon entropy. Such
an uncertainty relation is sometimes also called a high-order entropic uncertainty
relation.1 Since privacy amplification needs a lower bound on the min-entropy, high-
order entropic uncertainty relations are useful tools in quantum cryptography.
2. It lower bounds the uncertainty in the measurement outcome for all but one mea-
surement, chosen from an arbitrary (and arbitrarily large) family of possible mea-
surements. This is clearly stronger than typical entropic uncertainty relations that
lower bound the uncertainty on average (over the choice of the measurement).
3. The measurements can be chosen to be qubit-wise measurements, in the computa-
tional or Hadamard basis, and thus the uncertainty relation is applicable to practical
protocols (which can be implemented using current technology).
To the best of our knowledge, no previous entropic uncertainty relation satisfies (1)
and (2) simultaneously, let alone in combination with (3). Indeed, as pointed out in a
recent overview article by Wehner and Winter [180], little is known about entropic uncer-
tainty relations for more than two measurement outcomes, and even less when additionally
considering min-entropy.
1This is because the min-entropy coincides with the Re´nyi entropy Hα of high(est) order α = ∞. In
comparison, the Shannon entropy coincides with the Re´nyi entropy of (relatively) low order α = 1.
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To explain our new uncertainty relation, we find it helpful to first discuss a simpler
variant, which does not satisfy (1), and which follows trivially from known results. Fix an
arbitrary family {B1, . . . ,Bm} of bases for a given quantum system (i.e., Hilbert space).
The maximum overlap of such a family is defined as
c := max{|〈φ|ψ〉| : |φ〉 ∈ Bj , |ψ〉 ∈ Bk, 1≤j<k≤m},
and let d := − log(c2). Let ρ be an arbitrary quantum state of that system, and let X
denote the measurement outcome when ρ is measured in one of the bases. We model the
choice of the basis by a random variable J , so that H(X|J= j) denotes the Shannon en-
tropy of the measurement outcome when ρ is measured in basis Bj . It follows immediately
from Maassen and Uffink’s uncertainty relation [109] that
H(X|J = j) +H(X|J = k) ≥ − log(c2) = d ∀j 6= k.
As a direct consequence, there exists a choice j′ for the measurement so that H(X|J =
j) ≥ d2 for all j ∈ {1, . . . ,m} with j 6= j′. In other words, for any state ρ there exists
j′ so that unless the choice for the measurement coincides with j′, which happens with
probability at most maxj PJ(j), there is at least d/2 bits of entropy in the outcome X.
Our new high-order entropic uncertainty relation shows that this very statement es-
sentially still holds when we replace Shannon by min-entropy, except that j′ becomes
randomized: for any ρ, there exists a random variable J ′, independent of J , such that2
Hmin(X|J=j, J ′=j′) &
d
2
∀ j 6= j′ ∈ {1, . . . ,m}
no matter what the distribution of J is. Thus, unless the measurement J coincides with
J ′, there is roughly d/2 bits of min-entropy in the outcome X. Furthermore, since J ′ is
independent of J , the probability that J coincides with J ′ is at most maxj PJ(j), as is the
case for a fixed J ′.
Note that we have no control over (the distribution of) J ′. We can merely guarantee
that it exists and is independent of J . It may be insightful to interpret J ′ as a virtual guess
for J , guessed by the party that prepares ρ, and whose goal is to have little uncertainty
in the measurement outcome X. The reader may think of the following specific way of
preparing ρ: sample j′ according to some arbitrary distribution J ′, and then prepare the
state as the, say, first basis vector of Bj′ . If the resulting mixture ρ is then measured in
some basis Bj , sampled according to an arbitrary (independent) distribution J , then unless
j = j′ (i.e., our guess for j was correct), there is obviously lower bounded uncertainty in
the measurement outcome X (assuming a non-trivial maximum overlap). Our uncertainty
relation can be understood as saying that for any state ρ, no matter how it is prepared,
there exists such a (virtual) guess J ′, which exhibits this very behavior: if it differs from
2The rigorous version of the approximate inequality & is stated in Theorem VI.2.4.
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the actual choice for the measurement then there is lower bounded uncertainty in the
measurement outcome X. As an immediate consequence, we can for instance say that X
has min-entropy at least d/2, except with a probability that is given by the probability of
guessing J , e.g., except with probability 1/m if the measurement is chosen uniformly at
random from the family. This is clearly the best we can hope for.
We stress that because the min-entropy is more conservative than the Shannon entropy,
our high-order entropic uncertainty relation does not follow from its simpler Shannon-
entropy version. Neither can it be deduced in an analogous way; the main reason being
that for fixed pairs j 6= k, there is no strong lower bound on Hmin(X|J=j)+Hmin(X|J=k),
in contrast to the case of Shannon entropy. More precisely and more generally, the average
uncertainty 1|J |
∑
j Hmin(X|J = j) does not allow a lower bound higher than log |J |. To
see this, consider the following example for |J | = 2 (the example can easily be extended
to arbitrary |J |). Suppose that ρ is the uniform mixture of two pure states, one giving no
uncertainty when measured in basis j, and the other giving no uncertainty when measured
in basis k. Then, 12Hmin(X|J=j) + 12Hmin(X|J=k) = 1. Because of a similar reason, we
cannot hope to get a good bound for all but a fixed choice of j′; the probabilistic nature
of J ′ is necessary (in general). Hence, compared to bounding the average uncertainty,
the all-but-one form of our uncertainty relation not only makes our uncertainty relation
stronger in that uncertainty for all-but-one implies uncertainty on average (yet not vice
versa), but it also allows for more uncertainty.
By using asymptotically good error-correcting codes, one can construct families of
bases that have a large value of d, and thus for which our uncertainty relation guarantees
a large amount of min-entropy (we discuss this in more detail in Section VI.2.1). These
families consist of qubit-wise measurements in the computational or the Hadamard basis,
hence these measurements can be performed with current technology.
The proof of our new uncertainty relation comprises a rather involved probability
reasoning to prove the existence of the random variable J ′ and builds on earlier work
presented in [153].
As an application of our entropic uncertainty relation, we propose a new quantum
identification protocol. Informally, the goal of (password-based) identification is to prove
knowledge of a possibly low-entropy password w, without giving away any information on
w (beyond what is unavoidable). In [35], Damg˚ard et al. showed the existence of such an
identification protocol in the bounded-quantum-storage model (BQSM). This means that
the proposed protocol involves the communication of qubits, and security is proven against
any dishonest participant that can store only a limited number of these qubits (whereas
legitimate participants need no quantum storage at all to honestly execute the protocol).
Our uncertainty relation gives us the right tool to prove security of the new quantum
identification protocol in the BQSM. The distinguishing feature of our new protocol is
that it also offers some security in case the assumption underlying the BQSM fails to
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hold. Indeed, we additionally prove security of our new protocol against a dishonest
server that has unbounded quantum-storage capabilities and can reliably store all the
qubits communicated during an execution of the protocol, but is restricted to non-adaptive
single-qubit operations and measurements.3 This is in sharp contrast to protocol QID by
Damg˚ard et al., which completely breaks down against a dishonest server that can store
all the communicated qubits in a quantum memory and postpone the measurements until
the user announces the correct measurement bases. On the downside, our protocol only
offers security in case of a perfectly single-qubit (e.g. single-photon) source, because multi-
qubit emissions reveal information about w. Hence, given the state of single-qubit-source
technology, our protocol is currently mainly of theoretical interest.
The security of our protocol in this single-qubit-operations model (SQOM) relies on a
certain minimum-distance property of random binary matrices and makes use of Diaconis
and Shahshahani’s XOR inequality (Theorem VI.1.1, see also [39]).
Relations to prior work. The study of entropic uncertainty relations, whose origin
dates back to 1957 with the work of Hirschman [80], has received a lot of attention over
the last decade due to their various applications in quantum information theory. We refer
the reader to [180] for a recent overview on entropic uncertainty relations. Most of the





Hα(X|J=j) ≥ h ,
where Hα is the Re´nyi entropy. I.e., most uncertainty relations only give a lower bound
on the entropy of the measurement outcome X on average over the (random) choice of
the measurement. As argued in Section VI, the bound h on the min-entropy can be at
most log |J |, no matter the range of X. Furthermore, an uncertainty relation of this form
only guarantees that there is uncertainty in X for some measurement(s), but does not
specify precisely for how many, and certainly it does not guarantee uncertainty for all
but one measurements. The same holds for the high-order entropic uncertainty relation
from [33], which considers an exponential number of measurement settings and guarantees
that except with negligible probability over the (random) choice of the measurement, there
is lower-bounded min-entropy in the outcome. On the other hand, the high-order entropic
uncertainty relation from [34] only considers two measurement settings and guarantees
lower-bounded min-entropy with probability (close to) 12 .
The uncertainty relation we know of that comes closest to ours is Lemma 2.13 in [47].
Using our notation, it shows that X is -close to having roughly d/2 bits of min-entropy
(i.e., the same bound we get), but only for all but an -fraction of all the m possible choices
for the measurement j, where  is about
√
2/m.
3It is known that some restriction is necessary (see [35]).
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With respect to our application, backing up the security of the identification proto-
col by Damg˚ard et al. [35] against an adversary that can overcome the quantum-memory
bound assumed by the BQSM was also the goal of [32]. However, the solution proposed
there relies on an unproven computational-hardness assumption, and as such, strictly
speaking, can be broken by an adversary in the SQOM, i.e., by storing qubits and mea-
suring them later qubit-wise and performing (possibly infeasible) classical computations.
On the other hand, by assuming a lower bound on the hardness of the underlying com-
putational problem against quantum machines, the security of the protocol in [32] holds
against an adversary with much more quantum computing power than our protocol in the
SQOM, which restricts the adversary to single-qubit operations.
VI.1 Preliminaries
Sets as well as families are written using a calligraphic font, e.g. A,X , and we write
|A| etc. for the cardinality. We use [n] as a shorthand for {1, . . . , n}.
For an n-bit vector vector v = (v1, . . . , vn) in {0, 1}n, we write |v| for its Hamming
weight, and, for any subset I ⊆ [n], we write vI for the restricted vector (vi)i∈I ∈ {0, 1}|I|.
For two vectors v, w ∈ {0, 1}n, the Schur product is defined as the element-wise product
vw := (v1w1, v2w2, . . . , vnwn) ∈ {0, 1}n, and the inner product between v and w is given
by v ·w := v1w1⊕ · · · ⊕ vnwn ∈ {0, 1}, where the addition is modulo 2. We write span(F )
for the row span of a matrix F ; the set of vectors obtained by making all possible linear
combinations (modulo 2) of the rows of F , i.e. the set {sF : ∀s ∈ {0, 1}`}, where s should
be interpreted as a row vector and sF denotes a vector-matrix product.
VI.1.1 Probability Theory and Hybrid Systems
We recall that a finite probability space is a non-empty finite set Ω together with a
function Pr : Ω → R such that Pr(ω) ≥ 0 ∀ω ∈ Ω and ∑ω∈Ω Pr(ω) = 1. An event is a
subset of Ω. A random variable is a function X : Ω → X from a finite probability space
(Ω,Pr) to a finite set X . We denote random variables as capital letters, for example X,
Y , Z. The distribution of X, which we denote as PX , is given by PX(x) = Pr[X = x] =
Pr[{ω ∈ Ω : X(ω)=x}]. The joint distribution of two (or more) random variables X and
Y is denoted by PXY , i.e., PXY (x, y) = Pr[X=x∧Y =y]. Specifically, we write UX for the
uniform probability distribution over X . Usually, we leave the probability space (Ω,Pr)
implicit, and understand random variables to be defined by their joint distribution, or by
some “experiment” that uniquely determines their joint distribution.
Random variables X and Y are independent if PXY = PXPY (which should be under-
stood as PXY (x, y) = PX(x)PY (y) ∀x ∈ X , y ∈ Y). The random variables X, Y and Z
form a (first-order) Markov chain, denoted by X ↔ Y ↔ Z, if PXZ|Y = PX|Y PZ|Y . The
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statistical distance (also knows as variational distance) between distributions PX and PY
is written as SD(PX , PY ) :=
1
2‖PX − PY ‖1.
The bias of a binary random variable X is defined as bias(X) :=
∣∣PX(0) − PX(1)∣∣.
This also naturally defines the bias of X conditioned on an event E as bias(X|E) :=∣∣PX|E(0) − PX|E(1)∣∣. The bias thus ranges between 0 and 1 and can be understood as a
degree of predictability of a bit: if the bias is small then the bit is close to random, and
if the bias is large (i.e. approaches 1) then the bit has essentially no uncertainty. For a
sum of two independent binary random variables X1 and X2, the bias of the sum is the
product of the individual biases, i.e. bias(X1 ⊕X2) = bias(X1)bias(X2).
Theorem VI.1.1 (Diaconis and Shahshahani’s Information-Theoretic XOR Lemma). Let
X be a random variable over X := {0, 1}n with distribution PX . Then, the following holds,








The original version of Theorem VI.1.1 appeared in [39], where it is expressed in the
language of representation theory. The version above is due to [120].
Theorem VI.1.2 (Hoeffding’s Inequality). Let X1, X2, . . . , Xn be independent binary ran-
dom variables, each distributed according to the Bernoulli distribution with parameter µ,
and let X¯ := n−1
∑
i∈[n]Xi. Then for 0 < t < 1− µ
Pr[X¯ − µ ≥ t] ≤ exp(−2nt2).
For a proof, the reader is referred to [81].
Subsystem X of a bipartite quantum system XE is called classical, if the state of XE




PX(x)|x〉〈x| ⊗ ρxE ,
where X is a finite set of cardinality |X | = dim(HX), PX : X → [0, 1] is a probability
distribution, {|x〉}x∈X is some fixed orthonormal basis of HX , and ρxE is a density matrix
on HE for every x ∈ X . Such a state, called hybrid or cq- (for classical-quantum) state,
can equivalently be understood as consisting of a random variable X with distribution PX ,
taking on values in X , and a system E that is in state ρxE exactly when X takes on the
value x. This formalism naturally extends to two (or more) classical systems X, Y etc.




PX|E |x〉〈x| ⊗ ρxE .
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If the state of XE satisfies ρXE = ρX ⊗ ρE , where ρX = trE(ρXE) and ρE = trX(ρXE),
then X is independent of E, and thus no information on X can be obtained from system E.
Moreover, if ρXE =
1
|X |IX ⊗ ρE , where IX denotes the identity on HX , then X is random-
and-independent of E. We also want to be able to express that a random variable X is
(close) to being independent of a quantum system E when given a random variable Y .




PXY (x, y)|x〉〈x| ⊗ |y〉〈y| ⊗ ρyE .
This notion, called conditional independence, for the quantum setting was introduced in
[35].
If two states ρ and σ are ε-close in trace distance, i.e. 12‖ρ − σ‖1 ≤ ε, we use ρ ≈ε σ
as shorthand. In case of classical states, the trace distance coincides with the statistical
distance. Moreover, the trace distance between two states cannot increase when applying
the same quantum operation (i.e., CPTP map) to both states. As a consequence, if ρ ≈ε σ
then the states cannot be distinguished with statistical advantage better than ε.
Definition VI.1.3. For a density matrix ρXE ∈ S(HX ⊗ HE) with classical X, the
distance to uniform of X given E is defined as




VI.1.2 Min-Entropy and Privacy Amplification
We make use of Renner’s notion of the conditional min-entropy Hmin(ρAB|B) of a
system A conditioned on another system B [145]. If the state ρAB is clear from the
context, we may write Hmin(A|B) instead of Hmin(ρAB|B). The formal definition is given
by Hmin(ρAB|B) := supσB max{h ∈ R : 2−h · IA ⊗ σB − ρAB ≥ 0} where the supremum is
over all density matrices σB onHB. IfHB is the trivial space C, we obtain the min-entropy
of ρA. Recall that Hmin(ρA) = − log λmax(ρA), where λmax(ρA) is the largest eigenvalue of
ρA.
We will need the following chain rule.
Lemma VI.1.4. For any density matrix ρ on HXY E with classical X and Y it holds that
Hmin(X|Y E) ≥ Hmin(X|Y )−Hmax(E).
For the special case of a hybrid state ρXE ∈ S(HX ⊗HE) with classical X, it is shown
in [98] that the conditional min-entropy of a quantum state coincides with the negative
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where the latter is the probability that the party holding HE guesses X correctly using
the POVM {Mx}x on HE that maximizes Guess. Thus,
Hmin(X|E) = − log Guess(X|E). (VI.1)










To prove Lemma VI.1.4, we need to introduce some more tools.
The following proposition guarantees that the “averaging property” of the guessing
probability (which holds by definition in the classical case) still holds when additionally
conditioning on a quantum system.
Proposition VI.1.5. For any state ρXY E ∈ S(HX ⊗ HY ⊗ HE) that is classical on X




PY (y) Guess(X|E, Y = y).





x , where M
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x acts on HE for every x, y, y′. Now, we write



















PXY (x, y) tr((
∑
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PY (y) max{My,yx }
∑
x




PY (y) Guess(X|E, Y = y).
VI. An entropic uncertainty inequality with application to quantum identification 105
The following proposition is known as the chain rule for min-entropy.
Proposition VI.1.6 ([145]). The following holds for all ρABC ∈ S(HA ⊗HB ⊗HC),
Hmin(A|BC) ≥ Hmin(AB|C)−Hmax(B).
Finally, we need the following lemma.
Lemma VI.1.7. For any state ρXY E ∈ S(HX ⊗HY ⊗HE) that is classical on X and Y
it holds that
Hmin(XE|Y = y) ≥ Hmin(X|Y = y) (VI.2)
for every y ∈ Y.
Proof. Note that it suffices to show that λmax(ρ
y
XE) ≤ λmax(ρyX) holds for every y ∈ Y.
Because ρyXE is classical on X, there exists a unitary U acting on HX such that ρ˜yXE :=
(U ⊗ IE)ρyXE(U † ⊗ IE) is classical with respect to the computational basis {|x〉}x∈X on









0 PX|Y (d|y) ρd,yE
 .
Note that because U is unitary, ρ˜yXE has the same eigenvalues as ρ
y
XE , where these eigen-
values are given by the union of the eigenvalues of the blocks on the diagonal of ρ˜yXE .
From this we see that the largest eigenvalue of ρ˜yXE (and thus of ρ
y
XE) cannot be larger
than the largest eigenvalue of ρ˜yX := trE(ρ˜
y
XE) (and thus of ρ
y
X).
Proof of Lemma VI.1.4 . By (VI.1) it is equivalent to show that
Guess(X|Y E) ≤ Guess(X|Y ) 2Hmax(E).


















−Hmin(X|Y=y) = 2Hmax(E) Guess(X|Y ),
where the first inequality is Proposition VI.1.6, and the second inequality follows by
Lemma VI.1.7. Hence, the claim follows.
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Finally, we make use of Renner’s privacy amplification theorem [145, 146], as given
below. Recall that a function g : R×X → {0, 1}` is called a universal (hash) function, if
for the random variable R, uniformly distributed over R, and for any distinct x, y ∈ X :
Pr[g(R, x)=g(R, y)] ≤ 2−`.
Theorem VI.1.8 (Privacy amplification). Let ρXE be a hybrid state with classical X.
Let g : R× X → {0, 1}` be a universal hash function, and let R be uniformly distributed
over R, independent of X and E. Then K = g(R,X) satisfies
dunif(K|RE) ≤ 1
2
· 2− 12 (Hmin(X|E)−`) .
Informally, Theorem VI.1.8 states that if X contains sufficiently more than ` bits of entropy
when given E, then ` nearly random-and-independent bits can be extracted from X.
VI.2 The All-But-One Entropic Uncertainty Relation
Throughout this section, {B1, . . . ,Bm} is an arbitrary but fixed family of bases for
the state space H of a quantum system. For simplicity, we restrict our attention to an
n-qubit system such that H = (C2)⊗n for n ∈ N, but our results immediately generalize
to arbitrary quantum systems. We write the 2n basis vectors of the j-th basis Bj as
Bj = {|x〉j : x ∈ {0, 1}n}. Let c be the maximum overlap of {B1, . . . ,Bm}, i.e.,
c := max{|〈x|j |y〉k| : x, y ∈ {0, 1}n, 1≤j<k≤m}.
In order to obtain our entropic uncertainty relation that lower bounds the min-entropy
of the measurement outcome for all but one measurement, we first show an uncertainty
relation that expresses uncertainty by means of the probability measure of given sets.
Theorem VI.2.1 (Theorem 4.18 in [153]). Let ρ be an arbitrary state of n qubits. For
j ∈ [m], let Qj(·) be the distribution of the outcome when ρ is measured in the Bj-basis,
i.e., Qj(x) = 〈x|j ρ |x〉j for any x ∈ {0, 1}n. Then, for any family {Lj}j∈[m] of subsets
Lj ⊂ {0, 1}n, it holds that∑
j∈[m]




A special case of Theorem VI.2.1, obtained by restricting the family of bases to the
specific choice {B+,B×} with B+ = {|x〉 : x ∈ {0, 1}n} and B× = {H⊗n|x〉 : x ∈ {0, 1}n}
(i.e. either the computational or Hadamard basis for all qubits), is an uncertainty relation
that was proven and used in the original paper about the BQSM [34]. The proof of
Theorem VI.2.1 goes along similar lines as the proof in the journal version of [34] for the
special case outlined above. It is based on the following norm inequality.
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Proposition VI.2.2. For orthogonal (or self-adjoint) projectors A1, A2, . . . , Am, it holds
that ∥∥A1 + . . .+Am∥∥ ≤ 1 + (m− 1) · max
1≤j<k≤m
∥∥AjAk∥∥,
where the norm is the operator norm
The case m = 2 was proven in [34], adapting a technique by Kittaneh [95]. We extend




A1 A2 · · · Am




0 0 · · · 0
 and Y :=

A1 0 · · · 0









A1 +A2 + . . .+Am 0 · · · 0




0 0 · · · 0
 and Y X =

A1 A1A2 · · · A1Am





AmA1 AmA2 · · · Am



























where the ∗ stand for entries of Y X and for i = 1, . . . ,m the ith star-pattern after the
diagonal pattern is obtained by i cyclic shifts of the columns of the diagonal pattern.
XY and Y X are Hermitian and thus have the same eigenvalues and ‖XY ‖ = ‖Y X‖.
Then, by applying the triangle inequality, the unitary invariance of the operator norm
and the facts that for all j 6= k : ‖Aj‖ = 1, ‖AjAk‖ = ‖AkAj‖, we obtain the desired
statement.
Proof of Theorem VI.2.1. For j ∈ [m], we define the orthogonal projectorsAj := ∑x∈Lj |x〉j〈x|j .
Using the spectral decomposition of ρ =
∑
w λw|ϕw〉〈ϕw| and the linearity of the trace, we
































∥∥∥∥ ≤ 1 + (m− 1) · maxj 6=k∈[m] ∥∥AjAk∥∥,
where the last inequality is Proposition VI.2.2. To conclude, we show that ‖AjAk‖ ≤
c
√
|Lj ||Lk|. Let us fix j 6= k ∈ [m]. Note that by the restriction on the overlap of the
family of bases {Bj}j∈[m], we have that |〈x|j |y〉k| ≤ c holds for all x, y ∈ {0, 1}n. Then,






























The third equality follows from Pythagoras, the first inequality holds by triangle inequality,
the second inequality by the bound on |〈x|j |y〉k|, and the last follows from Cauchy-Schwarz.
This implies ‖AjAk‖ ≤ c
√
|Lj ||Lk| and finishes the proof.
In the same spirit as in (the journal version of) [34], we reformulate the uncertainty
relation of Theorem VI.2.1 in terms of a “good event” E , which occurs with reasonable
probability, and if it occurs, the measurement outcomes have high min-entropy. The
statement is obtained by choosing the sets Lj in Theorem VI.2.1 appropriately.
Because we now switch to entropy notation, it will be convenient to work with a
measure of overlap between bases that is logarithmic in nature and relative to the number
n of qubits. Hence, we define
δ := − 1
n
log c2 .
We will later see that for “good” choices of bases, δ stays constant for growing n.
Corollary VI.2.3. Let ρ be an arbitrary n-qubit state, let J be a random variable over
[m] (with arbitrary distribution PJ), and let X be the outcome when measuring ρ in basis
BJ .4 Then, for any 0 <  < δ/4, there exists an event E such that∑
j∈[m]
Pr[E|J=j] ≥ (m− 1)− (2m− 1) · 2−n
4I.e., PX|J(x|j) = Qj(x), using the notation from Theorem VI.2.1.








for j ∈ [m] with PJ |E(j) > 0.
Proof. For j ∈ [m] define
Sj := {x ∈ {0, 1}n : Qj(x) ≤ 2−(δ/2−)n}
to be the sets of strings with small probabilities and denote by Lj := Sj their com-
plements5. Note that for all x ∈ Lj , we have that Qj(x) > 2−(δ/2−)n and therefore





(1−Qj(Lj)) ≥ m− (1 + (m− 1) · 2−n) = (m− 1)− (m− 1)2−n.
We define E := {X ∈ SJ ∧ QJ(SJ) ≥ 2−n} to be the event that X ∈ SJ and at the
same time the probability that this happens is not too small. Then Pr[E|J=j] = Pr[X ∈
Sj ∧ Qj(Sj) ≥ 2−n|J = j] either vanishes (if Qj(Sj) < 2−n) or else equals Qj(Sj). In
either case, Pr[E|J=j] ≥ Qj(Sj)−2−n holds and thus the first claim follows by summing
over j ∈ [m] and using the derivation above. Furthermore, let p = maxj PJ(j), then
Pr[E¯ ] = ∑j∈[m] PJ(j)Pr[E¯ |J=j] ≤ p∑j∈[m] Pr[E¯ |J=j] ≤ p(m−(∑j∈[m]Qj(Sj)−2−n)) ≤
p(1 + (2m− 1) · 2−n), and Pr[E ] ≥ (1− p)− p(2m− 1) · 2−n
Regarding the second claim, in case J = j, we have












= (δ/2− )n+ log(Qj(Sj)).
As Qj(Sj) ≥ 2−n by definition of E , we have Hmin(X|J=j, E) ≥ (δ/2− 2)n.
We are now ready to state and prove our new all-but-one entropic uncertainty relation.
Theorem VI.2.4. Let ρ be an arbitrary n-qubit state, let J be a random variable over
[m] (with arbitrary distribution PJ), and let X be the outcome when measuring ρ in basis
BJ . Then, for any 0 <  < δ/4, there exists a random variable J ′ with joint distribution
PJJ ′X such that (1) J and J
′ are independent and (2) there exists an event Ψ with Pr[Ψ] ≥
1− 2 · 2−n such that6






5Here’s the mnemonic: S for the strings with Small probabilities, L for Large.
6Instead of introducing such an event Ψ, we could also express the min-entropy bound by means of the
smooth min-entropy of X given J = j and J ′ = j′.
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for all j, j′ ∈ [m] with j 6= j′ and PJJ ′|Ψ(j, j′) > 0.
Note that, as phrased, Theorem VI.2.4 requires that J is fixed and known, and only
then the existence of J ′ can be guaranteed. This is actually not necessary. By looking at
the proof, we see that J ′ can be defined simultaneously in all m probability spaces PX|J=j
with j ∈ [m], without having assigned a probability distribution to J yet, so that the
resulting random variable J ′ we obtain by assigning an arbitrary probability distribution
PJ to J , satisfies the claimed properties. This in particular implies that the (marginal)
distribution of J ′ is fully determined by ρ.
The idea of the proof of Theorem VI.2.4 is to (try to) define the random variable J ′ in
such a way that the event J 6= J ′ coincides with the “good event” E from Corollary VI.2.3.
It then follows immediately from Corollary VI.2.3 that Hmin(X|J = j, J ′ 6= J) ≥ (δ/2 −
2)n, which is already close to the actual min-entropy bound we need to prove. This
approach dictates that if the event E does not occur, then J ′ needs to coincide with J .
Vice versa, if E does occur, then J ′ needs to be different to J . However, it is a priori
unclear how to choose J ′ different to J in case E occurs. There is only one way to set J ′
to be equal to J , but there are many ways to set J ′ to be different to J (unless m = 2). It
needs to be done in such a way that without conditioning on E or its complement, J and
J ′ are independent.
Somewhat surprisingly, it turns out that the following does the job. To simplify this
informal discussion, we assume that the sum of the m probabilities Pr[E|J=j] from Corol-
lary VI.2.3 equals m − 1 exactly. It then follows that the corresponding complementary
probabilities, Pr[E¯ |J = j] for the m different choices of j ∈ [m], add up to 1 and thus
form a probability distribution. J ′ is now chosen, in the above spirit depending on the
event E , so that its marginal distribution PJ ′ coincides with this probability distribution:
PJ ′(j
′) = Pr[E¯ |J = j′] for all j′ ∈ [m]. Thus, in case the event E occurs, J ′ is chosen
according to this distribution but conditioned on being different to the value j, taken on
by J . The technical details, and how to massage the argument in case the sum of the
Pr[E|J=j]’s is not exactly m− 1, are worked out in the proof below.
Proof of Theorem VI.2.4. From Corollary VI.2.3 we know that for any 0 <  < δ/4, there
exists an event E such that ∑j∈[m] Pr[E|J = j] = m − 1 − α, and thus ∑j∈[m] Pr[E¯ |J =
j] = 1 + α, for −1 ≤ α ≤ (2m − 1)2−n. We make a case distinction between α = 0,
α > 0 and α < 0; we start with the case α = 0, we subsequently prove the other
two cases by reducing them to the case α = 0 by “inflating” and “deflating” the event
E appropriately. The approach for the case α = 0 is to define J ′ in such way that
E ⇐⇒ J 6= J ′, i.e., the event J 6= J ′ coincides with the event E . The min-entropy bound
from Corollary VI.2.3 then immediately translates to Hmin(X|J = j, J ′ 6= J) ≥ (δ/2−2)n,
and to Hmin(X|J = j, J ′ = j′) ≥ (δ/2 − 2)n for j′ 6= j with PJJ ′(j, j′) > 0, as we will
show. What is not obvious about the approach is how to define J ′ when it is supposed
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to be different from J , i.e., when the event E occurs, so that in the end J and J ′ are
independent.




1 if j = j′
0 if j 6= j′ and PJ ′|JXE(j
′|j, x) :=

0 if j = j′
Pr[E¯ |J = j′]
Pr[E|J = j] if j 6= j
′
We assume for the moment that the denominator in the latter expression does not vanish
for any j; we take care of the case where it does later. Trivially, PJ ′|JXE¯ is a proper
distribution, with non-negative probabilities that add up to 1, and the same holds for








Pr[E¯ |J = j′]
Pr[E|J = j] = 1
where we used that
∑
j∈[m] Pr[E¯ |J = j] = 1 (because α = 0) in the last equality. Fur-
thermore, it follows immediately from the definition of J ′ that E¯ =⇒ J = J ′ and
E =⇒ J 6= J ′. Hence, E ⇐⇒ J 6= J ′, and thus the bound from Corollary VI.2.3 trans-
lates to Hmin(X|J = j, J ′ 6= J) ≥ (δ/2− 2)n. It remains to argue that J ′ is independent
of J , and that the bound also holds for Hmin(X|J = j, J ′ = j′) whenever j 6= j′.
The latter follows immediately from the fact that conditioned on J 6= J ′ (which is
equivalent to E), X, J and J ′ form a Markov chain X ↔ J ↔ J ′, and thus, given J = j,
additionally conditioning on J ′ = j′ does not change the distribution of X. For the
independence of J and J ′, consider the joint probability distribution of J and J ′, given by
PJJ ′(j, j
′) = PJ ′JE(j′, j) + PJ ′J E¯(j
′, j)
= PJ(j)Pr[E|J = j]PJ ′|JE(j′|j) + PJ(j)Pr[E¯ |J = j]PJ ′|J E¯(j′|j)
= PJ(j)Pr[E¯ |J = j′],
where the last equality follows by separately analyzing the cases j = j′ and j 6= j′. It
follows immediately that the marginal distribution of J ′ is PJ ′(j′) =
∑
j PJJ ′(j, j
′) =
Pr[E¯ |J = j′], and thus PJJ ′ = PJ · PJ ′ .
What is left to do for the case α = 0 is to deal with the case where there exists j∗
with Pr[E|J = j∗] = 0. Since ∑j∈[m] Pr[E¯ |J = j] = 1, it holds that Pr[E¯ |J = j] = 0 for
j 6= j∗. This motivates to define J ′ as J ′ := j∗ with probability 1. Note that this definition
directly implies that J ′ is independent from J . Furthermore, by the above observations:
E ⇐⇒ J 6= J ′. This concludes the case α = 0.
Next, we consider the case α > 0. The idea is to “inflate” the event E so that α
becomes 0, i.e., to define an event E ′ that contains E (meaning that E =⇒ E ′) so that
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∑
j∈[m] Pr[E ′|J = j] = m − 1, and to define J ′ as in the case α = 0 (but now using E ′).
Formally, we define E ′ as the disjoint union E ′ = E ∨ E◦ of E and an event E◦. The event
E◦ is defined by means of Pr[E◦|E , J = j,X = x] = 0, so that E and E◦ are indeed disjoint,
and Pr[E◦|J = j,X = x] = α/m, so that indeed∑
j∈[m]
Pr[E ′|J = j] =
∑
j∈[m]
(Pr[E|J = j] + Pr[E◦|J = j]) = (m− 1− α) + α = m− 1 .
We can now apply the analysis of the case α = 0 to conclude the existence of J ′,
independent of J , such that J 6= J ′ ⇐⇒ E ′ and thus (J 6= J ′) ∧ E¯◦ ⇐⇒ E ′ ∧ E¯◦ ⇐⇒ E .
Setting Ψ := E¯◦, it follows that
Hmin(X|J = j, J 6= J ′,Ψ) = Hmin(X|J = j, E) ≥ (δ/2− 2)n ,
where Pr[Ψ] = 1 − Pr[E◦] = 1 − α/m ≥ 1 − (2m − 1)2−n/m ≥ 1 − 2 · 2−n. Finally,
using similar reasoning as in the case α = 0, it follows that the same bound holds for
Hmin(X|J = j, J ′ = j′,Ψ) whenever j 6= j′. This concludes the case α > 0.
Finally, we consider the case α < 0. The approach is the same as above, but now E ′ is
obtained by “deflating” E . Specifically, we define E ′ by means of Pr[E ′|E¯ , J = j,X = x] =
Pr[E ′|E¯ ] = 0, so that E ′ is contained in E , and Pr[E ′|E , J = j,X = x] = Pr[E ′|E ] = m−1m−1−α ,
so that ∑
j∈[m]
Pr[E ′|J = j] =
∑
j∈[m]
Pr[E ′|E ] · Pr[E|J = j] = m− 1 .
Again, from the α = 0 case we obtain J ′, independent of J , such that the event J 6= J ′ is
equivalent to the event E ′.
It follows that
Hmin(X|J = j, J 6= J ′) = Hmin(X|J = j, E ′) = Hmin(X|J = j, E ′, E)
≥ Hmin(X|J = j, E)− log(P [E ′|E , J = j]) ≥ (δ/2− 2)n− 1 ,
where the second equality holds because E ′ =⇒ E , the first inequality holds because
additionally conditioning on E ′ increases the probabilities of X conditioned on J = j and
E by at most a factor 1/P [E ′|E , J = j], and the last inequality holds by Corollary VI.2.3
and because P [E ′|E , J = j] = m−1m−1−α ≥ 12 , where the latter holds since α ≥ −1. Finally,
using similar reasoning as in the previous cases, it follows that the same bound holds for
Hmin(X|J = j, J ′ = j′) whenever j 6= j′. This concludes the proof.
VI.2.1 Constructing Good Families of Bases
Here, we discuss some interesting choices for the family {B1, . . . ,Bm} of bases. We say
that such a family is “good” if δ = − 1n log(c2) converges to a strictly positive constant
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as n tends to infinity. There are various ways to construct such families. For example,
a family obtained through sampling according to the Haar measure will be good with
overwhelming probability (a precise statement, in which “good” means δ = 0.9, can be
found at the very end of the proof of Theorem 2.5 of [47]). The best possible constant
δ = 1 is achieved for a family of mutually unbiased bases. However, for arbitrary quantum
systems (i.e., not necessarily multi-qubit systems) it is not well understood how large such
a family may be, beyond that its size cannot exceed the dimension plus 1.
In the upcoming section, we will use the following simple and well-known construction.
For an arbitrary binary code C ⊂ {0, 1}n of size m, minimum distance d and encoding
function c : [m] → C, we can construct a family {B1, . . . ,Bm} of bases as follows. We
identify the jth codeword, i.e. c(j) = (c1, . . . , cn) for j ∈ [m], with the basis Bj = {|x〉c(j) :
x ∈ {0, 1}n} = {(Hc1⊗· · ·⊗Hcn)|x〉 : x ∈ {0, 1}n}. In other words, Bj measures qubit-wise
in the computational or the Hadamard basis, depending on the corresponding coordinate
of c(j).7 It is easy to see that the maximum overlap c of the family obtained this way
is directly related to the minimum distance of C, namely δ = − 1n log(c2) coincides with
the relative minimal distance d/n of C. Hence, choosing an asymptotically good code
immediately yields a good family of bases.
VI.3 A New Quantum Identification Protocol
Our application of the new uncertainty relation is in proving security of a new iden-
tification protocol in the quantum setting. The goal of (password-based) identification is
to “prove” knowledge of a password w (or some other low-entropy key, like a PIN) with-
out giving w away. More formally, given a user U and a server S that hold a pre-agreed
password w ∈ W, U wants to convince S that he indeed knows w, but in such a way that
he gives away as little information on w as possible in case he is actually interacting with
a dishonest server S∗.
In [35], Damg˚ard et al. showed the existence of a secure identification protocol in
the bounded-quantum-storage model. The protocol involves the communication of qubits,
and is secure against an arbitrary dishonest server S that has limited quantum storage
capabilities and can only store a certain fraction of the communicated qubits, whereas the
security against a dishonest user U∗ holds unconditionally.
On the negative side, it is known that without any restriction on (one of) the dishonest
participants, secure identification is impossible (even in the quantum setting). Indeed, if
a quantum protocol is unconditionally secure against a dishonest user, then unavoidably
it can be broken by a dishonest server with unbounded quantum-storage and unbounded
7If cj = 0, Bj measures qubit j in the computational basis + = {|0〉, |1〉}. If cj = 1, Bj measures qubit
j in the Hadamard basis × = {H|0〉, H|1〉}. Thus we identify {0, 1}n with the set of product basis where
each of them is taken to be the computational or the Hadamard basis.
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quantum-computing power; this follows essentially from [107] (see also [35]). Thus, the
best one can hope for (for a protocol that is unconditionally secure against a dishonest
user) is that in order to break it, unbounded quantum storage and unbounded quantum-
computing power is necessary for the dishonest server. This is not the case for the protocol
of [35]: storing all the communicated qubits as they are, and measuring them qubit-wise
in one or the other basis at the end, completely breaks the protocol. Thus, no quantum
computing power at all is necessary to break the protocol, only sufficient quantum storage.
In this section, we propose a new identification protocol, which can be regarded as a
first step towards closing the above gap. Like the protocol from [35], our new protocol is
secure against an unbounded dishonest user and against a dishonest server with limited
quantum storage capabilities. The new uncertainty relation forms the main ingredient
in the user-security proof in the BQSM. Furthermore, and in contrast to [35], a mini-
mal amount of quantum computation power is necessary to break the protocol, beyond
sufficient quantum storage. Indeed, next to the security against a dishonest server with
bounded quantum storage, we also prove—in Section VI.6—security against a dishonest
server that can store all the communicated qubits, but is restricted to measure them
qubit-wise (in arbitrary qubit bases) at the end of the protocol execution. Thus, beyond
sufficient quantum storage, quantum computation that involves pairs of qubits is necessary
(and in fact sufficient) to break the new protocol.
Restricting the dishonest server to qubit-wise measurements may look restrictive; how-
ever, we stress that in order to break the protocol, the dishonest server needs to store many
qubits and perform quantum operations on them that go beyond single-qubit operations;
this may indeed be considerably more challenging than storing many qubits and measuring
them qubit-wise. Furthermore, it turns out that proving security against such a dishonest
server that is restricted to qubit-wise measurements is already challenging; indeed, stan-
dard techniques do not seem applicable here. Therefore, handling a dishonest server that
can, say, act on blocks of qubits, must be left to future research.
We first formalize the security properties we want to achieve. We borrow the definitions
from [35], which are argued to be “the right ones” in [48].
Definition VI.3.1 (Correctness). An identification protocol is said to be ε-correct if,
after an execution by honest U and honest S, S accepts with probability 1− ε.
Definition VI.3.2 (User security). An identification protocol for two parties U, S is ε-
secure for the user U against (dishonest) server S∗ if the following holds: If the initial
state of S∗ is independent of W , then its state E after execution of the protocol is such
that there exists a random variable W ′ that is independent of W and such that
ρWW ′E|W 6=W ′ ≈ε ρW↔W ′↔E|W 6=W ′ .
Definition VI.3.3 (Server security). An identification protocol for two parties U, S is
ε-secure for the server S against (dishonest) user U∗ if the following holds: whenever the
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initial state of U∗ is independent of W , then there exists a random variable W ′ (possibly
⊥) that is independent of W such that if W 6= W ′ then S accepts with probability at
most ε. Furthermore, the common state ρWE after execution of the protocol (including S’s
announcement to accept or reject) satisfies
ρWW ′E|W 6=W ′ ≈ε ρW↔W ′↔E|W 6=W ′ .
We will prove the user-security of the protocol in two different models, in which different
assumptions are made. Because these assumptions are in some sense “orthogonal”, the
hope is that if security would break down in one model to a failing assumption, the protocol
is still secure by the other model.
Let C ⊂ {0, 1}n be a binary code with minimum distance d, and let c : W → C be its
encoding function. Let m := |W|, and typically, m < 2n. Let F be the class of all linear
functions from {0, 1}n to {0, 1}`, where ` < n, represented as `× n binary matrices. It is
well-known that this class is two-universal. Furthermore, let G be a strongly two-universal
class of hash functions from W to {0, 1}`. Protocol Q-ID is shown below.
Protocol Q-ID
1. U picks x ∈ {0, 1}n independently and uniformly at random and sends |x〉c(w) to S.
2. S measures in basis c(w). Let x′ be the outcome.
3. U picks f ∈ F independently and uniformly at random and sends it to S
4. S picks g ∈ G independently and uniformly at random and sends it to U
5. U computes and sends z := f(x)⊕ g(w) to S
6. S accepts if and only if z = z′ where z′ := f(x′)⊕ g(w)
Our protocol is quite similar to the protocol in [35]. The difference is that in our
protocol, both parties, U and S, use c(w) as basis for preparing/measuring the qubits in
step (1) and (2), whereas in [35], only S uses c(w) and U uses a random basis θ ∈ {0, 1}n
instead, and then U communicates θ to S and all the positions where θ and c(w) differ
are dismissed. Thus, in some sense, our new protocol is more natural since why should
U use a random basis when he knows the right basis (i.e., the one that S uses)? In [35],
using a random basis (for U) was crucial for their proof technique, which is based on an
entropic uncertainty relation of a certain form, which asks for a random basis. However,
using a random basis, which then needs to be announced, renders the protocol insecure
against a dishonest server S∗ that is capable of storing all the communicated qubits and
then measure them in the right basis once it has been announced. Our new uncertainty
relation applies to the case where an n-qubit state is measured in a basis that is sampled
from a code C, and thus is applicable to the new protocol where U uses basis c(w) ∈ C.
Since this basis is common knowledge (to the honest participants), it does not have to
be communicated, and as such a straightforward store-and-then-measure attack as above
does not apply.
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A downside of our protocol is that security only holds in case of a perfect quantum
source, which emits exactly one qubit when triggered. Indeed, a multi-photon emission
enables a dishonest server S∗ to learn information on the basis used, and thus gives away
information on the password w in our protocol.
It is straightforward to verify that (in the ideal setting with perfect sources, no noise,
etc.) Q-ID satisfies the correctness property (Definition VI.3.1) perfectly, i.e. ε = 0. In
the remaining sections, we prove (unconditional) security against a dishonest user, and we
prove security against two kinds of restricted dishonest servers. First, against a dishonest
server that has limited quantum storage capabilities, and then against a dishonest server
that can store an unbounded number of qubits, but can only store and measure them
qubit-wise.
VI.4 (Unconditional) Server Security
We claim security of Q-ID against an arbitrary dishonest user U∗ (that is merely
restricted by the laws of quantum mechanics).






Proof. Clearly, from the steps (1) to (5) in the protocol Q-ID, U∗ learns no information
on W at all. The only information he may learn is by observing whether S accepts or not
in step (6). Therefore, in order to prove server security, it suffices to show the existence
of a random variable W ′, independent of W , with the property that S rejects whenever
W ′ 6= W (except with probability 12m(m− 1)2−`).
We may assume that W = {1, . . . ,m}. Let ρWX′FGZE be the state describing the
password W , the variables X ′, F,G and Z occurring in the protocol from the server’s
point of view, and U∗’s quantum state E before observing S’s decision to accept or reject.
For any w ∈ W, consider the state ρwX′FGZE := ρX′FGZE|W=w. Note that the reduced
state ρwFGZE is the same for any w ∈ W; this follows from the assumption that U∗’s initial
state is independent of W and because F,G and Z are produced independently of W . We
may thus write ρwX′FGZE as ρX′wFGZE , and we can “glue together” the states ρX′wFGZE for
all choices of w. This means, there exists a state ρX′1···X′mFGZE1···Em that correctly reduces
to ρX′wFGZEw = ρX′wFGZE for any w ∈ W, and conditioned on FGZ, we have that X ′iEi
is independent of X ′jEj for any i 6= j ∈ W. It is easy to see that for any i 6= j ∈ W,
G is independent of X ′i, X
′
j and F . Therefore, by the strong two-universality of G, for
any i 6= j it holds that Z ′i 6= Z ′j except with probability 2−`, where Z ′w = FX ′w + G(w)
for any w. Therefore, by the union bound, Z ′1, . . . , Z ′m are pairwise distinct and thus Z
can coincide with at most one of the Z ′w’s, except with probability ε =
1
2m(m − 1)2−`.
Let W ′ be defined such that Z = Z ′W ′ ; if there is no such Z
′
w then we let W
′ = ⊥, and
if there are more than one then we let it be the first. Recall, the latter can happen
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with probability at most ε. We now extend the state ρX′1···X′mFGZW ′E1···Em by W , chosen
independently according to PW . Clearly W
′ is independent of W . Furthermore, except
with probability at most ε, if W 6= W ′ then Z 6= Z ′W . Finally note that ρX′WFGZW ′WEW
is such that ρX′WFGZWEW =
∑





|w〉〈w| = ρX′FGZWE . Thus, also with respect to the state ρX′FGZWE there exist W ′,
independent of W , such that if W ′ 6= W then Z 6= Z ′ except with probability at most ε.
This was to be shown.
VI.5 User Security in the Bounded-Quantum-Storage Model
We consider a dishonest server S∗, and prove security of Q-ID in the bounded-quantum-
storage model. In this model, as introduced in [34], it is assumed that the adversary (here
S∗) cannot store more than a fixed number of qubits, say q. The security proof of Q-ID
in the bounded-quantum-storage model is very similar to the corresponding proof in [35]
for their protocol, except that we use the new uncertainty relation from Section VI.2.
Furthermore, since our uncertainty relation (Theorem VI.2.4) already guarantees the exis-
tence of the random variable W ′ as required by the security property, no entropy-splitting
as in [35] is needed.
In the following, let δ := d/n, i.e. the relative minimum distance of C.
Theorem VI.5.1. Let S∗ be a dishonest server whose quantum memory is at most q




((δ/2−2κ)n−1−q−`) + 4 · 2−κn.
Proof. We consider and analyze a purified version of Q-ID where in step (1) instead of
sending |X〉c to S∗ for a uniformly distributed X, U prepares a fully entangled state
2−n/2
∑
x |x〉|x〉 and sends the second register to S∗ while keeping the first. Then, in step
(3) when the memory bound has applied, U measures his register in the basis c(W ) in
order to obtain X. Note that this procedure produces exactly the same common state
as in the original (non-purified) version of Q-ID. Thus, we may just as well analyze this
purified version.
The state of S∗ consists of his initial state and his part of the EPR pairs, and may
include an additional ancilla register. Before the memory bound applies, S∗ may perform
any unitary transformation on his composite system. When the memory bound is applied
(just before step (3) is executed in Q-ID), S∗ has to measure all but q qubits of his system.
Let the classical outcome of this measurement be denoted by y, and let E′ be the remaining
quantum state of at most q qubits. The common state has collapsed to a (n+q)-qubit state
and depends on y; the analysis below holds for any y. Next, U measures his n-qubit part of
the common state in basis c(W ); let X denote the classical outcome of this measurement.
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By our new uncertainty relation (Theorem VI.2.4) and subsequently applying the min-
entropy chain rule that is given in Lemma VI.1.4 (to take the q stored qubits into account)
it follows that there exists W ′, independent of W , and an event Ψ that occurs at least
with probability 1− 2 · 2−κn such that
Hmin(X|E′,W = w,W ′ = w′,Ψ) ≥ (δ/2− 2κ)n− 1− q.
for any w,w′ such that w 6= w′. Because U chooses F independently at random from a
2-universal family, privacy amplification guarantees that
dunif(F (X)|E′F,W = w,W ′ = w′) ≤ ε′ := 1
2
· 2− 12 ((δ/2−2κ)n−1−q−`) + 2 · 2−κn,
for any w,w′ such that w 6= w′. Recall that Z = F (X) ⊕ G(W ). By security of the
one-time pad it follows that
dunif(Z|E′FG,W = w,W ′ = w′) ≤ ε′, (VI.3)
for any w,w′ such that w 6= w′. To prove the claim, we need to bound,
δ(ρWW ′E|W 6=W ′ , ρW↔W ′↔E|W 6=W ′)
= 12‖ρWW ′E′FGZ|W 6=W ′ − ρW↔W ′↔E′FGZ|W 6=W ′‖1
≤ 12‖ρWW ′E′FGZ|W 6=W ′ − ρWW ′E′FG|W 6=W ′ ⊗ 2−`I‖1
+ 12‖ρWW ′E′FG|W 6=W ′ ⊗ 2−`I− ρW↔W ′↔E′FGZ|W 6=W ′‖1 (VI.4)
where the equality follows by definition of trace distance (Definition ??) and the fact that
the output state E is obtained by applying a unitary transformation to the set of registers
(E′, F , G, W ′, Z). The inequality is the triangle inequality; in the remainder of the proof,
we will show that both terms in (VI.4) are upper bounded by ε′.
1




PWW ′|W 6=W ′(w,w′) dunif(Z|E′FG,W = w,W ′ = w′) ≤ ε′,
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where the latter inequality follows from (VI.3).For the other term, we reason as follows:
1




PWW ′|W 6=W ′(w,w′) ‖ρw,w
′






PWW ′|W 6=W ′(w,w′) ‖ρw,w
′















PW |W ′,W 6=W ′(w|w′)ρw,w
′















PWW ′|W 6=W ′(w,w′) ‖ρw,w
′






PWW ′|W 6=W ′(w,w′) dunif(Z|E′FG,W = w,W ′ = w′) ≤ ε′,
where the first equality follows by definition of conditional independence and by a basic
property of the trace distance; the third and fourth equality follow by linearity of the trace
distance. The inequality on the last line follows from (VI.3). This proves the claim.
VI.6 User Security in the Single-Qubit-Operations Model
We now consider a dishonest server S∗ that can store an unbounded number of qubits.
Clearly, against such a S∗, Theorem VI.5.1 provides no security guarantee anymore. We
show here that there is still some level of security left. Specifically, we show that Q-ID is
still secure against a dishonest server S∗ that can reliably store all the communicated qubits
and measure them qubit-wise and non-adaptively at the end of the protocol. This feature
distinguishes our identification protocol from the protocol from [35], which completely
breaks down against such an attack.
Formally, a dishonest server S∗ in the SQOM is modeled as follows.
1. S∗ may reliably store the n-qubit state |x〉c(w) = |x1〉c(w)1 ⊗ · · · ⊗ |xn〉c(w)n received
in step (1) of Q-ID.
2. At the end of the protocol, in step (5), S∗ chooses an arbitrary sequence θ =
(θ1, . . . , θn), where each θi describes an arbitrary orthonormal basis of C2, and mea-
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sures each qubit |xi〉c(w)i in basis θi to observe Yi ∈ {0, 1}. Hence, we assume that
S∗ measures all qubits at the end of the protocol.
3. The choice of θ may depend on all the classical information gathered during the
execution of the protocol, but we assume a non-adaptive setting where θi does not
depend on Yj for i 6= j, i.e., S∗ has to choose θ entirely before performing any
measurement.
Considering complete von Neumann measurements acting on individual qubits, rather
than general single-qubit POVMs, may be considered a restriction of our model. Nonethe-
less, general POVM measurements can always be described by von Neumann measure-
ments on a bigger system. In this sense, restricting to von Neumann measurements is
consistent with the requirement of single-qubit operations. It seems non-trivial to extend
our security proof to general single-qubit POVMs.
The restriction to non-adaptive measurements (item 3) is rather strong, even though
the protocol from [35] already breaks down in this non-adaptive setting. The restriction
was introduced as a stepping stone towards proving the adaptive case. Up to now, we
have unfortunately not yet succeeded in doing so, hence we leave the adaptive case for
future research.
We also leave for future research the case of a less restricted dishonest server S∗ that
can do measurements on blocks that are less stringently bounded in size. Whereas the
adaptive versus non-adaptive issue appears to be a proof-technical problem (Q-ID looks
secure also against an adaptive S∗), allowing measurements on larger blocks will require
a new protocol, since Q-ID becomes insecure when S∗ can do measurements on blocks of
size 2, as we show in Section VI.6.4.
VI.6.1 No Privacy Amplification
One might expect that proving security of Q-ID in the SQOM, i.e., against a dishonest
server S∗ that is restricted to single-qubit operations should be straightforward, but actu-
ally the opposite is true, for the following reason. Even though it is not hard to show that
after his measurements, S∗ has lower bounded uncertainty in x (except if he was able to
guess w), it is not clear how to conclude that f(x) is close to random so that z does not
reveal a significant amount of information about w. The reason is that standard privacy
amplification fails to apply here. Indeed, the model allows S∗ to postpone the measure-
ment of all qubits to step (5) of the protocol. The hash function f , however, is chosen
and sent already in step (3). This means that S∗ can choose his measurements in step
(5) depending on f . As a consequence, the distribution of x from the point of view of S∗
may depend on the choice of the hash function f , in which case the privacy-amplification
theorem does not give any guarantees.
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VI.6.2 Single-Qubit Measurements
Consider an arbitrary sequence θ = (θ1, . . . , θn) where each θi describes an orthonormal
basis of C2. Let |ψ〉 be an n-qubit system of the form
|ψ〉 = |x〉b = Hb1 |x1〉 ⊗ · · · ⊗Hbn |xn〉,
where x and b are arbitrary in {0, 1}n. Measuring |ψ〉 qubit-wise in basis θ results in a
measurement outcome Y = (Y1, . . . , Yn) ∈ {0, 1}n. Suppose that x, b and θ are in fact
realizations of the random variables X, B and Θ respectively. It follows immediately from
the product structure of the state |ψ〉 that




i.e. the random variables Yi are statistically independent conditioned on arbitrary fixed
values for Xi, Bi and Θi but such that PXiBiΘi(xi, bi, θi) > 0.
Lemma VI.6.1. The distribution PYi|XiBiΘi(yi|xi, bi, θi) exhibits the following symme-
tries:
PYi|XiBiΘi(0|0, bi, θi) = PYi|XiBiΘi(1|1, bi, θi)
and
PYi|XiBiΘi(0|1, bi, θi) = PYi|XiBiΘi(1|0, bi, θi)
for all i ∈ [n], for all bi and θi with PXiBiΘi(ξ, bi, θi) > 0 for all ξ ∈ {0, 1}.
Proof. Let α, β ∈ C be such that θi := {α|0〉 + β|1〉, β|0〉 − α|1〉}. (We can always find
such α and β.) Writing out the measurement explicitly gives
PYi|XiBiΘi(0|xi, bi, θi) = |(α〈0|+ β〈1|)Hbi |xi〉|2 and
PYi|XiBiΘi(1|xi, bi, θi) = |(β〈0| − α〈1|)Hbi |xi〉|2.
Hence, it suffices to prove that
|(α〈0|+ β〈1|)Hbi |xi〉|2 = |(β〈0| − α〈1|)Hbi |xi ⊕ 1〉|2 (VI.5)
for every xi, bi ∈ {0, 1}.
We first show (VI.5) for bi = 0. Using that σX is unitary and hermitian we have
|(α〈0|+ β〈1|)|xi〉|2 = |(α〈0|+ β〈1|)σXσX |xi〉|2 = |(α〈1|+ β〈0|)|xi ⊕ 1〉|2
= |(β〈0| − α〈1|)|xi ⊕ 1〉|2
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The last equation follows because the expression equals either |α|2 or |β|2 (depending on
xi ∈ {0, 1}), hence we may freely change the sign of α. For bi = 1, we have
|(α〈0|+ β〈1|)H|xi〉|2 = |(α〈0|+ β〈1|)(|0〉+ (−1)xi |1〉)|2 = |α+ (−1)xiβ|2
and
|(β〈0| − α〈1|)H|xi ⊕ 1〉|2 = |(β〈0| − α〈1|)(|0〉 − (−1)xi |1〉)|2 = |β + (−1)xiα|2.
We see that those expressions are equal for every xi ∈ {0, 1}.
The symmetry characterized in Lemma VI.6.1 coincides with that of the binary sym-
metric channel, i.e. we can view Y as a “noisy version” of X, where this noise—produced
by the measurement—is independent of X.
Formally, we can write Y as
Y = X ⊕∆, (VI.6)
where the random variable ∆ = (∆1, . . . ,∆n) ∈ {0, 1}n thus represents the error between
the random variable X ∈ {0, 1}n that is “encoded” in the quantum state and the measure-
ment outcome Y ∈ {0, 1}n. By substituting (VI.6) in Lemma VI.6.1, we get the following
corollary.
Corollary VI.6.2 (Independence Between ∆ and X). For every i ∈ [n] it holds that
P∆i|XiBiΘi(δi|xi, bi, θi) = P∆i|BiΘi(δi|bi, θi)
for all δi ∈ {0, 1} and for all xi, bi and θi such that PXiBiΘi(xi, bi, θi) > 0.
Furthermore, since the random variables Yi are statistically independent conditioned
on fixed values for Xi, Bi and Θi, it follows that the ∆i are statistically independent
conditioned on fixed values for Bi and Θi.
Definition VI.6.3 (Quantized Basis). For any orthonormal basis θi = {|v1〉, |v2〉} on C2,
we define the quantized basis of θi as
θˆi := j





If both j ∈ {0, 1} attain the maximum, then j∗ is chosen arbitrarily. The quantized basis
of the sequence θ = (θ1, . . . , θn) is naturally defined as the element-wise application of the
above, resulting in θˆ ∈ {0, 1}n.
We will use the bias as a measure for the predictability of ∆i.
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Theorem VI.6.4. When measuring the qubit Hbi |xi〉 for any xi, bi ∈ {0, 1} in any or-
thonormal basis θi on C2 for which the quantized basis θˆi is the complement of bi, i.e.
θˆi = bi ⊕ 1, then the bias of ∆i ∈ {0, 1}, where ∆i = Yi ⊕ xi and Yi ∈ {0, 1} is the




Since the theorem holds for any xi ∈ {0, 1} and since Corollary VI.6.2 guarantees that
∆i is independent from an arbitrary random variable Xi, the theorem also applies when
we replace xi by the random variable Xi.
In order to prove Theorem VI.6.4, we need the following lemma.
Lemma VI.6.5. If, for any orthonormal basis θi on C2, there exists a bit bi ∈ {0, 1}
so that when measuring the qubit Hbi |xi〉 for any xi ∈ {0, 1} in the basis θi to obtain








Proof. First note that for any xi, bi ∈ {0, 1} and any orthonormal basis θi on C2, measuring
a state Hbi |xi〉 in θi = {|v〉, |w〉} where |v〉 = α|0〉+ β|1〉 and |w〉 = β|0〉 − α|1〉 gives the
same outcome distribution (up to permutations) as when measuring one of the basis states
of θi (when viewed as a quantum state), say |w〉, using the basis {Hbi |xi〉, Hbi |xi ⊕ 1〉}.
To see why this holds, note that it follows immediately that |〈w|Hbi |xi〉|2 = |〈xi|Hbi |w〉|2.
Furthermore, we have already shown in the proof of Lemma VI.6.1 that
|〈v|Hbi |xi〉|2 = |〈w|Hbi |xi ⊕ 1〉|2
holds.
Hence, we can apply Theorem VI.2.1 with ρ = |w〉〈w| (this implies that n = 1), m = 2
and B0 and B1 are the computational and Hadamard basis respectively. The maximum
overlap between those bases is c = 1/
√
2. Theorem VI.2.1 gives us that
p{|0〉,|1〉}max + p
{|+〉,|−〉}








max respectively denote the maximum probability in the distri-
bution obtained by measuring in the computational and Hadamard basis. By simple
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manipulations we can write this as a bound on the sum of the biases:
2√
2
≥ (2p{|0〉,|1〉}max − 1) + (2p{|+〉,|−〉}max − 1)
= bias(Yi) + bias(Zi). (VI.7)
From this relation, the claim follows immediately.
Following [153], we want to remark that both biases in (VI.7) are equal to 1/
√
2 when
θi is the Breidbart basis, which is the basis that is precisely “in between” the computational
and the Hadamard basis:8
|v〉 = cos(pi8 )|0〉+ sin(pi8 )|1〉 and |w〉 = sin(pi8 )|0〉 − cos(pi8 )|1〉.




|〈vk|H θˆi |0〉|. (VI.8)
If µ ≤ cos(pi/8), then we also have that maxk∈{0,1} |〈vk|Hbi |xi〉| ≤ cos(pi/8) where bi =
θˆi ⊕ 1, this holds by definition of the quantized basis (Definition VI.6.3). Then, the
probability of obtaining outcome Yi = k
∗, where k∗ ∈ {0, 1} achieves the maximum in
(VI.8), is bounded by
PYi(k
∗) = |〈vk∗ |Hbi |xi〉|2 ≤ cos2(pi/8) = 12 + 12√2 .
Hence,
bias(∆i) = bias(Yi) = |PYi(k∗)− (1− PYi(k∗))| = |2PYi(k∗)− 1| ≤ 1√2 .
If µ > cos(pi/8), then when measuring the state H θˆi |xi〉 in θi to obtain Zi ∈ {0, 1}, we
have that bias(Zi) > 1/
√
2 (this follows from similar computations as performed above).
We now invoke Lemma VI.6.5 to conclude that when measuring the state Hbi |xi〉 in θi to




VI.6.3 User Security of Q-ID
We are now ready to state and prove the security of Q-ID against a dishonest user in
the SQOM.
8In [153], the corresponding state is called the “Hadamard-invariant state.”
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Theorem VI.6.6 (User Security). Let S∗ be a dishonest server with unbounded quan-
tum storage that is restricted to non-adaptive single-qubit operations, as specified in Sec-















Note that d is typically linear in n whereas ` is chosen independently of n, hence the
expression above is negligible in d.
To prove Theorem VI.6.6 we need the following technical lemma and corollary. Recall
that F denotes the class of all linear functions from {0, 1}n to {0, 1}`, where ` < n,
represented as binary `× n matrices.
Lemma VI.6.7. Let n, k and ` be arbitrary positive integers, let 0 < β < 14 and let
I ⊂ [n] such that |I| ≥ k, and let F be uniform over F = {0, 1}`×n. Then, it holds except
with probability 22` exp(−2kβ2) (the probability is over the random matrix F ) that∣∣(f  g)I∣∣ > (14 − β)k ∀f, g ∈ span(F ) \ {0n}
Proof. Without loss of generality, we will assume that |I| = k. Now take arbitrary but
non-zero vectors r, s ∈ {0, 1}` and let V := rF and W := sF . We will analyze the case
r 6= s; the case r = s is similar but simpler. Because each element of F is an independent
random bit, and r and s are non-zero and r 6= s, V and W are independent and uniformly
distributed n-bit vectors with expected relative Hamming weight 1/2. Hence, on average


















Finally, the claim follows by applying the union bound over the choice of r and s (each 2`
possibilities).
Recall that C is a binary code with minimum distance d, c(·) its encoding function,
and that m := |W|.
Corollary VI.6.8. Let 0 < β < 14 , and let F be uniformly distributed over F . Then,





22` exp(−2dβ2): for any string
s ∈ {0, 1}n (possibly depending on the choice of F ), there exists at most one c˜ ∈ C such
that for any code word c ∈ C different from c˜, it holds that
|f  (c⊕ s)| ≥ 12(14 − β)d ∀f ∈ span(F ) \ {0n}
We prove the statement by arguing for two c˜’s and showing that they must be identical.
In the proof, we will make use of the two following propositions.
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Proposition VI.6.9. |a| ≥ |a b| for all a, b ∈ {0, 1}n.
Proof. Follows immediately.
Proposition VI.6.10. |a b|+ |a c| ≥ |a (b⊕ c)| for all a, b, c ∈ {0, 1}n.
Proof. |a  (b ⊕ c)| = |a  b ⊕ a  c| ≤ |a  b| + |a  c|, where the equality is the
distributivity of the Schur product, and the inequality is the triangle inequality for the
Hamming weight.
Proof of Corollary VI.6.8. By Lemma VI.6.7 with I := {i ∈ [n] : ci 6= c′i} for c, c′ ∈ C,






22` exp(−2dβ2) (over the choice of F ), it holds that
|f  g  (c⊕ c′)| > (14 − β)d (VI.9)
for all f, g ∈ span(F ) \ {0n} and all c, c′ ∈ C with c 6= c′.
Now, for such an F , and for every choice of s ∈ {0, 1}n, consider c˜1, c˜2 ∈ C and
f1, f2 ∈ span(F ) \ {0n} such that
|f1  (c˜1 ⊕ s)| < 12(14 − β)d and |f2  (c˜2 ⊕ s)| < 12(14 − β)d.
We will show that this implies c˜1 = c˜2, which proves the claim. Indeed, we can write
(14 − β)d > |f1  (c˜1 ⊕ s)|+ |f2  (c˜2 ⊕ s)|
≥ |f1  f2  (c˜1 ⊕ s)|+ |f1  f2  (c˜2 ⊕ s)| ≥ |f1  f2  (c˜1⊕c˜2)|
where the second inequality is Proposition VI.6.9 applied twice and the third inequality
is Proposition VI.6.10. This contradicts (VI.9) unless c˜1 = c˜2.
Now we are ready to prove Theorem VI.6.6. In the proof, when F ∈ F acts on an
n-bit vector x ∈ {0, 1}n, we prefer the notation F (x) over matrix-product notation Fx.9
Proof of Theorem VI.6.6. Consider an execution of Q-ID, with a dishonest server S∗ as
described in Section VI.6. We let W,X and Z be the random variables that describe the
values w, x and z occurring in the protocol.
From Q-ID’s description, we see that F is uniform over F . Hence, by Corollary VI.6.8






22` exp(−2dβ2). From here, we consider a fixed choice for F and condition
9When using matrix-product notation ambiguities could arise, e.g. in subscripts of probability distribu-
tions like PFX : then it is not clear whether this means the joint distribution of F and X or the distribution
of F acting on X?
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on the event that it is “good,” we thus book-keep the probability that F is “bad” and
take it into account at the end of the analysis. Although we have fixed F , we will keep
using capital notation for it, to emphasize that F is a matrix. We also fix G = g for an
arbitrary g; the analysis below holds for any such choice.
Let Θ describe the qubit-wise measurement performed by S∗ at the end of the exe-
cution, and Y the corresponding measurement outcome. By the non-adaptivity restric-
tion and by the requirement in Definition VI.3.2 that S∗ is initially independent of W ,
we may conclude that, once G and F are fixed, Θ is a function of Z. (Recall that
Z = F (X)⊕ g(W ).)
We will define W ′ with the help of Corollary VI.6.8. Let Θˆ be the quantized basis of
Θ, as defined in Definition VI.6.3. Given a fixed value θ for Θ, and thus a fixed value θˆ for
Θˆ, we set s, which is a variable that occurs in Corollary VI.6.8, to s = θˆ. Corollary VI.6.8
now guarantees that there exists at most one c˜. If c˜ indeed exists, then we choose w′ such
that c(w′) = c˜. Otherwise, we pick w′ ∈ W arbitrarily (any choice will do). Note that this
defines the random variable W ′, and furthermore note that Z → Θ → Θˆ → W ′ forms a
Markov chain. Moreover, by the choice of w′ it immediately follows from Corollary VI.6.8
that for all w 6= w′ and for all f ∈ span(F ) \ {0n} it holds that∣∣f  (c(w)⊕ θˆ)∣∣ ≥ 12(14 − β)d. (VI.10)
We will make use of this bound later in the proof.
Since the model (Section VI.6) enforces the dishonest server to measure all qubits at
the end of the protocol, the system E = (Y,Z,Θ) is classical and hence the trace-distance-
based user-security definition (Definition VI.3.2) simplifies to a bound on the statistical
distance between distributions. I.e., it is sufficient to prove that
SD(PEW |W ′=w′,W ′ 6=W , PW |W ′=w′,W 6=W ′PE|W ′=w′,W 6=W ′) ≤ ε
holds for any w′. Consider the distribution that appears above as the first argument to
the statistical distance, i.e. PEW |W ′=w′,W ′ 6=W . By substituting E = (Y,Z,Θ), it factors
as follows10
PY ZΘW |W ′,W 6=W ′ = PW |W ′,W 6=W ′ PZΘ|WW ′,W 6=W ′ PY |ZΘWW ′,W 6=W ′
= PW |W ′,W 6=W ′ PZΘ|W ′,W 6=W ′ PY |F (X)ΘWW ′,W 6=W ′ , (VI.11)
where the equality PZΘ|WW ′,W 6=W ′ = PZΘ|W ′,W 6=W ′ holds by the following argument: Z
is independent of W (since F (X) acts as one-time pad) and Z → Θ → W ′ is a Markov
chain, and S∗ (who computes Θ from Z) is initially independent of W by Definition VI.3.2,
hence W is independent of Z, Θ and W ′, which implies the above equality. The equality
10Note that we shorten notation here by omitting the parentheses containing the function arguments.
The quantification is over all inputs for which all involved conditional probabilities are well-defined.
128 VI.6. User Security in the Single-Qubit-Operations Model
PY |ZΘWW ′,W 6=W ′ = PY |F (X)ΘWW ′,W 6=W ′ holds by the observation that given W , Z is
uniquely determined by F (X) and vice versa.
In the remainder of this proof we will show that








for all u, v, w such that w 6= w′, where w′ is determined by v. This then implies that the
rightmost factor in (VI.11) is essentially independent of W , and concludes the proof.
To simplify notation, we define E to be the event
E := {F (X) = u,Θ = v,W = w,W ′ = w′}
for fixed but arbitrary choices u, v and w such that w 6= w′, where w′ is determined by v.
We show closeness to the uniform distribution by using the XOR inequality from Diaconis
et al. (Theorem VI.1.1), i.e., we use the inequality
dunif(Y |E) ≤ 12
[∑
α




where the sum is over all α in {0, 1}n \ {0n}. We split this sum into two parts, one for
α ∈ span(F ) and one for α not in span(F ), and analyze the two parts separately.
Since X is uniformly distributed, it follows that for any α /∈ span(F ), it holds that
Pα·X|F (X)(·|u) = 12 (for any u). We conclude that
1
2 = Pα·X|F (X) = Pα·X|F (X)W = Pα·X|F (X)ΘWW ′
= Pα·Y |F (X)ΘWW ′ = Pα·Y |E ∀α /∈ span(F ).
The second equality follows since W is independent of X. The third equality holds by
the fact that Θ is computed from F (X)⊕ g(W ) and W ′ is determined by Θ. The fourth
equality follows by the security of the one-time pad, i.e. recall that Y = X ⊕∆, where by
Corollary VI.6.2 it holds that ∆ ∈ {0, 1}n is independent of X when conditioned on fixed
values for B = c(W ) and Θ. Hence, it follows that bias(α · Y |E) = 0 for α /∈ span(F ).
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For any non-zero α ∈ span(F ), we can write
bias(α · Y |E) = bias(α · (X ⊕∆)|E)
= bias(α ·X ⊕ α ·∆|E) (distributivity of dot product)
= bias(α ·X|E)bias(α ·∆|E) (Corollary VI.6.2)



















|α(c(w)⊕θˆ)| ≤ 2− 14 ( 14−β)d (by (VI.10))
Combining the two parts, we get
dunif(Y |E) ≤ 12
[∑
α
















Incorporating the error probability of having a “bad” F completes the proof.
VI.6.4 Attack against Q-ID with Operations on Pairs of Qubits
We present an attack with which the dishonest server S∗ can discard two passwords in
one execution of Q-ID using coherent operations on pairs of qubits.
Before discussing this attack, we first explain a straightforward strategy by which
S∗ can discard one password per execution: S∗ chooses a candidate password wˆ and
measures the state Hc(W )|X〉 qubit-wise in the basis c(wˆ) to obtain Y . S∗ then computes
F (Y ) ⊕ g(wˆ) and compares this to Z = F (X) ⊕ g(W ), which he received from the user.
If indeed Z = F (Y ) ⊕ g(wˆ), then it is very likely that W = wˆ, i.e. that S∗ guessed the
password correctly.
Let us now explain the attack, which is obtained by modifying the above strategy. The
attack is based on the following observation [34]: if S∗ can perform Bell measurements
on qubit pairs |x1〉a|x2〉a, for a ∈ {0, 1}, then he can learn the parity of x1 ⊕ x2 for both
choices of a simultaneously. This strategy can also be adapted to determine both parities
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of a pair in which the first qubit is encoded in a basis that is opposite to that of the
second qubit, i.e. by appropriately applying a Hadamard gate prior to applying the Bell
measurement.
Let the first bit of Z be equal to f · X ⊕ g(W )1,11 where f ∈ span(F ) \ {0n}. Let
wˆ1 and wˆ2 be two candidate passwords. With the trick from above, S
∗ can measure the
positions in the set
P := {i ∈ [n] : fi = 1, c(wˆ1)i = 1⊕ c(wˆ2)i}
pairwise (assuming |P| to be even) using Bell measurements, while measuring the positions
where c(wˆ1) and c(wˆ2) coincide using ordinary single-qubit measurements. This allows him
to compute both “check bits” corresponding to both passwords simultaneously, i.e. those
check bits coincide with f · Y1 ⊕ g(wˆ1)1 and f · Y2 ⊕ g(wˆ2)1, where Y1 and Y2 are the
outcomes that S∗ would have obtained if he had measured all qubits qubit-wise in either
c(wˆ1) or c(wˆ2), respectively. If both these check bits are different from the bit Z1, then S
∗
can discard both w1 and w2.
We have seen that in the worst case, the attack is capable of discarding two passwords
in one execution, and hence clearly violates the security definition. On average, however,
the attack seems to discard just one password per execution, i.e. a candidate password
cannot be discarded if its check bit is consistent with Z1, which essentially happens with
probability 1/2. This raises the question whether the security definition is unnecessarily
strong, because it seems that not being able to discard more than one password on average
would be sufficient. Apart from this, it might be possible to improve the attack, e.g. by
selecting the positions where to measure pairwise in a more clever way, as to obtain multiple
check bits (corresponding to multiple fs in the span of F ) per candidate password, thereby
increasing the probability of discarding a wrong candidate password.
VI.7 Discussion
In this chapter we have proven a sharp entropic uncertainty inequality that uses the
min-entropy as entropy measure and gives uncertainty of the measurement outcome for
all but one measurements, in contrast to average uncertainty of previous uncertainty in-
equalities on the min-entropy. As application, we propose a Q-ID protocol and our new
uncertainty relation forms the core of the new protocols security proof in the BQSM. This
protocol also offers some security in case the bounded quantum storage assumption fails
to hold. Specifically, it remains secure in the SQOM, i.e., against an adversary that has
unbounded storage capabilities but is restricted to nonadaptive single-qubit operations.
We view our work related to Q-ID as a first step in a promising line of research,
aimed at achieving security in multiple models simultaneously. We want to stress that
11By g(W )1 we mean the first bit of g(W ).
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proving security of our protocol in the SQOM is non-trivial, as standard tools like privacy
amplification are not applicable. The main open problem in the context of the SQOM is
to reprove our results in a more general model in which the dishonest server S∗ can choose
his basis adaptively.
We hope that with future research on this topic, new quantum identification (or other
cryptographic) protocols will be developed with security in the same spirit as our protocol,
but with a more relaxed restriction on the adversary’s quantum computation capabilities,
for instance that he can only perform a limited number of quantum computation steps,
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