Abstract-This paper considers the estimation of multi-scale multi-lag (MSML) channels. The MSML channel model is a good representation for wideband communication channels, such as underwater acoustic communication and radar. This model is characterized by a limited number of paths, each parameterized by a delay, Doppler scale, and attenuation factor. Herein, it is shown that an OFDM signal after passing through the MSML channel exhibits a low rank representation. This feature can be exploited to improve the channel estimation. By characterizing the received signal, it is shown that the MSML channel estimation problem can be adapted to a structured spectral estimation problem. The challenge is that the unknown frequencies are very close to each other due to the small values of Doppler scales. This feature can be employed to show that the data matrix is approximately low-rank. By exploiting structural features of the received signal, the Prony algorithm is modified to estimate the Doppler scales (close frequencies), delays and channel gains. Two strategies using convex and no-convex regularizers to remove noise from the corrupted signal are proposed. These algorithms are iterative based on the alternating direction method of multipliers. A bound on the reconstruction of the noiseless received signal provides guidance on the selection of the relaxation parameter in the optimizations. The performance of the proposed estimation strategies are investigated via numerical simulations, and it is shown that the proposed non-convex method offers up to 7 dB improvement in low SNR and the convex method offers up to 5 dB improvement in high SNR over prior methods for the MSML channel estimation.
I. INTRODUCTION
T HE underwater acoustic (UWA) communication channel is wideband due to the low speed of propagation of sound in water, as well as the relatively high Doppler induced by mobility [1] - [3] . Recent measurement campaigns [4] - [6] , [20] and modeling efforts for wideband time-varying channels suggest the consideration of time-scaling as well as multipath for UWA channels. That is, the received signal in a UWA communication is modeled as the superposition of differently scaled, delayed, and attenuated versions of the transmitted signal [1] , [2] , [7] , [8] , [10] , [11] . The multipath arises from reflections of the signal off scatterers in the environment. The delays are due to differing path lengths from the transmitter to the scatterer to the receiver. Finally, the relative motion of the transmitter, scatterers, and receiver causes time dilations/contractions of the transmitted waveform causing the Doppler scale effect [1] , [3] . In much prior work on estimating underwater channels [2] , [8] , [9] , it was assumed that all channel paths experienced a common, single, Doppler scale. Then using resampling [8] , [10] , [11] , [20] , the single Doppler scale was compensated and delays were estimated by classical methods such as MUSIC and ESPRIT [20] , and channel gains were computed by a least squares estimation [2] , [8] , [20] . The inherent multi-scale nature of the channel implies that additional inter-carrier interference suppression is needed if a single scale model is adopted [8] , [10] , [11] ; furthermore [4] , [20] speficially consider the losses of using a single scale model in multi-scale channel estimation.
In this work, we consider the multi-scale multi-lag (MSML) channel model estimation problem for underwater acoustic communication using OFDM signals. There has been significant recent interest in the use of OFDM for underwater acoustic communications, e.g., [8] , [9] , [20] . One of the challenges in OFDM is the sensitivity of carrier orthogonality to time-varying multipath and motion-induced Doppler distortion. Therefore, high quality channel estimation is needed for equalization. For narrowband channels, maximum-likelihood (ML) approaches, which reduce to correlation methods, are effective for estimating the Doppler effect [9] , [18] . This follows from the fact that in narrowband communication channels, the Doppler effect can be well modeled as a frequency offset. However, MSML channels estimation via ML requires solving a multi-dimensional non-linear least-squares problem, incurring a high complexity and typically requiring an exhaustive search.
Due to the sparse nature of the UWA channel, sparse approximation methods [20] - [22] have been employed to estimate the MSML channel. The dictionary is based on discretizing the support of the Doppler scale and channel delays. MSML channel estimation is very sensitive to errors in scale and basis mismatch [23] can cause considerable degradation. In principle, this issue can be overcome: spectral estimation with a small number of unknown frequencies can be recast as a semi-definite program (SDP) using the atomic norm [15] - [17] ; however such schemes have a frequency resolution constraint for a one-dimensional spectral estimation, [15] , [16] , which is strongly vi-olated in UWA channels and thus necessitates an impractical number of samples, if using the SDP approach.
In contrast, we exploit the closeness of Doppler scales to show that our MSML data matrix has a low-rank, Hankel structure with rank equivalent to the number of active subcarriers in the training signal. For our suggested training scheme the rank is approximately one. Maximum likelihood estimation of the channel unknown parameters is adapted to spectral estimation, and the Prony algorithm [12] is employed for scale estimation. 1 In classical spectral estimation from noisy measurements, the closer the unknown frequencies, the worse the performance. We use a deterministic training signal, furthermore no random projections or random sampling is required. Convex and non-convex regularizers are employed to enforce the low-rank structure in our optimizations and the Alternating Direction Method of Multipliers (ADMM) [27] is used to solve the optimization. The nature of our objective function as well as the complexity and convergence properties of ADMM motivate its use. We observe that [26] employs ADMM for a low-rank structure as well. In [26] , a system identification problem is considered and a Hankel structure also occurs. The low-rank property is a further assumption which is invoked; whereas in our problem, the low-rank structure is inherent.
To summarize, the contributions of this paper are as follows: (1) We show that the closeness of scales can be an asset by proving that the data matrix is both Hankel in nature and lowrank; thus, frequency resolution does not pose an issue. (2) We adapt the Prony method for spectral estimation to exploit the low-rank of the data matrix and the inherent sparsity of the UWA MSML channel. And, (3) we provide a bound on the error between the true noiseless received signal and the estimated one which informs the choice of the regularization parameter in our objective function. We note that while the channel is varying within our observation interval, the parameters we wish to estimate are relatively static and thus our estimation algorithm is not compromised. Furthermore, we are able to achieve our results with relatively few samples (2 times the sparsity level of the channel), simple deterministic training signals, and without estimating correlation matrices, randomized sampling or randomized projections. Finally, our proposed methods achieve strong performance gains over newly proposed estimation strategies based on sparse approximation for spectral estimation.
The rest of this paper is organized as follows. In Section II, the signal and channel models are presented. The proposed noiseless channel estimation algorithm is presented in Section III. Section IV presents the near low rank property of the received OFDM signal. In Section V, we propose an optimization problem to exploit the structural information to remove the noise and estimate the MSML channel and we provide a bound on the regularization/relaxation parameter for the convex approach. Then, we review the sparse approximation approach based on basis pursuit algorithm and SDP method for MSML channel estimation in Section VI against which our methods will be compared. Section VII presents the numerical simulations to verify performance of our proposed algorithms, and Section VIII concludes the paper.
Notation: We denote a scalar by , a column vector by , and its -th element with , and similarly, a matrix by and its -th element by . The transpose of is given by and its conjugate transpose by . An identity matrix as . The real part of a complex number is denoted by . The operator denotes the trace of the matrix . We denote the matrix inner products by The denotes the Hankel relationship between the vector and matrix , namely . The set of real numbers by , and the set of complex numbers by .
II. SIGNAL AND CHANNEL MODELS
We consider OFDM signaling over an MSML channel. The transmitted passband OFDM signal is given by where (1) where is the OFDM symbol duration, is the number of subcarriers, is the data modulated onto the th subcarrier; is the th subcarrier frequency, where is the subcarrier spacing; is the carrier frequency; and is the bandwidth of the system. A rectangular pulse shape over the interval is employed. Note that we assume that the cyclic prefix is longer than the delay spread and the cyclic postfix has a sufficient duration to ensure signal continuity in the observation interval [11] .
The time-varying channel model can be represented by (2) where is the path amplitude, is the time-varying path delay, and is the number of dominant propagation paths. In the underwater acoustic communication, the continuously time varying delays are caused by the motion of the transmitter/receiver as well as scattering off of the moving sea surface and refraction due to sound speed variations. The path amplitudes change with the delays, as the attenuation is related to the distance traveled and the physics of the scattering and propagation processes. For the duration of an OFDM symbol, the time variation of the path delays evolves linearly as a function of time, namely where is Doppler scaling factor [2] . The delay and scale values are assumed to lie within finite intervals,
where denotes the maximum delay spread of the channel and is the maximum Doppler scale. When the transmitter and receiver are moving in the same direction the sign of Doppler scale is positive and when transmitter and receiver are moving in the opposite direction the sign of Doppler scale is negative. From results derived using practical measurements by measurements campaign, it is shown that usually and [1] , [28] . Hence the channel impulse response can be simplified to (4) This representation of channel is called the multi-scale multi-lag (MSML) model of the underwater acoustic communication channel [8] , [20] . We assume that channel gains and delays are constant during a transmission packet. The OFDM block duration is often less than 100 msec when the number of subcarriers is less than 1024. While the channel coherence time is on the order of seconds [4] , [6] , [20] . Therefore, this assumption is reasonable within this duration. The bandpass signal received through the linear time-varying (LTV) channel can be written as, (5) where is an additive, white Gaussian noise. The received bandpass signal, , can be represented as
If we consider that and , then we can express the baseband system model as, (7) where . To simplify the channel estimation strategy, we consider a simple training symbol structure to estimate the MSML channel parameters. Since underwater acoustic channels fast time-variation, we consider only a single OFDM symbol for channel estimation process. Our training symbol has one active subcarrier, 2 say the -th subcarrier where , and all other subcarrier are zero (null subcarrier). Therefore, the received training signal in (7) can be simplified as (8) where
. After sampling the received signal uniformly using sampling time , we express the sampled signal as , where the index denotes the sample index, and (9) where denotes the total number of training signal samples for channel estimation purpose, and (10) (11) According to (10) , the coefficients contain the information about the channel attenuation gains and delays for . Similarly, using (11), only depends on the scale values and . Note that the Doppler scales, , are typically very small, thus the values of for are very close to each other. As our sampling rate is , we have the potential for samples per symbol.
III. NOISELESS CHANNEL ESTIMATION
In this section, we develop algorithms to estimate the channel parameters for using the (noiseless) received signal samples, for , where denotes the total number of required measurements for channel estimation algorithm. The MSML channel estimation problem, given in (8), is a parametric estimation problem, which also can be interpreted as the problem of retrieving the parameters of a sum of complex exponentials, given in (9), from noisy samples. Thus, we can formulate the MSML channel estimation problem in the absence of additive noise as follows. Given the noiseless measurements (12) where parameters and for are defined in (10) and (11) . How can we determine the unknown channel parameters, , , and , using available signal samples ? The key observation is that (12) is the solution to a homogeneous difference equation (13) where the for are the unknown coefficients in the homogeneous difference equation and . If the coefficients were known, one can retrieve the and as follows. (1) find the roots of the -transform of (13), i.e.
, which are in fact the ; (2) then, solve another linear system of equations to determine the weights . This idea was first introduced by Gaspard Riche de Prony in 1795 [12] . We denote the vector , as the coefficients of the annihilator filter of the received data, as seen in (13), the received signal after passing through this filter results in zero. We next elaborate the steps to retrieve the and from noiseless data .
Finding the Coefficients of Filter
: By substituting from to in (13), we can rewrite (13) in matrix/vector form as (14) where . . . . . . (15) and . Note that is a Hankel matrix [30] , and for . Hereafter, we denote the Hankel relationship between the vector and matrix in (15) by . If , then
, where denotes the Moore-Penrose pseudo-inverse of .
Finding the : Given , the are estimated as the roots of the polynomial Finding the : Substituting the computed from first step into the (12) , the final step is to solve for the vector as
Let us define the coefficient matrix where . Here is a Vandermonde matrix, and are the roots of . Then, . Up to this part, we have developed an algorithm to retrieve the parameters and using noiseless data . However, the received data are noisy, i.e., , thus the solution to Hankel (15) will produce perturbed linear prediction coefficients. The algorithm would then find the by rooting the perturbed polynomial. Finally the algorithm would use the perturbed locations to generate the Vandermonde system of equations to determine in (16) . Hence, errors caused by noise in the data propagate through the algorithm. Least-squares (LS) methods with a large number of measurements can be employed to improve robustness to noise [29] . The main drawback for the LS based approaches, is that they need a fairly large number of measurements . Increasing the size of the data matrix also increases the complexity of these methods. Furthermore, they do not use the information offered by the structure of the desired signal to remove the noise from received measurements. In the sequel, we show that noiseless signal has a key structural feature and then in Section V, we exploit the feature to improve the quality of channel estimation.
IV. STRUCTURAL PROPERTY OF NOISELESS SIGNAL
In this section, we show that the matrix can be approximated by a rank one Hankel matrix. Thus, the received signal can be approximated in a subspace with a dimension less than . This structural feature enables data de-noising to reduce the perturbation error in low SNR. This unique structure stems from two following features: (1) Doppler scales in MSML channel are very small, thus the newly generated frequencies, for , are very close to each other and to the corresponding carrier frequency. (2) Our particular design of OFDM training symbol that only one subcarrier is active and the other subcarriers are null subcarriers.
To show the low rank property of data matrix , we need to states two key lemmas. Lemma 1 shows that in the MSML channel, if each path in the channel experiences a distinct Doppler scale, then the data matrix is a full rank square matrix with measurements. This indicates that in the noiseless scenario, with measurements, the algorithm proposed in Section III, can exactly estimate the channel parameters. Furthermore, in Theorem 1, we show that the data matrix can be approximated by a rank one Hankel matrix. Using this feature, we propose a noise reduction scheme for the measurement matrix , and then apply the algorithm developed in Section III to estimate the channel parameters.
Lemam 1: Assume that . Then, in the noiseless case, the data matrix can be decomposed as (17) where is a Vandermonde matrix with for , and . If the scale parameters are distinct, namely , then the matrix is full rank. The proof is provided in Appendix A. We next state another lemma about Vandermonde decompositions of Hankel matrices that will enable the proof of the low rank approximation for the data matrix .
Lemma 2: Let for . Then the matrix , is a Hankel matrix with rank at most , where is the index set and s are arbitrary non-zero numbers. If the vectors, , are orthogonal, i.e., , for and , then the rank of is equal to . The proof is straightforward and thus omitted. In Example 1, we illustrate the low rank behavior of the data matrix due to the Doppler scale effect, using a numerical examples.
Example 1: Consider a particular realization of the MSML channel where the are generated randomly with a Rician distribution-(0,1), the are randomly (uniformly) chosen from the interval with , and are uniformly chosen from and [28] . Furthermore, we consider that and 20. As shown in Fig. 1 , surprisingly, in the noiseless scenario only one of the singular values of data matrix is large and the remaining singular values are close to zero. While in the noisy scenario (for ) all the singular value are large.
Using Lemmas 1 and 2, we prove in Theorem 1 that the data matrix can be approximated by a rank one Hankel matrix.
Theorem 1: Consider the data matrix defined in (15) . Then, can be approximated by a rank one Hankel matrix where with defined in (10), and . The approximation error is bounded as, (18) where . The proof is provided in Appendix B. We can see from (18) that if for all , then resulting error bound can be quite small, yielding a tight approximation. In Section VII, we show numerically that this approximation is satisfied for Doppler scale values with normalized mean squared error upper bounded by 0.01 when the number of channel dominant paths, , is less than 20.
While our results are more straightforwardly shown for the case of distinct scales , the results can be generalized to the case of common scales. In fact, from Lemma 1, it is clear that if there are common scales, the rank of will result in an improved low rank approximation.
V. CHANNEL ESTIMATION ALGORITHMS
We use the structural results proven in Section IV to estimate the MSML channel parameters. Using the low rank structure, it follows that the best approximation of the data matrix using the available measurements can be done via the following optimization problem, (19) where denotes the corresponding Hankel matrix for the data vector . In the following, we consider two approaches to solve the optimization problem defined in (19) . In the first approach, we use a non-convex regularizer to enforce the rank constraint in the optimization problem, and in the second approach, we relax the rank constraint to a convex rank regularizer.
A. Non-Convex Rank Regularizer
Recall that the Hankel matrix has constant values on the anti-diagonals i.e., for and . Then, the problem defined in (19) 
We set the rank of data matrix to 1 as suggest by Theorem 1. The objective function in the optimization problem consists of two terms with a linear constraint. The first term only depends on the variable and the second term also depends on the variable . The problem is well suited for the use of the alternating direction method of multipliers (ADMM) [27] . Based on the method of multipliers, we form the augmented Lagrangian Ξ Ξ (20) where is the Lagrange multiplier matrix, Ξ , is a constant, and the inner product defined as . For the optimization problem , ADMM consists of the iterations
The algorithm is very similar to dual ascent and the method of multipliers: it consists of an -minimization step (21a), a -minimization step (21b), and a dual variable update (21c). The first minimization step (21a) is non-convex due to the projection onto a non-convex set, but fortunately can be solved analytically in closed form. Considering only the terms depend on , we can rewrite (21a) as, (22) where Ξ and . To solve this optimization problem, we must find a such that the indicator function, , becomes zero, i.e., and minimizes the . The minimizer of the can be evaluated by simple derivation with respect to . Hence, it is straightforward to see that the matrix Ξ minimizes the . Based on the Eckart-Young theorem [30] , if the singular value (23) where is the same matrix as except that it contains only the first largest singular values (the other singular values are replaced by zero). The second minimization step (21b) can be written as,
Then, by taking derivative with respect to , we have (25) where for and for . Note that ADMM is a dual method [27] (the convergence is in the dual space), and the dual objective is always a convex function, even if the primal objective is non-convex. Thus, ADMM always finds the optimal solution of the dual and converges for even concave objective functions. To guarantee the convergence to the global optimal solution in the primal, the overall objective function should be a convex function. But the rank indicator function is a non-convex operation in the objective, thus the solution found by ADMM is potentially a local minima, although it appears to work well in practice as we show in our numerical results. Table I summarizes the estimation of the low rank approximation of using the proposed non-convex regularizer. Furthermore, in the sequel, we relax the non-convex term by its convex surrogate to guarantee the convergence of ADMM algorithm. 3 
B. Convex Rank Regularizer
We relax the rank function to the nuclear norm of . Thus the problem stated in (19) , is modified to (26) 3 Details about the convergence rate of ADMM algorithm for the convex objective with linear coupling constrain can be found in [27] , [31] .
where the nuclear norm of a matrix, , is the sum of its singular values, [30] , i.e., . Since , is equivalent to the norm of singular values of the matrix to induce the rank constrain. The Lagrangian parameter controls the tradeoff between the two terms. [24] , where is a constant number. Therefore, given the noise variance, we can select such that . For example, in our numerical results, we have considered . The optimization problem in (26) can be restated as, Since the overall objective is a convex function of , the ADMM algorithm is guaranteed to converge to the optimal solution of . It is clear that the only algorithmic change is in the iterative computation of in (21a) and the two other steps, updating and dual variable , will remain same as before in (21b) and (21c), respectively. Thus, we have Ξ (27) The objective function in (27) is a convex non-differentiable function due to the nuclear norm. There are numerous techniques to approach this kind of optimization problem. Here, we use a simple, sub-gradient based method [32] . In a classical gradient method, we have (28) where is the step size and denotes a subgradient of at and can be written as,
Ξ
To compute , we need to compute the subgradient of the nuclear norm, i.e.
. Let be the singular value decomposition of matrix . The subgradient of the nuclear norm at is then given by (see [32] ) where and have orthogonal row/column spaces and . A possible alternative here to compute the subgradient of the nuclear norm at , is to use the methods developed in [32] . Specifically, for a given matrix , the following iteration (29) converges globally and quadratically to the sub-gradient of the nuclear norm [32] . This iteration method can be faster than a direct SVD computation. The second step, namely updating in the ADMM iterations, for our convex regularization for the rank constraint is given in Table II . Other steps are the same as the non-convex approach given in Table I .
C. Channel Parameter Extraction
The overall MSML channel estimation algorithms are summarized in Table III . After evaluating the parameters and by the proposed algorithms, compute the channel parameters using the following set of equations, where .
VI. REVIEW: SPARSE APPROXIMATION AND SEMI-DEFINITE PROGRAM METHODS
In this section, we briefly review the sparse approximation (SA) method proposed in [20] and the Semi-Definite Program (SDP) method proposed in [16] , [17] . We shall numerically compare the performance of our new methods with these two approaches in Section VII.
A. SA Method
In [20] , to estimate the UWA MSML communication channels, a sparse approximation method is proposed as follows. Sampling the delay-Doppler plane on a grid, a linear and sparse representation of the channel matrix can be formulated. More precisely, the delay dimension is discretized using values within with step-size . The Doppler scale dimension is similarly sampled using values within interval with step-size . Then, the channel model can be expressed as, (30) where and . If we substitute the channel model in (30) into (5) . Let the vector contain channel gains of possible paths in the discretized delay-Doppler plane, of which many entries will be zero or close to zero. Therefore, after sampling, using a time resolution as a multiple, , of the baseband sampling time , from the continuous signal, , at time instants for , one can write (32) where with , and , where for and . Since the vector is a sparse vector, we apply the basis pursuit algorithm to estimate the channel parameters as follows: (33) where is the penalty parameter to control the sparsity level. Note that the proposed SA method in [20] is sensitive to basis mismatch [23] , namely when the actual channel delay and Doppler values do not fall in the above grid. Therefore there will be an unresolvable error due to channel parameter mismatch with values on the grid. In our numerical results, in the next section, we show that there can be a large performance degradation due to basis mismatch with the approach of [20] .
B. SDP Method
Let us define the set of atoms . Therefore, (9) can be written as follows:
where , , for , and is the noise vector. The target signal may be viewed as a sparse non-negative combination of elements from the atomic norm set . The atomic norm is defined as . In [16] , it is shown that and the target signal can obtain by solving a semi-definite program (SDP) as [17] where and is the noise vector. This method can reconstruct the target signal from the measurements provided that the frequencies are sufficiently far apart from one another. It is shown in [15] - [17] , that this algorithm requires the following frequency separation criteria to be satisfied to work well, (34) In our UWA scenario, we have . Therefore, to satisfy the above condition need , which is a very large number compared to baseband sampling, i.e., samples or less. In the simulation results in the sequel, we show that due to the violation of the frequency resolution constraint, the SDP algorithm suffers significant performance degradation. Thus, the SDP method is not well matched to UWA MSML channel estimation.
VII. SIMULATION AND DISCUSSION
Herein, we perform numerical simulation to evaluate the performance of our proposed algorithms. In Section VII-A, we asses the quality of our approximation used in Theorem 1. We compare the performance of our proposed MSML channel estimation methods with other existing algorithms in Section VII-B. Furthermore, we provide a complexity analysis of our proposed algorithms and compressed sensing method based on bases pursuit algorithm [20] in Section VII-C.
A. Approximation Assessment
First, to asses the quality of our approximation of received data matrix using a rank one Hankel matrix in Theorem 1, we simulate MSML channels for different values of the maximum Doppler scale from to . For different values of , we select randomly the Doppler scale for each path from the interval . As shown in Theorem 1, the upper bound for the approximation error is governed by the Doppler scale values and number of dominant paths in the channel structure. Thus, in the first simulation, we consider the effect of these parameter on the error of approximation of the noiseless data matrix by a rank-one Hankel matrix. We assume that the number of dominant paths is and varys from to and for each path the channel gain, , is drawn from a Rician distribution-(0,1), and the delay is uniformly chosen from interval with [11] , [20] , [28] . Fig. 2 illustrates the mean squared error (MSE) between the data matrix, , and its low rank approximation. MSE is normalized by the norm of data matrix, i.e., Normalized , where is the rank one approximation of . Fig. 2 shows that for , the rank one approximation has almost an average error of 0.01 for . Furthermore for the approximation error abruptly decreases. For example for and , the average normalized MSE is about . It is clear that for a large Doppler scale value, like by increasing of the number of dominant paths in the channel the normalized MSE increases up to 0.1. Lemma 1 shows that the data matrix is full rank, but only one of the singular values is much larger than the other remaining singular values. Thus, increasing the number of dominant paths in the channel increases the approximation error due to neglecting the small, but non-trivial, singular values in the rank one approximation.
Note that, in practice, for underwater acoustic channels, due to the limitation of the speed of underwater vehicles and the low speed of acoustic waves in water, is often less than 0.001.
B. Performance Comparison
In this part, we compare the overall channel estimation performance of our proposed methods (convex and non-convex) with the SA method in [20] and the SDP method in [15] for spectral estimation. For this simulation, we consider OFDM signaling with subcarriers, , ., and oversampling factor . We assume that the number of dominant paths is . The channel parameters are generated as follows: for each path , , the channel gain is drawn from a Rician distribution-(0,1), the Doppler scale, , is uniformly selected from the discretized interval with and step-size (i.e., the support is divided into 100 discrete points with equal distance), and the delay is uniformly chosen from the discretized interval with and resolution Fig. 3 . Normalized MSE versus signal-to-noise ratio (SNR), performance comparison of our proposed convex and non-convex approaches with SA and SDP methods.
[11], [20] , [28] . The number of iterations of ADMM algorithm is for convex and non-convex algorithms. To evaluate the performance of the SA method, we consider that all the subcarriers in the training symbol are active.
In Fig. 3 , the normalized MSE associated with each method is illustrated. We consider the channel vector as , where for and MSE is computed as . As observed in Fig. 3 , our proposed nonconvex algorithm achieves the same MSE with 5 to 7 dB improvement in low SNR (SNR less than 20 dB) compared to the BP algorithm. On the other hand, our proposed convex method achieves about 5 dB SNR improvement in SNR greater than 30 dB (high SNR) compared to the SA method.
The non-convex approach achieves 3 to 5 dB SNRs improvement in low SNR over the convex approach. The reason is that the non-convex rank constraint algorithm forces the estimated data matrix to fall into a lower dimensional subspace (rank one). But, the convex approach relaxes this assumption using the nuclear norm. Thus, the non-convex approach mitigates noise effect more effectively. In contrast, at high SNR, the non-convex approach removes some parts of the signal. Thus the convex approach captures the data matrix structure better than non-convex approach and performs better.
The SA method proposed in [20] uses a basis pursuit algorithm to estimate the channel parameters. This algorithm is sensitive to basis mismatch [23] . To evaluate the performance of SA method, we consider two different cases for basis selection. In the first case, labeled SA no mismatch Method in Fig. 3 , the mismatch issue is avoided by choosing Doppler scales and delays from the true grid. Note that in practice, there usually exists a mismatch error between the basis (discretization) and the actual delay and Doppler scale values, which substantially degrade the performance of sparse approximation method. For the second case, i.e., SA+mismatch, to build the bases, i.e., matrix , we have considered a grid which results from shifting the (above) true channel grid, in the scale direction and in the delay direction, where . In Fig. 3 we consider two cases and . By increasing the basis mismatch increases and becomes more severe. Therefore, the true delays and Doppler scales in channel occur in between the basis points. In Fig. 3 , we observe that SA+mismatch suffers from large errors in the presence of basis mismatch, e.g., Fig. 4 . Comparison of normalized MSE versus the number of dominant paths in a MSML channel-our proposed convex and non-convex approaches with SA method proposed in [20] .
for normalized there is 10 dB degradation in the SA algorithm performance due to the basis mismatch. Note that in real applications, the basis mismatch can be different for different basis.
As mentioned in (34), the SDP algorithm suffers from a resolution constraint, which depends upon the minimum frequency separation (normalized by the bandwidth) in the target signal. If we wish to satisfy this condition for our UWA communication channel estimation problem, then we need at least , which is a very large number compared to baseband sampling rate in our problem, i.e., samples. Results in Fig. 3 show that SDP method has significant degradation due to the violation of this constraint.
As seen in Section VII-A, the rank one approximation's error grows with an increasing number of dominant paths. Thus, next we present the effect of the number of dominant paths in the channel in the performance of our proposed methods and the SA algorithm. We consider the same set of parameters for the baseband system as those for Fig. 3 . We consider . The number of dominant paths, , varies form 1 to 30 and . Results in Fig. 4 indicate that by increasing the number of dominant paths, the performance of all algorithms degrade. Fig. 4 shows that for , the non-convex approach has the best performance results; increasing the number of dominant paths, the convex approach performance result improves relative to the non-convex approach.
C. Complexity Analysis
In this part we compare the complexity of our proposed methods and compressed sensing method proposed in [20] .
To compute the computational complexity of our proposed algorithms, we consider the cost of different operations in each algorithm. Both convex and non-convex algorithms have two stages. In the first stage, the data matrix is de-noised and in the second stage the noiseless channel estimation algorithm stated in Section III is applied to evaluate the channel parameters. Note that the second stage is common for both algorithms. Each iteration in the first stage of our proposed non-convex algorithm involves computing a singular value decomposition (SVD) of a matrix, the multiplication of two vectors to update the , scalar operations to update , and addition of two matrices. The complexity of these operations are on the order of , , , and , respectively [30] , [33] . Therefore, the overall complexity of each iteration in the first stage for non-convex algorithm is . It is clear that the only difference between the convex and non-convex algorithms is the process of updating vector , given in Table II . Since the complexity of computing the inverse of a matrix is on the order of [30] , one can easily show that the overall complexity of each iteration of the algorithm in Table II is . In the second stage of our algorithms, namely the noiseless channel estimation algorithm, involves computing roots of a polynomial of degree , a pseudo-inverse computation of a matrix, and multiplication of a matrix by a vector to compute in (15) . The complexity of finding roots of a complex polynomial of degree is on the order of [34] . Therefore, the overall complexity of the second stage is . The SA method can also be implemented using ADMM algorithm [35] efficiently with overall computational complexity of , where . We see that both proposed non-convex and convex methods have lower computational complexities in each iteration compared to the SA method.
VIII. CONCLUSIONS
In this paper, we have investigated estimation of multi-scale, multi-lag channels for underwater acoustic communication and other ultra-wideband channels. We adapted spectral estimation to estimate the MSML channel, based on a path-based model. We showed that the received data matrix can be approximated by a low rank Hankel matrix with rank equal to the number of active subcarriers in OFDM signal. Taking advantage of the low rank structure of the data matrix our proposed method is robust to noise and also requires a significantly low number of measurements (2 times the sparsity level of the channel) to effectively estimate the channel parameters. We proposed two iterative algorithms based on ADMM using both non-convex and convex regularizers to enforce the low rank structure of data matrix. We provide a bound on the regularization/relaxation parameter for the convex approach. Finally, in the simulation results, we show that the proposed non-convex algorithm provides a performance (in SNR sense) with 7 dB improvement in average in low SNR compared to compressed sensing algorithm and our convex algorithm achieves same MSE with almost 5 dB SNR improvement at high SNR.
The proof falls into two parts. In the first part, we show the validity of Vandermonde decomposition given in (17) , and in the second part we prove the full rank property of data matrix . Part one: substitute for in the matrix defined in (15) . Then, it is just a matrix multiplications to validate the equality of (17) . Part two: for , both and are square matrices. Assuming that the channel gains are nonzero, i.e.
, is invertible; in addition, since is a Vandermonde matrix and the Doppler scales are distinct, this matrix is also invertible [30] . Therefore is invertible and full rank.
APPENDIX B PROOF OF THEOREM 1
Using Lemma 1, we know that and is a diagonal matrix and invertible. Thus the rank and singular values of are governed by the structure of . If we define where for , then data matrix can be represented as, (35) In the sequel, we show that can be approximated by (36) where , and is a fixed number. It is clear that is a rank one Hankel matrix using Lemma 2. To bound the approximation error, we use the triangle inequality,
By (10), we know that . Let us define and . Therefore,
Since the trace operator is invariant to ordering of the matrices (cyclic permutations), we can rewrite as follows,
The inner products of columns in , can be written as, Based on our assumption in the theorem statement . Therefore, substituting (50) into the inequality in (54), we obtain (55) and the proof of this lemma is completed. By the triangle inequality for the nuclear norm, we can rewrite (54) as follows,
Due to our choice of in the theorem statemen, i.e., , and since , we have
Now, we use Lemma 3 to bound the right-hand side of (57). We know that there exists a matrix decomposition for error matrix as such that and rank . Therefore, by the triangle inequality, we have . Furthermore, using the rank constraint, we know that . Putting all of these statements together, we have or . Note that in Theorem 2, .
