We present a method to compensate statistical errors in the calculation of correlations on asynchronous time series. The method is based on the assumption of an underlying time series. We set up a model and apply it to financial data to examine the decrease of calculated correlations towards smaller return intervals (Epps effect). We show that this statistical effect is a major cause of the Epps effect. Hence, we are able to quantify and to compensate it using only trading prices and trading times.
Introduction
The decrease of calculated correlations in financial data towards smaller return (or "sampling"-) intervals has been of interest since Epps discovered this phenomenon in 1979 [1] . Ever since, this behavior was found in data of different stock exchanges [2, 3, 4, 5] and foreign exchange markets [6, 7] .
Many economists as well as physicists addressed this phenomenon, since a precise calculation of correlations is of major importance for the estimation of financial risk [8, 9, 10] . While the physicists' approach is often to construct a model which offers an explanation for this phenomenon, the standard economy approach is to work on estimators with the aim to suppress the Epps effect. Recently, Hayashi and Yoshida introduced a cumulative estimator [11] , only involving returns whose time intervals are overlapping. This estimator has been supplemented with different adjustments, such as bias compensation and lead-lag treatment [5, 12, 13] . A very similar approach on a completly different topic is the "discrete correlation function" in astrophysics which was introduced in 1988 by Edelson and Krolik [14] . Other approaches to estimate correlation coefficients involve Previous-Tick-Estimators [15, 16] or realized kernel functions [17] .
An extensive study of microscopic causes leading to the Epps effect has been performed by Renò [18] , while another work by Tóth et. al. introduce a model for the Epps effect which is based on the phenomenon of lagged correlations [19] .
However, certainly miscellaneous mechanisms are contributing to the Epps effect. Thus our approach is different. First, we will introduce a simple model which offers an explanation for the statistical part of the Epps effect, based on a central assumption of an underlying time series. Secondly, based on that model, we will present an estimator, with which these effects can be compensated. Finally, we will quantify the impact of this phenomenon on the Epps effect in recent empirical data and show that it can be a major cause for the Epps effect, especially when looking at less frequently traded securities. This paper is organized as followed: In section 2, we develop the model for correlations in asynchronous time series. Within the model, we observe a decay of correlations towards smaller return intervals, similar to the Epps effect. We then derive the method to compensate this phenomenon. In section 3, this method is applied to recent empirical data to estimate the impact of the observed effect on the Epps effect. We discuss the results in section 4. 
Statistical effects in asynchronous time series
In section 2.1, we set up our model and develop a compensation formalism for asynchrony effects in section 2.2.
Model
The central assumption of our model is the existence of an underlying non-lagged time series of prices. The assumption of a finer [19] or even continuous [11, 20, 18] underlying timescale is a common approach in the estimation of correlations. This approach is also intuitive, as most stocks are traded at several stock exchanges simultaneously.
To simulate asynchrony effects we generate an underlying correlated time series using the Capital Asset Pricing Model (CAPM) [21] , which is also known as Noh's model [22] in physics,
wherer (i) stands for the relative price change, the so-called return of the i-th stock and c is the correlation coefficient. The random variables η and ε (i) are taken from a compound distribution as observed on market data by Gopikrishnan et. al. with power-law tails and a central Levy distribution (for details see Ref. [23] ). We have chosen this approach to keep our model initially as simple as possible. We note, however, that return time series can also be autocorrelated. While first order autocorrelations are in this context insignificantly small [24] , second order autocorrelations or "volatility clustering" represent a strong characteristic of return time series and led to the development of autoregressive models, such as GARCH [25, 26] . For this reason we also test our compensation in a more realistic setup against a GARCH(1,1) generated time series of underlying returns, given bỹ
with
The initial parameters of the GARCH process have been chosen as α 0 = 2.4 · 10 −4 , α 1 = 0.15 and β 1 = 0.84. Two return time seriesr (1) andr (2) are generated representing two correlated stocks. The lengths of these underlying time series are chosen as 7.2 · 10 6 , 1.44 · 10 6 and 7.2 · 10 5 corresponding to a return interval ∆t on the underlying timescale of 1, 5 and 10 seconds during 1 trading year.
Using these returns and an arbitrary starting price, the underlying price seriesS (1) andS (2) are calculated implying a geometric Brownian motion with zero drift and a standard deviation of 10 −3 per time step. To model the asynchronous trade processes, these prices are sampled independently using exponentially distributed waiting times with average values typical for the stock market (see Fig. 1 ). In the following example, we choose the average waiting times as µ (1) = 15 and µ (2) = 25 (equivalent to seconds in this example), while the underlying time series were correlated with c = 0.4. On the resulting "macroscopic" time series, the return between two points in time (of the i-th stock) can be calculated as
where S (i) (t) denotes the price at time t and ∆t is the return interval. Between these return time series, we now calculate the correlation coefficient,
where . . . denotes the mean value of a time series with length T and where σ refers to the standard deviation of the same time series. We note that we refer to the whole time series of returns r
∆t when the argument (t) is omitted. When calculating the correlation of returns of the sampled time seriesS using different return intervals ∆t, the correlation coefficient scales down as shown in Fig 2. This behavior is very similar to the Epps effect in empirical data. It occurs only because of the asynchrony of the trading times. As this behavior is already observed in this simple setting, we are able to derive a method to compensate it, as the following demonstrates.
Compensation
The basic idea of this approach is the following: Due to the asynchrony, each term of the correlation coefficient can be divided into a part which contributes to the correlation and a part which is uncorrelated and therefore lowers the correlation coefficient.
According to the model assumption, the price change during ∆t is based on price changes on an underlying "microscopic" timescale. Thus, the return can also be expressed as a sum of the underlying returns,
Herer (i) (t i ) is the return related to S (t) on the underlying time scale of non-overlapping intervals ∆t (e.g. 1 second) given byr
The quantity γ (i) (t) in equation (6) represents the time of the last trade of the i-th stock at time t,
When calculating the return for the interval [t, t + ∆t] of two stocks, the actual price at t and t + ∆t is generally in the past, more precisely at γ (1) (t), γ (2) (t) and γ (1) (t + ∆t), γ (2) (t + ∆t). These trading times are distinct for each stock, therefore only a fraction of the underlying prices processed by the return is correlated. The number of terms N (i) ∆t of the sum in equation (6) is given by
We normalize the returns to zero mean and unit variance and indicate them as g andg:
In this context, the relation of the returns on both time scales in equation (6) changes to
as worked out in appendix Appendix A. When using normalized returns, the correlation coefficient of two return time series r (1) ∆t and r (2) ∆t (see equation (5)) simplifies to
As the mean value over T of the second term from equation (11) is equal to zero, we obtain in terms of the underlying time series
As illustrated in Fig. 3 , only a subset of the underlying pricesS of two prices S share an overlapping time-interval. Because of this "overlap" only a certain amountN ∆t (t) of the underlying returns is correlated, namelȳ
with ∆t o (t) being the time interval of the actual overlap, Each sum can be split up into N (i) ∆t −N terms that are uncorrelated andN that are correlated. Thus, equation (13) can be written as:
where only the sums of synchronous returns are correlated among each other. In this notation, the underlying time series is indexed as [
, where the returns from t 0 to tN ∆t are corresponding to the overlap. When expanding the product, the non-correlated returns converge to zero due to the outer average
corr t j (g (1) ,g (2) )N ∆t (t)∆t ∆t where corr t represents the correlation of the underlying returns corresponding to the interval [t, t + ∆t]. ∆t o (t)/∆t is the fractional overlap of the corresponding return interval. The fractional overlap does not depend on the actual timescale of the underlying time series. As equation (17) clearly shows, the correlation coefficient of the synchronous part of the return time series is multiplied by the fractional overlap. Hence, this effect can be compensated by corr corrected (r (1) ∆t , r
The dashed line in Fig. 5 represents the asynchrony-compensated correlation within our simulation. It turns out that there is a remaining effect that still causes a downscaling of the correlation coefficient for very small return intervals. This behavior occurs when the price of either of the stocks did not change during the return-interval and therefore the corresponding return equals zero. Of course, this event becomes more probable on smaller return intervals ∆t. It corresponds to the small peak at ∆t o = 0 in Fig. 4(a) . This remaining downscaling coincides with the cumulative estimator described by Hayashi and Yoshida [11] . It can also be expressed in the formalism used here. It reads corr(r (1) ∆t , r
∆t )
Therefore, when combining both estimators, and thus only regarding returns with overlapping time intervals, the remaining scaling behavior for very small returns can be compensated as well. As displayed in Fig. 4 , the overlap can also be larger than the actual return interval, implying that terms with such overlaps are corrected downwards. Therefore the compensation can amplify a specific term of the correlation coefficient as well as it can attenuate it. 
Application to market data
Certainly, many aspects contribute to the Epps effect. Our present aim is to quantify the part, which is caused by the asynchrony of the time series.
It is difficult to isolate the Epps Effect on single stock pairs, as it can superimpose with other effects leading to other characteristics of the correlation coefficient than expected according to the Epps effect. A common approach on this topic is to pick the pairs of stocks, which show a distinctive Epps effect and focus the analysis to these pairs [3, 19, 12] . In the following, we would like to take a different approach:
We classify two ensembles of stock pairs. After compensating the asynchrony effect for each pair, we build the average for the ensemble. We also plot the error bars representing the double standard deviation 2σ. By this method, we can show the scope of the asynchrony model and identify regions, in which other effects dominate. All data was extracted from the NYSE's TAQ database for the year 2007 [27] .
The first ensemble consists of stock pairs which provide the most stable correlation. Thereby we want to suppress those effects which are caused by a change in the correlation during the period in which the correlation coefficient is calculated. This ensemble represents ideal test conditions for the asynchrony compensation. To identify those stock pairs with a stable correlation, we calculate the correlation coefficient of 30 daily returns. After shifting this window in 1-day intervals through the year, we calculate the variance of the obtained correlation coefficients (var corr ). Then we identify the five stocks providing the smallest variance for each Global Industry Classification System (GICS) branch of the Standard & Poor's (S&P) 500 index. This results in an ensemble of 50 stocks as shown in table B.1, appendix Appendix B.
As the correlation structure of stocks can be non-stationary, we also evaluate the asynchrony compensation without the restriction to stable correlations. For this purpose, we select a second ensemble consisting of 5 stock pairs of each GICS branch of the S&P 500 index, whose daily returns are providing the strongest correlation during the year 2007. These stocks include highly non-stationary correlations as indicated in table B.2, appendix Appendix B (row "var corr "). Fig. 6 shows the ensemble average of the correlation coefficient and the asynchrony-compensated correlation coefficient for both ensembles in 2007 (250 trading days). Before averaging, the correlation coefficients for each stock have been normalized to the value at a return interval ∆t = 40 minutes.
When looking at the whole ensemble we discover that the asynchrony has a pronounced impact on the Epps effect. The asynchrony effect seems to be the dominating cause for the Epps effect on return intervals down to approximately 10 minutes, where the remaining Epps effect is on average less than 3% of the correlation coefficient's saturation value at large return intervals. For smaller return intervals, other effects dominate, e.g. a lag between the time series of two stocks, as recent study indicates [19] . However, the ensemble consists also of stocks which are very frequently traded, providing a very short average waiting time which results in a fractional overlap ∆ t o (t)/∆t close to unity. Evidently the presented compensation only has a small impact on the correlation estimation of these stocks, as they are so frequently traded that their time series can almost be described as continuous. Naturally the presented compensation works best for less frequently traded stocks, as they actually show an asynchronous behavior. Fig. 7 provides two examples of stock pairs for which the asynchrony of time series is a major effect. While Fig. 7(a) shows a "clean" Epps effect, Fig. 7(b) shows an Epps effect which is superimposed with other phenomena.
Of course, within the statistical ensemble stock pairs can be found that either do not show an Epps effect or that are so infrequently traded that the assumption of an underlying timeline seems to be unreasonable. Even though the assumption of an underlying time series is a common and intuitive approach on this topic, it may not be valid for very infrequently traded stocks.
When looking at single stock pairs, it turns out that the asynchrony-compensation works well, if a distinguished Epps effect is found. In case of adopting the presented method as a black box model without looking at the scaling behavior of the correlation coefficient, we believe that a return interval of 5 minutes represents a good lower bound for the scope of this method.
Conclusion
We presented a model for the scaling behavior of financial correlations due to the asynchrony of the time series. This purely statistical effect can be compensated. Furthermore, we applied this compensation to market data under the assumption of an underlying time series with non-lagged correlations. We quantified the influence of the asynchrony on the overall decay of the correlation coefficient towards small return intervals, which is known as the Epps effect. The results clearly demonstrate that the asynchrony can have a huge impact on the Epps effect. It rather can be the dominating cause for less frequently traded stocks. The main advantage of our method is that no parameters or adjustments are necessary, since it is based on the trading times only.
In our empirical study, the asynchrony-compensation allowed us to recover the correlation coefficient for return intervals down to 10 minutes. At this return interval, the remaining Epps effect is on average less than 3% of the correlation coefficient's saturation value at large return intervals. We also demonstrated that the presented method holds for non-stationary correlated time series. The accurate calculation of correlations is of major importance for risk management. To keep the estimation error small, a long time series of returns is required. Yet at the same time, the time series should not reach too far into the past. The latter is important because the correlation structure can be highly dynamic, as the dramatic events of autumn 2008 prove. Applying our method to intraday data allows to choose smaller return intervals and hence provides improved statistical significance of the correlations for the same time horizon.
andg (i)
We defined the normalzed returns as
where Var(· · · ) refers to the variance of a time series. Inserting the return, expressed through the underlying time series,
In equation (A.5), (A.2) was used to express the underlying returnsr (i) . The mean values and variance are additive, which leads to
Therefore, we obtain
As the average time interval per return converges to ∆t, the mean number of underlying price changes N (i) ∆t (t) is given by ∆t/∆t. Thus, we arrive at
which is equation (11). 
Appendix B. Stock ensembles

