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Abstract
We provide an analysis of the expected meeting time of two independent ran-
dom walks on a regular graph. For 1-D circle and 2-D torus graphs, we show that
the expected meeting time can be expressed as the sum of the inverse of non-zero
eigenvalues of a suitably defined Laplacian matrix. We also conjecture based on
empirical evidence that this result holds more generally for simple random walks
on arbitrary regular graphs. Further, we show that the expected meeting time for
the 1-D circle of size N is Θ(N2), and for a 2-D N × N torus it is Θ(N2logN).
1 Introduction
Consider a system of discrete-time random walks on a graph G(V, E) with two walkers.
Each time, they each independently move to a nearby vertex or stay still with given
probabilities. Denote the transition matrix of a single walker by P, where P(i, j) is the
probability that one walker moves from vi to v j in a time slot. This process is assumed
to start at steady state (i.e. uniform distribution) for each walker, and terminates when
they meet at the same vertex. We denote this meeting time by τ, which is a random
variable with the expectation E[τ]. Our objective is to analyze this quantity on d-regular
graphs.
Figure 1: 4 walkers on a 3-regular graph
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It is instructive to consider the problem on the one-dimensional circle first. We
study a circle with N nodes, denoted by V = {0, 1, 2, · · · ,N − 1}. The two walkers start
from arbitrary position according to the initial distribution. Every step, the walker on i
chooses to move to {i − 1, i + 1} (for simplicity of notation, assume that if i = N − 1,
then i + 1 = 0 and similarly that if i = 0 then i − 1 = N − 1 ) or stay still at i with
probability {p1, p2, p3} respectively.
Figure 2: 1-D circle
Since we are only concerned about the meeting time, the relative position of the
two walkers is enough to describe that random variable. So we fix one walker at ’0’.
Then in this new equivalent model, the transition matrix of the other walker before the
encounter is M = P · PT .
A similar equivalent model can be defined for a N × N torus. Let V = {(x, y)|x, y =
1, 2, ..., l}. Every step, the walker on (x, y) moves to (x ± 1, y ± 1) or stay still at (x, y)
with given probability. Define the index of (x, y) to be Ind(x, y) = (x− 1)N + y, we can
get a N2-order matrix P. Let i, j denote the indices of two vertex (xi, yi), (x j, y j). Then
P(i, j) denotes the probability that one walker moves from (xi, yi) to (x j, y j) each step.
P is a “block-circulant matrix” defined in 3.1.2 .
Similar to the 1-D case, we fix one walker at the lower-right cell, the transient
matrix of the other walker before the encounter here is also given as M = P ·PT , which
is symmetric.
Figure 3: 2-D Torus
Our main result is as follows: by suitably defining a Laplacian matrix L, the ex-
pected meeting time of the two walkers E[τ ] (i.e., the expectation of the first time that
they meet on the same cell starting from the steady state uniform distribution) on a ring
or torus could be explicitly expressed as the sum of the reciprocals of non-zero eigen-
values of L. We further conjecture based on empirical evidence that the result holds
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more generally for simple random walks (i.e., with equal transition probabilities) on
arbitrary regular graphs.
2 Method and Key Results
2.1 Preliminary
Recall the standard definition of a Circulant Matrix:
Definition 1 (Circulant Matrix) A circulant matrix is a matrix where each row vector
is rotated one element to the right relative to the preceding row vector. A circulant
matrix A is fully specified by one vector, a, which appears as the first row of A.
2.1.1 Properties of Circulant Matrix
For arbitrary real, circulant matrix A generated by {a0, a1, · · · , an−1}with order n, we
can find its eigenvalue in a general way following the approach indicated in [1]. First
define vector ξi whose jth component is
ξi( j) =
1√
n
wi j where w = e
2pi
n is the nth roots of unity (1)
We can prove the following properties:
(a) < ξi, ξ j >= δi j
(b)Aξi = λiξi, i = 1, 2, ..., n − 1, 0
(a) shows that{ξi|i = 1, 2, · · · ,N} are the orthogonal eigenvectors of A. λi is the
eigenvalue of A, which can be calculated by
(Aξi)( j) =
n∑
k=1
A( j, k)ξi(k) (2)
=
a0√
n
wi j +
a1√
n
wi( j+1) + · · · + an−1√
n
wi( j+n−1) (3)
= ξi( j)(
n−1∑
k=0
akwik) (4)
Let λi =
∑n−1
k=0 akw
ik, then we have the property (b).
Definition 2 (Block-Circulant Matrix) If A is a n2-order partitioned circulant matrix
generated by A0, A1, · · · , An−1 where the Ak are all n-order circulant matrices gener-
ated by {ai,0, ai,1, · · · , ai,n−1} (see illustration below for a 9-order Block-Circulant Ma-
trix). Then A is called a block-circulant matrix.
A =
A0 A1 A2A2 A0 A1A1 A2 A0
 , where Ai =
ai,0 ai,1 ai,2ai,2 ai,0 ai,1ai,1 ai,2 ai,0
 for i = 0, 1, 2.
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2.1.2 Properties of Block-Circulant Matrix
Given index i, the coordinates of i is xi = quotient(i − 1, n), yi = remainderi − 1, nThen
we need to modify the definition of ξi by
ξx( j) =
1
n
wxiyi+x jy j wherew = e
2pi
n is the nth roots of unity (5)
The properties given above in section 3.1.1 still hold, and we have
λi =
∑n−1
l=0
∑n−1
k=0 al,kw
xil+yi(k+1) is the ith eigenvalue of A.
2.2 Results on Circle
2.2.1 The Expected Meeting Time
Let us first discuss the problem on the simplest graph, a 1-D circle.
Theorem 1 If two particles make independent random walks on a circle with an uni-
form initial distribution, then the expected meeting time is
∑
λi,0 λ
−1
i , where λi is the i
th
eigenvalue of L = I − PPT , and P is the transition matrix for a single walker.
Put the transition probabilities in M as the weight of edges. Then we get the Lapla-
cian matrix,
L = I − M = I − PPT (6)
which is a circulant matrix generated by {1−q0,−q1,−q2, 0, · · · , 0,−q2,−q1}, where
q0 = p21 + p
2
2 + p
2
3, q1 = p3(p1 + p2), q2 = p1 p2.
Let Ti,which is the ith component of vector T , denote the expected meeting time
with starting vertex i. Obviously, T0 = 0. The initial distribution is pi. Then E[τ] =
piTT . We can obtain a set of equations by recurrence:
Ti = q2Ti−2 + q1Ti−1 + q0Ti + q1Ti+1 + q2Ti+2 + 1 i , 0 (7)
Notice that the coefficients q0 + 2q1 + 2q2 = p21 + p
2
2 + p
2
3 + 2p3(p1 + p2) + p1 p2 =
(p1 + p2 + p3)2 = 1. By summing up the above equations, we have:
T0 = q2TN−2 + q1TN−1 + q0T0 + q1T1 + q2T2 − (N − 1) (8)
Thus, the Laplacian matrix L is the coefficient matrix of (4),(5).
LT = ∆t, where ∆t = (1, 1, 1, · · · , 1,−(N − 1))T (9)
Since L is a real, circulant matrix, we can use the conclusion in section 3.1.1.
Taking the inner product of (9) with ξi on both sides, from the symmetry of L we have
< LT , ξi >=< T ,Lξi >=< T , λiξi >= λi(
N−1∑
k=1
Tk
wik√
N
+ T0) (10)
4
< ∆t, ξi >=
1√
N
(
N−1∑
k=1
wik − (N − 1)) =
{ −√N i , 0
0 i = 0
(11)
Notice that
∑N−1
k=1 w
ik = −1 for i , 0. Combined with (9), for i , 0,
N−1∑
k=1
Tk√
N
wik = −√N(λi)−1 (12)
Summing up by i, we have:
N−1∑
i=1
N−1∑
k=1
Tk√
N
wik = −√N
N−1∑
i=1
λ−1i (13)
N−1∑
i=1
N−1∑
k=1
Tkwik = −N
N−1∑
i=1
λ−1i (14)
Changing the order of summation,
N−1∑
k=1
Tk
N−1∑
i=1
wik = −N
N−1∑
i=1
λ−1i (15)
1
N
N−1∑
k=1
Tk =
N−1∑
i=1
λ−1i (16)
We assume the steady state distribution is the initial distribution. For any arbitrary
regular graph, this is the uniform distribution. The expected meeting time is then given
as:
E[τ] = piTT =
1
N
N−1∑
k=1
Tk =
N−1∑
i=1
λ−1i (17)
Note that this is the sum of the reciprocals of non-zero eigenvalues of L.
2.2.2 The Order Estimation of E[τ]
For simplicity, we estimate the order of E[τ] for simple random walk (i.e., p1 = p2 =
p3 = 13 ):
E[τ] =
N∑
i,0
1
3
(2 − 4
3
cos
pii
N
− 2
3
cos
2pii
N
)−1
=
N∑
i=1
2
9
(2 − cos pii
N
− (cos pii
N
)2)−1
=
2
9
N∑
i=1
1
(2 + ti)(1 − ti)
(18)
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where ti = cos piiN . Thus (2 + ti)
−1 ∈ [1/3, 1], which is bounded by constants.
From [2], we have that summation
∑N
i=1(1− ti)−1 is O(N2). Thus E[τ] is O(N2). On the
other side, for i = 1, applying the Taylor Theorem we have
1
1 − t1 =
1
1 − cos piN
=
1
Θ(1/N2)
= Θ(N2) (19)
Thus E[τ] is also Ω(N2), yielding that in fact for the 1-D circle, E[τ] grows with
the size of the graph as Θ(N2).
2.3 Results on Torus
2.3.1 The Expected Meeting Time
Theorem 2 If two particles make independent random walks on a torus with an uni-
form initial distribution, then the expected meeting time is
∑
λi,0 λ
−1
i , where λi is the i
th
eigenvalue of L = I − PPT , and P is the transition matrix for a single walker.
Similarly, put the probabilities of transition in M as the weight of edges. Then we
get the Laplacian matrix.
L = I − M = I − PPT (20)
Let Ti denotes the expected encounter time with starting point with index i, which
is the ith component of vector T . Obviously, TN2 = 0. If the initial distribution is pi,
then E[τ] = piTT . We can get a set of equations by recurrence (for a more readable
notation here we write that Tx,y = TInd(x, y)).
For ease of exposition, we illustrate below this recurrence equation for a simple
random walk, that means the walker in the original model moves to its neighbour or
stay still with the same probability 15 :
Tx,y =
1
25
Tx±2,y +
1
25
Tx,y±2 +
2
25
Tx±1,y +
2
25
Tx,y±1
+
2
25
Tx±1,y±1 +
1
5
Tx,y + 1 i , 0
(21)
Note that such a recurrence equation for Tx,y could also be written for any random
walk that moves to neighboring nodes with different probabilities.
We also have:
LT = ∆t, where ∆t = (1, 1, 1, · · · , 1,−(N2 − 1))T (22)
With the same approach in 3.2, we have
< LT , ξi >=< T ,Lξi >=< T , λiξi >= λi(
N∑
k=1
N∑
l=1
Tk,l
N
wxik+yil) (23)
6
< ∆t, ξi >=
1
N
(
∑
(k,l),(N,N)
wxik+yil − (N2 − 1)) =
{ −N i , 0
0 i = 0 (24)
Combined with (20) and T0 = 0, summing up by i for i , 0, we have
N2−1∑
i=1
∑
(k,l),(N,N)
Tk,l
N
wxik+yil = −N
N2−1∑
i=1
λ−1i (25)
∑
(x,y),(N,N)
∑
(k,l),(N,N)
Tk,lwxik+yil = −N
N2−1∑
i=1
λ−1i (26)
Change the sequence of summation, finally we have
1
N2
∑
(k,l),(N,N)
Tk,l =
N2−1∑
i=1
λ−1i (27)
Note that we get actually the same expression as 1-D circle. Given the uniform
initial distribution, the expected time E[τ] is the sum of the reciprocals of non-zero
eigenvalues of L.
2.3.2 The Order Estimation of E[τ]
Applied (6) to (25), we have
E[τ] =
N−1∑
i, j=0
(i, j),(0,0)
(
1
25
(20 − 2(cos 4pii
N
+ cos
4pi j
N
) − 4(cos 2pii
N
+ cos
2pi j
N
) − 8 cos 2pii
N
cos
2pi j
N
)
)−1
which can be rewritten as
E[τ] ≡
N−1∑
i, j=0
(i, j),(0,0)
1
2ti jsi j + 3
1
1 − ti jsi j (28)
where ti j = cos
pi(i+ j)
N , si j = cos
pi(i− j)
N . By applying the lemma(proved in Appendix
A):
Lemma 1 If θ1, θ2 ∈ [0, pi4 ], then
1
1 − cos θ1 cos θ2 ≤
4
1 − cos 2θ1 cos 2θ2
we can separate the summation into Θ(logN) parts, and prove that each part is
Θ(N2). Thus finally we obtain that
E[τ] is Θ(N2logN) (29)
The complete proof is given in the Appendix A.
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3 Discussion
We have proved that on the circle and the torus, the sum of the reciprocals of non-zero
eigenvalues of L = I − PPT is the expected meeting time of two walkers. In fact, if the
graph has a strong symmetry properties which guarantees M = PPT and L is (block-
)circulant, then the proof still holds. The simulation results shown in figure 4 match
the conclusion in section 3.
Figure 4: Simulation Results on 2-D Torus
Moreover, we find empirically that the expression even works for simple random
walks on arbitrary regular graphs. This is not a trivial observation, since the symmetry
of vertices doesn’t hold for arbitrary regular graph, see the examples for 4-regular
graphs in figure 5. In this case, the equivalent model approach of fixing one of the
walkers at a particular location and defining the transition matrix of the other walker
does not work.
Figure 5: Special Cases for 4-regular Graph
Conjecture 1 (Expected Meeting Time on Regular Graph) If two particles make in-
dependent simple random walks on a connected d-regular graph, and the initial distri-
bution is uniform, then the expected meeting time E[τ] is
∑
λi,0 λ
−1
i , where λi is the i
th
eigenvalue of L = I − PPT , and P is the transition matrix for a single walker.
Our conjecture is supported by empirical evidence which we present here. Figure 6
shows simulation results as well as relevant numerical calculations for simple random
8
walks over arbitrary regular graphs. The left figure shows the results on 10-regular
graphs, while the right one on graphs with 30 vertices. For each horizontal point, a
single random graph is generated and fixed for averaging over multiple random initial
conditions drawn from a uniform distribution. Each blue mark indicates the average
meeting time when doing the experiment independently for 500 times, and green mark
for 10000 times. The red mark indicates the conjectured value of the expected meeting
time (i.e. the sum of the reciprocals of non-zero eigenvalues of L). The black mark
indicates the exact value of E[τ] which could be calculated by the definition of expec-
tation once given transition probabilities (See Appendix B). In each case we see that
the conjecture is valid.
Figure 6: Simulation Results on General Regular Graphs
One way to prove the conjecture may be to use the method in section 3; but for this
approach we would need an additional conjecture.
Conjecture 2 If A is the adjacency matrix of a connected d-regular graph G with n
vertex, then A has a set of orthogonal eigenvectors {ξ1, ξ2, · · · , ξn} satisfying
(a). ξn = (1, 1, · · · , 1)T ;
(b). ξi(n) = 1, for all i;
(c).
∑n
j=1 ξi( j) = 0,for all i;
(d).
∑n
i=1 ξi( j) = 0,for all j;
(e). < ξi, ξ j >= nδi j
Proposition 1 Conjecture 2 is a sufficient condition for Conjecture 1.
Proof. Suppose µ1, ..., µn is the eigenvalues of A.
We define a matrix L˜ as follows:
L˜ = I − P ⊗ P (30)
where P ⊗ P is the kronecker product of P. Then fromP = (I + A)/(d + 1), we have
the eigenvalue of P is βi = (µi + 1)/(d + 1). Thus from the properties of kronecker
product, the eigenvalue and eigenvector of L˜ is λi, j = βiβ j and ξi, j = ξi ⊗ ξ j.
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We can similarly construct a recursive function of Ti, j, which indicates the expected
meeting time with walkers on vertex i and j. Obviously, Ti,i = 0. We can prove that
L˜T = ∆t, where ∆ti, j = 1 if i , j, else ∆ti,i = −(n − 1). Then
< L˜T , ξi, j >=< T ,Lξi, j >=< T , λiξi, j >= λi, j
(n,n)∑
(k,l)=(1,1)
Tk,lξi(k)ξ j(l) (31)
Combined with (c) and (e) in Conjecture 2, we have
< ∆t, ξi, j > =
n∑
k=1
−(n − 1)ξi(k)ξ j(k) + ξi(k) ∑
l,k
ξ j(l)

=
n∑
k=1
−(n − 1)ξi(k)ξ j(k) − ξi(k)ξ j(k)
= −n < ξi, ξ j >= −n2δi j
(32)
Thus we have
(n,n)∑
(k,l)=(1,1)
Tk,lξi(k)ξ j(l) =
1
λi, j
< ∆t, ξi, j >= −n2δi j (33)
Summing by (i, j) , (n, n) and applying (d), finally we get the expression
E[τ] =
1
n2
(n,n)∑
(i, j)=(1,1)
Ti, j =
(n,n)∑
(i, j)=(1,1)
δi j
1
λi, j
=
n∑
i
1
λi,i
(34)
Notice that λi,i is the same eigenvalue of L = I − PPT in our original definition of
L. Thus we have proved that if Conjecture 2 holds then the Conjecture 1 would be
true.
Remark 1 If we let ξn be the eigenvector with eigenvalue µ = d, then (a) holds.
Remark 2 Since
∑n
j=1 ξi( j) = (1, 1, · · · , 1)T ξi, multiply (1, 1, · · · , 1)T on the left of
Lξi = λiξi and we have
n∑
j=1
ξi( j) =
1
λi
(
(1, 1, · · · , 1)T L
)
ξi = 0 (35)
Notice that the the row sum of L is equal to 0. Thus we have (c).
References
[1] Robert Kleinberg, Lecture notes for Computer Science 6822 Advanced Topics
in Theory of Computing: Flows, Cuts, and Sparsifiers, Fall 2011, online at
www.cs.cornell.edu/courses/CS6822/2011fa/scribenotes/lec 2.pdf
10
[2] Elliott W. Montroll, “Random walks on lattices III: Calculation of first-passage
times with application to exciton trapping on photosynthetic units”, J-MATH-
PHYS, 10 (4), p.753-p.765, April 1969
Appendix A: The Proof for E[τ] = Θ(N2logN) on 2-D Torus
Recall Lemma 1:
If θ1, θ2 ∈ [0, pi4 ], then
1
1 − cos θ1 cos θ2 ≤
4
1 − cos 2θ1 cos 2θ2
Proof.Let s = cos θ1 and t = cos θ2, then cos 2θ1 = 2s2 − 1 and cos 2θ2 = 2t2 − 1.
The inequality in lemma is equivalent to:
4 − 4st ≥ 1 − (2s2 − 1)(2t2 − 1) (36)
4ts − 4t2s2 + 2t2 + 2s2 ≤ 4
Let f (t, s) = 4ts − 4t2s2 + 2t2 + 2s2, since if ts = c ≤ 1 is fixed, f attains its maxi-
mum at t = 1, s = c. Thus, it remains to show f (1, s) ≤ 4, which is −s2 + 2s − 1 ≤ 0,
this inequality is correct and we complete the proof.
Recall the equation (26) which can be obtained by some trigonometric identities.
E[τ] =
N−1∑
i, j=0
(i, j),(0,0)
1
2ti jsi j + 3
1
1 − ti jsi j
Since 1 ≤ 2ts + 3 ≤ 5 for all i, j, then 15 ≤ 12ts+3 ≤ 1, which is bounded. Then we
only need to estimate
N−1∑
i, j=0
(i, j),(0,0)
(
1 − cos pi(i + j)
N
cos
pi(i − j)
N
)−1
(37)
(i, j) are uniformly distributed within the grid [0,N] × [0,N] (except the origin),
then (i+ j, i− j) are uniformly distributed in a diamond area in [0, 2N] × [−N,N], by
the symmetry of cosine function and omitting a constant coefficient, it’s equivalent to
estimate
N−1∑
p,q=0
(p,q),(0,0)
(
1 − cos ppi
2N
cos
qpi
2N
)−1
(38)
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Since when we set p = 0(or q = 0), the summation is
N−1∑
q=0
(1 − cos qpi
2N
)−1 (39)
From [2], we have that summation is O(N2).
Thus, it remains to prove the following summation is in Θ(N2logN)
N−1∑
p,q=1
(
1 − cos ppi
2N
cos
qpi
2N
)−1
(40)
Now let us partition the region into Θ(logN) parts, denote by
Ak = DkAk−1, whereDk = (p, q)|1 ≤ p, q ≤ 2k, k = 0, 1, 2, · · · , logN (41)
for all k ≥ 1, |Ak + 1| = 4|Ak |, and every term (p, q) in Ak corresponds to (p, q), (p−
1, q), (p, q − 1), (p − 1, q − 1) in Ak + 1. Then applying the Lemma 1 and the cosine
function is non-negative and monotone decreasing in [0, pi/2], we can prove that
S k =
∑
(p,q)∈Ak
(
1 − cos ppi
2N
cos
qpi
2N
)−1
≤
∑
(p,q)∈Ak+1
(
1 − cos ppi
2N
cos
qpi
2N
)−1
= S k+1 (42)
for k = 0, S 0 ≤ S 1 also holds by a simple calculation.
Notice that since 1−cos pi2N = Θ( 1N2 ), thus S 1 = (1−cos pi2N cos pi2N )−1 is Θ(N2). The
terms in S logN is bounded above by a constant (1− cos pi4 )−1 = 2 and similarly bounded
below by 0.5, then S logN is also Θ(N2).
Thus, we have
E[τ] =
logN∑
k=0
S k is Θ(N2logN) (43)
Appendix B: Calculating the Exact Value of E[τ ]
The exact value of expected meeting time could be calculated in the following way:
Suppose there are two walkers a and b. We denote the state that a is at vertex i while
b is at vertex j by S (i, j), with index ((i − 1)N + j). Thus if the transition matrix for a
single walker is P, then the transition matrix for the states of two walkers is Q = P⊗ P
except for the (i − 1)N + ith rows(the absorbing states), which are all zeros expect the
the iN + ith component. Let Λ = {(i − 1)N + i|i = 1, 2, · · · ,N}, and S Λ is the set of
absorbing states. S (τ) indicates the state at time τ.
Recall the definition of expectation, we have
E[τ] =
∞∑
τ=0
τPr[S (τ) ∈ S Λ, S (τ − 1) < S Λ] (44)
that equals to
12
E[τ] =
∞∑
τ=0
τ
∑
k∈S Λ
∑
l<S Λ
Pr[S (τ) = k, S (τ − 1) = l]
=
∞∑
τ=0
τ
∑
k∈S Λ
∑
l<S Λ
Pr[S (τ) = k|S (τ − 1) = l]Pr[S (τ − 1) = l]
=
∞∑
τ=0
τ
∑
k∈S Λ
∑
l<S Λ
Pr[S (τ) = k|S (τ − 1) = l]p0 · Qτ−1 · el
=p0
∞∑
τ=0
(τ · Qτ−1) · b
(45)
where b is a column vector with n2 component, b( j) =
∑
i∈Λ Q(i, j) if j < Λ,
b( j) = 0 if j ∈ Λ. Then applying the series summation approach to matrix, finally we
have
E[τ] = p0(I − B)−2b˜. (46)
where B is the sub-matrix of Q deliminating the rows and columns with index in
Λ, b˜ is the sub-vector of b deliminating the rows and columns with index in Λ.
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