We consider the symmetric Poissonian two-armed bandit problem. For the case of switching arms, only one of which creates reward, we solve explicitly the Bellman equation for a -discounted reward and prove that a myopic policy is optimal.
Introduction
We discuss the Two-Armed Bandit (TAB) problem which is a continuous analogue of the discrete-time TAB studied by Feldman [6] . A self-contained statement of the discrete-time TAB can be found also in DeGroot [1] and Dynkin and Yushkevich [5] . The Poissonian version of this problem was stated and studied in detail by Sonin [8] and Presman and Sonin [7] . The symmetric Poissonian TAB is determined by a matrix A-O_<#<A. # A The columns of A represent the left and the right arms of the TAB; the rows correspond to hypotheses H 1 and H 2. Both arms generate Poisson flows of particles. According to H1, the intensities of the flows corresponding to the left and the right arms are equal to A and #, respectively. According to H2, these intensities are # and A. An input flow with intensity 1 can be directed either to the left or to the right arms. A controller, at each time t >_ 0, selects probabilities u and 1ut, with which an arriving particle (if any) is directed to the input of the left or the right arm. If a particle gets into an arm with a higher intensity, then it is immediately observed at the output of this arm. If a particle gets into an arm with lower intensity, then the same happens with probability #/A; with probability 1-#/A, the particle remains unobserved. The aim of the controller is to maximize the expected number of observed particles if he knows a priori probability x of hypothesis H 1 at time t 0. In this setting, it is shown by Presman and Sonin [7] that the optimal policy is given by the rule u (xt) where x is a posteriori probability of H 1 at time t, and 0, if 0 _< x < 1 / 2 ,
A new feature studied in this paper is the random switching of arms (or equivalently, hypotheses) in the TAB. This switching occurs at jump-times of an unobserved Poisson process with known rate a > 0. In the case of an infinite horizon and discounted rewards, Donchev [2] has proved the optimality of policy (1) for all sufficiently small values of #/a. However, this is not done by using the explicit solution of the optimality equation. In that paper (Donchev [2] ), we made use of a comparison of a special functional-differential equation with delay, and two ordinary differential equations utilizing some recent results for the solution of the equation with delay.
Here, we consider the particular case of a matrix 0 ,
Since for this matrix #/a 0, the above result implies that policy from Equation (1) is optimal with respect to the fl-discounted reward criterion for any a > 0. In this paper, we suggest a direct proof of this statement by solving explicitly the Bellman equation for the corresponding controlled process {xt} of posteriori probabilities. We also provide an explicit formula for the /%discounted reward corresponding to policy 9. A direct solution of the average optimality equation in the case # 0 is given in Donchev and Yushkevich [4] .
In Section 2, we characterize the process {xt} which is a piecewise-deterministic process and describe sufficient optimality conditions. In Section 3, we solve the equation which the value function, provided that policy is optimal, should satisfy. In Section 4, we show that the solution of this equation also solves the Bellman equation.
The Process {xt}. Optimality Conditions
Let x be a posterior probability of H at time t. It depends on the given probability x 0 -x, on the known controls us, 0 <_ s < t, and on the observations over the time interval [0, t]. It is well known that the process {xt} forms a sufficient statistic for the TAB problem, which is a problem with incomplete information. In the case where there is an absence of switching, hence in our problem for a-0, a rigorous proof of this assertion can be found in Presman and Sonin [7] . On an intuitive level, this can be done by means of the Bayes rule. Utilizing it to re-evaluate x + dt given xt, ut, and observations on the interval (t, + dr), one may see the following" (i)
In the absence of observed particles, the process x satisfies the ordinary differential equation
x ,(1 2ut)xt(1 xt) + a(1 2xt);
(2) (ii) With probability utxtdt a particle is observed at the output of the left arm and in this case, x + dt 1;
(iii) With probability (1ut)(1xt)dt a particle is observed at the output of the right arm, and in this case x + dt 0; and (iv) Since we get income when observing particles, the expected increment of rewards is equal to the sum of these two probabilities (for more details, see Donchev [2] ). This characterization of the process {xt} allows to put our problem into the framework of controlled, piecewise-deterministic processes. Following Yushkevich [9] (for the case of no impulse actions, no restrictions on the continuous actions, and stationary in time components of the model), we define a model Z which is determined as follows: (5) , and taking into account the definitions of the model, we define the operators 
then v is a value function and is an optimal policy for the problem presented in Equations (6) and (7) . This proposition follows from well known results in continuous-time dynamic programming. In the framework used here, a formal reference should be made to Theorem 7.1 in Yushkevich [9] (with some obvious simplifications due to the absence of impulses and constraints on continuous actions).
Solution of the Equation for the Value Function
In this section, we find a solution of the equation
which is the first relation in Equation (11), assuming that the policy defined by Equation (1) is optimal. In view of the symmetry of and elements (c), (d) and of the model Z with respect to x-1/2, we seek a solution of Equation (12) with a symmetric function V, so that
Obviously, such a function satisfies the relations
LIV(X L2V(1 x).
To avoid misunderstanding, we denote the restriction of V(x) on the interval 1/2 < x _<1 by v(x). On this interval, the equation LY(x,(x))-/Y(x) becomes
Equation (17) is a linear, first-order ordinary differential equation for the function v. Its general solution depends on v(1), the unknown value v(x) for x-1, as well as on the integration constant C. To determine these two quantities, we utilize Equation (32)
The function X(x) plays an important role in the sequel. We summarize some of its properties in the next lemma. 
X'(x)
x(1 x)+ (1 2x) X(x)' (35)
x"()
The first of these formulas is trivial; the third follows from the fact that X(x) solves the homogeneous part of Equation (17). To check Equation (34), we represent the powers in Equation (32) as c / 1 (c / 1/2) / 1 / 2 , -c -(c /-}) / 1 / 2 , and use identities x I x 2 (21--x2)(x1-1/2)-, (1--2)(x1--1) .
Finally, we get Equation (36) by a direct computation. Now, let us return to the function v(). It remains to determine only v(1), the value of v(x) at x 1. Making use of Equations (15) and (34), we obtain an easy equation for v(1). Solving 
Now, we are in a position to formulate our main result. Its proof will be given in Section 4.
Theorem 3.1: The policy 9 and the function V defined by Equations (1) and (41) are, respectively, an optimal policy and the value function for the problem presented in Equations (6) and (7) . By a symmetry, we need to prove only the first of these inequalities, which is equivalent to L lv(x)+L2v(x)<_2v(x), 1/2_<x<_ 1.
(42)
According to Equations (8) and (9) , the inequality in Equation (42) reduces to
where we have used the equality V(0)= V(1)= v(1), which follows from Equation (14). The same equality, along with Equation (15), implies the relation LV(1/2,1/2)-, Iv(i)+1-v(21-)] -2/v(1/2). The probabilistic meaning of these inequalities is quite apparent. The first one means that, if at time 0, we know exactly that the left arm is the better arm, then the expected total number of observed particles is greater than the corresponding number in the case of a full uncertainty about arms. According to the second inequality in Equation (46), even in the worst case, we get a strictly positive income.
We only sketch the details of the proof which is quite technical. First, we show that T > 0, where T is given by Equation (39). To do this, we cancel the factor in the expression for T and get the inequality [4] . Returning to Equation (45), we notice that it certainly would hold provided that v'(x)>_O, 1/2<_x<_l, and v(x)-v(1/2)>_O, 1/2<_x<_l.
The second of these two inequalities is a corollary of the first of them, hence it 1 remains to prove only that v (x) >_ 0 for _< x _< 1. Assume the cpntrary. By Equation (46), we have that v'(x) is positive somewhere in the interval (, 1]. Since v'(x) is contiugus in r, 1], the as'su'mption implies that v'(,f,)--0 at someoitt 7(: @h'en, in view of Equation (15), we deduce that v"(x) must attain the value 0 at some point 1 of the interval (, 1], which obviously contradicts Equations (32), (36) and (40). This completes the p'rZoo of Theorem 3.1.
