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A B S T R A C T
Intrinsically disordered proteins (IDPs) are involved in many pivotal cellular processes including phosphoryla-
tion and signalling. The structural and functional eﬀects of phosphorylation of IDPs remain poorly understood
and diﬃcult to predict. Thus, a need exists to identify motifs that confer phosphorylation-dependent pertur-
bation of the local preferences for forming e.g. helical structures as well as motifs that do not. The disordered
distal tail of the Na+/H+ exchanger 1 (NHE1) is six-times phosphorylated (S693, S723, S726, S771, T779, S785)
by the mitogen activated protein kinase 2 (MAPK1, ERK2). Using NMR spectroscopy, we found that two out of
those six phosphorylation sites had a stabilizing eﬀect on transient helices. One of these was further investigated
by circular dichroism and NMR spectroscopy as well as by molecular dynamic simulations, which conﬁrmed the
stabilizing eﬀect and resulted in the identiﬁcation of a short linear motif for helix stabilisation: [S/T]-P-{3}-[R/
K] where [S/T] is the phosphorylation-site. By analysing IDP and phosphorylation site databases we found that
the motif is signiﬁcantly enriched around known phosphorylation sites, supporting a potential wider-spread role
in phosphorylation-mediated regulation of intrinsically disordered proteins. The identiﬁcation of such motifs is
important for understanding the molecular mechanism of cellular signalling, and is crucial for the development
of predictors for the structural eﬀect of phosphorylation; a tool of relevance for understanding disease-promoting
mutations that for example interfere with signalling for instance through constitutive active and often cancer-
promoting signalling.
1. Introduction
Phosphorylation is one of the main mechanisms underlying cellular
signalling. The transduction of phosphorylation-mediated signals is
rooted in the modulation of molecular interactions, which results from
changes to the chemical structure. A chemical modiﬁcation can lead to
more than just chemical change, for example by inducing local struc-
tural eﬀects or even global ones. Thus, phosphorylation sites that are
important for modulating the interaction network can be divided into
those that only require a charge change for recognition, and those that
additionally modulate the local/global structure (structural motifs).
Currently, however, it is not possible to diﬀerentiate between these
cases and the molecular details underlying the events are not clear.
1.1. Intrinsically disordered proteins and phosphorylation
Intrinsically disordered proteins (IDPs) often transition between
disordered and ordered states to mediate their biological function via
binding to partner proteins. In many cases binding is accompanied by
local folding, either by conformer selection or induced ﬁt, or a mixture
of the two [1–5]. The propensity to form helical structures can accel-
erate ligand binding [6], and phosphorylation can regulate local and/or
global folding, and thus biological function, shown e.g. for the dis-
ordered eukaryotic translation initiation factor 4E-binding protein 2,
where multisite phosphorylation leads to folding [7]. In yeast Ash1,
however, compensatory structural eﬀects make overall chain expansion
insensitive to phosphorylation [8]. The eﬀect of phosphorylation on
local structure depends on several factors, i.e. presence and type of
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transient secondary structure elements, the relative position of the
phosphorylation site to preformed structural elements [9,10], the
neighbouring sequence such as a hydrogen bond network and electro-
static interactions [11], the local environment of the protein including
the presence of aromatic residues [12,13], as well as the number of
phosphorylation sites [14]. Furthermore, the inductive eﬀect is de-
pendent on the type of phosphorylated residue, i.e. Ser, Thr, or Tyr
[15]. Thus, the concerted contributions of all those factors determine
the net modulation in local structure, but as of yet, the origins and
relative importance of these eﬀects are not fully understood and remain
diﬃcult to predict.
1.2. Structural preferences from NMR chemical shifts
The most direct NMR method to identify secondary structures in
proteins is based on the secondary chemical shift (SCS) analysis (Δδ).
Chemical shifts (δ, CSs) of the backbone nuclei and in particular those
of the Hα, Cα and C′ correlate strongly with local backbone structure
and by comparison to random coil CSs one can derive secondary
structure and speciﬁcally identify the position, length and population of
those in proteins. SCSs are deﬁned as Δδ= δ(observed)− δ(random
coil). Speciﬁcally, consecutive positive secondary Cα and C′ CSs in-
dicate helicity, negative values β-sheet or extended structure and close
to zero values indicate that the ensemble populates all allowed regions
in the Ramachandran plot and hence appear random [16,17]. Yet,
random coil CSs of individual residues vary depending on neighbouring
residues [18] as well as the experimental conditions (pH, temperature)
[19]. Currently, several datasets for reference CSs of naturally occurring
amino acids exist that use either neighbouring correction factors de-
rived from peptide libraries [19–21] or a curated chemical shift data set
derived from disordered proteins [22]. Secondary shift analysis is
commonly used to assess transient structure in IDPs. Yet, the transient
nature of secondary structures in IDPs results in small secondary che-
mical shift values and makes structure analysis more prone to bias by
the exact reference values used for the random coil shifts. In addition,
experimental conditions as well as posttranslational modiﬁcations
(PTMs) aﬀect the CSs, and the chemical eﬀects of PTMs, like phos-
phorylation, on the random coil CSs are not yet included in these li-
braries. Previous studies have aimed to characterize the random coil
CSs of phosphorylated amino acids using peptides [23]. However, no
correction factors for modiﬁcation of neighbouring amino acid residues
are currently available and the eﬀect of a PTM may extend further than
just to its immediate neighbours. Additionally, in case of secondary
structure modulation by amino acid modiﬁcation, it is currently not
possible to separate the chemical eﬀects from structural eﬀects. One
approach is to use intrinsic random coil CSs assigned in 8 M urea to
determine the SCSs (Δδirc) [24]. The exact mechanism by which urea
unfolds proteins is not fully understood, but it is assumed that urea
promotes backbone disorder [25] and urea has been shown to promote
poly-proline II conformations [26,27]. Yet, the use of urea allows the
study of the unfolded state at physiological pH and speciﬁc ionic
strength. The use of the chemically unfolded state as internal reference
does not require a reference library, as each protein can be used as its
own internal reference and the approach has successfully been used for
characterisation of the acid unfolded state [24,28,29] as well as for
secondary structure analysis for a number of IDPs [30,31].
1.3. The Na+/H+ exchanger isoform 1 and its disordered tail
The Na+/H+ exchanger isoform 1 (NHE1) plays a central role in the
regulation of cellular pH and volume, and in turn NHE1 is important for
the normal physiological functions of most mammalian tissues [32,33].
Its function is tightly regulated through mechanisms involving inter-
actions with multiple protein- and lipid-binding partners, and through
phosphorylations, and other PTMs. The intracellular distal tail of NHE1
(NHE1cdt) is intrinsically disordered [34] and contains most of the
many known and suggested phosphorylation sites [32]. In vitro,
NHE1cdt is six times phosphorylated (S693, S723, S726, S771, T779,
and S785) by the mitogen activated protein kinase 1 (MAPK1, ERK2),
and although the in vivo role of ERK2 in direct phosphorylation of
NHE1 is contentious, NHE1 engages in regulation of ERK2 activity and
NHE1 is regulated by ERK signalling [31,35,36]. Thus, NHE1cdt is an
excellent system for investigation of the potential structural eﬀects of
Ser/Thr-phosphorylation in IDPs.
Here, using NHE1 as a model protein, we asked what the structural
details underlying phosphorylation-induced structural eﬀects in IDPs
would be and used the intrinsic random coil shifts to characterize the
secondary structure proﬁle of NHE1cdt and the modulation of its
transient structure by the six phosphorylations. Phosphorylation at four
of the six sites did not induce any signiﬁcant change to the structure
proﬁle, yet two of the phosphorylations led to a substantially increased
local propensity to form helical structure. For one of these sites, S785,
CD and NMR spectroscopy and molecular dynamic simulations further
conﬁrmed this eﬀect. These results allowed us to discover a speciﬁc
motif that we suggest confers phosphorylation-induced N-terminal helix
stabilisation that we further found is generally enriched in IDPs and at
conﬁrmed phosphorylation sites. This motif and its corresponding
tuneable behaviour induced by phosphorylation will be important for
understanding how the interactome of IDPs can be modulated.
Furthermore, the identiﬁcation of stabilizing motifs is essential to de-
velop bioinformatics predictors for the eﬀect of phosphorylation, which
may be of value for understanding disease related mutations in general.
2. Materials and methods
2.1. Expression, puriﬁcation and phosphorylation of hNHE1cdt
Expression, puriﬁcation and phosphorylation of unlabelled, 15N-la-
belled and 13C,15N-double labelled hNHE1cdt, as well as its phos-
phorylation by active ERK2 was performed essentially as described
[31]. The phosphorylation reaction was stopped and the kinase re-
moved by heating the sample to 90 °C for 5 min followed by 20,000g
centrifugation for 5 min. Phosphorylation of all six sites was conﬁrmed
by mass spectrometry and by analyses of a 15N,1H-HSQC NMR spec-
trum.
2.2. NMR samples and spectral acquisition
All NMR spectra were recorded on either a Varian INOVA 750 MHz,
a 800 MHz 1H NMR spectrometer equipped with a 5 mm triple re-
sonance probe with a Z-ﬁeld gradient, or a 600 MHz Bruker Avance III
HD spectrometer in 5 mm Shigemi NMR tubes. Backbone resonance
assignments of hNHE1cdt in the unphosphorylated and phosphorylated
states were done at 5 °C using 0.5–1.5 mM samples of 15N,13C-
hNHE1cdt in PBS pH 7.2 supplemented with 0.5 mM 4,4-dimethyl-4-
silapentane-1-sulfonic acid (DSS), 10 mM dithiothreitol (DTT), and
10% (v/v) 99.96% D2O by standard 3D triple resonance experiments as
previously described [34]. Intrinsic random coil referencing was done
from assignments of hNHE1cdt in 8 M urea from similar experiments.
The 8 M urea samples were prepared as follows: the protein was dia-
lysed against 2× concentrated PBS buﬀer, and then 200 μL protein
stock mixed with 192.3 mg urea (spectral grade), supplemented with
0.5 mM DSS, 10 mM DTT and 10% (v/v) 99.96% D2O as above, pH
adjusted, and water added to a ﬁnal volume of 400 μL. Chemical shift
referencing was done relative to DSS. The spectra were zero ﬁlled,
apodized, Fourier transformed and baseline corrected in NMRDraw
[37] and analysed manually using CCPN Analysis [38]. The secondary
structure analysis was done by secondary chemical shifts, calculated as
= −Δδ δ δirc irc (1)
or as
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= −Δδ δ δrc rc (2)
using two diﬀerent random coil shift sets [19,22], and the SSP score
[20], as well as Agadir predictions [39].
The changes in 1HN chemical shifts with temperature were obtained
from recording a series of 15N,1H-HSQCs from 4-° to 16 °C with incre-
ments of 2 °C. Temperature coeﬃcients and standard deviations were
extracted with Matlab by ﬁtting the 1HN chemical shifts against tem-
perature using the following linear equation:
= ∗ +a yy x 0 (3)
where y is the 1HN chemical shift (ppb), a is the temperature coeﬃ-
cients (ppb/°C), x is the temperature (°C), and y0 is the oﬀset. The NHE1
TH4 peptides TH4pepWT, TH4pepD784A, and TH4pepR790V with and
without S785 phosphorylation were purchased from Synpeptide Co.
Ltd. (China) and Schafer-N (DK) puriﬁed by rpHPLC to> 95% purity
and conﬁrmed by mass spectrometry. The NMR resonances of the
protons, NH and Cα were assigned from homonuclear DQF-COSY,
TOCSY, ROESY spectra, as well as natural abundance 15N,1H- and
13C,1H-HSQCs at 5 °C. The salt titration was done by stepwise addition
of NaCl to the peptide samples and subsequent acquisition of 13C,1H-
HSQCs. Percent helicity was estimated from the assigned secondary
chemical shifts using the intrinsic random coil shifts recorded in urea,
averaged over the length of the transient helices and divided by
2.8 ppm, the secondary Cα chemical shift expected for a 100% formed
helix [40].
2.3. Molecular dynamics simulations
We extracted the starting structure to use in molecular simulations
from an ensemble of 1000 disordered conformations of the unpho-
sphorylated NHE1 TH4pep construct generated with Profasi [41] at
300 K and the phosphorylated variant was modelled using the FoldX-
suite without any repair of the backbone conformation upon the sub-
stitution [http://foldxsuite.crg.eu/]. To generate the ensemble of dis-
ordered conformations, we employed a standard Monte Carlo move set,
as used in earlier studies with Profasi [42]. In particular, we selected a
structure from the ensemble with the peptide in an extended con-
formation to avoid artiﬁcial tertiary contacts. We performed the si-
mulations with Gromacs 4.6 [43]. The system was solvated in a dode-
cahedral box of water molecules at 150 mM NaCl, applying periodic
boundary conditions with a minimum distance of 15 Å between the
peptide and the box edges. We used the Amber03ws protein force ﬁeld
[44] recently developed for disordered proteins.
We used parameters speciﬁcally developed for the amber force ﬁeld
[45] to describe the phosphorylated serine. Simulations were carried
out at 298 K using the canonical NVT ensemble. We used the LINCS
algorithm to constrain heavy-atom bonds, allowing for a 2 fs time-step.
Long-range electrostatic interactions were described by the Particle-
mesh Ewald summation scheme. Van der Waals and Coulomb interac-
tions were truncated at 9 Å. After a series of energy minimization,
solvent equilibration, thermalization and pressurization preparatory
steps, we performed a one-microsecond long MD simulation. To deﬁne
a hydrogen bond (H-bond) we used empirical geometric criteria. In
particular, we deﬁned the presence of an H-bond if the distance be-
tween the donor and acceptor atoms is less or equal than 3.0 Å (relaxed
cutoﬀ) or 2.5 Å (strict cutoﬀ) and the angle between the donor atom-
hydrogen-acceptor atom is equal or higher than 90° [46]. The helical
content in the MD simulations was calculated according to DSSP deﬁ-
nition [47]. Speciﬁcally, we considered as helical residues collectively
those that DSSP assigned either as 310 helix, α-helix or π-helix.
2.4. Motif enrichment analysis
2.4.1. Query set and background set of disordered regions for motif
enrichment
Datasets of intrinsically disordered proteins were obtained from the
Database of Disordered Protein Predictions [48]. The following ﬁles were
downloaded from D2P2 on the 6th of January 2016: d2p2_protein_to_uni-
prot.tsv, consensus_ranges.tsv, dis_experiment.tsv and ptm_assignment.tsv.
Consensus regions of disorder obtained from prediction tools (con-
sensus_ranges.tsv) were mapped to their UniProt identiﬁer using the ﬁle
d2p2_protein_to_uniprot.tsv. Regions labelled as disordered by experiments
were extracted from the ﬁle dis_experiment.tsv. If UniProt IDs were found in
both predicted and experimental set, regions from the predicted set were
removed in order to avoid redundancy and to keep only the experimental
entry. Consensus regions from prediction and experimental disordered re-
gions were merged after which all regions shorter than 10 amino acid re-
sidues were removed from the dataset. In order to obtain only disordered
regions from eukaryotic proteins, a list of species (speclist) with assigned
taxon identiﬁer and domain was obtained from uniprot (http://www.
uniprot.org/docs/speclist, downloaded on 12th of January 2016). Taxon
IDs from the speclist were then used to obtain the UniProt accession num-
bers of eukaryotic proteins from the NCBI resource prot.accession2taxid
(ftp://ftp.ncbi.nih.gov/pub/taxonomy/accession2taxid/, downloaded on
12th of January 2016).
All disordered regions (experimental + predicted) not assigned to
any eukaryotic UniProt accession number were removed from the
analysis. Known phosphorylated serines and threonines were extracted
from ptm_assignment.tsv and were subsequently merged with the dis-
orders regions (experimental + predicted) using the internal D2P2 IDs.
Disordered regions encompassing a phosphorylated serine or threonine
were extracted resulting in a query dataset for motif enrichment. The
query dataset consisted of a total of 21,653 disordered regions (10,268
unique UniProt IDs). The background set for enrichment analysis in-
cluded all disordered regions containing at least one serine or threonine
without any known post-translational phosphorylation resulting in a
total of 155,416 disordered regions (54,420 unique UniProt IDs).
FASTA-format sequences of both query - and background regions were
obtained using a custom R-script with the R-packages protr [49] and
seqRFLP [50].
2.4.2. Motif enrichment with AME (analysis of motif enrichment)
Enrichment analysis was performed using AME (Analysis of Motif
Enrichment) [51], which is a part of the MEME suit of motif discovery
tools [52]. The two sets of sequences, those with phospho-serine/
threonine and those without (but containing at least one serine/
threonine) were merged in order to calculate the background fre-
quencies of amino acid residues. This calculation was performed using
the MEME tool fasta-get-markov (https://github.com/CPFL/gmeme/
blob/master/meme_4.8.1/doc/fasta-get-markov.xml). The calculated
residue frequencies were used to construct a MEME motif ﬁle con-
taining custom motif probability matrices. The frequencies of the three
“variable” residues within the query motif (denoted X) were set to ei-
ther to uniform frequencies of 0.05, or to those of the calculated
background frequencies (See weighed matrixes in Supplementary in-
formation File S8). In addition to the motif of interest enrichment was
performed using the four known (non-structural) phospho-motifs of
NHE1cdt with similar length (approximately seven amino acid re-
sidues) A-S-P-{3}-E, S-S-P-{3}-D, Q-S-P-{3}-D and F-T-P-{3}-D (See
weighed matrixes in Supporting information File S8). Enrichment with
AME was performed using Fisher's exact test and enrichment included
correction for sequence length [51]. Cut-oﬀ for p-value to be considered
signiﬁcant was ≤0.01.
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2.4.3. Motif enrichment with chi-squared test in R
In addition to AME, a simpler approach to enrichment was im-
plemented in R. Enrichment analysis was performed using a regular
expression to capture all motifs in both query and background sets. The
motif counts were used to perform a χ2 test of signiﬁcance and to
calculate the odd ratio (OR). Cut-oﬀ for signiﬁcance was a false dis-
covery rate of 0.01. After enrichment, the location of the serine/
threonine residue in the motifs in the query set was extracted and
matched with the position of the PTM serines/threonines.
2.5. Circular dichroism spectroscopy
Far-UV CD measurements were recorded on a Jasco J-810 spectro-
polarimeter with Peltier control at 10 °C using a 1 mm path length, from
260 to 190 nm with a scan speed of 50 nm/min, 10 accumulations, and
with a data pitch of 0.1 nm. Peptide concentrations of all TH4pep
variants were 70 μM. Sample conditions were 20 mM sodium phosphate
buﬀer, 1 mM DTT, pH 7.2. Spectra were buﬀer corrected and converted
to mean residual ellipticity using the equation:
= ∗ ∗ ∗[θ] 100 θ (c l n)MR (4)
where θ is the ellipticity (deg), c is the peptide concentration (M), l is
the path length of the cuvette (cm), and n is the number of amino acid
residues.
2.6. MALDI-TOF mass spectrometry
One microliter of 10 μM NHE1cdt before and after phosphorylation
was mixed with 1 μL HCCA matrix [10 mg/mL in 50% (v/v) MeCN and
0.1% (v/v) TFA] and spotted on a MTP 384 ground steel TF target plate
by the dried droplet method. Spectra were recorded on a Bruker
Daltonics Autoﬂex II TOF mass spectrometer in linear positive mode. An
average of 100 shot was recorded. Calibration was performed with
quadric calibration of protein calibration standard 1 (Bruker Daltonics).
3. Results
3.1. The transient secondary structure proﬁle of the hNHE1cdt
Secondary structure analysis by NMR spectroscopy revealed several
transient helices (THs) in the intrinsically disordered NHE1cdt, initially
identiﬁed using the SSP score [34] and reﬁned by the SCSs using the
intrinsic random coil reference CSs obtained in 8 M Urea (Δδirc) [31].
These were located at P694-R700 (TH1), P727-G743 (TH2), D758-S766
(TH3), and P786-L795 (TH4), where TH1 and TH4 were rather short
and lowly populated (Fig. 1A–B). Using a SCS value of 2.8 ppm for Cα to
represent that of a 100% populated helix [40], the transient helices
were estimated to be populated to 7.3% (TH1), 11% (TH2), 7.9% (TH3)
and 5.6% (TH4). A comparison of the Δδirc with Δδrc derived from
diﬀerent random coil libraries and datasets as well as Agadir predic-
tions is shown in Supplementary Fig. S1. The Δδrc derived from dif-
ferent random coil datasets predicted the THs in the NHE1cdt with
comparable intensities and positions. However, the noise level was
considerably higher compared to that obtained using the Δδirc (Sup-
plementary Fig. S1B–C). The SSP score and Agadir also predicted si-
milar positions, but the SSP score had negative SCS regions not present
in the Δδirc, and Agadir generally underestimated the amplitude of the
helical propensity (Supplementary Fig. S1D–E). Since the random coil
shifts of phosphorylated libraries are unavailable and as the intrinsic
reference coil method is able to extract the pure chemical eﬀect of the
phosphorylation on the chemical shift, we proceeded with this method.
3.2. Modulation of local transient structure of the hNHE1cdt by
phosphorylation
The NHE1cdt contains six ERK2 consensus phosphorylation sites
that are phosphorylated by active ERK2 in vitro (S693, S723, S726,
S771, T779 and S785) [31]. All six ERK2 sites in hNHE1cdt are located
in “linker” regions or directly N-terminal to the transient helices. Spe-
ciﬁcally, S693 is located N-terminal to TH1, S723 and S726 N-terminal
to TH2, S771 and T779 locate to the linker region between TH3 and
TH4, and S785 is located N-terminally to TH4 (Fig. 1A–B). To de-
termine the structural eﬀects of these phosphorylations, sets of back-
bone spectra were recorded for the six-times phosphorylated state
under the same experimental conditions as for the unphosphorylated
state with and without 8 M urea to obtain intrinsic reference coil shifts.
The Δδirc for the phosphorylated state showed similar proﬁle as for the
unphosphorylated state, but with increased helicity for TH1 and TH4
(Fig. 1C). Since phosphorylation can have a structural eﬀect but also
aﬀect the random coil shift due to the chemical modiﬁcation, the Δδirc
will automatically correct for the chemical eﬀect, as this is expected to
be the same in the presence and absence of urea. To illustrate this
further the chemical shifts of the unphosphorylated and phosphorylated
state were compared in Fig. 1D (structural and chemical eﬀect), as well
as both of them in urea (chemical eﬀect only, Fig. 1E). Comparing the
Cα CSs for the phosphorylated with those of the unphosphorylated state
revealed a downﬁeld shift for all phospho-serines, and an upﬁeld shift
for T779 (Table 1, Fig. 1D). Also, many of the immediate C-terminal
neighbours experienced a Cα downﬁeld shift and N-terminal neighbours
an upﬁeld shift. The C′ shifts revealed a less systematic pattern, with
mixed up- and downﬁeld shifts for the phosphorylated residues
(Table 1) and for the immediate neighbours (Fig. 1D). To extract the
structural eﬀect of phosphorylation, the Δδirc of the unphosphorylated
state was subtracted from the Δδirc of the phosphorylation state (ΔΔδirc,
Fig. 1F), showing a small increase of helicity of TH1 by S693 phos-
phorylation (from 7.3% to 13%) as well as a stronger increase in TH4 by
S785 phosphorylation (increasing from 5.6% to 16%). Phosphorylation
at the other sites did not appear to cause any substantial structural
eﬀects. The separation of structural from chemical eﬀect for TH4 is
shown in Fig. 1G, which highlights that the shifts of S783-S785 were
mainly due to the chemical modiﬁcation, and that the shifts of P786-
S788 had an almost equal contribution from chemical and structural
eﬀects. Structural eﬀect thus dominated the shifts further away from
the phosphorylation sites.
S693 and S785 are located N-terminally to TH1 and TH4, respec-
tively, and might thus stabilize these via interactions with a helix
Table 1
Cα, Cβ and C′ CSs of the six phosphorylation sites of NHE1cdt with and without phosphorylation.
Cα (ppm) Cβ (ppm) C′ (ppm)
WT Phos Δ WT Phos Δ WT Phos Δ
S693 56.44 55.92 −0.52 63.28 65.15 +1.87 173.08 173.72 +0.64
S723 56.47 55.89 −0.58 63.15 64.55 +1.40 172.72 172.34 −0.38
S726 56.40 56.16 −0.24 63.13 64.54 +1.41 172.92 172.27 −0.65
S771 56.46 56.00 −0.46 63.21 64.73 +1.52 172.65 172.70 +0.05
T779 59.31 60.34 +1.03 69.96 72.72 +2.76 171.81 172.06 +0.25
S785 56.50 55.79 −0.71 63.26 65.06 +1.80 173.03 173.66 +0.63
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dipole. However, S723 and S726 are also located just N-terminally to
TH2, which is not stabilized by phosphorylation (from 11% to 10% in
the two states), demonstrating that phosphorylation just N-terminally
to a helix is not always suﬃcient to increase its stability. These ob-
servations thus suggest that either other mechanisms contribute to the
observed stabilisation of TH1 and TH4 or possibly that a helix-dipole
based mechanism requires a substantial population of helix prior to
phosphorylation. In order to ﬁnd alternative potential mechanisms we
scrutinized the sequences and structures around the phosphorylation
sites and discovered that the sequences surrounding S693 and S785,
whose phosphorylation stabilize TH1 and TH4, respectively, share
common sequence properties (Fig. 1H). In particular, relative to the
phosphorylation site, i, both sites have an Asp at the i− 1 and an Arg at
the i+ 5 position, features that are not present at any of the other four
sites, and we thus explored whether these might contribute to the
structural response to phosphorylation.
3.3. Design of a NHE1 peptide for NMR and molecular dynamics
investigation
To provide a more detailed view, and to evaluate the potential role
of the Asp and Arg residues for the stabilisation, we next performed
further NMR experiments and molecular simulations on a peptide
covering the S785 phosphorylation site and the transient helix TH4
(TH4pep, NHE1781–796). This peptide, rather than that surrounding
S693, was used for several reasons: (i) the S693 phosphorylation site
has a His in close proximity (H698) and given the pH-sensitivity of
histidines, even minor changes in pH would aﬀect the result, (ii) S693
has a Lys in the i− 3 position and a basic residue in this position was
previously shown to stabilize helicity [53–56], and (iii) the stabilizing
eﬀect was stronger for the S785 phosphorylation site (Fig. 1F).
3.4. Decomposing the individual eﬀects using spectroscopy
To evaluate the potential individual roles of the Asp and Arg for the
stabilisation we used peptide variants. First, using Agadir we screened
for mutations at the two positions, D784 and R790 that according to
Agadir would retain the helicity of the peptide but replace the charges
(Supplementary Fig. S2). This resulted in two peptide-based variants:
TH4pepD784A and TH4pepR790V. We next used circular dichroism
(CD) spectroscopy to evaluate the eﬀect of those mutations on the
phosphorylated versus unphosphorylated states of the peptides
(Fig. 2A). While for all three variants, including the WT peptide, the
ellipticity at 190 nm increased upon phosphorylation, indicating less
disorder, the negative ellipticity at 222 nm, indicating an increase in
helicity, was only increased for the WT and the D784A variants. Thus,
although we cannot at this point explain the decrease at 190 nm, the
change at 222 nm clearly indicated R790 to be important for conferring
the phosphorylation-induced helix stabilisation. Furthermore, the ap-
parent discrepancy between the absolute level of helicity measured by
NMR and by CD is not surprising as fragmentations of helices such as
dynamically formed transient helices lowers the ellipticity from the n-
π* transition in CD spectroscopy [57].
To assess whether only the local sequence is responsible for the
stabilizing eﬀect of phosphorylation and whether it is independent of
the nearby T779 phosphorylation we next assigned the NMR chemical
shifts of the TH4pepWT with and without phosphorylation by natural
abundance NMR spectroscopy. In the 1H,15N-HSQC spectrum, the
amide peaks for the TH4pep have similar shifts as those within
NHE1cdt, indicating that TH4 behaves similar in the peptide as in the
NHE1cdt (Fig. 2B and Supplementary Fig. S3). Furthermore, in the
1H,15N-HSQC of the TH4pep the Arg side chain peaks were visible and
folded into the spectra (Fig. 2B). The HηNη peaks of R790 and R793
were almost unaﬀected by phosphorylation. However, the HεNε peak of
R790 was clearly and signiﬁcantly aﬀected by phosphorylation. While
the HεNε peaks of R790 and R793 overlapped in the unphosphorylated
state, the HεNε peak of R790 moved away from the HεNε peak of R793
in the phosphorylated state (Fig. 2B zoom), further conﬁrming its role
in the stabilisation.
We noticed that the eﬀect of phosphorylation on the Cα chemical
shifts of TH4 was slightly higher for the TH4pep compared to TH4 in
NHE1cdt (Fig. 2C) and speculated whether this was due to the absence
of salt in the peptide sample, which suggests the nature of the stabi-
lizing eﬀect to be at least in part electrostatic. To substantiate this we
recorded 1H,13C-HSQC spectra of both unphosphorylated and phos-
phorylated TH4pep at increasing salt concentrations and followed the
Cα chemical shifts (Fig. 2D–E). While the chemical shifts of the un-
phosphorylated TH4pep were essentially unaﬀected (as exempliﬁed by
P786, S788, and R790 in Fig. 2E), the chemical shifts of the phos-
phorylated peptide were substantially aﬀected by salt (Fig. 2E). Thus, at
high salt concentration the phosphorylation-induced helix stabilisation
was much weaker than at low ionic strength (Fig. 2D). This suggests
strongly that the stabilizing interactions have a large electrostatic
component.
In conclusion, these data show that R790 is important for the sta-
bilizing eﬀect upon S785 phosphorylation, and involves the HεNε in the
Arg side chain that could putatively form of a hydrogen bond to the
phosphoryl-group. Although electrostatics play a signiﬁcant role in the
stabilisation the Asp appears not to play any role.
3.5. Temperature coeﬃcients and hydrogen bond donors
The strong upﬁeld shift in the 15N,1H-HSQC for phosphorylated
amino acid residues has been suggested to be due to hydrogen bond
formation between the phosphorylated side chain and its own backbone
amide [58,59]. However, in 8 M urea, we still observed an upﬁeld shift
for the phosphorylated residues suggesting either that no hydrogen
bond was initially formed or that it is preserved in urea (Supplementary
Fig. S3D–E). Conveniently, hydrogen bond donors can be detected by
measuring temperature coeﬃcients for the amide protons, where the
chemical shifts of hydrogen-bonded amides generally are less depen-
dent on temperature. In particular, amides with temperature coeﬃ-
cients more positive that −4.6 ppb/°C are generally hydrogen bonded
(85% of hydrogen-bonded residues fall in this range), with the pre-
dictive value increasing to ~93% when the temperature coeﬃcient is
greater than −4.0 ppb/°C [60].
To identify hydrogen bonding in NHE1cdt we recorded a series of
15N,1H-HSQCs for both the unphosphorylated and phosphorylated state
with and without 8 M urea as a function of temperature. The tem-
perature coeﬃcients for TH4 are shown in Fig. 2F–G, whereas the
coeﬃcients for the entire NHE1cdt can be found in Supplementary Fig.
S4. The only amide of unphosphorylated TH4pep that is clearly above
the threshold of −4.0 ppb/°C is S796 (~−3 ppb/°C), whereas Q789
and R790 fall in the range between −4.6 ppb/°C and −4.0 ppb/°C,
suggesting that they potentially engage in hydrogen bonds with close
by residues stabilizing the transient helix. Upon phosphorylation, all of
the amide temperature coeﬃcients were essentially unaﬀected, except
for the very large increase for S788 (−5.2 ppb/°C to −1.7 ppb/°C),
suggesting a switch in hydrogen-bonding status upon phosphorylation
(Fig. 2F). S788 also showed a strong upﬁeld shift in the 15N,1H-HSQC
upon phosphorylation (Fig. 2H). In urea the temperature coeﬃcients
were much lower conﬁrming the absence of hydrogen bonds in the
reference state (Fig. 2G).
Collectively, these data indicated that phosphorylation might lead
to hydrogen bond formation involving an amide of the backbone.
Interestingly, the amide of the pS785 was not aﬀected, i.e. hydrogen
bond formation was not observed before or after phosphorylation. This
observation suggests that the strong downﬁeld shift of an amide in an
15N,1H-HSQC of the phosphorylated residue itself is not due to its en-
gagement in a hydrogen bond. Rather the downﬁeld shift appeared to
be simply due to the additional charge(s) added by the phosphate group
(−2 at physiological pH), i.e. de-shielding due to the presence of a
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strong electronegative group. This is in line with the observation that
the amide peaks of the phosphorylated residues are still downﬁeld
shifted in 8 M urea (Supplementary Fig. S3D–E).
3.6. Atomic-level description of the structural eﬀects induced by
phosphorylation
The experimental data suggested that the increase in helicity upon
S785 phosphorylation is accompanied by changes in the chemical shift
of the R790 side chain (HεNε), as well as a signiﬁcant increase of the
temperature coeﬃcient for the S788 backbone amide, suggesting the
formation of speciﬁc non-covalent interactions. It is, however, diﬃcult
to extract the atomic details of these transiently formed structures from
the chemical shifts or other NMR data. Thus, to map out atomic-level
conformations of TH4pep that could explain the observations and
provide insight into the formation of such transient interactions we
conducted a 1-microsecond long all-atom, explicit solvent MD simula-
tion of the phosphorylated TH4pep. In these simulations we employed
the recently optimized Amber03ws force ﬁeld (i.e. the physical model
used to describe the system in the simulation), which was designed to
improve the accuracy in MD simulations of disordered proteins and
peptides, with a particular focus on removing a bias towards forming
compact structures that is present in many earlier force ﬁelds [44].
Although the force ﬁeld used in our simulations is expected to provide a
relatively accurate description of the conformations of ﬂexible peptides,
we note that reaching converged conformational ensembles remains a
diﬃcult task due to the large number of possible conformations [61].
We thus here focus mostly on using the simulations to provide a
structural interpretation of the experimental ﬁndings.
The conformational ensemble of the disordered TH4pep in solution
was found to be highly heterogeneous and adopt multiple diﬀerent
structures. Indeed, we observed structures with varying amounts of
helical structure and location, as can be attested by the average struc-
tures of the main structural clusters (Fig. 3A). We observed structures in
which the side chains of R790 and pS785 interacted, though such in-
teractions could be formed in both helical and non-helical structures
(Fig. 3A). Also, we observed helical structures in which pS785 and
R790 interacted in diﬀerent orientations, as well as other structures
where the two residues were separated, or where R790 interacted with
the side chain of D784. We also did not ﬁnd any correlation between
the interaction between D784 and R790 and the amount of helix
(Fig. 3B). To evaluate the contribution of D784 to the electrostatic in-
teractions between R790 and pS785, we also calculated a two-dimen-
sional density plot including the distance between the side chains of
D784 and the R790 and the side chain of R790 and pS785 (Fig. 3C). The
results show that when either D784 or pS785 forms a short, ionic in-
teraction (distances ~5 Å), the other distance is longer (~8–10 Å;
Fig. 3C). When neither distance is short, the two distances are corre-
lated because of the inherent proximity of D784 and pS785.
The up-ﬁeld shifted position of the amide HN NMR peak of phos-
phorylated residues has commonly been attributed to intra-residual H-
bond formation between backbone HN and the phosphoryl-group
[58,59]. We therefore analysed the presence of a hydrogen bond from
the pS785 side chain to the backbone amides of pS785 (Fig. 3D), S788
(Fig. 3E–F) or R790 (Supplementary Fig. S5). To help deﬁne any such
hydrogen bonds, we calculated the distance between acceptor and hy-
drogen atoms and the angle formed by the donor-hydrogen-acceptor
(Fig. 3D–F). Consistently in the simulations, we did not observe any
stable interaction between the phosphate moiety and the backbone
amide of pS785, in agreement with the absence of a change in the
temperature coeﬃcient of S785 upon phosphorylation (Fig. 2D).
However, we also did not observe any highly populated hydrogen bond
between pS785 and the S788 backbone amide (Fig. 3E–F) although the
phospho-group of pS785 was at a distance of approximately 4 Å in most
of the MD frames, supporting also that the helix is only partially po-
pulated. This suggests that the large increase in the temperature coef-
ﬁcient of the backbone amide of S788 upon S785 phosphorylation is
either due to a weak hydrogen bond not observed in the simulations, a
hydrogen bond with a diﬀerent side chain in close proximity, or that
not a hydrogen bond but the close proximity of pS785 and R790 and the
salt bridge formed between them (Fig. 3A) is responsible for the in-
creased temperature coeﬃcient, similarly to what is seen for ring cur-
rent eﬀects [60,62].
We also performed a one-microsecond long MD simulation of the
unphosphorylated peptide (Supplementary Fig. S6). Again, as reaching
converged distributions is computationally diﬃcult, we decided not to
perform a detailed, quantitative comparison of the two systems, in
particular since our analyses pertain mostly to the interactions with and
contributions from the phosphoryl group (Fig. 3C–F). In line with ex-
periment, we do, however, observe a decreased helical propensity in
our simulations of the unphosphorylated variant (Supplementary Fig.
S6A, Fig. 3A), and also note that there was no correlation between
helical formation and an electrostatic interaction between R790 and
D784 also in absence of phosphorylation (Supplementary Fig. S6B,
Fig. 3B).
Together our MD simulations of both the phosphorylated and un-
phosphorylated TH4pep allowed us to provide an atom-level model of
the heterogeneity of the peptide, which showed no remarkable con-
tribution by the D784 in stabilizing helical formation and, in the case of
the phosphorylated peptide, also no stable intra-residue hydrogen bond
between the phosphoryl-group and the backbone amide of the phospho-
residue. The simulation of phosphorylated TH4pep instead revealed a
propensity to form electrostatic interactions between the phosphate-
group of pS785 and the side chain of R790.
3.7. Is [S/T]-P-{3}-[R/K] a common motif for helix stabilisation upon
phosphorylation in other disordered regions?
The motif identiﬁed in NHE1 may constitute a new short linear
motif (SLiM) [63] for phosphorylation-induced helix stabilisation with
the core required amino acid sequence [S/T]-P-{3}-[R/K]. To in-
vestigate whether this motif is found in other IDPs we performed motif
enrichment analysis using the D2P2 database [48]. In particular, we
asked the question whether this motif was enriched in known phos-
phorylation sites in IDRs compared to IDRs with no known phosphor-
ylation. Thus, we ﬁrst extracted a background set that consisted of IDRs
containing as a minimum a single Ser or Thr residue, but without any
previously identiﬁed Ser/Thr phosphorylation sites, according to
PhosphoSite [64,65] (in total 164,750 regions, 56,007 unique UniProt
IDs). The query set of sequences was IDRs known to have at least one
Fig. 3. Phosphorylation of S785 has an impact on the conformational ensemble of TH4pep. The analyses were performed on an unbiased all-atom MD simulation of phosphorylated
TH4pep. (A) Two-dimensional (2D) distribution in which the values of the helical content measured for the region between D784 and Q792 are plotted against the distance between the
carbon atom in the guanidinium group of R790 (atom CZ) and an oxygen atom of the phosphate of pS785 (atom O1P). Representative structures of the peptide extracted from the MD
simulation are reported as cartoon. The D784, pS785 and R790 are shown as sticks. (B) 2D distribution in which the values of the helical content measured between D784 and Q792 are
plotted against the distance between the carbon CZ of R790 and the γ-carbon atom of the D784 (atom CG). (C) 2D distribution in which the values of the distance between the carbon CZ
of R790 and the oxygen atom of the phosphate of pS785 (atom O1P) are plotted against the distance between R790 CZ and the γ-carbon of the D784 (atom CG). (D) 2D distribution in
which the values of the distance between the backbone amide hydrogen (atom HN) and the oxygen atom of the phosphate of pS785 (atom O1P) are plotted against the angle measured
between backbone amide nitrogen (atom N), HN and O1P of pS785. (E) 2D distribution in which the values of the helical content measured between D784 and Q792 are plotted against
the distance between the backbone amide hydrogen of S788 (atom HN) and the oxygen atom of the phosphate of pS785 (atom O1P). (F) 2D distribution in which the values of the distance
between the backbone amide hydrogen of S788 (atom HN) and the oxygen atom of the phosphate of pS785 (atom O1P) are plotted against the angle measured between backbone amide
nitrogen (atom N) and HN of S788 and O1P of pS785.
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phosphorylated serine or threonine (in total 21,653 regions, 10,268
unique UniProt IDs). We enriched the query set of sequences for the
presence of the motif [S/T]-P-{3}-[R/K], which we designed on the
basis of the structural studies of the TH4pep constructs. As a compar-
ison, we also performed enrichment analysis using four known NHE1
phosphorylation motifs where phosphorylation did not induce addi-
tional helical structure (termed non-structural sites, see above), these
were A-S-P-{3}-E, S-S-P-{3}-D, Q-S-P-{3}-D and F-T-P-{3}-D (see also
Fig. 1H). We used two diﬀerent methods for motif search (see Materials
and methods), i.e. Analysis of Motif Enrichment (AME) and an in-house
developed methodology that relies on χ2 tests and odds ratios (ORs).
In the enrichment analysis, we tested the eﬀect of setting the dis-
tribution of the 3 “X” residues between P and R/K to either uniform or
variable (to the values of the residue occurrence observed in the
background) and found comparable results with both methods. Further,
although we found that both the query motif and two of the three “non-
structural” sites were enriched in phosphorylated IDRs, we observed
that the adjusted p-values were substantially higher in the “non-struc-
tural” sites compared to the query motif. Further, the non-structural site
F-T-P-{3}-D was not enriched in the query regions compared to back-
ground regions. The methodology implemented using R, i.e. χ2 tests
and ORs, revealed the same trend. All motifs, associated p-values and
odds-ratios are reported in Table 2.
The substrates of ERK2 have a requirement for Pro in the i + 1
position. Prolines are very common in IDP/IDRs and are frequently
observed in the ﬂanking regions of transient structural elements. Pro is
known as a cap residue [66], and MD simulations suggest a helix pro-
moting eﬀect for positions at the helical N-terminus, and a terminating
eﬀect at the C-terminus [67]. Thus, the proline in the query motif is
required for the recognition by the kinase as a substrate. In addition, it
may be important for deﬁning the starting point of the helix.
Collectively the results of motif enrichment indicate that the novel
query phospho-motif is enriched in disordered protein regions with
phosphorylated Ser/Thr compared to disordered regions without this
post-translation modiﬁcation. While we cannot rule out that this ob-
servation is in part caused by preferences by the cellular kinases, the
results suggest that this novel motif could have a general role as a
conformational switch in IDRs. Intriguingly, perhaps the motif may act
both to recruit the kinase and to confer a phosphorylation-induced
conformational change. A full list of proteins (UniProt ID, gene name,
organism) containing the [S/T]-P-{3}-[R/K] motif, is found in the
Supporting information File S7. Based on these we created a sequence
logo to visualize the motif that we discovered (Fig. 4). We note that the
observed sequence proﬁle reﬂects both the input sequence in our search
as well as the distribution of amino acids surrounding the phosphor-
ylation sites, and that further experiments are required to disentangle
any potential preferences at the {3} positions.
4. Discussion
4.1. Random coil chemical shifts of the phosphorylated state
Extraction of local structure from chemical shifts has been possible
for almost 50 years [68] and the random coil chemical shift databases
and peptide-derived libraries continue to improve both in accuracy and
in correction factors for sequence and sample conditions like tem-
perature and pH [19,21,22,69]. Critically, however, databases and li-
braries that incorporate the chemical eﬀects of phosphorylations and
other types of PTMs on the chemical shifts are currently not available.
At present, the best possible way to extract the inducible eﬀect of a
phosphorylation, other PTMs, or non-natural amino acids is to assign a
modiﬁed protein in the “fully unfolded state” and use this as internal
random coil reference. We have shown here that this method is equally
good, if not better, than database or library based methods to detect the
position and amplitude of transient structure and additionally it dif-
ferentially detects the eﬀect of modiﬁcation on the random coil state
and potential structural modulation. The extraction of the structural
eﬀect by this method requires another round of assignment, and
homogeneous phosphorylations of all sites as well as identical sample
conditions for all states. Thus, until many more phosphorylated pro-
teins have been assigned and their shifts and structures have become
available, peptide derived random coil remain an eﬃcient and accurate
approach to examine the locally and globally induced structural
changes of these modiﬁcations. With the internally referenced SCS
analysis applied here, one can assess the local structural eﬀect of in-
dividual phosphorylation sites at the residual level, and identify phos-
phorylation-induced structural modulations, as shown for the helix
stabilizing eﬀect of S785 phosphorylation on NHE1. This method fur-
ther allows for distinguishing the change of chemical environment due
to the modiﬁcation from modulation of secondary structure by the
modiﬁcation. We expect this approach to be as useful for the determi-
nation of reference chemical shift values for other protein PTMs as it is
for phosphorylation.
4.2. NHE1 phosphorylation – eﬀects on secondary structure
In NHE1, TH1 and TH4 each have a phosphorylation site at their N-
terminus, the phosphorylation of which leads to increased helix
Table 2
Motif enrichment for the six phosphorylation-sites in NHE1. The query motif represents the structural motif, whereas the known phosphor-motifs 1–4 are non-structural.
Motif AME Enrichment
Adjusted p-value (uniform/individual frequencies of {3})
R
Chi2 test
Adjusted p-value
R
Odds ratio
Query motif (S693, S785) [S/T]-P-x{3}-[R/K] 1.8 × 10−27/6.9 × 10−13 0.0 3.1
Known phospho-motif 1 (S723) A-S-P-x{3}-E 1.3 × 10−9/0.0013 1.23e-18 2.7
Known phospho-motif 2 (S771) S-S-P-x{3}-D 0.006/0.0002 9.1e-13 2.1
Known phospho-motif 3 (S726) Q-S-P-x{3}-D 0.002/not sig. 5.7e-09 2.8
Known phospho-motif 4 (T779) F-T-P-x{3}-D Not sig./not sig. 0.67 0.5
0.0
0.5
1.0
pr
ob
ab
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y
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population. Helix stabilisation is commonly attributed to hydrogen-
bond formation between a capping residue with a negatively charged/
phosphorylated side chain and one of the four unsatisﬁed backbone NH
donors [70] as well as to favourable charge interaction with the helix
dipole. While such capping may explain the increased helicity for TH1
and TH4, it does not explain the absence of such an eﬀect of S726
phosphorylation for TH2 even though S726 is not as close to TH2 as
S693 and S785 are to TH1 and TH4, respectively. Stabilisation can in
addition to hydrogen bonding be explained by electrostatic interactions
(either directly via salt bridges or via longer range interactions), i.e. the
electrostatic attraction of the doubly negatively charged phosphate
group to adjacent positively charged side chains. An electrostatic in-
teraction is also less dependent on the geometry compared to a hy-
drogen bond. Positively charged residues close to S693 are H689
(i− 4), K690 (i− 3), and R698 (i + 5), and close to S785 is R790 (i
+ 5). Furthermore, both S693 and S785 have an Asp as the immediate
neighbour (i− 1), which may contribute to the structural eﬀect by
electrostatic repulsion of the phosphate group. However, neither the
experimental data nor simulations support a role of the Asp for the
structural eﬀect of phosphorylation. S771 has two N-terminal close
positive charges, R765 (i− 6) and K767 (i− 4), but also an E768
(i− 3), all located at the C-terminus of TH3. Interestingly, none of the
other phosphorylation sites have positive charges in their close proxi-
mity, and thus, it is likely that the N-terminal stabilisation of TH1 and
TH4 is caused by electrostatic attraction as well as potential hydrogen
bonds, as suggested by the MD simulations and supported by spectro-
scopic data.
4.3. Position dependency of structural eﬀects induced by phosphorylation
The observation of a tuneable structure in NHE1cdt that depends on
a speciﬁc phosphorylation, together with subsequent bioinformatics
investigations of phosphorylation sites in IDPs, allowed us to identify a
SLiM with the sequence [S/T]-P-{3}-[R/K], where [S/T] is the phos-
phorylation site. Although the idea of structure modulation by phos-
phorylation is not novel, the determinants for modulation of local
structure by phosphorylation are poorly understood. Thus, examples of
almost all possible scenarios are reported in the literature where the
eﬀect appears to depend on the position of the phosphorylation site
within the helix as well as on the environment. Phosphorylations of the
proline-rich IDR of Tau have distinct eﬀects depending on the exact site,
i.e. stabilisation of a short α-helix by forming an N-cap at one position,
yet no eﬀect on local structure at the other phosphorylation site [71];
very much similar to what is observed here for NHE1cdt. However,
multiple phosphorylations in the same region in Tau were previously
shown by CD and NMR spectroscopy to induce polyproline II helices
[72]. Thus, the local sequence as well as the number of phosphorylation
sites inﬂuences the structural outcome. However, typically, phosphor-
ylation in the N-terminal of a helix results in stabilisation whereas a C-
terminal phosphorylation results in destabilisation [9].
4.3.1. Helix stabilisation eﬀects
Commonly, N-terminal helix stabilisation is attributed to hydrogen-
bond formation between a capping residue with a negatively charged or
polar side chain and one of the four unsatisﬁed backbone NH donors
[70]. At physiological pH each phosphorylation adds two negative
charges to the protein. Accordingly, a phosphorylation-induced N-
terminal stabilisation was predicted by simulations [10]. However,
when a phosphorylation is stabilizing, a salt bridge is commonly formed
between the phosphoryl-group and some Arg/Lys residues, seen both in
folded protein complexes and in disordered proteins as described with
speciﬁc examples further below. This suggests that the phosphoryl
group both forms interactions with one of these amides and forms a salt
bridge to the Arg/Lys side chain, although only the latter interaction is
well documented. Depending on the protein, phosphorylation can have
dramatic structural eﬀects. In the cyclin-dependent kinase CDK2, three
Arg side chains make charge-stabilized hydrogen bonds to the three
oxygen atoms of the phosphate of pThr160, leading to large global
structural rearrangements and kinase activation [55]. In the enzyme
phenylalanine hydroxylase, phosphorylation in the N-terminal IDR also
induces a salt bridge to an Arg in position i− 3 leading to a local
stabilisation but no global rearrangements [54]. In the phosphorylation
domain of smooth muscle myosin, electron paramagnetic resonance
data and MD simulations suggested a disorder-to-order transition for
the phosphorylation domain mediated by a salt bridge between pS19
and R16 [56,73,74]. Furthermore, in a pentamer peptide derived from
the cyclic-AMP dependent protein kinase, phosphorylation led to for-
mations of a hydrogen bond to an Arg in i− 3, accompanied by a local
rearrangement [11]. Others have shown that stabilisation is achieved
via a hydrogen bond network plus electrostatic interactions of the
phosphate with adjacent positive charged residues not only in the N-cap
position but also in other structural entities [53–55,75]. Similarly, a
helix-stabilizing eﬀect was also found for phosphorylation of S65 of
eIF4E, in this case at the C-terminal end of a helical region [76]. In-
terestingly, for the disordered C-terminal domain of connexin43, the
eﬀect of phosphorylation on helicity was only observed in a membrane
bound state [12], highlighting the relevance of the local environment.
Thus, although capping to unpaired amide donors appears to dominate
in helices, a positively charged residue at position i− 3 governs
structure induction. Here we show that also a positively charged re-
sidue in position i + 5 should be considered and that this potentially is
accompanied by capping of one unpaired backbone amide donor which
is not the phosphorylated residue's own amide.
4.3.2. Helix destabilizing eﬀects
Phosphorylation can also have a destabilizing eﬀect on the struc-
ture, as shown for phospholamban where a salt bridge occurs within the
C-terminal part of a helix, with a concomitant loss of helicity [77,78].
S16 phosphorylation destabilizes the local structure elements [77,79],
and C-terminal phosphorylation of a helix in 4E-BP1 (a regulatory
factor for the translation initiation factor elF4E) similarly destabilizes
local structure, resulting in failure to bind eIF4E [76].
Taken together, the eﬀects of phosphorylation depend strongly on
the position and context of the phosphorylated residue and any
neighbouring residues with which interactions can be formed. Thus, the
tuneable motif determined here shows distinctly that a pSer, Arg pair at
i, i + 5 in a helical N-cap position is stabilizing. The diverse and see-
mingly uncorrelated observations made in the literature may originate
from the presence of several independent SLiMs, some of which are
switchable and some of which are not. Here we have deﬁned one SLiM,
which may be able to explain previous observations but more im-
portantly may spur an interest in deﬁning additional such motifs.
4.4. Switch–like behaviour
Modulation of a structural element that is required for an interac-
tion provides a general mechanism of functional on-oﬀ switches.
Accordingly, an increase in helical propensity within an IDP was re-
cently suggested to accelerate ligand-binding [6]. Independent of the
presence of charged groups in the surrounding sequence, Ser/Thr
phosphorylation was suggested to modulate the preferred backbone
dihedral angles [15] priming the potential for structure modulation. In
a peptide study it was examined whether a Lys in i, i + 3 and i, i + 4
relative to a pSer within a helix could have the same eﬀect and it was
concluded that the presence of the Lys allowed salt bridge formation
and modulated the eﬀect of phosphorylation. Thus in the absence of a
Lys, phosphorylation could destabilize the helix (> 1 kcal·mol−1)
where as in its presence, a phosphorylation was stabilizing
(<−2 kcal·mol−1) [80].
Importantly, despite the wide use of phospho-mimetic mutations
(Ser/Thr to Asp/Glu) [81], computational and experimental studies
have shown that phospho-mimetic mutations are often insuﬃcient to
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fully simulate the eﬀect of phosphorylation [82–84]. For example,
phosphorylation of the disordered activation domain of the gluco-
corticoid receptor by p38 MAPK induces secondary and tertiary struc-
ture formation that facilitates interaction with co-regulators. In con-
trast, a Ser to Glu mutation in the same location elicited only a modest
increase in helicity [83]. These eﬀects can perhaps be understood in the
frame of the dualistic properties of the phosphoryl group; it needs to act
as a cap, but at the same time be involved in a salt bridge formation to
strategically positioned Arg/Lys-side chains. Thus, we suggest this
combined eﬀect to be termed as phospho-cap.
The local sequence of the NHE1 TH4 forms a lowly populated helix
(5.6%) that gets stabilized to approximately 16% upon phosphoryla-
tion, due to the combined eﬀects of electrostatic interaction with the
Arg in i + 5 and potentially a weak hydrogen bond formation with the
amide in i + 3. This represents a small, but signiﬁcant change in heli-
city, corresponding to an increase in the stability of the helix by
~0.5 kcal mol−1, leading to a shift of the dynamic ensemble typical for
disordered proteins. Additional studies are needed in order to identify
factors that can potentially further modulate the helix, and the eﬀect of
helix formation on e.g. the interaction with other proteins. This how-
ever requires the identiﬁcation of binding partners of this particular site
and its functional role in vivo. A number of identiﬁed binding partners
for NHE1 were shown to interact with the most distal part of the C-tail
[32], i.e. including TH4 (P786-L795), and could thus be potential
candidates for phosphorylation-dependent binding switching. Interest-
ingly, the interaction of NHE1 with carbonic anhydrase II, which has
been proposed to interact within the last C-terminal 130 residues of
NHE1, was regulated by an NHE1 phosphorylation proximal to the
binding region [85].
The phospho-cap motif was identiﬁed in a large number of other
proteins all of diverse functions and structures (Supplementary in-
formation File S7). One interesting observation is that many of these are
themselves kinases or are kinase-anchoring proteins or receptor-asso-
ciated proteins. This suggests that phosphorylation inducible structure
formation is part of several phosphorylation cascades and play a role in
signalling, e.g. the mitogen activated protein kinase kinases, the cal-
cium/calmodulin dependent kinases, and the protein kinase C binding
proteins. Remarkably, a similar motif has been described for cyclin
dependent kinases, which have preference for the [S/T]P-{1,2}-[R/K]
motif [86,87], one or two residue(s) shorter than the phospho-cap motif
described here, although some show preference for the long motif
identical to the phospho-cap [86]. However, it has been shown that
cyclin dependent kinases phosphorylates BRCA2 at S3291, which is
located in a longer motif, SPAAQK3296 identical to the one discovered
here. Phosphorylation of S3291 subsequently blocks the interaction
with RAD51, an essential recombination protein [88], but whether this
involves stabilisation of helical structure via formation of a phospho-
cap, remains to be veriﬁed. Another implication of these similarities is
that the enrichment of the motif we observe may in fact be due to a
dominance of kinase preference sites, and suggest a possible dual role in
recruiting the kinase as well as acting as the phosphor-induced-struc-
ture sensor. Given that numerous mitogen-activated protein kinases
(MAPKs) and their regulators are part of the NHE1 interactome [89], it
is interesting that from this list we identiﬁed several of these, such as
SLK, TAO3, and MAP3K4. Together with the fact that the list also
contains several other ion transport proteins, this opens the possibility
that interactions between such proteins are regulated by phosphoryla-
tion-induced altered helix propensity of one or both partners.
5. Conclusions
The eﬀect of phosphorylation depends on several factors, i.e. the
presence and type of transient secondary structure elements, the re-
lative position of the phosphorylation site to preformed structural ele-
ments, the adjacent sequence including the consensus phosphorylation
motif of the kinase, and the local environment of the protein, e.g. at the
membrane. Further, the eﬀect is dependent on the type of phosphory-
lated residue, i.e. Ser, Thr, or Tyr. Thus, the concerted contributions of
all those factors determine the net modulation in local structure, but as
of yet, the eﬀects cannot be bioinformatically predicted. Using a com-
bination of experiment, simulation and bioinformatics we have identi-
ﬁed a tuneable motif that allows stabilisation of helical structure upon
phosphorylation. We believe this motif is the ﬁrst of its kind that has
been discovered, but also that it is likely that several others exist that
may underlie the diverse eﬀects reported in the literature. The identi-
ﬁcation and validation of more motifs could have a large impact on our
understanding of the molecular bases underlying phosphorylation-
mediated cellular regulation, will help to develop predictors of struc-
tural eﬀects by phosphorylation, and may be extremely useful in de-
signing switches into proteins. Ultimately, such knowledge will provide
us with the predictive power needed to understand why some muta-
tions involving phosphorylation sites may give rise to disease.
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.cellsig.2017.05.015.
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