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Abstract
We investigate a solution for the problems related to the application
of multivariate Garch models to markets with a large number of stocks
by restricting the form of the conditional covariance matrix. The model
is based on a factor model and uses only six free Garch parameters. One
factor can be interpreted as the market component. The remaining factors
are equal and allow the analytical calculation of the inverse covariance
matrix. The time-dependence of the factors enables the determination of
dynamical beta coefficients. We compare the results from our model with
the results of other Garch models for the daily returns from the S&P500
market and find that they are competitive. As applications we use the daily
values of beta coefficients to confirm a transition of the market in 2006.
Furthermore we discuss the relationship of our model with the leverage
effect.
1 Introduction
The estimation of co-movement between stocks is an essential problem in the
analysis of asset returns, financial integration, and for portfolio management.
On the one side, the statistical properties of asset returns necessitate to treat
them in a setting that includes time-varying volatility. The most common
setting thus are Garch models. In many analysis of co-movement one would
however also like to analyze samples that cover entire markets and which can
thus be very large. This is at odds with many multivariate versions of Garch
models.
A multivariate Garch model for N stocks can be characterized by the dy-
namics of the conditional covariance matrix H(t) and by its mean H¯. The
number N(N+1)/2 of so-called nuisance parameters in H¯ typically exceeds the
power of a maximum likelihood estimate (MLE) for samples like the constituents
of the S&P index. A possible solution are methods using covariance target-
ing (Engle and Mezrich, 1996) that replace H¯ by the observed time-averaged
1
covariance C. Since C has similarity with a random matrix one can expect
the uncertainty in H¯ to be in the order of
√
N/T (see Laloux et al., 1999;
Marcˇenko and Pastur, 1967). The shrinkage method proposed by Engle et al.
(2018) renders improved estimates of the eigenvalues of H¯ but not the eigen-
vectors.
We will overcome the problem of estimating H¯ in large samples by a re-
stricted form of H¯ as in the K-factor model (see Bauwens et al., 2006). In
this method only parts of C are used that can be determined with a relative
accuracy in the order of
√
1/T .
Another issue for estimations are the Garch parameters that govern the dy-
namics of H(t). In the VEC model (Bollerslev et al., 1988) the elements of H(t)
are treated as a N(N+1)/2 vector, which can lead to a large number of param-
eters. In its scalar version (Ding and Engle, 2001) only two parameters remain.
The K-factor BEKK model (Engle and Kroner, 1995) uses N -dimensional ma-
trix multiplication. Also in this model the number of parameters can become
very large unless one uses the scalar version with a manageable number of 2K
parameters.
Last but not least use of MLE requires the estimation of H−1(t) when Gaus-
sian noise is used, and even worse H−1/2(t) for general noise. For large N nu-
merical inversion can be prohibitive. In K-factor models these time consuming
calculations can be done outside MLE resulting in K independent univariate
Garch models for the factors. A restricted form for H(t) has been proposed
in the DECO model (Engle and Kelly, 2012) which assumes the same time-
dependent correlation between all pairs of stocks. A inversion of H(t) is not
needed in the CCC model (Bollerslev, 1990) where the correlations are taken
from the covariance matrix C. When one allows for time-dependent correlations
as in DCC (Engle, 2002) H−1(t) is needed, which limits application to markets
with modest N .
Our solution of these problems consists in an effective two factor model
based on modifications to the dynamics of the BEKK model. One change is the
use of one common volatility factor v0(t) and N − 1 degenerate equal factors
v1(t). This ensures the existence of H
−1(t) and at the same time allows its
analytical calculation as in DECO. As a second modification we use a rotation
of the eigenvector that belongs to the v0(t) factor. In contrast to the GO-Garch
model (van der Weide, 2002) this rotation is time-dependent and is determined
dynamically.
A nice feature of the model is the interpretation of the first eigenvector as
time-dependent beta coefficients relative to a market in the spirit of a CAPM.
The BEKK type dynamics lead to a coupled system of Garch recursions for the
factors vk(t) and a vector recursion for β(t). Only six Garch parameters have
to be estimated by MLE. The parameters in the mean H¯ follow from C with
an accuracy of order
√
1/T , assuming slowly varying factors and large N .
The paper is organized in the following way. The definition of our model
and the derivation of the recursion are described in section 2 together with a
comparison to other models. We apply the estimation by MLE to the daily
returns of 356 stocks from the S&P market in the years 1995-2013 in section 3.
We then compare the estimation results with other models in section 4. Section
2
5 contains two applications. By using our β(t) we verify a transitions in the
market observed by Raddant and Wagner (2017). As a second application we
investigate the correlation of the leverage effect with β. The last section contains
some conclusions.
2 Multivariate Garch with restricted covariance
2.1 Model for the covariance matrix
We consider a time serie of returns for N stocks with length T denoted by ri(t)
with i = 1 . . . N and t = 1 . . . T . We assume the mean of ri(t) with respect to t
is zero. In a multivariate Garch model r(t) are related to a noise ε(t) by
r(t) = H(t)1/2 · ε(t) (1)
The i.i.d. ε have mean zero and variance one. The matrix H(t) corresponds to
the conditional covariance of ri(t). The dynamics of H(t) are expressed by a re-
cursion formula that relatesH(t+1) to the values ofH(t) and the returns at time
t. An example is the K-component BEKK(1,1,K) model (Engle and Kroner,
1995) which is normally stated like this
H(t+ 1) = Ω +
∑
k
Ak · (r(t) · r(t)′) ·Ak +Bk ·H(t) · Bk (2)
For our purposes we will however use a reparametrized version that reads
H(t+ 1) = H(t) +
K−1∑
k=0
[
Gk · (H¯ −H(t)) ·Gk +Ak · (r(t) · r(t)′ −H(t)) ·Ak
]
(3)
Ak and Gk are time independent symmetric N × N matrices. H¯ denotes the
expected value of H(t).1
This change in notation has several reasons. The recursion equation (3) exhibits
clearly the fixed point H(t) = H¯ if r(t) · r(t)′ is replaced by its conditional
expected value. The parameters in Ak describe how fast H(t) returns to its
mean H¯ after a disturbance by r(t) · r(t)′. Most importantly, the form in (3)
will be more suitable if we generalize the equation for time-dependent Ak, Gk.
Both forms are equivalent if Ak and Gk commute with H(t).
In many applications of multivariate Garch models a recursion like equation
(3) applies to the standardized returns and the correlation matrix R. In our
case it applies to the conditional covariance matrix H(t). This means that we
preserve the information on the level of r, which will help to define β-values. The
main reason is the linearity of equation (3), which allows the evaluation with
linear algebra. We can use this property by using the following representation
of symmetric matrices M with dimension N
M =
K−1∑
k=0
λk Pk (4)
1Hence, in the case K = 1 (2) can be recovered by replacing G1 = IN − A1 − B1 and
H¯ = (IN − A1 −B1)
−1Ω.
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with N ×N projection matrices Pk satisfying the orthogonality relations
Pk · Pl = Pk δlk (5)
and the completeness relation with the unit matrix I
K−1∑
k=0
Pk = I (6)
It is important to note that the sums in equations (4) and (6) run only
over the different eigenvalues λk. The trace of Pk gives the multiplicity of λk.
In the non-degenerate case (K = N) the Pk are the dyadic products of the
eigenvectors. For K < N Pk are independent of the particular choice of the
eigenvectors. Functions of M as for H(t) in equation (3) can be calculated with
f(M) =
K−1∑
k=0
f(λk) Pk (7)
This formalism is particular useful in the case of a single eigenvalue λ0 and N−1
degenerate eigenvalues λ1 (K = 2). From equation (6) we see that essentially
only one projector P0 exists with P1 = I − P0.
Motivation for the reparametrized form of H(t) in equation (3) comes from
the observed eigenvalue spectrum of the covariance matrix C. This is related
to the projection matrices in the following way
C =
1
T
T∑
t=1
r(t) · r′(t) =
N∑
k=0
λk Pk (8)
In figure 1 we show the eigenvalue spectrum for the S&P data (N=356,T=4782).
C exhibits one large eigenvalue λ0 and N−1 eigenvalues of order λ0/N . Within
the framework of a multivariate Garch model one can interpret this behavior
as if the true covariance matrix E[H] had a single eigenvalue λ0 and N − 1
degenerate eigenvalues. The noise transforms them into a MP spectrum as
described by Marcˇenko and Pastur (1967), which qualitatively agrees with the
observed spectrum of C.
To arrive at a new form of H(t) we assume a two component structure as
in C at each t and write H(t) as
H(t) = N v0(t) P0(t) + v1(t)(I − P0(t)) (9)
with the projector P0(t)
P0(t) =
1
N
β(t) · β′(t) (10)
in terms of the eigenvector β, which is normalized to β′(t) · β(t) = N .
The form assumed in equation (9) actually corresponds to a K = N factor
model. The factors are the eigenvalues of H(t). The first factor is Nv0(t). This
component of the large eigenvalue of C can be regarded as the market (see,
e.g., Laloux et al., 1999) and therefore the first part in equation (9) can be
4
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Figure 1: Histogram of eigenvalue spectrum of the covariance matrix C for
the daily returns of 356 S&P constituents. Returns are normalized to have
trace(C) = N . The largest eigenvalue λ0 = 104 is not shown. The curve cor-
responds to a MP spectrum. See appendix D for information on the calculation
of the errors.
interpreted as a time-dependent market factor. When we project r(t) on the
eigenvector β(t) we obtain a market return rM (t)
rM (t) =
1
N
β′(t) · r(t) (11)
Due to the relation
βi(t) =
Et−1[ri(t)rM (t)]
Et−1[r2M (t)]
(12)
βi(t) can be interpreted similar to beta coefficients in a CAPM approach
(Sharpe, 1964; Lintner, 1965) relative to rM (t). A similar definition for con-
ditional betas can be found in Engle (2016). Additionally we have N − 1
degenerate factors v1(t) which together form the second component and show
as the second term in equation (9).
We can now apply this two component structure and modify the recursion
of the BEKK model into a factor model (see Lin, 1992) with time-dependent
Ak and Gk:
Ak(t) =
√
αk Pk(t) and Gk(t) =
√
γk Pk(t) (13)
If we would only use equation (13) one would find that β(t) is an eigenvector of
the r.h.s of (2) and thereby also of H(t+1), which would imply β(t+1) = β(t).
The missing part to achieve dynamic β is to add non-diagonal terms that allow
a transition between P0(t) and P1(t). These terms contribute only to r(t) · r(t)′
and H¯. After adding those terms our recursion reads
H(t+ 1) = H(t) +
∑
k=0,1
Pk(t) ·
[
αk
(
r(t) · r′(t)−H(t))+ γk (H¯ −H(t))] · Pk(t)
+ P0(t) ·
[
α01r(t) · r′(t) + γ01H¯
] · P1(t)
+ P1(t) ·
[
α01r(t) · r′(t) + γ01H¯
] · P0(t) (14)
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For the mean value H¯ we assume the same restriction as for H(t)
H¯ = v¯0 β¯ · β¯′ + v¯1(I − β¯ · β¯
′
N
) (15)
As shown in appendix C we can determine the parameters v¯0,1 and β¯ from the
observed covariance matrix C with relative accuracy 1√
T
under the assumption
of slowly varying v0(t) and β(t). Our model contains only six Garch parameters
to be determined by MLE (see appendix B).
The recursion (14) allows the estimation of the factors vk(t+ 1) and β(t+
1) from their values at t and the returns r(t). By performing the operation
tr Pk(t)(·) on both sides of equation (14) one obtains two equations for vk(t+1).
If we apply both sides of equation (14) on βi(t) we find a vector Di(t) which
determines the change of β(t+ 1):
Di(t) = α01 rM (t)
(
ri(t)− rM (t)βi(t)
)
+ γ01m¯(t)v¯0
(
β¯i − m¯(t)βi(t)
)
(16)
The details are given in appendix A. Since the results look rather complicated,
we quote them here only in the limit N ≫ 1. In the application to the S&P
market we found no difference in using the full solution from appendix A. The
recursion for v0(t+ 1) is given by
m2(t)v0(t+ 1) = R0(t) (17)
with R0(t) denoting the operation tr P0(t)(·) on the r.h.s. of equation (14)
R0(t) = v0(t) + γ0
(
m¯2(t)v¯0 − v0(t)
)
+ α0
(
r2M (t)− v0(t)
)
(18)
Equation (17) depends on the angle φ(t) between β(t+1) and β(t) given by
the overlap cos(φ(t)) = m(t) = β′(t+ 1) · β(t)/N . Similarly m¯(t) = β¯′ · β(t)/N
corresponds to the angle between β(t) and β¯. The overlap m(t) is determined
from the normalization condition β′(t+ 1) · β(t+ 1) = N with
m2(t) =
[
1 +
D′(t) ·D(t)
N R20(t)
]−1
(19)
The recursion for β(t+ 1) is expressed in terms of D(t) by
βi(t+ 1) = m(t)
[
βi(t) +
Di(t)
R0(t)
]
(20)
βi(t + 1) can change only for deviations of r(t) from the market return rM (t)
and deviations of β(t) from the mean value β¯. Since D′(t) ·D(t) ∝ N there is
no N -dependence in equation (19). When v0(t+1) is known we can obtain the
recursion for v1(t+ 1):
v1(t+ 1) = v1(t)− (1−m2(t))v0(t+ 1) + α1
(r2(t)
N
− r2M (t)− v1(t)
)
+ γ1(v¯1 + (1− m¯2(t))v¯0 − v1(t)) (21)
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The returns r(t) appear in the recursions (17) through the market component
rM (t) and in (16) and (21) through the component perpendicular to β(t). The
recursions (23) and (21) differ from the recursions in factor models with constant
eigenvectors of H by the interpretation of v¯k and β¯. They are determined by
covariance targeting from the empirical covariance matrix C (see appendix C).
Due to the non-linearity of the recursions they may differ from the expectation
values of vk(t), resp. β(t). For small α01 the recursions have a fixed point
solution vk(t) = v¯k and β(t) = β¯. A necessary condition for its stability are the
following inequalities for the Garch parameters αk and γk
0 < γk < γk + αk < 1 (22)
2.2 Relation to other models
One class of multivariate Garch models suitable for large N are factor models.
They are characterized by using constant Pk with rank 1 obtained from C by
equation (8) with the K largest eigenvalues. The O-Garch model (Alexander,
2001) is found by setting Ak =
√
αkPk and Gk =
√
γkPk with time-dependent
λk(t) in H(t) =
∑
λk(t)Pk. The recursion (3) leads to K univariate Garch
models for the factors λk(t).
The more general GO-Garch model (van der Weide, 2002) is applied to the
de-correlated returns r˜(t) = C−1/2 · r(t). The K principal components of r˜ are
rotated by a K−dimensional rotation. The additional K(K − 1)/2 angles are
additional parameters in MLE. Our model may be called an effective two factor
model. It differs from these factor models by two features. A first refers to the
number of factors. The factor v0(t) describes the market. When we interprete
the nonmarket component v1(t) as in a factor model, it corresponds to N − 1
identical factors v1(t). This structure also ensures existence ofH
−1(t). Secondly
we use time-dependent Pk(t). Equation (20) (or equation (40) in appendix A)
corresponds to a time-dependent rotation with angle cos(φ(t)) = m(t) as in a
K = 2 GO-Garch. However, φ(t) is determined by the recursion and not by
MLE.
For the large literature on other factor ARCH, GARCH and DCC models
the reader is referred to Bollerslev et al. (1992) and Zhang and Chan (2009).
Another class of models avoids numerical calculation of H−1(t) by a
restricted H(t) as in our model. An example is the DECO model of
Engle and Kelly (2012). In the conditional correlation matrix R(t) pairwise
correlations are equal
R(t) = (1− ρ(t)) I + ρ(t) (23)
which allows analytical calculation of R−1(t). In this model first the di-
agonal matrix of conditional expectation values D2i (t) of r
2
i (t) is deter-
mined by N univariate Garch models. With this one can then calculate
H(t) = D(t) · R(t) ·D(t). ρ(t) is found from a DCC recursion by the aver-
age correlation. Our model could reproduce a DECO type model by setting
β(t) = 1 with
ρ(t) =
(
1 +
v1(t)
v0(t)
)−1
(24)
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3 Estimation of the parameters with S&P data
In this section we describe the maximum likelihood estimation with data of
daily returns of 356 stocks from the S&P market for the years 1995-2013. For
our analysis we use data from Thompson Reuters on the closing price of stocks
which were continuously traded with sufficient volume throughout the sample
period and had a meaningful market capitalization.2
The scale of returns is arbitrary. We choose to normalize r(t) such that the
average of r2i (t) over all i and t is equal to one. This affects the scale in figures
2, 3, 6, 8 and 9.
Npar L/T α0 · 102 γ0 · 102 α1 · 101 γ1 · 102 α01 · 102 γ01 · 102
2 -52.2 4.871 0.383 α0 γ0 α0 γ0
(0.068) (0.014)
2 -2.57 3.132 0.284 α0 γ0 α0 γ0
(0.048) (0.011)
4 -0.10 1.592 0.328 2.472 0.766 α0 γ0
(0.042) (0.016) (0.050) (0.078)
6 0.00 5.14 4.13 2.487 0.781 1.673 0.298
(0.16) (0.31) (0.041) (0.065) (0.044) (0.014)
Table 1: Maximum likelihood estimates of the parameters for the S&P market.
Column one states the number of parameters, column two the values of the log
likelihood per time relative to the six parameter fit. Standard errors are given in
parentheses. The results in the two top rows are obtained with Gaussian noise,
in rows 3-8 with t-distributed noise.
We calculate the log likelihood L of our model with the exact solution of
the recursion as described in appendix A. The initial values v¯ν and β¯ have
been determined from the observed covariance matrix C in the first 4 years.
In a first fit we use only two parameters with α1 = α0, α01 = α0, γ1 = γ0
and γ01 = γ0 together with a Gaussian distributed noise. The resulting log
likelihood (divided by T ) and the parameter values are given in table 1.
As a check on the property of this fit we consider the so-called de-garched
returns ηG(t). These are obtained by inverting equation (1)
ηG(t) = H(t)
−1/2 · r(t) (25)
If the Garch model represents the data exactly ηG(t) should be again Gaus-
sian distributed. This is not the case, as the pdf for all ηG(t)i given in figure
2 shows. The pdf for ηG(t) is well described by a Student’s t-distribution with
a tail index of ν = 3.32. This motivates to repeat the estimate with a t-
distributed noise. The estimated value of ν = 3.25 agrees within the errors
2We excluded stocks which price did not change for more then 8 % of the trading days,
or which were exempt from trading or for which no trading was recorded for more than 10
days in a row. We manually deleted 15 stocks which price movements at some point showed
similarities to penny stocks and/or which market capitalization was very low.
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Figure 2: The left panel shows the pdf of all Garch filtered returns ηG(t)i ob-
tained from the raw returns by applying (25). The black line corresponds to a
fitted t-distribution with ν = 3.32, the broken gray line shows a Gaussian dis-
tribution. In the right panel two typical pdfs for stocks of the S&P market are
compared with the predicted pdf using t-distributed (black) or Gaussian (gray)
noise (see appendix D for calculation of errors). The values (log of the pdf)
|r| > 2.5 are multiplied by a factor of 10. The theoretical curves are based on
the 2-parameter fits as shown in table 1.
with the value obtained before (see figure 2). The resulting L (2nd column in
table 1) corresponds to an astronomical increase of probability. Even the pes-
simistic evaluation using the probability change per t given by exp(−∆L/T ) is
highly significant.
Such a strong noise dependence is not present in applications of univari-
ate Garch(1,1) models. There, the tail index can be reproduced either by t-
distributed or Gaussian noise, provided that suitable Garch parameters are
chosen. Since our model (hereafter called RMG for restricted matrix Garch)
has only four Garch parameters, α0,1 and γ0,1, the tail cannot be matched for all
N stocks when Gaussian noise is used (see also Wagner et al., 2010, for a non-
parametric moment analysis of stocks and indices). As example we compare
the prediction of our model with empirical data on |r|. Since empirical deter-
mination of the conditional covariance is impossible, we resort to the following
Monte Carlo simulation. Equation (1) predicts r(t) for given H(t) from any
Garch model and noise at time t. Repeating this prediction with different noise
nr times we get the range of possible values of r(t). Performing this procedure
at all t we get nrT predictions rˆ. Individual time series cannot be obtained,
however average values as pdf or covariances should agree with the observed
quantities. Smooth curves for pdfs are obtained with nr = 10. For covariances
larger values (nr = 40) are needed.
In the right part of figure 2 two typical pdfs of returns are compared with
the predicted density either using t-distributed (black line) or Gaussian (broken
gray line) noise. The latter describes the tails but fails grossly for the Gaussian
region near r = 0 and in the transition to the tail. Therefore, in all subsequent
estimates we use a t-distributed noise with ν = 3.35.
A drawback of the two parameter fit consists in the small value of γ0. The
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corresponding time constant of γ−10 = 339 days exceeds the value 30-50 days
expected from the autocorrelation of |ri(t)| by an order of magnitude. A four
parameter fit with α01 = α0 and γ01 = γ0 improves the likelihood (third row in
table 1), but does not solve the problem. By letting all six α and γ parameters
vary, the likelihood increases again and one obtains a reasonable value for γ0.
The time constant for β remains small, indicating that β(t) varies much less
than the factors
√
vν(t). As in any Garch model these exhibit much less fluctu-
ations than the underlying returns. This is shown in figure 3 where the market
factor
√
v0(t) is compared with rM (t). Another interesting effect is shown in
figure 4, where we compare the autocorrelation for the Garch filtered returns
|ηG(t)i| with |ri(t)| averaged over all stocks i. The former has a much smaller
correlations on a time scale of years. The large statistics allow even to resolve
the peaks at multiple of three months due to the dividend pay days. These
correlations are outside of the realm of any Garch and survive the filtering.
One can however see that the autocorrelation in η is not perfectly removed.
The reason is that with just 6 parameters the model gets the volatility right on
average but mutes (inflates) stocks with very high (low) volatility since the β
move slower than v0. We will see in section 4.2 that this particular weakness
however does not carry over to the estimated covariances.
Figure 5 finally gives an overview about the beta values that can be obtained
from the RMG. Note that these betas are normalized to β′(t) · β(t) = N . The
top left panel shows the development of beta values for some financial stocks,
the bottom right shows the beta of IT related companies. Stocks from both
groups show strong similarity within their group. The bottom left panel shows
the beta for stocks from other sectors. They develop much more diverse. The
bottom right panel illustrates how the distribution of beta values has develops
over time. At the times of the IT bubble and the Lehmann crisis we observe
peaks for the beta values but also a much wider distribution in general.
4 Comparison with other Garch models
In the following we will compare the estimation results of our model with those
of other multivariate Garch models. In particular we will look at the predicted
returns and covariances. Here we are interested in the practical implications of
the particular model dynamics for a later application of the estimation results,
a formal model comparison and selection process for multivariate Garch models
would be outside the scope of this paper.
4.1 Comparison of distributions of returns
We start by comparing the predicted pdf of stock returns from RMG model
discussed in section 3 with those of the univariate Garch(1,1) (abbreviated
UVG) and OGarch model (hereafter abbreviated OG). In both cases we use
i.i.d. Gaussian ε for the noise.
The left part of figure 6 shows that the pdf for the same two stocks as
in figure 2 is in reasonable agreement with the three models. RMG and OG
fail in cases where the leading eigenvector does not dominate H(t), as the
10
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Figure 3: Market factor
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Figure 4: Autocorrelation for returns
|ri(t)| averaged over all stocks (top)
and the averaged Garch filtered re-
turns |ηG(ti)| (bottom).
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Figure 5: Beta values from the RMG model. The top panels and the bottom
left panel show beta values for different stocks, averaged over a 60-day window.
The bottom right panel shows the dynamics of the distribution of beta values by
the quantiles, using a 20-day window.
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third example for PG&E shows. For a more comprehensive comparison we
use the χ2/nd ratio, which is the sum of quadratic deviation in units of the
squared error divided by the number nd of bins. A histogram of these ratios
from the 356 stocks of the S&P market is shown for RMG, OG and UVG in
the right panel of figure 6. All three distributions exhibit a peak around a
value of 4-5 which corresponds to the 5% confidence level. Values between
10-20 lead still to a qualitative description (see appendix D for details on the
calculation of the statistics). In contrast to UVG both RMG and OG have a
small fraction (5%) of outliers mainly from the energy sector as PG&E. On
average RMG performs better than OG which may be due to the systematic
error by covariance targeting. We stress that in UVG and OG 712 parameter
have to be determined. The only six parameters used in RMG lead to a much
more parsimonious description of the data.
4.2 Comparison of covariances
In the following we compare the covariances obtained from the RMG model
with those obtained from the DCC, OG and DECO model and those implied
by the empirical data. The form of Ht in RMG, OG and DECO is in each
case in some way restricted, which influences the estimated covariances. We
therefore consider the standard DCC model, applied to subsamples of the data,
as a benchmark estimation.
Even if the DCC model allows relatively large N , it is not designed for
a sample like ours. It is typically applied for (and works best) for N ≤ 10
(see Pakel et al., 2017; Zhang and Chan, 2009). For approaches to overcome
this problem by using modified estimators, composite likelihood and shrink-
age methods see also Aielli (2013) and Engle et al. (2018). These models are
however outside the scope of our comparison.
For computational reasons the calculations in this section (with exception
of figure 7) are thus based on subsamples of covariances. We apply the DCC
model to blocks of 8 randomly selected stocks. With a total number of 44
blocks we cover 352 stocks and 1,232 covariances. The RMG, OG and DECO
model have been estimated for the entire sample of stocks, the comparison of
covariances however is always based on the exact same subsample. By repeating
the sampling we have verified that the results presented in this section do not
depend on the particular choice of the subsample.
Figure 7 shows the average correlation ρ(t) together with the 90% interval
for DCC, RMG and OG. The average correlation from DECO (not shown)
is almost identical to that of the DCC model. The overall dynamics of the
DCC and the RMG model seem to be rather similar. RMG exhibits larger
fluctuations since it describes all pairs with 6 parameters. The OG model leads
to qualitatively very different dynamics of the correlations.
We can judge whether the models lead to a correct description of the co-
variances by confronting them with empirical covariances. For the covariances
from the models we apply the Monte Carlo simulation described in section 3 to
obtain time averaged covariances Cˆij and distributions of rˆirˆj.
In figure 8 we show scatterplots comparing Cˆij for the models with the ob-
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Figure 6: The left panel shows the pdf of returns compared with the prediction of
RMG (red), UVG (blue) and OG (orange). The right panel shows a histogram
of χ2 for all stocks for RMG, UVG and OG.
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Figure 7: Averaged correlation as function of time. The figure shows the mean
as well as the 90% bands of correlation coefficients obtained for the DCC, RMG,
and OG model. For the calculation of all correlations 10-day non-overlapping
windows have been applied.
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Figure 8: Covariances of simulated returns versus covariances of empirical re-
turns. The scatter plot shows the covariances for 792 randomly chose pairs of
stocks on a log-log scale. The same random sample is used for all four models.
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Figure 9: Simulated distributions of correlation. We show the distributions of
the predicted correlations versus the original data. The dotted line connects the
empirical pdf and a two standard deviations range. The broken and dotted black
line corresponds to the simulated predicted correlations of RMG. The results
for the DCC model are represented by the broken gray line The DECO model
is represented by the gray line and the OGarch model by the broken black line.
Note that the horizontal axis shows the logarithm of the absolute values of rirj,
therefore cases where the correlation is 0 are omitted.
14
RMG DECO DCC OG
RMSE(Cˆij − Cij) 2.1390 3.0633 1.4018 0.9513
< |Cˆij − Cij)| > 6.88 % 11.03 % 5.97 % 4.44 %
< ∆ > 0.0091 0.0570 0.0558 0.1395
std(·) 0.079 0.031 0.031 0.054
< |∆| > 0.0650 0.0575 0.0562 0.1395
std(·) 0.046 0.030 0.030 0.054
Table 2: The upper part of the table shows the differences between the esti-
mated versus the empirical covariances. We also report the average percentage
deviation of this difference with respect to Cij . The bottom part of the table re-
ports the results from Cliff’s delta test, the first line gives the average value, the
second line the average absolute difference together with the standard deviation.
served time averaged covariances Cij . Since C is input in OG and is used for
the mean of H in DCC by covariance targeting we observe almost straight lines
broadened by noise. The somewhat larger deviation seen for RMG is partly
due to the systematic error of the random matrix C. In RMG only the proper-
ties of the large eigenvalue of C are used. DECO performs slightly worse due
to the assumed stock-independent correlation. The same conclusion is found
by calculating the differences between simulated and empirical covariances as
RMSE(Cij − Cˆij) given in the top part of table 2.
For a visual comparison of the distributions we use the variable log(|rirj|)
for |rirj | > 0 in order to be sensitive to large values of rirj and not to be over-
whelmed by the many small rirj. Three typical examples of these distributions
for pairs of stocks are shown in figure 9. The results for OG are often outside
the empirical errors, whereas RMG and DECO agree with DCC and the data.
To quantify these findings we calculate Cliff (1999)’s delta denoted by ∆
between the simulated and empirical distribution of |rirj|. This statistic works
by comparing the elements in both distributions and counting how often each
element is larger (smaller) than any element from the other distribution. Delta
is bound within [-1,1], a value of 0 signals distributions that are indistinguishable
while positive (negative) values signal some degree of imperfection in the overlap
of the two distributions.
∆ij =
1
ntnτ
∑
t,τ
[|rˆirˆj(τ)| > |rirj(t)|]− [|rˆirˆj(τ)| < |rirj(t)|] (26)
In the bottom part of table 2 we report the mean of ∆ and |∆|. Their
standard deviation are a measure of the uncertainty. RMG has a ∆ compatible
with zero, while the values of DECO and DCC are slightly larger than zero.
The dispersion of ∆ however is larger for RMG than for the other models.
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Judging by the absolute ∆ we can see that RMG achieves results that are only
marginally behind DECO and DCC. The OG model for comparison performs
noticeably worse.
5 Applications
5.1 Market transition
The large number of stocks in our sample allows to search for group specific
regularities. An obvious question is if the correlations that can be extracted
from H(t) differ for stocks from specific sectors, and more interestingly, how
they develop over time. Our sample period covers a time period during which
we have seen pronounced changes in the market, including the IT bubble and
the financial crisis. The visual inspection of some stocks’ betas in section 4 has
already hinted at changes in the IT and the financial sector, which we want to
analyze in more detail. For this reason we use the estimated H(t) and then
derive the conditional correlation matrices from D−1 · H(t) · D−1 , where D
is a diagonal matrix with the square root of Hii(t) on the main diagonal. We
can use these correlations to calculate the median correlation for pairs of stocks
from specific sectors (GICS classification).
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Figure 10: Development of median correlation by sector, averaged over 50 days.
We show the average of all stock correlations (bold gray line), as well as some
of the sectors with the strongest correlations. The sector with the strongest
inter-sector correlation has for a long time been the IT sector (blue), later the
financial sector (red) has taken over this role.
Figure 10 shows some of these median correlations. We observe very high
average within-sector-correlations for stocks in the IT and financial sector. But
also some correlations between stocks of different sectors are rather high, for
example when the consumer or materials sectors are involved.
In general we observe two important changes over time. First, the over-
all level of correlations has shifted upwards from 2002 until 2007. The second
observation is that the relative contribution of different sectors to overall cor-
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relation has changed. The most important change is that the financial sector
surpasses the IT sector in terms of correlation around 2006.
These changes can be analyzed in more detail. In the analysis of
Raddant and Wagner (2017) of the US, the UK, and the German stock mar-
ket the same change has been found in the behavior based on the stock’s beta
values, derived under the assumption that the covariance matrix of the returns
has one large eigenvalue already at a time window sizes of 3 years. In the years
1994–2006 stocks with high trading volume and high beta mainly came from the
information technology sector, whereas in 2006–2012 such stocks came mainly
from the financial sector. Since a β > 1 signals a risky investment, a market
risk measure Rˆ(t, s) has been defined for the sectors s by multiplying βi > 1
with the number V (t, i) of traded shares in each time window.
Rˆ(t, s) = AS
∑
iǫs
θ(βi − 1.0)βi(t) V (t, i) (27)
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Figure 11: Time dependence of the risk parameter described in equation (27)
for the sectors of the S&P market. The dashed line shows the result of
Raddant and Wagner (2017). The solid lines (blue for the information tech-
nology and red for the financial sector) use daily βs from the RMG.
The normalization constant AS is chosen to have
∑
s Rˆ(t, s) = 1. When
we apply this measure we see that before 2006 only the information technology
sector and after 2006 only the financial sector exhibit large values of the risk
measure.
However, the time and the duration of this transition had a systematic error
of 1.5 years due to the window size. Repeating the calculation of Rˆ with the β
obtained from the RMGmodel serves two purposes. Firstly it is a check whether
in RMG the market property can be reproduced and secondly the transition
time can be determined more accurately, since daily β are known from RMG.
To reduce the noise on β we average Rˆ(t, s) over one month. In figure 11 the
risk parameters from equation (27) for the S&P market is shown as a function
of time. The agreement with the previous determination (dashed lines) is good.
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With a time resolution of one month we can now safely say that the transition
happens during the year 2006.
5.2 Leverage effect
The leverage effect consists in a negative correlation between volatility and
future returns (Black, 1976; Bekaert and Wu, 2000). It is a relatively small
effect (Schwert, 1989), but important for the estimation of risk. Since Garch
models provide a measurement of the daily volatility they are well suited for an
analysis of this effect.
In a first step we determine for each stock the time correlation Li(t) between
the market volatility v0 and the observed returns rti:
Li(t) =
1
NL
∑
t′
(
v0(t
′ − t)− v¯0
)
rt′i (28)
with the normalization factor N2L = T · var(v0)
∑
t r
2
ti. Empirically the
Li(t) · sign(t) are dominantly negative with large fluctuations. To improve
the sensitivity we use the asymmetry defined by
Ai =
1
tm
tm∑
t=1
(
Li(t)− Li(−t)
)
(29)
with a maximum of the time lag tm of two months. Ai corresponds to the
difference in the area under L(t) for positive and negative t. Due to the time
symmetry of our model, using either rti from equation (1) or the filtered returns
ηG should eliminate the leverage effect.
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Figure 12: Asymmetry of r vs β¯ for stocks (left panel) and asymmetry of η vs β¯
(right panel) for all stocks. Blue diamonds refer to stocks from the technology
sector, red stars to financials. The black line shows the average β¯ and standard
deviation. In both panels the upper part shows the result for the time period
1995–2005 and the lower part the results for 2007–2013.
It has been suggested by Black that the leverage effect is related to risk. To
test this suggestion we show in the left panel of figure 12 the asymmetry as a
function of the mean value β¯i. Since β(t) changes around 2006 we use two time
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series, one covering the years 1995 until 2005 and a second one covering 2007
until 2013. The asymmetries are clearly negative and increase slightly with β¯
as indicated by the line connecting the mean of A. By replacing rt by ηG in
equation (28) the effect should disappear. As shown in the right panel this is
in fact the case.
The leverage effect can be included in the recursion. Analogous to the
GJR-Garch model (Glosten et al., 1993) an additional matrix proportional to
Pν(t) · GJR · Pν′(t) with GJRij = δijrti|rti| can be added on the r.h.s. of
equation (37). For large N the recursions for v0 and β are unchanged, only v1
is affected. We repeated the fit including such a term. The likelihood improves,
however the values of α and γ are inside the errors the same. Also the results
contained in figure 12 remain the same.
6 Conclusions
In our Garch model we split the return into a market component and the
remainder similar to a two-factor model. The parametrization of the covariance
matrix H avoids the numerical inversion of H. The small number of parameters
and a computing time Tcomp ∝ N allow the application to markets with a
large number of stocks. The off-diagonal elements of our H(t) have a precision
that is competitive with other established models. Further, our model has the
advantage that daily β values relative to the market are determined. We found
that replacing Gaussian by t-distributed noise is essential for the quality of the
estimation results.
A possible development of the model would be to follow a similar strategy
like DECO and to estimate univarite h(t) in a first stage and to base the actual
estimation of the model on residuals in a second stage.
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Appendix
A Derivation of the recursions
We calculate vk(t+1) and β(t+1) contained in the new conditional covariance
matrix
H(t+ 1) = Nv0(t+ 1)P0(t+ 1) + v1(t+ 1)(I − P0(t+ 1)) (30)
from the recursion (14)
H(t+ 1) = H(t) +
∑
k=0,1
Pk(t)
[
αk
(
r(t) · r′(t)−H(t))+ γk (H¯ −H(t))]Pk(t)
+ P0(t) ·
[
α10r(t) · r′(t) + γ10H¯
] · P1(t)
+ P1(t) ·
[
α10r(t) · r′(t) + γ10H¯
] · P0(t) (31)
The mean H¯ is given by equation (15). We apply the operation tracePk(t)· on
both sides of equation (31). The computation can be done using the algebraic
properties of Pk equations (5) and (6) leading to
traceH(t+ 1)P0(t) = Nm
2(t) v0(t+ 1) + v1(t+ 1)(1−m2(t))
= N R0(t) (32)
traceH(t+ 1)P1(t) = N (1−m2(t)) v0(t+ 1) + v1(t+ 1)(N − 2 +m2(t))
= N R1(t) (33)
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where m(t) = β′(t+ 1) · β(t)/N denotes the overlap between β(t) and β(t+1).
The Rk(t) represent the result of the same operation on the r.h.s. of equation
(31) involving only the diagonal terms given by
R0(t) = (1− α0 − γ0)v0(t) + α0r2M (t) +
γ0
N
(Nm¯2(t)v¯0 − (1− m¯2(t))v¯1) (34)
R1(t) =
N − 1
N
(1− α1 − γ1)v1(t) + α1
(r′(t) · r(t)
N
− r2M (t)
)
+
γ1
N
(
N(1− m¯2(t))v¯0 + (N − 2 + m¯2(t))v¯1
)
(35)
The determination of the mean values v¯k and β¯ from H¯ in equation (15) is de-
scribed in appendix C. m¯(t) denotes the overlap between β(t) and β¯. Equations
(33) and (34) determine vk(t + 1) from the quantities Rk(t) known at time t
and the overlap m2(t).
v0(t+ 1) =
1
Nm2(t)− 1
[
(N − 2 +m2(t))R0 − (1−m2(t))R1
]
(36)
v1(t+ 1) =
N
Nm2(t)− 1
[
m2(t)R1 − (1−m2(t))R0
]
(37)
To find β(t + 1) and thereby m2(t) we apply H(t + 1) to βi(t) and subtract
βi(t) trace P0(t)H(t+ 1) to obtain
1
N
(
(H(t+ 1) · β)i − βi(t) trace H(t+ 1)P0
)
=
w(t+ 1)
(
βi(t+ 1)−m(t)βi(t)
)
= Di(t) (38)
where we used the abbreviation w(t) = v0(t) − v1(t)/N . Di(t) represents the
same operation on the r.h.s. of equation (31) involving only the non-diagonal
terms. It is given by
Di(t) = α10rM (t)
(
ri(t)− rM (t)βi(t)
)
+ γ10 w¯ m¯(t)
(
β¯i − m¯(t)βi(t)
)
(39)
This leads to the following recursion for β(t+ 1).
βi(t+ 1) = m(t)βi(t) +
Di(t)
w(t+ 1)m(t)
(40)
The unknown m(t) follows from the normalization of β′(t + 1) · β(t + 1) = N .
By some miracle the equation for m(t) is only quadratic in m2(t) despite the
complicated structure of equations (36) and (37). It reads
(
R0 − R0 +R1
N
)2
m2(t)(1−m2(t)) = D
′ ·D
N
(
m2(t)− 1
N
)2
(41)
One of the two solutions with Nm2(t) ≤ 1 is to be excluded. Since H(t+ 1) is
insensitive to the sign of β(t+1) we always have a positive overlap m(t). With
the correct solution of m(t) the set of equations (36),(37),(40) and (41) yields
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vk(t+1) and β(t+1) in terms of r(t) and H¯. The explicit solution looks rather
complicated due to the dependence on N in equation (41). For our purpose the
limit N ≫ 1 is sufficient. In this case we have
m2(t)v0(t+ 1) = R0(t) (42)
With Di(t) from equation (39) we get m(t) by
m2(t) =
(
1 +
D′(t) ·D(t)
NR20(t)
)−1
(43)
Finally β(t+ 1) and v1(t+ 1) are found by
βi(t+ 1) = m(t)
(
βi(t) +
Di(t)
R0(t)
)
(44)
Inserting Rk(t) leads to the formula given in section 2.
Necessary conditions on the Garch parameters αk and γk are obtained by
setting r2Mt = v¯0 and r
2(t) = N(v¯0+ v¯0) to its mean values. Then the recursions
have a fixed point vk(t) = v¯k and β(t) = β¯ which is stable for
0 < γk < γk + αk < 1 (45)
B Calculation of the likelihood
The log likelihood with noise distribution f(ε) can be computed using
ε(t) = H(t)−1/2 · r(t) (46)
With a spectral decomposition for H(t) functions of H can be calculated ana-
lytically. For H(t)−1/2 we obtain
H(t)−1/2 =
1√
Nv0(t)
P0(t) +
1√
v1(t)
P1(t) (47)
It is easy to verify (H(t)−1/2)2 · H(t) = 1 with the orthogonality relations for
Pν(t). For ε we obtain
ε(t) =
rM (t)√
Nv0(t)
β(t) +
1√
v1(t)
(r(t)− rM (t)β(t)) (48)
The log likelihood L is given by
L =
1
2
∑
t
[∑
i
ln f(εi(t))− ln(Nv0(t))− (N − 1) ln v1(t)
]
(49)
For Gaussian noise calculation of the ln(f) can be avoided. The complication
of using t-distributed noise leads to an negligible increase of computing time
compared to the calculation of vν(t) and β(t). In any case the computing time
increases only with T ·N .
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C Covariance targeting for the restricted covariance
matrix
For the time averaged covariance matrix C˜ of our model computed from
r(t) = H¯1/2 · ε(t) (50)
we decompose the noise ε in a component εM (t) parallel to β¯ and a component
ε¯i(t) perpendicular to β¯. Both are i.i.d. with mean zero and variance one for
large N . For C˜ we obtain
C˜ =
1
T
∑
t
[
N v0(t) P0(t) ε
2
M (t) + v1(t) ε¯(t) · ε¯′(t)
+
√
v0(t)v1(t) εM (t)(β(t) · ε¯′(t) + ε¯(t) · β′(t))
]
(51)
The statistical uncertainty of C˜ is mainly due to the noise and much less due
to the fluctuations of the slowly varying vν(t) and β(t). For a rough estimate
we neglect in the time average the ε-dependence in the latter. For the tr(C˜)
we get for large N
tr(C˜) =
1
T
∑
t
[
N v0(t) ε
2
M (t) + v1(t)
∑
i
ε¯2i (t)
]
(52)
The law of large numbers leads for the average over the noise to
tr(C˜) =
N
T
∑
t
(v0(t) + v1(t)) = N(v¯0 + v¯1) (53)
where we replaced the time average of vν(t) by its mean v¯ν . Comparing equation
(53) with the observed covariance matrix gives one relation for v¯ν with a relative
error of 1/
√
T . The same procedure leads for the third term in equation (51)
to a contribution of order 1/
√
T since the expectation value of ε¯i(t) εM (t)
vanishes. Replacing the second term v1(t) by v¯1 leads to a random matrix R
with a Marcˇenko-Pastur-spectrum. The average of the first term in equation
(51) is equal to Nv¯0P¯0. The resulting C˜ reads as
C˜ = N v¯0 P¯0 + R (54)
Since |Rij | << N we can determine v¯0 and β¯ by comparing the leading eigen-
value and eigenvector of C˜ and the observed C. The statistical error is in the
order of 1/
√
T .
D Experimental distributions
For comparing empirical data with simulations we apply a qualitative criterion
which allows to locate eventual disagreement and is less sensitive to systematic
errors as outliers. We assume T independent measurements of an observable
x(t) (t = 1, T ). The values x(t) are binned into M bins of width ∆xm centered
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around xm containing nm events. The probability density fm at xm is given by
the relative frequency
fm =
1
∆xm
nm
T
(55)
Errors of fm can be estimated assuming a Gaussian distribution by
∆fm =
1√
nm − 1
fm (56)
Good plots of the distribution can be achieved by varying ∆xm and by using
a minimum for nm ≥ 6. In this way the empirical distributions in figures 1, 2,
and 6 were created.
To estimate the quality of agreement of fm with a simulated density F (x) we
adopt the following qualitative measure: the average mean squared deviation
also called χ2 ratio
χ2 =
1
M
M∑
m=1
(
F (xm)− fm
∆fm
)2
(57)
A value of χ2 < 4 can be interpreted as agreement with 5% confidence level
and values of χ2 < 10 still signal qualitative agreement.
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