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  ABSTRACT 
 
Studies have shown that real time collaborative visualizations that are designed to augment a 
group activity prove to be helpful to participants in general. Visualizations projected on large 
tabletops or walls that reflect a social mirror affects group dynamics and encourages balanced 
participation. Our research takes a step forward to see if the visualization on handheld devices 
can have the same effect as on large tabletops. In specific, we are interested in seeing how 
visualization on small screens can affect conversation dynamics. We present VizCall, an Android 
application that can augment both co-located and distributed group conversations using a real-
time interactive synchronized distributed visualization. VizCall can achieve near perfect 
synchronization of the distributed visualization and can accommodate network delay and jitter 
gracefully. Using a 2-tier and 3-tier client server model approach with a way to load balance the 
system by dynamically selecting server node and a simple technique to accommodate delays and 
jitter, we show how we can synchronize a visualization application running on 4 different mobile 
phones with participants from United States and India. We also present the results of an ABAB 
user study performed to see the effect of the Conversation Clocks visualization on group 
dynamics in a social group discussion scenario. The results show that visualization on handhelds 
prove to be helpful to participants as on large tabletops. Also, although a clear effect of 
visualization on total participation level and total dominance level of the participants was seen on 
both days of user study (no clear co-relation with total number of turns was found for day 1), this 
study did not show trends towards balanced participation between the conversation members. 
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CHAPTER 1: INTRODUCTION 
 
1.1. Social visualization 
Internet has seen a rapid increase in the number of users over the years. Today, people are using 
emails, chat messengers, social networks, blogs, forums and other online communities to stay 
connected with their family, friends and peers. This revolution has given rise to innumerous text, 
audio and video data being exchanged over the Internet everyday. Also, with rise in number of 
portable devices and their capabilities, we have witnessed increase in data from hardware sensors 
such as microphones (audio data), cameras (image and video data), GPS (location data), and 
accelerometers (position data). Together, all this data is referred to as Social data. Often, it 
becomes challenging to interpret so much data and be lost in disorganization. Social 
visualizations are a great way to visually depict social data and show the various relationships 
between the fragments of the social data. Karahalios et. al. [18] defines social visualization as the 
visualization of social  data for social purposes that can be used for increasing awareness of one's 
social environment and for highlighting cues and patterns implicit in communication. Social 
visualizations focus on a group of people and their interaction patterns. Viégas et. al. [19] has 
previously showed that visualizations help users understand social and conversational patterns in 
online interactions. Social visualizations are often used to visualize individual activities, 
activities in online communities and activities in real world using various sources such as text, 
audio or video.  Our research aims at visualizing a Social mirror through an Android application 
that we explain in the next sections. 
 	  1	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1.2. Social mirrors 
No man is an island. It’s a natural human tendency to interact with other people, share his ideas, 
opinions and thoughts and be socially accepted by his peers. People interact in a number of ways 
including face-to-face talk, physical mail, phone calls, emails, Internet messenger services, social 
networks or online communities. A social interaction through language can provide insight into 
group’s characteristics as well as participants’ cultures and status [21]. In all of these social 
interactions, one often perceives himself as an interpretation of other people's opinions and 
thoughts, an idea referred to as a social mirror. A social mirror is a reflection of one's self, taking 
into consideration what our peers think about us. A social mirror can be represented in form of a 
real-time computer visualization, in which ideally, all participants see the exact same 
visualization. Our research is about a smartphone application VizCall that expands the idea of a 
social mirror by augmenting an ongoing group conversation with help of a real-time 
visualization for both co-located and distributed users and by using an audio based visualization 
source.  
 
1.3. Motivation 
VizCall is a smartphone application that can augment an ongoing group discussion activity using 
a real-time interactive distributed synchronized visualization and can show the different 
characteristics of the group activity such as participants names, time elapsed, active participant, 
individual participation levels, individual dominance levels, number of turns by participants, 
silence moments, overlapping, transitions and history (figure 1.4). VizCall is an offshoot of the 
Conversation Clocks [1] and Conversation Votes [2] research work done by Social Spaces group 
at University of Illinois and also takes motivation from Conversation Clusters [3] work done by 
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the same group. Conversation Clocks (figure 1.1) augmented an ongoing conversation for co-
located users using a real-time social visualization on a large tabletop and showed conversation 
characteristics such as turn-taking, domination and interruption apart from participation level of 
the various users [1].  Conversation votes (figure 1.2) augmented an ongoing conversation for 
co-located users using a real-time social visualization on a large tabletop and incorporated direct 
user feedback in the form of anonymous voting [2]. Conversation clusters (figure 1.3) provided 
an intuitive way to summarize and archive an ongoing group conversation using two 
visualizations: topic view and history view. The topic view showed the topics discussed over the 
course of meeting while the history view allowed the viewer to see how the meeting progressed 
by mapping the evolution of topics over time [3]. In the previous research, we observed 
balancing behaviors in group discussions when visualizing on a large tabletop [1] and one of the 
goals of this research is to see if the behaviors are replicated using visualizations on small 
devices. We seek to discover how individual participation levels change when an accompanying 
visualization is presented on a mobile device and how visualization on a handheld can affect 
conversation dynamics in general. 
 
Figure 1.1. Conversation Clocks with clocks visualization on a large tabletop. 
4	  	  
 
Figure 1.2. Conversation Votes with votes visualization on a large tabletop. 
 
 
Figure 1.3 Conversation Clusters showing topic view and history view 
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Figure 1.4. VizCall showing Clocks visualization with participants name (1), time elapsed (2), participation levels 
(3), dominance (4), turns (5), overlapping (6), silence (7), history (8), transition (white pane) and total participation 
level of the participants (9). 
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CHAPTER 2: LITERATURE REVIEW 
 
We provide here some of the related work in the field of Social visualization, Social mirrors, 
Computer supported co-operative work, Distributed rendering, Network architecture and Remote 
synchronization. 
 
2.1. Social Visualization and social mirrors 
VizCall reflects a social mirror through a real-time social visualization of a group activity. A 
review of the literature reveals that numerous examples of social visualization and social mirrors 
are available. Bergstrom and Karahalios work on Conversation Clocks[1], Conversation Votes[2] 
and Conversation Clusters [3] showed how we can augment ongoing group conversations 
through a variety of interactive and non-interactive visualizations and increase the awareness and 
effectiveness of a group activity.  Karahalios et. al explained the importance and role of text, 
audio and video in Social visualizations [18]. Viégas et. al introduced a History flow 
visualization to effectively highlight the patterns of social behavior in online collaboration 
communities such as Wikipedia [19]. Donath et. al. introduced Chat circles, a graphical interface 
for synchronous conversations and Loom, a visualization for threaded discussions to reveal the 
social structure of conversations by visualizing patterns such as bursts of activity, the arrival of 
new members, or the evolution of conversational topics [20]. DiMicco et. al. showed how we can 
increase the awareness of participants in a group activity through a social visualization [13], [16], 
[23]. Donath et. al. work on Visiphone examined the effect of visualizing audio in remotely 
mediated conversation between two locations[24]. Karahalios et. al work on Telemurals 
connected two remote spaces by an abstract rendering of video and effectively increased 
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participation to nearly five times it’s normal level [26]. Karahalios et. al. work on Chit chat club 
merges physical and online spaces through a shared social space and by providing social proxies 
for interaction[27]. Bachour et. al. [32] presented reflect to visualize face to face collaboration on 
a large table top and showed that visualization does help in increasing awareness of group 
members about their participation levels. All of these examples show that visualization tends to 
increase the awareness of participants in a group activity and prove to be helpful to participants 
in general. Our work takes a step ahead and we want to see how a social visualization on 
handhelds can affect conversation dynamics for co-located participants. 
 
2.2. Computer supported co-operative work 
Literature review reveals some good examples that are relevant to us. Tan et. al [15] introduced a 
job shop scheduling task to evaluate the coordination of participants during Computer Supported 
Collaborative work. Gergle at. al [14] showed the impact of delayed visual performance on 
Computer supported co-operative work and demonstrated how a range of visual delays 
differentially impact performance. Through VizCall, we want to see how group dynamics change 
and participants behave when an accompanying visualization is presented on handhelds for co-
located users and when the visual delay is negligible. 
 
2.3 Distributed rendering 
VizCall uses a distributed rendering mechanism to render visualization and here we present some 
work in the same domain. WireGL [4] provides an efficient approach for distributed rendering 
using a number of network nodes and a parallel renderer using OpenGL at its core to render 
different parts of the visualization. Al- Saidi et. al [11] used Light field rendering approach for 
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rendering interactive distributed visualizations. VizCall takes a much simpler approach for 
distributed visualization rendering that can be used for both co-located and geographically 
distributed users (with some changes). 
 
2.4. Network architecture 
Since VizCall must support both co-located and geographically distributed users through a robust 
network architecture, here we present some relevant work in this field. IEEE 1287 DIS protocol 
[8] is a standard for distributed simulations and can be used with different network architectures. 
Frahm et al. [5] used minimal spanning tree architecture to minimize the number of data 
exchanges between nodes and used TCP/UDP multicast for data exchange over Ethernet. 
Frishman et al. [9] presented a system for visualizing mobile object frameworks in which the 
objects can migrate to remote hosts, along with their state and behavior, while the application is 
running. VizCall uses a simple 2 tier and 3 tier network architecture for co-located and 
distributed users respectively and minimizes the number of data exchanges on both Ethernet and 
Internet. VizCall’s network architecture works well on both Wi-Fi/4G network connections, 
handles the associated network delays and jitter gracefully and also support dynamic load 
balancing.  
 
2.5. Remote synchronization 
VizCall’s distributed visualizations must be perfectly synchronized in order to reflect a Social 
mirror and here we present some relevant work. NTP [7] is a standard protocol to synchronize 
system clocks. A lot of work exists in the literature related to remotely synchronizing 
visualization applications with real time data [9][10][11][17]. Bernier et al. [6] explained remote 
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synchronization in the most popular distributed first person shooter game Counter Strike by 
synchronizing user actions and user clock with that of server and how to handle lag by moving 
the user back in time to a saved system state. VizCall uses a simple approach for synchronization 
of participant’s visualization screens by using the same visualization mathematical and screen 
offset data of the server node. 
 
We saw a variety of design and implementation considerations in our system and the 
related work in the various domains was not directly applicable in our system. We required a 
new system architecture that supported a light-weight visualization running on mobile phones 
and tablets with limited computational power, should allow real-time user interaction with the 
system, should allow distributed visualization rendering for both co-located and geographically 
distributed users and hence should take into consideration geographical proximity of the users 
and select a network protocol accordingly, should work well on both Wi-Fi/4G network 
connections and handle the associated network delays and jitter and last but not the least, the 
system may also support dynamic load balancing. We present some of the challenges we faced in 
section 4.1. 
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CHAPTER 3: THEORY 
 
VizCall is an offshoot of the Conversation Clocks[1] and Conversation Votes[2] research work 
done by Social Spaces group at University of Illinois. We observed balancing behaviors in group 
discussions when visualizing on a large tabletop[1] and one of the goals of this research is to see 
if the behaviors are replicated using visualizations on small devices. We seek to discover how 
conversation participation levels change when an accompanying visualization is presented on a 
mobile device and how visualization on a handheld can affect conversation dynamics. 
 
VizCall is a smartphone application that can augment an ongoing group discussion 
activity using a real-time interactive distributed visualization and can show the different 
characteristics of the group activity such as active participant, individual participation levels, 
individual dominance levels, number of turns by participants, conversation history and 
overlapping. VizCall can be used to augment group discussion activities or social conversations 
for both co-located and geographically distributed participants. In case of co-located participants, 
since they are face to face, VizCall can be run as a standalone application. For geographically 
distributed users, VizCall can be run on top of a mobile conference app such as Skype or OoVoO 
or a simple phone call (refer to Appendix A for more information). VizCall currently supports 2 
different types of visualizations – Conversation Clocks and Conversation Votes. Also, users can 
vote for other participants if they like their point, making the system interactive. VizCall can 
accommodate up to 4 users who can be either co-located (users use same Wi-Fi connection) or 
geographically distributed (users use different Wi-Fi/4G connections) and can have different 
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time zones and different Android based mobile phones/tablets with different computational 
powers.    
 
For creating, rendering and synchronizing the visualization, VizCall uses a 2-tier client-
server model approach when the users are co-located and a 3-tier client server model approach 
when the users are geographically distributed. Using certain parameters, VizCall can 
dynamically select server node for better load balancing. Also, by relating the visualization 
creation time with the continuously updated maximum average round trip time for the system, 
VizCall can accommodate delays and jitter.  
 
For evaluating the effectiveness of the visualization, we did an A-B-A-B study with 30 
users with a gap of 2 weeks between first A-B sessions and the second A-B sessions. For this 
study, we tested Conversation Clocks visualization with circles for co-located users. Following is 
the hypotheses that we tested: 
Hypothesis 1. Visualization on small screens can help balance a discussion by encouraging equal 
participation from all the participants.  
We were also interested in seeing whether Visualization on small screens can be helpful to 
participants as on large tabletops. 
 
For evaluating the system’s architectural performance, we tested the system with 4 users 
who were co-located and separately with 4 users who were geographically distributed across 
United States and India. When the users were geographically distributed, we tested the system 
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with visualization server creating node first using a Wi-Fi connection and then using a 4G 
connection.  
The main contributions of this work can be summarized as follows: 
• To the best of our knowledge, VizCall is one of its kind Android application that can 
visualize the various characteristics of a group activity for both co-located and 
geographically distributed participants. 
• Results of an A-B-A-B study that shows visualization on handhelds can be helpful to 
participants as on large table-tops and there is a clear effect of visualization on total 
participation level and total dominance levels of the users in a group discussion scenario. 
• A simple 2-tier and 3-tier architecture based distributed visualization rendering with 
hybrid approach (use of both UDP and HTTP for better load balancing) for applications 
running on handheld devices with limited computational power and memory. 
• Load balancing mechanism for distributed visualization rendering with an ability to 
dynamically select server node that creates visualization based on certain parameters. 
 
Rest of the article is organized as follows. Chapter 4 lists the graphical design, architectural 
design, details of system implementation, challenges we overcame during system design and 
various iterations of the system. Chapter 5 talk about the user study and the study methodology. 
Chapter 6 lists the tools we used for implementing the system and analysing the results of the 
user study as well as results of the user study and performance testing of the system architecture. 
Chapter 7 concludes the article.  
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CHAPTER 4: DESIGN 
 
4.1. Challenges 
We present here some of the challenges we faced during the design and implementation of the 
VizCall system. 
• Coming up with an appropriate visualization. Designing a lightweight visualization for 
mobile phones that is visually appealing and able to correctly show group discussion 
characteristics such as participation levels, dominance levels, interruption, history, time 
elapsed, active participant etc. 
• Selecting an appropriate visualization source. Selecting an appropriate visualization 
source for the conference that can effectively capture the participation levels and other 
group characteristics with minimum data transfers between the devices. 
• Designing an effective data exchange mechanism. Designing an effective data exchange 
mechanism that can quickly exchange visualization source data between various 
participants taking into account their geographical proximity. 
• Supporting real-time user interaction. Making the system able to handle real-time user 
interaction with system again with minimum data transfers between the devices. 
• Synchronizing the visualization. Synchronizing the visualization screens of the 
participants’ mobile phones, given the real-time visualization source data and the 
differences in time zones, network bandwidth's and mobile phones computational 
powers.   
• Dealing with the problem of delay and jitter. Dealing with the problem of delay and jitter 
to avoid glitches in the visualization and dynamically changing the server node that 
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renders visualization, if required (mobile phones support only wireless Internet 
connectivity and so delay and jitter are inevitable). 
 
4.2 Graphical design 
One of the challenges for us was to come up with a light weight visualization for mobile phones 
that is visually appealing and able to correctly show group discussion characteristics such as 
participation levels, dominance levels, history, time elapsed, active participant etc. We took 
motivation from the Conversation Clocks [1] and Conversation Votes [2] research work done by 
Social Spaces group at University of Illinois. Since the mobile phones have limited 
computational power and memory, small screens and limited battery life, we implemented 
modified versions of Conversation Clocks and Conversation Votes visualizations. The modified 
versions are different from original ones in several ways: 
• The design is different because of the difference in latency of the display tables and 
today's handhelds. 
• The layout is different because we wanted to see if the effect would be the same without 
the more immersive visualization on the tabletop. 
• The visualizations are potentially less distracting. 
• The architecture is different because we wanted to have support for both co-located and 
geographically distributed group activities. 
 
Figure 4.1 shows the start screen of the VizCall Android application. Users must fill their 
name and the unique Conference ID in order to get started with a conference call. Users may 
optionally select type of visualization (Clocks, Votes), shape type in case they select Clocks 
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visualization (circles, triangles or lines), Transparency level of the shapes, and the Save 
conversation on phone checkbox if they want the conversation to get saved on the disk. VizCall 
supports saving of audio recording of the conversation in 8KHz AMR format, screenshots of the 
visualization screen in PNG format as well as a short textual summary of ones own participation 
level, dominance level, and turns for each lap of the conversation. After selecting the options in 
the start screen, users can press the Start button to start the visualization. VizCall application 
supports input from Bluetooth headset microphone, external microphone and internal 
microphone in that priority order. For co-located conversations, an external cardioid microphone 
is recommended to cut ambient noise. Following sections gives an overview of the Conversation 
Clocks and Conversation Votes visualizations supported by the VizCall Android application. 
 
Figure 4.1. Start screen of the VizCall app showing various options before starting a conference call. 
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4.2.1 The Clocks visualization 
The Clocks visualization (figure 4.2) is created anti clockwise with shapes (lines, circles or 
triangles) appearing one after the other in trajectory of a circle starting from center right side of 
the screen and ending at the same point. We define a lap as the time taken for a simple dot to 
start from the center right side of the screen and stop at the same point after moving on the entire 
circumference of the circle in almost an interval of 1 minute. At any given point of time, the 
shapes on the outermost circle represent the current lap and this outermost circle move inwards 
to form history. The color of the shapes represents different participants and the size of the 
shapes represents loudness of user’s microphone input. The loudness of the user’s microphone 
input is determined by call to Android’s API (MediaRecorder.getMaxAmplitude()) that returns a 
16 bit signed integer value with range between 0 and 32,767. The units are not standard and 
generally, any value greater than 18000 is considered on the louder side, which is about 50% of 
the maximum value. To simplify calculations, we normalize these amplitude integer values to a 
scale of 1 to 3000 where a value greater than 1500 is considered on the louder side. Features of 
Clocks visualization are shown in Table 4.1.  
 
 VizCall can show some interesting conversations patterns. Figures 4.3 through 4.8 shows 
some screenshots of VizCall that reveal some interesting conversation patterns. Apart from 
showing important conversation characteristics such as participants name, time elapsed, 
participation levels, dominance levels, turns, overlapping, silence moments, transitions, history, 
and total participation level of the participants, the clocks visualization is capable of telling a 
story. For example, just by looking at figure 4.3 we can tell that the red participant has not 
spoken up in last 3 minutes while the green participant has been trying to catch up with others 
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since then. Also, figure 4.6 shows a screenshot of another group after 11 minutes of group 
activity. In that screenshot, it seems that the green participant is very dominating at the moment 
but he is just trying to catch up with others - prevalent from the total participation level of the 
users shown on the bottom of the screen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2. Clocks visualization with participants name (1), time elapsed (2), participation levels (3), dominance (4), 
turns (5), overlapping (6), silence (7), history (8), transition (white pane) and total participation level of the 
participants (9). 
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Feature Location 
on screen 
Description 
Participants 
name 
Top left The participant’s name is shown on top left in the color he has 
been assigned for the current conversation. The name’s color is 
changed to white when the participant is speaking. 
Time elapsed Top right A simple time tracker that shows time in minutes since the 
discussion has started. 
Main 
visualization 
showing 
participation 
levels, 
dominance 
levels, turns, 
overlapping, 
silence 
moments, 
transitions 
and history 
Center of 
screen 
Shapes (circles, triangles, lines) of different colors appear here. 
By looking at the number shapes of different colors, one can see 
the participation level of different users at a given point of time. 
Dominance level of a user can be seen by number of shapes of his 
color along with their size. Number of turns for a user can be seen 
by seeing shapes of his color appearing on the screen after he 
starts speaking. Active participant can be known by seeing which 
colored shape is appearing on the outermost circle at the present 
moment. Shapes can overlap each other to show interruption and 
simultaneous speaking by different participants as well as 
transitions. Silence is observed when a white dot appears on the 
screen and it signifies that the conversation is active. Inner circles 
represent history. 
 
 Table 4.1. Features of Clocks visualization 
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Table 4.1 (cont.) 
Feature Location 
on screen 
Description 
Total 
participation 
level 
Bottom Initials of the participants name along with their color 
appear on the bottom of the screen to represent total 
participation level since the conversation has started. 
These labels move forward (towards right) with 
increase in the participation level of a user. The labels 
are appended by numbers 1,2 and so on to represent 
how many times they have reached to the right side of 
the screen and came back to the initial position (left 
side). Higher the number more is the participation 
level of the user. 
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Fig. 4.3. Shows a screenshot of a group in which the red participant has not spoken up in last 3 minutes while the 
green participant has been trying to catch up with others since then. 
 
 
Fig. 4.4. Shows a screenshot of the same 3 participants (above) after 8 minutes from the time the above screenshot 
was taken. It can be seen that the blue participant is still the most dominating one followed by the green participant 
and red participant. The white pane shows a transition between the red and blue speaker with some overlapping. 
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Fig. 4.5. Shows a screenshot of another group after 13 minutes of group discussion. It can be seen that the red 
participant is very dominating and others have hardly spoken from last 3 minutes. 
 
 
Fig. 4.6. Shows a screenshot of another group after 11 minutes of group activity. It seems that the green participant 
is very dominating at the moment but he is just trying to catch up with others (prevalent from the total participation 
level of the users shown on the bottom). 
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Fig. 4.7. Shows a screenshot of another group after 16 minutes of group activity. No one has spoken in the last 1 
minute because his or her 15 minutes discussion time was over. But an interesting screenshot to see silence. Also, 
the discussion is clearly unbalanced as can be seen from total participation levels of the 3 users on the bottom of the 
screen. 
 
 
Fig. 4.8. Shows a screenshot of another group after 4 minutes of group activity. Shows a pretty balanced 
conversation with everyone taking turn after some time. A slight overlapping between the red and green user can be 
seen as well (white pane). 
 
23	  	  
4.2.2 The Votes visualization 
The Votes visualization (figure 4.9) is created from left to right on the screen with vertical bars 
appearing one after the other on bottom of the screen showing current lap and horizontal bars 
appearing on the upper side of the screen from left to right showing history. The color of the bars 
represents different participants and the size of the bars represents loudness of user’s microphone 
input. A red shadow behind the bars represents an anonymous positive Vote for that participant.  
 
  
Fig. 4.9. The first iterations of the Votes visualization supported by VizCall. The left screenshot is without 
overlapping allowed and right screenshot is with overlapping allowed. Different colors represent different 
participants. Size of the shapes represents the amplitude level of the user’s microphone input stream. 
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4.3. Architecture 
We present here an overview of the architectural design of our system and how we overcame the 
challenges mentioned in the section 4.1. 
 
4.3.1 Visualization source 
We use phone’s microphone incoming audio stream current amplitude level as the visualization 
source for representing one’s participation level in the mobile conference. There are several 
advantages to this approach: 
• It provides a natural way of knowing whether a participant is speaking, with what 
loudness he is speaking and for what time duration he is speaking. By using a simple 
integer value between 1 and 3000 for the current amplitude level of the phone’s 
microphone data, we are able to know the participation level, dominance level, number of 
turns and turn length of a user. 
• We can save the microphone’s incoming audio stream on the phone’s SD card and 
provide an additional feature to keep a record of the conversation. 
 
4.3.2 System architecture 
We use a 2-tier and a 3-tier client server based distributed rendering mechanism in which one 
node acts as a server that computes and renders visualization while other nodes act as clients and 
shows visualization computer by the server (figure 4.10). Following are the details of the system 
architecture. 
• When users are co-located. We use a 2-tier architecture when the users are co-located and 
use the same Wi-Fi connection. In this case, each client node sends its amplitude data to 
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server node every 200 ms, server node renders visualization with the new data from client 
nodes as well as itself and sends back the combined amplitude data for all nodes and its 
local visualization horizontal and vertical offsets to all the client nodes. The client nodes 
on receiving the new data displays visualization locally. 
• When users are geographically distributed. We use a 3-tier architecture when the users 
are geographically distributed and use different Wi-Fi/4G connections. In this case, a 
middleware server application facilitates communication between client nodes and the 
server node.  
 
Fig. 4.10. System architecture showing 2-tier (UDP based) and 3-tier (HTTP based) client server model approach 
followed by the VizCall system 
 
4.3.3 Network mode 
We use UDP multicast if users are co-located and a HTTP connection to the middleware server 
application if the users are geographically distributed, for data transfer between clients and server 
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node.  We use both UDP mode and HTTP mode if some users are co-located while others are 
located elsewhere, for better load balancing (implementation currently in progress). 
 
4.3.4 Visualization rendering server 
Initially, the first participant who creates the conference acts as the visualization rendering server 
node. Later, we dynamically select server node based on the following three parameters for 
better load balancing and fast visualization rendering (this feature can be overridden if the first 
participant checks Keep default server option and its implementation is currently in progress): 
• Geographical proximity (G). We prefer a server node based on geographical proximity 
majority of all the users viz. we select a server node in USA if 3 out of 4 users in the 
conference are located in USA and so on. Geographical proximity parameter (G) for a 
user can take a value of 2 if he lies in the majority zone (country with maximum number 
of participants), 1 if the user does not lie in in the majority zone and 0 if the users are co-
located. For case in which 2 users lie in USA and 2 users lie in India, we set G equal to 1 
for all the nodes. G takes the maximum priority of 3 in the system.  
• Minimum delay (MD). We select a server node for which the network round trip time plus 
the server node load factor constant is minimum in the system with respect to all the other 
nodes.  
Di = RTTi + Ls 
 
• Here, D is the total round trip delay time for a given node “i”, RTTi is the round trip time 
for a given node “i” and Ls is called the server node load factor constant. Ls signifies the 
extra time taken by server node with respect to other client nodes for each trip to the 
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middleware server application due to extra processing of the visualization data. Ls can be 
experimentally determined by subtracting the round trip time of a given server node (viz. 
the first participant) and round trip time for the same server node when it acts as a client 
in the system. 
Ls = RTTserver -  RTTclient 
 
• For our experiments, Ls was coming out to be 150 milliseconds for HTTP mode and 20 
milliseconds for UDP mode. We set the value of minimum delay (MD) equal to 2 for a 
node if the total delay (D) for it is minimum in the system and 1 if the total delay (D) for 
it is not minimum in the system. MD takes a priority of 2 in the system. 
• Phones computational power (C). We prefer a server node having a high computational 
power for fast visualization processing. Phones computational power (C) can have a 
value of 1 if the phone has a single core CPU, 2 if the phone has a dual core CPU and 3 if 
the phone has a quad core CPU. C takes a priority of 1 in the system. 
 
Finally, we select the server node using the following formula: 
Server node = Node with Max (Ci + 2Gi + 3MDi) 
Where, Ci, Gi and MDi are values of phones computational power, geographical proximity and 
minimum delay for a given user “i” respectively. 
 
4.4. Approach details 
In this section, we provide a detailed description of the approach we followed to implement the 
VizCall system. We divide the approach in 3 parts and explain them as follows. 
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4.4.1. Initialization & network mode selection  
The first step in the system is to create a conference and select a network mode based on 
geographically proximity of the users. Following are the various steps followed in this part of the 
system. 
• Participants join the conference through a unique Conference ID. The first participant 
creates a new conference by entering his name and selecting a unique Conference ID. 
The participant then selects network mode for the conference i.e. Same Wi-Fi connection 
(if users are co-located) or Different Wi-Fi/4G connection (if users are geographically 
distributed) with respect to the first participant and starts the conference. 
• The client nodes users enter their names, select the network mode and use the unique 
Conference ID created by the first participant to join the conference. 
• By default, the first participant acts as the server node that renders visualization and rest 
of the participants’ acts as client nodes. Later we dynamically change the server node 
based on certain parameters that we explained in section 4.3.5. 
• Based on network mode, client nodes connect to server node either using UDP (co-
located) or through a middleware server application through HTTP (we used TCP but it 
made the system very slow and so was not used).  
• If UDP mode is used, client nodes and server node initially exchange their IP addresses 
and participants information through the middleware server application. However, we 
plan to do this through network device discovery on WLAN in the next version of the 
application. 
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4.4.2. Synchronizing visualization 
After exchanging initial conference data (name, IP address), client nodes start sending 
microphone’s incoming audio stream amplitude data to the server node either via UDP or 
through a HTTP connection to the middleware server application. Server node maintains an 
amplitude queue for each client node as well as itself. Till the amplitude queues are not empty, 
server node reads values from these queues, calculates the new horizontal and vertical offsets of 
the visualization, sends back these offsets as well as combined amplitude data of all nodes to all 
the client nodes and then renders visualization locally. All client nodes receive this same new 
visualization data and render visualization locally leading to near perfect synchronization 
between the various screens. We say near perfect because it takes at least 30 milliseconds for 
data to reach from server node to client nodes (locally speaking) and more time when the users 
are geographically distributed. 
 
4.4.3. Handling delay, jitter and packet loss 
We exchange data between server and client nodes after every N milliseconds where N is 1000 
or RTTmax, whichever is bigger and is known as the visualization creation time of the system. 
RTTmax is the maximum average round trip time between any client and server node for UDP 
mode and any client node and middleware server app for HTTP mode. We keep 1000 
milliseconds as the default visualization creation time of the system because it is a time that is 
not too quick and not too slow for shapes to appear on the users visualization screen. 
We calculate N using the following formula. 
N = Max (1000, RTTmax) 
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Since N is based on the round trip time of the slowest node (if RTTmax > 1000), a noticeable 
disadvantage of this approach is that other nodes have to unnecessary wait for some extra 
milliseconds for the new visualization data to arrive. But such an approach makes sure that the 
slowest node in the system is not left behind in getting the new visualization data and there are 
no synchronization skews in the system. We think that it is fine for users to see shapes appearing 
on the screen after some few extra milliseconds. 
 
To handle jitter, we update the value of N after every 10 trips. The updated value of N 
makes sure that if there are variable delays in the system, we handle them and make sure the 
node with maximum delay is still able to catch up with others. 
 
We currently do not support packet loss compensation as we do not support creating 
visualization back in time. We want to address this in the next version of the application. Also, 
we keep a timeout for HTTP connections equal to 2N to avoid undue wait while getting response 
from the server. 
 
4.5. Iterations 
We went through a number of iterations before coming up with the VizCall system. From basic 
user interface to current user interface, from supporting one user to supporting 4 users, from 
supporting co-located users to supporting geographically distributed users and handling delay 
and jitter, from basic visualizations to advance visualizations and their constant refinement, from 
supporting Android phones to supporting Android tablets, from implementing the system in 
Mono C# to implementing the system in Java, and adding features such as share on social 
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networks, the entire process took a while. Following are the iterations for the various 
visualizations we came up before coming up with the final ones we have now: 
• Growing Circles. The first visualization we played with was growing circles in which 
each participant’s current microphone amplitude level was shown in form of colored 
growing circles next to each other (figure 4.11). Whenever a participant spoke, his circle 
grew in size and came back to normal when he stopped. Each participant’s circle had a 
different color.  Participation level of each participant was also shown in percentage. But 
this visualization was too simple and primitive to convey group discussion characteristics 
such as dominance, overlapping, turns, history etc. 
• Fun Circles. A step ahead of Growing Circles visualization was Fun Circles that took its 
motivation from Meeting Mediator [33]. In Fun circles, each participant consumed a 
corner of the screen connected to others through a moving circle in the middle (figure 
4.12). Whenever a participant spoke, the circle in the middle changed its color to 
participants color and moved to his corner with movement equal to the force with which 
he spoke in the microphone and came back to center when he stopped. Simultaneous 
speaking was also supported and people could fight for circle to come to their corner. 
Each participant was represented by a different colored square on each corner. Increasing 
dark border of the participant’s squares showed total participation level. But this design 
limited the number of participants to 4 and we could hardly show dominance, turns, and 
history. 
• Clocks visualization. It was time to implement something real and so we thought of the 
good tested visualization Conversation Clocks [1]. Our earlier implementations of 
Conversation Clocks visualization just had lines (figure 4.13) as the default drawing 
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shape. It was not very appealing, did not show total participation level, overlapping, time 
elapsed, participants identities, showed history only till last 3 laps etc. It was in later 
iterations we added features like circles and triangles apart from lines to create 
visualization, total participation level on the bottom, overlapping, time elapsed, 
participants names, no limit on history and took advice of an Art major to select colors 
for the participants (figure 4.2).  
• Votes Visualization. We also implemented a basic version of Conversation Votes [2] 
visualization (figure 4.9) that was able to show active participant, dominance, 
overlapping, and history up to previous 5 laps. Vote was shown in form of a red shadow 
behind the shapes.  
 
Fig. 4.11. Growing Circles visualization showing the active participant P1 with participation level 34% and P4 as 
the participant with the highest participation level (52%). 
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Fig. 4.12. Fun Circles visualization showing the ball moving towards the active Participant P1 45% from the center 
and P3 is the one with highest participation level shown by its border. Takes motivation from Meeting Mediator 
[33]. 
 
 
Fig. 4.13. The first iteration of the different Clocks visualizations supported by VizCall - circles, triangles, lines in 
that order from left to right. Different colors represent different participants. Size of the shapes represents the 
amplitude level of the user’s microphone input stream. 
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CHAPTER 5: USER STUDY 
 
5.1 Study design and methodology 
We observed balancing behaviors when visualizing on a large tabletop[1][2] and one of the goals 
of this study was to see if the behaviors are replicated using visualizations on small devices. We 
originally planned to do an A-B-A-B study followed by an A-B maintenance session but due to 
time constraints and circumstances, we planned to drop the A-B maintenance session. The same 
study groups were not returning and it was a struggle to complete the AB maintenance. The A-B-
A-B study design represents an attempt to measure a baseline (the first A), a treatment 
measurement (the first B), the withdrawal of treatment (the second A), and the re-introduction of 
treatment (the second B).  In other words, the A-B-A-B design involves the following two parts:  
• Part 1. Gathering of baseline information, the application of a treatment and 
measurement of the effects of this treatment 
• Part 2. Measurement of a return to baseline or what happens when the treatment is 
removed and then again applying the treatment and measuring the change. 
 
30 University students (25 M, 5 F) were recruited with different backgrounds and were 
divided into 10 groups with 3 subjects in each group. Subjects were contacted through posters, 
announcements and emails. Each group was asked to take part in total 4 discussions of 15 min 
each distributed over 2 separate days with 2 back to back discussions on first day (first A-B) and 
the remaining 2 on another (second A-B). There was a gap of 2 weeks between the 2 days when 
the subjects were called for the study. Participants were shown visualization during B sessions 
and were asked to fill a short questionnaire after each session. The study was conducted in the 
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Computer Science department of University of Illinois on 2 separate weekends separated by 2 
weeks. We used Clocks visualization with circles for the study. Each meeting took not more than 
an hour. Each participant was remunerated $30 for the study. For hardware, we used Samsung 
Galaxy 7 inch tablets and Audio Technicia Hyper cardioid 735 vocal microphones connected to 
tablets using AmpKit guitar connectors. We logged each conversation and recorded participation 
level, dominance level and number of turns for each lap for each participant. All the sessions 
were audio and video recorded. 
 
We gave the subjects general, simple and interesting debatable topics to discuss so that 
everyone could contribute something. Discussion topics are listed in Appendix D. We also gave 
each group member a handout related to the topic and some time to go through it. The handout 
had bulleted list of points related to the topic and made sure that everyone had something to 
discuss. We did this because we wanted everyone to contribute irrespective of the background 
they came from. The handouts are available in Appendix D. Following each discussion, each 
group member was asked to fill out a small anonymous questionnaire. The questionnaire 
contained very general questions related to their experience and participation level on a Likert 
scale of 1-3 (low, medium, high). The questionnaires are listed in Appendix C. We applied 
Hierarchical Anova with repeated measures on the data we collected so as to automatically 
control the differences (different backgrounds of the participants and conversation dynamics) in 
the various groups. Results of the analysis are shown in section 6.2. 
 
5.2 Dependent and independent variables 
The various dependent and independent variables are listed in Table 5.1. 
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Variable Name Variable type Explanation 
Participants Independent Each participant was assigned the same number from 
1 to 30 for all the ABAB sessions. Participants were 
nested within Group. 
Visualization Independent Visualization was not shown in A sessions (1) and 
were shown in B sessions (2). 
Group Independent Each group was assigned the same number from 1 to 
10 for all the ABAB sessions. 
Total 
participation 
level 
Dependent We calculate the total participation level for a user for 
the entire 15 minutes session by adding his 
participation levels from all laps. For each lap, we 
record participation level for a participant every 100 
milliseconds and take its value as 1 when the person 
is speaking and 0 when he is not. We consider a 
person as speaking when the integer value returned by 
Android API for the current amplitude level of the 
user’s microphone input stream scaled on a scale of 1 
to 3000 is at least greater than 200 (determined 
experimentally). 
Total dominance 
level 
Dependent We calculate the total dominance level for a user for 
the entire 15 minutes session by adding … 
 
Table 5.1. Dependent and independent variables 
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Table 5.1 (cont.) 
Variable Name Variable Type Explanation 
  … his dominance levels from all laps. For each lap, 
we calculate dominance level for each participant 
every 100 milliseconds and take its value equal to the 
integer value returned by Android API for the current 
amplitude level of the user’s microphone input stream 
scaled on a scale of 1 to 3000. In other words, we take 
dominance level equal to the loudness of the 
microphone audio input stream. 
Total number of 
turns 
Dependent We calculate the total number of turns for a user for 
the entire 15 minutes session by adding his number of 
turns from all laps. We define a turn as an instant 
when an inactive participant starts speaking. 
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CHAPTER 6: EVALUATION 
6.1 Tools 
Table 6.1 shows the list of various tools we used and their purpose. 
Tool name Purpose 
Visual Studio 2010 and 
Mono Develop 3.0 
Development of initial VizCall Android application in C#.Net 
Eclipse Development of final VizCall Android application in Java 
XLStat for Excel For applying various statistical tests on the dataset such as 
Hierarchical Analysis of variance (Anova) with repeated 
measures 
 
Table 6.1. Tools used and their purpose 
 
6.1.1 Android application 
The Android application was initially developed in Monodroid using C#.Net. The purpose 
behind using Mono was portability to other operating systems including iOS and Windows 
Phone. But due to limitations of Mono such as the Mono runtime environment needs to be 
installed for the application to run, incomprehensive/non availability of latest Android libraries 
and some performance issues, we had to re-implement the Android application in Java and we 
used Eclipse for that. The performance increased to a reasonable level. For testing, we used 
internal Eclipse tools and Android. For performance testing, refer to section 6.3. 
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6.1.2 Statistical analysis 
For statistical analysis of the data gathered from the user study, we used XLStat for Excel. 
XLStat is a comprehensive GUI based statistical add-in for Microsoft Excel and makes it easy 
and straightforward to apply complex statistical models such as hierarchical Anova on Excel 
data. Results of the statistical analysis are given in section 6.2.  
 
6.2 Results of user study 
Out of initial 10 groups, we dropped data of 2 groups due to technical difficulties in collecting 
the data. Also, Easter and Spring break resulted in changes in nearly 6 groups out of remaining 8 
groups on day 2. We had to do shuffling in some groups and add new participants in others to 
compensate attrition. We did a separate qualitative and quantitative analysis of the data collected 
on the 2 days of the study to see the effect of visualization on group dynamics. 
 
6.2.1 Survey results 
We digitized each questionnaire and assigned numbers to the survey parameters using the 
following criteria: 
• Looked at visualization. Never = 1, Rarely = 2, Often = 3 and Very often = 4 
• Visualization was helpful. No = 1, Helpful = 2, Very helpful = 3 
Doing a basic analysis of the survey results showed that 73% participants self reported 
that they often looked at the visualization on day 1 and 20% looked very often on the same day 
(figure 6.1). On day 2 (figure 6.2), people who often looked at visualization dropped to 50% 
while those who looked very often dropped to 13% (please see, a self-report does not represent 
actual glances at the visualization). Also, 73% participants self reported that they found 
40	  	  
visualization to be helpful on day 1 and 17% found it to be very helpful on the same day (figure 
6.3). On day 2 (figure 6.4), people who found the visualization helpful dropped to 60% while 
those who found it very helpful dropped to 7%.   
Overall, the results of the surveys on both days show that a good majority of people 
found the visualization to be helpful. Also, the small screens did not prove to be a barrier at all. 
In other words, the results show that visualization on small screens can be helpful to participants 
as visualization on large tabletops.  
Here are some comments from participants from day 1. 
• Comments where people felt the visualization was helpful.  
o “The visualization really helped in figuring out who was dominating in the 
discussion”.  
o “Visualization is a good way of tracking your own participation level and also it 
lets you allow other participant to address their opinion”. 
o “A good quantitative measure to assess your participation level. Visualization 
was helpful and make you want to participate more”. 
o “Very nice and attractive tool. It was very helpful to understand how much I 
participate in the discussion”. 
o “Sometimes people just speak because they want to keep their participation level 
high. Visualization can often be distracting but still I prefer it to be there”. 
• Comments where people discussed less interest in the visualization. 
o “In the discussion, looking at visualization did not make much of a difference. I 
think I had conveyed my ideas in the given time. Someone may take more words to 
express the same ideas and hence I feel visualization does not help much”. 
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o “Circles are sometimes distracting”. 
o “It kept on bugging me that I am not speaking and I lost chance to speak many 
times”. 
Here are some comments from participants from day 2. 
• Comments where people felt the visualization was helpful.  
o "Visualization gives you confidence and urges you to speak if you’re lagging 
behind". 
o "Helped me address other participants and see what they thought or to persuade 
them to share their opinion". 
o “It informed me how much I participated. I'd say it made me want to speak a little 
more”. 
o “I realized I was ahead on history tracker and that I should give others a chance 
to speak”. 
o “I found myself talking more than usual to ensure that I did not fall behind. I 
looked more at the names travelling a certain distance rather than circles”. 
• Comments where people discussed less interest in the visualization.  
o “I think I like to be engrossed in the conversation rather than look at the 
visualization and decide how much I have talked or need to talk”.  
o  “I felt that visualization was slightly distracting and I could have had better 
conversation without it”.  
o “The reason why I didn’t look at the visualization was because I did not want to 
compete on quantity, I wanted to compete on quality. I was passionate about the 
topic and had a lot to speak”. 
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Fig. 6.1. Chart shows self-reported data of how often participants looked at the visualization on day 1. 
 
 
 
Fig. 6.2. Chart shows self-reported data of how often participants looked at the visualization on day 2. 
 
Never	  0%	   Rarely	  7%	  
Often	  73%	  
Very	  often	  20%	  
Looked	  at	  Visualization-­‐day	  1	  
Never	   Rarely	   Often	   Very	  often	  
Never	  3%	  
Rarely	  34%	  Often	  50%	  
Very	  often	  13%	  
Looked	  at	  Visualization-­‐day	  2	  
Never	   Rarely	   Often	   Very	  often	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Fig. 6.3. Chart shows self-reported data of how many participants found visualization helpful on day 1. 
 
 
 
Fig. 6.4. Chart shows self-reported data of how participants found visualization helpful on day 2. 
 
 
 
No	  10%	  
Helpful	  73%	  
Very	  helpful	  17%	  
Visualization	  Helpful-­‐day	  1	  
No	   Helpful	   Very	  helpful	  
No	  33%	  
Helpful	  60%	  
Very	  helpful	  7%	   Visualization	  Helpful-­‐day	  2	  
No	   Helpful	   Very	  helpful	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6.2.2 Statistical analysis 
We applied hierarchical Anova with repeated measures Type III tests of fixed effects separately 
for both day 1 data and day 2 data (see table 5.1 for a complete list of variables) to verify our 
hypothesis 1: Visualization on small screens can help balance a discussion by encouraging equal 
participation from all the participants and it remains a part of the future work. For day1, results 
show that visualization has a clear effect on the total participation levels of the participants 
(p=0.071, F=3.749) as well as total dominance level of the participants (p=0.029, F=5.763). 
However, it can be noted that visualization does not have an effect on the total number of turns 
of the participants (p=0.764, F=0.093) for day 1. For day 2, again the results show that 
visualization has a clear effect on the total participation levels of the participants (p=0.039, 
F=5.033) as well as total dominance level of the participants (p=0.035, F=5.321). However, to 
our surprise, we saw that on day 2, visualization had an effect on the total number of turns of the 
participants as well (p=0.069, F=3.786); while on day 1, we saw no effect of visualization on 
number of turns at all. We reason that this could be because the participants knew each other 
from day 1 and hence were just being courteous to each other on day 2 by giving each other a 
chance to speak and take more total number of turns overall.  
 
We show change in total dominance level, total participation level and total number of turns 
over 4 discussion sessions (Day1 session A without visualization, Day 1 session B with 
visualization, Day2 session A without visualization, Day 2 session B with visualization) in figure 
6.5, figure 6.6 and figure 6.7 respectively. We also show differences in total dominance levels, 
total participation level and total number of turns over 4 discussion sessions for various speakers 
on a scale of below average (1), average (2) and above average (3) when the average is taken for 
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user’s own group. For this analysis, we took the individual group average for a given dependent 
variable (total dominance level, total participation level or total number of turns) for individual 
sessions, subtracted the value of the dependent variable from the group average for that session 
and then considered a person average if the absolute value of his dependent variable for that 
session was at most 20% of the value of average of the group, above average if the value of his 
dependent variable was more than 20% of the value of the average of the group and below 
average otherwise. The results are shown in figure 6.8, figure 6.9 and figure 6.10 respectively. 
All these graphs and screenshots reveal some interesting conversation patterns. Several 
interesting observations can be made: 
• Total participation level. Results of both days show that visualization does affect total 
participation levels of the participants and encourages a good majority to speak more. On 
both day 1 and day 2, coincidentally 75% (18/24) of users increased their total 
participation level when an accompanied visualization was shown to them. With 
visualization, an average of 17.2% increase in total participation level was seen for day 1 
and 14.3% increase for day 2 for the 75% users who increased their total participation 
level on both days. The difference of 2.9% between the total participation level increase 
for 2 days could be because the participants had already seen the visualization on day 1 
and hence were little less enthusiastic about it on day 2.  
Also, with visualization, we noted an average of 5.8% decrease in total 
participation level for day 1 and 4.8% decrease for day 2 for the remaining 25% users 
who decreased their total participation level on the 2 days. Please note, the difference 
between increase and decrease in total participation levels among various groups were 
compensated by moments of silence and overlapping, which we do not show. 
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• Total dominance level. Results of both days show that visualization does affect total 
dominance levels of the participants on a positive scale for a good majority of people. On 
day 1, 70% (17/24) of the users and on day 2, 58% (14/24) of the users increased their 
total dominance level when an accompanied visualization was shown to them. With 
visualization, an average of 34% increase in total dominance levels was seen on day 1 
and 33% increase on day 2 for people who increased their total dominance level. We also 
noticed that most of the dominant users (87.5% on day 1 and 87.5% again on day 2) were 
the ones who had the highest total participation level among the group. 
With visualization, an average of 10% decrease in total dominance levels was 
seen on day 1 and 5.3% decrease on day 2 for people who decreased their total 
dominance level.  
Also, dominant users were 45% more energetic than other participants (in terms 
of volume levels of their inputs) for day 1 session B and 24.6% more energetic on day 2 
session B. Again, this difference of 20.4% between the energy levels of the dominant 
users for 2 days could be because the participants were more enthusiastic about 
visualization on day 1 than day 2.  
Also, its interesting to note that majority of the participants who were dominating 
in sessions A remained dominating in sessions B as well – 75% (6/8) of the groups on 
day 1 and 62.5 % (5/8) of the groups on day 2. This characteristic of dominant people is 
typical and inherent [34] and can be clearly seen even in presence of a visualization.  
And lastly, on both day1 and day 2 for session B, the dominant users took less 
total number of turns compared to other users in 62.5% (5/8) of the groups. In other 
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words, dominant users took turns of larger lengths when they spoke compared to other 
users in their group in presence of a visualization. 
• Total number of turns. Results of both days show that visualization does affect total 
number of turns of some participants in general, however a clear statistical co-relation 
was not seen for day 1. On day 1 50% (12/24) users and on day 2, 58% (14/24) users 
increased their total number of turns when an accompanied visualization was shown to 
them. With visualization, an average 2% increase in total number of turns was seen on 
day 1 and 11% increase on day 2 for people who increased their total number of turns. 
This difference (9%) in increase in total number of turns on 2 days could be because on 
day 2, people already knew the other participants and were just being nice to others and 
hence were taking more turns as compared to day 1. Also, with visualization shown, an 
average 12% decrease in total number of turns was seen on day 1 and 6% decrease on 
day 2. 
Another interesting observation we made about turns was that the users with 
lowest participation levels were not necessarily the ones who took the least total number 
of turns. We observed this pattern in about 50% (4/8) of the groups on day 1 session B 
and 75% (6/8) of the groups on day 2 session B. This pattern shows that users who 
participated the least could have been taking total number of turns greater than other 
users but speaking less in those turns i.e. they were taking shorter turn lengths. 
 
From the results and observations, it can be noted that although visualization does affect total 
participation levels, total dominance levels and total number of turns on different scales, this 
study did not show trends towards balanced participation between the participants. Hence, we 
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cannot verify our hypothesis 1, which states that Visualization on small screens can help balance 
a discussion by encouraging equal participation from all the participants and it remains a part 
of the future work.  
 
We summarize the results as follows: 
• Visualization on handhelds proves to be helpful to participants as on large tabletops. 
• The visualization increased the total participation level of 75% participants by an average 
of 15% and reduced the total participation level of the remaining 25% participants by an 
average of 5.3%.  
• The visualization increased the total dominance level of 64% participants by an average 
of 33.5% and reduced the total dominance level of the remaining 36% participants by an 
average of 7.65%.  
• The visualization increased the total number of turns of 54% participants by an average 
of 6.5% and reduced the total number of turns of the remaining 46% participants by an 
average of 9%. 
• Dominant users tend to be more energetic than others and they remain dominant in the 
groups they belong to both in presence and absence of visualization. 
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6.3 Performance evaluation of architecture 
We evaluated the architectural performance of our system through 3 user testing scenarios. In the 
first user-testing scenario, all the participants were co-located and used the same Wi-Fi 
connection. Details of the users are given in table 6.2. In the second user-testing scenario, 
participants were geographically distributed and used different Wi-Fi connections. In the third 
user-testing scenario, participants were geographically distributed and clients used different Wi-
Fi connections while the server used a 4G connection. Details of the users are given in table 6.3. 
 
Figure 6.11 shows user-testing results for 4 geographically distributed users. Server node 
used Wi-Fi connectivity in first session and 4G connectivity in the second session  (Keep default 
server option was checked by default because the implementation of dynamically selecting a 
server node is currently in progress) while all the client nodes used same Wi-Fi connectivity in 
both the sessions. It can be noted that the client node 4 had the maximum average round trip 
delay time of the order of 300 milliseconds since the user was located in India. Moreover, the 
average round trip delay time of server node (node 1) is 125 milliseconds more when the user 
used a 4G connection than a Wi-Fi connection, which is quite obvious. It can be noted that the 
server node took more time with respect to other client nodes in the geographical proximity (viz. 
node 2) because of the server node load factor time explained in section 4. 
 
Figure 6.12 shows results of user testing for 4 co-located users and all using the same Wi-
Fi connection. Again, it can be noted that the server node (node 1) took more time with respect to 
other client nodes (viz. node 3) because of the server node load factor time explained in section 4. 
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In both the UDP mode and HTTP mode, all users were able to see the same visualization 
screen at all times. Needless to say, UDP mode was much faster than HTTP mode in terms of 
visualization creation time and there were occasional packet loss. 
 
Table 6.2. User details when all the users were co-located and used the same Wi-Fi connection 
 
User Type Place Phone Network 
1 Server Urbana, IL Galaxy S2 DSL Wi-Fi 
2 Client Urbana, IL Nexus phone DSL Wi-Fi 
3 Client Urbana, IL Nexus phone DSL Wi-Fi 
4 Client Urbana, IL Nexus phone DSL Wi-Fi 
 
Table 6.3. User details when all the users were geographically distributed and used different Wi-Fi/4G connections. 
In the first round, the server node used a Wi-Fi connection and in the second round the server node used a 4G 
connection. 
User Node type* Place Phone Network 
1 Server Urbana, IL Galaxy S2 DSL Wi-Fi 
and 4G 
2 Client Champaign, IL Nexus phone DSL Wi-Fi 
3 Client SF, CA Motorola Droid Broadband Wi-Fi 
4 Client Amritsar, India Galaxy S2 Broadband Wi-Fi 
57	  	  
 
Fig. 6.11. Figure shows average round trip delay time for 4 geographically distributed users with server node (node 
1) using Wi-Fi connectivity in first round and 4G connectivity in second round 
 
 
 
Fig. 6.12. Figure shows average round trip time for 4 co-located users with all users using the same Wi-Fi 
connection 
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CHAPTER 7 : CONCLUSION 
We presented VizCall, an Android application that can show the participation level of the various 
participants in a mobile conference call in form of a real-time interactive synchronized 
distributed visualization. The application uses a simple 2-tier and a 3-tier client server 
architecture based distributed visualization rendering approach for co-located and geographically 
distributed users respectively. We presented a simple way to load balance the system by 
dynamically selecting a server node based on three parameters including geographical proximity, 
minimum delay and phone’s computational power. We also presented a simple way to handle 
delays and jitter in the system by keeping the visualization creation time equal to the maximum 
round trip delay time for a client node in the system.  
 
We performed an A-B-A-B user study to see the effect of the Conversation Clocks 
visualization on conversation dynamics. The results of the surveys showed that visualization on 
handhelds prove to be helpful to participants as on large tabletops. Results of doing a statistical 
analysis of user data showed that although visualization had a clear effect on both total 
participation level and total dominance level of the participants for both days of the study (no 
clear relation was seen with total number of turns on the first day), this study did not show a 
trend towards balanced participation.  
 
We also did a performance testing of our system for both co-located users and 
geographically distributed users with server node using Wi-Fi and 4G connections in two 
different testing scenarios when the users were geographically distributed. The results show that 
the system works well when the users are in same room or across different continents.  
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We hope that our work will encourage development of similar mobile applications that 
make use of visualizations for augmenting social conversations and interactions in the future. 
Such applications can be useful in augmenting both formal and informal conversations and group 
activities when the participants are either co-located or geographically distributed. Such 
applications can be useful in offices, institutions and homes to make the participants more aware 
about their participation level in the conversation. With more and more people adapting to such 
applications, we anticipate that these applications will have an overall positive effect on the 
group dynamics and help lead balanced discussions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
60	  	  
REFERENCES 
[1] Tony Bergstrom and Karrie Karahalios. 2007. Conversation Clock: Visualizing audio 
patterns in co-located groups. In Proceedings of Hawai International Conference On System 
Sciences 2007. 
 
[2] Tony Bergstrom and Karrie Karahalios. 2007. Conversation Votes: Enabling Anonymous 
Cues. In Proceedings of Conference on Human Factors in Computing Systems (CHI) 2007. 
 
[3] Tony Bergstrom and Karrie Karahalios. 2008. Conversation Clusters: Human-Computer 
Dialog for Topic Extraction. In Proceedings of Conference on Human Factors in Computing 
Systems (CHI) 2008. 
 
[4]  Greg Humphreys, Matthew Eldridge, Ian Buck, Gordon Stoll, Matthew Everett, Pat 
Hanrahan. 2001. WireGL: a scalable graphics system for clusters. In Proceedings of 28th 
annual conference on Computer graphics and interactive techniques (SIGGRAPH 2001). 
 
[5] Frahm, J.M., Evers Senne, J.F., Koch, R. 2002. Network protocol for interaction and scalable 
distributed visualization. In Proceedings of First International Symposium on 3D Data 
Processing Visualization and Transmission, vol., no., pp. 44- 47, 2002 doi: 
10.1109/TDPVT.2002.1024037. 
 
[6] Yahn W. Bernier, Latency Compensating Methods in Client/Server In-game Protocol Design 
and Optimization, referred online at http://web.cs.wpi.edu/~claypool/courses/4513-
B03/papers/games/bernier.pdf. 
 
[7] Mills, D., J. Martin (Ed.), et al. 2010. Network Time Protocol Version 4: protocol and 
algorithm specification, Internet Engineering Task Force, June, 2010. Referred online at 
http://www.ietf.org/rfc/rfc5905.txt. 
 
[8]  IEEE Standard for Distributed Interactive Simulation - Application Protocols IEEE Std 
1278.1a. 1988. 
 
[9] Yaniv Frishman, Visualization of mobile object environments. 2005. In Proceedings of ACM 
Symposium on Software Visualization. 
 
[10] Avin Pattath, Brian Bue, Yun Jang, David Ebert, Xuan Zhong, Aaron Ault, Edward Coyle. 
2006. Interactive Visualization and Analysis of Network and Sensor Data on Mobile Devices. 
In Proceedings of 2006 IEEE Symposium On Visual Analytics Science And Technology. 
 
[11] Al-Saidi, A, Avis, N.J, Grimstead, I.J, Rana, O.F. 2009. Distributed Collaborative 
Visualization Using Light Field Rendering. In Proceedings of CCGRID '09. 9th IEEE/ACM 
International Symposium on Cluster Computing and the Grid, 2009, vol., no., pp.609-614, 
18-21 May 2009. 
 
 
61	  	  
[12] Avin Pattath, David Ebert. Real-time Scalable Visualization of Network Data on 
Smartphones. Referred online at 
http://pixel.ecn.purdue.edu:8080/projects/purvac/Docs/ece595e_paper_AvinPattath.pdf. 
 
[13] Joan Morris DiMicco, Katherine J. Hollenbach, Anna Pandolfo, and Walter Bender. 2007. 
The Impact of Increased Awareness While Face-to-Face. In journal of Human-Computer 
Interaction, Volume 22 Issue 1. 
 
[14] Darren Gergle, Robert E. Kraut, Susan R. Fussell. 2006. The Impact of Delayed Visual 
Feedback on Collaborative Performance. In Proceedings of the SIGCHI Conference on 
Human Factors in Computing Systems. 
 
[15] Desney S. Tan, Darren Gergle, Mary Czerwinski. 2006. A Job-Shop Scheduling Task for 
Evaluating Coordination during Computer Supported Collaborative work. Referred online at 
http://research.microsoft.com/apps/pubs/default.aspx?id=70204. 
 
[16] Joan Morris DiMicco . 2005. Changing Small Group Interaction through Visual Reflections 
of Social Behavior. PhD thesis. 
 
 [17] Natarajan, S, Ganz, A. 2009. Distributed visual analytics for collaborative emergency 
response management., 2009. EMBC 2009. In Proceedings of the Annual International 
Conference of the IEEE Engineering in Medicine and Biology Society, vol., no., pp.1714-
1717, 3-6 Sept. 2009. 
 
[18] Karrie G. Karahalios, Fernanda B. Viégas, Social Visualization: Exploring Text, Audio, and 
Video Interaction, CHI 2006. 
 
[19] Viégas, F. and Wattenberg, M. Studying Cooperation and Conflict between Authors with 
history flow Visualizations. CHI 2004. 
 
[20] Donath, J., Karahalios, K., and Viégas, F. Visualizing Conversations. Journal of Computer 
Mediated Communication. vol. 4, no. 4. June 1999. 
 
[21] Elaine Chaika. Language: The Social Mirror. Newbury House Publishers, 1982. 
[22] ABAB study methodology, referred online at 
http://allpsych.com/researchmethods/ababdesign.html 
 
[23] Joan Morris DiMicco, Katherine J. Hollenbach, and Walter Bender. Using visualizations to 
review a group’s interaction dynamics. In CHI ’06: CHI ’06 extended abstracts on Human 
factors in computing systems, pages 706–711, New York, NY, USA, 2006. ACM Press. 
 
[24] Judith Donath, Karrie Karahalios, and Fernanda Vi ́egas. Visiphone. In ICAD 2000: 
International Conference on Auditory Display, 2000.  
 
62	  	  
[25] Judith Donath and Fernanda B. Vi ́egas. The chat circles series: explorations in designing 
abstract graphical communication interfaces. In DIS ’02: Proceedings of the conference on 
Designing interactive systems, pages 359–369, New York, NY, USA, 2002. ACM Press.  
 
[26] Karrie Karahalios and Judith Donath. Telemurals: linking remote spaces with social 
catalysts. In CHI ’04: Proceedings of the SIGCHI conference on Human factors in computing 
systems, pages 615–622, New York, NY, USA, 2004. ACM Press.  
 
[27] Karrie G. Karahalios and Kelly Dobson. Chit chat club: bridging virtual and physical space 
for social interaction. In CHI ’05: CHI ’05 extended abstracts on Human factors in 
computing systems, pages 1957–1960, New York, NY, USA, 2005. ACM Press.  
 
[28] Fernanda B. Vi ́egas, Ethan Perry, Ethan Howe, and Judith Donath. Artifacts of the presence 
era: Using information visualization to create an evocative souvenir. In INFOVIS ’04: 
Proceedings of the IEEE Symposium on Information Visualization (INFOVIS’04), pages 
105–111, Washington, DC, USA, 2004. IEEE Computer Society. 
 
[29] Donald A. Norman. The Design of Everyday Things. Basic Books, 2002. 
 
[30] Edward R. Tufte. The Visual Display of Quantitative Information. Graphics Press, 1900. 
 
[31] Karrie Karahalios and Tony Bergstrom, Social Mirrors as Social Signals: Transforming  
Audio into Graphics IEEE Computer Graphics and Applications, vol 29:5, 2009 
 
[32] Khaled Bachour, Frederic Kaplan, Pierre Dillenbourg, "An Interactive Table for Supporting 
Participation Balance in Face-to-Face Collaborative Learning," IEEE Transactions on 
Learning Technologies, vol. 3, no. 3, pp. 203-213, July-September, 2010 
 
[33] Taemie Kim, Agnes Chang, Lindsey Holland, and Alex Sandy Pentland. 2008. Meeting 
mediator: enhancing group collaborationusing sociometric feedback. In Proceedings of the 
2008 ACM conference on Computer supported cooperative work (CSCW '08). 
 
[34] Levine, J. and Moreland, R. Progress in Small Group Research Annual Review of 
Psychology 41 (1990), 585-634.  
 
 
 
 
 
 
 
 
63	  	  
APPENDIX A: ANDROID APPLICATION LIMITATION 
 
Since Android operating system does not fully support simultaneous recording from microphone 
by two applications at the same time, only some phones/tablets and some rooted phones/rooted 
tablets are able to support this feature as of now. If the phone/tablet does not support 
simultaneous recording, we suggest running VizCall as a standalone application while making a 
call through another phone/device. 
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APPENDIX B: SURVEYS 
 
Discussion session 1 (without visualization) 
Q1. Rate your participation level:  
 
 
Q2. Reasons for your participation level: 
_____________________________________________________________________________
_________________________________________________________________ 
 
Additional comments: 
_____________________________________________________________________________
_________________________________________________________________ 
 
 
 
Discussion session 2 (with visualization) 
 
Q1. Rate your participation level: 
 
 
Q2. I looked at the visualization (circle one): Never  |  Rarely  |  Often  |  Very Often 
 
Q3. Visualization was (circle one): Not helpful  |  Helpful  |  Very helpful 
 
 
Additional comments: 
_____________________________________________________________________________
_________________________________________________________________ 
 
 
 
Discussion session 3 (without visualization) 
 
Q1. Rate your participation level: 
 
 
Q2.  Do you prefer discussing with visualization? Yes  |  No 
Why/why not? 
_____________________________________________________________________________
_________________________________________________________________ 
 
Low                 Average               High 
Low                 Average               High 
Low                 Average               High 
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Additional comments: 
_____________________________________________________________________________
_________________________________________________________________ 
 
 
 
Discussion session 4 (with visualization) 
 
Q1. Rate your participation level: 
 
 
Q2. I looked at the visualization (circle one): Never  |  Rarely  |  Often  |  Very Often 
 
Q3. Visualization was (circle one): Not helpful  |  Helpful  |  Very helpful 
 
 
Additional comments: 
_____________________________________________________________________________
_________________________________________________________________ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Low                 Average               High 
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APPENDIX C: DISCUSSION TOPICS AND HANDOUTS 
 
Discussion session 1 
Question. Should the Internet be restricted and regulated? 
Handout. Please refer to following points for some information on the topic. 
• Foundational principles of Internet: Free speech, free thought, democracy, anonymity 
• Internet: A major role player in technological advancement and provides all sort of 
information, anytime, anywhere - never possible in past  
• No regulatory committee for the Internet 
• Restricted and obnoxious content available through Internet: Confidential documents, 
Child pornography 
• Privacy, personal information and bank records can be jeopardized easily 
• Cyber {crime, terrorism and warfare} 
• Piracy over the Internet: billions of dollars of loss. 
• SOPA (Stop online piracy act) 
• Censorship by government and network companies already there through firewalls and 
filters: The great firewall of China 
 
Discussion session 2 
Question. Are standardized tests good measures of academic ability? Why/why not? What do 
you think could be another good way of differentiating students with varied background? 
Handout. Please refer to following points for some information on the topic. 
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• Almost every university use it as a standard way of differentiating students with varied 
backgrounds 
• These tests help in assessing skills and knowledge of a student in a specific area or 
overall 
• Standardized tests are same for everyone and so there is no biasing in making admission 
decisions based on them 
• It is hard, time consuming and costly for large universities to assess students without a 
quantitative measure 
• People can make an educated guess on multiple choice questions and get good scores 
• People can master techniques to crack standardized tests and improve their ranks 
significantly 
• A good score in GRE is not a sure shot success at Grad school 
• Rote learning a lot of word lists can decide your future by getting you in or out of a good 
university 
• Many brilliant people are not good at Rote learning but are excellent researchers 
• There are some top universities that do not rely on these tests. Example: MIT, UIUC, 
Purdue do not require GRE for CS grad school 
• Some other ways of differentiating students: Academic achievement, courses taken and 
class rank, extra-curricular activities, work history and community service, character and 
potential 
 
 
68	  	  
Discussion session 3 
Question. Should there be one social network for private and professional life? 
Handout. Please refer to following points for some information on the topic. 
• It’s a wise saying that “Keep your private and office life separate”. How true does the 
saying hold in today’s fast Internet world where you are connected 24x7? 
• Some people just maintain one social network account and argue that keeping separate 
accounts is a waste of time and effort when you can use one to do the job. Of course you 
must know where to draw a line. 
• Almost every other guy on LinkedIn has a Facebook profile and many people have their 
office colleagues as their Facebook friends. 
• With features viz. Google+ circles and Facebook lists, it is possible to keep posts 
separated between friends and colleagues. 
• There have been a lot of cases where people posted about their jobs on their private social 
networks and lost the job. Walls have ears and people can make fake profiles and still be 
present as your friend. 
• Branchout – once a top app on Facebook for using it as a professional network failed 
miserably last year. People did not remain loyal – says the founder. 
• Glassdoor recently introduced social networking features using one’s Facebook profile as 
its default user profile and people are appreciating it. Could it be another Branchout? 
• Professional social networking site such as Linkedin has features specific to maintaining 
a professional life on the Internet. But according to a research, LinkedIn is a place where 
people post their resumes and make a few business connections, but they only spend 
minutes per month there as opposed to Facebook where they are online most of the time. 
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What if Facebook introduced a professional page feature along with more privacy 
features? Could it become your default professional network then? 
• Is it true to say: On Facebook, you are your ideal self (who you want to become with 
hopes and wishes). On LinkedIn, you are your ought self (who you should become 
because of responsibility and obligations)? 
 
Discussion session 4 
Question. Do you require a college/university degree to be successful in life? 
Handout. Please refer to following points for some information on the topic. 
• College degree imparts necessary education, skills and professional conduct to make you 
successful in an organization. 
• A degree from a reputed university such as Harvard or MIT can give a jump to your 
career that may not be possible otherwise in most cases. 
• People with a university degree make significantly more money than those who don’t 
have them. According to 2009 employment statistics of United States, a person with a 
college degree earned $1025 per week compared to $626 per week with those with no 
degree. 
• Unless you are an exceptional athlete, musician, artist or chef – you are expected to have 
a college degree in order to get a decent job. For many people, a college degree can 
decide their success or failure in life. 
• Wise say, “University can teach you best business skills but not make you rich”. Best 
minds with best education may be worst managers and vice versa. 
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• Information is Free today. You can almost learn anything online: business, programming, 
rocket science anything. Example: Khan academy 
• Many people leave college with tens of thousands of dollars in debt, and spend their next 
5-10 years paying it off. What could you do if you invested that same amount of money 
in your business? 
• The richest people don’t have a college degree: Steve jobs (Apple), Bill Gates 
(Microsoft) and Mark Zuckerberg (Facebook).  
