A time-dependent perturbative analysis for a quantum particle in a cloud
  chamber by Dell'Antonio, G. et al.
ar
X
iv
:0
90
7.
55
03
v1
  [
ma
th-
ph
]  
31
 Ju
l 2
00
9
A TIME-DEPENDENT PERTURBATIVE ANALYSIS FOR A QUANTUM
PARTICLE IN A CLOUD CHAMBER
GIANFAUSTO DELL’ANTONIO, RODOLFO FIGARI, AND ALESSANDRO TETA
Abstract. We consider a simple model of a cloud chamber consisting of a test particle (the
α-particle) interacting with two other particles (the atoms of the vapour) subject to attractive
potentials centered in a1, a2 ∈ R3. At time zero the α-particle is described by an outgoing
spherical wave centered in the origin and the atoms are in their ground state. We show that,
under suitable assumptions on the physical parameters of the system and up to second order in
perturbation theory, the probability that both atoms are ionized is negligible unless a2 lies on
the line joining the origin with a1. The work is a fully time-dependent version of the original
analysis proposed by Mott in 1929.
1. Introduction
The classical limit of quantum mechanics is a widely studied subject in mathematical physics
and many detailed results on the asymptotic regime ~→ 0 are available (see e.g. [R] and refer-
ences therein). Nevertheless, in most cases, the limit ~→ 0 for the time-dependent Schro¨dinger
equation relative to a given quantum system is studied only for suitable chosen, ”almost clas-
sical” states, namely WKB or coherent states. Roughly speaking, these results guarantee that
if one choses an almost classical initial state then for ~→ 0 its propagation remains close to a
classical propagation at any (not too long) later time. The problem arises when one considers
a situation in which the quantum system at initial time is in a genuine quantum state, e.g.
a superposition state, and nevertheless the system exhibits a classical behavior. Examples of
this situation are the localization effect in chiral molecules or the suppression of the interfer-
ence fringes for a heavy particle in a two-slit experiment. It is clear that the emergence of
such classical behavior cannot be understood if one insists to consider the limit ~ → 0 for
the isolated quantum system. It is worth mentioning that the problem has some relevance
from the conceptual point of view. In fact it was already raised in the earliest debate on the
foundation of Quantum Mechanics (see e.g. [BE]). The accepted explanation in these cases is
based on the consideration of the interaction of the quantum system with an environment, and
in particular on the decoherence effect produced by the environment. It is important to stress
that the decoherence effect must be proved in each situation, starting from specific models of
system + environment and introducing suitable assumptions on the parameters of the model.
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Many results in this direction have been obtained in the physical literature (see e.g. the reviews
[GJKKSZ], [Horn] and references therein) but only few mathematical results are available.
Here we want to focus on an old problem of a different kind, raised by Mott ([M]) in 1929,
concerning the explanation of the straight tracks left by an α-particle in a cloud chamber. Ac-
cording to quantum mechanics ([Ga], [CG]) the α-particle, isotropically emitted by a radioactive
source, is initially described by a spherical wave function and then interacts with the atoms of
the vapour, whose positions are randomly distributed in the chamber. The observed tracks are
the macroscopic manifestation of the ionization of the atoms induced by the α-particle and ”it
is a little difficult to picture how it is that an outgoing spherical wave can produce a straight
track; we think intuitively that it should ionise atoms at random throughout space” ([M]).
The explanation proposed by Mott was based on a simple model describing the α-particle in
interaction with only two atoms. Exploiting time-independent perturbation arguments, he con-
cluded that the probability that both atoms are ionized is negligible unless the two atoms and
the center of the spherical wave lie on the same line. In such rather indirect sense, this would
explain why we see straight tracks in the experiments. We will remark on this aspect in section
3. Notice that so far we have spoken of tracks due to the decay of an α-particle. In order to
be able to speak of a track of an α-particle one must use the reduction postulate which states
that the initial spherical wave becomes localized at the place where the ionization takes place.
We mention that the problem is also discussed in [H] and later in [B], and some further elabo-
rations on the subject can be found in [BPT], [Br], [CCF], [CL], [Ha], [St].
In this paper we reconsider the three-particle model of a cloud chamber. Under suitable as-
sumptions on the parameters of the model, which will be specified later, we give a proof of
Mott’s result through a fully time-dependent analysis and up to second order in perturbation
theory. The method of the proof is rather elementary and it basically relies on stationary and
non stationary phase arguments for the estimate of the oscillatory integrals appearing in the
perturbative expansion. The work extends to the three-dimensional case the result obtained in
[DFT] for the simpler one-dimensional case, where the spherical wave reduces to the coherent
superposition of two wave packets with opposite mean average momentum.
2. description of the model
In this section we describe the model, i.e. the Hamiltonian, the initial state, the assumptions
on the physical parameters, and introduce some notation.
Let us introduce the Hamiltonian. We consider a three-particle non relativistic, spinless quan-
tum system in dimension three, made of a particle with mass M (the α-particle) and two
other particles with mass m which play the role of model-atoms. More precisely we describe
such atoms as particles subject to an attractive point interaction placed at fixed positions
a1 , a2 ∈ R3, with |a1| < |a2| (as we shall see later, the result is still valid if the point interac-
tion is replaced by the Coulomb potential). Moreover we assume that the interaction between
3the α-particle and each atom is given by a smooth two-body potential V . We denote by R the
position coordinate of the α-particle and by r1,r2 the position coordinates of the two atoms.
The Hamiltonian of the system in L2(R9) is formally written as
H = H0 + λH1 (2.1)
H0 = K0 +K1 +K2 (2.2)
H1 = V (γ
−1(R − r1)) + V (γ−1(R − r2)) (2.3)
where K0 denotes the free Hamiltonian for the α-particle
K0 = − ~
2
2M
∆R , (2.4)
λ > 0 is a coupling constant and Kj , j = 1, 2, is the Schro¨dinger operator in L
2(R3) with an
attractive point interaction of strength −(4piγ)−1, γ > 0, placed at aj . The operator Kj is by
definition a non trivial selfadjoint extension of the free Hamiltonian restricted on C∞0 (R
3\{aj})
(for further details see e.g. [AGH-KH]). The spectrum is
σp(Kj) = {E0} , E0 = − ~
2
2mγ2
, σc(Kj) = σac(Kj) = [0,∞) (2.5)
and the proper and generalized eigenfunctions are respectively given by
ζj(r) =
1
γ3/2
ζ0(γ−1(r − aj)) , ζ0(x) = 1√
2pi
e−|x|
|x| (2.6)
φj(r, k) = e
ik·ajφ0(γ−1(r − aj), γk) , φ0(x, y)= 1
(2pi)3/2
(
eiy·x − 1
1− i|y|
e−i|y||x|
|x|
)
(2.7)
The parameter γ has the physical meaning of a scattering length and it characterizes the
effective range of the point interaction. From (2.6) it is also clear that γ is a measure of the
linear dimension of the ground state, i.e. of the atoms.
The unperturbed Hamiltonian H0 is obviously selfadjoint and bounded from below in L
2(R9)
and moreover the smoothness assumption on the interaction potential V (see theorems 1, 2)
guarantees that the perturbed Hamiltonian H is also selfadjoint and bounded from below on
the same domain of H0. In particular this implies that the evolution problem associated with
the Hamiltonian H is well posed.
We choose the initial state in the product form
Ψ0(R, r1, r2) = ψ(R)ζ1(r1)ζ2(r2) (2.8)
where ζj is defined in (2.6) and ψ(R) is a spherical wave defined as follows. Let us consider a
gaussian wave packet localized in space around the origin, with standard deviation γ and mean
momentum P0 > 0 along the direction uˆ ∈ S2. Integrating over the unit sphere S2, one obtains
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ψ(R) =
N
ε γ3/2
f(γ−1R)
∫
S2
duˆ e
i
ε
uˆ·R
γ , f(x) = e−
|x|2
2 (2.9)
where N is a normalization factor and ε > 0 is the dimensionless parameter
ε ≡ ~
P0γ
(2.10)
By an elementary integration we get
ψ(R) =
4piN
γ1/2
e
− R
2
2γ2
|R| sin(ε
−1γ−1|R|), N = 1
4pi7/4
(
1− e− 1ε2
)1/2 (2.11)
We remark that the characteristic length γ appears in the definition of the Hamiltonian as well
as in the initial state in such a way that the range of the interaction between the α-particle
and the atoms, the linear dimension of the atoms and the localization in space of the spherical
wave are all of order γ. As it will become clear further on, this is a crucial ingredient for the
proof of our result.
We also notice that the initial state (2.8) corresponds to the situation considered by Mott, i.e.
the α-particle emitted as a outgoing spherical wave and the atoms in their ground state.
Let us describe the hypotheses on the physical parameters of the model. We assume
ε≪ 1 (2.12)
γ
|aj | = O(ε), j = 1, 2 (2.13)
m
M
= O(ε) (2.14)
Condition (2.12) means that the wavelength ~P−10 associated to the initial state of the α-particle
is much smaller than the linear dimension of the atoms and the range of the interaction, which
means that we are in a semi-classical regime for the α-particle. In (2.13) we assume that |a1|,
|a2| are macroscopic distances with respect to the characteristic length γ and in (2.14) we
require that the mass ratio is small. Finally we tacitly assume
λ0 ≡ λ
Mv20
= O(ε) (2.15)
where v0 = P0M
−1. Condition (2.15) is necessary in order to make reasonable the application
of our perturbative techniques, even if it is not strictly required for the proof of our results. The
above assumptions (2.12), (2.13), (2.14) have some relevant physical implications. In particular
from (2.12), (2.14) one sees that the binding energy of the atoms is small compared to the
kinetic energy of the α-particle
52|E0|
Mv20
=
M
m
(
~
P0γ
)2
= O(ε) (2.16)
Furthermore the assumptions (2.12) and (2.13) imply two relations among the characteristic
times of the system which will be relevant in the what follows. In particular we define the flight
times to the atoms of the α-particle
τj =
|aj |
v0
, j = 1, 2 (2.17)
the characteristic ”period” of the atoms
Ta = 2pi
~
|E0| = 4pi
mγ2
~
(2.18)
and the transit time of the α-particle in the region where the atom are localized
Tt =
γ
v0
(2.19)
Then one has
Tt
τj
=
γ
v0
v0
|aj| = O(ε), j = 1, 2 (2.20)
Tt
Ta
=
1
4pi
M
m
~
P0γ
= O(1) (2.21)
i.e. the transit time Tt is small with respect to the flight times τj but it is comparable with the
characteristic period of the atoms Ta. This means that the α-particle can ”see” the internal
structure of the atoms.
Let us introduce some notation to streamline the presentation.
aˆj =
aj
|aj | , j = 1, 2 (2.22)
ω(y) =
1
2
(1 + y2), y ∈ R3 (2.23)
a =
~t
Mγ2
, bj =
~τj
Mγ2
, cj =
~
2t
P0γ mγ2
ω(yj), j = 1, 2 (2.24)
h(ξ, y) =
1
(2pi)3/2
∫
dx e−iξ·x φ0(x, y) ζ0(x), ξ, y ∈ R3 (2.25)
g(ξ, y) = V˜ (ξ)h(ξ, y) (2.26)
where F˜ denotes the Fourier transform of F . Moreover we denote by ‖ · ‖W p,nm , p ≥ 1, n,m ∈ N,
the standard weighted Sobolev norm in R3, and by S(R3) the Schwartz space of real function
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in R3. Finally Ck denotes a positive numerical constant, depending on k ∈ N and, possibly, on
the dimensionless parameters (2.24).
It is important to notice that, for any fixed t > τ2 and yj ∈ R3, the quantities a, bj, cj are all of
order one. In fact it is sufficient to notice that
a =
~
P0γ
|a2|
γ
t
τ2
, bj =
~
P0γ
|aj |
γ
, cj =
M
m
(
~
P0γ
)2 |a2|
γ
t
τ2
ω(yj) (2.27)
and to use (2.12), (2.13), (2.14).
We conclude this section noticing that our results (i.e. theorems 1, 2 in the next section) are still
valid if the point interaction Hamiltonians are replaced by the Hamiltonians with a Coulomb
potential −e2|r − aj |−1, as model Hamiltonians for the atoms. In fact, if we denote by r0 the
Bohr’s radius, we can write the ground state energy and the corresponding eigenstate as
E0 = − ~
2
2mr20
(2.28)
Ξj(r) =
1
r
3/2
0
Ξ0(r−10 (r − aj)), Ξ0(x) =
1√
pi
e−|x| (2.29)
Moreover the generalized eigenfunctions are
Φj(r, k) = Φ
0(r−10 (r − aj), r0k),
(
−∆x − 1|x|
)
Φ0(x, y) = y2Φ0(x, y) (2.30)
It is now sufficient to replace γ, E0, ζj, φj by r0, E0, Ξj, Φj and it is easily checked that the
proofs work exactly in the same way.
3. result
We are now in a position to formulate our result. We are interested in the computation of the
probability that both atoms are ionized at time t > 0. An exact computation obviously requires
the complete knowledge of the state Ψ(t) of the system, which is not available. Following the
original strategy of Mott we shall limit to consider the second order approximation Ψ2(t) of the
state Ψ(t) which, iterating twice Duhamel’s formula, is given by
Ψ2(t) = e
−i i
~
tH0Ψˆ2(t) (3.1)
Ψˆ2(t) = Ψ0 − iλ
~
∫ t
0
dt1 e
i
~
t1H0H1e
− i
~
t1H0Ψ0
−λ
2
~2
∫ t
0
dt1 e
i
~
t1H0H1e
− i
~
t1H0
∫ t1
0
dt2 e
i
~
t2H0H1e
− i
~
t2H0Ψ0 (3.2)
7Therefore we shall study the probability that both atoms are ionized up to second order in
perturbation theory, i.e.
P(t) =
∫
dR dk1 dk2
∣∣∣∣∫ dr1 dr2 φ1(r1, k1)φ2(r2, k2)Ψˆ2(R, r1, r2, t)∣∣∣∣2 (3.3)
Our main result is the characterization of the ionization probability P(t) for a fixed time t > τ2
and it is summarized in theorems 1, 2 below. In theorem 1 we consider the case in which a2
is not aligned with a1 and the origin and we show that the ionization probability decays faster
than any power of ε.
Theorem 1. Let us fix t > τ2, |a1| < |a2|, aˆ1 · aˆ2 < 1 and let us assume (2.12), (2.13), (2.14),
V ∈ S(R3). Then for any k ∈ N there exists Ck > 0 such that
P(t) ≤
(
λt
~
)4
N 2 Ck‖V˜ ‖4W 1,k
k
[(
1− |a1||a2|
)−2k
+ (1− aˆ1 ·aˆ2)−k
]
ε2k−2 (3.4)
The constant Ck in (3.4), which will be specified during the proof, remains finite and strictly
positive also if we take |a1| = |a2| or aˆ1 · aˆ2 = 1. In particular this means that the estimate (3.4)
is still meaningful if the angle between a1 and a2 is O(ε
p) with 0 < p < 1, while it clearly fails
for p ≥ 1. In the latter case the second atom lies inside a small cone of aperture O(ε), apex in
the position a1 of the first atom and axis on the line joining the origin and a1. This situation
is considered in theorem 2 where we compute the leading term of the asymptotic expansion for
ε→ 0 of the ionization probability.
Theorem 2. Let us fix t > τ2, |a1| < |a2|, aˆ1 · aˆ2 = cosχε, where χε ∈ [0, χ0ε], χ0 > 0, and
let us assume (2.12), (2.13), (2.14), V ∈ S(R3). Then, at the leading order for ε→ 0, we have
P(t) ∼ ε2(ε−1λ0)4
(
ε−1
γ
|a1|
)4
N 2
∫
R9
dxdydz
∣∣∣∣∫
R2
dη1dη2 F (η1, η2; x, y, z)
∣∣∣∣2 (3.5)
where the function F is independent of ε and will be specified during the proof.
In the following remarks we briefly comment on the above results.
Remark 3.1. The estimate (3.4) is valid for t larger but of the same order of τ2, while it
loses its meaning for t → ∞. This is only due to the method we use for the proof, based on
second order perturbation theory. A non-perturbative approach or a more detailed perturbative
analysis should provide an estimate which is uniform in time. We also remark that in theorem
2 we limit ourselves to the computation of the leading term, without making any attempt to
estimate the remainder. Such leading term is small for ε→ 0 being proportional, as expected,
to the solid angle that the atoms subtend at the origin. It would be interesting to extend
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the results given here at any order in perturbation theory and in particular to verify that the
leading term has the same behavior for ε→ 0 at all orders.
Remark 3.2. The results in theorems 1, 2 can be understood on the basis of the original
physical argument given by Mott, which can be described as follows. At time zero the spherical
wave starts to propagate in the chamber and at time τ1 it interacts with the atom in a1. If,
as result of the interaction, such atom is ionized then a localized wave packet emerges from
a1 with momentum along the direction Oa1. In order to obtain also ionization of the atom in
a2 the localized wave packet must hit the atom in a2 (at time τ2) and this can happen only if
a2 approximately lies on the line Oa1. It should be stressed that such physical behavior is far
from being universal and it strongly depends on our assumptions on the physical parameters
of the model.
Remark 3.3. Finally we observe that our result states that one can only observe straight
tracks in a cloud chamber. With this we do not mean that there is any focusing of the support
of the wave packet of the α-particle along a classical straight trajectory, corresponding to the
observed track. In fact the solution of the Schro¨dinger equation with Hamiltonian (2.1) and
initial datum (2.8) has the form
Ψ(R, r1, r2, t) = F00(R, t)ζ1(r1)ζ2(r2) +
∫
dk1Fc0(R,k1,t)φ1(r1,k1) · ζ2(r2)
+
∫
dk2F0c(R,k2,t)φ2(r2,k2) · ζ1(r1) +
∫
dk1dk2Fcc(R,k1,k2,t)φ1(r1,k1)φ2(r2,k2) (3.6)
where the four probability amplitudes F00,Fc0,F0c,Fcc are localized in different regions of
the configuration space of the whole system and therefore describe not interfering ”quantum
histories”. If one interprets double ionization as the only case of macroscopic ionization, giving
then rise to an observable track, one can say, in a pictorial language, that is along the track
the expected value of the position of the α particle in the states in which the track (as an
observable) has expectation one.
Let us outline the strategy of the proof of theorems 1, 2. The starting point is the following,
more convenient, representation formula for the ionization probability
P(t) = λ
4t4
~4
N 2
ε2
∫
dxdy1dy2 |Gε12(x, y1, y2, t) + Gε21(x, y1, y2, t)|2 (3.7)
where for l, j = 1, 2, j 6= l one has
Gεlj(x, y1, y2, t)=
∫
S2
duˆ
∫ 1
0
dα
∫ α
0
dβ
∫
dηdξ Glj(α, β, η, ξ; x, y1, y2, t) e
i
ε
Θlj(uˆ,α,β,η,ξ;x,y1,y2,t) (3.8)
and dropping the parametric dependence on x, y1, y2, t
9Θlj(uˆ, α, β, η, ξ) = uˆ · (x+ a(αη + βξ))− bj aˆj · η − blaˆl · ξ + cjα + clβ (3.9)
Glj(α, β, η, ξ) = g(η, yj)g(ξ, yl)f(x+ a(αη + βξ))e
iφ(α,β,η,ξ) (3.10)
φ(α, β, η, ξ) = x · (η + ξ) + a
2
(αη2 + βξ2 + 2α η · ξ) (3.11)
The proof of (3.7) is a long but straightforward computation and it is postponed to the appendix
(section 7).
Due to formula (3.7), we are reduced to the analysis of the two oscillatory integrals Gεlj cor-
responding to the possible graphs in the second order perturbative expansion. In particular
Gε12 describes the graph in which the atom in a1 is ionized before the atom in a2 and Gε21 the
opposite case. Since we always assume |a1| < |a2|, we expect that the contribution of Gε21 is
negligible. In fact, in section 4 we shall see that the phase Θ21 has no critical points and then,
by standard integration by parts, we shall prove that the contribution of the oscillatory integral
Gε21 is O(εk), for any k ∈ N.
The estimate of the term Gε12 is more delicate and we have to distinguish the non aligned and
the aligned case. It turns out that the phase Θ12 has no critical points in the first case and then
the contribution of Gε12 is O(εk), for any k ∈ N. This will be proved in section 5, concluding
also the proof of theorem 1.
In section 6 we consider the aligned case, where the phase Θ12 has a manifold of critical points
parametrized by a vector in R2. By a careful application of the stationary phase method to Gε12,
we compute the leading term of the asymptotic expansion for ε→ 0 and then we also conclude
the proof of theorem 2.
4. Estimate of Gε21
In this section we shall prove that the the contribution of the oscillatory integral Gε21 is negligible
for any orientation of the unit vectors aˆ1, aˆ2.
Proposition 4.1. Let us fix t > τ2, |a1| < |a2| and let us assume (2.12), (2.13), (2.14),
V ∈ S(R3). Then for any k ∈ N there exists Ck > 0 such that∫
dxdy1dy2 |Gε21(x, y1, y2)|2 ≤ Ck ‖V˜ ‖4W 1,k
k
(
1− |a1||a2|
)−2k
ε2k (4.1)
Proof. The crucial point is that the gradient of the phase
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Θ21 = uˆ · (x+ a(αη + βξ))− b1aˆ1 · η − b2aˆ2 · ξ + c1α + c2β (4.2)
doesn’t vanish in the integration region. To see this it is sufficient to compute
3∑
k=1
(
∂Θ21
∂ηk
)2
+
(
∂Θ21
∂ξk
)2
= (aαuˆ− b1aˆ1)2 + (aβuˆ− b2aˆ2)2
≥ (aα− b1)2 + (aβ − b2)2 ≡ a2
[(
α− τ1
t
)2
+
(
β − τ2
t
)2]
(4.3)
In the region {(α, β) ∈ R2 | 0 ≤ α ≤ 1, 0 ≤ β ≤ α} the r.h.s. of (4.4) takes its minimum in
(α0, β0), with α0 = β0 =
τ1+τ2
2t
, then
3∑
k=1
(
∂Θ21
∂ηk
)2
+
(
∂Θ21
∂ξk
)2
≥ ∆221 (4.4)
where
∆21 =
~√
2Mγσ
(τ2 − τ1) ≡ ~√
2P0γ
|a2|
γ
(
1− |a1||a2|
)
(4.5)
Notice that, under the assumptions (2.12), (2.13), (2.14) and |a1| < |a2|, ∆21 remains strictly
larger than zero for any ε > 0. The estimate (4.4) allows to control G21 using standard non
stationary phase methods ([F], [Ho], [BH]). In fact, recalling the identity
a eib = −i div
(
eib
∇b
|∇b|2 a
)
+ i eib div
( ∇b
|∇b|2 a
)
(4.6)
and performing k integration by parts we have∫
dηdξ G21 e
i
ε
Θ21 = (iε)k
∫
dηdξ (LkG21) e
i
ε
Θ21 (4.7)
where the operator L acts on the variables ζ = (ζ1, . . . , ζ6) ≡ (η1, η2, η3, ξ1, ξ2, ξ3) as follows
LG21 =
6∑
j=1
uj
∂G21
∂ζj
, uj =
1
|∇ζθ21|2
∂θ21
∂ζj
(4.8)
and moreover
LkG21 =
6∑
j1...jk=1
uj1...ujkD
k
ζj1 ...ζjk
G21 (4.9)
In (4.9) we have denoted by Dkζj1 ...ζjk
the derivative of order k with respect to ζj1...ζjk . From
(4.9), (4.8), (4.4), (4.5) we easily get the estimate
11
|Gε21| ≤ εk
∫
S2
duˆ
∫ 1
0
dα
∫ α
0
dβ
∫
dηdξ
∣∣LkG21∣∣ ≤ 4pi εk
∆k21
∫ 1
0
dα
∫ α
0
dβ
∫
dηdξ
∣∣∣∣∣
6∑
j1...jk=1
Dkζj1 ...ζjk
G21
∣∣∣∣∣
(4.10)
If we square (4.10), integrate w.r.t. the variables x, y1, y2 and use Schwartz inequality we find
∫
dxdy1dy2 |Gε21|2 ≤ 4pi2
ε2k
∆2k21
sup
α,β
∫ dηdξ
∫ dxdy1dy2
∣∣∣∣∣
6∑
j1...jk=1
Dkζj1 ...ζjk
G21
∣∣∣∣∣
2
1/2

2
(4.11)
From the definition of G21 (see (3.10)), we have
6∑
j1...jk=1
|Dkζj1 ...ζjkG21| ≤ Ck
k∑
i1=1
|Di1η g(η, y1)|
k∑
i2=1
|Di2ξ g(ξ, y2)|
k∑
i3=1
|Di3x f(x+ a(αη + βξ))|
·
k∑
i4=1
(|x|+ a|η|+ a|ξ|)i4 (4.12)
The last term in (4.12) can be easily estimated as follows
k∑
i4=1
(|x|+ a|η|+ a|ξ|)i4 ≤
k∑
i4=1
(|x+ a(αη + βξ)|+ 2a|η|+ 2a|ξ|)i4
≤
k∑
i4=1
(√
2 4a2 <x+ a(αη + βξ)><η><ξ>
)i4
≤
(
k∑
i4=1
a
2i425i4/2
)
<x+ a(αη + βξ)>k<η>k<ξ>k (4.13)
where <x>2= 1 + x2, x ∈ R3. Hence
6∑
j1...jk=1
|Dkζj1 ...ζjkG21| ≤ Ck <η>
k
k∑
i1=1
|Di1η g(η, y1)| <ξ>k
k∑
i2=1
|Di2ξ g(ξ, y2)|
· <x+ a(αη + βξ)>k
k∑
i3=1
|Di3x f(x+ a(αη + βξ))| (4.14)
Moreover, recalling the definition (2.26), we get
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6∑
j1...jk=1
|Dkζj1 ...ζjkG21| ≤ Ck <η>
k
k∑
i1=1
|Di1η V˜ (η)| <ξ>k
k∑
i2=1
|Di2ξ V˜ (ξ)|
·<x+a(αη + βξ)>k
k∑
i3=1
|Di3x f(x+a(αη + βξ))|
k∑
i4=1
|Di4η h(η, y1)|
k∑
i5=1
|Di5ξ h(ξ, y2)|
(4.15)
Using (4.15) in estimate (4.11) we find
∫
dxdy1dy2 |Gε21|2 ≤
ε2k
∆2k21
Ck
{∫
dη <η>k
k∑
i1=1
|Di1η V˜ (η)|
∫
dξ <ξ>k
k∑
i2=1
|Di2ξ V˜ (ξ)|
·
[∫
dy1
(
k∑
i3=1
|Di3η h(η, y1)|
)2 ∫
dy2
(
k∑
i4=1
|Di4ξ h(ξ, y2)|
)2 ]1/2}2
≤ ε
2k
∆2k21
Ck ‖V˜ ‖4W 1,k
k
[
sup
η
∫
dy
(
k∑
m=1
|Dmη h(η, y)|
)2 ]2
≤ ε
2k
∆2k21
Ck ‖V˜ ‖4W 1,k
k
[
k∑
m=1
sup
η
(∫
dy |Dmη h(η, y)|2
)1/2]4
(4.16)
It remains to show that the last term in the r.h.s. of (4.16) is finite. From the definition (2.25)
we have
Dmη h(η, y) =
(−i)m
(2pi)3/2
∫
dx e−iη·x xm11 x
m2
2 x
m3
3 ζ0(x)φ
0(x, y) (4.17)
where m1+m2+m3 = m. We recall that the integral kernel φ0(x, y) defines a bounded operator
in L2(R3), with norm less or equal to one. Hence
∫
dy |Dmη h(η, y)|2 ≤
1
(2pi)3
∫
dx |xm11 xm22 xm33 ζ0(x)|2 <∞ (4.18)
Taking into account inequality (4.18) in (4.16), we conclude the proof.

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5. Estimate of Gε12 in the case aˆ1 · aˆ2 < 1
Following the same line of the previous section, we prove that the contribution of Gε12 to the
ionization probability is negligible provided that the two unit vectors aˆ1 and aˆ2 are not parallel.
Of course, the estimate shall crucially depend on the angle between the two unit vectors.
Proposition 5.1. Let us fix t > τ2, aˆ1 · aˆ2 < 1 and let us assume (2.12), (2.13), (2.14),
V ∈ S(R3). Then for any k ∈ N there exists Ck > 0 such that∫
dxdy1dy2 |Gε12(x, y1, y2)|2 ≤ Ck ‖V˜ ‖4W 1,k
k
(
1− aˆ1 ·aˆ2
)−k
ε2k (5.1)
Proof. As in the case of proposition 4.1, we consider the phase
Θ12 = uˆ · (x+ a(αη + βξ))− b2aˆ2 · η − b1aˆ1 · ξ + c2α + c1β (5.2)
and we show that its gradient is strictly different from zero in the integration region. In fact
3∑
k=1
(
∂Θ12
∂ηk
)2
+
(
∂Θ12
∂ξk
)2
= (aαuˆ− b2aˆ2)2 + (aβuˆ− b1aˆ1)2 (5.3)
The r.h.s. of (5.3), considered as a function of the variables (α, β), takes its minimum in
(α1, β1) = (
b2
a
uˆ · aˆ2, b1a uˆ · aˆ1). Hence
3∑
k=1
(
∂Θ12
∂ηk
)2
+
(
∂Θ12
∂ξk
)2
≥ b22 (uˆ · aˆ2 uˆ− aˆ2)2 + b21 (uˆ · aˆ1 uˆ− aˆ1)2
≥ min{b21, b22}
[
2− (uˆ · aˆ2)2 − (uˆ · aˆ1)2
]
(5.4)
Let us fix a frame of reference such that aˆ1 = (0, 0, 1), aˆ2 = (sinχ, 0, cosχ), with χ ∈ (0, pi].
Then the r.h.s. of (5.4), considered as a function of uˆ = (sin θ cosφ, sin θ sin φ, cos θ), θ ∈ [0, pi],
φ ∈ [0, 2pi), takes its minimum in uˆ0 = (sin χ2 , 0, cos χ2 ). Hence
3∑
k=1
(
∂Θ12
∂ηk
)2
+
(
∂Θ12
∂ξk
)2
≥ ∆212 (5.5)
where
∆12 =
√
2 min{b1, b2}
√
1− cos2 χ
2
=
~
P0γ
min{|a1|, |a2|}
γ
√
1− aˆ1 · aˆ2 (5.6)
We notice that, under the assumptions (2.12), (2.13), (2.14) and aˆ1 · aˆ2 < 1, δ12 remains strictly
larger than zero for any ε > 0.
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From now on the proof proceeds exactly in the same way as in the previous proposition 4.1 and
we omit the details.

Proof of theorem 1. From (3.7) and taking into account propositions 4.1, 5.1 we immediately
get the proof.

6. the stationary case
Here we consider the case aˆ1 · aˆ2 = 1 − O(εq), with q ≥ 2. We shall see that the phase of the
oscillatory integral Gε12 has stationary points when exactly this case occurs. This implies that
the ionization probability P(t) is not negligible for ε small as in the previous situation and the
leading term of its asymptotic expansion in powers of ε can be computed.
Throughout this section we shall fix the unit vectors aˆ1, aˆ2 as follows
aˆ1 = (0, 0, 1), aˆ2 = (sinχε, 0, cosχε) (6.1)
where χε ∈ [0, χ0 ε], χ0 > 0. Moreover, in order to characterize the asymptotic behavior of
Gε12, we introduce a convenient decomposition of the unit sphere S2. More precisely we define
Γθ¯ as the portion of S
2 inside a cone with apex in the origin, axis parallel to aˆ1, aperture θ¯,
0 < θ¯ < pi
2
, and we denote Γ¯θ¯ = S
2 \ Γθ¯. For any choice of aˆ1, aˆ2 as in (6.1) the corresponding
decomposition of Gε12 reads
Gε12 = Gε,n12 + Gε,s12 (6.2)
Gε,n12 =
∫
Γ¯θ¯
duˆ
∫ 1
0
dα
∫ α
0
dβ
∫
dηdξ Gε12 e
i
ε
Θ (6.3)
Gε,s12 =
∫
Γθ¯
duˆ
∫ 1
0
dα
∫ α
0
dβ
∫
dηdξ Gε12 e
i
ε
Θ (6.4)
where
Gε12 = G12 e
iδε (6.5)
δε = −sinχε
ε
b2η1 +
1− cosχε
ε
b2η3 (6.6)
Θ = uˆ · (x+ a(αη + βξ))− b1ξ3 − b2η3 + c2α + c1β (6.7)
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We shall analyze the asymptotic behavior of the two oscillatory integrals Gε,n12 and Gε,s12 separately.
We first show that the phase Θ has no stationary points in Γ¯θ¯ and then the contribution of Gε,n12
is negligible.
Proposition 6.1. Let us fix t > τ2, aˆ1, aˆ2 as in (6.1) and let us assume (2.12), (2.13), (2.14),
V ∈ S(R3). Then for any k ∈ N there exists Ck > 0 such that∫
dxdy1dy2 |Gε,n12 (x, y1, y2)|2 ≤ Ck ‖V˜ ‖4W 1,k
k
( ε
sin θ¯
)2k
(6.8)
Proof. If we denote uˆ = (sin θ cos φ, sin θ sin φ, cos θ) ∈ Γ¯θ¯, we have
3∑
k=1
(
∂Θ
∂ηk
)2
+
(
∂Θ
∂ξk
)2
= a2(α2 + β2) + b21 + b
2
2 − 2a(b1β + b2α) cos θ
≥ a2(α2 + β2) + b21 + b22 − 2a(b1β + b2α) cos θ¯ (6.9)
The r.h.s. of (6.9) takes its minimum in (α2, β2) =
(
b2
a
cos θ¯, b1
a
cos θ¯
)
, then
3∑
k=1
(
∂Θ
∂ηk
)2
+
(
∂Θ
∂ξk
)2
≥ ∆2 (6.10)
where
∆ =
√
2 min{b1, b2} sin θ¯ =
√
2
~
P0γ
min{|a1|, |a2|}
γ
sin θ¯ (6.11)
Exploiting estimate (6.10), (6.11) it is now straightforward to obtain (6.8).

Remark 6.1. We notice that the estimate (6.8) is still meaningful if we choose the angle θ¯
depending on ε and such that θ¯ = O(εd), with 0 < d < 1. This in particular means that only a
small fraction of the unit sphere, of area O(ε2) around the direction aˆ1, can give a non trivial
contribution to the ionization probability.
Let us consider the oscillatory integral Gε,s12 . It turns out that the phase Θ has a manifold of
critical points in the integration region, parametrized by a vector in R2. Therefore we fix the
variables (η1, η2) ∈ R2 as parameters and we write Gε,s12 in the form
Gε,s12 =
∫
dη1dη2 Iε(η1, η2) (6.12)
Iε(η1, η2) =
∫
Ω
dq Gε12(q; η1, η2) e
i
ε
Θ(q;η1,η2) (6.13)
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where
Ω ={q ≡ (uˆ, α, β, η3, ξ) | uˆ ∈ Γθ¯, α ∈ [0, 1], β ∈ [0, α], η3 ∈ R, ξ ∈ R3} (6.14)
In the next lemma we show that for each value of the parameters (η1, η2) the phase in (6.13)
has one, non degenerate stationary point. It is relevant that the value of the phase and of the
hessian of the phase at the critical point do not depend on (η1, η2).
Lemma 6.2. For each (η1, η2) ∈ R2 the phase Θ(q; η1, η2), q ∈ Ω, has exactly one critical point
q0 ≡ (uˆ0, α0, β0, η03, ξ01 , ξ02, ξ03) (6.15)
where
uˆ0 = (0, 0, 1), α0 =
b2
a
, β0 =
b1
a
, η03 = −
c2
a
, (6.16)
ξ01 = −
x1 + b2η1
b1
, ξ02 = −
x2 + b2η2
b1
, ξ03 = −
c1
a
(6.17)
and moreover
Θ0 ≡ Θ(q0; η1, η2) = x3 + b1c1
a
+
b2c2
a
(6.18)
|D2Θ0| ≡ |D2qΘ(q0; η1, η2)| = a4b41 (6.19)
Proof. In order to compute the critical points of the phase (6.7) as a function of q ∈ Ω it
is convenient to write uˆ = (µ, ν,
√
1− µ2 − ν2), where (µ, ν) ∈ R2 with µ2 + ν2 ≤ sin2 θ¯.
Therefore
Θ(q; η1, η2) = µw1 + ν w2 +
√
1− µ2 − ν2 w3 − b2η3 − b1ξ3 + c2α + c1β (6.20)
where we have introduced the short hand notation
w = (w1, w2, w3), wj = xj + a(αηj + βξj) (6.21)
By an explicit computation, one finds that the critical points are solutions of the system
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∂Θ
∂µ
= w1 − µw3√
1− µ2 − ν2 = 0 (6.22)
∂Θ
∂ν
= w2 − νw3√
1− µ2 − ν2 = 0 (6.23)
∂Θ
∂α
= aµη1 + aνη2 + a
√
1− µ2 − ν2 η3 + c2 = 0 (6.24)
∂Θ
∂β
= aµξ1 + aνξ2 + a
√
1− µ2 − ν2 ξ3 + c1 = 0 (6.25)
∂Θ
∂η3
= a
√
1− µ2 − ν2 α− b2 = 0 (6.26)
∂Θ
∂ξ1
= aµβ = 0 (6.27)
∂Θ
∂ξ2
= aνβ = 0 (6.28)
∂Θ
∂ξ3
= a
√
1− µ2 − ν2 β − b1 = 0 (6.29)
First we notice that α and β cannot be zero, otherwise from (6.26), (6.29) one would have
b2 = b1 = 0. Then from (6.27), (6.28) we have µ = ν = 0 and from (6.26), (6.27) we have
α = b2
a
, β = b1
a
. Exploiting the remaining equations it is now trivial to find the unique solution
(6.16), (6.17). Furthermore the value of the phase at the critical point (6.18) is easily obtained.
For the proof of (6.19) we need the second derivatives of the phase evaluated at the critical
point
∂2Θ
∂µ2
= −w3 , ∂
2Θ
∂µ∂ν
= 0 ,
∂2Θ
∂µ∂α
= aη1 ,
∂2Θ
∂µ∂β
= aξ1 ,
∂2Θ
∂µ∂η3
= 0
∂2Θ
∂µ∂ξ1
= b1 ,
∂2Θ
∂µ∂ξ2
= 0 ,
∂2Θ
∂µ∂ξ3
= 0
∂2Θ
∂ν2
= −w3 , ∂
2Θ
∂ν∂α
= aη2 ,
∂2Θ
∂ν∂β
= aξ2 ,
∂2Θ
∂ν∂η3
= 0
∂2Θ
∂ν∂ξ1
= 0 ,
∂2Θ
∂ν∂ξ2
= b1 ,
∂2Θ
∂ν∂ξ3
= 0
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∂2Θ
∂α2
= 0 ,
∂2Θ
∂α∂β
= 0 ,
∂2Θ
∂α∂η3
= a ,
∂2Θ
∂α∂ξj
= 0
∂2Θ
∂β2
= 0 ,
∂2Θ
∂β∂η3
= 0 ,
∂2Θ
∂β∂ξ1
= 0 ,
∂2Θ
∂β∂ξ2
= 0 ,
∂2Θ
∂β∂ξ3
= a
∂2Θ
∂η23
= 0 ,
∂2Θ
∂η3∂ξj
= 0 ,
∂2Θ
∂ξj∂ξk
= 0 (6.30)
The computation of the hessian is now a tedious but straightforward exercise and it is omitted
for the sake of brevity.

We are now ready to conclude the proof of theorem 2.
Proof of theorem 2. Exploiting the stationary phase theorem ([F], [Ho], [BH]) and the
previous lemma, we find the leading term of the asymptotic expansion of (6.13) for ε→ 0
Iε(η1, η2) ∼ (2piε)
4
a2b21
e
i
ε
Θ0 G12(q0; η1, η2) e
iδ0 ei
pi
4
µ0 (6.31)
where µ0 denotes the signature of the hessian matrix at the critical point and moreover
δ0 = − lim
ε→0
sinχε
ε
b2η1 (6.32)
In particular δ0 6= 0 if χε = O(ε) and δ0 = 0 if χε = O(εq), q > 1, or χε = 0. From (6.12) we
also obtain
Gε,s12 ∼
(2piε)4
a2b21
e
i
ε
Θ0
2
∫
dη1dη2G12(q0; η1, η2) e
iδ0 ei
pi
4
µ0 (6.33)
We notice that the integrand in (6.33) is a function of x (position of the α-particle), yj (mo-
mentum of the j-th ionized atom) and η1, η2. Hence we denote
F (η1, η2; x, y1, y2) ≡ (2pi)4G12(q0; η1, η2) eiδ0 eipi4 µ0 (6.34)
and, taking into account (3.7), proposition 4.1, (6.2), proposition 6.2 and (6.33), we find
P(t) ∼
(
λt
~
)4 N 2
a4b41
ε6
∫
dxdydz
∣∣∣∣∫ dη1dη2 F (η1, η2; x, y, z)∣∣∣∣2 (6.35)
Using the definition of a, b1, τ1 in (6.35), we easily get formula (3.5). It remains to show that
the integral in (6.35) is finite. From the definitions (3.10), (2.26), (2.25) and the boundedness
of h(ξ, y) we have
|F (η1, η2; x, y, z)| ≤ c |V˜ (η1, η2, η03)||V˜ (ξ01 , ξ02, ξ03)||f(w0)| (6.36)
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where
η03 = −ε
M
m
ω(z) , ξ01 = −ε−1
γ
|a1|x1 −
τ2
τ1
η1 , ξ
0
2 = −ε−1
γ
|a1|x2 −
τ2
τ1
η2 ,
ξ03 = −ε
M
m
ω(y) , w0 = x3 − ε2M
m
|a1|
γ
ω(y)− ε2M
m
|a2|
γ
ω(z) (6.37)
and ω(y) is defined in (2.23). Then we write
∫
dxdydz
∣∣∣∣∫ dη1dη2 F (η1, η2; x, y, z)∣∣∣∣2
≤ c
∫
dx1dx2dydz
(∫
dη1dη2|V˜ (η1, η2, η03)||V˜ (ξ01, ξ02 , ξ03)|
)2 ∫
dx3 |f(w0)|2 (6.38)
Using the Schwartz inequality in the integral with respect to (η1, η2) we have∫
dxdydz
∣∣∣∣∫ dη1dη2 F (η1, η2; x, y, z)∣∣∣∣2
≤ c
∫
dz
∫
dη1dη2 <η1>
4<η2>
4 |V˜ (η1, η2, η03)|2
∫
dy
∫
dx1dx2|V˜ (ξ01 , ξ02 , ξ03)|2
∫
dx3 |f(w0)|2
(6.39)
The last integral is finite due to the assumptions on V and this concludes the proof of the
theorem.

7. appendix
Here we give a proof of the representation formula (3.7). The relevant object to compute is the
probability amplitude in (3.3)
F(R, k1, k2, t) =
∫
dr1 dr2 φ1(r1, k1)φ2(r2, k2)Ψˆ2(R, r1, r2, t) (7.1)
We notice that
e
i
~
tH0H1e
− i
~
tH0 =W1(t) +W2(t) (7.2)
Wj(t) = e
i
~
tK0e
i
~
tKjVje
− i
~
tK0e−
i
~
tKj (7.3)
where Vj denotes the multiplication operator by
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Vj(R, rj) = V (γ
−1(R − rj)) (7.4)
Let us rewrite the r.h.s. of (7.1) in a more convenient form. We observe that the operator
Wj(t) acts non trivially only on the variable R and rj . Exploiting this fact it is easily seen that
F = F12 + F21 (7.5)
Flj(R,k1,k2,t)= λ
2
~2
∫ t
0
dt1
∫ t1
0
dt2
∫
dr1dr2 φ1(r1,k1)φ2(r2,k2) (Wj(t1)Wl(t2)Ψ0)(R,r1,r2) (7.6)
where l, j = 1, 2, j 6= l. Furthermore, using the specific factorized form of the initial state of
the system, we have
Flj(R,k1,k2,t)= λ
2
~2
∫ t
0
dt1
∫ t1
0
dt2 e
i
~
t1(E(kj)+|E0|)e
i
~
t2(E(kl)+|E0|)
(
e
i
~
t1K0Vˆj(·, kj)e− i~ t1K0
e
i
~
t2K0Vˆl(·, kl)e− i~ t2K0ψ
)
(R) (7.7)
where E(k) = ~
2k2
2M
and Vˆj(·, kj), j = 1, 2, is the multiplication operator by
Vˆj(R, kj) =
∫
dr φj(r, kj)V (γ
−1(R− r))ζj(r) (7.8)
The r.h.s. of (7.8) can be more conveniently written in terms of the Fourier transform V˜ of the
interaction potential as follows
Vˆj(R, kj) = e
−ik·aj γ3/2
∫
dξ eiγ
−1(R−aj)·ξ g(ξ, γkj) (7.9)
where g(ξ, y) has been defined in (2.26). Exploiting (7.9) and the explicit expression of the free
propagator we have (
e
i
~
t2K0Vˆl(·, kl)e− i~ t2K0ψ
)
(R)
= e−ikl·al γ3/2
∫
dξ g(ξ, γkl) e
i
~t2
2Mγ2
ξ2+iR
γ
·ξ−i
al
γ
·ξ
ψ
(
R +
~t2
Mγ
ξ
)
(7.10)
and (
e
i
~
t1K0Vˆj(·, kj)e− i~ t1K0e i~ t2K0Vˆl(·, kl)e− i~ t2K0ψ
)
(R)
= e−ikl·al−ikj ·aj γ3
∫
dξdη g(η, γkj)g(ξ, γkl)
· ei
“
~t1
2Mγ2
η2+R
γ
·η+
~t2
2Mγ2
ξ2+R
γ
·ξ+
~t1
Mγ2
η·ξ
”
ei(−
aj
γ
·η−
al
γ
·ξ) ψ
(
R +
~t1
Mγ
η +
~t2
Mγ
ξ
)
(7.11)
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Finally we consider the time-dependent phase factor in (7.7). We notice that
t1
~
(E(kj) + |E0|) + t2
~
(E(kl) + |E0|) = ~
mγ2
(t1w(γkj) + t2w(γkl)) (7.12)
Taking into account (7.11), (7.12), (2.9), and rescaling the time variables according to t1 = tα,
t2 = tβ, we can rewrite (7.7) as follows
Flj(R, k1, k2, t)
=
λ2t2
~2
N
ε
γ3/2e−ikl·al−ikj ·aj
∫
S2
duˆ
∫ 1
0
dα
∫ α
0
dβ
∫
dξdη g(η, γkj)g(ξ, γkl)f
(R
γ
+
~t
Mγ2
(αη + βξ)
)
· ei
“
~t
2Mγ2
αη2+R
γ
·η+ ~t
2Mγ2
βξ2+R
γ
·ξ+ ~t
Mγ2
αη·ξ
”
e
i
h
1
ε
uˆ·
“
R
γ
+ ~t
Mγ2
(αη+βξ)
”
−
aj
γ
·η−
al
γ
·ξ+ ~t
mγ2
(ω(γkj)α+ω(γkl)β)
i
(7.13)
We observe that
~t
Mγ2
= a = O(1) (7.14)
and this means that the first exponential in the integral in (7.13) has a slowly oscillating phase
for ε≪ 1. On the other hand
~t
mγ2
=
M
m
a = O(ε−1) (7.15)
and therefore the last exponential in the integral in (7.13) has a rapidly oscillating phase for
ε≪ 1. Denoting R = γx, kj = γ−1yj and using the notation (2.24), we find
Flj(γx, γ−1y1, γ−1y2)
=
λ2t2
~2
N
ε
γ3/2e−ikl·al−ikj ·aj
∫
S2
duˆ
∫ 1
0
dα
∫ α
0
dβ
∫
dξdη g(η, yj)g(ξ, yl)f(x+ a(αη + βξ))
ei[x·(η+ξ)+
a
2
(αη2+βξ2+2αη·ξ)] e
i
ε
[uˆ·x+uˆ·a(αη+βξ)−bj aˆj ·η−blaˆl·ξ+cjα+clβ]
≡ λ
2t2
~2
N
ε
γ3/2e−ikl·al−ikj ·ajGεlj(x, y1, y2, t) (7.16)
where in the last line we have used (3.8), (3.9), (3.10), (3.11). From (3.3), (7.1) and (7.16) we
obtain
P(t) = γ−3
∫
dxdy1dy2
∣∣F12(γx, γ−1y1, γ−1y2) + F21(γx, γ−1y1, γ−1y2)∣∣2
=
λ4t4
~4
N 2
ε2
∫
dxdy1dy2 |Gε12(x, y1, y2) + Gε21(x, y1, y2)|2 (7.17)
and this concludes the proof of (3.7).
22 GIANFAUSTO DELL’ANTONIO, RODOLFO FIGARI, AND ALESSANDRO TETA
References
[AGH-KH] Albeverio S., Gesztesy F., Hogh-Krohn R., Holden H., Solvable Models in Quantum Mechanics,
Springer-Verlag, New-York, 1988.
[B] Bell J., Quantum mechanics for cosmologists. In Speakable and Unspeakable in Quantum Mechanics. Cam-
bridge University Press 1988.
[BH] Bleinstein N., Handelsman R.A., Asymptotic Expansions of Integrals, Dover Publ., New York, 1975.
[BPT] Blasi R., Pascazio S., Takagi S., Particle tracks and the mechanism of decoherence in a model bubble
chamber. Phys. Lett. A, 250, 230-240 (1998).
[BE] Born M., Einstein A., Born-Einstein Letters, 1916-1955. Macmillan Science Publ. 2004.
[Br] Broyles A.A., Wave mechanics of particle detectors. Phys. Rev. A, 48, n. 2, 1055-1065 (1993).
[CCF] Cacciapuoti C., Carlone R., Figari R., A solvable model of a tracking chamber. Rep. Math. Phys., 59
(2007).
[CG] Condon E., Gurney R., Nature, 122, 439 (1928).
[CL] Castagnino M, Laura R., Functional approach to quantum decoherence and the classical final limit: the
Mott and cosmological problems. Int. J. Theo. Phys., 39, n. 7, 1737-1765 (2000).
[DFT] Dell’Antonio G., Figari R., Teta A., Joint excitation probability for two harmonic oscillators in dimension
one and the Mott problem. J. Math. Phys. 49, n. 4 (2008) 042105.
[F] Fedoryuk M.V., The stationary phase method and pseudodifferential operators. Usp. Mat. Nauk 26, n. 1,
67-112, (1971).
[Ga] Gamow G., Zur Quantentheorie des Atomkernes. Zeit. f. Phys., 51, 204-212, (1928).
[GJKKSZ] Giulini D., Joos E., Kiefer C., Kupsch J., Stamatescu I.-O., Zeh H.D., Decoherence and the Appear-
ance of a Classical World in Quantum Theory, Springer, 1996.
[Ha] Halliwell J.J., Trajectories for the wave function of the universe from a simple detector model. Phys. Rev.
D, 64, 044008 (2001).
[H] Heisenberg W., The Physical Principles of Quantum Theory, Dover Publ., New York, 1951.
[Ho] Ho¨rmander L., The Analysis of Linear Partial Differential Operators, Springer, 1983.
[Horn] Hornberger K., Introduction to decoherence theory. arXiv:quant-ph/0612118v3, 5 Nov 2008.
[M] Mott N.F., The wave mechanics of α-ray tracks. Proc. R. Soc. Lond. A, 126, 79-84 (1929).
[R] Robert D., Semi-classical approximation in quantum mechanics. A survey of old and recent mathematical
results. Helv. Phys. Acta, 71, 44-116 (1998).
[St] Steinmann O., Particle localization in field theory. Comm. Math. Phys., 7, 112-137 (1968).
23
G. Dell’Antonio:
Dipartimento di Matematica, Universita´ di Roma ”La Sapienza”, P.le A. Moro, 2 - 00185 Roma
(Italy) and S.I.S.S.A., via Beirut, 2-4 - 34151 Trieste (Italy)
E-mail: gianfa@sissa.it
R. Figari:
Dipartimento di Scienze Fisiche, Universita´ di Napoli and Sezione I.N.F.N. Napoli, Via Cinthia,
45 - 80126 Napoli (Italy)
E-mail: figari@na.infn.it
A. Teta:
Dipartimento di Matematica Pura ed Applicata, Universita` di L’Aquila, Via Vetoio, loc. Cop-
pito - 67010 L’Aquila (Italy)
E-mail: teta@univaq.it
