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Summary
Chiral effective field theory (EFT) is a powerful tool to study the low energy hadron physics.
Combining the heavy quark symmetry and chiral symmetry, the heavy hadron (moson and
baryon) chiral perturbation theory is constructed. Among them, the heavy meson chiral
perturbation theory describes the interaction between pseudoscalar and (heavy) B (or D)
mesons, and the heavy baryon chiral perturbation theory deals with the pseudoscalar-
baryon interaction, where the baryon (including the nucleon) is treated nonrelativistically.
In this thesis, we apply these chiral Lagrangians to the semileptonic decay of B meson
as well as the antinucleon-nucleon interaction. The final state interactions between the
hadrons are taken into account model-independently. We summarize the pertinent points
contained in this thesis as below:
• for the decay B → ππlν¯l
The Cabibbo–Kobayashi–Maskawa (CKM) matrix element |Vub| has been determined
by both inclusive decay modes B → Xulν¯l and exclusive ones B → π(ρ)lν¯l, but they
do not match within uncertainties, which is the well-known “|Vub| puzzle”. Our
emphasis is put on the reexamination of the theoretical uncertainties in the exclusive
mode B → ρlν¯l. In fact we note that this transition suffers from sizable uncertainties
due to the large width of ρ meson, and instead, one should rely on the analysis
of a full four-body semileptonic channel B → ππlν¯l, which also serves as a cross
check for the extraction of |Vub|. The form factors of hadronic matrix elements of B
to ππ transitions are analyzed by dispersion theory, which is a model-independent
approach to take into account the ππ final state interactions. The heavy meson chiral
perturbation theory is used as an input to fix the subtraction constants appearing
in the dispersion relations. Our formalism allows, for the first time, to use the
full information for ππ invariant mass below 1 GeV to extract |Vub| without the
need to refer to a particular resonance such as ρ or f0(980). The partial decay rate
dΓ/(|Vub|ds dsl) below s = 1 GeV2 at fixed sl = (mB − 1GeV)2 is presented for
illustration, where s and sl denote the invariant mass squared for pion pairs and
lepton pairs, respectively. Our such proposal can be examined in Belle and LHCb
and thus the experimental data is highly desirable.
• for antinucleon-nucleon interaction
We observe that there is still no satisfactory description of antinucleon-nucleon scat-
tering in view of chiral EFT. The tools available are the various phenomenological
i
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models, which played a very important role in the history of studying the nuclear
force. However, they do not have the obvious connections with the underlying theory:
quantum chromodynamics (QCD). Chiral EFT is related to QCD through the chiral
symmetry, and a systematic improvement can be done due to the power counting
rule.
The recent partial-wave analysis of the antiproton-proton (p¯p) scattering data pro-
vides an opportunity to examine how the chiral EFT works for the antinucleon-
nucleon interactions. We then calculate the antinucleon-nucleon potential up to
next-to-next-to-leading order using the chiral EFT based on a modified Weinberg
power counting, in close analogy to pertinent studies of the nucleon-nucleon interac-
tion. Solving the Lippmann-Schwinger equation one obtains the scattering amplitude
and futher observables. Our results show that the overall quality of the achieved
description of the N¯N amplitudes is comparable to the one found in case of the
nucleon-nucleon interaction at the same order. A good agreement is achieved for the
phase shifts and inelasticities in most of the S-wave channels and several P -wave
channels. We also calculate the scattering length, and the level shifts and widths
of antiprotonic hydrogen atom, by our potential utilizing effective theory. They are
all in line with the experimental information, as well as the Ju¨lich model D (as an
example of a phenomenological model). We also find there are bound states by the
strong interaction in isospin-0 3P0 and isospin-0
3S1 − 3D1 partial waves, and their
positions and widths are provided.
• for reactions e+e− ↔ p¯p
A significant enhancement in the cross section near the p¯p threshold is observed in
various reactions, e.g., J/ψ → γp¯p, J/ψ → ωp¯p, ψ′ → γp¯p as well as the one e+e− →
p¯p we are considering. This enhancement phenomenon in the decays J/ψ → γp¯p is
the most prominent one. Several theoretical explanations have been proposed, e.g.,
it is induced by the N¯N bound states, or the unobserved resonance so far, or even
an exotic state like a glueball. However, in all these processes that contain a p¯p pair,
the p¯p interaction is an important ingredient and can have large influence on the
energy dependence of an observable. In the reactions e+e− ↔ p¯p, only 3S1 and 3D1
partial waves are allowed assuming the one-photon exchange approximation. Then
we rigorously take into account the p¯p interactions in the initial or final states. It
is shown that the existing experimental data including integrated and differential
cross sections are well described in our approach. We also present spin-dependent
observables as predictions for the future measurements.
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Introduction
In the Standard Model of particle physics, the strong interactions are described by Quan-
tum Chromodynamics (QCD), which is based on a local non-Abelian gauge symmetry,
namely, SU(3)color. In QCD, the fundamental degrees of freedom are the quarks and glu-
ons, where the former are the matter fields and the latter serve as the media that propagate
the strong force. They both are never directly observed, instead, one observes the hadrons,
which can be regarded as bound states that are made from the quarks and gluons. This
phenomenon is known as the confinement. The six quark flavors are commonly divided
into two groups by their masses: the light ones u, d, s and the heavy ones c, b, t. While the
light quarks are almost massless and need to be treated relativistically, the heavy quarks
can be treated nonrelativistically, which is the basis for the heavy hadron (meson and
baryon) chiral perturbation theory discussed in Chap. 1. In the limit of vanishing quark
masses, QCD exhibits chiral symmetry. More specifically speaking, the left-handed and
right-handed components of massless quarks do not mix in the QCD Lagrangian L0QCD (the
superscript 0 means the quark mass matrix vanishes). And thus one can find that L0QCD
is invariant under the global unitary transformation SU(2)L×SU(2)R (for the case of two
flavors), where “L (R)” means the transformation acts on the left- (right-) handed quark
field. This SU(2)L × SU(2)R symmetry is known as chiral symmetry.
At high energies, the strong coupling constant αS is much smaller than one, thus the
physical quantities can be expanded in powers of αS. This is the so-called perturbative
QCD approach which has achieved great success. However, at the low energy region, αS
becomes larger and the nonperturbative effect is apparent. The dynamics of the strong
interactions in the low energy region is still poorly known in terms of the underlying theory,
QCD. Hadron physics, or more explicitly, the study of hadron-hadron interactions plays
an important role towards a better understanding of the low-energy QCD. The effective
field theory (EFT) approach is a powerful tool to study the hadron interaction. In EFT,
the basic freedom is hadron due to the “confinement”. The Weinberg “folk theorem” is
the basis for EFT approach and here we quote the original statement by Weinberg [1]:
“If one writes down the most general possible Lagrangian, including all terms consis-
tent with assumed symmetry principles, and then calculates matrix elements with this
Lagrangian to any given order of perturbation theory, the result will simply be the most
general possible S-matrix consistent with analyticity, perturbative unitarity, cluster de-
composition, and the assumed symmetry principles.”
From the above statement, we know that to construct the Lagrangian, one should
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examine the symmetry properties and how these symmetries are broken. Besides, one
should design a power counting scheme, which is used to distinguish the more and the less
important contributions.
At the low energy region, the chiral symmetry allows one to construct the chiral effective
Lagrangian. When it refers to the interaction between the Goldstone bosons, we normally
use the terminology “chiral perturbation theory”, while in the topic of nuclear force, the
term “chiral EFT” is used, because in the former case, the amplitude is expanded and for
the latter one, the calculated quantity is the potential and not the conventional amplitude.
The fundamental difference between the chiral EFT and a phenomenological model is that
the chiral EFT has a firm link with the underlying theory QCD, i.e. it obeys the chiral
symmetry of QCD. In this thesis we apply the chiral EFT to various aspects, specifically,
the semileptonic decay of B mesons and the antinucleon-nucleon scattering. On the other
hand, we note that the final state interaction plays a very important role in the hadronic
reactions. In our work we take into account the final state interaction between pion pairs
in the decay of B → ππlν¯l, and the final state interaction between p¯p in the reactions
e+e− ↔ p¯p rigorously.
The current thesis is structured as follows. In Chap. 1, we briefly discuss the theoretical
tools that we use, i.e. the chiral EFT and some methods to treat the final state interaction.
In Chap. 2, we investigate the decay channel B → ππlν¯l aiming at providing a novel way to
extract the Cabibbo–Kobayashi–Maskawa (CKM) matrix element Vub. The form factors
for the hadronic part of B to ππ transitions are analyzed in dispersion theory, where
the final state interaction between ππ pairs are incorporated model-independently, and
πB interactions are approximated by the B∗ pole. The free parameters resulting from the
dispersion theory are fixed by the predictions of the heavy meson chiral perturbation theory
at threshold. And finally the partial decay rate at a selected region is predicted. Once the
experimental data is available, one could extract the value of |Vub| by our proposal.
We have also examined the interaction between baryons from the viewpoint of chiral
EFT. In Chap. 3, we calculate the antinucleon-nucleon potentials up to the next-to-next-
to-leading order adopting the modified Weinberg power-counting rule by using the chiral
EFT, and then solve the Lippmann-Schwinger equation to get the scattering amplitudes.
The scattering lengths (volumes) for S-wave (P -wave), and the level shifts and widths for
antiproton-proton atom are calculated. They are all in line with the existing experimental
information. Note that the Lippmann-Schwinger equation takes the rescattering effects into
account to infinite orders, i.e. an infinite summation. The antinucleon-nucleon potential
has some common pieces with the nucleon-nucleon potential, thus we first present a brief
review for the nucleon-nucleon case in Sec. 3.2 in Chap. 3. In Chap. 4, we apply the chiral
antinucleon-nucleon potential constructed by us to the reactions e+e− ↔ p¯p. There we fully
takes into account the antiproton-proton interactions and find the measured cross sections
and differential cross sections can be quite well described solely by final-state-interaction
effects. Then the spin observables are also presented as predictions.
Chapter 1
Theoretical background
1.1 Chiral effective field theory
1.1.1 Chiral perturbation theory for light meson sector
The standard chiral perturbation theory (ChPT) for light pseudoscalar mesons has been
constructed by Gasser and Leutwyler in the 1980s [2, 3]. In this part, we give a basic
introduction following the discussions in Ref. [4].
As mentioned in the Introduction, QCD exhibits an exact chiral symmetry in the limit
of vanishing quark masses. We introduce the basic concept of chiral symmetry breaking
by considering the QCD with two-flavor massless u and d quarks and then we generalize to
three-flavor case, since SU(2) ChPT (for two flavors) converges more rapidly than SU(3)
ChPT (for three flavors). For the vanishing masses of u and d quarks, i.e., mu,md → 0, the
QCD Lagrangian exhibits the SU(2)L×SU(2)R symmetry. Then Noether theorem dictates
that there are six conserved currents: three left-handed and three right-handed ones. They
can be combined into three conserved vector (V) and three axial-vector (A) currents. The
empirical facts about the hadron spectrum suggest that SU(2)V symmetry is preserved
1,
and the symmetry broken mode is SU(2)L × SU(2)R → SU(2)V . For such a symmetry
breaking, one expects three massless bosons, which are known as Goldstone bosons. Pions
with the small masses are candidates of Goldstone bosons, where the (small) finite masses
are due to the nonzero quark masses mu and md. The pion fields can be organized into a
two-dimensional matrix
Π(x) =
3∑
i=1
τiφi(x) =
(
φ3 φ1 − iφ2
φ1 + iφ2 −φ3
)
≡
(
π0
√
2π+√
2π− −π0
)
, (1.1)
where τi, i = 1, 2, 3 are the ususal Pauli matrices which are the generators of SU(2)flavor.
For the case of three flavors (u, d, s quarks), they are octet pseudoscalars and can be
1Vafa and Witten has proved that the vector-like global symmetry is not spontaneously broken in
QCD [5].
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organized into a 3× 3 matrix through
φ(x) =
8∑
a=1
λaφa(x) =
φ3 +
√
1
3
φ8 φ1 − iφ2 φ4 − iφ5
φ1 + iφ2 −φ3 + 1√3φ8 φ6 − iφ7
φ4 + iφ5 φ6 + iφ7 − 2√3φ8

=

π0 +
√
1
3
η
√
2π+
√
2K+
√
2π− −π0 +
√
1
3
η
√
2K0
√
2K−
√
2K¯0 −
√
2
3
η
 (1.2)
In the Lagrangian, these Goldstone Bosons appear in the matrix-valued field U ∈ SU(3),
which transforms under the chiral transformation SU(3)L × SU(3)R as
U −→ U ′(X) = RU(x)L† = RU(x)L−1 (1.3)
with R/L ∈ SU(3)R/L. A popular choice for U is the exponential parametrization
U(x) = exp
(
i
φ(x)
F0
)
, (1.4)
where F0 is the pion decay constant in the chiral limit (in the following chapters, we
will use the physical value of the pion decay constant, which is denoted by fπ and takes
fπ ≈ 92.4 MeV). Goldstone bosons interact only when they carry momentum, thus only
terms in powers of ∂µU appear in Lagrangian. Moreover, only even powers of ∂µU are
allowed due to Lorentz invariance, i.e. the Lorentz indices should be contracted with
the metric tensor gµν or Levi-Civita tensor ǫµναβ to get scalars. If one denotes the small
momentum carried by the Goldstone boson by p generically, a derivative on the Goldstone
boson field generates a term p. The pion mass is also accounted as order of p. More precisely
speaking, p denotes the soft scale and typically 0.1 GeV. The chiral symmetry breaking
scale Λχ = 4πF0 ≈ 1 GeV is referred to as a hard scale comparing to the small quantity p.
The Lagrangian can be expanded as a power series of p/Λχ, and this expansion is known as
the chiral expansion. Then the most general Lagrangian describing the interaction between
Goldstone bosons can be written as
Lππ = L(2)ππ + L(4)ππ + L(6)ππ + · · · , (1.5)
where the superscript indicates the chiral order, and we have used π to denotes Gold-
stone boson symbolically in the subscript. The lowest order effective Lagrangian (order of
(p/Λχ)
2) reads
L(2)ππ =
F 20
4
Tr
(
∂µU∂
µU †
)
+
F 20B0
2
Tr
(MU † + UM†)︸ ︷︷ ︸
LχSB
, (1.6)
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with the quark mass matrix
M =
mu 0 00 md 0
0 0 ms
 , (1.7)
and B0 is a constant. Three remarks will be done for Eq. (1.6): first, quark mass is
counted as order of p2, and this point together with the physical interpretation of B0
can be seen from Eq. (1.10) below; secondly, the term LχSB signifies the explicit chiral
symmetry breaking due to the finite quark masses; last, the Lagrangian density written as
Eq. (1.6) is chiral invariant assuming M transforms like
M−→ RML†. (1.8)
Expanding the term L2, one gets
LχSB = −B0
2
Tr (φ2M) + higher orders of φ
= −B0
2
{
2(mu +md)π
+π− + 2(mu +ms)K+K− + 2(md +ms)K0K¯0
+(mu +md)π
0π0 +
2√
3
(mu −md)π0η + mu +md + 4ms
3
η2
}
. (1.9)
In the isospin limitmu = md = m, π−η mixing term will vanish in Eq. (1.9). The following
mass relations can also be found,
M2π = 2B0m,
M2K = B0(m+ms),
M2η =
2
3
B0(m+ 2ms), (1.10)
from which one finds that the quark masses are on the level of meson mass squared and
thus will be counted as O(p2) as mentioned earlier. Comparing with the Gell-Mann-Oakes-
Renner relation [6] 2
M2π = (mu +md)× |〈0|u¯u|0〉| ×
1
F 20
, (1.11)
one finds that B0 is a constant related to the chiral quark consendate as
B0 =
1
F 20
× | 〈0| u¯u |0〉 |
=
1
2F 20
× | 〈0| q¯q |0〉 |, (1.12)
2Here the physical interpretation of B0 is obtained by matching Eq. (1.10) to the Gell-Mann-Oakes-
Renner relation. In fact the physical meaning of B0 can also be identified from the comparision of ChPT
and QCD, see e.g. Ref. [4]. Then the Gell-Mann-Oakes-Renner relation could be viewed as a result of
chiral Lagrangian.
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with 〈0| q¯q |0〉 representing the isospin average of up- and down-quark condensates. It
is also interesting that the Gell-Mann-Okubo relation 4M2K = 3M
2
η + M
2
π and also the
following quark mass ratios are obtained,
M2K
M2π
=
m+ms
2m
=⇒ ms
m
= 25.9,
M2η
M2π
=
2ms +m
3m
=⇒ ms
m
= 24.3. (1.13)
To conclude, the leading-order ChPT is equivalent to the current algebra.
For higher order Lagrangians and their various applications, one may refer to the re-
views, e.g. [7–10].
1.1.2 Heavy meson chiral perturbation theory
In the heavy quark limit mQ → ∞, the dynamics of the strong interactions exhibits
the heavy quark flavor and spin symmetry, where the former means that the interaction
is unchanged under the exchange of heavy quark flavors (charm and beauty quark) and
the latter means that the interaction does not change under an arbitrary transformation
on the spin of the heavy quark. In the real physics, there are corrections that scale as
powers of ΛQCD/mQ, with ΛQCD being the nonperturbative scale generated by QCD, and
experimentally, ΛQCD ∼ 200 MeV. The heavy meson chiral perturbation theory (HMChPT)
[11, 12] is constructed for describing the interactions between the heavy mesons (B, D)
and the light pseudoscalar bosons (π, K, η) by union of heavy quark symmetry and chiral
symmetry (as outlined in Sec. 1.1.1). We will present a brief review following Ref. [13].
In heavy quark system, the four-velocity v of the heavy quark is fixed in the interactions
with the external field. The multiplets of the states implied by heavy quark spin symmetry
can be organized into a single field [14],
Ha =
1 + v/
2
(P ∗aµγ
µ − Paγ5), (1.14)
where P ∗aµ is the field operator that destroys P
∗
a meson with velocity v satisfying v
µP ∗aµ = 0,
and Pa destroys a Pa meson of velocity v. For the b quark, we have
(P1, P2, P3) = (B
−, B
0
, B
0
s),
(P ∗1 , P
∗
2 , P
∗
3 ) = (B
∗−, B
∗0
, B
∗0
s ), (1.15)
and for the c quark
(P1, P2, P3) = (D
0, D+, D+s ),
(P ∗1 , P
∗
2 , P
∗
3 ) = (D
∗0, D∗+, D∗+s ). (1.16)
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The factors of
√
mP and
√
mP ∗ have been absorbed into the P and P
∗ fields, and these
consequently have dimension [mass]3/2. The conjugate of H is defined as
H¯a = γ
0H†aγ
0 = (P ∗†aµγ
µ + P †aγ5)
1 + v/
2
(1.17)
The field H contains the heavy quark and one light antiquark, and thus it transforms under
the Lorentz transformation as a bispinor,
Ha → D(Λ)HaD(Λ)−1, (1.18)
where D(Λ) is a matrix representation of Lorentz group. Under the heavy-quark spin
symmetry SU(2)v,
Ha → SHa. (1.19)
Besides the transformation rules under the Lorentz and SU(2)v transformations, one
also needs to know the transformation behavior of Ha under the chiral SU(3)L × SU(3)R
transformation for combining the heavy quark symmetry and the chiral symmetry. For that
purpose, we define the square root of U(x) by u2(x) = U(x). Recalling the transformation
property of U(x), Eq. (1.3), and the nonlinear realization of group SU(3)L × SU(3)R, we
define the function K (satisfying the unitarity K† = K−1) by
u(x) −→ u′(x) =
√
RUL† ≡ Ru(x)K−1. (1.20)
From Eq. (1.20), one can solve for K,
K = u′−1RU =
√
RUL†
−1
R
√
U ≡ K(L,R, U), (1.21)
where the function K(L,R, U) depends not only on L, R but also U(x). Furthermore, one
can verify
RuK† = KuL† (1.22)
and observe
U(x) = u2(x)→ Ru(x)K†Ku(x)L† = RUL†. (1.23)
In Ref. [13], it is shown that, for the heavy meson fieldH, one can choose the transformation
rule under the chiral SU(3)L × SU(3)R as
H −→ HK† (1.24)
to construct the chiral invariant Lagrangian. In component form it is Ha → HbK†ba.
And then H¯ transforms as H¯ → KH¯. For an operator Ô transforming as KÔK†, the
operator blocks HÔH¯ is therefore chiral invariant. In order to describe the interactions
between heavy and light mesons, we need to construct such operators from the field u.
Two combinations of u field involving one derivative are
Γµ =
1
2
(u†∂µu+ u∂µu†), uµ = i(u†∂µu− u∂µu†), (1.25)
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which transform under chiral SU(3)L × SU(3)R as
uµ −→ KuµK†, Γµ −→ KΓµK† +K∂µK†. (1.26)
The Γµ field can be used to define a chiral covariant derivative
Dµ = ∂µ + Γµ. (1.27)
This covariant derivative acts on H¯ as
DµH¯ = (∂µ + Γµ)H¯, (1.28)
and acts on H as
DµH = H(
←
∂µ − Γµ) = ∂µH −HΓµ. (1.29)
Under the chiral SU(3)L × SU(3)R transformation, we have
(DµH¯) −→ K(DµH¯), (DµH) −→ (DµH)K†. (1.30)
In the Lagrangian, the term without derivative is the H-field mass term MHTr H¯aHa,
which can be removed by rescaling the field by exp (−iMHv · x). The only allowed terms
with one derivative are
LπB = −iTr H¯avµ (∂µδab − Γµab)Hb + gπTr H¯aHbγνγ5uνba. (1.31)
Here the trace “Tr” is performed over the 4 × 4 Dirac γ-matrices. The SU(3) flavor
indices a, b are explicitly displayed and the repeated indices are summed over 1, 2, 3 (cf.
Eqs. (1.15) (1.16)). The coupling gπ satisfies gπ = gB∗Bπ = gB∗B∗π under the heavy quark
spin symmetry. From the transformation rule H¯a → H¯aS−1, H¯a → D(Λ)H¯aD(Λ)−1, one
can easily verify that Eq. (1.31) satisfies chiral symmetry, heavy quark spin symmetry,
Lorentz symmetry and parity.
We provide here some simplifications for Eq. (1.31). After calculating the traces, we
obtain
Tr [H¯aHbγ
αγ5] = 2P ∗†αa Pb − 2iP ∗†aµP ∗bνvσǫµσνα,
Tr [H¯aHb] = 2P
∗†
aµP
∗µ
b − 2P †aPb, (1.32)
where the superscript “†” denotes the conjugation. uµ gives the terms with odd numbers
of Goldstone bosons,(
uµ
)
1π
= −∂µφ
F0(
uµ
)
3π
= − 1
24F 30
(
2φ∂µφ · φ− φ2∂µφ− ∂µφ · φ2
)
, (1.33)
while Γµ contains terms with even numbers of Goldstone bosons(
Γµ
)
2π
=
1
4F 20
(φ∂µφ− ∂µφ · φ)
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(
Γµ
)
4π
=
1
192F 40
(−φ3∂µφ+ 3φ2∂µφ · φ− 3φ∂µφ2 + ∂µφ · φ3) (1.34)
It is possible to include the effects of heavy quark symmetry violation and chiral symme-
try violation. At order ΛQCD/mQ, heavy quark spin symmetry is violated by the magnetic
moment operator. At leading order in the derivative expansion, this effect can be taken
into account by adding
δL1 = λ1
mQ
Tr H¯aσµνHaσ
µν (1.35)
to the Langrangian density. The only effect of Eq. (1.35) is to give rise to the mass splitting
between the degenerate doublet,
∆Q = mP ∗ −mP = −8 λ1
mQ
. (1.36)
To include the effect of chiral symmetry breaking induced by the quark mass M (see
Eq. (1.7)), we can add the terms
δL2 = λ′1Tr H¯aHb
(
uM†u+ u†Mu†)
ba
+λ′2Tr H¯aHa
(
uM†u+ u†Mu†)
bb
(1.37)
into the Lagrangian. The first term in Eq. (1.37) contributes to the mass differences
between the heavy mesons with s¯ quark and u¯ or d¯ quark, while the second term contributes
an equal amount to the heavy meson masses.
As a commonly used scheme, we neglect the effects of δL2, but do include the con-
tribution of δL1 which describes the deviation from mQ → ∞ limit and induces in the
propagator the mass splittings between the vector and scalar mesons. One can decompose
the four-momentum of a heavy meson (with mass m) as
pµ = mvµ + kµ, (1.38)
where kµ is the small residual momentum representing the off-shell amount, v · k ≪ m.
Defining
∆b = mB∗ −mB,
µb = mBs −mB,
mB∗s −mB ≈ ∆b + µb, (1.39)
we have the propergators
B :
i
2v · k
B∗ :
−i(gµν − vµvν)
2(v · k −∆) ,
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Bs :
i
2v · k − µ
B∗s :
−i(gµν − vµvν)
2(v · k −∆− µ) , (1.40)
where we have made use of the rescaling H −→ e3i∆Qv·x/4H. And for charm quark sector,
one just needs to replace ∆b and µb by ∆c = mD∗ −mD and µc = mDs −mD, respectively.
For the semileptonic decays of the heavy mesons, one needs the left-hand current Lνa =
q¯aγν(1− γ5)Q with q¯a = u¯, d¯, s¯. At zero order in the derivative expansion, it has the form
Lνa =
iβ
2
Tr[γν(1− γ5)Hbu†ba]. (1.41)
Equation (1.41) transforms as (3¯L,1R) under SU(3)L × SU(3)R, that is the same as the
left-hand current. Explicitly, Eq. (1.41) is
Lνa = iβ(P
∗
bν − vνPb)u†ba. (1.42)
Taking the transition from B meson to vacuum, one has the definition of the decay constant
〈0| u¯γµγ5b
∣∣B−(v)〉 = ifBpµB, (1.43)
which gives
β = fB
√
mB. (1.44)
1.1.3 Heavy baryon chiral perturbation theory
Let us first say a few words on the relativistic formulation of nucleons in chiral perturbation
theory. As mentioned in the HMChPT, it involves the chiral invariant structure Ψ¯ÔΨ,
which transform under the chiral SU(3)L×SU(3)R transformations as Ψ −→ KΨ, Ψ¯ −→
Ψ¯K†, Ô −→ KÔK†. Ψ is the relativistic four-component Dirac spinor. The lowest order
Lagrangian (with only one derivative) is [15]
L(1)πN = Ψ¯
(
iγµDµ − ◦mN +
◦
gA
2
γµγ5uµ
)
Ψ, (1.45)
where
◦
mN and
◦
gA are the nucleon mass and pion nucleon coupling constant in the chi-
ral limit (Still, mN and gA will denote the corresponding physical values); the covariant
derivative is defined as
Dµ = ∂µ + Γµ, (1.46)
and see Eq. (1.25) for the definition of Γµ and uµ. The Lagrangian is chosen such that in
the case of no external fields and no pion fields it describes a free nucleon of mass
◦
mN .
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More explicitly, the leading order relativistic πN Lagrangian, Eq. (1.45), for SU(2) sector,
reads
L(1)πN = Ψ¯
(
iγµ∂µ − ◦mN − 1
4F 20
γµτ · (pi × ∂µpi)−
◦
gA
2F0
γµγ5τ · ∂µpi + · · ·
)
Ψ, (1.47)
where pi = (π1, π2, π3), see Eq. (1.1). There is an important feature in Eq. (1.47): the
term proportional to
◦
gA/(2F0) is the familiar axial-vector πNN coupling, while the term
proportional to 1/(4F 20 ) is the Weinberg-Tomozawa term [16].
However, treatment of nucleons as relativistic particles in chiral perturbation theory
leads to problems. One can observe this from the derivative term, whose time component
will generate a factor E ≈ mN which is a not small quantity compared to the chiral
symmetry scale Λχ ≈ 1 GeV. The solution to this problem is the so-called heavy baryon
formalism [17, 18], based on the technique of heavy quark effective field theory (HQET).
In that way, nucleons (or baryons) are treated as extreme nonrelativistic static fields. As
in the HQET, the relativistic four-component Dirac spinor field Ψ can be decomposed into
Ψ = e−imv·x [Nv + hv] . (1.48)
with
Nv ≡ eimv·x1 + v/
2
Ψ, hv ≡ eimv·x1− v/
2
Ψ, (1.49)
Choosing a special case, vµ = (1, 0, 0, 0), one will find for a positive-energy solution of the
Dirac equation, Nv is the large/upper component of the Dirac wave function, whereas hv
is the small/lower component associated with the 1/m factor. Inserting Eq. (1.48) into
Eq. (1.45), one has the form
LπN = N¯v
(
iγµDµ +
◦
gA
2
γµγ5uµ
)
Nv + · · · , (1.50)
where the ellipis contains the field of hv which will finally appear in 1/mN -suppressed
terms. Since Nv only contains the upper components, Eq. (1.50) is simplified to
LHBπN = N¯v
(
iD0 −
◦
gA
2
~σ · ~u
)
Nv, (1.51)
which is the leading order pion-nucleon Lagrangian in the heavy baryon (HB) formalism.
The above descriptions are very sketchy, and for a careful derivation, refer to e.g., Ref. [4].
The higher order terms are explored in Refs. [19–21]. Nucleon contact Lagrangians will be
also needed to calculate nucleon-nucleon scattering. Since their effects are incorporated in
the contact terms discussed in Chap. 3, we will not mention them here.
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1.2 The theory of final state interaction
1.2.1 The (generalized) Omne`s problem
Let us first review some basics for the dispersion theory used in particle physics. Consider
a function of one complex variable z, f(z), which is analytic in the whole complex plane
except for the cut [s0,∞) along the real axis. For a given point z that is not in [s0,∞)
(z 6∈ [s0,∞)), from the Schwartz reflection principle, we have
f(z∗) = [f(z)]∗. (1.52)
Applying the Cauchy integral formula, we have
f(z) =
1
2πi
∫
γ
f(z′)
z′ − z dz
′, (1.53)
where we choose the contour γ as a counter-clockwise infinite circle but circumventing the
branch cut [s0,∞). Then (ǫ = 0+)
f(z) = lim
ǫ→0+
1
2πi
∫ ∞
s0
f(s+ iǫ)− f(s− iǫ)
s− z ds
=
1
π
lim
ǫ→0+
∫ ∞
s0
Im f(s+ iǫ)
s− z ds. (1.54)
In the following, we will suppress the symbol lim
ǫ→0+
and just write the above equation as
f(s) =
1
π
∫ ∞
s0
Im f(s′)
s′ − s− iǫds
′, (1.55)
which appears usually in the literature. We should note that the function f(s′) is under-
stood as the continuation to real axis from above the cut. Equation (1.55) is a form of
an unsubtracted dispersion relation, which is based on the assumption that f(z) falls off
quickly for |z| → ∞ so that there is no contribution for the integral along the circle. If
this does not hold, or we want to reduce the dependence on Im f(s′) at large s′, we may
write a subtracted form. Defining
g(s) =
f(s)− f(s¯)
s− s¯ , (1.56)
where s¯ < s0 is called the subtraction point, g(s) will have the same analytic properties as
above. Similarly, we will get
g(s) =
1
π
∫ ∞
s0
Im g(s′)
s′ − s− iǫds
′,
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f(s)− f(s¯)
s− s¯ =
1
π
∫ ∞
s0
ds′
1
s′ − s− iǫIm
(
f(s′)− f(s¯)
s′ − s¯
)
,
f(s) = f(s¯) +
s− s¯
π
∫ ∞
s0
ds′
Im f(s′)
(s′ − s¯)(s′ − s− iǫ) , (1.57)
where we have used Im f(s¯) = 0.
One can apply the above method to a physical problem, say, a scattering process a+ b→
c + d. Denoting the scattering amplitude by T , we can perform a partial wave expansion
(assuming they are all spin-0 particles for simplicity):
Tab→cd(s, cos θ) =
∞∑
l=0
(2l + 1)fl(s)Pl(cos θ), (1.58)
where T has an explicit dependence on s = (Ea + Eb)2 and the scattering angle θ in the
CMS, Pl(cos θ) is the standard Legendre polynomial, and fl(s) is the so-called partial-wave
amplitude. From the dispersion theory discussed above, one can write fl(s) as
fl(s) =
∫ ∞
s0
Im fl(s
′)
s′ − s− iǫds
′. (1.59)
To simplify the discussion, we confine ourselves to the unsubtracted form. In the region of
the elastic scattering of the final particles c + d→ c + d (final state interaction), one has
the partial-wave expansion
Tcd→cd(s, cos θ) =
∞∑
m=0
(2m+ 1)tm(s)Pm(cos θ). (1.60)
The partial-wave amplitude fl(s) is connected with tl(s) by
Im fl(s) = σab t
∗
l (s) fl(s), (1.61)
where σab = 2qcm/
√
s is the phase factor and qcm is the modulus of the three-momentum
in the CMS. Equation (1.61) is obtained from the optical theorem, see e.g., the derivation
in Ref. [25]. For elastic scattering itself (|cd〉 = |ab〉), one has
tl(s) =
1
σab
sin δell e
iδel
l , (1.62)
where δell denotes the (elastic) scattering phase shift. From Eq. (1.61) and Eq. (1.62), one
finds a conclusion: for an elastic scattering, the phase of its partial-wave amplitude fl(s)
(denoted by δl, fl = |fl|eiδl(s)) is equal to the (elastic) scattering phase shift δell . This is
known as the Watson’s final state interaction theorem [22], and more explicitly, it is written
as
Im fl(s) = fl(s)e
−iδl(s) sin δl(s). (1.63)
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Here we will understand δl(s) as the elastic scattering phase shift of final states, and mostly,
it is known and used as input for a pratical question.
With Eq. (1.63), Eq. (1.55) becomes
fl(s) =
1
π
∫ ∞
s0
ds′
fl(s
′)e−iδl(s
′) sin δl(s
′)
s′ − s− iǫ . (1.64)
The solution to this integral equation is given by the Omne`s function Ω(s) [23], up to a
factor of a polynomial P (s). Let us write it as f(s) = P (s)Ω(s), where we assume Ω(s)
has no zeros on the cut, and the zeros of f(s) can be absorbed into P (s). In the following,
we supress the partial wave l in the subscript, and concentrate at the derivation of the
solution. The Schwartz reflection principle implies
e−2iδ(s)Ω(s+ iǫ) = Ω(s− iǫ). (1.65)
Taking the logarithm of Eq. (1.65), we get
D(s+ iǫ)−D(s− iǫ) = 2iδ(s), (1.66)
with D(s) ≡ ln Ω(s). Constructing a dispersion relation for D(s), subtracted at s = 0, we
have
D(s) =
s
π
∫ ∞
s0
δ(s′)
s′(s′ − s− iǫ)ds
′. (1.67)
Here once subtraction is appropriate for the case that δ(s) asymptotically goes to a constant
for large s. Thus the expression for the Omne`s function reads
Ω(s) = exp
{
s
π
∫ ∞
s0
δ(s′)
s′(s′ − s− iǫ)ds
′
}
. (1.68)
The above procedure can be generalized to the inhomogeneous condition [24] (for this
reason we call it generalized Omne`s problem)
Im f(s) =
(
f(s) + fˆ(s)
)
e−iδ(s) sin δ(s) (1.69)
for s lying in the cut along the real axis, where fˆ(s) is a real function. The solution to this
case has been given in Ref. [24]. We provide a simple derivation, see Ref. [25]. For that
purpose, let us define a function g(s) = f(s)/Ω(s). Since Ω(s) is analytic and non-zero on
the complex plane with cut [s0,∞) (called cut plane for short), g(s) is also analytic on the
cut plane. Then the imaginary part of g(s) reads
Im g(s) =
Im (f(s)) Re (Ω(s))− Re (f(s)) Im (Ω(s))
|Ω(s)|2
=
Im (f(s))Ω(s)− f(s)Im (Ω(s))
|Ω(s)|2
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=
(
f(s) + fˆ(s)
)
e−iδ(s) sin δ(s)Ω(s)− f(s)Ω(s)e−iδ(s) sin δ(s)
|Ω(s)|2
=
fˆ(s)e−iδ(s) sin δ(s)Ω(s)
|Ω(s)|2 =
fˆ(s) sin δ(s)
|Ω(s)| . (1.70)
Thus we can write a n-times subtracted dispersion relation for g(s) as
g(s) = Pn−1(s) +
(s− s¯)n
π
∫ ∞
s0
ds′
fˆ(s′) sin δ(s′)
|Ω(s′)|(s′ − s)n(s′ − s− iǫ) , (1.71)
where Pn−1(s) is a polynomial of order n − 1. For the solution for f(s), any solution for
the homogeneous case can be added. And finally we have
f(s) = Ω(s)
{
P (s) +
(s− s¯)n
π
∫ ∞
s0
ds′
fˆ(s′) sin δ(s′)
|Ω(s′)|(s′ − s¯)n(s′ − s− iǫ)
}
, (1.72)
where P (s) is a polynomial.
1.2.2 Treatments of final state interaction
A very simple treatment of final state interaction (FSI) effects was proposed by Watson
and Migdal [27,28], which relates the total reaction amplitude A to the T -matrix elements
of the two interacting final states by a constant. Explicitly,
A = N0A0T, (1.73)
where A0 is the production amplitude without FSI effects and N0 is a normalization con-
stant. The treatment of Eq. (1.73) is a very crude approximation and only applicable for
large scattering length. Close to the threshold, the invariant amplitude is dominated by
the S-wave, and the the effective range expansion holds,
T =
1
k cot δ − ik ,
k cot δ = −1
a
+
1
2
rk2 +O(k4), (1.74)
where a and r are the scattering length and effective range, respectively, and k is the
momentum between the two interacting particles. Equation (1.73) then becomes
A = N0A0
[
−1
a
+
rk2
2
− ik
]−1
. (1.75)
A better method for inclusion of FSI is the Jost function approach, where the enhance-
ment factor at the level of amplitude is given by 1/J (−k) [29]. As discussed above, one
has the form of dispersion relation for J (k),
J (k) = 1− 1
π
∫ ∞
−∞
dk′
J (k′)e−iδ(k′) sin δ(k′)
k′ − k + iǫ , (1.76)
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where the minus appears because the integration contour is chosen as the lower half plane
including the real axis from +∞ to ∞ and the infinite semicircle. There is the solution to
Eq. (1.76) (see the Omne`s function Eq. (1.68)),
J (k) = exp
[
− 1
π
∫ ∞
−∞
dk′
δ(k′)
k′ − k + iǫ
]
, (1.77)
From Eq. (1.74), we know the expression of δ,
δ(k) = tan−1
[
k
−1/a+ (r/2)k2
]
=
i
2
ln
[−1/a+ (r/2)k2 − ik
−1/a+ (r/2)k2 + ik
]
=
i
2
ln
[
(k − iβ1)(k + iβ2)
(k + iβ1)(k − iβ2)
]
, (1.78)
where β1, β2 are related to to a, r by
1
2
r(β1 − β2) = 1 ,
1
2
rβ1β2 = −1
a
. (1.79)
Then the Jost function, Eq. (1.77), can be calculated analytically, which reads
J (k) = k − iβ2
k − iβ1 . (1.80)
Thus
J (−k) = k + iβ2
k + iβ1
, (1.81)
and the enhancement factor is given by [29]
1/J (−k) = (k
2 + β21)r/2
−1/a+ (r/2)k2 − ik . (1.82)
Equation (1.82) has the correct normalization, since in the limit q →∞ it tends to unity
(as it should). This approach is improved through its numerator compared to Eq. (1.75),
and concide with Eq. (1.75) for q ≪ β1. Equation (1.82) has been exploited, e.g., in
Refs. [30–32] for extracting the ΛN scattering length. We stress that Eq. (1.74) has been
used in the evaluation of the integral in Eq. (1.77). Thus, this approach is applicable under
the assumption that the effective range expansion holds over the whole energy region.
Some more sophisticated forms are also available. From the viewpoint of field theory,
we can write the amplitude as
A = Aon0 + A
off
0 G0T, (1.83)
where A0 is the production amplitude of the whole process, and the superscripts “on” and
“off” denote the on-shell and off-shell quantities, respectively, G0 is the free Green function,
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Figure 1.1: Inclusion of final state interaction (FSI) effects for a decay process A→ B + C.
In the second figure, the white circle denotes a bare vertex for the production amplitude,
corresponding to Aon0 . In the third one the shaded area means the rescattering between
the final states B and C, which corresponds to the part Aoff0 G0T . Their sum is the total
amplitude, denoted by a shaded circle in the first graph.
T is the scattering T -matrix element of the final states. Summing over the production part
and the rescattering part, one will obtain the full amplitude A. Its diagrammatic interpre-
tation is given by Fig. 1.1. For a reaction, once the amplitude A is known, the observables
such as the differential cross section and/or cross section can be calculated. Up to present,
Eq. (1.83) is exactly fulfilled since we have not imposed any assumptions. However, in an
actual application, one needs to know the production mechanism A0 well, and this is not
the usual case. Assuming the production amplitude has only weak momentum dependence
at near-threshold region, we will get
A = A0(1 +G0T ), (1.84)
where A0 now is assumed as a constant and this overall normalization factor can be fixed
by experiment. And normally one is only interested in the dynamical energy dependence
and thus it has no much physical significance. The T -matrix elements in Eq. (1.84) is not
limited to the effective range expansion, and can be calculated in a more realistic way. Thus
it is improved compared Eq. (1.82). Besides, it can be applied to the inelastic channel, e.g.,
antiproton-proton (p¯p) scattering which includes the annihilation dynamics (as discussed
in Chap.4), in which case Eq. (1.82) fails.
From the discussions above, an important ingredient for inclusion of the FSI is the T -
matrix elements of the final states. In Fig. 1.2, we show the differences between the various
treatments of effective range expansion, the Jost function calculated from effective range
expansion, Watson-Migdal approach, and the true Jost function. We normalize them to
the value at origin. The NN T -matrix elements are calculated with the Bonn OBEPT
model [33].
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Figure 1.2: Illustration of final state interaction effects in NN system. ERE, ERE Jost,
T 2 and full Jost correspond to Eqs. (1.75), (1.82), (1.73), (1.84), respectively. They are
normalized to the value at the origin.
Part I
Semileptonic B meson decay
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Chapter 2
Bl4 decay and the extraction of |Vub| ∗
2.1 Introduction
Precisely determining the elements of the Cabibbo–Kobayashi–Maskawa (CKM) matrix [34]
plays a very important role in testing the Standard Model. Any deviations from the uni-
tarity of the CKM matrix would be viewed as a sign of new physics. The element |Vub| has
been measured from inclusive charmless semileptonic B decay as well as from the exclusive
decays B → π(ρ)lν¯l. For a review on the determination of |Vub|, see Ref. [35]. The value
of |Vub| preferred by the current global analysis of CKM data is about 15% smaller than
the one from inclusive charmless semileptonic B decays [36–38], a problem unresolved to
date. Furthermore, the inclusive determinations of |Vub| are about two standard devia-
tions larger than those obtained from B → πlν¯, with presently a smaller uncertainty. The
value of |Vub| predicted from the measured CKM angle sin 2β, however, is closer to the
exclusive result [39], and it should be stressed that various theoretical extractions based on
exclusive decays are remarkably consistent among each other [36, 40–43]. These discrep-
ancies prompted a reexamination of the sources of theoretical uncertainty in the inclusive
determination [44,45].
In the present chapter, we investigate the four-body semileptonic decay mode B− →
π+π−l−ν¯l (which we will abbreviate as Bl4 for short), and propose a method that allows one
to extract |Vub| in a model-independent way. As a major step forward to a reliable treatment
of the hadron-physics aspects of this decay, we use an approach based on dispersion theory
without the need to explicitly match on specific resonance contributions or to separate
these from non-resonant background. In fact, the cut range applied to the invariant mass
of the pion pairs for selecting the ρ meson signal in the experimental analysis needs to be
sufficiently large, and also, the S-wave contributions can not be be neglected [46]. Thus our
approach presents a significant improvement compared to previous studies of B → ρlν¯l [47],
and should serve as a valuable cross-check for the inclusive determination. In the future
the distributions derived below could be used directly in the Monte-Carlo generators of
the experiments.
∗The pertinent contents of this chapter has been published in Phys. Rev. D 89, 053015 (2014).
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Figure 2.1: Illustration of the kinematical variables for Bl4.
We include the kinematic range for invariant masses of the ππ pair below the KK¯
threshold in our analysis, and expand the form factors for the full Bl4 transition matrix
element in ππ partial waves up to P -waves; D- and higher partial waves have been checked
to be negligible at these energies. While this model-independent description of the form
factor dependence on the ππ invariant mass is in principle general and holds for arbitrary
dilepton invariant masses, in practice we make use of matching to heavy-meson chiral
perturbation theory to fix the normalization of the matrix element—a prerequisite for the
extraction of |Vub|. This scheme applies in the kinematics where heavy-quark effective field
theory is valid, i.e. for very large dilepton invariant masses. We point to Ref. [48] for a
lucid illustration of the different effective theories applicable in different kinematic regimes
for this decay.
This chapter is organized as follows. In Sec. 2.2 the kinematics for the process of the four-
body semileptonic B decay is reviewed, and the form factors for the hadronic transition of
B → ππlν¯l are defined. In Sec. 2.3, we show in detail how to treat these form factors within
dispersion theory: the analytic properties are summarized in Sec. 2.3.1, the required pole
terms calculated in heavy-meson chiral perturbation theory in Sec. 2.3.2, before we provide
the expressions for the various form factors in the Omne`s representation in Sec. 2.3.3. We
discuss the required matching to leading order heavy-meson chiral perturbation theory
in Sec. 2.3.4. Numerical results are discussed in Sec. 3.5; we summarize our findings in
Sec. 2.5. Some technical details are relegated to the appendices.
2.2 Kinematics, form factors, partial waves, decay rates
The kinematics of the process B−(pB) → π+(p+)π−(p−)l−(pl)ν¯l(pν) is described in terms
of the five variables displayed in Fig. 2.1 [49–51]:
• the effective mass squared of the pion pair s = (p+ + p−)2 =M2ππ;
• the effective mass squared of the dilepton pair sl = (pl + pν)2;
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• the angle θπ of the π+ in the π+π− center-of-mass frame Σ2π with respect to the
dipion line-of-flight in the B− rest frame ΣB;
• the angle θl of the charged lepton l in the lepton center-of-mass system Σlν with
respect to the dilepton line-of-flight in ΣB;
• the angle φ between the dipion and dilepton planes.
Two additional Mandelstam variables are defined as
t = (pB − p+)2 , u = (pB − p−)2 ,
Σ0 ≡ s+ t+ u = 2M2π +m2B + sl . (2.1)
We define the combinations of four vectors P = p+ + p−, Q = p+ − p−, L = pl + pν , and
make use of the kinematical relations
(PL) ≡ P · L = m
2
B − s− sl
2
, t− u = −2σπX cos θπ , (2.2)
where
σπ =
√
1− 4M
2
π
s
, X =
1
2
λ1/2(m2B, s, sl) , (2.3)
and the Ka¨lle´n triangle function is given by λ(a, b, c) = a2 + b2 + c2 − 2(ab + ac + bc).
The mathematical derivation for the kinematical relations is arranged into Sec. A.3. Some
detailed calculation for the differential decay rates, especially for the four-body phase space
can be found in Ref. [52]. A recent Ke4 analysis has been done in Ref. [26].
We decompose the matrix element in terms of form factors according to
T =
GF√
2
V ∗ubv¯(pν)γ
µ(1− γ5)u(pl)Iµ ,
Iµ = 〈π+(p+)π−(p−)|u¯γµ(1− γ5)b|B−(pB)〉 (2.4)
= − i
mB
(PµF +QµG+ LµR)− H
m3B
ǫµνρσL
νP ρQσ ,
where GF = 1.166365 × 10−5GeV−2 is the Fermi constant, and we use the convention
ǫ0123 = 1. The first three terms correspond to the axial current part, whereas the last term
corresponds to the vector current. The dimensionless form factors F , G, H, and R are
analytic functions of three independent variables, e.g. s, sl, and t− u. Their partial-wave
expansions for fixed sl read [49,51]
F =
∑
l≥0
Pl(cos θπ)fl − σπ(PL)
X
cos θπG ,
G =
∑
l≥1
P ′l (cos θπ)gl , H =
∑
l≥1
P ′l (cos θπ)hl ,
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R =
∑
l≥0
Pl(cos θπ)rl +
σπs
X
cos θπG , (2.5)
where Pl(z) are the standard Legendre polynomials and P
′
l (z) = dPl(z)/dz. An alternative
set of form factors is given by
F1 = X · F + σπ(PL) cos θπG , F2 = G , F3 = H ,
F4 = −(PL)F − slR− σπX cos θπG , (2.6)
whose partial-wave expansions
F1 = X
∑
l≥0
Pl(cos θπ)fl , F2 =
∑
l≥1
P ′l (cos θπ)gl ,
F3 =
∑
l≥1
P ′l (cos θπ)hl , F4 =
∑
l≥0
Pl(cos θπ)r˜l , r˜l = −
(
(PL)fl + slrl
)
, (2.7)
directly follow from Eqs. (2.5) and (2.6). Note that all partial waves fl, gl, hl, rl (r˜l) are
functions of s and sl. The lowest angular-momentum ππ state contributing to the form
factors F2 and F3 is the P -wave state, whereas the form factors F1 and F4 start with
S-waves. For the partial-wave decomposition up to P -waves, we can therefore write
F1 = X
[
f0(s, sl) + f1(s, sl) cos θπ + . . .
]
,
F2 = g1(s, sl) + . . . , F3 = h1(s, sl) + . . . ,
F4 = r˜0(s, sl) + r˜1(s, sl) cos θπ + . . . , (2.8)
where the ellipses denote higher partial waves. In the following, we sometimes suppress
the dependence on sl in order to ease notation.
With the definition of Eq. (2.6), the partial decay rate can be written as [49]
dΓ5 = G
2
F |Vub|2(1− zl)σπX/(213π6m5B)J5(s, sl, θπ, θl, φ)
× ds dsl d(cos θπ) d(cos θl) dφ, (2.9)
where
zl = m
2
l /sl, (2.10)
J5 = 2(1− zl)[I1 + I2 cos θ2θl + I3 sin2 θl cos 2φ+ I4 sin 2θl cosφ
+I5 sin θl cosφ+ I6 cos θl + I7 sin θl sinφ+ I8 sin 2θl sinφ
+I9 sin
2 θl sin 2φ] (2.11)
and
I1 =
1
4
{(1 + zl)|F1|2 + 1
2
(3 + zl)(|F2|2 + |F3|2) sin2 θπ + 2zl|F4|2},
I2 = −1
4
(1− zl){|F1|2 − 1
2
(|F2|2 + |F3|2) sin2 θπ},
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I3 = −1
4
(1− zl){|F2|2 − |F3|2} sin2 θπ,
I4 =
1
2
(1− zl)Re(F ∗1F2) sin θπ,
I5 = −{Re(F ∗1F3) + zlRe(F ∗4F2)} sin θπ,
I6 = −Re(F ∗2F3) sin2 θπ + zlRe(F ∗1F4),
I7 = −{Im(F ∗1F2) + zlIm(F ∗4F3)} sin θπ,
I8 =
1
2
(1− zl)Im(F ∗1F3) sin θπ,
I9 = −1
2
(1− zl)Im(F ∗2F3) sin2 θπ. (2.12)
The form factors are independent on φ and θl, after integration over these two angles, it
has the form
dΓ = G2F |Vub|2N(s, sl)J3(s, sl, θπ)ds dsl d cos θπ ,
J3(s,sl, θπ) =
2 + zl
3
|F1|2 + zl|F4|2
+
(2 + zl)σ
2
πs sl
3
(
|F2|2 + X
2
m4B
|F3|2
)
sin2 θπ , (2.13)
with
N(s, sl) =
(1− zl)2σπX
2(4π)5m5B
. (2.14)
In most of the available phase space (including the kinematic regime where chiral perturba-
tion theory can be applied), the mass of the lepton can be neglected (i.e. zl ≪ 1), and the
contribution of F4 to the decay rate is therefore invisible in particular for Be4 decays, since
it is always associated with a factor of zl. We will not analyze the form factor F4 and its
partial waves r˜i in the following. Integrating Eq. (2.13) over cos θπ yields the partial decay
rate dΓ/(ds dsl); neglecting terms of order zl and inserting the partial-wave expansions
Eq. (2.7), we find
dΓ
ds dsl
= G2F |Vub|2N(s, sl)J2(s, sl) ,
J2(s, sl) =
∫ 1
−1
d cos θπJ3(s, sl, cos θπ)
=
4X2
3
(
|f0(s)|2 + 1
3
|f1(s)|2
)
+
8
9
σ2πs sl
(
|g1(s)|2 + X
2
m4B
|h1(s)|2
)
+ . . . , (2.15)
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where the ellipsis denotes the neglected D- and higher waves. Interference terms between
different partial waves vanish upon angular integration, such that the partial-wave contri-
butions to the decay rate can be easily read off.
2.3 Form factors in dispersion theory
2.3.1 Analytic properties
The principle of maximal analyticity, which states that amplitudes possess no other singu-
larities than those stemming from unitarity and crossing [53], tells us that the partial-wave
amplitudes fl, gl, and hl have the following analytic properties.
• At fixed sl, they are analytic in the complex s plane, cut along the real axis for
s ≥ 4M2π and s ≤ 0. The presence of left-hand cuts s ≤ 0 follows from the relations
t =
Σ0 − s
2
− σπX cos θπ ,
t(cos θπ = −1, s < 0) ≥ (mB +Mπ)2 (2.16)
(and equivalent expressions for u), since the form factors F , G, and H have cuts for
t, u ≥ (mB +Mπ)2.
• In the interval 0 ≤ s ≤ 4M2π , they are real.
• In the interval 4M2π ≤ s ≤ 16M2π , Watson’s theorem [22] is satisfied and therefore
the phases of the partial-wave amplitudes (fl, gl, hl) coincide with the corresponding
pion–pion scattering phases.
• For the crossed (t- and u-) channels, due to the lack of experimental information on
πB phase shifts, we will approximate the πB interaction by B∗ pole terms.
In practice, the range of validity of Watson’s theorem can be extended to a larger domain,
e.g. for the S-wave to s ≤ sK = 4M2K ≈ 1GeV2, since inelasticities due to four or more
pions are strongly suppressed both by phase space and by chiral symmetry. As pointed
out e.g. in Refs. [54, 55], chiral perturbation theory predicts the inelasticity parameter of
the ππ S- and P -waves to be of order p8 below the KK¯ threshold, while the corresponding
scattering phase shifts are of order p2. Phenomenological analyses of the ππ interactions
show that final states containing more than two particles start playing a significant role
only well above the KK¯ threshold sK [56]. Here we refrain from performing a coupled-
channel study, which limits the applicability of our approach to the region below sK . The
subtleties associated with the strong onset of inelasticities in the S-wave in the vicinity of
sK (very close to the f0(980) resonance) for scalar form factors of the pion will be briefly
discussed in Sec. 2.4.1.
We stress again the existence of B∗ pole due to mB∗ < mB +mπ, whereas the lowest
excited D∗(2007)0 state can decay to D0π0. Furthermore, from the fact that Mρ −Mπ =
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B B∗
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B B
(C) (D)
Figure 2.2: Leading-order diagrams for B → ππ matrix elements of the hadronic current.
Diagrams (B) and (C) contain u-channel pole terms. Solid double lines and dashed lines
represent heavy mesons and pseudo-Goldstone bosons, respectively. The shaded square
denotes an insertion of the left-handed leptonic current. Diagram (C) involves both BB∗π
and B∗B∗π vertices.
635.92 MeV,MK∗−MK = 397.983 MeV,mD∗−mD = 137.36 MeV, ∆ = mB∗−mB = 45.78
MeV, we find the mass splitting between the spin-flip meson pairs decrease for the heavy
quark systems. The mass splitting is attributed to the spin dependence of the interaction
between quarks [57]. In Ref. [58], the authors calculated light and heavy pseudoscalar and
vector mesons, based on the quark model with a spin-dependent potential motivated by
QCD, and the good qualitative agreement with experiment is obtained.
2.3.2 Leading-order Feynman diagrams
In the process B− → π+π−l−ν¯l, u-channel contributions contain pole terms, while t-channel
contributions do not. We obtain the pole terms by computing the leading-order diagrams
(B) and (C) of Fig. 2.2 in the framework of heavy-meson chiral perturbation theory [11,
59, 60]. fπ ≃ 92.2MeV is the pion decay constant [61]. The leading-order Lagrangian
describing the interactions of the B family and the Goldstone bosons reads [11]
L = −iTrH¯avµ∂µHa + 1
2
TrH¯aHbv
µ
(
u†∂µu+ u∂µu†
)
ba
+
ig
2
TrH¯aHbγνγ5
(
u†∂νu− u∂νu†)
ba
. (2.17)
Determining the coupling g = gB∗Bπ = gB∗B∗π, using heavy-quark symmetry, from the
partial decay width for D∗+ → D0π+ leads to g = gD∗Dπ = 0.58 ± 0.07, with the error
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given by the uncertainty in the width of the D∗+. This is in surprisingly good agreement
with the most recent lattice simulations, which find gB∗Bπ = 0.516±0.052 [62] and gB∗Bπ =
0.569 ± 0.076 [63] (we have added different error sources in quadrature for simplicity in
both cases). In the present analysis, we stick to the experimental number extracted from
D∗+ decays for illustration. The dominant parts of the Bl4 amplitude will depend on g in
a very simple manner (being directly proportional either to g or to g2), thus suggesting a
straightforward strategy towards an extraction of |Vub| via lattice calculations of gB∗Bπ.
As stated in Chap. 1, we will include the B∗ − B mass splitting (which is in the order
of 1/mQ) into the propagators (cf. Eq. (1.40)). We do not otherwise include heavy-quark-
symmetry-breaking effects, and stick to Eq. (2.17) for the determination of the interaction
vertices.
For the weak process here, it involves the left-handed current Lνa = u¯γν(1 − γ5)b. At
the zero order in the derivative expansion, it has the following form in chiral perturbation
theory (cf. Sec. 1.1.2)
Lνa = i
√
mBfB(P
∗
bν − vνPb)u†ba , (2.18)
where fB is the B meson decay constant; averaging the most recent lattice calculations
with 2+1 dynamical quark flavors leads to the very precise value fB = 190.5±4.2MeV [64].
The whole Bl4 decay amplitude is proportional to fB, such that any uncertainty on this
parameter directly translates into a contribution to the error in the extraction of |Vub|.
We briefly discuss the chiral power counting of the Bl4 amplitudes and form factors.
If we denote soft pion momenta, or derivatives acting on the pion field, by p generically,
the current of Eq. (2.18) is O(p0), and so we expect to be the leading-order amplitude
resulting from the diagrams in Fig. 2.2. Eq. (2.4) then suggests the leading contributions
to the form factors F , G, H, and R to be of chiral orders p−1, p−1, p−2, and p0, respectively
(remember that the dilepton momentum Lµ is large, of order mB); the alternative form
factors F1 and F4 both are O(p0).
The results for the individual diagrams of Fig. 2.2 are given in Appendix A.1. In order
to ensure that we do not miss any effects of the nontrivial analytic structure of triangle
graphs, resulting from the B∗ pole terms once rescattering between the two outgoing pions
is taken into account, we keep the full relativistic form of the denominator part of the
propagator. The latter is connected with the form of heavy-meson approximation by [12]
i
2v · k −→
−imB
(pB − k)2 −m2B
,
i
2(v · k +∆) −→
−imB∗
(pB − k)2 −m2B∗
, (2.19)
where pB = mBv is the on-shell B meson momentum. Written in terms of s and sl, the
pole terms can then be easily identified as
F pole = Rpole −Gpole , Rpole = α˜
u−m2B∗
,
F pole2 = G
pole =
β˜
u−m2B∗
, F pole3 = H
pole =
γ˜
u−m2B∗
,
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F pole1 = X · Fpole + σπ(PL) cos θπGpole
=
X(α˜− β˜) + σπ(PL) cos θπβ˜
u−m2B∗
, (2.20)
using the abbreviations
α˜ ≡ −g
2fBm
2
BmB∗
f 2π(m
2
B − sl)
(
s− 2M2π
)
,
β˜ ≡ −gfBm
2
BmB∗
2f 2π
, γ˜ ≡ − g
2fBm
3
Bm
2
B∗
f 2π(m
2
B∗ − sl)
. (2.21)
All pole contributions start to contribute at the expected leading chiral orders. We note,
though, that α˜ = O(p) is subleading to β˜ = O(p0) in F pole and F pole1 , and can be neglected;
they are indeed partially an artifact of the translation of the heavy-meson formalism back
into relativistic kinematics in the calculation of Ref. [59]. We will use the contributions
∝ α˜ in the partial waves fi later on to illustrate potential higher-order effects, although
these are neither complete nor necessarily dominant amongst the subleading contributions
(cf. the discussion of the scaling behavior of higher-order terms in the current in Ref. [65]).
For the purpose of the (s-channel) partial-wave projections to be performed later, the
u-channel pole can be written in terms of s and cos θπ
u(s, cos θπ)−m2B∗ = σπX(cos θπ + y) ,
y =
Σ0 − s− 2m2B∗
2σπX
. (2.22)
Finally, also the remaining, non-pole, parts of the amplitude can be extracted from the
expressions in Appendix A.1. There are non-vanishing contributions to the form factor F1
only, which in view of the required partial-wave expansion we write as
F1(s)
χPT − F pole1
X
=M0(s)
χPT +
2σπ cos θπ
X
M1(s)
χPT ,
M0(s)
χPT = −(1− g)
2fBmB
4f 2π
,
M1(s)
χPT =
(1− g2)fBmB
4f 2π(m
2
B − sl)
X2 . (2.23)
M0(s)
χPT andM1(s)
χPT are found to be of chiral orders p0 and p, respectively, and therefore
suppressed by one order compared to the pole terms [65], as explained in Appendix A.1.
We will use these expressions in Sec. 2.3.4 to match the polynomial parts of the dispersive
representations of the corresponding amplitudes, but again rather in order to illustrate
potential uncertainties due to subleading effects: these contributions are not complete
even at the chiral order at which they occur.
To conclude this section, we point out that in order for the chiral counting scheme to
work consistently, we have to assume the lepton invariant mass squared sl to be large, of
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the order of m2B. This limits the kinematic range of applicability of our approach to match
the dispersive representation derived in the following to heavy-meson chiral perturbation
theory.
2.3.3 Omne`s representation
Having fixed the tree-level decay amplitude and in particular the pole terms, we proceed
to analyze the effects of pion–pion rescattering using dispersion relations. This will give
access to the s-dependence of the decay form factors (roughly up to 1GeV, as detailed in
Sec. 2.3.1) in a model-independent way. We will resort to the formalism based on Omne`s
representations as introduced in Ref. [24]. For its application to the closely related process
of Kl4 decays, see Refs. [25, 66]. Note, however, that everything discussed in the following
is to be understood at fixed sl: dispersion theory as applied here does not allow us to
improve on the form factor dependence on the dilepton invariant mass, beyond what the
chiral representation in the previous section includes. We emphasize once more that the
dispersive aspect of our analysis is in principle independent of the matching to heavy-meson
chiral perturbation theory: the validity of any theoretical description of the different form
factors in the soft-pion limit (s ≈ 0) can be extended at least to the whole kinematic region
of elastic ππ scattering with this method.
We may write an alternative form of the partial-wave expansion Eq. (2.8) for the pole-
term-subtracted amplitudes, neglecting terms beyond P -waves,
F1(s, t, u)
X
=
F pole1
X
+M0(s)− (t− u)
X2
M1(s) ,
F2(s, t, u) = F
pole
2 + U1(s) ,
F3(s, t, u) = F
pole
3 + V1(s) . (2.24)
Here and in the following we suppress the dependence on sl, which is kept fixed. The addi-
tional factor of X2 in the definition ofM1 avoids the introduction of kinematic singularities
at the zeros of X (in particular at the limit of the physical decay region s = (mB −√sl)2).
The functionsM0,M1, U1, and V1 defined this way possess right-hand unitarity branch cuts
as their only non-trivial analytic structure, and no poles. Since the pole terms F pole1 /X,
F pole2 , F
pole
3 are real, one immediately finds
Im f0(s) = ImM0(s) , Im
( X
2σπ
f1
)
= ImM1(s) ,
Im g1(s) = ImU1(s) , Imh1(s) = ImV1(s) , (2.25)
which allows us to write
f0(s) =M0(s) + Mˆ0(s) , f1(s) =
2σπ
X
(
M1(s) + Mˆ1(s)
)
,
g1(s) = U1(s) + Uˆ1(s) , h1(s) = V1(s) + Vˆ1(s) . (2.26)
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The real “hat functions” Mˆ0(s), Mˆ1(s), Uˆ1(s), and Vˆ1(s) are the partial-wave projections
of the pole terms given in Eqs. (2.20)–(2.21), which explicitly read
Mˆ0(s) =
ξ Q0(y) + (PL)β˜
X2
, Mˆ1(s) = − 3ξ
2σπX
Q1(y) ,
ξ =
X
σπ
(α˜− β˜)− (PL)yβ˜ ,
Uˆ1(s) =
β˜
σπX
(
Q0(y)−Q2(y)
)
,
Vˆ1(s) =
γ˜
σπX
(
Q0(y)−Q2(y)
)
, (2.27)
where the Ql(y) are Legendre functions of the second kind,
Ql(y) =
1
2
∫ 1
−1
dz
y − zPl(z) ,
(−1)lQl(z′) = 1
2
∫ 1
−1
dz
z′ + z
Pl(z) . (2.28)
Explicitly, the first three of these read
Q0(y) =
1
2
log
y + 1
y − 1 , Q1(y) = yQ0(y)− 1 ,
Q2(y) =
3y2 − 1
2
Q0(y)− 3
2
y . (2.29)
We have projected onto the partial waves of F2 and F3 (whose partial-wave expansions
proceed in derivatives of Legendre polynomials, see Eq. (2.7)) using∫ 1
−1
P ′i (z)
[
Pj−1(z)− Pj+1(z)
]
dz = 2δij . (2.30)
From Eq. (2.30) one gets
g1(s, sl) =
1
2
∫ 1
−1
F2(s, cos θπ)[1− P2(cos θπ)]d(cos θπ) ,
g2(s, sl) =
1
2
∫ 1
−1
F2(s, cos θπ)[cos θπ − P3(cos θπ)]d(cos θπ) . (2.31)
An alternative orthogonality relation is also available,∫ 1
−1
P ′k(x)P
′
l (x)dx =
{
0, for k + l = odd numbers
l(l + 1), for k + l = even numbers and k ≥ l
,
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from which we have
g1(s, sl) =
3
5
∫ 1
−1
F2(s, cos θπ)P
′
1(cos θπ)d(cos θπ)
− 1
10
∫ 1
−1
F2(s, cos θπ)P
′
3(cos θπ)d(cos θπ) ,
g2(s, sl) =
5
21
∫ 1
−1
F2(s, cos θπ)P
′
2(cos θπ)d(cos θπ)
− 1
14
∫ 1
−1
F2(s, cos θπ)P
′
4(cos θπ)d(cos θπ) . (2.32)
An easy bookkeeping can show Eq. (2.31) and Eq. (2.32) are equivalent. Note that, in
order to show that the partial-wave-projected pole terms above indeed are real everywhere
along the right-hand cut, i.e. for all s ≥ 4M2π , care has to be taken about the correct
analytic continuation. For example, X, only defined unambiguously in the physical decay
region in Eq. (2.3), is continued according to [67,68]
X =

|X| , s ∈ [4M2π , (mB −√sl)2] ,
i|X| , s ∈ [(mB −√sl)2, (mB +√sl)2] ,
−|X| , s ∈ [(mB +√sl)2,∞) (2.33)
(where the last range is of no practical relevance for our dispersive integrals). Furthermore,
in the range of (mB −√sl)2 < s < (mB +√sl)2, the argument y of the Legendre functions
of the second kind becomes purely imaginary; the lowest one can be expressed as Q0(y) =
i(π/2− arctan |y|). In particular, no singularities arise at the zeros of X, s = (mB±√sl)2.
Physically, the reality of the pole terms is based on the fact that the B∗ cannot go on its
mass shell in any kinematic configuration.
In the elastic regime, the right-hand cut of the partial waves fi (i = 0, 1), g1, h1 for
s > 4M2π is given by discontinuity equations relating them to the elastic ππ partial-wave
amplitudes tii(s), i = 0, 1,
1 according to
disc fi(s) = fi(s+ iǫ)− fi(s− iǫ) = 2i Im fi(s)
= 2iσπfi(s)
[
tii(s)
]∗
= fi(s)e
−iδii(s) sin δii(s) , (2.34)
where we have expressed tii(s) in terms of the corresponding phase shift δ
i
i(s) in the usual
way. Analogous equations hold for g1 and h1. Eq. (2.34) implies Watson’s theorem: the
1We use this somewhat unusual notation owing to the fact that we only consider S- and P -waves, and
isospin I = 2 is not allowed. From the viewpoint of the strong interaction, any pion pairs can be regarded
as identical bosons, and Bose symmetry can be applied, which requires l + S + I is a even number. Thus
the S-wave is associated with I = 0 while the P -wave corresponds to I = 1. The absence of isospin I = 2
is caused by that the isospin of both the current and B meson is 1/2, and therefore, they can only couple
to I = 0 or I = 1. Do not be confused with ∆I = 1/2 rule, which concerns for the non-leptonic decays.
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phase of the partial wave equals the elastic phase shift. From Eqs. (2.25) and (2.26), one
finds
ImMi(s) =
(
Mi(s) + Mˆi(s)
)
e−iδ
i
i(s) sin δii(s) , (2.35)
and similarly for U1(s), V1(s).
Eq. (2.35) demonstrates that the hat functions constitute inhomogeneities in the dis-
continuity equations. The solution is given by [24]
Mi(s) = Ω
i
i(s)
{
Pn−1(s) +
sn
π
∫ ∞
4M2pi
Mˆi(s
′) sin δii(s
′)ds′
|Ωii(s′)|(s′ − s− iǫ)s′n
}
, (2.36)
where Pn−1(s) is a subtraction polynomial of degree n − 1, and the Omne`s function is
defined as [23]
ΩIl (s) = exp
{
s
π
∫ ∞
4M2pi
δIl (s
′)ds′
s′(s′ − s− iǫ)
}
. (2.37)
The standard Omne`s solution Pn−1(s)Ωii(s) of the homogeneous discontinuity equation
(Mˆi = 0), valid for form factors without any left-hand pole or cut structures, is modified
by a dispersion integral over the inhomogeneities Mˆi, which in the present case are given
by the partial-wave projected pole terms.
The minimal order of the subtraction polynomial is dictated by the requirement of
the dispersive integral to converge. First we note that, if the phase δIl (s) asymptotically
approaches a constant value cπ, then the corresponding Omne`s function falls off asymp-
totically ∼ s−c. We will assume both ππ input phases to approach π for large energies,
δ00(s) −→ π , δ11(s) −→ π , (2.38)
such that Ω00(s), Ω
1
1(s) ∼ 1/s for large s.
A more problematic question concerns the behavior of the hat functions for large s. In
principle, this is entirely determined by the partial-wave-projected B∗ pole terms as given
in Eq. (2.27). However, as we have decided to include the relativistic pole graphs, these
explicitly contain the scale mB, and the asymptotic behavior is only reached for
√
s≫ mB
— far too high a scale, given that we realistically know the pion–pion phase shifts only up
to well below 2GeV, and that we presently neglect all inelastic contributions, which set in
above 1GeV. We can formally remedy this problem by just considering the large-s behavior
of the heavy-meson approximation of the pole terms,2 in which mB only features paramet-
rically as a prefactor; being aware that corrections to the heavy-meson approximation scale
like
√
s/mB, which is not a very small quantity in the region of 1GeV .
√
s . 2GeV,
say. In the heavy-meson approximation, i.e., at leading order in an expansion of 1/mB,
the inhomogeneities of Eq. (2.27) behave according to
Mˆ0(s) ∼ s−1/2 , Mˆ1(s) ∼ s0 ,
2Remember that we made use of the relativistic pole terms mainly to ensure the correct analytic
properties at low energies, i.e. in the near-threshold region.
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Uˆ1(s) ∼ s−1/2 , Vˆ1(s) ∼ s−1/2 . (2.39)
Together with the large-s behavior of the Omne`s functions, we conclude that the represen-
tation for M1(s) requires at least two subtractions, while for M0(s), U1(s), and V1(s), one
subtraction each seem to be sufficient. However, looking at the behavior of the various hat
functions in the low-energy region in Fig. 2.3 (for a special value of sl = (mB − 1GeV)2),
we note that the falling of Mˆ0(s), Uˆ1(s), and Vˆ1(s) barely seems to set in in the kinematical
region s . 1GeV2 where we have to assume the spectral function to be saturated, while
Mˆ1(s) even grows at those energies instead of approaching a constant value. It seems
therefore advisable to oversubtract all the dispersive representations once, such as to allow
for two subtraction constants each for M0(s), U1(s), and V1(s), and three for M1(s). This
way, inelastic contributions at higher energies that we do not take into account explicitly
should also be more effectively suppressed. The complete set of dispersion relations of the
Omne`s type therefore reads
M0(s) = Ω
0
0(s)
{
a0 + a1s+
s2
π
∫ ∞
4M2pi
Mˆ0(s
′) sin δ00(s
′)ds′
|Ω00(s′)|(s′ − s− iǫ)s′2
}
,
M1(s) = Ω
1
1(s)
{
a′0 + a
′
1s+ a
′
2s
2 +
s3
π
∫ ∞
4M2pi
Mˆ1(s
′) sin δ11(s
′)ds′
|Ω11(s′)|(s′ − s− iǫ)s′3
}
,
U1(s) = Ω
1
1(s)
{
b0 + b1s+
s2
π
∫ ∞
4M2pi
Uˆ1(s
′) sin δ11(s
′)ds′
|Ω11(s′)|(s′ − s− iǫ)s′2
}
,
V1(s) = Ω
1
1(s)
{
c0 + c1s+
s2
π
∫ ∞
4M2pi
Vˆ1(s
′) sin δ11(s
′)ds′
|Ω11(s′)|(s′ − s− iǫ)s′2
}
. (2.40)
The subtraction constants are a priori unknown, and need to be determined either by
further theoretical input, or by fitting to experimental data. It is easy to check that the
functions M0(s), . . ., V1(s) themselves do not satisfy Watson’s theorem; however, taking
into account Eq. (2.26), the partial-wave amplitudes f0 (f1, g1, h1) do, i.e., their phases
equal the elastic scattering phases δ00 (δ
1
1).
We add a few further remarks concerning Fig. 2.3. All of the partial-wave-projected
pole terms display singular behavior of square-root type at s = 0 (suppressed as s3/2 in
the case of Mˆ1(s); note that also Mˆ0(s) has a square-root singularity, which is hard to
discern in Fig. 2.3 due to the axis scaling). These left-hand singularities obviously carry
over to the partial waves: close to the ππ threshold, the partial-wave amplitudes cannot
be represented by simple scalar or vector form factors.
The uncertainty bands for Mˆi(s), i = 0, 1, in Fig. 2.3 indicate the effect of the (in-
complete) higher-order contribution ∝ α˜ in Eq. (2.27), suppressed by 1/mB and found
to be surprisingly small. We do not include the uncertainty due to the overall scaling
with the coupling constant g, which translates directly into an uncertainty of a projected
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Figure 2.3: Hat functions Mˆ0(s) (yellow band with full lines), Mˆ1(s) (blue band with full
lines), Uˆ1(s) (red dashed line), and Vˆ1(s) (green dot-dashed line), for sl = (mB − 1GeV)2.
We also show the polynomial contributions to the form factor F1/X, for S- (yellow band
with dashed lines) and P -wave (blue band with dashed lines), which are seen to be strongly
suppressed. Mˆ1(s) as well as the P -wave polynomialM1(s)
χPT are given in units of GeV−2,
all other functions are dimensionless.
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extraction of |Vub|, but does not (at this order) affect the shape of the distributions. The
inhomogeneities scale with g according to Mˆi(s), Uˆ1(s) ∝ g, Vˆ1(s) ∝ g2.
The dispersive method using inhomogeneities as described above has by now been used
for a variety of low-energy processes, such as η → 3π [24, 69], ω/φ → 3π [70], K →
ππ [71], Kl4 [25, 66], γγ → ππ [72, 73], or γπ → ππ [74, 75]. In several of those cases,
the inhomogeneities (given in terms of hat functions), which incorporate left-hand-cut
structures, and the amplitudes given in terms of Omne`s-type solutions with a right-hand
cut only are calculated iteratively from each other, until convergence is reached. In our
present analysis, the ansatz is comparably simpler, as the left-hand cut is approximated
by pole terms, whose partial-wave projections then determine the inhomogeneities. This
is closely related to the method of Ref. [72] for γγ → ππ, where the left-hand structures
are approximated by Born terms and resonance contributions to γπ → γπ.
2.3.4 Matching the subtraction constants
We need to consider two essentially different contributions to the subtraction constants in
the representation Eq. (2.40), writing them formally as
ai = a¯i + aˆi , (2.41)
and similar decompositions for the a′i, bi, and ci. We discuss the contributions aˆi etc. first.
We argue in Appendix A.2 that for inhomogeneities of essentially constant (Mˆ0, Uˆ1, Vˆ1) or
approximately linear (Mˆ1) behavior over a large part of the kinematical region of interest,
the coefficients of the highest power in the subtraction polynomials (a1, a
′
2, b1, and c1) need
to be adjusted in order to provide a reasonable high-energy behavior.3 These coefficients
are given by the derivative of the corresponding Omne`s function at s = 0, multiplied with
the constant/the derivative of the inhomogeneity in question. Obviously, the hat functions
are not exactly constant/linear: to the contrary, they include square-root singularities at
s = 0 due to the left-hand cut. There is, therefore, necessarily an uncertainty due to the
choice of a “matching point” sm at which to evaluate these “constants”,
aˆ1 = Mˆ0(sm)× Ω˙00(0) , aˆ′2 =
Mˆ1(sm)
sm
× Ω˙11(0) ,
bˆ1 = Uˆ1(sm)× Ω˙11(0) , cˆ1 = Vˆ1(sm)× Ω˙11(0) . (2.42)
We choose sm = M
2
ρ , due to the expected strong enhancement of the distribution at the
ρ resonance peak. Here, Ω˙Il (0) = dΩ
I
l (s)/ds|s=0. All other subtraction constants do not
receive “hat” contributions.
3This can be corroborated to some extent by arguments from Brodsky–Lepage quark counting rules [76]
and soft-collinear effective theory [77], albeit in kinematic regions with completely different scaling of sl
with respect to m2B (taken as fixed and not particularly large here). Assuming the large-s behavior of the
different form factors and partial waves is independent thereof, we indeed need to require the leading powers
in s to cancel between the dispersion integrals over the inhomogeneities and the subtraction polynomial.
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The second contribution to the subtraction constants, dominantly to those of low poly-
nomial order in s, stems from matching to the non-pole part of the chiral amplitude
Eq. (2.23), which yields (for fixed sl) a polynomial contribution in s. In this exploratory
study we use the leading-order expressions only. We expect the chiral expansion to converge
best at the sub-threshold point s = 0, as opposed to, e.g., the ππ threshold [78].
As we match the dispersive representation Eq. (2.40) to the leading chiral tree-level
amplitude, which does not contain any rescattering/loop corrections, we identify the sub-
traction constants a¯0−1, a¯′0−2 by setting the scattering phases to zero, i.e., Ω
i
i(s) ≡ 1, and
the dispersive integrals over the inhomogeneities vanish. At s = 0, we find from Eq. (2.23)
a¯0 = −(1− g)
2fBmB
4f 2π
, a¯1 = 0 ,
a¯′0 =
(1− g2)fBmB
16f 2π
(
m2B − sl
)
,
a¯′1 = −
(1− g2)fBmB
8f 2π
m2B + sl
m2B − sl
, a¯′2 =
(1− g2)fBmB
16f 2π(m
2
B − sl)
. (2.43)
The term ∝ a¯′2s2, stemming from the expansion of X2, is chirally suppressed and could
as well be neglected. F2 and F3 at leading order coincide with their pole terms, thus the
matching implies the parameters b¯i and c¯i to vanish.
In order to illustrate the relative importance of the (partial-wave projected) pole terms
relative to the subtraction polynomial—that is, the decompositions Mi(s) + Mˆi(s) on tree
level, for i = 0, 1 — we also show these, for sl = (mB − 1GeV)2, in Fig. 2.3. We verify the
expected dominance of the pole terms/the hat functions in f0(s) and f1(s), as suggested
by power counting arguments. For the uncertainty bands of the polynomial corrections
with mixed dependence on g, we have varied this coupling within its assumed uncertainty,
g = 0.58± 0.07.
Remember that g1(s) and h1(s) consist of B
∗ pole terms only at leading order: this pole
dominance should have very favorable consequences for the reliability of the form factor
prediction, as the pole contributions are essentially fixed by the coupling constant g (as well
as fB) beyond the chiral expansion; the latter affects only the precision of the polynomial
contribution. Next-to-leading-order corrections to the residues of the pole terms seem to
have surprisingly little effect.
2.4 Results
2.4.1 Scattering phase input
The ππ phase shifts are known to sufficient accuracy in the region s . s0 ≡ (1.4 GeV)2
(cf. Refs. [79, 80]). In order to ensure the assumed asymptotic behavior δ00(s), δ
1
1(s) → π
for s→∞, we continue the phases beyond s0 according to the prescription [81]
δii(s ≥ s0) = π +
(
δii(s0)− π
)
f
( s
s0
)
, f(x) =
2
1 + x3/2
. (2.44)
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There is a further subtlety concerning the S-wave phase shift: as we have discussed in
Sec. 2.3.1, the elastic approximation breaks down at the KK¯ threshold sK with the occur-
rence of the f0(980) resonance. Both the phase of the partial wave arg t
0
0(s) and, e.g., the
phase of the non-strange scalar form factor of the pion argF Sπ (s) differ significantly from
δ00(s) in this region: they quickly drop and then roughly follow the energy dependence of
δ00(s) again, with δ
0
0(s)− arg t00(s) ≈ δ00(s)− argF Sπ (s) ≈ π [82]. Therefore a single-channel
approximation to the pion scalar form factor only works for s < sK if a phase of the form of
either arg t00(s) or argF
S
π (s) are used as input to the Omne`s function instead of δ
0
0(s). We
use such a form factor phase taken from Ref. [83]. Obviously, we cannot provide a reliable
description of pion–pion rescattering effects where the inherent two-channel nature of the
problem becomes important, hence our dispersive description is confined to below sK .
With the phase shift input thus continued formally up to infinity, the Omne`s integrals
can be fully performed. We have checked that different continuation prescriptions from
the one given in Eq. (2.44) above s0 have very little impact on the physics at low energies,
i.e., below 1GeV.
The phase input allows us to evaluate the derivatives of the Omne`s functions required
in Eq. (2.42) via the sum rules
Ω˙Il (0) =
1
π
∫ ∞
4M2pi
ds′
δIl (s
′)
s′2
, (2.45)
leading to Ω˙00(0) = 2.5GeV
−2, Ω˙11(0) = 1.8GeV
−2 (cf. Sec. A.4). This corresponds to
squared radii of the pion scalar and vector form factors 〈r2S〉 = 0.58 fm2, 〈r2V 〉 = 0.42 fm2,
both only around 5% below the central values of more sophisticated evaluations [84–86].
In order to ensure numerically stable results, we perform the dispersion integrals over
the inhomogeneities Eq. (2.40) up to
√
s = 3GeV. This upper limit of the integration does
not have any real physical significance: it merely represents an attempt to sum up the
high-energy remainder of the integral to reasonable approximation, and does not mean we
pretend to understand ππ interactions at such scales.
2.4.2 Subtraction constants, spectrum
We illustrate the results of our discussion for a sample value of sl = (mB − 1GeV)2, which
means the kinematically allowed range in the invariant mass of the pion pair extends to√
s = 1GeV. Evaluating the (nonvanishing) subtraction constants obtained from matching
to the non-pole, polynomial parts of the chiral tree-level amplitude, Eq. (2.43), we find
a¯0 = −5.3± 1.8 , a¯′0 = (48± 6)GeV2 ,
a¯′1 = −48± 6 , a¯′2 = (0.5± 0.1)GeV−2 , (2.46)
where the errors refer to the uncertainty in g only. The “hat” contributions to the sub-
tractions of Eq. (2.42), at sl = (mB − 1GeV)2, are found to be
aˆ1 = (−363 . . .− 330)
( g
0.58
)
GeV−2 ,
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Figure 2.4: Differential decay width dΓ/dsdsl divided by |Vub|2 for the example value of
sl = (mB − 1GeV)2, decomposed into S- and P -wave contributions. For details, see
discussion in main text.
aˆ′2 = (888 . . . 924)
( g
0.58
)
GeV−2 ,
bˆ1 = 332
( g
0.58
)
GeV−2 , cˆ1 = 1078
( g
0.58
)2
GeV−2 , (2.47)
where we have displayed the scaling with g explicitly, and shown the range of parameters
in the F1 partial waves due to the higher-order corrections discussed above.
For demonstration, we plot the partial decay rate in Fig. 2.4 for the dilepton invariant
mass squared sl = (mB − 1GeV)2. We find that the S-wave contribution leads to a
significant enhancement of the spectrum at low ππ invariant masses, beyond what might be
considered ρ dominance. The near-threshold dominance of the S-wave was already pointed
out in Ref. [65] in the context of heavy-meson chiral perturbation theory. Concerning the
different P -waves, we find that the kinematical prefactor X2/m4B strongly suppresses the
partial wave h1 or the form factor F3 for the values of sl considered here. Of the other two,
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g1 yields a contribution to the differential rate roughly twice as large as f1.
2.5 Discussion and summary
We wish to emphasize that matching to chiral perturbation theory at leading order can
only be considered an estimate, and mainly serves for illustration purposes here. Higher-
order corrections are expected to be significant. Ultimately, the subtraction constants
that influence the shape ought to be determined by fits to experimental data; they can be
thought of as parametrizing a “ background polynomial ,” beyond the dominant pole terms,
albeit with completely correct rescattering corrections, obeying Watson’s theorem. The
necessary theoretical normalization of the form factors is essentially provided at s = M2ρ ,
via Eq. (2.42); its stability under higher-order corrections still merits further investigation
in order to provide a theoretical uncertainty for |Vub| extracted from Bl4 decays.
To summarize, we have provided a description of the form factors for the decay B− →
π+π−l−ν¯l using dispersion theory, which should lead to an improved method to measure
|Vub|. Pion–pion final-state interactions have been included non-perturbatively in the elas-
tic approximation, while left-hand-cut structures in the πB interaction are approximated
by B∗ pole terms. We stress that our formalism allows, for the first time, to use the full
information for ππ invariant masses below 1GeV, without the need to refer to particular
parametrization for selected resonances such as the ρ(770) (or the f0(980)); it allows for
a full exhaustion of the corresponding spectra. Improved experimental data to allow for
such an analysis to be performed in practice is therefore highly desirable.
As an outlook concerning theoretical improvement, we have hinted at the possibility to
extend the present analysis to lower values of the dilepton invariant mass squared sl, beyond
the range of applicability of heavy-meson chiral perturbation theory, but still making use
of dispersion relation for the dependence on the dipion invariant mass squared s. One
promising constraint could be obtained from soft-pion theorems [87], which relate linear
combinations of Bl4 form factors at s = M
2
π , but arbitrary sl, to B → πlν (Bl3) form
factors at same sl. Given reliable phenomenological information on the form factors for
Bl3, this may provide precisely (part of) the matching information needed to extend the
dispersive method of this article to lower values of sl.
Part II
Antinucleon-Nucleon Scattering
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Chapter 3
Antinucleon-nucleon interaction in
chiral effective field theory ∗
3.1 Introduction
The antinucleon-nucleon (N¯N) interaction has been studied quite extensively in the past
[88–96], not least because of the wealth of data collected at the LEAR facility at CERN,
cf. the reviews [97–99]. The majority of those investigations has been performed in the
traditional meson-exchange framework where the G-parity transformation is exploited to
connect the elastic part of the N¯N interaction with the dynamics in the nucleon-nucleon
(NN) system. Annihilation processes are described either by a simple optical potential
(which is often assumed to be spin- as well as energy-independent) [88,89,92,94] or in terms
of a coupling to a small number of effective two-body annihilation channels [90, 91, 96].
In the last two decades chiral effective field theory (EFT) has become a standard tool
in the studies of the NN interaction at low energies. This development was initiated by
two seminal papers by Weinberg [100,101] in which he proposed that EFT and the power-
counting rules associated with it should be applied to the NN potential rather than to the
reaction amplitude. The reaction amplitude is then obtained from solving a regularized
Lippmann-Schwinger equation for the derived interaction potential. His suggestion is based
on the observation that diagrams with purely nucleonic intermediate states are strongly
enhanced and, therefore, not amenable to a perturbative treatment. However, they can
be taken into account and they are actually summed up to infinite order when solving the
Lippmann-Schwinger equation. The chiral NN potential contains pion exchanges and a
series of contact interactions with an increasing number of derivatives. The latter represent
the short-range part of theNN force and are parametrized by low-energy constants (LECs),
that need to be fixed by a fit to data. For reviews we refer the reader to the Refs. [102–104].
Presently the most refined calculations extend up to next-to-next-to-next-to-leading order
(N3LO) [105, 106] and they yield a rather accurate description of the NN phase shifts up
∗Most parts of this chapter except for Section 3.2 (a review of nucleon-nucleon potential) have been
published in JHEP 1402, 113 (2014).
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to laboratory energies of 250-300 MeV.
Naturally, the success of chiral EFT in the NN sector provides a strong motivation to
apply the same approach also to the N¯N interaction. First and most important for the
practical implementation, recently an update of the Nijmegen partial-wave analysis (PWA)
of antiproton-proton (p¯p) scattering data [107] has been published. For the new PWA [108]
the resulting phase shifts and inelasticities are explicitly given and can be readily used for
applying the chiral EFT approach to the N¯N interaction in the very same way as it has
been done for the NN system.
A further incentive for exploring the feasibility of investigating the N¯N system within
chiral EFT comes from the expected increase in interest in the N¯N interaction in the
future due to the Facility for Antiproton and Ion Research (FAIR) in Darmstadt whose
construction is finally on its way. Among the various project planned at this site is the
PANDA experiment [109] which aims to study the interactions between antiprotons and
fixed target protons and nuclei in the momentum range of 1.5-15 GeV/c using the high
energy storage ring HESR.
Finally, chiral EFT could be a very powerful tool to analyze data from recent measure-
ments of the p¯p invariant mass in the decays of J/ψ, B mesons, etc., and of the reaction
e+e− → p¯p. In several of those reactions a near-threshold enhancement in the mass spec-
trum was found [110–113] and this enhancement could allow one to extract information on
the p¯p interaction at very low energies [114–122].
In the present chapter we report on results of an exploratory study of the antinucleon-
nucleon interaction within chiral EFT. In our application of chiral EFT to the N¯N inter-
action we follow exactly the approach used by Epelbaum et al. [106, 123, 124] in the NN
case. It is consistent with the scheme originally proposed by Weinberg except that one
aims for an energy-independent representation of the chiral potential [125]. For the time
being we restrict ourselves to an evaluation of the potential up to next–to–next–to–leading
order (NNLO). At leading order (LO) the potential is given by one–pion exchange (OPE)
and two contact terms without derivatives. At next–to–leading order (NLO) contributions
from the leading two–pion exchange (TPE) diagrams as well as seven more contact oper-
ators arise. Finally, at NNLO one gets contributions from the subleading TPE with one
insertion of dimension two pion–nucleon vertices. Once the potential is established it has
to be inserted into a regularized scattering equation in order to obtain the reaction ampli-
tude. For the regularization we follow again closely the procedure adopted by Epelbaum
et al. [106, 124] and others [105], in their study of the NN interaction and introduce a
momentum-dependent exponential regulator function.
For investigations of the N¯N interaction within EFT based on other schemes see
Refs. [126, 127], where the Kaplan-Savage-Wise resummation scheme [128] is employed.
These authors considered the N¯N interaction up to NLO. There have been also attempts
to compute specific p¯p annihilation channels in chiral EFT [129].
The N¯N interacting potentials are composed of elastic part and annihilation. The latter
is a new ingredient compared to the NN scattering, while the former can be obtained by
performing a G-parity transformation of NN potentials, i.e., transforming the NNπ vertex
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to the N¯N¯π vertex via charge conjugation and a rotation in the isospin space. Due to such
close connection, we will first review some general formalism of NN potentials in Sec. 3.2,
where the expressions for contact terms are discussed, and the pion-exchange potentials in
both dimensional and spectral-function regularization schemes are provided. The potential
with spectral-function regularization will be used in the study of N¯N scattering.
The other contents of the present chapter is structured as follows: The effective N¯N
potential up to NNLO is described in Sec. 3.3. We start with a brief review of the un-
derlying power counting and then provide explicit expressions for the contributions from
pion exchange and for the contact terms. We also discuss how we treat the annihilation
processes. In Sec. 3.4, we introduce the Lippmann-Schwinger equation that we solve and
the parameterization of the S-matrix that we use. In Sec. 3.5 we indicate our fitting pro-
cedure and then we present the results achieved at NLO and at NNLO. Phase shifts and
inelasticities for S-, P -, and D- waves, obtained from our EFT interaction, are displayed
and compared with those of the N¯N phase-shift analysis. Furthermore, predictions for
S-wave scattering lengths are given. A summary of our work and an outlook on future
investigations is given in Sec. 3.6.
3.2 Nucleon-nucleon scattering and the general for-
malism
In this chapter, we briefly review some general formalism on the field of nucleon-nucleon
(NN) scattering below the pion production threshold, i.e., the laboratory kinetic energy
is confined to Tlab = 280 MeV
2. Beyond the energy region Tlab > 280 MeV, on one hand,
it is not relevant to the conventional nuclear structure calculations; on the other hand,
meson production will happen, and the present descriptions are inadequate. There are lots
of studies in this direction, for a review see Ref. [130].
Furthermore, we will only focus on the application of chiral effective field theory (EFT).
As we know, the phenomenological meson-exchange models have very successfully described
NN scattering, such as Bonn potential [33,131], Paris potential [132], Nijmegen potential
[133] and Argonne potential [134]. For a review, one may refer to Refs. [135, 136] and
especially, some details concerning the formalism can be found in Ref. [136]. The essential
difference between EFT and phenomenological models is that, EFT satisfies all relevant
symmetry properties of the underlying theory, QCD.
2This value can be obtained as follows. With k representing the modulus of the three-momentum in
the center-of-mass system (CMS), mN (Mpi) the mass of the nucleon (pion), we have
Tlab =
2k2
mN
=⇒ ECM = 2
√
k2 +m2N =
√
4m2N + 2mNTlab ,
4m2N + 2mNTlab ≤ (2mN +Mpi)2 =⇒ Tlab ≤ 2Mpi +
M2pi
2mN
∼ 280 MeV.
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3.2.1 Hierarchy of nuclear force
As mentioned earlier, a modern tool for calculating nuclear forces is the effective field theory
(EFT) approach. However, in principle, the effective Lagrangian can have infinitely many
terms, as long as they obey the corresponding symmetries. This will generate infinitely
many Feynman diagrams contributing to a given reaction. Taking ππ scattering as an
example, multi-derivative/multi-pion terms can be involved in Lagrangian, as a result,
these multi-pions (two pions, four pions ...) can appear as intermediate states in the
loops. Such number of diagrams can be infinite. One should find a scheme to manage and
organize them, i.e. to distinguish which are the important contributions, and which are the
less important, such that at a definite order, only a finite number of diagrams occurs. Only
in this way could the theory be calculable. This is also the case we have known for QED
(except that QED is renormalizable), where we collect the graphs into different orders by
(α/(4π))n with α ≈ 1/137.036 being the fine structure constant.
In chiral EFT, the potential V between nucleons receives contributions of the different
orders of Q/Λ, i.e.,
V ∼ (Q/Λ)ν , (3.1)
where Q ∼ Mπ refers to the soft scale, typically the small external momentum, and Λ to
the hard scale (either the chiral symmetry breaking scale Λχ ≈ 1GeV, or the ultraviolet
cutoff to render the scattering equation finite [137]). Determining the power ν in Eq. (3.1)
is just known as the power counting. For a given connected irreducible diagram 3 with A
nucleons, the power ν reads [102]
ν = −4 + 2A+ 2L+
∑
i
∆i,
∆i = di +
ni
2
− 2, (3.2)
where L denotes the number of loops, ∆i signifies the structure of vertices and involves di
which is the number of derivatives or pion mass insertions in vertex i, and the number of
nucleon legs ni. The sum runs over all vertices.
For an irreducible two-body NN diagram that is our main theme, the power counting
ν is
ν = 2L+
∑
i
∆i. (3.3)
Note that ∆i ≥ 0 for all kinds of interaction in the framework of chiral effective theory:
for purely pionic interaction, it involves at least two derivatives, see the lowest order La-
grangian L(2)ππ in Eq. (1.6), one has di ≥ 2, ni = 0; for interactions of pions with nucleons,
there is at least one derivative, see lowest order πN Lagrangian L(1)πN , one has di ≥ 1, ni = 2;
for lowest order NN contact terms, one has ni = 4, di ≥ 0. The condition ν ≥ 0 implies
the convergence, i.e. the expansion (Q/Λ)ν indeed works, and in principle, the next order
3An irreducible diagram is defined as the diagram that cannot be devided into separate physical sub-
diagrams by cutting only nucleon lines.
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is smaller than the current one. All the low energy constants (see e.g., Tables 3.1, 3.2 in
this thesis) are of the order 1.
2N forces 3N forces 4N forces
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Figure 3.1: Hierarchy of nuclear forces in ChEFT. Solid lines represent nucleons and dashed
lines pions. Small dots, large solid dots, solid squares,and solid diamonds depict vertices of
index ∆ = 0, 1, 2, and 4, respectively. For the explanations see text. This figure is taken
from Ref. [103].
According to the power counting rule, the graphs contributing to the two-nucleon force
are classified in the first column of Fig. 3.1, and the three-nucleon force (3NF) and four-
nucleon force (4NF) are organized in column 2 and 3, respectively.
Let us explain a bit more on the 2NF (further details can be found in the reviews
[102, 103]), while the 3NF and 4NF will be simply mentioned. At leading order (LO),
ν = 0, and the NN amplitude is composed of the leading contact interactions and the
leading static one pion exchange (without any loops). The former contributes constant
terms of the order of (Q/Λ)0, cf. Sec. 3.2.4 below. For the vertices in both contact graph
and one-pion-exchange graph one has ∆i = 0. Combining with loop number L = 0, one
easily sees ν = 0. The LO contribution only provides a crude approximation for the 2NF,
but already accounts for some important aspects — the generated tensor force is necessary
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to describe the deuteron, and explains the peripheral partial waves with high angular
momentum, e.g., L ≥ 4.
For the diagrams with ν = 1, all contributions vanish due to the parity and time-reversal
invariance.
Consequently, ν = 2 is known as the next-to-leading order (NLO), where the two-pion
exchange (TPE) starts to contribute. Together with loop number L = 1 we already have
ν = 2, thus all the vertices have ∆i = 0, i.e., only the lowest order πNN and ππNN
vertices are allowed. The contact interaction, shown by the four-nucleon-leg graph with
one solid square (∆ = 2), generates seven contact terms contributing to S− and P−waves.
The main problem for this order is the insufficient intermediate-range attraction, which
will be accounted for at NNLO.
At NNLO, the ππNN vertices with one derivative appear. With the loop numer L = 1,
one has ν = 2×1+1 = 3. In the conventional meson-exchange models, the correlated TPE
contributions and ∆(1232)-isobar contributions are essential parts, and the calculation at
NNLO can pick up these pieces. Thus NNLO is required to get a quantitative and realistic
TPE contribution. There are no new contact terms at this order.
At NNNLO (N3LO), one has ν = 4. In the second graph, there are one loop and two
vertices with one derivative for each, thus ν = 2 × 1 + 1 + 1 = 4. In the third graph,
three-pion-exchange involves two loops, where the number of loops can be easily identified
as the number of integration variables, then one has L = 2,
∑
i
∆i = 0. In our work of
the N¯N scattering below, all the three-pion exchange contributions are neglected since
we only work up to NNLO (ν = 3). The first graph depicts the four-nucleon contact
interaction with dimension (Q/Λ)4 represented by open square, which produces 15 new
contact terms contributing up to D−wave. With these increasing numbers of parameters,
a good description for NN scattering up to the kinetic laboratory energy of 300 MeV
can be obtained. The precision at N3LO is as good as the conventional phenomenological
studies, whereas both the NLO and NNLO are not sufficient to get such a precision. N3LO
is the state of the art.
For a n−nucleon irreducibly connected diagram, the leading order starts from ν = 2n−4,
where we have put L = 0 and
∑
i
∆i = 0. Thus the three-nucleon force (3NF) will start
at ν = 2, and four-nucleon force (4NF) starts at ν = 4. However, the contributions for
3NF at ν = 2 happen to cancel [138–141], thus it is only seen starting from ν = 3. These
arguments from power counting provide a straightforward explanation for the empirically
known fact 2NF≫ 3NF≫ 4NF · · · .
In summary, the irreducible NN diagrams are classified according to the power counting
rule given in Eq. (3.1). At a definite order ν, the number of diagrams are finite, and the
(small) contribution left out will be estimated of the order of (Q/Λ)ν+1. In principle, one
can get any desired accuracy, but this requires more complicated calculations and some
more free parameters in contact terms.
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3.2.2 Regulator function
In Lippmann-Schwinger equation, the potential V is iterated infinite times. In order to
avoid the divergence in LS equation, the potentials should be cut off for high momentum.
This is implemented by a monopole or dipole form factor
Fα(q
2) =
(
Λ2α −m2α
Λ2α + q
2
)nα
(3.4)
in Bonn model [33], where mα is the mass of the exchanged meson, Λα is the value of
chosen cutoff, ~q is the three-momentum transfer, nα = 1 defines the monopole form and
nα = 2 the dipole. Each vertex is multiplied with the form factor Fα(q
2) for the one-boson-
exchange (OBE) potentials. In chiral effective field theory, we choose a regulator function
fΛ(p′, p) multiplied by the total potential defined as above,
V (~p ′, ~p ) −→ V (~p ′, ~p ) fΛ(~p ′, ~p ), p′ = |~p ′|, p = |~p |, (3.5)
and the regulator function is usually chosen as exponential form
fΛ(~p ′, ~p ) = exp
[
− (p′/Λ)2n − (p/Λ)2n
]
. (3.6)
In Eq. (3.6), Λ should be smaller or of order of 1 GeV, and the typical choice is Λ ≈
500 MeV, the power n is chosen such that the accuracy that one is working with at a given
order is not affected, e.g., at the next-to-leading order (NLO), ν = 2, one chooses at least
n = 2.
In the following, we will elaborate the pion-exchange contributions and contact terms
in order.
3.2.3 Pion-exchange contributions
In principal, infinite number of pions can be exchanged in the process of NN scattering.
According to the number of the exchanged pions, one could organize their contributions as
Vπ = V1π + V2π + · · · , (3.7)
where the ellipsis stands for the 3π and more-pion exchange. Each term in Eq. (3.7) can
expanded in the power of (Q/Λ)ν as,
V1π = V
(0)
1π + V
(2)
1π + V
(3)
1π + · · · ,
V2π = V
(2)
2π + V
(3)
2π + · · · , (3.8)
where the power ν is indicated in the superscript and ellipsis stands for the fourth and
higher order contributions. For a n-pion exchange, n − 1 loops will be generated, and
the leading order (no derivatives,
∑
i
∆i = 0) contribution for NN scattering starts at the
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order of ν = 2n−2. Thus V1π starts from zeroth order, and V2π second order, and so forth.
The first order one-pion exchange V
(1)
1π vanishes because of the parity and time-reversal
invariance, as mentioned earlier.
According to the power counting given in Eq. (3.3.2), the pion exchange diagrams up
to NNLO are summarized in Fig. 3.2. Now we write out the pion exchange potential up to
NNLO for NN scattering, where the pion loops have been treated with two methods: di-
mensional regularization scheme (in Sec. 3.2.3) and spectral-function regularization scheme
(in Sec. 3.2.3). The detailed calculation for pion loop diagrams in dimensional regulariza-
tion, such as triangle, football, box and crossed-box diagrams, are elegantly organized in
Appendix B, C in Ref. [103]. Some details for calculating the results in spectral-function
regularization are presented in appendix. In all expressions given below, we will state only
the nonpolynomial contributions, whereas the polynomial contributions will be absorbed
by the contact terms.
Figure 3.2: Relevant diagrams up-to-and-including NNLO. Solid and dashed lines denote
the antinucleon/nucleon and the pion, respectively. The square symbolizes a contact vertex
with two derivatives or a subleading πN vertex. The contributions at LO, NLO, and NNLO
are displayed from top to bottom.
The NN potential calculated from chiral EFT can be expressed in terms of momenta
in the center-of-mass system (CMS) as [103]
V (~p ′, ~p ) = VC(q) + τ 1 · τ 2WC(q) + [VS(q) + τ 1 · τ 2WS(q)]~σ1 · ~σ2
+ [VLS(q) + τ 1 · τ 2WLS(q)]
(
−i~S · (~q × ~k)
)
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+ [VT (q) + τ 1 · τ 2WT (q)]~σ1 · ~q ~σ2 · ~q
+ [VσL(q) + τ 1 · τ 2WσL(q)]~σ1 · (~q × ~k) ~σ2 · (~q × ~k), (3.9)
where ~p ′ (~p ) is the momentum of the final (initial) states in the CMS, and
~q ≡ ~p ′ − ~p is the momentum transfer,
~k ≡ 1
2
(~p ′ + ~p ) the average momentum,
~S ≡ 1
2
(~σ1 + ~σ2) the total spin,
~σ1,2 and τ 1,2 are the spin and isospin operators, respectively. The pieces with C, S, LS, T, σL
are associated with the terminologies: central, spin-spin, spin-orbit, tensor and quadratic
spin-orbit, respectively, in tje nuclear physics community. The isospin dependent part is
isolated byW (isovector part), whereas isospin independent part is denoted as V (isoscalar
part). The above notations and conventions are similar to the ones used by Kaiser et. al
[142–144] except for two differences: the spin-orbit potentials VLS and WLS differ by a
factor of (+2) and all other potentials differ by a factor of (−1). In Epelbaum’s notations
(see Eq. (G.1) in P.192 of Ref. [145]), the isospin factors τ 1 · τ 2 is not explicitly shown,
and the contact potential Vσk is also listed there.
Pion exchanges with dimensional regularization
We have the familiar one-pion-exchange (OPE) potential
V1π(~p
′, ~p ) = − g
2
A
4f 2π
τ 1 · τ 2 ~σ1 · ~q ~σ2 · ~q
q2 +M2π
, (3.10)
where fπ = 92.4 MeV is the pion decay constant, gA is the axial-vector coupling constant.
In the study of nucleon-nucleon interactions, one often takes a larger value of gA = 1.29
(instead of 1.26) to account for the Goldberger-Treiman discrepancy, see Refs. [106, 124].
This choice of gA, together with the used fπ, implies the pion-nucleon coupling constant
gNNπ = 13.1 which is consistent with the empirical value obtained from πN and NN
data [146, 147] and also with modern determinations utilizing the GMO sum rule [148].
Equation (3.10) is derived from the leading-order tree-level diagram, but appropriate to
the third order (N2LO). At the orders of NLO and NNLO, appart from the renormalization
of various low-energy constants in the contact terms below, no new momentum dependence
is produced [102].
Specifically, we will write the (irreducible) TPE potential up to NNLO as
V
(2)
2π = W
(2)
C (q) τ 1 · τ 2 + V (2)S (q)~σ1 · ~σ2 + V (2)T (q)~σ1 · ~q ~σ2 · ~q ,
V
(3)
2π = V
(3)
C (q) +W
(3)
S (q) τ 1 · τ 2 ~σ1 · ~σ2 +W (3)T (q) τ 1 · τ 2 ~σ1 · ~q ~σ2 · ~q . (3.11)
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• at the next-to-leading order (NLO) [142]
W
(2)
C (q) = −
L(q)
384π2f 4π
[
4M2π(5g
4
A − 4g2A − 1) + q2(23g4A − 10g2A − 1) +
48g4AM
4
π
ω2
]
,
V
(2)
T (q) = −
1
q2
V
(2)
S (q) = −
3g4AL(q)
64π2f 4π
, (3.12)
with
L(q) ≡ ω
q
ln
ω + q
2Mπ
, ω ≡
√
4M2π + q
2. (3.13)
• at the next-to-next-to-leading order (NNLO)
V
(3)
C (q) = −
3g2A
16πf 4π
[
2M2π(2c1 − c3)− c3q2
]
(2M2π + q
2)A(q),
W
(3)
T (q) = −
1
q2
W
(3)
S (q) = −
g2A
32πf 4π
c4(4M
2
π + q
2)A(q). (3.14)
with
A(q) ≡ 1
2q
arctan
q
2Mπ
, (3.15)
and ci, i = 1, 3, 4 are the parameters in πN Lagrangians, see e.g., the review [149]. Note
that as Weinberg argued in the powering counting, the nucleon massmN should be counted
as Q/mN ∼ Q2/Λ2 to take into account the precense of the shallow-lying bound states
[100, 101]. In Ref. [104], there is a simple example to see that. In the present thesis, we
adopt this counting rule and in this way, the 1/mN terms originally appearing at NNLO
will be shifted to N3LO [150].
Pion exchanges with spectral-function regularization
As stated in Ref. [123,124], by applying the spectral-function regularization (SFR) scheme,
it allows for a consistent implementation of containts from pion-nucleon scattering data. As
a side effect, it provides an improved convergence in peripheral partial waves with angular
momentum l ≥ 2, compared to the calculation using dimensional regularization (DR). For
a review, refer to Ref. [102, 104]. Let’s briefly review the results with SFR below. Some
detailed derivations for the expressions are provided in Appendix B.3.
With the momentum cutoff Λ ∼ 1 GeV in the regulator function (see Eq. (3.6)), the
isoscalar central part of TPE potential at NNLO becomes so strongly attractive that the
unphysically deep bound states appear. In fact, the (unphysical) part of the strongly
attractive contribution comes from the short-distance portion of loop integrals in DR,
which can not be treated appropriately by EFT. This idea is investigated in the analysis
of the octet baryon masses and and SU(3) baryon chiral perturbation theory [151–153].
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In Ref. [151], the authors compared an exemplary loop integral with DR and a Gaussian
cutoff exp(−~k2/Λ2) in Fig. 1 therein. It clearly shows that the curve with DR gets extraor-
dinarily large contribution in short range, whereas the one calculated by cutoff scheme is
reasonable. The cutoff with dipole form(
Λ2
Λ2 − k2
)2
(3.16)
had also been checked and results in the same phenomenology [151]. For a critical discussion
on the issue of cutoff schemes in ChPT, refer to Ref. [154].
In the following, we will discuss the TPE potential at NNLO in spectral-function rep-
resentation. Clearly, OPE potential does not alter. The potentials Vi(q), Wi(q) can be
expressed as continuous superposition of Yukawa-type potentials [142],
Vi(q) =
1
π
∫ ∞
2Mpi
d(µ2)
ρi(µ)
µ2 + q2
,
Wi(q) =
1
π
∫ ∞
2Mpi
d(µ2)
ηi(µ)
µ2 + q2
, (3.17)
where ρi(µ), ηi(µ) are the corresponding spectral functions. Subtracted dispersion integral
may be used if necessary, such that the dispersion integrals are convergent. These spectral
functions can be obtained via
ρi(µ) = Im
[
Vi(0
+ − iµ)
]
,
ηi(µ) = Im
[
Wi(0
+ − iµ)
]
. (3.18)
The whole dynamical information is contained in these spectral functions. And of course,
the lowest µ should be larger or equal to 2Mπ (π meson as a Goldstone boson is the lightest
meson). Once the functions ρi(µ), ηi(µ) are known, substituting them into Eq. (3.17), the
potentials will be obtained.
How to understand the cutoff applied into the spectral function? In fact, it is fully
equivalent to the cutoff directly applied to the loop integral. As an example, consider the
isoscalar central part of the TPE potential at order ν = 3, which results from the triangle
diagrams and is given by [104]
VC(q) =
3g2A
16f 4π
∫
d3l
(2π)3
l2 − q2
ω2−ω2+
(
8c1M
2
π + c3(l
2 − q2)), (3.19)
where q ≡ |~q |, l ≡ |~l | and
ω± =
√
(q ± l)2 + 4M2π . (3.20)
This integral is cubically divergent and needs to be regularized. Applying dimensional
regularization, it is just the results written in Eq. (3.14). Let us now calculate the spectral
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function ρΛ˜C(µ) resulting from the integral, Eq. (3.19), regularized with a cutoff Λ˜. We use
the symbol Λ˜ to denote the cutoff applied to the pion-loop integrals or spectral functions,
whereas Λ denotes the cutoff in Eq. (3.6) . For convenience, one may choose a regulator
function f Λ˜(l)
f Λ˜(l) = θ(Λ˜− l),
θ(Λ˜− l) =
{
0, Λ˜ > l
1, Λ˜ < l
. (3.21)
Performing the integration over angles, one obtains
V Λ˜C (q) =
3g2A
128π2f 4π
∫ Λ˜
0
dl
l(l2 − q2)
q(l2 + q2 + 4M2π)
(
8c1M
2
π + c3(l
2 − q2))
×
[
ln
(
(l + q)2 + 4M2π
)− ln ((l − q)2 + 4M2π)]. (3.22)
Then the spectral function can be obtained,
ρΛ˜C(µ) = Im
[
V Λ˜C (0
+ − iµ)
]
=
3g2A
64f 4π
1
µ
(
2M2π(2c1 − c3) + c3µ2
)
(µ2 − 2M2π),
×θ(µ− 2Mπ)θ(
√
Λ˜2 + 4M2π − µ). (3.23)
The entire Λ˜ dependence is reflected in the θ–function θ(
√
Λ˜2 + 4M2π − µ), We stress that
this is different from the DR method which does not contain any cutoff dependence. From
Eq. (3.23), one could see that, cutting off the momentum l in the integral at l = Λ˜ leads to
a cutoff in the TPE spectral functions at
√
Λ˜2 + 4M2π . Here we take the sharp cutoff for
the purpose of obtaining some analytical expression. Similar relations can be also obtained
for other parts of TPE potentials.
Therefore, one may use a cutoff in spectral function to get the potentials. To be specific,
the CR spectral functions ρΛ˜i (µ), η
Λ˜
i (µ) will be defined according to
ρΛ˜i (µ) = ρi(µ)θ(Λ˜− µ),
ηΛ˜i (µ) = ηi(µ)θ(Λ˜− µ), (3.24)
in the current work, where ρi(µ), ηi(µ) are the corresponding spectral functions obtained
from DR representation. With this definition, combining the DR expressions Eqs. (3.12)
and (3.14), one could obtain the cufoff spectral function at NLO
η
Λ˜(2)
C (µ) =
1
768πf 4π
[
4M2π(5g
4
A − 4g2A − 1)− µ2(23g4A − 10g2A − 1)−
48g4AM
4
π
µ2 − 4M2π
]
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×
√
µ2 − 4M2π
µ
θ(µ− 2Mπ)θ(Λ˜− µ),
ρ
Λ˜(2)
T (µ) =
1
µ2
ρΛ˜S(µ) =
3g4A
128πf 4π
√
µ2 − 4M2π
µ
θ(µ− 2Mπ)θ(Λ˜− µ), (3.25)
and at NNLO,
ρ
Λ˜(3)
C (µ) = −
3g2A
64f 4π
(
2M2π(2c1 − c3) + c3µ2
)2M2π − µ2
µ
θ(µ− 2Mπ)θ(Λ˜− µ),
η
Λ˜(3)
T (µ) = −
1
µ2
ηΛ˜S (µ) =
g2A
128f 4π
µ2 − 4M2π
µ
θ(µ− 2Mπ)θ(Λ˜− µ). (3.26)
Substituting these spectral functions into Eq. (3.17), one gets the potential form at NLO
and NNLO with the same structure as DR, but replacing the functions L(q) and A(q) by
LΛ˜(q) =
ω
2q
ln
(Λ˜ω + qs¯)2
4M2π(Λ˜
2 + q2)
, s¯ =
√
Λ˜2 − 4M2π ,
AΛ˜(q) =
1
2q
arctan
q(Λ˜− 2Mπ)
q2 + 2Λ˜Mπ
. (3.27)
We notice that Λ˜ is a large quantity comparing to both the pion mass and the momentum
q, thus L(q) and A(q) can be expanded in powers of q/Λ˜ or Mπ/Λ˜. Keeping the leading
term, we have
LΛ˜(q) −→ ω
2q
ln
ω2Λ˜2 + q2Λ˜2 + 2qωΛ˜2
4M2πΛ˜
2
=
ω
q
ln
ω + q
2Mπ
,
AΛ˜(q) −→ 1
2q
arctan
qΛ˜
2Λ˜Mπ
=
1
2q
arctan
q
2Mπ
. (3.28)
Thus one finds that the CR and DR expressions differ by higher orders of 1/Λ˜. The
amputated contribution is a portion of short-range interactions, and will be taken care of by
contact terms. In fact, it is simple to observe the relation between CR and DR expressions,
i.e., Eq. (3.28), since the leading term is obtained by taking the limit Λ˜ → ∞, which is,
of course, equivalent to no cutoff, and CR will recover the case of DR. In Ref. [104], the
potentials V
(3)
C with the DR and SFR are compared to the corresponding phenomenological
Bonn potential. Again, one clearly sees that at large distance, they agree with each other,
and at short distance, the SFR result agrees with the Bonn potential while the DR not.
In the present thesis, we will adopt the potentials corresponding to SFR.
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We stress again that the cutoffs Λ and Λ˜ are two independent ones and have obvi-
ously different physical meanings. The cutoff Λ˜ removes the short-distance portion of
(irreducible) TPE nuclear force. The cutoff Λ guarantees the nucleon states with large
momentum do not contribute. In principal, some more elegant cutoff schemes exist, e.g.
lattice regularization scheme, which can treat the two cutoffs in a consistent way, i.e. no
need to introduce two independent cutoffs. For the choice of Λ and Λ˜, values below 1 GeV
(chiral symmetry breaking scale) are appropriate. It has been checked that the dependence
on Λ˜ is very weak [155], and we also find this point independently in our work of N¯N scat-
tering in Chap. 3. To find a reasonable region of Λ, the fitting χ2 for reproduction of np
scattering data in various energy regions at both NLO and NNLO are shown in Figs. 2–5 in
Ref. [155]. There one can see that at the region 450MeV ≤ Λ ≤ 850MeV, χ2 is insensitive
to the variation of Λ.
3.2.4 Contact terms
As is known, in a field theory infinities produced from the loop integrals will be encountered
anyway, when going beyond the tree-level diagrams. One commonly used regularization
scheme is the dimensional regularization, which will unavoidably introduce an infinite part
as well as the scale dependence. The contact terms are needed to cancel them, such that
the physical quantity is finite and has no scale dependence.
On the other hand, the contact terms will take care of the short-range interaction (also
annihilations for N¯N channel). Although pion-exchange contributions alone may describe
the peripheral partial waves (L ≥ 3) [103, 142], the low partial waves, L ≤ 2 (S–,P–,D–
waves) dominate physical observables – cross section, analysing power, etc.. These low
partial waves mainly involve short-range interactions.
We recall that in the conventional meson theory, the short-distance part of nuclear force
is described by exchange of heavy mesons, where the notable one would be ω meson. The
point that a short range corresponds to exchange of a heavy meson can be seen from∫
d3q
ei~q·~r
~q 2 +m2
∼ e
−mr
r
, (3.29)
where the scale r0 ∼ 1/m represents the range of the interaction. One can clearly see that
a short range is equivalent to the exchange of a heavy meson.
In Chiral EFT, the exchanged meson can be only pions with small momenta. We also
know that the ρ, ω exchanges play important roles to get a reliable intermediate-range
NN interaction in the phenomenological potentials. Thus it is suggestive of thinking other
freedoms to mimic the effect of heavy meson ρ, ω exchanges. As mentioned above, the
contact terms will take on that. This point can be more clearly seen by expanding the
propagator of a heavy meson,
1
Q2 +m2
=
1
m2
(
1− Q
2
m2
+
Q4
m4
−+ · · ·
)
, (3.30)
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where m is typically the ρ (or ω) mass, and approximate to the hard scale Λ. From
Eq. (3.30) one finds that the short-range interaction is represented by a series with powers
of (Q2/Λ2)ν , It hints that one can construct the contact terms as
Vct = V
(0)
ct + V
(2)
ct + V
(4)
ct + · · · , (3.31)
where the superscript denotes the chiral order ν. This conjecture is supported by Ref. [156],
there the authors showed that the low-energy coefficients (LECs) can be uderstood as
resonance saturations. Note that the expansion of the contact terms as given in Eq. (3.31)
is consistent with the perturbative scheme for pions.
• at the leading order (LO)
The well-known lowest order Lagrangian constructed by Weinberg reads [100,101]
L(0)NN = −
1
2
CSN¯NN¯N − 1
2
(N¯~σN)(N¯~σN), (3.32)
where CS and CT are free parameters and can be determined by fitting to experiment.
And in practice, the following LECs C˜1S0 , C˜3S1 are fitted. Equation (3.32) leads to
the following NN contact potentials
V
(0)
ct (~p
′, ~p ) = CS + CT~σ1 · ~σ2. (3.33)
Projecting into the terms of partial waves, one has
V
(0)
ct (
1S0) = C˜1S0 = 4π(CS − 3CT ),
V
(0)
ct (
3S1) = C˜3S1 = 4π(CS + CT ). (3.34)
• at the next-to-leading order (NLO)
Following the NLO contact Lagrangian [157], the NN contact potentials can be given
by:
V
(2)
ct (~p
′, ~p ) = C1q2 + C2k2 + (C3q2 + C4k2)~σ1 · ~σ2 + C5
(
− i~S · (~q × ~k)
)
+C6(~σ1 · ~q )(~σ2 · ~q ) + C7(~σ1 · ~k)(~σ2 · ~k). (3.35)
Projecting into partial waves, one gets
V
(2)
ct (
1S0) = C1S0(p
2 + p′2),
V
(2)
ct (
3P0) = C3P0 p p
′,
V
(2)
ct (
1P1) = C1P1 p p
′,
V
(2)
ct (
3P1) = C3P1 p p
′,
V
(2)
ct (
3S1) = C3S1(p
2 + p′2),
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V
(2)
ct (
3S1 − 3D1) = C3S1−3D1 p2,
V
(2)
ct (
3D1 − 3S1) = C3S1−3D1 p′2,
V
(2)
ct (
3P2) = C3P2 p p
′. (3.36)
These parameters will be determined by fitting to the scattering data. The relations
between C1S0 · · ·C3P2 and Ci are irrelevant for our purpose and not listed here.
• At NNLO, there are no extra contact terms.
We can see at the zeroth order (LO) contact terms contribute to only S-wave, and the
second order (NLO) contributes up to P−wave.
3.2.5 A short summary
The one-pion exchange potential is given by Eq. (3.10) and the irreducible two-pion ex-
change contribution, according to the order of low momentum expansion, is written as
V2π = V
(2)
2π + V
(3)
2π + · · · . (3.37)
V
(2)
2π and V
(3)
2π are given in Eqs. (3.12) and (3.14), respectively, in dimensional regularization
scheme; Replacing the functions L(q), A(q) by LΛ˜(q), AΛ˜(q) (cf. Eq. (3.27)), one will get
the potentials in spectral-function regularization scheme. The contact terms are presented
in Sec. (3.2.4). In summary, the NN potential up to NNLO will be given by
VLO = V1π + V
(0)
ct ,
VNLO = VLO + V
(2)
2π + V
(2)
ct ,
VNNLO = VNLO + V
(3)
2π , (3.38)
where there are no additional contact terms at NNLO.
3.3 Antinucleon-nucleon potential up to NNLO
The contributions to the NN interaction up to NNLO are described in detail in Refs. [106,
123, 124]. The structure of the N¯N interaction is practically identical and, therefore, the
potential given in Refs. [106, 124] can be adapted straightforwardly for the N¯N case. For
the ease of the reader and also for defining our potential uniquely we provide the explicit
expressions below.
3.3.1 Elastic part
In line with [106] we adopt the following expression for the one-pion exchange potential
V1π(q) =
(
gA
2fπ
)2 (
1− p
2 + p′2
2m2N
)
τ 1 · τ 2 ~σ1 · ~q ~σ2 · ~q
q2 +M2π
. (3.39)
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Obviously here relativistic 1/m2N corrections to the static one-pion exchange potential (cf.
Eq. (3.10)) have been taken into account. For the nucleon (antinucleon) and pion mass we
use the isospin-averaged values mN = 938.918 MeV and Mπ = 138.039 MeV, respectively.
Note that the contribution of one-pion exchange to the N¯N interaction is of opposite sign
as that in the NN case. This sign difference arises from transforming the NNπ vertex to
the N¯N¯π vertex via charge conjugation and a rotation in the isospin space and is commonly
referred to as G-parity transformation.
In the current work of N¯N interaction, for the two-pion exchange contributions, we
adopt the potentials obtained by using the spectral function regularization [106]. At NLO
it is given by
V
(2)
2π (q) = W
(2)
C (q) τ 1 · τ 2 + V (2)T (q)~σ1 · ~q ~σ2 · ~q + V (2)S (q)~σ1 · ~σ2 , (3.40)
where
W
(2)
C (q) = −
1
384π2f 4π
LΛ˜(q)
{
4M2π(5g
4
A − 4g2A − 1) + q2(23g4A − 10g2A − 1) +
48g4AM
4
π
4M2π + q
2
}
,
V
(2)
T (q) = −
1
q2
V
(2)
S (q) = −
3g4A
64π2F 4π
LΛ˜(q) ,
and at NNLO by
V
(3)
2π (q) = V
(3)
C (q) +W
(3)
S (q) τ 1 · τ 2 ~σ1 · ~σ2 +W (3)T (q) τ 1 · τ 2 ~σ1 · ~q ~σ2 · ~q , (3.41)
with
V
(3)
C (q) = −
3g2A
16πf 4π
{
2M2π(2c1 − c3)− c3q2
}
(2M2π + q
2)AΛ˜(q) ,
W
(3)
T (q) = −
1
q2
W
(3)
S (q) = −
g2A
32πF 4π
c4(4M
2
π + q
2)AΛ˜(q) .
The NLO and NNLO loop functions LΛ˜(q) and AΛ˜(q) are given by
LΛ˜(q) = θ(Λ˜− 2Mπ) ω
2q
ln
(Λ˜ω + qs¯)2
4M2π(Λ˜
2 + q2)
,
ω =
√
q2 + 4M2π , s¯ =
√
Λ˜2 − 4M2π , (3.42)
and
AΛ˜(q) = θ(Λ˜− 2Mπ) 1
2q
arctan
q(Λ˜− 2Mπ)
q2 + 2Λ˜Mπ
. (3.43)
Note that the two-pion-exchange potential for the N¯N scattering is the same as NN
because of the G-parity.
For the LECs c1 and c4 we adopt the central values from the Q
3–analysis of the πN
system [158]: c1 = −0.81 GeV−1, c4 = 3.40 GeV−1. For the constant c3 the value c3 =
−3.40 GeV−1 is used, which is on the lower side but still consistent with the results from
Ref. [158]. Note that slightly different values are employed in the N¯N partial-wave analysis
[108], namely c1 = −0.76 GeV−1, c3 = −5.8 GeV−1 and c4 = 4.0 GeV−1. These values are
also consistent with the recent determination in [159].
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3.3.2 Annihilation
For N¯N scattering, there is spin dependent contact potential at LO, while at NLO it is
spin- and momentum- dependent. This feature is the same as NN case, see Sec. 3.2.4.
There are no additional contact terms at NNLO. Note that the Pauli principle is absent
in case of the N¯N interaction. Accordingly, each partial wave that is allowed by angular
momentum conservation occurs in the isospin I = 0 and in the I = 1 channel. Therefore,
there are now twice as many contact terms as in NN .
The main new feature in the N¯N interaction is the presence of annihilation processes.
The N¯N system annihilates into a multitude of nπ channels, where the decay to 4 to 6
pions is dominant in the low-energy region of N¯N scattering [97]. The threshold energy
of those channels is in the order of 700 MeV while the N¯N threshold is at 1878 MeV.
Therefore, one does not expect that annihilation introduces a new scale into the problem.
Accordingly, there should be no need to modify the power counting when going from NN to
N¯N because the momenta associated with the annihilation channels should be, in average,
much larger than those in the N¯N system itself. This conjecture is supported by the fact
that phenomenological models of the N¯N interaction can describe the bulk properties of
annihilation very well by simple energy-independent optical potentials of Woods-Saxon or
Gaussian type [88,89,92,94]. The ranges associated with those interactions are of the order
of 1 fm or less. The above considerations suggest that annihilation processes are primarily
tied to short-distance physics and, therefore, can be and should be simply incorporated
into the contact terms which anyway are meant to parameterize effectively the short-range
part of (elastic) NN and/or N¯N scattering.
Nonetheless we want to emphasize that the above arguments are of pragmatical nature
and not fundamental ones. There are definitely annihilation channels that open near the
N¯N threshold. Specifically, there are indications that a sizeable part of the annihilation
into multipion channels proceeds via two-meson doorway modes like N¯N → ρρ → 4π or
N¯N → f2(1270)ω → 5π, and some of those have nominal thresholds close to that of N¯N
scattering. On the other hand, according to empirical information the actual branching
ratios into individual two-body channels are typically of the order of 1% [94] only and,
therefore, they do not have any noticeable impact on the description of the bulk properties
of N¯N annihilation. In fact, all the two-body annihilation channels together – as far as
they have been measured – yield only about 30% of the total annihilation cross section at
the N¯N threshold which is a strong evidence for the dominance of annihilation into 3 or
more (uncorrelated) pions.
The study of N¯N scattering in EFT in Refs. [126, 127] followed the above arguments
and took into account annihilation by simply using complex LECs in Eq. (3.36). However,
this prescription has an unpleasant drawback – it does not allow one to impose sensible
unitarity requirements on the resulting scattering amplitude. With unitarity requirements
we mean a condition that guarantees that for each partial wave its contribution to the
total cross section is larger than its contribution to the integrated elastic cross section. In
case of strict two-body unitary like for NN scattering below the pion production threshold
these two quantities are, of course, identical.
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Since we want an approach that manifestly fulfils unitarity constraints we treat anni-
hilation in a different way. We start out from the observation that unitarity requires the
N¯N annihilation potential to be of the form
Vann =
∑
X=2π,3π,...
VN¯N→XGXVX→N¯N (3.44)
where X is the sum over all open annihilation channels, and GX is the propagator of the
intermediate state X. Note that Eq. (3.44) is exact under the assumption that there is
no interaction in and no transition between the various annihilation channels. Performing
an expansion of VN¯N→X up to NNLO analogous to the N¯N interaction and evaluating
formally the sum and integral in Eq. (3.44) yields a contribution from the unitarity cut
that can be written as
V L=0ann = −i (C˜a1S0 + Ca1S0p2)(C˜a1S0 + Ca1S0p′2), V L=1ann = −i (Caξ )2pp′, (3.45)
where ξ stands for the 3P0,
1P1,
3P1, and
3P2 partial waves. For the coupled
3S1 − 3D1
partial wave we get
V S→Sann = −i (C˜a3S1 + Ca3S1p2)(C˜a3S1 + Ca3S1p′2), V S→Dann = −i (C˜a3S1 + Ca3S1p2)Caǫ1p′2,
V D→Sann = −i Caǫ1p2 (C˜a3S1 + Ca3S1p′2), V D→Dann = −i (Caǫ1)2p2p′2 . (3.46)
In those expressions the parameters C˜a and Ca are real. Thus, for each partial wave
we essentially recover the structure of the potential that follows from the contact terms
considered above, with the same number of free parameters. However, in Eqs. (3.45)–(3.46)
the sign of Vann as required by unitarity is already explicitly fixed and does not depend on
the sign of the parameters C˜a and Ca anymore. Moreover, and most importantly, we see
that a term proportional to p2p′2 arises in the S-waves at NLO and NNLO from unitarity
constraints and it has to be included in order to make sure that unitarity is fulfilled at any
energy. Some further explanations are presented in Sec. B.5.
Note that, in principle, there is also a contribution from the principal-value part of the
integral in Eq. (3.44). However, it is real and, therefore, its structure is already accounted
for by the standard LECs in Eq. (3.36).
Finally we would like to add that in practice the treatment of annihilation via Eqs. (3.45)–
(3.46) corresponds to the introduction of an effective two-body annihilation channel with
a threshold significantly below the one of N¯N so that the center-of-mass momentum in
the annihilation channel is already fairly large and its variation in the low-energy region
of N¯N scattering considered by us is negligible.
3.4 Parametrization of the S–matrix elements
In the actual calculation a partial-wave projection of the interaction potentials is performed,
as described in Ref. [106] and also shown in Appendix B.4. The reaction amplitudes
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for transitions of partial wave L′ to L′′ are obtained from the solution of a relativistic
Lippmann-Schwinger (LS) equation:
TL′′L′(p
′′, p′;Ek)
= VL′′L′(p
′′, p′) +
∑
L
∫ ∞
0
dp p2
(2π)3
VL′′L(p
′′, p)
1
2Ek − 2Ep + i0+TLL
′(p, p′;Ek). (3.47)
Here, Eq =
√
m2 + k2, where k is the on-shell momentum. We adopt here a relativistic
scattering equation so that our amplitudes fulfil the relativistic unitarity condition at any
order, as done also in the NN sector [103,106]. On the other hand, relativistic corrections
to the potential are calculated order by order, but appear first at next-to-next-to-next-to-
leading order (N3LO) in the Weinberg scheme, see Ref. [106].
Like in the NN case we have either uncoupled spin-singlet and triplet waves (where
L′′ = L′ = L = J) or coupled partial waves (where each of L′′, L′, L can take J − 1 or
J + 1). We solve the LS equation in the isospin basis, i.e. for I = 0 and I = 1 separately,
and we compare the resulting phase shifts with those in Ref. [108] that are likewise given
in the isospin basis. It should be said, however, that for a comparison directly with data
a more refined treatment is required. Then one should solve the LS equation in particle
basis and consider the coupling between the p¯p and n¯n channels explicitly. In this case one
can take into account the mass difference between p (p¯) and n (n¯) and, thereby, implement
the fact that the physical thresholds of the p¯p and n¯n channels are separated by about
2.5 MeV, and also one can add the Coulomb interaction in the p¯p channel. The potential
in the LS equation is cut off with a regulator function,
fΛ(p′, p) = exp
[− (p′6 + p6) /Λ6] , (3.48)
in order to remove high-energy components [106]. The cutoff values are chosen in the range
Λ = 450 – 600MeV at NLO and Λ = 450 – 650MeV at NNLO, similar to what was used
for chiral NN potentials [106,124].
The relation between the S- and on-the-energy-shell T–matrix is given by
SLL′(k) = δLL′ − i
8π2
k Ek TLL′(k) . (3.49)
The phase shifts in the uncoupled cases can be obtained from the S–matrix via
SLL ≡ SL = ηL e2iδL . (3.50)
For the coupled channels (J > 0) in case of elastic scattering, the phase parameters in
the so–called Stapp parametrization [160] are real quantities while in the presence of in-
elasticities they become complex (as the current situation). Because of that, in the past
several generalizations of these formulae have been proposed that still allow one to write
the S-matrix in terms of real parameters [108,161]. We follow here Ref. [162] and calculate
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and present simply the real and imaginary parts of the phase shifts and the mixing param-
eters obtained via the aforementioned parameterization. More clearly, we can include the
inelasticity parameter and write it as(
SLL SLL′
SL′L SL′L′
)
=
(
ηL cos 2ǫJ e
2iδL −i√ηLηL′ sin 2ǫJ ei(δL+δL′ )
−i√ηLηL′ sin 2ǫJ ei(δL+δL′ ) ηL′ cos 2ǫJ e2iδL′
)
, (3.51)
where L = J − 1 and L′ = J + 1. The real part of the phase shift is identical to δL, δL′ ,
while the imaginary part is written in terms of an inelasticity parameter ηL as
Im δL = −(log ηL)/2. (3.52)
For uncoupled partial waves, Eq. (3.52) implies that Im δL ≥ 0 since η ≤ 1 because of
unitarity, but these relation do not hold for the coupled case, where the products ηL cos ǫJ
and ηL′ cos ǫJ are both smaller or equal than one and ηL, ηL′ themselves can be larger than
one. Since our calculation implements unitarity, the optical theorem
Im aLL(k) ≥ k
∑
L′
|aLL′(k)|2 , (3.53)
is fulfilled for each partial wave, where aLL′(k) = (SLL′ − δLL′)/(2ik) = −1/(4π)2 ·
Ek TLL′(k).
For the fitting procedure and for the comparison of our results with those by Zhou and
Timmermans, we reconstructed the S-matrix based on the phase shifts listed in Tables
VIII–X in Ref. [108] (cf. Eq. (B.57) in Appendix B.4) and then converted them to our
convention specified in Eqs. (3.50) and (3.51).
3.5 Results
3.5.1 Phase shifts and inelasticities
In the fitting procedure we follow very closely the strategy of Epelbaum et al. in their
study of the NN interaction [106,124]. In particular, we consider the same ranges for the
cutoffs, namely for the cutoff in the LS equation values of Λ = 450–600 MeV at NLO and
Λ = 450–650 MeV at NNLO while for the spectral function regularization variations we
consider values in the range Λ˜ = 500–700 MeV. For any combination of the cutoffs Λ and
Λ˜, the LECs CS,T and C1...7 are fixed from a fit to the N¯N S- and P -waves and the mixing
parameter ǫ1 of Ref. [108] for laboratory energies below 125 MeV (plab ≤ 500 MeV/c). The
numerical values of the LECs are compiled in Tables 3.1 (NLO) and 3.2 (NNLO) for a
selected combination of the cutoffs. The values for C˜1S0 in the isospin I = 1 case found in
the fitting procedure turned out to be very small and, therefore, we set them to zero.
Our results are displayed and compared with the N¯N PWA [108] in Figs. 3.3-3.7. The
bands represent the variation of the obtained phase shifts and mixing parameters with
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the cutoff. Those variations can be viewed as an estimate for the theoretical uncertainty.
Thus, in principle for the same variation of the cutoff those bands should become narrower
and narrower when one goes to higher order. However, as argued in Ref. [124], in practice
one has to be careful in the interpretation of the bands, specifically for the transition from
NLO to NNLO. Since the same number of contact terms are present in the interactions at
NLO and NNLO one rather should expect variations of similar magnitude. In particular,
for reasons discussed in [124] the cutoff variation underestimates the uncertainty for the
NLO results. In any case one has to keep in mind that, following Ref. [124], we use a larger
cutoff region at NNLO than for the NLO case.
Let us now discuss the individual partial waves. Results for the 1S0 channel can be
found in the upper part of Fig. 3.3. Obviously, the phase shift for isospin I = 0 (we use
here the spectral notation (2I+1)(2S+1)LJ) is very well described up to fairly high energies –
even at NLO – and likewise the inelasticity, presented in terms of the imaginary part of the
phase shift. Moreover, the dependence on the cutoff is very small. In the I = 1 channel the
situation is rather different. Here we observe a sizeable cutoff dependence of the results for
energy above 150 MeV. This has to do with the fact that the PWA suggests a resonance-like
behavior of the phase in this region. Since this resonance lies in an energy region where we
expect our results to show increasing uncertainties, based on the experience from the NN
case [124], it is not surprising that it is difficult to reproduce this structure quantitatively.
Nevertheless, there is a visible improvement when going from NLO to NNLO and at the
latter order the empirical phase shifts already lie within the error bands of theory.
We want to emphasize that this improvement is entirely due to inclusion of the sub-
leading two-pion exchange potential, since as already stressed above no new contact terms
arise at NNLO and thus the number of adjustable parameters is the same at NLO and
NNLO. Also, it should be said that the NLO result, shown here up to Tlab = 200 MeV,
exhibits a similar trend like the one for NNLO at higher energies, i.e. the phases reach a
maximum and then become more negative again.
The situation for the 3P0 partial wave is similar, see Fig. 3.3 (lower part). Also here
the I = 0 phase shifts are well reproduced while in the I = 1 case there is an even larger
cutoff dependence than in the 31S0. Obviously also the
33P0 amplitude of the PWA [108]
exhibits a resonance-like behavior. Its reproduction requires a potential that is repulsive at
large separations of the antinucleon and nucleon but becomes attractive for short distances.
Since there is only a single LEC up to NNLO for P waves, the magnitude and range of
such an attraction cannot be adequately accounted for. For improvements one has to wait
for a N3LO calculation.
Results for the 1P1 and
3P1 partial waves are shown in Fig. 3.4. In general, the descrip-
tion improves when going from NLO to NNLO. Specifically for the two 1P1 channels and
the 33P1 the results at NNLO agree with those of the PWA within the uncertainty bands
for energies up to 150 MeV and often even up to 250 MeV. An exception is the 13P1 partial
wave where the phase shift can only be described up to 50 MeV or so. Similar to the 33P0,
the PWA yields a negative phase at low energies which tends towards positive values at
larger energies [108] and one encouters the same difficulty as discussed above.
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LEC {450, 500} {600, 500} {450, 700} {600, 700}
I = 0
C˜1S0 −0.151 −0.267 −0.151 −0.273
C1S0 0.455 0.436 0.454 0.426
C˜a1S0 0.270 0.232 0.232 0.177
Ca1S0 −0.915 −0.277 −0.905 −0.206
C3P0 1.150 1.453 1.398 1.724
Ca3P0 0.769 0.478 0.754 0.455
I = 1
C˜1S0 0 0 0 0
C1S0 0.446 0.692 0.449 0.675
C˜a1S0 1.329 2.108 1.460 2.202
Ca1S0 −1.118 −0.369 −1.214 −0.498
C3P0 −0.357 −0.074 −0.321 0.041
Ca3P0 0.501 0.232 0.498 0.222
I = 0
C1P1 0.384 −0.015 0.394 0.020
Ca1P1 0.711 0.714 0.709 0.705
C3P1 −0.374 −0.235 −0.296 −0.146
Ca3P1 0.381 0.190 0.378 0.194
C˜3S1 −0.132 −0.083 −0.122 −0.075
C3S1 −0.497 −0.623 −0.731 −0.853
C˜a3S1 0.334 0.325 0.319 0.301
Ca3S1 0.221 −0.573 0.325 −0.438
Cǫ1 0.496 0.520 0.557 0.585
Caǫ1 −0.599 −0.218 −0.653 −0.290
I = 1
C1P1 −0.623 −0.735 −0.659 −0.858
Ca1P1 0.682 0.544 0.688 0.573
C3P1 −0.180 −0.373 −0.201 −0.443
Ca3P1 0.716 0.628 0.719 0.645
C˜3S1 −0.089 −0.120 −0.087 −0.122
C3S1 0.698 0.148 0.707 0.188
C˜a3S1 0.399 0.210 0.398 0.224
Ca3S1 0.164 0.665 0.124 0.602
Cǫ1 0.245 0.182 0.279 0.237
Caǫ1 0.015 0.111 −0.019 −0.046
I = 0
C3P2 0.225 0.466 0.363 0.630
Ca3P2 0.674 0.428 0.661 0.410
I = 1
C3P2 −0.362 −0.268 −0.361 −0.266
Ca3P2 0.528 0.350 0.529 0.351
Table 3.1: The LECs at NLO for the different cutoff combinations
{
Λ [MeV], Λ˜ [MeV]
}
.
The values of the C˜i are in unit of 10
4 GeV−2 and the Ci in 104 GeV−4. The parameters
related to annihilation, C˜ai and C
a
i (see Eqs. (3.45)–(3.46)), are in units of 10
2 GeV−1 and
102 GeV−3, respectively.
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LEC {450, 500} {650, 500} {450, 700} {650, 700}
I = 0
C˜1S0 −0.140 −0.278 −0.141 −0.299
C1S0 0.456 0.459 0.456 0.463
C˜a1S0 0.208 0.247 0.155 0.219
Ca1S0 −1.063 −0.337 −1.045 −0.233
C3P0 0.031 0.310 −0.444 −0.217
Ca3P0 0.796 0.492 0.828 0.556
I = 1
C˜1S0 0.025 0.095 0.052 −0.011
C1S0 0.453 0.213 0.450 0.189
C˜a1S0 1.884 2.483 2.129 3.847
Ca1S0 −1.733 −2.778 −2.566 −4.474
C3P0 −0.535 −0.117 −0.531 −0.116
Ca3P0 0.514 0.182 0.517 0.182
I = 0
C1P1 0.400 −0.113 0.438 −0.069
Ca1P1 0.722 0.637 0.721 0.634
C3P1 −0.521 −0.339 −0.596 −0.432
Ca3P1 0.417 0.168 0.421 0.175
C˜3S1 −0.162 −0.100 −0.183 −0.103
C3S1 0.353 0.204 0.728 0.526
C˜a3S1 0.364 0.371 0.397 0.415
Ca3S1 0.087 −0.841 −0.117 −1.125
Cǫ1 0.205 0.236 0.062 0.106
Caǫ1 −0.485 −0.002 −0.362 0.167
I = 1
C1P1 −1.013 −1.294 −1.349 −1.869
Ca1P1 0.711 0.535 0.775 0.668
C3P1 −0.530 −0.902 −0.794 −1.356
Ca3P1 0.742 0.630 0.788 0.735
C˜3S1 −0.067 −0.143 −0.044 −0.125
C3S1 1.150 0.764 1.325 1.235
C˜a3S1 0.413 0.282 0.411 0.402
Ca3S1 −0.336 0.211 −0.896 −0.441
Cǫ1 0.320 0.287 0.376 0.383
Caǫ1 −0.065 0.021 −0.182 −0.162
I = 0
C3P2 −0.300 −0.120 −0.518 −0.399
Ca3P2 0.707 0.402 0.731 0.443
I = 1
C3P2 −0.648 −0.558 −0.821 −0.782
Ca3P2 0.544 0.329 0.565 0.377
Table 3.2: The LECs at NNLO for the different cutoff combinations
{
Λ [MeV], Λ˜ [MeV]
}
.
The values of the C˜i are in unit of 10
4 GeV−2 and the Ci in 104 GeV−4. The parameters
related to annihilation, C˜ai and C
a
i (see Eqs. (3.45)–(3.46)), are in units of 10
2 GeV−1 and
102 GeV−3, respectively.
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Figure 3.3: Real and imaginary parts of the phase shift in the 1S0 and
3P0 partial waves.
The red/dark band shows the chiral EFT results up to NNLO for variations of the cutoff in
the range Λ = 450–650 MeV in the Lippmann-Schwinger equation, while the green/light
band are results to NLO for Λ = 450–600 MeV. The cutoff in the pion loops is varied
independently in the range Λ˜ = 500–700 MeV. The solid circles represent the solution of
the PWA of Ref. [108].
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Figure 3.4: Real and imaginary parts of the phase shift in the 1P1 and
3P1 partial waves.
The red/dark band shows the chiral EFT results up to NNLO for variations of the cutoff in
the range Λ = 450–650 MeV in the Lippmann-Schwinger equation, while the green/light
band are results to NLO for Λ = 450–600 MeV. The cutoff in the pion loops is varied
independently in the range Λ˜ = 500–700 MeV. The solid circles represent the solution of
the PWA of Ref. [108].
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Figure 3.5: Real and imaginary parts of the phase shift in the 3S1− 3D1 partial wave. The
red/dark band shows the chiral EFT results up to NNLO for variations of the cutoff in
the range Λ = 450–650 MeV in the Lippmann-Schwinger equation, while the green/light
band are results to NLO for Λ = 450–600 MeV. The cutoff in the pion loops is varied
independently in the range Λ˜ = 500–700 MeV. The solid circles represent the solution of
the PWA of Ref. [108].
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Figure 3.6: Real and imaginary parts of the phase shift in the 3P2− 3F2 partial wave. The
red/dark band shows the chiral EFT results up to NNLO for variations of the cutoff in
the range Λ = 450–650 MeV in the Lippmann-Schwinger equation, while the green/light
band are results to NLO for Λ = 450–600 MeV. The cutoff in the pion loops is varied
independently in the range Λ˜ = 500–700 MeV. The solid circles represent the solution of
the PWA of Ref. [108].
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Figure 3.7: Real part of the phase shift in the 1D2 and
3D2 partial waves. The red/dark
band shows the chiral EFT results up to NNLO for variations of the cutoff in the range
Λ = 450–650 MeV in the Lippmann-Schwinger equation, while the green/light band are
results to NLO for Λ = 450–600 MeV. The cutoff in the pion loops is varied independently
in the range Λ˜ = 500–700 MeV. The solid circles represent the solution of the PWA of
Ref. [108].
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In Fig. 4.2 one can find our results for the coupled 3S1 − 3D1 partial wave. Here
the S-wave phase shifts (and also the inelasticities) are satisfactorily described over the
whole energy range considered with uncertainties comparable to those observed for the
NN interaction [124]. There is a larger cutoff dependence in the D waves and the mixing
parameter ǫ1, specifically for I = 0. However, one has to keep in mind that there is no
LEC up to NNLO for the D waves. The 33D1 exhibits the trend of turning from negative
to positive values at higher energies which cannot be described in an NNLO calculation,
as discussed above.
The situation in the 3P2 − 3F2 channel is displayed in Fig. 3.6. In general our results
agree with those of the PWA up to about 200 MeV within the uncertainty. Stronger
deviations are visible again for those phases which show a resonance-like behavior like,
e.g., the 13P2.
At last, in Fig. 3.7 the 1D2 and
3D2 phase shifts are presented. There are no LECs in
those partial waves up to NNLO and, thus, our results are genuine predictions. The poten-
tial consists only of one- and two-pion exchange and, consequently, there is no contribution
to annihilation. Thus, δI ≡ 0 and we do not show this quantity.
3.5.2 Scattering lengths and volumes
One can calculate scattering lengths (for S-waves) or volumes (for P -waves) from the phase
shifts. The effective range expansion for arbitrary angular momentum L is defined as
k2L+1 cot (δL (k)) = −1
a
+
1
2
r0 k
2 +
∞∑
n=2
vn k
2n, (3.54)
and for S−wave, we get the familiar expression
k cot δS = −1
a
+
1
2
r0 k
2 +O(k4), (3.55)
where a is the scattering length, r0 is the effective range parameter, and vi are the shape
parameters. Then the scattering lengths/volumes are calculated by
aS = − lim
k→0
tan δS
k
, (3.56)
and
aP = − lim
k→0
tan δP
k3
. (3.57)
The results are summarized in Table 3.3. They are complex numbers because of the
presence of annihilation. Note also that the phase shifts are complex values. The cor-
responding information implied directly by the PWA of [108] are not provided in that
reference. Thus, the lowest energy that enters our fitting procedure concerns the phase
shifts at plab = 100 MeV/c which corresponds to Tlab = 5.3 MeV. In view of that one
can consider our values as predictions of chiral EFT. As one can see in Table 3.3 we get
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I=0 I=1
1S0
NLO −0.21− i (1.20 · · · 1.21) (1.03 · · · 1.04) − i (0.56 · · · 0.58)
NNLO −0.21− i (1.21 · · · 1.22) (1.02 · · · 1.04)− i (0.57 · · · 0.61)
model D −0.23− i 1.01 0.99− i 0.58
3S1
NLO (1.34 · · · 1.37)− i (0.88 · · · 0.90) (0.43 · · · 0.44)− i (0.87 · · · 0.90)
NNLO (1.37 · · · 1.38)− i (0.86 · · · 0.88) (0.43 · · · 0.44)− i (0.91 · · · 0.92)
model D 1.55− i 1.45 0.33− i 0.96
3P0
NLO −(3.55 · · · 4.32)− i (7.35 · · · 8.45) (2.42 · · · 2.47)− i (0.03 · · · 0.10)
NNLO −(3.08 · · · 3.78)− i (6.93 · · · 7.55) (2.35 · · · 2.42)− i (0.03 · · · 0.12)
model D −7.40− i 3.21 2.50− i 1.23
1P1
NLO −(2.84 · · · 2.86)− i (0.24 · · · 0.29) (0.89 · · · 0.92)− i (0.19 · · · 0.20)
NNLO −(2.87 · · · 2.89)− i (0.25 · · · 0.31) (0.78 · · · 0.86)− i (0.20 · · · 0.29)
model D −3.26− i 0.50 0.45− i 0.55
3P1
NLO (4.80 · · · 4.82)− i (0.00 · · · 0.02) −(1.95 · · · 1.97)− i (0.37 · · · 0.40)
NNLO (4.76 · · · 4.77)− i (0.00 · · · 0.02) −(2.02 · · · 2.09)− i (0.39 · · · 0.52)
model D 4.87− i 0.06 −2.05− i 1.37
3P2
NLO −(0.31 · · · 0.42)− i (0.27 · · · 0.51) −(0.20 · · · 0.21)− i (0.16 · · · 0.21)
NNLO −(0.45 · · · 0.78)− i (0.47 · · · 0.65) −(0.28 · · · 0.37)− i (0.18 · · · 0.25)
model D −0.14− i 1.27 −0.37− i 0.50
Table 3.3: Scattering lengths (in fm) for the S−waves and scattering volumes (in fm3) for
the P−waves in the isospin I = 0 and I = 1 channels. Results based on the NLO and
NNLO potentials are given and compared with the predictions of the Ju¨lich N¯N model
D [94].
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practically the same results at NLO and at NNLO and, moreover, there is very little cutoff
dependence. Actually, in case of Re a1S0 in the I = 0 channel there is no variation in the
first two digits and, therefore, only a single number is given.
Table 3.3 contains also scattering lengths and volumes predicted by the most refined
meson-exchange potential developed by the Ju¨lich group, namely model D published in [94].
It is interesting to see that at least for the S waves the results are very similar not only on
a qualitative level but in most cases even on a quantitative level. One has to keep in mind
that there are no data that would allow one to fix the relative magnitude of the singlet-
and triplet- contributions near threshold. Moreover, the Ju¨lich N¯N potential was only
fitted to integrated cross sections. Differential cross sections or polarization data were not
considered.
There is some experimental information that puts constraints on these scattering lengths.
Measurements of the level shifts and widths of antiproton-proton allow one to deduce val-
ues for the spin-averaged p¯p scattering lengths via the Deser-Trueman formula [163] (cf.
Eqs. (3.58) and (3.59)). Corresponding results taken from Ref. [164] are listed in Table 3.4.
In that reference one can also find values for the imaginary part of the scattering lengths
that are inferred from measurements of the (n¯p and p¯p) annihilation cross section. A com-
parison directly with the measured level shifts and widths [165–168] is provided in Table 3.5
where now the Deser-Trueman formula was applied to the theory results.
A simple form for the Deser-Trueman formula is obatianed by taking the leading order
contribution of the expansion of the parameter a/rB, where a is the complex scattering
length and rB is the Bohr radius of the atom. For S-wave, it reads (see Ref. [164]),
∆EnS + iΓnS/2 = − 2π
mred
|ΨnS(0)|2 aS
= − 2
mredr3B
1
n3
aS (3.58)
and for P -wave,
∆EnP + iΓnP/2 = − 6π
mred
|∆ΨnP (0)|2 aP
= − 3
16mredr5B
32(n2 − 1)
3n5
aP , (3.59)
where mred is the reduced mass and takes mN/2 for the case of N¯N , and
rB =
1
mredαZ1Z2
(Z1, Z2 = 1 are the atom numbers/nuclear charges)
=
1
Mp
2
× 1
137.036
[MeV−1] ~c=197.33MeV · fm−−−−−−−−−−−→ 57.6 fm. (3.60)
As far as we know, this experimental evidence was not taken into account in the
PWA [108]. Nonetheless, for completeness we provide the predictions based on our EFT
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chiral EFT model D Experiment
a¯S, p¯p
NLO (0.77 · · · 0.79)
0.80− i 1.10− i (0.88 · · · 0.90) (0.95 ± 0.02)
NNLO (0.78 · · · 0.79) − i (0.73 ± 0.03)
− i (0.89 · · · 0.91)
Im a¯S, I=1
NLO (−0.82 · · · −0.79) −0.86 (−0.83 ± 0.07)
NNLO (−0.84 · · · −0.83)
Im a¯S, I=0
NLO (−0.98 · · · −0.96) −1.34 (−0.63 ± 0.08)
NNLO (−0.97· · · −0.95)
a¯P, p¯p
NLO −(0.06 · · · 0.07)
−0.31− i 0.87− i (0.55 · · · 0.56) −0.61 ± 0.81
NNLO −(0.12 · · · 0.20) − i (0.77 ± 0.06)
− i (0.57 · · · 0.61)
Table 3.4: Spin-averaged scattering lengths for S−wave (a¯S; in fm) and scattering volumes
for P−wave (a¯P ; in fm3). Results based on the NLO and NNLO potentials are given
and compared with the predictions of the Ju¨lich N¯N model D [94]. The experimental
information is taken from Ref. [164].
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∆E (eV) Γ (eV)
1S0
NLO −(306 · · · 361) (1528 · · · 1553)
NNLO −(302 · · · 361) (1545 · · · 1589)
model D −330 1380
Experiment [165] −740 ± 150 1600 ± 400
[166] −440 ± 75 1200 ± 250
3S1
NLO −(768 · · · 786) (1519 · · · 1562)
NNLO −(781 · · · 790) (1537 · · · 1563)
model D −816 2092
Experiment [166] −785 ± 35 940 ± 80
[167] −850 ± 42 770 ± 150
∆E (meV) Γ (meV)
3P0
NLO +(13 · · · 23) (159 · · · 232)
NNLO +(8 · · · 17) (173 · · · 186)
model D +60 109
Experiment [168] +139 ± 28 120 ± 25
∆E1S (eV) Γ1S (eV)
NLO −(668 · · · 686) (1528 · · · 1562)
NNLO −(677 · · · 686) (1546 · · · 1580)
model D −694 1910
Experiment [166] −721 ± 14 1097 ± 42
∆E2P (meV) Γ2P (meV)
NLO +(1 · · · 2) +27
NNLO +(3 · · · 5) +(28 · · · 30)
model D +8 21
Experiment [168] +15 ± 20 38.0 ± 2.8
Table 3.5: Hadronic shifts and broadenings in hyperfine states of p¯H. Results based on the
NLO and NNLO potentials are given and compared with the predictions of the Ju¨lich N¯N
model D [94]. The experimental information is taken from Refs. [165–168].
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interaction. One should be cautious, however, in comparing our results with the exper-
imental numbers. As said above, our calculations are performed in the isospin basis so
that ap¯p is simply given by (aI=0 + aI=1)/2. It is known that the presence of the Coulomb
force in p¯p and the p-n mass difference lead to changes of the S-wave scattering lengths in
the order of 0.1 fm [169] and, therefore, one should not take quantitative differences too
serious. Note also that additional assumptions have to be made in order to deduce the
splitting of the 1S0 and
3S1 level shifts from the experiment [164,170].
More relevant details on Table 3.4 are arranged into Table 3.6, where we show the scat-
tering volumes for P -waves in particle basis corresponding to the four cutoff combinations.
The range (upper and lower limits) for a quantity is determined by singling out the maxi-
mum and minimum of the four values. The spin-averaged P -wave scattering length aP, p¯p
is obtained by
aP, p¯p =
5
12
a 3P2, p¯p +
3
12
a 3P1, p¯p +
3
12
a 1P1, p¯p +
1
12
a 3P0, p¯p, (3.61)
and
aL, p¯p =
1
2
(
aI=0L + a
I=1
L
)
. (3.62)
3.5.3 Bound states
Now let us discuss N¯N bound states. Several of the phase shifts tabulated in Ref. [108]
start at 180◦ at Tlab = 0 MeV, namely 11S0, 13P0, 13S1, and 33S1, which according to
the standard convention based on the Levinson theorem signals the presence of a bound
state. Therefore, we performed a search for possible bound states generated by our EFT
interaction where we restricted ourselves to energies not too far from the N¯N threshold.
We did not find any near-threshold poles in the 11S0 and
33S1 –
33D1 partial waves. In
case of the 13S1 –
13D1 interaction there is a pole which corresponds to a “binding” energy
of Q0 = +(5.6 · · · 7.7) − i (49.2 · · · 60.5) MeV, depending on the cutoffs {Λ, Λ˜}, at NLO
and Q0 = +(4.8 · · · 21.3) − i (60.6 · · · 74.9) MeV at NNLO. The positive sign of the real
part of Q0 indicates that the poles we found are actually located above the N¯N threshold.
But they move below the threshold when we switch off the imaginary part of the potential
and that is the reason why we refer to them as bound states. To be precise these are
unstable bound states in the terminology of Ref. [171]. Note that those poles lie on the
physical sheet and, therefore, do not correspond to resonances. Evidently, the width of
the state, Γ = −2 ImQ0, is rather large. There is also a pole in the 13P0 partial wave. It
corresponds to a binding energy of Q0 = (−1.1 · · ·+1.9)− i (17.8 · · ·22.4) MeV at NLO and
Q0 = −(3.7 · · · 0.2)− i (22.0 · · · 26.4) MeV at NNLO. In this context we want to mention
that bound states and also resonances have been likewise found in other studies of the N¯N
interaction, see Refs. [95, 96] for recent examples.
Further information on the pole positions mentioned above can be found in Table 3.7.
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NLO NNLO
13P0
1.29 − i 22.44 −0.20− i 24.23
−1.06− i 19.29 −2.80− i 22.04
1.88− i 21.49 −1.49− i 26.40
−0.33− i 17.82 −3.73− i 25.41
13S1 − 13D1
5.92− i 60.50 4.77− i 68.22
7.69− i 52.15 12.05− i 60.55
5.64− i 58.07 6.78− i 74.92
6.07− i 49.24 21.34− i 66.99
Table 3.7: Binding energies (in MeV) of bound states in partial waves 13P0 and
13S1 −
13D1. For each partial wave, the four numbers from top to bottom for NLO correspond to
cutoffs {Λ, Λ˜} ={450, 500} MeV, {600, 500} MeV, {450, 700} MeV, {600, 700} MeV,
respectively, whereas for NNLO they are {Λ, Λ˜} ={450, 500} MeV, {650, 500} MeV,
{450, 700} MeV, {650, 700} MeV.
Meantime, for 13S1−13D1 partial wave at NNLO, we also examined the cases for another
two cutoff combinations {Λ, Λ˜}={600, 500} MeV, {600, 500} MeV, and the results are
{Λ, Λ˜} = {600, 500}MeV, Q0 = 9.46− i 60.55,
C˜3S1 = −0.108, C3S1 = 0.207, C˜a3S1 = 0.360,
Ca3S1 = −0.706, Cǫ1 = 0.234, Caǫ1 = −0.077; (3.63)
{Λ, Λ˜} = {600, 700}MeV, Q0 = 15.55− i 66.89,
C˜3S1 = −0.117, C3S1 = 0.547, C˜a3S1 = 0.404,
Ca3S1 = −0.973, Cǫ1 = 0.095, Caǫ1 = 0.082. (3.64)
3.6 Summary and outlook
In this chapter we presented an exploratory study of the N¯N interaction in a chiral effective
field theory approach based on a modified Weinberg power counting, analogous to the NN
case in [106,124]. The N¯N potential has been evaluated up to NNLO in the perturbative
expansion and the arising low-energy constants have been fixed by a fit to the phase shifts
and inelasticities provided by a recently published phase-shift analysis of p¯p scattering
data [108]. It turned out that the overall quality of the description of the N¯N amplitudes
that can be achieved at NNLO is comparable to the one found in case of the NN interaction
at the same order [124]. Specifically, for the S-waves (11S0,
13S1,
33S1) nice agreement with
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the phase shifts and inelasticities of [108] has been obtained up to laboratory energies of
about 200 MeV, i.e. over almost the whole energy region considered. The same is also
the case for many of the P -waves. Thus, we conclude that the chiral EFT approach,
applied successfully in Refs. [105,106] to the NN interaction and in Refs. [172,173] to the
hyperon-nucleon interaction, is very well suited for studies of the N¯N interaction too.
Of course, there are also some visible deficiencies in our results. They occur primarily
in those partial waves where the partial-wave analysis of [108] suggests the presence of
(presumably strongly inelastic) resonances at energies around Tlab ≈ 200 − 250 MeV.
It is not surprising that structures in this energy region cannot be reproduced reliably
within our NNLO calculation. Clearly, here an extension of our investigation to N3LO
is necessary for improving the description of the N¯N interaction. Therefore, we plan to
extend our study to N3LO in the future. At this stage it will become sensible to perform
the calculation in particle basis so that the Coulomb interaction in the p¯p system can be
taken into account rigorously, and to compute observables and compare them directly with
scattering data for p¯p elastic scattering and for the charge-exchange reaction p¯p → n¯n.
Annihilation processes that occur predominantly at short distances reduce the magnitude
of the S-wave amplitudes so that higher partial waves start to become import at much
lower energies as compared to what one knows from the NN interaction. Thus, without
a realistic description of higher partial waves, and particularly of the D-waves, it is not
meaningful to confront the amplitudes resulting from our NNLO interaction directly with
N¯N data and, therefore, we have refrained from doing so in the present work.
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NLO NNLO
1S0
0.412 − i 0.887 0.410− i 0.895
0.413− i 0.884 0.405− i 0.893
0.412− i 0.889 0.411− i 0.903
0.414− i 0.888 0.410− i 0.911
3S1
0.894 − i 0.889 0.903− i 0.897
0.896− i 0.895 0.903− i 0.897
0.890− i 0.889 0.910− i 0.899
0.897− i 0.883 0.904− i 0.893
3P0
− 0.859 − i 3.725 −0.710− i 3.657
−0.550− i 4.060 −0.373− i 3.789
−0.952− i 3.787 −0.589− i 3.521
−0.654− i 4.239 −0.334− i 3.518
1P1
−0.963− i 0.221 −1.008− i 0.227
−0.980− i 0.239 −1.033− i 0.270
−0.965− i 0.217 −1.044− i 0.242
−0.986− i 0.243 −1.055− i 0.299
3P1
1.428− i 0.198 1.377− i 0.204
1.422− i 0.198 1.369− i 0.227
1.434− i 0.191 1.333− i 0.225
1.423− i 0.204 1.344− i 0.260
3P2
−0.274− i 0.359 −0.364− i 0.394
−0.314− i 0.241 −0.482− i 0.322
−0.254− i 0.343 −0.432− i 0.440
−0.281− i 0.217 −0.575− i 0.436
Table 3.6: scattering lenghs (in fm) for S-wave and scattering volumes (in fm3) for P−waves
in the particle channel p¯p → p¯p. For each partial wave, the four numbers from top to
bottom for NLO correspond to cutoffs {Λ, Λ˜} ={450, 500} MeV, {600, 500} MeV, {450,
700}MeV, {600, 700}MeV, respectively, whereas for NNLO they are {Λ, Λ˜} ={450, 500}
MeV, {650, 500} MeV, {450, 700} MeV, {650, 700} MeV.
Chapter 4
The electromagnetic form factors of
the proton in the timelike region ∗
4.1 Introduction
The electromagnetic form factors (EMFFs) of the proton and the neutron play an im-
portant role in our understanding of the nucleon structure. Experimental and theoretical
studies of these quantities in the spacelike region, i.e. in electron-proton scattering, started
already more than half a century ago. Over the last decades there is also an increased in-
terest in their properties in the timelike region, accessible in the reactions p¯p→ e+e− and
e+e− → p¯p, as witnessed by various publications [174–183] and a recent extensive review
article [184]. In particular, the observation of a strong energy dependence of the proton
EMFFs close to the p¯p threshold, i.e. at momentum transfers q2 ≃ (2Mp)2, has attracted
quite some attention. This behavior was first reported by the PS170 collaboration [185],
and detected in a measurement of the p¯p→ e+e− reaction cross section at LEAR. In recent
years the BaBar collaboration has measured the cross section for the time-reversed process
e+e− → p¯p [186, 187]. Their data are of similar precision as those from the PS170 collab-
oration and cover also energies very close to the p¯p threshold. The form factor deduced
from those data substantiates the finding of the PS170 collaboration.
A strong dependence of the proton EMFFs on the momentum transfer simply reflects
the fact that the underlying (measured) e+e− → p¯p cross section shows a significant en-
hancement near the p¯p threshold. Such near-threshold enhancements were also reported in
entirely different reactions involving the p¯p system, for example, in the ψ(3686)→γp¯p [113]
and the B+ → p¯pK+ [111] decays, and in particular in the radiative decay J/ψ → γp¯p
[110, 113]. For the latter case several explanations have been put forth, including scenar-
ios that invoke NN¯ bound states or so far unobserved meson resonances. However, it
was also shown that a conventional but plausible interpretation of the data can be given
simply in terms of the final-state interaction (FSI) between the produced proton and an-
tiproton [114–117, 188]. Specifically, calculations of our group, utilizing the Ju¨lich NN¯
∗This chapter has been published online, arXiv:1405.1628 [nucl-th], and is submitted for publication.
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model [92–94] and performed within the Watson-Migdal approach [27,28], could reproduce
the mass dependence of the p¯p spectrum close to the threshold by the S-wave p¯p FSI for
various decays [116,118,122].
The success of those investigations suggests that the same effects, namely the FSI be-
tween proton and antiproton, could be also responsible for the near-threshold enhancement
in the e+e− → p¯p cross section and, accordingly, for the strong q2 dependence of the proton
EMFF in the timelike region near q2 ≈ (2Mp)2. Indeed, a few years ago we have stud-
ied the energy dependence of the e+e− ↔ p¯p cross section close to threshold, within the
Watson-Migdal approach [119]. We could show that the near-threshold enhancement in the
e+e− → p¯p cross section can be explained qualitatively by p¯p FSI effects in the 3S1 partial
wave as generated by the Ju¨lich nucleon-antinucleon model [92]. Similar results were also
reported by other authors based on somewhat different approaches and employing other
N¯N interactions [126,189–194].
The present study of the proton EMFF in the timelike region aims at an improvement
of our earlier work [119] in various aspects: First and foremost the new calculation of the
e+e− ↔ p¯p transition is based on a refined and formally exact treatment of the effects
from the N¯N interaction in the initial or final state. Second, we take into account the
coupling between the 3S1 and
3D1 partial waves. In the commonly adopted one-photon
approximation these are the only two partial waves that can contribute. The inclusion
of the 3D1 state allows us to extend the energy range of our study. Furthermore, it
enables us to obtain non-trivial results for angular distributions and compare those to
available data, and we can make concrete predictions for (not yet measured) spin-dependent
observables. Finally, in the meantime results of a new partial-wave analysis (PWA) of p¯p
scattering data have been published [108]. Based on that work an N¯N potential has
been constructed by us, see Chap. 3, in the framework of chiral effective field theory
(EFT), that reproduces the amplitudes determined in the PWA very well up to laboratory
energies of Tlab ≈ 200− 250 MeV. This potential will be now employed for the final-state
interaction, besides the phenomenological N¯N model of the Ju¨lich group [92] used in our
earlier work [119].
The paper is structured in the following way: In the subsequent section we summarize
the formalism. Specifically, we provide details about how the p¯p FSI is included in our
calculation. In Sect. 3 we compare our results with measured integrated and differential
cross sections for the reactions e+e− → p¯p and p¯p → e+e− in the region near the p¯p
threshold. Furthermore, we provide predictions for spin-dependent observables for which
so far there is no experimental information. Finally, we present results for the EMFFs GE
and GM , for their ratio as well as for the relative phase. The paper closes with a summary.
4.2. FORMALISM 83
4.2 Formalism
We adopt the standard conventions so that the differential cross section for the reaction
e+e− → p¯p is given by [184]
dσ
dΩ
=
α2β
4s
Cp(s)
[
|GM(s)|2 (1 + cos2θ) +
4M2p
s
|GE(s)|2 sin2θ
]
. (4.1)
Here, α = 1/137.036 is the fine-structure constant and β = kp/ke a phase-space factor,
where kp and ke are the center-of-mass three-momenta in the p¯p and e
+e− systems, re-
spectively, related to the total energy via
√
s = 2
√
M2p + k
2
p = 2
√
m2e + k
2
e . Further,
me (Mp) is the electron (proton) mass. The S-wave Sommerfeld-Gamow factor Cp(s) is
given by Cp = y/(1− e−y) with y = παMp/kp. GE and GM are the electric and magnetic
form factors, respectively. The cross section as written in Eq. (4.1) results from the one-
photon exchange approximation and by setting the electron mass me to zero (in that case
β = 2kp/
√
s). We will restrict ourselves throughout this work to the one-photon exchange
so that the total angular momentum is fixed to J = 1 and the e+e− and N¯N system can
be only in the partial waves 3S1 and
3D1. We use the standard spectral notation
(2S+1)LJ ,
where S is the total spin and L the orbital angular momentum. Let us mention that there
are indications that two-photon exchange contributions are important in the spacelike re-
gion and can account for the discrepancy between the form factor values extracted from
polarization data and from Rosenbluth separation of cross section data [195–200]. Their
importance in the timelike region is less clear, see for example Refs. [201,202].
The integrated reaction cross section is readily found to be
σe+e−→p¯p =
4πα2β
3s
Cp(s)
[
|GM(s)|2 +
2M2p
s
|GE(s)|2
]
. (4.2)
Another quantity used in various analyses is the effective proton form factor Geff which
is defined by
|Geff(s)| =
√√√√ σe+e−→p¯p(s)
4πα2β
3s
Cp(s)
[
1 +
2M2p
s
] . (4.3)
In the helicity basis, the amplitudes for the reaction e+e− → p¯p for one-photon exchange
are given by [203,204]
φ1 = 〈++ |F |++〉 = −2meMpα
s
cos θ GE = 〈++ |F | − −〉 = φ2 ,
φ3 = 〈+− |F |+−〉 = −α
2
(1 + cos θ) GM ,
φ4 = 〈+− |F | −+〉 = −α
2
(1− cos θ) GM , (4.4)
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φ5 = 〈++ |F |+−〉 = Mpα√
s
sin θ GE = −〈++ |F | −+〉 = −φ7 ,
φ6 = 〈+− |F |++〉 = −meα√
s
sin θ GM = −〈−+ |F |++〉 = −φ8 .
For convenience we include the electron mass explicitly here and in the formulae below
and also in our numerical calculation. In terms of those amplitudes the differential cross
section is given by
dσ
dΩ
=
1
2s
β Cp
8∑
i=1
|φi|2 , (4.5)
which reduces to the result in Eq. (4.1) forme → 0. Note that the amplitudes for the inverse
reaction p¯p→ e+e− are given by the same expressions but with the obvious replacements
φ5 → −φ6 and φ6 → −φ5.
In order to implement the FSI we perform a partial wave projection of the e+e− → p¯p
amplitudes and switch from the helicity basis to the more convenient LSJ representation.
The corresponding formalism is documented in various publications in the literature. We
follow here the procedure described in detail in the Appendices B and C of Ref. [205].
Then we end up with four amplitudes, corresponding to the coupling between the e+e−
and the p¯p systems and the coupled 3S1 − 3D1 partial waves. We can write these in the
form FLL′ , where L
′(L) = 0, 2 characterizes the orbital angular momentum in the initial
(final) state. The explicit expressions for the reaction e+e− → N¯N are
F µν2 2 = −
2α
9
[
GM − 2Mp√
s
GE
] [
1− 2me√
s
]
,
F µν0 0 = −
4α
9
[
GM +
Mp√
s
GE
] [
1 +
me√
s
]
,
F µν0 2 = −
2
√
2α
9
[
GM +
Mp√
s
GE
] [
1− 2me√
s
]
,
F µν2 0 = −
2
√
2α
9
[
GM − 2Mp√
s
GE
] [
1 +
me√
s
]
. (4.6)
For reasons of clarity we include in Eq. (4.6) and in the next few lines superscripts for the
channels (ν = e+e− and µ = p¯p), but we will omit them again later in order to simplify
the notation. Time reversal invariance requires that F µνLL′(p, p
′) = F νµL′ L(p
′, p) so that for
the reaction p¯p→ e+e− the amplitudes F0 2 and F2 0 are interchanged.
It is obvious from Eq. (4.6) that the amplitude F µνLL′ can be written as a product of
factors, which is simply a consequence of the one-photon exchange which amounts to an
s-channel pole diagram in the reactions e+e− ↔ p¯p. The factors correspond to the e+e−γ
and p¯pγ vertices, respectively, and reflect whether the coupling occurs in an S or D wave.
Thus, we can write the amplitude in the form (L, L′ = 0, 2)
F µνLL′ = −
4α
9
VµL VνL′ , with
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Figure 4.1: Graphic representation of our treatment of the reaction e+e− → p¯p. The small
(large) filled circle symbolizes the bare (dressed) N¯Nγ vertex while T stands for the N¯N
scattering amplitude.
Vµ0 =
(
GM +
Mp√
s
GE
)
, Vµ2 =
1√
2
(
GM − 2Mp√
s
GE
)
, (4.7)
and similar expressions for VνL, the vertex functions of the e+e− pair. The FSI effects due
to the p¯p interaction influence only the p¯p vertex and that means only VµL (simply denoted
by VL in the following), see Fig. 4.1. These effects can be calculated rigorously and within
our formalism they amount to evaluating the equation
VL′(k;Ek) = V0L′(k) +
∑
L
∫ ∞
0
dp p2
(2π)3
V0L(p)
1
2Ek − 2Ep + i0+TLL
′(p, k;Ek) , (4.8)
where the first term on the right-hand side, the so-called Born term, represents the bare
N¯N production vertex V0L and the integral provides the dressing of this vertex via N¯N
rescattering. The quantity TLL′(p, p
′;Ek) is the N¯N scattering amplitude in the coupled
3S1−3D1 partial wave and is the solution of a corresponding Lippmann-Schwinger equation:
TL′′L′(p
′′, p′;Ek) = VL′′L′(p′′, p′) +∑
L
∫ ∞
0
dp p2
(2π)3
VL′′L(p
′′, p)
1
2Ek − 2Ep + i0+TLL
′(p, p′;Ek) , (4.9)
see Chap. 3 . For the potential V in Eq. (4.9) we utilize the interaction derived within
chiral EFT reported in Chap. 3 and one of the phenomenological N¯N models constructed
by the Ju¨lich group [92]. In the above equations
√
s = 2Ek = 2
√
M2p + k
2, where k is the
p¯p on-shell momentum.
The bare N¯Nγ vertex functions, V0L (L=0, 2) in Eq. (4.8), can be written in terms
of bare EMFFs, G0E and G
0
M , in complete analogy to Eq. (4.7). On a microscopic level
these quantities are given by the direct coupling of the photon to the N¯N system. But
they can be also expressed in terms of the coupling of the photon to the hadrons through
86 CHAPTER. 4. PROTON FORM FACTORS IN THE TIMELIKE REGION
intermediate vector mesons (ρ, ω, φ, etc.) which forms the basis of the vector meson
dominance (VMD) model [180, 183, 206, 207]. There will be also contributions to V0L (or,
equivalently, to G0E and G
0
M) from intermediate mesonic states such as γ → π+π− → p¯p,
etc. Thus, in principle, V00 and V02 are complex and can depend on the total energy and
on the (off-shell) momentum of the N¯N system.
In the present study we assume that the whole energy dependence of the dressed vertex
functions VL is generated by the FSI alone and that V00 and V02 themselves are energy-
independent. In particular, we interpret the explicit dependence of V0L on
√
s that is
implied by Eq. (4.7) as a dependence on the momentum of the N¯N system. Accordingly,
we use
V00 (p) =
(
G0M +
Mp
2Ep
G0E
)
=
(
G0M +
Mp
2
√
M2p + p
2
G0E
)
,
V02 (p) =
1√
2
(
G0M −
Mp
Ep
G0E
)
=
1√
2
(
G0M −
Mp√
M2p + p
2
G0E
)
, (4.10)
for the bare vertex functions, where p is the center-of-mass momentum in the N¯N system,
and we assume that G0E and G
0
M are real and constant.
The replacement
√
s→ 2Ep is anyhow required in order to guarantee the correct thresh-
old behavior of the D-wave vertex function V02 (p) which has to behave like ∝ p2. Indeed,
the partial-wave representation of the e+e− ↔ p¯p amplitudes in form of Eqs. (4.7) or (4.10)
is rather instructive because it makes clear that the condition G0E = G
0
M and/or GE = GM
at the p¯p threshold is mandatory for implementing the proper threshold behavior of the
D-wave amplitude. Assumptions like |GE| = 0 imposed in the past in an analysis of the
neutron form factor in the timelike region for energies fairly close to the threshold [209]
constitute a drastic violation of this condition.
Our assumption that G0E and G
0
M are constant automatically implies that we have to
set G0E = G
0
M . G
0
E (G
0
M) is taken to be real because any overall phase drops out in the
evaluation of observables. Thus, there is only a single free parameter in our calculation.
The bare vertex functions V00 and V02 are calculated from Eq. (4.10) and inserted into
Eq. (4.8). Due to the FSI the resulting dressed vertex functions V0 and V2 are energy-
dependent and also complex. Inverting Eq. (4.7) we can obtain GE and GM and then
evaluate any e+e− ↔ p¯p observable based on the formulae provided at the beginning of
this section. Note that also GE and GM are complex quantities and, in general, GE 6= GM
where the difference is likewise solely due to the FSI.
4.3 Results
For evaluating the FSI effects we employ amplitudes generated from an N¯N interaction
that was recently derived by us within chiral EFT, see Chap. 3. In that reference, N¯N
potentials up to next-to-next-to-leading order (NNLO) were constructed, based on a mod-
ified Weinberg power counting, in close analogy to pertinent studies of the nucleon-nucleon
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interaction [106]. The low-energy constants associated with the arising contact interactions
are fixed by a fit to phase shifts and inelasticities provided by a recently published phase-
shift analysis of p¯p scattering data [108]. In the 3S1 − 3D1 partial wave that is needed for
the study of the reaction p¯p↔ e+e− good overall agreement with the antinucleon-nucleon
phase shifts and inelasticities was obtained up to laboratory energies of around 200 MeV
(see Chap. 3). For convenience the corresponding results are reproduced here, see Fig. 4.2.
Accordingly, in the present study we restrict ourselves to excess energies Q =
√
s− 2Mp of
around 100 MeV in the N¯N system. In any case, it is primarily the threshold region where
we expect that FSI effects are relevant and determine the energy dependence of the ob-
servables. At higher kinetic energies or, generally, over a larger energy region, the intrinsic
energy- and momentum dependence of the N¯N production mechanism itself may become
significant or even dominant and then our assumption that G0E and G
0
M are constant is no
longer valid.
Besides the EFT interaction we consider again the Ju¨lich NN¯ model A(OBE) [92],
which has already been used in our earlier study [119].
Results for the e+e− → p¯p reaction cross section are displayed in Fig. 4.3 as a function
of Q and compared with experiments [186, 187, 208, 209]. We are interested in the near-
threshold region and, therefore, we compare to the BaBar data with a smaller bin size
listed in Table VII of their papers [186,187]. Since the old and new BaBar data are given
for precisely the same bins we shifted the 2006 data [186] to slightly higher Q values in
Fig. 4.3 for a better discrimination.
As said above, there is only a single parameter in our calculation, namely G0E, which, in
essence, amounts to an overall normalization factor. It is fixed by a χ2 fit to the e+e− → p¯p
cross section data up to Q ≈ 60 MeV for each of the considered N¯N interactions. We want
to emphasize again that the energy dependence of the cross section itself is not influenced
by this parameter. It is given entirely by the FSI effects generated by the various potentials.
In case of the EFT interactions (at NLO and NNLO) bands are shown. Those bands reflect
the cutoff dependence of the corresponding results and can be viewed as an estimate for
the theoretical uncertainty of the interactions, cf. the discussion in Chap. 3.
Obviously the energy dependence of the e+e− → p¯p cross section is very well reproduced
by all N¯N potentials considered for the FSI, over the whole energy range up to 100 MeV.
This is reflected in the achieved χ2/dof which amounts to 0.81 · · · 1.01 and 0.63 · · · 0.71 for
the NLO and NNLO interactions, respectively, and to 0.64 for the Ju¨lich model A(OBE).
This is a strong support for the conjecture that the energy dependence exhibited by the
cross section is dominated more or less completely by the one of the N¯N interaction. It
is interesting to compare the present result with that of our earlier study [119], where
only the 3S1 partial wave was taken into account and which relied on the Migdal-Watson
approximation with regard to the treatment of FSI effects. In that work only the rapid
rise of the cross section close to the threshold could be reproduced and visible deviations
started already at excess energies around 50 MeV. Now, with the coupling to the 3D1
partial wave included and an accurate treatment of the FSI effects, there is quantitative
agreement with the data (within the error bars) up to significantly higher energies.
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Figure 4.2: Real and imaginary parts of the phase shift in the 3S1–
3D1 partial wave in
the isospin I = 0 and I = 1 channels. The red/dark band shows the chiral EFT results
up to NNLO while the green/light band are results to NLO. The bands reflect the cutoff
dependence of the results as discussed in Chap. 3. The solid line is the prediction of the
Ju¨lich N¯N model A(OBE) [92]. The circles represent the solution of the partial-wave
analysis of Ref. [108].
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Figure 4.3: Cross section of the reaction e+e− → p¯p as a function of the excess energy. The
data are from the DM1 [208] (triangles), FENICE [209] (squares), and BaBar [186] (empty
circles), [187] (filled circles) collaborations. The red/dark band shows results based on the
N¯N amplitude of the chiral EFT interaction up to NNLO while the green/light band are
those for NLO. The solid line is the result for the N¯N amplitude predicted by the Ju¨lich
model A(OBE) [92]. The BaBar 2006 data are shifted to slightly higher Q values, see text.
The results in Fig. 4.3 and those presented below are all obtained by using the p¯p
amplitude in Eq. (4.8) which is the sum of the isospin I = 0 and I = 1 amplitudes, i.e.
T p¯p = (T I=1 + T I=0)/2. However, we did perform exploratory calculations employing also
T I=1 and T I=0 separately. The corresponding results turned out to be very similar to each
other and also to the one based on the p¯p amplitude. Indeed, in all cases we obtain excellent
agreement with the energy dependence exhibited by the data. Thus, we do not see any
evidence for a possible dominance of the isoscalar amplitude as suggested in Ref. [193].
A comparison with data for the inverse reaction, p¯p → e+e−, that were taken by the
PS170 Collaboration at LEAR is provided in Fig. 4.4. This cross section is related to the
one for e+e− → p¯p by detailed balance and time-reversal invariance, i.e. by
σp¯p→e+e− ≃ k
2
e
k2p
σe+e−→p¯p . (4.11)
There is a well-known systematical difference between the e+e− → p¯p and p¯p→ e+e− cross
section data [184], where the latter are smaller by a factor of about 1.47. But once we take
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Figure 4.4: Cross section of the reaction p¯p→ e+e− as a function of the excess energy. The
data are from the PS170 [185] collaborations. Same description of curves as in Fig. 4.3.
that into account by a proper renormalization of our results (using the same renormalization
factor for all considered N¯N interactions) we reproduce the PS170 measurement rather
nicely as can be seen in Fig. 4.4. Obviously, the energy dependence of the p¯p → e+e−
cross section revealed by the PS170 data [185] is perfectly consistent with the one of the
e+e− → p¯p data measured by the BaBar collaboration [186,187].
Results for the effective proton form factor in the timelike region, defined in Eq. (4.3), are
displayed in Fig. 4.5. Data for this quantity, which provides a quantitative indication for the
deviation of the measured cross section from the point-like case [184] can be readily found
in those publications where experiments for e+e− ↔ p¯p were reported [186, 187, 208, 209].
The effective form factor for the point-like case would be simply a straight line in Fig. 4.5,
i.e. there would be no dependence on the excess energy. The experimental form factor,
on the other hand, shows a significant rise for energies close to the threshold as already
mentioned in the Introduction. Our results that include the N¯N FSI are very well in
line with this behaviour. This is not surprising in view of the fact that we reproduce the
e+e− ↔ p¯p cross sections that form the basis for determining the effective proton form
factor, see Eq. (4.3).
There is also experimental information on angular distributions. For the reaction
e+e− → p¯p such distributions are provided for different intervals of the p¯p invariant
mass [186, 187]. We consider here solely the lowest two, because only those concern the
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Figure 4.5: Effective proton form factor, defined in Eq. (4.3), as a function of the ex-
cess energy. The data are from the DM1 [208] (triangles), FENICE [209] (squares), and
BaBar [186] (empty circles), [187] (filled squares) collaborations. Same description of curves
as in Fig. 4.3. The BaBar 2006 data are shifted to slightly higher Q values, see text.
energy region for which our EFT N¯N potentials are designed. The corresponding intervals
in terms of the excess energies are 0 ≤ Q ≤ 73 MeV and 73 ≤ Q ≤ 148 MeV. It is clear
that data which sample over such a large energy range cannot reflect any more subtle
variations of the angular distribution with energy. Thus, we perform our calculations for
the average energies of those intervals, namely Q = 36.5 MeV and 110.5 MeV. The results
are confronted with the BaBar data in Fig. 4.6. There is a remarkable agreement in case
of EFT interactions. We want to emphasize that the angular distributions are genuine
predictions. They are completely fixed by the properties of the employed N¯N FSI. Note
that the overall normalization is arbitrary because only the number of events are given in
Refs. [186,187]. Again the 2006 data [186] are slightly shifted for a better discrimination.
In case of p¯p → e+e− proper differential cross sections were measured, at laboratory
momenta of 416, 505, 581, 681, and 888 MeV/c [185]. Also here we restrict ourselves
to energies within the range where our EFT interactions are applicable which means we
compare our results to the data at the first four momenta only. The corresponding excess
energies are 43.5, 62.6, 80.9 and 107.5 MeV, respectively, and pertinent results are presented
in Fig. 4.7. Again there is reasonable agreement of the results based on the EFT interactions
with the trend exhibited by the experiment.
92 CHAPTER. 4. PROTON FORM FACTORS IN THE TIMELIKE REGION
-1 -0.5 0 0.5 1
cos(θ)
0
50
100
150
200
Ev
en
ts
/0
.2
BABAR 2006
BABAR 2013
-1 -0.5 0 0.5 1
cos(θ)
0
50
100
150
200
250
Ev
en
ts
/0
.2
BABAR 2006
BABAR 2013
Figure 4.6: Differential cross section for e+e− → p¯p at the excess energies Q = 36.5 MeV
(left) and Q = 110.5 MeV (right). The data are an average over 0 ≤ Q ≤ 73 MeV and over
73 ≤ Q ≤ 148 MeV, respectively, and are taken from Refs. [186, 187]. Same description of
curves as in Fig. 4.3. The BaBar 2006 data are slightly shifted, see text.
Note that in both cases the highest considered energy, Q ≈ 110 MeV (Tlab ≈ 220
MeV), is already in a region where our NLO and NNLO interactions no longer reproduce
the p¯p amplitudes of the PWA sufficiently well, see Fig. 4.2. Thus, those results may be
questionable and they are also afflicted by large uncertainties as reflected by the bands.
We show them only for illustrative purposes.
The prediction based on the phenomenological Ju¨lich model disagrees with the trend
shown by the BaBar data at the higher energy but is still in line with the PS170 measure-
ment at practically the same excess energy (Q ≈ 107 MeV). This N¯N potential produces
a different D wave admixture in the e+e− ↔ p¯p amplitude as compared to the EFT inter-
actions – which is not surprising in view of the differences in the corresponding N¯N phase
shifts, cf. Fig. 4.2. Obviously, the differential cross sections are more sensitive to details of
the N¯N interaction than the (energy dependence of the) integrated cross section where the
results for all N¯N considered interactions more or less coincide. Thus, it would be indeed
very valuable to have further data on differential cross sections with improved statistics.
Since our calculation agrees rather well with all measured e+e− ↔ p¯p observables in
the near-threshold region it is instructive to consider now predictions for other quantities
like spin observables and also for the EMFFs GE and GM themselves. Results for the
latter are presented in Fig. 4.8 where we display the modulus and the argument of the
ratio GE/GM as a function of the excess energy. The ratio |GE/GM | drops to values
slightly below 1 right above the p¯p threshold but quickly turns to values larger than 1 with
increasing energy. At higher energies the EFT interaction fitted to the N¯N PWA and the
Ju¨lich meson-exchange model exhibit different trends for the ratio. Again this is simply
due to differences in the pertinent N¯N amplitudes at these energies, as reflected in the
phase shifts shown in Fig. 4.2. In that figure one can also see that the EFT interaction
does not reproduce the 3D1 phase shifts of the N¯N PWA so well anymore for energies
above Tlab ≈ 130 MeV (Q ≈ 65 MeV). Thus, since the D-waves are responsible for the
deviation of |GE/GM | from 1, one should refrain from associating the results based on our
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Figure 4.7: Differential cross section for p¯p → e+e− at the excess energies Q = 43.5 (a),
62.6 (b), 80.9 (c), and 107.5 MeV (d), respectively. Data are taken from Ref. [185]. Same
description of curves as in Fig. 4.3.
EFT interaction with those implied by the original N¯N amplitudes of the PWA at higher
energies. In any case, there is also an increasing uncertainty due to the cutoff dependence
as visible from the bands.
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Figure 4.8: |GE/GM | and arg(GE/GM) as a function of the excess energy. Data are taken
from Refs. [185] and [187]. Same description of curves as in Fig. 4.3.
Predictions for the phase between GE and GM are shown in Fig. 4.8. It is negative over
a larger energy range starting from the threshold. Also here the EFT interaction and the
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Ju¨lich model exhibit a different behavior for higher energies. Overall, the phase remains
small with values between ±20 degrees.
Finally, let us present some results for spin-dependent observables for the reaction p¯p→
e+e−, in particular, for the analyzing power Ay and the spin-correlation parameters Aij .
These observables can be written in terms of the (e+e− → p¯p) helicity amplitudes given in
Eq. (4.4) following the standard procedure outlined in Refs. [205,210]:
Ay = −(Imφ∗5(φ3 − φ4)− Imφ∗6(φ1 + φ2))/D,
Axx = (Re [φ
∗
1φ2 + φ
∗
3φ4] + |φ5|2 − |φ6|2)/D,
Ayy = (Re [φ
∗
1φ2 − φ∗3φ4] + |φ5|2 + |φ6|2)/D,
Azz = −(|φ1|2 + |φ2|2 − |φ3|2 − |φ4|2 + 2|φ5|2 − 2|φ6|2)/(2D),
Axz = −(Reφ∗5(φ3 − φ4) + Reφ∗6(φ1 + φ2))/D, (4.12)
where D = (
∑8
i=1 |φi|2)/2. Corresponding expressions in terms of GE and GM are written
as [201,203,211–213]
Ay =
2Mp sin 2θ Im (G
∗
EGM)/
√
s
(1 + cos2 θ) |GM |2 + 4M2p sin2 θ |GE|2 /s
,
Axx =
sin2 θ(4M2p |GE|2 + |GM |2)/s
(1 + cos2 θ) |GM |2 + 4M2p sin2 θ |GE|2 /s
,
Ayy =
sin2 θ(4M2p |GE|2 /s− |GM |2)
(1 + cos2 θ) |GM |2 + 4M2p sin2 θ |GE|2 /s
,
Azz =
(1 + cos2 θ) |GM |2 − 4M2p sin2 θ |GE|2 /s
1 + cos2 θ) |GM |2 + 4M2p sin2 θ |GE|2 /s
,
Axz =
2Mp sin 2θ Re (G
∗
EGM)/
√
s
(1 + cos2 θ) |GM |2 + 4M2p sin2 θ |GE|2 /s
(4.13)
Our predictions for Ay and Aij at the excess energy Q = 45 MeV are depicted in Figs. 4.9
and 4.10, respectively. These observables show clear symmetry properties in case of the
one-photon exchange approximation considered here, as one can read off the formulae
given in Ref. [203]. Specifically, Ay and Axz are proportional to sin 2θ, and Axx and Ayy
are proportional to sin2 θ. The magnitudes of Ay and Axz are given by the relative phase
of GE and GM , namely by Re (GEG
∗
M) in case of the former and by Im (GEG
∗
M) for the
latter [203]. Predictions for these quantities can be found in Fig. 4.11, again as a function
of the excess energy.
Results for spin-dependent observables have been also published by other authors [178,
192,211,213,214] based on various models, however, in general, for much higher energies.
An issue that arises in the context of any observed enhancement in the near-threshold p¯p
production cross sections or in the corresponding p¯p invariant mass spectra is the question
whether this is a signal for an N¯N bound state. Indeed sometimes it is argued that
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Figure 4.9: Analyzing power for p¯p → e+e− at the excess energy Q = 45 MeV. Same
description of curves as in Fig. 4.3.
-1 -0.5 0 0.5 1
cos (θ)
0
0.2
0.4
0.6
0.8
1
A
x
x
-1 -0.5 0 0.5 1
cos (θ)
0
0.1
0.2
0.3
0.4
A
yy
-1 -0.5 0 0.5 1
cos (θ)
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
A
zz
-1 -0.5 0 0.5 1
cos (θ)
-0.4
-0.2
0
0.2
0.4
A
x
z
Figure 4.10: Spin correlation parameters for p¯p→ e+e− at the excess energy Q = 45 MeV.
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explanations in terms of FSI effects or via an N¯N bound state would mutually exclude each
other. This is clearly not the case as we know very well from studies of near-threshold pion
production in the reaction NN → NNπ [130]. In this case the NN forces in the 1S0 and/or
3S1 final NN state allow one to achieve a quantitative description of the enhancements seen
in the measurements and the very same forces also produce the deuteron bound state in
the 3S1–
3D1 partial wave and a virtual state in the
1S0. Of course, not every enhancement
seen in the experiments is a signal for forces that are strong enough to produce a pole in
the near-threshold region. For example, a pronounced near-threshold enhancement was
also observed in the Λp invariant mass spectrum as measured in the reaction pp→ pΛK+,
see for example [215]. However, evidently there is no near-threshold Λp bound state. Thus,
one has to be cautious with conclusions concerning the existence of such bound states from
production reactions.
Anyway, let us come back to the N¯N interaction investigated here. For the employed
EFT potentials a search for poles near the threshold was performed and the results were
reported in Chap. 3. No bound state was found for the 3S1–
3D1 partial wave in the isospin
I = 1 channel. There is a pole in the I = 0 channel, however, it corresponds to a “binding”
energy of Q0 = +(5.6 · · · 7.7) − i (49.2 · · · 60.5) MeV, depending on the cutoffs, at NLO
and Q0 = +(4.8 · · · 21.3)− i (60.6 · · · 74.9) MeV at NNLO. We used quotation marks above
because the positive sign of the real part of Q0 indicates that these poles are actually
located above the N¯N threshold. They lie on the physical sheet and, therefore, do not
correspond to resonances either. In Ref. [171] such poles are referred to as unstable bound
states.
4.4 Conclusions
We analyzed the reactions p¯p → e+e− and e+e− → p¯p in the near-threshold region with
specific emphasis on the role played by the interaction in the initial- or final N¯N state. The
study is based on the one-photon approximation for the elementary reaction mechanism,
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but takes into account rigorously the effects of the p¯p interaction. For the latter we utilized
the N¯N potential reported in Chap. 3 and also one of the phenomenological N¯N meson-
exchange models constructed by the Ju¨lich group [92].
Our results confirm the conjecture drawn from previous studies [119,126,189–194] that
the pronounced energy dependence of the e+e− ↔ p¯p cross section, seen in pertinent
experiments, is indeed primarily due to the p¯p interaction. However, the evidence provided
now is much more convincing. First the present calculation is technically superior to the
earlier ones because it relies on an rigorous treatment of the FSI effects. Secondly, it utilizes
N¯N amplitudes that have been determined from a PWA. And, finally, by including not
only the 3S1 but also the
3D1 partial wave the energy dependence of the experimental cross
sections can be described quantitatively and over a significantly larger energy region. In
addition, even existing data on angular distributions are well reproduced.
Based on our results for the reactions e+e− ↔ p¯p we can produce reliable predictions
for the proton electromagnetic form factors GE and GM in the timelike region, for q
2 near
the N¯N threshold. The effective proton form factor usually considered in the literature
exhibits a strong q2-dependence for q2 ≈ (2Mp)2 and this behavior is perfectly described
by our calculation. The strong q2-dependence is likewise a consequence of the interaction
in the p¯p system. For the ratio |GE/GM | we predict a non-trivial energy dependence. The
ratio drops to values slightly below 1 right above the N¯N threshold but turns to values
larger than 1 within a couple of MeV. The phase between the form factors, arg(GE/GM),
is negative for energies close to the N¯N threshold with values in the order of −10 to −20
degrees.
The predictions for the differential cross sections, and also for |GE/GM | and arg(GE/GM),
based on the chiral EFT interaction and on the phenomenological Ju¨lich N¯N potential,
show different tendencies with increasing energy. The presently available data (for the
differential cross section) are afflicted with sizable uncertainties and, thus, do not allow to
discriminate between these differences. Moreover, the BaBar and the PS170 data them-
selves seem to be incompatible at higher excess energies as visible, for example, in the
extracted ratio |GE/GM | [187], see also Fig. 4.8. Therefore, it would be very interesting
to perform new measurements of the reactions e+e− ↔ p¯p with improved statistics. As
discussed in the review [184], such experiments could be accomplished at the VEPP-2000
accelerator in Novosibirsk [216] or the BEPC-II collider in Beijing (for e+e− → p¯p), but
also by the P¯ANDA set-up at the planned FAIR facility in Darmstadt [217] (for the in-
verse reaction p¯p → e+e−). Evidently, aside from pinning down the electromagnetic form
factors in the time like region more accurately, such data would also provide further con-
straints on our knowledge of the elementary N¯N interaction where direct information in
the near-threshold region is still rather scarce.
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Conclusions and Outlook
Here we present a summary for what have been done in this thesis.
• for Bl4 decays and the extraction of |Vub|
The Cabibbo–Kobayashi–Maskawa (CKM) matrix element |Vub| is not well-determined
yet. It can be extracted from both inclusive or exclusive decays, like B → π(ρ)lν¯l.
However, in particular the exclusive determination from B → ρlν¯l so far suffers
from a large model dependence. In this thesis, we propose to extract |Vub| from the
four-body semileptonic decay B → ππlν¯l, where the form factors for the pion–pion
system are treated in dispersion theory. This is a model-independent approach that
takes into account the ππ rescattering effects, including the effect of the ρ meson.
We demonstrate that both finite-width effects of the ρ meson as well as scalar ππ
contributions can be considered completely in this way.
• for antinucleon-nucleon interactions below the laboratory energies around 250 MeV.
Results of an exploratory study of the antinucleon-nucleon interaction within chi-
ral effective field theory are reported. The antinucleon-nucleon potential is derived
up to next-to-next-to-leading order, based on a modified Weinberg power counting,
in close analogy to pertinent studies of the nucleon-nucleon interaction. The low-
energy constants associated with the arising contact interactions are fixed by a fit to
phase shifts and inelasticities provided by a recently published phase-shift analysis
of antiproton-proton scattering data. The overall quality of the achieved descrip-
tion of the antinucleon-nucleon amplitudes is comparable to the one found in case
of the nucleon-nucleon interaction at the same order. For most S-waves and several
P -waves good agreement with the antinucleon-nucleon phase shifts and inelasticities
is obtained up to laboratory energies of around 200 MeV.
• for the reactions e+e− ↔ p¯p.
The reactions e+e− → p¯p and p¯p→ e+e− are analyzed in the near-threshold region.
Specific emphasis is put on the role played by the interaction in the initial or final
antinucleon-nucleon state which is taken into account rigorously. For that purpose
the antinucleon-nucleon potentials presented in above, which is derived within chi-
ral effective field theory and fitted to results of a new partial-wave analysis of p¯p
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scattering data published in 2012. Our results provide strong support for the con-
jecture that the pronounced energy dependence of the e+e− ↔ p¯p cross section, also
seen in other pertinent experiments like the notable one J/ψ → γp¯p is primarily
due to the p¯p interaction. Predictions for the proton electromagnetic form factors
GE and GM in the timelike region, close to the antinculeon-nucleon threshold, and
for spin-dependent observables are presented. The steep rise of the effective form
factor for energies closed to the p¯p threshold is explained by solely in terms of p¯p
interaction. The corresponding experimental information is quantitatively described
by our calculation.
The above works can be further improved in some sense and also some other related
topics can be studied. For Bl4 decays, the above results are confined to the region
for ππ invariant mass below 1 GeV, and in principle, one can take into the coupled-
channel effects, i.e., ππ → KK¯ reactions and then the ππ invariant mass can be
extended to a higher region. Meantime these strategies developed for the topic of
Bl4 decays can be easily applied to Dl4 decays, where we wish to provide a reliable
description of form factors for the hadronic transitions since |Vcd| has been very
well measured. For the work on antinucleon-nucleon, as mentioned in Chap. 3, one
can generalize the above analysis to the next-to-next-to-next-to-leading order, where
Coulomb interaction as well as the mass difference between proton and neutron can
be included. Only in that way, one can get a precise treatment of antinucleon-nucleon
interaction and further, the experimental observables will be calculated. With such
more advanced potential, the reactions e+e− ↔ p¯p can be updated. Besides, the
enhancement phenomenon at p¯p threshold are also observed in other reactions, e.g.,
J/ψ → γpp¯, ψ′ → γpp¯ and J/ψ → ωpp¯, and the corresponding theoretical analyses
in view of final state interaction can be done. Some ways to include the final state
interaction has been discussed in Chap. 1.
Appendix A
Further details on Bl4 decays
A.1 Tree-level amplitudes in heavy-meson chiral per-
turbation theory
Calculating the tree-level diagrams in Fig. 2.2 in heavy-meson chiral perturbation the-
ory, one obtains the corresponding amplitudes [59] (A–D, in obvious correspondence to
diagrams (A)–(D))
A = ifB
4f 2π
pµB , B = ipµ−B(1) + ipµBB(2) ,
B(2) = −gfB
2f 2π
v · p−
v · p− +∆ = −
v · p−
mB
B(1) ,
C = ipµBC(1) + ǫµαβγpBαp−βp+γC(2) ,
C(1) = −g
2fB
2f 2π
p+ · p− − (v · p+)(v · p−)
[v · (p+ + p−)][v · p− +∆] ,
C(2) = −g
2fB
2f 2π
1
[v · (p+ + p−) + ∆] [v · p− +∆] ,
D = ipµBD(1) , D(1) = −
fB
4f 2π
v · (p+ − p−)
v · (p+ + p−) . (A.1)
Identifying the contributions to the individual decay form factors, we find for these as the
leading-order (LO) results
F LO = RLO−GLO, GLO = mB
2
B(1), HLO = −m
3
B
2
C(2),
RLO = −mBfB
4f 2π
−mB
(
B(2) + C(1) +D(1)
)
. (A.2)
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From these, it is then straightforward to identify the pole contributions given in Eq. (2.20),
as well as the non-pole pieces of Eq. (2.23).
It is obvious that all diagrams (A)–(D) are formally of O(p0) in terms of soft pion
momenta. Note, however, that all pieces proportional to pµB = P
µ + Lµ are effectively
suppressed: the part ∝ Lµ enters the form factor R, which is suppressed by the small
lepton mass and neglected throughout the main text, while the part ∝ P µ leads to a
chiral suppression by one order (and is at least partially an artifact of the heavy-meson
approximation anyway). As a consequence, the only leading contributions are given by the
amplitudes B(1) and C(2) in the above, and hence the B∗ pole graphs. This was already
pointed out in Ref. [65].
A.2 Dispersive representations for polynomial inho-
mogeneities
Consider a partial wave f(s) given at tree level as a constant, f tree(s) = A. In this case, we
can write down the dispersive representation including final-state interactions right away,
if we assume a certain high-energy behavior of the amplitude: it is given as
f(s) = AΩ(s) , (A.3)
with the Omne`s function Ω(s). Here, we assume (as in the main text) an Omne`s function
falling according to 1/s, i.e. given by a phase shift approaching π asymptotically, and a
partial wave that vanishes in the same way for large s. This assumption prevents us from
multiplying Ω(s) with a polynomial of higher degree.
However, in the spirit of the solution discussed in the main text, it should also be
possible to treat this constant as an inhomogeneity, and reconstruct the same solution
from the corresponding formalism. Our solution is then of the form
f(s) = A+ Ω(s)
{
a+ a′s+
s2
π
∫ ∞
4M2pi
A sin δ(s′)ds′
|Ω(s′)|s′2(s′ − s)
}
, (A.4)
where we have chosen the minimal number of subtractions (two) required to make the
dispersion integral converge. Note that the subtraction constants a, a′ are not a priori
fixed from the tree-level input; we can set a = 0 by requiring the normalization of the
amplitude at s = 0 to match the tree-level input. The integral in Eq. (A.4) can be
performed explicitly, using a dispersive representation of the inverse of the Omne`s function
Ω−1(s) = 1− Ω˙(0) s− s
2
π
∫ ∞
4M2pi
sin δ(s′)ds′
|Ω(s′)|s′2(s′ − s) , (A.5)
where Ω˙(0) = dΩ(s)/ds|s=0. As a result, we find
f(s) = Ω(s)
{
A+
[
a′ − A Ω˙(0)]s} . (A.6)
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Therefore, Eq. (A.3) is reproduced if we choose a = 0, a′ = A Ω˙(0). We essentially apply
the same requirement on the high-energy behavior as in Eq. (A.3): terms that do not
vanish for large s are only cancelled for this specific choice of a′.
More generally, if we match to a tree-level amplitude of the form Asn, demanding the
same leading behavior near s = 0 such that all subtraction terms ∝ sm≤n can be put to
zero, the solution using this tree-level input as an inhomogeneity,
Asn + Ω(s)
{
a′sn+1 +
sn+2
π
∫ ∞
4M2pi
As′n sin δ(s′)ds′
|Ω(s′)|s′n+2(s′ − s)
}
, (A.7)
agrees with the “ canonical ” solution AsnΩ(s), with the “ correct ” high-energy behavior,
only if a′ = A Ω˙(0).
A.3 Kinematical relations
To specify the angles in Sec. 2.2 more precisely, let ~p+ be three-momentum of π
+ in Σ2π
and ~pl the three-momentum of l in the system of Σlv. In Fig. 2.1, ~v denote a unit vector
of direction of flight of dipion in ΣB and ~c(~d) a unit vector along the projection of ~p+ (~pl)
perpendicular to ~v (−~v),
~c =
(
~p+ − (~v · ~p+)~p+
)
/
[
(~p+)
2 − (~v · ~p+)2
]1/2
~d =
(
~pl − (~v · ~pl)~pl
)
/
[
(~pl)
2 − (~v · ~pl)2
]1/2
.
With these definitions, one has
s = (p+ + p−)2, sl = (pl + pν)2 (A.8)
cos θπ = ~v · ~p+/|~p+|, cos θl = −~v · ~pl/|~pl|
cosφ = ~c · ~d, sinφ = (~c× ~v) · ~d. (A.9)
The physical ranges of these are
4M2π ≤ s ≤ (mB −ml)2
m2l ≤ sl ≤ (mB −
√
s)2
0 ≤ θπ, θl ≤ π, 0 ≤ φ ≤ 2π. (A.10)
Introducing the four-momenta
P = p+ + p−, Q = p+ − p−, L = pl + pν , N = pl − pν , (A.11)
the following Lorentz invariant scalar products can be computed:
P 2 = s, Q2 = 4M2π − s, L2 = sl, N2 = 2m2l − sl
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PQ = 0, LN = m2l
PL =
1
2
(m2B − s− sl)
PN = zlPL+ (1− zl)X cos θl
QL = σπX cos θπ
QN = zlQL+ σπ(1− zl)
[
PL cos θπ cos θl −√ssl sin θπ sin θl cosφ
]
< LNPQ > ≡ ǫµνρσLµN νP ρQσ
= −√sslσπ(1− zl)X sin θπ sin θl sinφ, (A.12)
with
σπ =
√
1− 4M
2
π
s
zl =
m2l
sl
X =
1
2
λ1/2(m2B, s, sl) (A.13)
and the Ka¨lle´n triangle function
λ(a, b, c) = [a− (
√
b+
√
c)2][a− (
√
b−√c)2]
= a2 + b2 + c2 − 2ab− 2ac− 2bc (A.14)
The Mandelstam variables t and u can be defined through
t = (pB − p+)2, u = (pB − p−)2 (A.15)
and one has the relations
t+ u = Σ0 − s
t− u = −2σπX cos θπ (A.16)
Σ0 = 2M
2
π +m
2
B + sl (A.17)
To obtain these equations, we first introduce Lorentz transformation formula, cf. section
“Kinematics” in Ref. [35]. The energy E and three-momentum ~p of a particle with mass
m form a four-vector p = (E, ~p) whose square p2 = E2 − |~p|2 = m2. The velocity of the
particle is ~β = ~p/E. The energy and momentum (E∗, ~p ∗) viewed from a frame moving
with velocity ~βf are given by(
E∗
p∗||
)
=
(
γf −γfβf
−γfβf γf
)(
E
p||
)
, p∗T = pT , (A.18)
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where γf = (1− β2f )−1/2 with βf is the magnitude of ~βf and pT (p||) are the components of
~p perpendicular (parallel) to ~βf . There is a velocity addition law related to the concept of
rapidity for collinear motions,
β31 =
β21 + β32
1 + β21β32
(A.19)
where β21 is the velocity of particle 2 relative to 1, the similar for others. Other 4-vectors
transform in the same way. One can verify that the scalar product of two four-momenta
p1 · p2 = E1E2 − ~p1 · ~p2 is invariant.
We first write out p+, p− in the dipion system Σ2π, applying the Lorentz transformation,
we then get the forms in rest B meson frame ΣB, the same applied to the momenta of
leptons pl, pν . In dipion system Σ2π, we have
Σ2π : p+ =
√
s
2
(1 , σπ sin θπ , 0 , σπ sin θπ)
Σ2π : p− =
√
s
2
(1 , −σπ sin θπ , 0 , −σπ sin θπ). (A.20)
Boosting p+ from dipion system Σ2π to ΣB, one obtains
ΣB : p+ =
(√
~p 2 + sπ
2
+
|~p |
2
σπ cos θπ ,
√
s
2
σπ sin θπ ,
0 ,
|~p |
2
+
√
~p 2 + s
2
σπ cos θπ
)
, (A.21)
similarly, boosting p− from Σ2π to ΣB one gets
ΣB : p− =
(√
~p 2 + s
2
− |~p |
2
σπ cos θπ , −
√
s
2
σπ sin θπ ,
0 ,
|~p |
2
−
√
~p 2 + s
2
σπ cos θπ
)
, (A.22)
where |~p | is the magnitude of three-momentum in the center-of-mass system (CMS) com-
posed by two effective masses
√
s and
√
sl for rest B meson, and reads
|~p | = X
mB
. (A.23)
In the system of lepton pairs Σlν , we have
Σlν : pl =
(√
sl
2
(1 + zl) ,
√
sl
2
(1− zl) sin θl cosφ ,
−
√
sl
2
(1− zl) sin θl sinφ , −
√
sl
2
(1− zl) cos θl
)
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Σlν : pν =
(√
sl
2
(1− zl) , −
√
sl
2
(1− zl) sin θl cosφ ,
√
sl
2
(1− zl) sin θl sinφ ,
√
sl
2
(1− zl) cos θl
)
. (A.24)
Applying Lorenz boost to Eq. (A.24), one gets
ΣB : pl =
(√
|~p |2 + sl
2
(1 + zl) +
|~p |
2
(1− zl) cos θl ,
√
sl
2
(1− zl) sin θl cosφ ,
−
√
sl
2
(1− zl) sin θl sinφ , −|~p |
2
(1 + zl)−
√
|~p |2 + sl
2
(1− zl) cos θl
)
ΣB : pν =
(√
|~p |2 + sl
2
(1− zl)− |~p |
2
(1− zl) cos θl , −
√
sl
2
(1− zl) sin θl cosφ ,
√
sl
2
(1− zl) sin θl sinφ , −|~p |
2
(1− zl) +
√
|~p |2 + sl
2
(1− zl) cos θl
)
. (A.25)
From Eqs. (A.21), (A.22) and (A.25), we then get the expressions for four-momenta
P, Q, L and N in rest frame ΣB,
P =
(√
|~p |2 + s , 0 , 0 , |~p |
)
Q =
(
|~p |σπ cos θπ ,
√
sσπ sin θπ , 0 ,
√
|~p |2 + sσπ cos θπ
)
L =
(√
|~p |2 + sl , 0 , 0 , −|~p |
)
N =
(√
|~p |2 + slzl + |~p |(1− zl) cos θl , √sl(1− zl) sin θl cosφ ,
−√sl(1− zl) sin θl sinφ , −|~p |zl −
√
|~p |2 + sl(1− zl) cos θl
)
(A.26)
Taking Eq. (A.26) at hand, the Lorentz scalar products written in Eq. (A.12) can be
obtained easily. Then part of derivation for dΓ5 is presented in Ref. [52]
A.4 Parametrization of ππ scattering phase shifts
In the Omne`s representation Eq. (2.36), ππ scattering phase shifts are needed as input,
which are known up to 1.42 GeV currently, see Appendix A in Ref. [80]. The parameters
appearing in parametrization can be determined by two ways: unconstrained fits to data
(UFD) and constrained fits (CFD). UFD is just a fitting with simple expressions. With it
they check how well data satisfies dispersion relations. CFD is obtained from the UFD by
imposing simultaneous fulfilment of dispersion relations. It turns out to be that CFD not
only describes the data very precisely, also fulfils the requirement of analyticity, unitarity
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and crossing symmetry. From this point of view, CFD is the more reliable one [218].
Below we review some selected results of Ref. [80], and Eqs. (A.27) to (A.35) are taken
from Ref. [80].
• S−wave
– for s ≤ sM = (0.85 GeV)2,
cot δ00(s) =
√
s
2k
M2π
s− 1
2
z20
{
z20
Mπ
√
s
+ B0 + B1w(s) + B2w(s)
2 +B3w(s)
3
}
,
w(s) =
√
s−√s0 − s√
s+
√
s0 − s, k =
√
s/4−M2π s0 = 4M2K , (A.27)
with the parameters
B0 = 7.14 ± 0.23, B1 = −25.3 ± 0.5, B2 = −33.2 ± 1.2,
B3 = −26.2 ± 2.3, z0 =Mπ. (A.28)
– At intermediate energies for (0.85 GeV)2 ≤ s ≤ 4M2K ,
δ00(s) = d0
(
1− |k2|
kM
)2
+ δM
|k2|
kM
(
2− |k2|
kM
)
+|k2|(kM − |k2|)
(
8δ′M + c
kM − |k2|
M3K
)
(A.29)
and for 4M2K ≤ s ≤ (1.42 GeV)2,
δ00(s) = d0 + B
k22
M2K
+ C
k42
M4K
+D θ(s− 4M2η )
k23
M2η
, (A.30)
with the parameters
k2 =
√
s/4−M2K , k3 =
√
s/4−M2η ,
d0 = (226.5 ± 1.3)◦, c = (−81 ± 290)◦, B = (93.3 ± 2.3)◦,
C = (48.7±, 2.9)◦, D = (−88.3 ± 4.0)◦, (A.31)
where δM = δ(sM), δ
′
M = (dδ(s)/ds) |s=sM are obtained from Eq. (A.27).
• P−wave
– for s ≤ 4M2K ,
cot δ11(s) =
√
s
2k3
(M2ρ − s)
{
2M3π
M2ρ
√
s
+ B0 + B1w(s)
}
,
w(s) =
√
s−√s0 − s√
s+
√
s0 − s,
√
s0 = 1.05 GeV,
B0 = 1.043 ± 0.011, B1 = 0.19 ± 0.05. (A.32)
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– At 4M2K ≤ s ≤ (1.42 GeV)2,
δ11(s) = λ0 + λ1(
√
s
2MK
− 1) + λ2(
√
s
2MK
− 1)2, (A.33)
with λ1 = 1.39 ± 0.18, λ2 = −1.7 ± 0.49 and λ0 is fixed from δ1(4M2K) obtained
from Eq. (A.32) such that the phase shift is continuous.
• D−wave
cot δ02 =

√
s
2k5
(M2f2 − s)M2π {B0 + B1w(s)} , s ≤ 4M2K
√
s
2k5
(M2f2 − s)M2π {B0h + B1hwh(s)} , 4M2K ≤ s ≤ (1.42 GeV)2
(A.34)
and the parameters are given by
w(s) =
√
s−√s0 − s√
s+
√
s0 − s,
√
s0 = 1.05 GeV,
wh(s) =
√
s−√sh − s√
s+
√
sh − s,
√
sh = 1.45 GeV,
B0 = 12.40 ± 0.12, B1 = 10.06 ± 0.16, B1h = 43.2 ± 1.8. (A.35)
Imposing continuity at the matching point fixes B0h from the value of δ
0
2(4M
2
K), see
the first equation in Eq. (A.34).
These phase shift parametrizations till
√
s ≤ 1.42 GeV using the central values of the
above parameters are plotted in Fig. A.1.
Note that both the parameters c in isospin-0 S-wave and Bh2 in isospin-2 D-wave have
large differences between UFD and CFD [80]. The reasons are: for the UFD set, their
equations (called GKPY equation in Ref. [80]) are very badly described in the f0(980)
region and the behavior at this region is controlled by c. That is why it changes a lot
when the dispersion relations are imposed. For the parameter Bh2 in the isospin-2 D-wave
such a difference between UFD and CFD is due to the bad data quality, and once again it
changes dramastically when dispersion relations are imposed into the fits.
At the high energy region beyond (1.42 GeV)2, one conjectures a smooth function by
taking care of the continuity and the asymptotic value Eq. (2.38), for e.g., [219],
δ11H(s) = δ
1
1M(1.42
2) +
(
π − δ11M(1.422)
) s− 1.422
s
(A.36)
with subscript “M, H” representing the parametrization for intermediate (cf. Eq. (A.33))
and high energy region (s ≥ 1.42 GeV)2). An alternative choice is
δ11H(s) = δ
1
1M(1.42
2) +
(
π − δ11M(1.422)
) 2
π
arctan
(
s− 1.422
Λ2
)
(A.37)
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Figure A.1: π π scattering phase shifts for isospin-0 S-, isospin-1 P - and isospin-0 D-waves
up to 1.42 GeV, which are denoted by blue, green and red lines, respectively.
with a free parameter Λ. From the numerical calculations, we found different choices of Λ
have tiny influence on the quantity in the low energy region.
It is important to find a reliable parametrization of ππ (and πK) scattering phase shifts
in the low-energy QCD region. There have been lots of work on it. Another well-known
form is the Schenk parametrization [220],
tan δIl (k) =
√
s− 4M2π
s
k2l
(
4M2π − sIl
s− sIl
){
AIl + B
I
l k
2 + CIl k
4 +DIl k
6
}
, (A.38)
where sIL specifies the value of s at which the phase shifts go through π/2, the negative sign
of s20 indicates δ
2
0 remains below π/2. These parameters have been determined by analysis
of Roy equations [79]. The update for combining it with theoretical inputs for scattering
length from ChPT has been done in Ref. [84]. In Ref. [221], one could find the references
for other works.
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Appendix B
Further details on
antinucleon-nucleon and
nucleon-nucleon interactions
B.1 Solving Lippmann-Schwinger equation
The Lippmann-Schwinger equation for the T operator reads
T (z) = V (z) + V (z)G0(z)T (z), (B.1)
where z indicates the energy dependence of the operators. Defining 〈p′|T (z)|p〉 = T (p′, p, z)
and 〈p′|V (z)|p〉 = V (p′, p, z) 1 one has the expression in the form of matrix elements for a
given partial wave:
T (p′, p, z) = V (p′, p, z) +
∫ ∞
0
dk
(2π)3
k2
z − 2Ek + i0+V (p
′, k, z)T (k, p, z), (B.2)
where the complete set
∫∞
−∞
d3k
(2π)3
|k〉〈 k | = 1 has been used and the angular part has been
projected into partial waves. For simplifing notations, we omit the index of partial waves
L, L′, see Eq. (4.9). To solve Eq. (B.2), we will use the matrix inversion method proposed
by Haftel and Tabakin [222]. In actual cases, only the half-off-shell quantities 2 are needed.
matrix elements are needed. Choosing z = 2Ep = 2
√
p2 +m2N we rewrite Eq. (B.2) as
T (p′, p, 2Ep) = V (p′, p, 2Ep)
+ P
∫ ∞
0
dk
(2π)3
k2
2Ep − 2EkV (p
′, k, 2Ep)T (k, p, 2Ep)
1If not stated otherwise, ~p and ~p ′ are the three-momentum of the initial and final states, repectively,
in the center-of-mass system (CMS); p and p′ are the corresponding magnitudes.
2z = Ei = Ef is called on-shell; z = Ei 6= Ef or z = Ef 6= Ei is called half-off-shell, and z 6= Ei also
z 6= Ef is the full off-shell case, also abbreviated as off-shell, where Ei and Ef denote the energy of initial
and final system, respectively.
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− iπ pEp
2(2π)3
V (p′, p, 2Ep)T (p, p, 2Ep), (B.3)
where the identity
1
x− x′ ± iǫ = P
1
x− x′ ∓ iπδ(x− x
′) (B.4)
has been used and P denotes the principal value. To further simplify the imaginary part,
we have used
δ
(
f(x)
)
=
∑
i
δ(x− xi)
|f ′(xi)| , (B.5)
where xi denotes the roots of f(x) and f
′(x) the derivative of f(x). More apparently,
δ(2Ep − 2Ek) = 1
2
δ(Ek − Ep)
=
1
2
Ep
p
[δ(k − p) + δ(k + p)] . (B.6)
Since the integration starts at zero, the delta-function δ(k+p) does not play role. In order
to implement a computer program that can conveniently calculate the principal value
(singularity sits at k = p), there is a commonly used trick, i.e. recognizing that
P
∫ ∞
0
dk
(2π)3
p2 2Ep
2(p2 − k2)V (p
′, p, 2Ep)T (p, p, 2Ep) = 0. (B.7)
Subtracting it from Eq. (B.3) and noting 1/(Ep−Ek) = −(Ep+Ek)/(k2− p2), we will get
T (p′, p, 2Ep) = V (p′, p, 2Ep)
− P
∫ ∞
0
dk
(2π)3
1
2(k2 − p2)
{
k2(Ep + Ek)V (p
′, k, 2Ep)T (k, p, 2Ep)
−p22EpV (p′, p, 2Ep)T (p, p, 2Ep)
}
− iπ pEp
2(2π)3
V (p′, p, 2Ep)T (p, p, 2Ep). (B.8)
As a matter of fact, in Eq. (B.8), P is not needed anymore, since the function in the bracket
(integrand) already does not involve any singularity. The integration will be performed by
the finite summation, ∫ ∞
0
F (k)dk =
∑
i
siF (ki), (B.9)
where the Gaussian quadrature weights (si) and abscissae (ki) [223] can be used. And for
that purpose, one may need to map the interval [0,∞) to [−1, 1]. Let us look at it in more
detail. Discretizing the off-shell p′, p as N mesh points kj(1 ≤ j ≤ N), and defining kN+1
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as the on-shell momentum, T (p′, p, 2Ep) then becomes a matrix Ti,j = T (ki, kj , 2Ep), with
i, j = 1, . . . , N + 1. The half-off-shell elements have the form
Ti,N+1 = Vi,N+1 −
N+1∑
j=1
ωjVi,jTj,N+1, (B.10)
with
ωj =

k2j sj(EkN+1+Ekj )
2(2π)3(k2j−k2N+1)
, j ≤ N
− 1
(2π)3
k2N+1EkN+1
N∑
m=1
sm
k2m−k2N+1
+ iπ
kN+1EkN+1
2(2π)3
, j = N + 1
. (B.11)
We can rewrite Eq. (B.10) as
Vi,N+1 =
N+1∑
j=1
Ωi,jTj,N+1
Ωi,j = δi,j + ωjVi,j , (B.12)
which is the component form of matrix equation Ω·T = V , where Ω is N+1 by N+1 square
matrix while T, V are N + 1 column vectors. T (ki, kN+1, 2Eq) can thus be easily obtained
by solving the N + 1 linear equations. For coupled system, e.g. 3S1− 3D1, the dimensions
of matrices Ω, T, V will double, i.e., Ω matrix has dimensions (2N+2)×(2N+2), T and V
becomes (2N+2)×2 matrices. As an exercise, one can use the separable potential presented
in Ref. [224] to test the above procedure for solving Lippmann-Schwinger equation.
B.2 Partial-wave decomposition of potentials
For the baryon-baryon interaction including the current case of N¯N , we usually work
with partial waves, in which the phase shifts, bound states, etc., for each partial wave
can be seen. To perform the partial wave decomposition, we closely follow Epelbaum’s
convention [145] to rewrite the potential for two body nucleon-nucleon scattering as
V (~p ′, ~p) = UC + US ~σ1 · ~σ2 + ULS
(
−i~S · (~q × ~k)
)
+ UσL ~σ1 · (~q × ~k) ~σ2 · (~q × ~k) + UT ~σ1 · ~q ~σ2 · ~q. (B.13)
This means we take the convention UC = VC + τ 1 · τ 2WC etc., compared to Eq. (3.9). It
is convenient to follow the steps proposed by Erkelenz et al. [225]:
• express the potentials in the helicity state representation |pˆλ1λ2〉, with pˆ = ~p/p,
λ1, λ2 being the helicity quantum numbers corresponding to initial state particles 1
and 2.
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• Using the transformation matrix 〈pˆλ1λ2|JMλ1λ2〉 (given in Ref. [225]), one could
express the potential in the |JMλ1λ2〉 representation.
• Exploiting the transformation matrix 〈LSJM |JMλ1λ2〉 (also given in Ref. [225]),
one could finally switch to LSJ representation
The final results for singlet-triplet are:
〈J0J |V |J0J〉 = 2π
∫ 1
−1
dx
[
UC − 3US + p′2p2(x2 − 1)UσL − q2UT
]
PJ(x),
〈J1J |V |J1J〉 = 2π
∫ 1
−1
dx
{[
UC + US + 2p
′pxULS − p′2p2(1 + 3x2)UσL + 4k2UT
]
PJ(x)
+
[− p′pULS + 2p′2p2xUσL − 2p′pUT ](PJ−1(x) + PJ+1(x))}, (B.14)
for coupled states it reads
〈J ± 1, 1J |V |J ± 1, 1J〉 = 2π
∫ 1
−1
dx
{
p′p
[− ULS ± 2
2J + 1
(−p′pxUσL + UT )
]
PJ(x)
+
[
UC + US + p
′pxULS + p′2p2(1− x2)UσL
± 1
2J + 1
(
2p′2p2UσL − (p′2 + p2)UT
)]
PJ±1(x)
}
,
〈J ± 1, 1J |V |J ∓ 1, 1J〉 = 2π
√
J(J + 1)
2J + 1
∫ 1
−1
dx
{
− 4p′pUTPJ(x)
+
[
∓ 2p
′2p2
2J + 1
UσL + 2p
′2UT
]
PJ∓1(x)
+
[
± 2p
′2p2
2J + 1
UσL + 2p
2UT
]
PJ±1(x)
}
. (B.15)
Here PJ(x) are the standard Legendre polynomials. For J = 0 the only two non-vanishing
matrix elements are
〈000|V |000〉 = 2π
∫ 1
−1
dxUC − 3US + p′2p2(x2 − 1)UσL − q2UT ,
〈110|V |110〉 = 2π
∫ 1
−1
dx
{
xUC + xUS + p
′p(x2 − 1)ULS
+p′2p2z(1− x2)UσL −
(
(p′2 + p2)x− 2p′p)UT}. (B.16)
The above expression for the on-shell case agrees with Ref. [142] up to an overall factor.
Assuming isospin invariance, the states
pp, nn,
1√
2
(pn+ np) (B.17)
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are degenerate isospin triplets. The combination (pn−np)/√2 is isospin singlet, similar to
the spin case. Recalling that U = V + τ 1 · τ 2W , one has for the total isospin I (I = 0, 1),
U I = V + (4I − 3)W, (B.18)
because
〈I, I ′z |τ 1 · τ 2|I, Iz〉 = 2
[
I(I + 1)− 3
2
]
=
{
1, I = 1
−3, I = 0 . (B.19)
B.3 Miscellany derivation details for the equations in
Sec. 3.2.3
Miscellaneous mathematical derivation processes for the equations in Sec. 3.2.3 are provided
here. The symbol ǫ below is defined as ǫ = 0+, i.e. a positive infinitesimal quantity.
Derivation of Eq (3.18):
q = ǫ− iµ¯
q2 = −µ¯2 + ǫ2 − 2iµǫ
Vi(q) =
2
π
∫ ∞
2Mpi
dµµ
ρi(µ)
µ2 − µ¯2 + ǫ2 − 2iµǫ
=
2
π
∫ ∞
2Mpi
dµµ
ρi(µ)
µ2 − µ¯2 − iǫ ′
= P 2
π
∫ ∞
2Mpi
dµµ
ρi(µ)
µ2 − µ¯2
+
2
π
∫ ∞
2Mpi
dµµiπδ(µ2 − µ¯2)ρi(µ). (B.20)
Using
δ(µ2 − µ¯2) = 1
2µ
[
δ(µ+ µ¯) + δ(µ− µ¯)
]
(B.21)
the integral over the δ-function can be easily done, and thus
ImVi(q)
∣∣∣
q=0+−iµ¯
= ρi(µ¯)
ρi(µ) = Im
[
Vi(0
+ − iµ)
]
. (B.22)
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Derivation of Eq. (3.22):
We first have
d3l = l2 dl d cos θ dφ, (intgration over dφ gives 2π),
ω2− = q
2 + l2 + 4M2π − 2ql cos θ
ω2+ = q
2 + l2 + 4M2π − 2ql cos θ
Σ ≡ q2 + l2 + 4M2π∫ 1
−1
d cos θ
1
ω2−ω2+
=
∫ 1
−1
1
2Σ
( 1
Σ− 2ql cos θ +
1
Σ + 2ql cos θ
)
=
1
2ql
1
2Σ
∫ 1
−1
( 1
Σ− 2 q l cos θ +
1
Σ + 2ql cos θ
)
d(2ql cos θ)
=
1
4Σql
[
ln(Σ + 2q l cos θ)
∣∣∣cos θ=1
cos θ=−1
− ln(2 q l cos θ − Σ)
∣∣∣cos θ=1
cos θ=−1
]
=
1
4Σql
[
ln(Σ + 2ql)− ln(Σ− 2ql)− ln(2ql − Σ) + ln(−2ql − Σ)
]
=
1
4Σql
· 2
[
ln(Σ + 2ql)− ln(Σ− 2ql)
]
. (B.23)
In the last equality, one needs to take care of ln(A) for Re (A) < 0 and Im (A) being an
infinitesimal quantity, and the following relations [4, 226] can be used,
ln(A− i0+) = ln(|A|) + ln(e−iπ) = ln(|A|)− iπ,
ln(A+ i0+) = ln(|A|) + ln(e+iπ) = ln(|A|) + iπ. (B.24)
Replacing M2π by M
2
π − i0+ above (recall the standard Feynman propagator 1/(p2−M2π +
i0+)), one can determine the sign for i0+, and further, the sign for iπ. Here the terms −iπ
and +iπ cancel with each other. Then Eq. (3.22) is proven.
Derivation of Eq. (3.23):
Let us keep in mind the identity
1
x± i0+ = P
1
x
∓ iπδ(x), (B.25)
then
q = ǫ− iµ, ǫ ≡ 0+
l2 + q2 + 4M2π = l
2 − µ2 − 2iµǫ+ ǫ2 + 4M2π
B.3. MISCELLANY DERIVATIONS FOR THE EQUATIONS IN Sec. 3.2.3 117
= l2 − µ2 + 4M2π − iǫ′, ǫ′ ≡ 2µǫ, (B.26)
where we keep O(ǫ) and neglect O(ǫ2). Note that ǫ′ is still a infinitesimal quantity, and
thus only the sign plays a key role. The imaginary part involves a δ-function,
δ(l2 − µ2 + 4M2π) =
1
2
√
µ2 − 4M2π
[
δ(l +
√
µ2 − 4M2π) + δ(l −
√
µ2 − 4M2π)
]
∼ 1
2
√
µ2 − 4M2π
δ(l −
√
µ2 − 4M2π), (B.27)
where the first δ−function does not play a role in integration due to∫ Λ˜
0
f(l) δ(l +
√
µ2 − 4M2π) = 0. (B.28)
Then
l(l2 − q2)
q(l2 + q2 + 4M2π)
→
√
µ2 − 4M2π(2µ2 − 4M2π)
−iµ
1
2
√
µ2 − 4M2π
l2 − q2 → 2µ2 − 4M2π
3g2A
128π2f 4π
· iπ · i 1
µ
(µ2 − 2M2π)
[
8c1M
2
π + c3(2µ
2 − 4M2π)
]
= − 3g
2
A
64πf 4π
(µ2 − 2M2π)
(
2M2π(2c1 − c3) + c3µ2
)
. (B.29)
Under the condition l → √µ2 − 4M2π , q → ǫ − iµ, the logarithm functions in Eq. (3.22)
contributes −iπ,
ln
−2iµǫ+ ǫ2 + 2√µ2 − 4M2π(ǫ− iµ)
−2iµǫ+ ǫ2 − 2√µ2 − 4M2π(ǫ− iµ)
= ln
−2µǫ− iǫ2 − i2ǫ√µ2 − 4M2π + 2µ√µ2 − 4M2π
−2µǫ− iǫ2 + 2iǫ√µ2 − 4M2π − 2µ√µ2 − 4M2π
= ln(2µ
√
µ2 − 4M2π − iǫ′)− ln(−2µ
√
µ2 − 4M2π + iǫ′)
= ln(2µ
√
µ2 − 4M2π)−
[
ln(2µ
√
µ2 − 4M2π) + iπ
]
= −iπ. (B.30)
Derivations of Eqs. (3.25) and (3.26):
In Eqs. (3.12) and (3.14), the q2 in polynomials can be replaced by −µ2 directly, while L(q)
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and A(q)
(
see Eqs. (3.13) and (3.15)
)
for q = ǫ − iµ are the only sources for introducing
imaginary parts. In the following, we will show how ImL(0+ − iµ) and ImA(0+ − iµ) are
calculated. We recall the following relation for determining the multivalued square-root
function,
√
−A− i0+ =
√
Ae−i(π−0+) =
√
Ae−
i
2
(π−0+) = −i
√
A, A > 0 (B.31)
and similarly
√
−A+ i0+ = i
√
A, A > 0. (B.32)
Then
L(q) =
ω
q
ln
ω + q
2Mπ
, ω =
√
q2 + 4M2π
=
√
(ǫ− iµ)2 + 4M2π
ǫ− iµ ln
√
(ǫ− iµ)2 + 4M2π + ǫ− iµ
2Mπ√
ǫ− iµ)2 + 4M2π =
√
−µ2 + 4M2π + ǫ2 − 2iµǫ = −i
√
µ2 − 4M2π , µ ≥ 2Mπ
L(q) =
−i√µ2 − 4M2π
−iµ ln
−i√µ2 − 4M2π − iµ
2Mπ
=
√
µ2 − 4M2π
µ
ln(ρe−i
pi
2 ), ρ ≡
√
µ2 − 4M2π + µ
2Mπ
, (B.33)
thus, it is easily seen
ImL(ǫ− iµ) = −π
2
√
µ2 − 4M2π
µ
. (B.34)
The derivation process for ImA(0+ − iµ) is as follows:
A(q) =
1
2q
arctan
q
2Mπ
A(ǫ− iµ) = 1
2(ǫ− iµ) arctan
ǫ− iµ
2Mπ
=
1
−2iµ arctan
ǫ− iµ
2Mπ
=
1
−2iµ ·
i
2
ln
2Mπ − µ− iǫ
2Mπ + µ+ iǫ
= − 1
4µ
ln
2Mπ − µ− iǫ
2Mπ + µ+ iǫ
= − 1
4µ
[
ln(2Mπ − µ− iǫ)− ln(2Mπ + µ+ iǫ)
]
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= − 1
4µ
[(
ln(µ− 2Mπ)− iπ
)
− ln(2Mπ + µ)
]
= − 1
4µ
(
ln
µ− 2Mπ
µ+ 2Mπ
− iπ
)
,
ImA(ǫ− iµ) = π
4µ
. (B.35)
Derivation of Eq. (3.27):
we will take η
Λ˜(3)
T (see Eq. (3.26)) and ρ
Λ˜(2)
T (see Eq. (3.25)) as specific examples. Let
us leave out the factor −g2A/(128f 4π) · c4 for the sake of writing. The integration part is
performed as follows,
I =
2
π
∫ ∞
2Mpi
dµµ
(4M2π − µ2)/µ
µ2 + q2
=
2
π
∫ ∞
2Mpi
dµ
4M2π − µ2
µ2 + q2
= − 2
π
∫ ∞
2Mpi
dµ
µ2 + q2 − (q2 + 4M2π)
µ2 + q2
= −(Λ− 2Mπ)︸ ︷︷ ︸
constant, will be absorbed by contact term
+
∫ ∞
2Mpi
dµ
q2 + 4M2π
µ2 + q2
=
q2 + 4M2π
q
arctan
µ
q
∣∣∣µ=Λ˜
µ=2Mpi
=
q2 + 4M2π
q
arctan
q(Λ˜− 2Mπ)
q2 + 2Λ˜Mπ
. (B.36)
In the last equality, we have used the relation
arctan(x)− arctan(y) = arctan x− y
1 + xy
. (B.37)
One then easily finds
W
Λ˜(3)
T (q) = −
g2A
32πf 4π
c4(q
2 +M2π)A(q) (B.38)
with
A(q) =
1
2q
arctan
q(Λ˜− 2Mπ)
q2 + 2Λ˜Mπ
. (B.39)
For the evaluation of potential V
Λ˜(2)
T , we confront with the integration
I(q) =
∫ Λ˜
2Mpi
√
µ2 − 4M2π
µ2 + q2
. (B.40)
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Setting µ = 2Mπ sec θ, we have
µ2 − 4M2π = 4M2π tan2 θ
q2 + µ2 = q2 + 4M2π sec
2 θ
dµ = 2Mπ tan θ sec θdθ√
µ2 − 4M2π = 2Mπ tan θ, (B.41)
I is then simplified as
I =
∫ Λ˜
2Mpi
2Mπ tan θ
q2 + 4M2π sec
2 θ
· 2Mπ tan θ sec θdθ
=
∫ Λ˜
2Mpi
4M2π sin
2 θ/ cos3 θ
q2 + 4M2π/ cos
2 θ
=
∫ Λ˜
2Mpi
4M2π sin
2 θ/ cos θ
q2 cos2 θ + 4M2π
dθ
= 4M2π
∫ Λ˜
2Mpi
sin2 θ cos θ
cos2 θ(q2 cos2 θ + 4M2π)
dθ = 4M2π
∫ Λ˜
2Mpi
sin2 θd(sin θ)
cos2 θ(q2 cos2+4M2π)
sin θ=x
====== 4M2π
∫ Λ˜
2Mpi
x2dx
(1− x2)(q2(1− x2) + 4M2π)
ω=
√
q2+4M2pi
========== 4M2π
∫ Λ˜
2Mpi
x2dx
(1− x2)(ω2/q2 − x2) =
4M2π
ω2
∫ Λ˜
2Mpi
x2dx
(1− x2)(1− q2x2/ω2)
=
∫ Λ˜
2Mpi
(
1
1− x2 −
1
1− q2x2/ω2
)
dx
=
∫ Λ˜
2Mpi
dx
[
1
2
1
1− x +
1
2
1
1 + x
− 1
2(1− qx/ω) −
1
2(1 + qxω)
]
=
[
1
2
ln
x+ 1
x− 1︸ ︷︷ ︸
will be constant and thus absorbed by contact terms
−1
2
ω
q
ln
qx/ω + 1
qx/ω − 1
]∣∣∣∣x=
√
Λ˜2−4M2pi/Λ˜
x=0
= − ω
2q
ln
qx+ ω
qx− ω
∣∣∣∣x=
√
Λ˜2−4M2pi/Λ˜
x=0
= − ω
2q
[
ln
qs¯+ ωΛ˜
qs¯− ωΛ˜ − ln(−1)
]
, s¯ =
√
Λ˜2 − 4M2π
= − ω
2q
ln
ωΛ˜ + qs¯
ωΛ˜− qs¯ = −
ω
2q
ln
(ωΛ˜ + qs¯)2
4M2π(Λ˜
2 + q2)
. (B.42)
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The upper and lower limit for x are determined as
sec θ ∈
[
1, Λ˜/(2Mπ)
]
, cos θ ∈
[
2Mπ/Λ˜, 1
]
x = sin θ ∈
[
0,
√
1− (2Mπ/Λ˜)2
]
=
[
0,
√
Λ˜2 − 4M2π/Λ˜
]
. (B.43)
Combining the overall factor 3g4A/(128πf
4
π) · (2/π), one will get
V
Λ˜(2)
T (q) = −
3g4A
64π2f 4π
L(q) (B.44)
with
L(q) =
ω
2q
ln
(ωΛ˜ + qs¯)2
4M2π(Λ˜
2 + q2)
, s¯ =
√
Λ˜2 − 4M2π . (B.45)
B.4 Generalized Stapp parametrization for antinucleon-
nucleon sector
One can parameterize S−matrix elements by phase shifts and mixing angles. The parametriza-
tion proposed by Stapp et al. [160] (also known as “bar phase shifts”) is a widely spread-
convention in NN elastic scattering. For N¯N interactions, the annihilation occurs, which
results in inelasticities. The generalized form of the Stapp parametrization for N¯N scat-
tering is elaborated below. We start from the definition(
SLL SLL′
SL′L SL′L′
)
=
√
[η] ei[δ] e−2iǫJσ1
√
[η] ei[δ], (B.46)
where σ1, σ2, σ3 are the conventional Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (B.47)
and [δ] ([η]) can be understood as the eigenvalue for phase shift (inelasticity), and e−2iǫ¯
Jσ1
as the mixing term,
[η] =
(
ηL
ηL′
)
,
[δ] =
(
δL
δL′
)
=⇒ ei[δ] =
(
eiδL
eiδL′
)
. (B.48)
To simplify the mixing term, the following relation is at hand,
eiλσn = cos(λ) I2×2 + iσn sin(λ), (B.49)
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where σn is the projection of ~σ onto unit vector ~n and I2×2 is the two-dimensional identity
matrix. We then have
e−2iǫJσ1 = ei(−2ǫJ )σ1 = cos(−2ǫJ)I2×2 + iσ1 sin(−2ǫJ)
= cos(2ǫJ)I2×2 − i sin(2ǫJ)σ1
=
(
cos 2ǫJ
cos ǫJ
)
− i sin 2ǫJ
(
0 1
1 0
)
=
(
cos 2ǫJ −i sin 2ǫJ
−i sin 2ǫJ cos 2ǫJ
)
. (B.50)
Combining √
[η]ei[δ] =
(√
ηLe
iδL
√
ηL′e
iδL′
)
. (B.51)
and Eq. (B.50), one easily reads off(
SLL SLL′
SL′L SL′L′
)
=
(
ηL cos 2ǫJe
2iδL −i√ηL ηL′ sin 2ǫJei(δL+δL′ )
−i√ηL ηL′ sin 2ǫJei(δL+δL′ ) ηL′ cos 2ǫJe2iδL′
)
. (B.52)
From Eq. (B.52), one knows
ηL =
∣∣∣∣ SLLcos 2ǫJ
∣∣∣∣ , ηL′ = ∣∣∣∣ SL′L′cos 2ǫJ
∣∣∣∣ . (B.53)
Through
Im
(
SLL
cos 2ǫJ
)
= ηL sin 2δL,
Re
(
SLL
cos 2ǫJ
)
= ηL cos 2δL,
we know the phase shift,
δL =
1
2
arctan
Im
(
SLL
cos 2ǫJ
)
Re
(
SLL
cos 2ǫJ
)
 , (B.54)
and similarly,
δL′ =
1
2
arctan
Im
(
SL′L′
cos 2ǫJ
)
Re
(
SL′L′
cos 2ǫJ
)
 . (B.55)
The mixing parameter ǫJ involves the off-diagonal elements and reads
ǫJ =
1
2
arctan
(
i(SLL′ + SL′L)
2
√
SLL · SL′L′
)
. (B.56)
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For a concrete calculation, the mixing angle ǫJ should be determined first.
For the recent partial wave analysis of p¯p scattering data [108], one can refer to Sec. VII
of that reference. The convention there originates in Ref. [227] and also appears in
Refs. [107, 108, 161]. Here we provide the formula for S−matrix elements reconstructed
from their phase shifts and inelasticities listed in Tables VIII-X in Ref. [108]:
u ≡ ωJ + ǫJ , v ≡ ωJ − ǫJ ,
SLL = e
2iδL
[
ηL cos u cos v + ηL′ sin u sin v +
i
2
(ηL − ηL′) sin(2ǫJ) sin(2ωJ)
]
,
SLL′ = e
i(δL+δL′ )
[
1
2
(ηL − ηL′) cos(2ǫJ) sin 2(ωJ) + i
2
(ηL + ηL′) sin(2ǫJ)
]
,
SLL′ = e
2iδL′
[
ηL sin u sin v + ηL′ cosu cos v +
i
2
(ηL − ηL′) sin(2ǫJ) sin(2ωJ)
]
. (B.57)
with L = J − 1 and L′ = J + 1. In the case of vanishing inelasticity, this representation
reinstates the form of the conventional Stapp parametrization (cf. Eq. (3.51) for ηL =
ηL′ = 0).
B.5 Unitarity constraints on antinucleon-nucleon an-
nihilation
Let us first recall how the unitarity condition is imposed for S-matrix elements in the
phenomenological meson-exchange potential models, see Ref. [228] for some details. One
of the simplest way to include the annihilation dynamics is the optical model — adding a
complex potential
Vann = VR + iVI (B.58)
into the elastic part. Vann is often constructed as state and energy independent [169], and
the imaginary part VI should be negative, only in such case we have the continuity equation
div~j < 0. (B.59)
This non-conserved flux means particles disappear from the system and never re-appear,
i.e. S†S < 1 while S†S > 1 (go out the unitarity bound) happens for VI > 0. Taking
one-dimension case as an example, we present the derivation process for Eq. (B.59) below.
Hˆψ = Eψ,(
pˆ2
2m
+ V
)
ψ = Eψ,
−~
2∇2
2m
ψ = (E − V )ψ,
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−∇2ψ = 2m(E − V )ψ,
j =
~
2im
ψ∗
←→
ψ =
~
2im
(ψ∗∂ψ − ψ∂ψ∗) ,
div~j =
1
2im
∇ (ψ∗∂ψ − ψ∂ψ∗)
=
1
2im
[∇ψ∗ · ∇ψ + ψ∗∇2ψ −∇ψ · ∇ψ∗ − ψ∇2ψ∗]
=
1
2im
(ψ∗∇2ψ − ψ∇2ψ∗)
=
1
2im
(−2m)[ψ∗(E − V )ψ − ψ(E − V ∗)ψ∗]
= −i(ψ∗V ψ − ψV ∗ψ∗), V − V ∗ = 2iVI ,
div~j = 2VI |ψ|2 < 0 (VI < 0). (B.60)
The work of extension to three-dimensional case is trivial. Note that the derivation
Eq. (B.60) is only valid for local potential, however, one can generalize it to the case of
non-local potential. The Schro¨dinger equation with non-local potential in ~r−space could
generally be written as (see e.g. Ref. [229]):
− ~
2
2µ
∇2ψ(~r ) +
∫
V (~r, ~r ′)ψ(~r ′)d~r ′ = Eψ(~r ′), (B.61)
with µ denoting the reduced mass of two interacting particles. Starting from Eq. (B.61)
one gets
div~j = −i
(
ψ∗(~r )
∫
V (~r, ~r ′)ψ(~r ′)d~r ′ − ψ(~r )
∫
V ∗(~r, ~r ′)ψ∗(~r ′)d~r ′
)
= 2Im
[
ψ∗(~r )
∫
V (~r, ~r ′)ψ(~r ′)d~r ′
]
. (B.62)
where the real part obviously drops out in the subtraction. Nevertheless, ending up with
Eq. (B.62) we could not perform a further simplification and thus can not get a very clean
constraint on the form of potential V (~r, ~r ′).
In the Ju¨lich models [92–94], the annihilation part is parametrized as a pure local
potential with state and energy independence,
Vann(~r, ~r
′) = (U0 + iW0) exp
(
−(~r − ~r
′)2
r20
)
, (B.63)
where U0, W0, r0 are free parameters and have been determined by fitting to data as
U0 = −1260MeV, W0 = −1575MeV, r0 = 0.4 fm. (B.64)
B.5. UNITARITY CONSTRAINTS ON N¯N ANNIHILATION 125
In the Kohno-Weise model [230], the annihilation potential is written as
Vann(r) = i
W0
1 + exp r−R
a
, r = |~r − ~r ′| (B.65)
with W0 = −1.2 GeV, R = 0.55 fm and a = 0.2 fm. Note that W0 < 0 as explained
above. Generally speaking, once the imaginary part of the potential is local and negative,
the unitarity bound S†S ≤ 1 will be satisfied.
A more elaborate approach is based on the coupled channel model, which is more
sophisticated in microscopic view. We can explicit show the momentum dependence in
Eq. (3.44) and write it as
Vann(~p
′, ~p) =
∑
X
VN¯N→X(~p
′, ~pX)GX(EpX )VX→N¯N(~pX , ~p)
=
∑
X
∫
d3pX
(2π)3
VN¯N→X(~p
′, ~pX)
1
2Ek − 2EpX + i0+
VX→N¯N (~pX , ~p )(B.66)
where Ek =
√
k2 +m2N is the on-shell energy and EpX =
√
p2X +m
2
N . Equation (B.66)
means N¯N first annihilates into X intermediate states, and finally these X return into
the initial N¯N states (re-annihilation), i.e. no particle loss, thus it preserves unitarity
condition S†S = 1 (here S denotes the full S-matrix).
Starting from Eq. (B.66) the imaginary part of the annihilation potential is constrained
to be
ImVann = −π
∑
X
VN¯N→XVX→N¯N , (B.67)
where the identity Eq. (B.25) has been used. By imposing the form of the imaginary part
Im Vann, we obviously ensure the correct unitarity cut structure.
As we argued in Sec. 3.3.2, the annihilation does not introduce a new scale into the
problem. The expansion for VN¯N→x can be done analogously to the N¯N scattering. For
the 1S0 partial wave, if we expand VN¯N→x to the leading order (LO), i.e.,
VN¯N→i ∼ ai (constant), (B.68)
we will get Vi→N¯N ∼ ai due to VN¯N→X(~p, ~p ′) = VX→N¯N(~p ′, ~p), thus
Im Vann
(
1S0
)
= −π (a21 + a22 + a23 + · · · ) ≡ −i C˜a1S0 , C˜a1S0 > 0. (B.69)
The expansion of the real part of the integral in Eq. (B.66) recovers the forms listed in
Sec. 3.2.4. If we take the imaginary part of annihilation potential up to LO, we will have
the following contact term,
Vct
(
1S0
)
= C˜1S0 + C1S0(p
2 + p′2)− i C˜a1S0 , C˜a1S0 > 0. (B.70)
One can also expand the annihilation potential to next-to-leading order (NLO), which has
the form
VN¯N→i ∼ ai + bi p2, (B.71)
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then one gets Vi→N¯N ∼ ai + bi p′2, thus
Im Vann
(
1S0
)
= −π ((a1 + b1p2)(a1 + b1p′2) + (a2 + b2p2)(a2 + b2p′2) + · · · ) ,
≡ −
(
C˜a1S0 + C
a
1S0
p2
)(
C˜a1S0 + C
a
1S0
p′2
)
. (B.72)
The contact term in this case reads
Vct
(
1S0
)
= C˜1S0 + C1S0(p
2 + p′2)− i
(
C˜a1S0 + C
a
1S0
p2
)(
C˜a1S0 + C
a
1S0
p′2
)
. (B.73)
Similarly, for 3S1 − 3D1 partial wave, taking the LO imaginary part one has
Vct
(
3S1
)
= C˜3S1 + C3S1(p
2 + p′2)− i C˜a3S1 ,
Vct(
3S1 − 3D1) = Cǫ1p2,
Vct(
3D1 − 3S1) = Cǫ1p′2. (B.74)
while taking the imaginary part up to NLO
Vct
(
3S1
)
= C˜3S1 + C3S1(p
2 + p′2)− i
(
C˜a3S1 + C
a
3S1
p2
)(
C˜a3S1 + C
a
3S1
p′2
)
,
Vct(
3S1 − 3D1) = Cǫ1p2 − i Caǫ1p2
(
C˜a3S1 + C
a
3S1
p′2
)
,
Vct(
3D1 − 3S1) = Cǫ1p′2 − i Caǫ1p′2
(
C˜a3S1 + C
a
3S1
p2
)
,
Vct(
3D1) = −i Caǫ1p′2 · Caǫ1p2. (B.75)
Equation (B.74) is, in fact, a special case of Eq. (B.75) by fixing Ca3S1 = 0 and C
a
ǫ1
= 0.
For P -waves, the contact terms are
Vct (P ) = Cξ p p
′ − iCaξ p · Caξ p′, (B.76)
where ξ denotes the partial waves 1P1,
3P0,
3P1 or
3P2.
In Sec. 3.3.2, Eqs. (B.73) and (B.75) are exploited. We have also examined the case
where we use the contact terms listed in Eq. (B.74), and the results are shown in Fig. B.1.
The corresponding LECs obtained by fitting to scattering data are listed in Table. B.1. As
one expects, less parameters (here as a special case) will induce larger error bands (more
precisely speaking, it is the cutoff dependence).
B.6 Partial-wave cross sections
Solving the Lippmann-Schwinger equation, one can get T -matrix elements, then the ob-
servables such as cross section, analysing power can be calculated and the corresponding
formulas are organized in Appendix C. The total cross section σtot is calculated via optical
theorem
σtot =
4π
ki
Im f(0), (B.77)
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Figure B.1: Phase shifts and inelasticities of 3S1–
3D1, for notations see Fig. 4.2, but the
contact terms is based on Eq. (B.74).
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NLO
LEC {450, 500} {600, 500} {450, 700} {600, 700}
I = 0
C˜3S1 −0.123 −0.109 −0.122 −0.090
C3S1 −0.307 −0.557 −0.501 −0.792
C˜a3S1 0.149 0.073 0.150 0.071
Cǫ1 0.437 0.533 0.468 0.595
I = 1
C˜3S1 −0.076 −0.095 −0.079 −0.096
C3S1 0.665 0.309 0.709 0.314
C˜a3S1 0.156 0.109 0.162 0.106
Cǫ1 0.241 0.198 0.280 0.239
NNLO
LEC {450, 500} {650, 500} {450, 700} {650, 700}
I = 0
C˜3S1 −0.155 −0.182 −0.184 −0.330
C3S1 0.493 0.354 0.825 1.029
C˜a3S1 0.156 0.090 0.162 0.172
Cǫ1 0.160 0.233 0.043 0.061
I = 1
C˜3S1 −0.091 −0.125 −0.111 −0.275
C3S1 1.174 0.786 1.500 1.541
C˜a3S1 0.169 0.100 0.181 0.276
Cǫ1 0.326 0.286 0.413 0.450
Table B.1: LECs used in Fig. B.1, for notations see Table 3.1.
where ki is the magnitude of the three-momentum of the initial state in the center-of-mass
system (CMS), and f(0) is the scattering amplitude at forward angle θ = 0.
The partial-wave cross section for a transition LSJ → L′S ′J is given by
σJL′S′,LS = π (2J + 1)
∣∣fJL′S′,LS∣∣2 , for p¯p→ p¯p
σJL′S′,LS = π (2J + 1)
k2n¯n
k2p¯p
∣∣fJL′S′,LS∣∣2 , for p¯p→ n¯n, (B.78)
where kp¯p (kn¯n) is the magnitude of three-momentum for p¯p (n¯n) pairs in the CMS, and f
is the corresponding scattering amplitude and related to S-matrix by Eq. (C.11).
The partial-wave cross sections for p¯p → p¯p and p¯p → n¯n in our calculations with
chiral EFT are provided in Table B.2 and Table B.3, respectively. There one can also find
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the corresponding numbers predicted by Ju¨lich model D [94] and the recent partial-wave
analysis [108]. Note in both tables the Coulomb interaction is not considered.
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p¯p→ p¯p
plab (MeV) 200 400 600 800
1S0
NLO 14.6 7.8 (4.0 · · · 4.1) (2.2 · · · 2.5)
NNLO (14.5 · · · 14.6) (7.8 · · · 7.9) (3.9 · · · 4.0) (1.7 · · · 2.4)
model D 12.9 7.8 4.9 3.3
PWA2012 15.7 7.9 4.1 2.1
3S1
NLO (62.2 · · · 62.9) (26.5 · · · 26.6) (12.2 · · · 12.6) (6.1 · · · 6.2)
NNLO (62.7 · · · 63.0) 26.5 (12.2 · · · 12.5) (5.8 · · · 6.1)
model D 68.2 22.8 9.8 6.3
PWA2012 66.1 26.0 13.2 8.8
3P0
NLO (3.7 · · · 4.1) (4.4 · · · 5.0) (6.1 · · · 7.4) (3.5 · · · 5.5)
NNLO (3.5 · · · 3.7) (4.3 · · · 5.0) (6.2 · · · 7.0) (3.4 · · · 4.9)
model D 2.0 2.3 2.4 2.3
PWA2012 4.9 5.4 5.0 3.5
1P1
NLO (0.5 · · · 0.6) (2.1 · · · 2.2) (5.4 · · · 5.7) (5.6 · · · 8.1)
NNLO (0.6 · · · 0.8) (2.1 · · · 2.3) (4.9 · · · 5.7) (5.9 · · · 7.8)
model D 4.1 7.5 7.2 6.0
PWA2012 0.9 2.5 4.5 5.6
3P1
NLO (2.0 · · · 2.1) (7.1 · · · 7.4) (5.8 · · · 7.0) (4.0 · · · 9.6)
NNLO (1.9 · · · 2.1) (6.7 · · · 7.2) (6.2 · · · 8.0) (4.0 · · · 5.4)
model D 4.6 10.4 8.3 5.8
PWA2012 1.8 4.9 4.0 3.5
3P2
NLO (0.8 · · · 1.2) (6.2 · · · 8.1) (10.5 · · · 11.8) (7.2 · · · 10.9)
NNLO (1.6 · · · 2.6) (8.2 · · · 9.5) (9.8 · · · 10.8) (6.1 · · · 10.0)
model D 4.9 14.7 14.3 11.5
PWA2012 7.0 17.0 13.9 9.6
Table B.2: Partial-wave cross sections (in mb) for the elastic scattering p¯p → p¯p Results
based on the NLO and NNLO potentials are given and compared with the predictions of
the Ju¨lich N¯N model D [94] and the recent partial wave analysis provided in Ref. [108].
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p¯p→ n¯n
plab (MeV) 200 400 600 800
1S0
NLO (0.5 · · · 0.6) 0.1
NNLO (0.5 · · · 0.6) 0.1
model D 0.8 0.1
PWA2012 0.7 0.1
3S1
NLO (2.4 · · · 2.6) (0.9 · · · 1.0) (0.5 · · · 0.6) 0.5
NNLO 2.6 0.9 (0.5 · · · 0.6) (0.3 · · · 0.4)
model D 4.9 1.4 0.4 0.1
PWA2012 3.0 1.0 0.5 0.2
3P0
NLO (1.7 · · · 1.9) (0.9 · · · 1.2) (0.0 · · · 0.2) (0.0 · · · 0.2)
NNLO (1.5 · · · 1.7) (0.9 · · · 1.3) 0.1 (0.0 · · · 0.5)
model D 2.5 0.6 0.1
PWA2012 1.5 0.8 0.1
1P1
NLO 1.0 0.1 (0.0 · · · 0.1) (0.1 · · · 0.2)
NNLO (0.8 · · · 1.0) 0.1
model D 0.7 0.8 0.5 0.3
PWA2012 0.8 0.1
3P1
NLO (6.0 · · · 6.1) (4.6 · · · 5.0) (0.6 · · · 1.2) (0.3 · · · 0.9)
NNLO (6.1 · · · 6.3) (4.4 · · · 5.0) (0.5 · · · 1.6) (0.3 · · · 0.4)
model D 4.9 2.4 0.7 0.2
PWA2012 4.9 2.9 0.2 0.1
3P2
NLO (0.1 · · · 0.2) (0.1 · · · 0.5) (0.0 · · · 0.3) (0.0 · · · 0.1)
NNLO (0.2 · · · 0.5) (0.5 · · · 0.7) (0.0 · · · 0.2) (0.0 · · · 0.1)
model D 0.6 0.6 0.2 0.1
PWA2012 0.9 1.4 0.4 0.1
Table B.3: Partial-wave cross sections (in mb) for the charge-exchange process p¯p →
n¯n Results based on the NLO and NNLO potentials are given and compared with the
predictions of the Ju¨lich N¯N model D [94] and the recent partial wave analysis provided
in Ref. [108].
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Appendix C
General formalism for two-body
scattering of spin-1/2 particles
The process of two spin-1/2 particles scattering to two spin-1/2 ones in final states, e.g.
nucleon-nucleon elastic scattering, hyperon-nucleon scattering, has been widely studied
dated from several decades ago. In this section, we will briefly review the formalism for
calculating physical observables. The on-shell 4 × 4 amplitude M acting on two spin-1/2
states can depend only on scalars built out of ~σ1, ~σ2 and kˆi, kˆf , where ~σ1, 2 are spins of
two particles and kˆi (kˆf ) the unit three-momentum in the center-of-mass system (CMS)
of the initial (final) states. Introducing three unit vectors
Pˆ =
kˆi + kˆf
|kˆi + kˆf |
, nˆ =
kˆi × kˆf
|kˆi × kˆf |
, Kˆ = nˆ× Pˆ (C.1)
All the allowed scalar products (except for the trivial constant) are listed below [233]: In
~σi · Kˆ ~σi · nˆ ~σi · Pˆ i = 1, 2
(~σ1 × ~σ2) · Kˆ (~σ1 × ~σ2) · nˆ (~σ1 × ~σ2) · Pˆ
(~σ1 · Kˆ)(~σ2 · Kˆ) (~σ1 · Kˆ)(~σ2 · nˆ) (~σ1 · Kˆ)(~σ2 · Pˆ )
(~σ1 · nˆ)(~σ2 · Kˆ) (~σ1 · nˆ)(~σ2 · nˆ) (~σ1 · nˆ)(~σ2 · Pˆ )
(~σ1 · Pˆ )(~σ2 · Kˆ) (~σ1 · Pˆ )(~σ2 · nˆ) (~σ1 · Pˆ )(~σ2 · Pˆ ).
principle, the product ~σ1 · ~σ2 can occur, however, it is implicitly implied due to
~σ1 · ~σ2 = (~σ1 · Kˆ)(~σ2 · Kˆ) + (~σ1 · nˆ)(~σ2 · nˆ) + (~σ1 · Pˆ )(~σ2 · Pˆ ). (C.2)
It is understandable that under a parity operation, one has
Kˆ → −Kˆ ,
Pˆ → −Pˆ ,
nˆ→ nˆ ,
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~σi → ~σi , (C.3)
Then the underlined terms violate parity reversal invariance and are therefore forbidden.
Therefore the general spin matrix M can be written as [205,234]
M(kˆi, kˆf , θ) =
1
2
{
(a+ b)I4×4 + (a− b)~σ1 · nˆ~σ2 · nˆ+ (c+ d)~σ1 · Kˆ~σ2 · Kˆ
+(c− d)~σ1 · Pˆ~σ2 · Pˆ + e( ~σ1 + ~σ2) · nˆ+ f(~σ1 − ~σ2) · nˆ
+g(~σ1 · Kˆ~σ2 · Pˆ + ~σ1 · Pˆ~σ2 · Kˆ) + h~σ1 × ~σ2 · nˆ
}
, (C.4)
where I4×4 is the four-dimensional identity matrix. In fact, the scattering amplitude M
has been decomposed into symmetric and anti-symmetric parts under the exchange of two
particles, i.e. ~σ1 ↔ ~σ2. In Refs. [235, 236], the term (~σ1 · Kˆ)(~σ2 · Pˆ ) − (~σ1 · Pˆ )(~σ2 · Kˆ) is
used, which is just (~σ1×~σ2)·nˆ above. We give the proof as follows: noting that nˆ = Kˆ×Pˆ
and the relation ~a× (~b× ~c) = ~b(~a · ~c)− ~c(~a ·~b), one has
(~σ1 × ~σ2) · nˆ = ~σ1 · (~σ2 × nˆ) = ~σ1 ·
(
~σ2 × (Kˆ × Pˆ )
)
= ~σ1 ·
(
Kˆ(~σ2 · Pˆ )− Pˆ (~σ2 · Kˆ)
)
= (~σ1 · Kˆ)(~σ2 · Pˆ )− (~σ1 · Pˆ )(~σ2 · Kˆ). (C.5)
With the definition of M , the eight helicity-state matrix elements are defined as [234]
φ1 = 〈++ |M |++〉, φ5 = 〈++ |M |+−〉,
φ2 = 〈++ |M | − −〉, φ6 = 〈+− |M |++〉,
φ3 = 〈+− |M |+−〉, φ7 = 〈++ |M | −+〉,
φ4 = 〈+− |M | −+〉, φ8 = 〈−+ |M |++〉.
(C.6)
Following the notations in Ref. [33], the helicity states can be expressed as
|λ1〉 = χλ1 , |λ2〉 = χ−λ2 ,
|λ′1〉 = exp
(
− i
2
σyθ
)
χλ′
1
, |λ′2〉 = exp
(
− i
2
σyθ
)
χ−λ′
2
, (C.7)
where θ is the scattering angle, the superscript “prime” denotes final state, |λi〉 and |λ′i〉
are the eigenstates of the helicity operators for the corresponding particles and χ’s are the
conventional Pauli spinors. Substituting Eqs. (C.4) and (C.7) into Eq. (C.6), one could
obtain [234]
φ1 =
1
2
(a cos θ + b− c+ d+ ie sin θ),
φ2 =
1
2
(a cos θ − b+ c+ d+ ie sin θ),
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φ3 =
1
2
(a cos θ + b+ c+ d− ie sin θ),
φ4 =
1
2
(−a cos θ + b+ c+ d− ie sin θ),
(C.8)
φ5 =
1
2
(−a sin θ + ie cos θ − if + g + h),
φ6 =
1
2
(a sin θ − ie cos θ + if + g + h),
φ7 =
1
2
(a sin θ − ie cos θ − if − g + h),
φ8 =
1
2
(−a sin θ + ie cos θ + if − g + h).
Inversely, one can express a, · · · , h from φ’s as
a =
1
2
{
(φ1 + φ2 + φ3 − φ4) cos θ − (φ5 − φ6 − φ7 + φ8) sin θ
}
,
b =
1
2
{φ1 − φ2 + φ3 + φ4}
c =
1
2
{−φ1 + φ2 + φ3 + φ4}
d =
1
2
{φ1 + φ2 − φ3 + φ4},
(C.9)
e = − i
2
{
(φ1 + φ2 + φ3 − φ4) sin θ + (φ5 − φ7 − φ6 + φ8) cos θ
}
,
f =
i
2
{φ5 + φ7 − φ6 − φ8},
g =
1
2
{φ5 − φ7 + φ6 − φ8},
h =
1
2
{φ5 + φ7 + φ6 + φ8}.
One could define the potentials 〈JL′S ′|V J(q′, q, z)|JLS〉 as
V J0 =
〈
JJ0|V J(ki, kf , z)|JJ0
〉
V J1 =
〈
JJ1|V J(ki, kf , z)|JJ1
〉
V JST = 〈JJ0|V J(ki, kf , z)|JJ1〉
V JTS = 〈JJ1|V J(ki, kf , z)|JJ0〉
V J++ = 〈J(J + 1)1|V J(ki, kf , z)|〉J(J + 1)1〉
V J−− = 〈J(J − 1)1|V J(ki, kf , z)|J(J − 1)1〉
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V J+− = 〈J(J + 1)1|V J(ki, kf , z)|J(J − 1)1〉
V J−+ = 〈J(J − 1)1|V J(ki, kf , z)|J(J + 1)1〉, (C.10)
and similarly for the T -matrix elements. The S-matrix is defined as 1
Sαα
′
LL′ = δ
αα′ δLL′ + 2i
√
kαkα′f
αα′
LL′ , (C.11)
and the scattering amplitude f in LSJ basis is related to T -matrix element by
fαα
′
LL′ = −
π
(2π)3
√
ραρα′
kαkα′
T αα
′
LL′ , (C.12)
where as the notations in Chap. 4, the superscript α′ (α) denotes the initial (final) state
and the subscript L′ (L) denotes the obital angular momentum corresponding to α′ (α).
In Eq. (C.12), ρ is calculated from
ρα′ = k
2
α′
dkα′
dEα′
, ρα = k
2
α
dkα
dEα
, (C.13)
where Eα′ (Eα) is the total energy for the initial (final) state in CMS, e.g., for a reaction
1 + 2→ 1′ + 2′,
Eα = E1(kα) + E2(kα), Eα′ = E1′(kα′) + E2′(kα′), (C.14)
with the definition Ei(k) =
√
k2 +m2i (i = 1, 2, 1
′, 2′). Then one finds
ρα = kα
(
1
E1(kα)
+
1
E2(kα)
)−1
,
ρα′ = kα′
(
1
E1′(kα′)
+
1
E2′(kα′)
)−1
. (C.15)
For the case of the antinucleon-nucleon interaction (a single channel), the relation between
fLL′ and TLL′ is much simplified and is given by
fLL′ = − π
(2π)3
Ek
2
TLL′ . (C.16)
With the above quantites, φ’s can be expressed by partial-wave amplitudes correspond-
ing to total angular momentum J (a well-defined quantum number):
φ1 =
∑
J
(2J + 1)fJ1 d
J
00(θ), φ5 =
∑
J
(2J + 1)fJ5 d
J
10(θ),
φ2 =
∑
J
(2J + 1)fJ2 d
J
00(θ), φ6 =
∑
J
(2J + 1)fJ6 d
J
10(θ),
φ3 =
∑
J
(2J + 1)fJ3 d
J
11(θ), φ7 =
∑
J
(2J + 1)fJ7 d
J
10(θ),
φ4 =
∑
J
(2J + 1)fJ4 d
J
−11(θ), φ8 =
∑
J
(2J + 1)fJ8 d
J
10(θ),
(C.17)
1We write kα as kα in order to avoid misunderstanding α as the power. Keeping the factor 1/(2π)
3 in
Eqs. (C.12) and (C.16) is the convention that we use in this thesis, which is consitent with Appendix B.1.
APPENDIX C. TWO-BODY SCATTERING OF SPIN-1/2 PARTICLES 137
where dJmm′(θ) is the Wigner d-function, and
fJ1 =
1
2
(
fJ0 + FJ12
)
, fJ5 =
1
2
(
− fJST + FJ57
)
,
fJ2 =
1
2
(
− fJ0 + FJ12
)
, fJ6 =
1
2
(
− fJTS + FJ68
)
,
fJ3 =
1
2
(
fJ1 + FJ34
)
, fJ7 =
1
2
(
fJST + FJ57
)
,
fJ4 =
1
2
(
− fJ1 + FJ34
)
, fJ8 =
1
2
(
fJTS + FJ68
)
.
(C.18)
The f12, f34, · · · are related to the LSJ basis by
FJ12 =
1
2J + 1
[
(J + 1) fJ++ + J f
J
−− −
√
J(J + 1)(fJ−+ + f
J
+−)
]
,
FJ34 =
1
2J + 1
[
(J + 1) fJ−− + J f
J
++ +
√
J(J + 1)(fJ−+ + f
J
+−)
]
,
FJ57 =
1
2J + 1
[√
J(J + 1)(fJ−− − fJ++) + J fJ−+ − (J + 1) fJ+−
]
,
FJ68 =
1
2J + 1
[√
J(J + 1)(fJ−− − fJ++) + J fJ+− − (J + 1) fJ−+
]
.
(C.19)
Similarly, transforming the helicity basis to the LSJ basis one has
fJ++ =
1
2J + 1
[
(J + 1) V J12 + J V
J
34 −
√
J(J + 1)
(
V J57 + V
J
68
)]
,
fJ−− =
1
2J + 1
[
J V J12 + (J + 1) V
J
34 +
√
J(J + 1)
(
V J57 + V
J
68
)]
,
fJ+− = −
√
J(J + 1)
2J + 1
[
V J12 − V J34 +
1√
J(J + 1)
(
(J + 1) V J57 − J V J68
)]
,
fJ−+ = −
√
J(J + 1)
2J + 1
[
V J12 − V J34 −
1√
J(J + 1)
(
J V J57 − (J + 1) V J68
)]
. (C.20)
In fact, the relation between helicty amplitudes and the amplitude in LSJ basis is relegated
into a matrix equation
fLSJ =M
TfHelM , (C.21)
where fLSJ and fHel are given by
fLSJ =

fJ0 f
J
ST 0 0
fJTS f
J
1 0 0
0 0 fJ−− 0
0 0 fJ+− f
J
++
 (C.22)
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(C.23)
fHel =

fJ1 f
J
5 f
J
7 f
J
2
fJ6 f
J
3 f
J
4 f
J
8
fJ8 f
J
4 f
J
3 f
J
6
fJ2 f
J
7 f
J
5 f
J
1
 . (C.24)
The transformation matrix M reads
M =

1√
2
0 A −B
0 − 1√
2
B A
0 1√
2
B A
− 1√
2
0 A −B
 , (C.25)
with
A =
J
2(2J + 1)
, B =
J + 1
2(2J + 1)
, (C.26)
and M satisfies the orthogonality relation
MMT =MT M = I4×4. (C.27)
With the helicity amplitudes, the differential cross section can be written as
dσ
dΩ
=
1
2
kf
ki
(
|φ1|2 + |φ2|2 + |φ3|2 + |φ4|2 + |φ5|2 + |φ6|2 + |φ7|2 + |φ8|2
)
, (C.28)
in terms of a, · · · , h, one obtains
dσ
dΩ
=
1
2
kf
ki
(
|a|2 + |b|2 + |c|2 + |d|2 + |e|2 + |f |2 + |g|2 + |h|2
)
. (C.29)
Integrating out angles, the integrated cross section can be obtained. With the density
matrix ρi (initial state) and ρf (final state), the expectation value of any arbitrary spin
observable can be calculated as [233]
〈Oˆ〉f = Tr{ρfO}
Tr{ρf} =
Tr{MρiM †O}
Tr{MρiM †} (C.30)
For a process of two-body scattering between spin-1/2 particles, there are total 16
scattering amplitudes as functions of energy E and scattering angle θ. Parity invari-
ance constraints that only eight of them are independent. This happens for the general
hyperon-nucleon interaction, like Σp → Λn, where the above formalism are applied, see
also Ref. [237]. For the type of A + B → A + B, e.g., e−N → e−N , ΛN → ΛN , time
reversal invariance can be imposed, which requires g = h = 0, the simplifed formulas can
be found in Ref. [238]. For scattering between purely identical particles, e.g. pp → pp,
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the Pauli principle furthermore requires f to vanish, i.e. only five amplitudes a, b, c, d, e
survive, which is the case in Ref. [210]. It is useful to note that in Ref. [239], as a test of
CPT invariance, all the observables are expressed in terms of the 16 amplitudes.
In the following, we discuss the spin-dependent observables for the reaction p¯p→ e+e−
in the Holzenkamp et al’s convention [205]. As mentioned in the text in Chap. 4, we
transform the helicities Eq. (4.4) to LSJ basis where the p¯p interaction is taken into
account. Then the amplitudes f++, f+−, f+−, f−+ in LSJ basis can be obtained. Again
inserting them into Eq. (C.17), one gets the helicity amplitudes with inclusion of the p¯p
interaction. Using Eq. (C.9), one can get the quantities a, b, c, d, e, g (f and h vanish).
The analyzing power Ay and spin-correlation parameters Aij are expressed as
Ay =
2[Re (a e∗)− Im (d g∗)]
|a|2 + |b|2 + |c|2 + |d|2 + |e|2 + |g|2 ,
Axx = − 2[Re (a d
∗ + b c∗)− Im (g e∗)]
|a|2 + |b|2 + |c|2 + |d|2 + |e|2 + |g|2 ,
Ayy =
|a|2 − |b|2 − |c|2 + |d|2 + |e|2 + |g|2
|a|2 + |b|2 + |c|2 + |d|2 + |e|2 + |g|2 ,
Azz =
2[Re (a d∗ − b c∗)− Im (g e∗)]
|a|2 + |b|2 + |c|2 + |d|2 + |e|2 + |g|2 ,
Axz = − 2[Re (a g
∗) + Im (d e∗)]
|a|2 + |b|2 + |c|2 + |d|2 + |e|2 + |g|2 . (C.31)
Then the theoretical predictions for them are shown in Fig. C.1. Ay and Ayy are indentical
with those in Figs. 4.9 and 4.10 in Chap. 4 and thus not shown here anymore. However, for
Axx, Azz and Axz, the curves in Fig.C.1 are different from those in Fig. 4.10, because the
two kinds of results are based on different coordinate systems. For calculating the curves in
Fig. 4.10, one chooses z axis along the direction of incoming antiproton, the y axis normal
to the scattering plane, and the x axis to form a left-handed coordinate system [204,212],
while the result in Fig. C.1 is based on the coordinate system Eq. (C.1).
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Figure C.1: Spin correlation parameters for p¯p→ e+e− at the excess energy Q = 45 MeV.
Same description of curves as in Fig. 4.3.
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