Then, the receiving antenna gain of the active array is given as G, = (4r/X2)nA,W.
Then, the receiving antenna gain of the active array is given as G, = (4r/X2)nA,W.
In the measurement, the total receiver system gain (47r/X2)nA,lg(2W (antenna gain + RF receiver gain in decibels)
is obtained from the measured Pout under given S. The average RF receiver gain 1912 is obtained by averaging the RF receiver gain of each array element. Then, the antenna gain is derived and is compared with that calculated from the element gain and the amplitude distribution. Good coincidence is obtained between the two values as shown in theEcond row in Table II . In the on-orbit calibration of TRMM-PR, 1gI2 will be obtained from the satellite house-keeping telemetry.
In the ARC measurement of the radar receiver, the received signal level at the ARC gives the E.Z.R.P. of the PR-BBM, and the results are listed in the third row in Table 11 . Because the transmission power is measured at the feed point of each element, the transmission antenna gain of PR-BBM is obtained in this case. Excellent coincidence is again obtained between the measurement and the calculation. It should be noted that the reception and transmission antenna gain is not exactly the same in active arrays. In the transponder measurement, the overall radar system gain is obtained at once and shows good consistency between the sum of the results obtained in the previous two one-way measurements. This round-trip measurement assures the reliability of the ARC measurements.
IV. CONCLUSION
An ARC was developed for the on-orbit calibration of the Precipitation Radar (PR) onboard the TRMM satellite. In addition to the delayed-transponder measurement, one-way measurements of the beacon transmitter and the radar receiver are useful in diagnosing the individual performance of the TRMM-PR' s receiver and transmitter.
A ground-based measurement using a prototype ARC and a breadboard model of the TRMM-PR was conducted to demonstrate the capability of the TRMM-PR calibration. The time-delay function in the transponder proved effective for separating the signal from the clutter echo in the measurement. Excellent coincidence in the antenna gain of PR-BBM was obtained between the ARC measurement and the calculation. The results from three types of the ARC measurement are highly consistent, which suggests the accuracy and reliability of the measurement. Although the results obtained in the shortterm measurements conducted so far using the prototype ARC and the current experimental setup are shown in the present paper, 1318 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 33, NO. 6, NOVEMBER 1995 0196-2892/95$04.00 0 1995 IEEE measurements over a long-term are needed to assess the stability of the ARC calibration prior to the actual satellite operation.
An Extension of the Jeffreys-Matusita Distance to Multielass Cases for Feature Selection
Lorenzo Bruzzone, Fabio Roli, and Sebastiano B. Serpico
Abstract-The problem of extending the Jeffreys-Matnsita distance to multiclass cases for feature-selection purposes is addressed and a solution equivalent to the Bhattacharyya bound is presented. This extension is compared with the widely used weighted average Jeffreys-Matusita distance both by examining the respective formulae and by experimenting on an optical remote-sensing data set.
I. INTRODUCTTON
In remote-sensing image classification, many features (e.g., vegetation indices, texture features) can be computed from commonly available multispectral images in order to characterize data classes of interest to the user. Unfortunately, in practical situations involving a limited number of training samples, addition of features may even degrade classification accuracy (this effect is referred to as the Hughes phenomenon) [l] , [2] . Moreover, the computational cost Manuscript received April 11, 1995; revised July 25, 1995 of classification increases with the number of features used [3] . Therefore, various "feature selection" techniques have been proposed in the pattern recognition literature to reduce the number of features. Among the most widely used, there are the techniques based on "statistical separability indices," which allow one to select a suitable subset of features by assessing the degree of interclass separability associated with each subset considered [3] . In particular, the index based on the Jeffreys-Matusita (J-M) distance has been reported by many authors to be an appropriate measure for feattire selection (see, for instance, [3] and [4] ).
The J-M index is a painvise distance measure thai can be naturally applied to two-class cases. Various extensions have been proposed in the literature to use such distance when dealing with more than two classes [3] .
In this paper, we present an extension of the J-M distance to multiclass cases that, from the viewpoint of feature selection, is equivalent to the Bhattacharyya bound [2], [6] (Section 11). This extension is compared with the widely used weighted average J-M distance both by examining the respective formulae (Section 11) and by experimenting on an optical remote-sensing datii set (Section 111).
EXTENDING THE JEFFREYS-MATUSITA DISTANCE TO MULTICLASS CASES
In the literature, the J-M distance has been defined as follows
~71:
where p ( x / w z ) and p(x/wl) are the conditional probability density functions for the feature vector x, given the data classes w z and w J , respectively. Equation (1) can be also rewritten as [3] , [8] where b,, is the Bhattacharyya distance, defined ELS [2] As has been pointed out in Section I, the J-M index is a measure of statistical separability for two-class cases. Various strategies have been devised to extend it to multiclass cases. The most common lies in using the average J-M distance, computed over all pairs of classes as [3l c c ! (4) where "C" is the number of data classes considered, p ( w z ) and p (w,) are the a priori class probabilities, and Jt3 is defined according to Another strategy is to select the feature subset that allows the best separation between the least separable pair of classes [3] .
In the following, we show a different extension of the J-M distance that, from the viewpoint of feature selection, is equivalent to the Bhattacharyya bound for multiclass cases.
When more than two classes are present, an upper bound to the Bayes error P, is provided by a combination of the painvise ' It is worth noting that (4) can be rewritten as Bhattacharyya bounds, computed over all pairs of classes as [2] , [6] 
By using (2), we can rewrite the above upper bound as a function of the painvise J-M distances c c . c c
Such an upper bound can be minimized by maximizing the term containing the J-M distances. Therefore, a possible extension of the J-M distance to multiclass cases is given by
where the subscript Elh is used to recall that the extension is equivalent to the Bhattacharyya bound?
For two-class cases, it is easy to verify that the maximization of the J-M distance (see (1)) is equivalent to the minimization of the Bhattacharyya bound. The extension maintains such equivalence also for multiclass cases (while this does not hold true for the average J-M distance). Although it cannot be proved that J B~ always performs better than J,,, in selecting features, a comparison between (4) and (7) can point out an interesting aspect of the proposed extension. The two extensions "weight" in different ways the terms containing the J-M distances. In particular, JBh weights the term containing the J-M distances blztween couple of classes with the square root of the product of the related a priori probabilities while J,,, utilizes the product of the a priori probabilities. It is easy to conclude that the relative importance of data classes with low probabilities of occurrence increases in the presented extension. This can be an advantage in applications with very different a priori probabilities when high classification errors are not acceptable neither for low probability classes.
EXPERIMENTAL RESULTS

A. Data Set Description
The considered data set refers to an agricultural area near the village of Feltwell (UK). We selected a section of a scene acquired with a Daedalus 1268 Airborne Thematic Mapper (ATM) scanner. The flight took place in July 1989. The ground truth was used to prepare a thematic map of the selected section; such a map was utilized as a reference map to evaluate the classification accuracy. For our experiments, WI: considered five agricultural classes (i.e., wheat, sugar beets, potatoes, carrots, and stubble). The data-set pixels were obtained by subsampling the related fields.
To form a "feahxe vector" for each pixel, we selected the six ATM channels conresponding to Thematic Mapper (TM) channels in the visible and in the infrared spectrum (the thermal band was disregarded). This choice was made to simulate commonly used TM data [lo].
B. Results
The Bayesian classifier with multivariate normal distributions was used as a decision mule to assess the classification accuracy provided by each selected fieature set. In particular, the proposed extension 21t is worth noting that the term J:, is a distance measure that occurs in the work of Ieffreys 1101. (J,,,) for the potatoes class. The classes considered and the related numbers of pixels are given in Table 11 .
(see (7)) was compared with the average J-M distance (see (4)). For the described data set, J B~ performed better in selecting the best four-channel combination (Table I) . As expected, it yielded the best result for a class with a low a priori probability (Le., potatoes). The two considered extensions of the J-M distance provided the same classification accuracy for the other channel combinations. In order to better assess the advantages of the presented extension for classes with low a priori probabilities, we simulated a new data set, reducing the probabilities of occurrence for the wheat and potatoes classes (Table 11 ). This was accomplished by further subsampling such classes. In this experiment, J B~ provided the overall classification accuracy given in Fig. 1 . It performed better than Jave in selecting various channel combinations. In particular, a sharp increase in classification accuracy was obtained for the potatoes class, which had a low probability of occurrence (Fig. 2) .
IV. CONCLUSION
In this paper, we have addressed the problem of extending the J-M distance to multiclass cases for feature selection purposes. We have presented an extension which, differently from the commonly used average J-M distance, maintains a property of the painvise J-M distance, that is, its maximization is equivalent to the minimization of the Bhattacharyya bound of the error probability. In addition, as compared with the average J-M distance, it gives greater importance to data classes with low a priori probabilities in the selection process. This behavior can be particularly useful for classification tasks, when classes with very different a priori probabilities are present. This advantage was confirmed by the reported experiments, as the presented extension performed better than the average J-M distance, in particular, for data classes with low a priori probabilities. From a feature selection viewpoint, the presented extension performs as well as the Bhattacharyya bound. However, we think that the fact that the presented extension is explicitly formulated in terms of painvise J-M distances makes clearer for the remote-sensing community the difference between the Bhattacharyya bound and the commonly used average J-M distance. Finally, it is worth noting that the presented extension, the average J-M distance, and the criterion based on the least separable pairs of classes can be implemented by a single computer program, as all of them are computed from a priori class probabilities and painvise J-M distances.
Infrared Extinction of the Powder of Bra,ss 70Cd30Zn Calculated by the FDTD and lbrning Balnds Methods
Hsing-Yi Chen, I.-Young Tarn, and Yeou-Jou Hwang Abstract-The finite-difference time-domain (FDT D) method is used to calculate the specific extinction cross section of the powder of brass 70Cu/30Zn with lo3 to 2.16 x lo5 cubical particles rfor cell sizes in the range of 0.025 to 0.5 pm at infrared frequency. The digitized models with a random process using the turning bands method are simulated for the powder of brass 70Cu/30Zn. From theoretical caldations, the value of specific extinction cross section of the powder of brass 70Cd30Zn is between 0.1 to 4.6 m2/g. While from the experimental measurement, the value of specific extinction cross section is between 0.58 to 3.78 m2/g. Most of the theoretical results make a good agreement with lhose obtained from the experimental measurements for the cell sizes of particles in the range of 0.025 to 0.5 wm. From the numerical calculations, lit is also found that there is a resonant extinction value occurred at the resonant particle size do which is approximately 2.54 x n; ' 293 pm detizrmined by a least square curve fitting method, where np is the numbw of particles. The resonant value calculated by the numerical solution is larger than the maximum value obtained from the experimental measurement.
I. INTRODUCTION
One of the military applications of electromagnctic absorption and scattering of the powder of brass 70Cd3OZn (70% of Cu and 30% of Zn) [l] is the tank detection avoidance technique. Tanks must be provided with the best means of protection. Visual and Infrared screening smoke (VIRSS) grenades have been devdoped for the tank survivability by the Royal Ordnance in the UK [2] .
There are several analytical methods suitable for calculating the electromagnetic scattering and absorption by particle objects [3]-[8] .
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The components of EM fields E and H are positioned at halfstep interval around a unit cell. u, p, and E are the conductivity, permeability, and permittivity of the objects, respectively. In the FDTD method, the coupled Maxwell's equations in the differential form are solved for various points of the scatters as well as its surroundings in a time-stepped manner until converged solutions are obtained.
It should be noted that the FDTD method divides the computation space into total-field zone and scattered-field zone as shown in Fig. 1 . The total-field zone iencloses the scattering particles and the scatteredfield zone is chosen to numerically mimic the unbounded region outside the total-field region by absorbing the outgoing scattered waves. Another important problem encountered in solving the timedomain electromagnetic-field equation, using the FDTD method, is the absorbing boundary conditions. In our formulation, the secondorder approximation of absorbing boundary conditions [16] is used to limit the computational domain by simulating unbounded space.
In the simulations, the cell sizes are taken to be a fraction (<1/20) of the wavelength in order to accurately obtain the numerical results. To ensure stability, the time increment St is given by S/2Co 1171, where Co is the speed of light in free space and 6 is the cell size.
III. m TURNING BANDS METHOD
It is possible to use the turning bands method [12] , [18] to generate discrete samples of the random process for a stationary and isotropic random medium. Let the random process function 17 and the correlation function N are used in the study for random particles located in the 3-D space. According to the turning bands method, any 3-D simulation can be reduced to several independent 0196-2892/95$04.00 0 1995 IEEE
