Abstract. We prove that the formula which gives the Wiener chaos decomposition of the multiplication of two multiple Wiener integrals with symmetric kernels is a straightforward application of the Leibniz' formula.
Introduction

Let (W,
p , i.e., the p-th order symmetric tensor product of H, we write I p (f ) the multiple Wiener integral of f , which is defined as the iterated integral:
Let g ∈ H⊗ q , then the following multiplication formula, which is due to Shigekawa (cf. [5] ) is extremely important Theorem 1. We have
µ-a.s., where f ⊗ i g denotes the tensor f ⊗ g which is contracted in its 2i components, i.e.,
and f⊗ i g is the symmetrization of f ⊗ i g in its remaining p + q − 2i variables.
This theorem has been proved in 1980 by Shigekawa using Itô formula and induction. It is astonishing that no other proof has been seen in the mathematical literature in spite of all the new techniques developped thourough the applications and the extensions of the Malliavin calculus. We shall give here a completely new proof by relating the formula given above to the Leibniz formula for n-th order derivative of the multiplication of two smooth functions which is given below, whose proof follows from its one-dimensional version:
Lemma 1. Assume that F, G are two real-valued polynomials on W , then, for any n ∈ IN, we have
almost surely.
To make this note self-contained, we shall give also some results connecting the Meyer distributions on Wiener space to the Itô-Wiener chaos decomposition of the elements of L 2 (µ). For this we need some notations which are explained in the next section.
Notations
We denote by ∇ the Sobolev derivative on (W, H, µ) in the direction of the Cameron-Martin space extended to L p (µ), p > 1, the corresponding Sobolev spaces of real-valued dunctions are denoted by ID p,k , p > 1, k ∈ IN, where k denotes the degree of differentiability and p denotes the degree of invertibility. For vector valued functions, we use the notation ID p,k (X), where X is the range space. Note that, for any F ∈ ID p,k , ∇F is an element of ID p,k−1 (H). The formal adjoint of ∇ w.r.to µ is denoted as δ and called the divergence operator. It is easy to see that ID p,1 (H) is in the domain of δ and for a ξ ∈ ID p,1 (H), δξ coincides with the Itô integral ofξ if the latter is adapted to the Wiener filtration, hereξ is the Sobolev derivative of t → ξ(t, w) ∈ H. We define the OrnsteinUhlenbeck operator as L = δ • ∇, it follows from Meyer inequalities that the seminorms defined by (I + L) k/2 F L p (µ,X) are equivalent to the Sobolev norms explained above for each p > 1 and k ∈ IN. Since the seminorms defined with L are also extendable to the case k ∈ IR and p > 1, we obtain a scale of Banach spaces, still denoted by the same notation ID p,k (X), for p > 1 and k ∈ IR. This construction implies that ∇ has a continuous extension as a map from ID
and that δ has a continuous extension from ID
, where the unions are all equipped with their inductive limit topologies. We denote by ID(X) the intersection of the Sobolev spaces (ID p,k (X) : p > 1, k ∈ IR) equipped with the projective topology.
As an example of these considerations let φ ∈ ID be a polynomial (i.e., X = IR), then for any h ∈ H, denoting by ρ(δh) the Wick exponential exp(δh−1/2|h| 2 H ), due to Cameron-Martin theorem, we have
Since the linear combinations of the Wick exponentials are dense in any L p (µ), p > 1, we deduce from the above calculations, on the one hand that I n (E[∇ n φ]) n! µ-a.s., and on the other hand that δ n h ⊗n = I n (h ⊗n )
µ-a.s. By density of the linear combinations of {h ⊗n , h ∈ H} in H⊗ n , we deduce that δ n η = I n (η)
