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Abstract
Low-dimensional spin systems with S = Vi and a singlet ground state attract intensive 
research efforts because of the quantum nature of their ground state. Since the discovery 
of the singlet plaquette CaV409  compound more attention has been paid to chemical 
analogues with S = Vz, V4+ (dl) ions. For example, the V2O5 network exhibits the 
characteristics of layered and crystallographic shear structures and there is a large 
vanadium oxide bronze family, MXV 2O5 (M  = alkali, alkaline earth metals), which 
shows several original [V2O5] networks. For this reason, the atomic architectures of 
V2O5 and its derivatives provide a stage where various lower-dimensional quantum 
critical phenomena can be realised.
Compounds in the series Li^V^Os were synthesised via soft chemistry methods 
and characterised structurally and magnetically via high-resolution x-ray and neutron 
diffraction and magnetisation measurements using a SQUID magnetometer. Additional 
weaker peaks observed in certain of the diffraction patterns suggested the occurrence of 
charge ordering of vanadium ions in an incommensurately modulated superstructure for 
some of the 8-LLV2O5 and e’-LijV^Os phases. Having discovered a possible magnetic 
transition (7> ~ 25 K) in one of these dilute-spin phases, Lio.5oV2C>5, believed to be 
associated with the low-dimensional, chain-like arrangement of the V4+ (S = Vz, d1) 
cations over the non-magnetic V5+ (S = 0, cf) network, a local probe, pSR, was applied 
to investigate its ground state and the ground states of other members of the series 
LLV2O5 with x  = 0.55, 0.64 and 0.72 which also exhibit interesting magnetic behaviour. 
Lack of oscillation in the pSR data revealed the absence of any long-range magnetic 
order for Lio.soV^Os, Lio.ssX^Os, Lio.64V2 0 s, and Li0.72V2O5, supportive of a true one­
dimensional ground state, suggesting the formation of domains of one-dimensional 
antiferromagnetic chains, consistent with the Bonner-Fisher model for low-dimensional 
magnetic behaviour which provided a good fit to the SQUID data collected.
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Chapter One: Introduction
This chapter provides an overview of the chemistry relevant to this thesis. Intercalation 
chemistry is introduced (section 1.1), and some current aspects of the electronic and 
magnetic behaviour of transition metal oxides such as superconductivity (section 1.1.2) 
and charge ordering (section 1.2) are discussed. Finally, the structure and notable 
features of vanadium oxides are reviewed (section 1.3), with particular emphasis on the 
literature and reported structures of LixV2Os; the system investigated in this project 
(section 1.4).
1.1 Intercalation
Intercalation reactions have been well documented since the reaction of graphite with 
potassium vapour [1] sparked a new wave of investigations in this area. Typical 
intercalation reactions are reversible, occurring around room temperature and 
conserving the morphology of the host lattice, which may range from three-dimensional 
framework structures to zero-dimensional molecular lattices. A good example is the 
reaction of lithium with layered titanium disulphide (TiS2) as shown in equation 1.1:
- — ^  ______ i
Li T Li+ + e' + TiS2 T Li+[TiS2]'
Equation 1.1
TiS2 layers are reduced by lithium metal and the lithium cations formed are taken up 
into vacant interlayer sites as charge compensation for the negative layer charge caused 
by electron transfer. The final product is slightly expanded in the direction 
perpendicular to the layers [2]. Intercalation reactions with layered host lattices occur 
more widely, probably due to the ability of layered structures to adjust their interlayer 
separation to cater for the geometry of the guest molecule, and therefore offer greater 
opportunity than other host lattice dimensionalities. An example of this would be the 
plethora of species successfully intercalated into double hydroxide systems, offering 
many new applications in areas such as drug delivery [3-7]. Layered intercalates are 
characterised by strong intralayer bonding and weaker interlayer interactions. The 
layers may be electrically neutral, as found in graphite for example, or they may be 
charged, for example negatively charged titanate layers in K2Ti409. Neutral layered 
systems have a connected network of empty lattice sites between the layers, with 
predominantly van der Waals bonding, whereas the layers in charged systems are held 
together by electrostatic forces and the interlayer sites are partially or completely filled
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by ions or a combination of ions and solvent molecules. The negative layer system, 
K2Ti4 0 9 , for example, intercalates a molecular ion, l,r-dimethyl-4,4’-bipyridinium [8 , 
9], which carries a double positive charge; whereas graphite intercalates both negatively 
charged species such as the molecular ion HSO4' [8 , 9], as well as positively charged 
species such as alkali cations like K+.
Intercalation can affect the chemical and electronic properties of the guest 
species and/or the host lattice: the potential for tailoring these effects to produce 
specific properties makes these reactions relevant to a broad range of applications. For 
example: intercalation of alkali metals or hydride ions into tungsten oxide (WO3) to 
form tungsten bronzes with electrochromic interactions [8 ]; intercalation of oxygen into 
YBa2Cu3 0 x and other perovskite-related cuprates so as to optimise Tc o f  
superconductors [8 ]; intercalation and deintercalation of lithium into LiMn20 4  or 
LhCo02 cathode materials in solid state lithium batteries [8 ]. These examples will be 
discussed in more detail hereafter.
1.1.1 Tungsten Bronzes
Intercalation of alkali metal ions into tungsten oxide, WO3, produces a system in which 
there are interstitial cations of one element and mixed valency cations of another 
element, as shown by equation 1.2:
xK+ + WO3 + xe -> KjcW6 +i^W5+x0 3.
Equation 1.2 -  Intercalation o f potassium into tungsten oxide [8]
White WO3 has a perovskite structure: a framework of comer-sharing W06 octahedra, 
shown in figure 1.1, forming a three-dimensional network of interconnected channels 
along which alkali cations can migrate.
Figure 1.1 -  Structure o f  Tungsten Oxide, WO3.
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On intercalation of alkali metal cations, electrons enter the 5d bands of tungsten, which 
are empty in W(d°)03, and the material darkens due to absorption of light associated 
with d-d transitions. The extra electrons produce metallic conductivity rather than the 
insulating behaviour of WO3. The speed and reversibility of the intercalation reaction 
makes possible a rapid and reversible colour change: these materials find applications in 
thin film electrochromic devices and glass coatings.
1.1.2 Superconductivity
Superconductors have several unique features including zero resistance to the flow of 
electrical current, implying indefinite flow of a “supercurrent”, and “perfect 
diamagnetism”, shown by the expulsion of a magnetic field below the critical field He. 
The properties of superconductors have great potential in applications of electricity 
supply, shielding magnetic fields and transport. Discovery of superconductivity in 
mercury in 1911 [8], has led to the observation in many metals of such phenomena, 
including several early transition metals such as lanthanum, titanium, vanadium, 
molybdenum and niobium [10-12]. Prior to 1986, the highest critical temperature, Tc, 
for the superconductor to metal transition was just over 20K, in the alloys Nb3Ge and 
Nb3Sn. The discovery of superconductivity in a La-Sr-Cu-0 phase with a Tc of about 
36K [10, 13] was followed by the synthesis of YBa2Cu307 (Tc = 93K [14]) and other 
complex cuprates of Bi, T1 and Hg with Tc values up to 135K [8,15].
In these so-called high Tc superconductors it is mixed valency copper cations 
that are seen as the key to superconducting behaviour. Creation of mixed valency 
cations may be associated with insertion of interstitial anions into a structure; in 
YBa2Cu30x, for example, the oxidation state of copper is dependent upon the oxygen 
content, x: mixed Cu+ and Cu2+, when x = 6 ; entirely Cu2+, for x = 6.5; a mixture of Cu2+ 
and Cu3+, when x -  1. This may be regarded as an intercalation reaction where extra 
oxygen is introduced into the x -  6 structure, causing oxidation of copper and 
transformation in the electronic properties from a semiconductor to a superconductor 
for x = 7.
There are two copper sites in YBa2Cu30x, as shown in figure 1.2. One site, 
nominally Cu2+, is square pyramidally coordinated by oxygen atoms for 6 < x < 7, while 
the second copper site is sensitive to oxidation, having linear coordination when x = 6 , 
as Cu+, changing to square planar coordination as extra oxygen is intercalated and it is
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oxidised to Cu2+. This oxidation also causes a change from a tetragonal to an 
orthorhombic unit cell, as the four-fold rotation axis parallel to the c-axis that is present 
when x =  6  is reduced to a two-fold axis when oxygen is intercalated at the 0, V2, 0 
position.
Figure 1.2 — Structures o f  a) YBCI2CU3O6 and b) YBaiCu^Oj [ 8 ]. Copper ions are shown 
in red, oxygen in blue, barium in green and yttrium in yellow.
The cuprate superconductors are also good examples o f the way in which electronic 
properties may be strongly affected by the dimensionality. For example, Tc for the 
series TlBa2Can-iCunC>3n+2 increases as the connectivity between the Cu-0 layers 
increases: for n = 1, Tc = 80K; for n = 2, Tc = 108K and for n = 3, Tc = 125K. The 
structures of this series are shown in figure 1.3.
Figure 1.3 -  Structure o f the n -  1 , 2 and 3 members o f the TlBa2Can-iCun0 3 n+2 series: 
a) TlBa2Cu05; b) TlBa2CaCu207; c) TlBa2CaCu30 9.. Copper atoms are shown in 
green, oxygen in blue, thallium in red, barium in yellow and calcium in light blue.
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1,1.3 Lithium Batteries
There is currently huge interest in developing advanced lithium batteries for
applications such as mobile telephones, laptop computers and zero emission vehicles.
USEFUL ________
POWER
Anode Cathode
Electrolyte
Figure 1.4- Schematic o f a secondary lithium battery [8].
For optimal cell voltage, an anode of high lithium activity is needed, ideally lithium 
metal. To this goal, various lithium-based alloys and lithium-carbon intercalation 
compounds have been investigated [16-18]. Electrolytes must have high lithium ion 
conductivity, for example a lithium salt such as LiCF3-COO, LiC104 or LiPF6 dissolved 
in a non-aqueous solvent like propylene carbonate, or a polar polymer like 
poly(ethylene oxide), PEO [19-21].
Candidate cathodes in lithium batteries are all intercalation host structures that 
have empty channels: structures capable of supporting lithium ions, and a mixed 
valence species in the framework that is able to accept and release electrons. The first 
materials to be considered [22] were layered chalcogenides such as TiS2, which accepts 
Li+ into empty layers of octahedral sites separating TiS2 sheets, with an accompanying 
reduction of titanium to give mixed valence Ti4+ and Ti3+ in the product. Since then, 
materials such as LiCo02 and LiMn2C>4 {equations 1.3-4) have been investigated and 
are used as cathodes, although both have disadvantages [23-25]. Cobalt is relatively 
expensive and toxic, while conversion of Mn4+ to Mn3+ involves a structural distortion 
due to the Jahn-Teller effect in Mn3+ octahedra, which causes deterioration in the 
electrolyte-cathode interfacial integrity and consequently loss in battery performance on 
cycling [8].
LiCo02 -xIa - jce' -> Lii.JC o3+i-xCo4+JC0 2 
Equation 1.3 -  Deintercalation of lithium ions from LiCoC>2
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LiMn2(>4 -xLi+ -xe' Lii.xMn3+i.xMn4+i+x02 
Equation 1.4 -  Deintercalation of lithium ions from LiMn2C>4
It can be seen from these examples that intercalation with transition metal oxides 
as host lattice can produce systems with interesting electronic properties, due to their 
ability to accept and release electrons to guest molecules to produce mixed valency. For 
some early transition metal oxides, there is also potential for low-dimensional magnetic 
behaviour, where a d° configuration is reduced through intercalation to a mixed d^d1 
system. This mixture of magnetic and non-magnetic ions raises the possibility of low­
dimensional magnetic behaviour through charge ordering in suitable intercalated 
systems.
1.2 Charge Ordering and Low Dimensionality
The coexistence of ions with distinct valences is observed in some transition metal 
compounds, for example Fe2+ and Fe3+ in Fe3C>4, V4+ and V5+ in NaV20s, Mn3+ and 
Mn4+ in Lai.^Sr^MnOs, and Cu2+ and Cu3+ in S^^C a/h^C ^i. Rare earth compounds 
based on Sm, Eu, Tm and Yb ions frequently exhibit a mixed divalent and trivalent 
state. In these mixed-valence compounds, allowance must be made for the charge 
degrees of freedom of the 3d or 4f ions in addition to the spin and orbital degrees of 
freedom when considering the magnetic behaviour. A distinction can be made between 
homogenously and inhomogenously mixed-valence compounds. In the former, there is 
essentially a single ion property where the magnetic ion hybridises with the sea of 
conduction electrons. Examples of this type of mixed-valency include rare-earth 
materials such as SmS, TmSc, SmB6 and YblnCu* [26-28]. In the case of 
inhomogenously mixed-valence compounds, the 3d or 4f electrons can hop between the 
magnetic ions with different valences, assisted in some cases by thermal motion. Below 
a transition temperature there is a distinct charge ordering [29], where different 
oxidation states are localised onto crystallographically distinct sites. The causes of this 
ordering include a range of electronic and structural factors such as electrostatic forces, 
resulting in distinct oxidation states adopting different geometries despite having the 
same coordination. It can be difficult to detect charge ordering with direct methods, but 
its occurrence can significantly influence the physical properties of a material. In 
particular, where the ordered ions are a mixture of magnetic and non-magnetic ions, this 
can influence the magnetic behaviour and is capable of producing low-dimensional
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magnetic behaviour, as ordering of magnetic ions onto a distinct site may allow 
correlation or ordering of spins to occur, leading to novel magnetic behaviour such as 
that observed in Nbi2C>29 [30, 31] and NaV^Os [32, 33] discussed in detail later. True 
low-dimensional behaviour is produced by having chains of magnetically active atoms 
separated from one another by large distances; hence materials containing bulky organic 
ligands often give the most attractive low-dimensional properties as the interchain 
interactions are much smaller than the intrachain interactions. It is more difficult to 
achieve extensive separation between magnetic chains in condensed phases, making 
true low-dimensional character much more rare. However, condensed inorganic oxides 
have been found to exhibit comparable low-dimensional properties to those observed in 
organometallic compounds through charge ordering in the structure, as will be 
exemplified in the following sections.
1.2.1 Fe30 4
Magnetite, Fe3C>4 , has an inverse spinel structure, as shown in figure 1.5, in which one 
third of the iron ions are tetrahedrally coordinated with four oxygen ions and the 
remaining two thirds are octahedrally coordinated with six oxygen ions. The tetrahedral 
A sites are occupied by Fe3+ ions, and the octahedral B sites are occupied by a mixture 
of Fe3+ and Fe2+ ions. The formula may be rewritten as [Fe3+]tet[Fe2+Fe3+]oct0 4 .
Figure 1.5 — Polyhedra in Fe^O^ tetrahedral in light blue containing Fe3+ ions, 
octahedra in pink containing mixture o f Fe3+ and Fe2+ ions.
The metal-insulator transition, known as the Verwey transition, is observed in magnetite 
at Tco ~ 124K and is probably the first experimental realisation of the charge-ordering
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phenomenon [34, 35]. There is an increase in electrical resistivity o f two orders o f  
magnitude on going from the high temperature phase to the low temperature phase at 
Tco [36]. The electrical conduction and the Verwey transition occur on the B site 
sublattice. Above Tco there is electron hopping in the B sites, but below the Fe2+-Fe3+ 
ions order on the octahedral sites. Verwey proposed a model for the charge ordering o f  
alternating chains of Fe2+ and Fe3+ cations along the [110] direction, shown in figure 
1.6, however, this has not been verified by the neutron scattering studies made by Fujii 
et al. [37] and recent x-ray scattering experiments give a confusing picture of the charge 
ordering below the Verwey transition: one resonant x-ray experiment gives no 
indication of charge ordering below Tco [38], while two other similar experiments do 
show charge ordering phenomena [39, 40]. The latter proposes a charge order on the B 
sites that differs from the model proposed by Verwey. These contradictory results 
demonstrate the complexity of charge ordering, and the difficulty of studying it with 
direct methods.
spinel Fe3 C>4 
1.2.2 Laj.JSrxFeOs
One end compound in this series, LaFe0 3 , x = 0, is an antiferromagnetic insulator with a 
d5 configuration of iron, characterised by high Neel temperature, TN = 738K. The other 
end, SrFeOs, x =  1, is an antiferromagnetic metal with Tn = 134K. The solid solution 
system, Lai^SrrFeOs, is antiferromagnetic with a Neel temperature that decreases with 
doping level, a : .  For x > 0.1, above T n  the material is semiconducting or conducting, 
while below Tn there is a steep increase in resistivity and insulating behaviour in the
Figure 1.6 -  Ordered structure o f Fe2+ and Fe3+ at the B sites in inverse
proposed by Verwey [34].
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anti ferromagnetic phase, at least for x < 0.7. For x ~ 0.67 the resistivity increases 
abruptly at approximately 207K, due to simultaneous charge and spin ordering in a 
superlattice structure [36, 41, 42] as shown in figure 1.7. The charge disproportionation 
at x « 0.67 was first observed by Mossbauer spectroscopy [43], which showed two 
kinds of iron sites with nominal charges Fe3+ and Fe5+ in the ratio 2 : 1 .  The Fe5+ 
valence is unusual, but this valency and the ordering o f iron sites were confirmed by 
neutron scattering measurements [44]. The structural change of the lattice upon charge 
ordering was studied using electron diffraction [45]. In this case, change in the physical 
properties (resistivity) is directly linked to charge ordering in the sample, which has 
been established using neutron and electron diffraction [36].
Figure 1.7 -  Charge and spin ordering in Lao.nSro.67FeOs [36]. Fe3+ shown in blue,
Fe5+ shown in red.
1.2.3 Sr14.xCaxCu240 4i
Sri4 Cu240 4 i has a composite structure made up of alternating layers of CU2O3 spin 
ladders and Q 1O2 spin chains separated by layers o f strontium atoms. A spin ladder is 
somewhere between a one-dimensional magnet and a two-dimensional magnet, and is 
composed of spin chains which have an interchain coupling of comparable strength to 
the intrachain coupling [46]. Good examples of spin ladders include S1GU2O3, Laj. 
xSrA:Cu0 2 . 5  and S^C^Os, shown in figures 1.8-9. The system Sr„_iCu„+i0 2„ with odd n 
is a V2(n+1 )-leg spin ladder due to the strips of a CuC>2 square lattice with V2(rt+1) Cu2+ 
ions across their width that make up the structure. Theoretical calculations predict that
33
Chapter One: Introduction
even-leg ladders have a ground state with spin singlet pairs and the first excited state is 
separated by a spin gap energy, while odd-leg ladders are gapless [47], and this 
assertion is supported by the results of neutron and pSR experiments [48,49].
Figure 1 .8 -  Three-leg spin ladder Sr2Cu3 0 s, strontium in green, copper in red, oxygen
in blue.
Figure 1.9 -  Lai.xSrxCu02.5 two-leg spin ladder.
The “phone number” compound, Sri4Cu2 4 0 4 i can be doped easily and the hole- 
doped phases, Sri4 .xCaJC u2 4 0 4 i, become superconducting under pressure. The potential 
for superconductivity is one of the reasons for interest in spin ladders. The layered 
structure o f alternating CU2O3 and CuC>2 sheets separated by strontium and calcium 
layers is shown in figure 1.10.
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Figure 1.10 -  Left figure shows the crystal structure o f Sri4-xCaxCu2404i viewed in 
perspective along the c-axis. Right figure shows the crystal structure o f two-leg ladder 
and chain viewed in perspective along the h-axis [50].
The CU2O3 layers consist of two-leg spin ladders. The approximately 180° copper- 
oxygen-copper bonds give rise to a strong antiferromagnetic-type superexchange 
coupling between the copper spins along the legs and rungs. The Q 1O2 planes are 
composed of spin chains where copper is four-coordinated by oxygen in a square planar 
arrangement, forming Cu04 plaquettes. These share edges to make up chains.
Independent of the calcium concentration, the average copper valence in Sn4. 
JC aA:Cu24 0 4i is Cu2 25+; in other words, the compound is intrinsically hole-doped. 
Previous neutron diffraction and x-ray scattering experiments [51] have shown that in 
Sri4 Cu24 0 4i the holes are located solely in the chains, producing a well-defined charge 
ordered alternating dimer chain structure with six holes per formula unit, where one 
formula unit consists of a chain ten copper ions in length.
In an alternating chain there are two spin-spin interactions, as shown in figure
1 . 11 .
- 0 ^ 0 — ^ > ^ 0 — o -
Figure 1.11 — Exchange interactions in an alternating chain.
In this case the interactions are intra-dimer and inter-dimer interactions, and for the 
doped phase Sr2.5Can.5Cu24 0 4 i, these have been found to be antiferromagnetic inter­
dimer and ferromagnetic intra-dimer interactions [52]. The alternation constant, a , has 
been calculated to be a  = 0.1 [53].
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Doping with calcium for strontium would not be expected to alter the 
concentration of holes since the two elements are isovalent. However, neutron 
diffraction measurements [54] have shown that calcium substitution distorts the crystal 
structure in such a way as to bring oxygen atoms into a position directly below some of 
the copper atoms in the ladder layers, providing a possible path for holes to migrate 
between the two layers. It is believed the application of pressure further distorts the 
structure with a corresponding increase in hole migration to the ladders, with 
superconductivity occurring at a critical hole concentration on the ladders [29, 53]. Thus 
the partial destruction of charge ordering in the chains and their action as a charge 
reservoir for the spin ladders is linked to superconductivity under pressure in the highly 
doped phases.
1.2.4 La2.xSrxNi04
Introduction of strontium in place of lanthanum in La2NiC>4 is equivalent to the 
introduction of positive “holes” in the structure; for certain doping levels, cooperative 
ordering of holes and nickel spins is observed [36]. When 0.2 < x < 0.5, the system is 
semiconducting below room temperature and metallic above 600K, but for x = V3 the 
resistivity increases sharply at 240K, indicative of a charge ordering transition. A 
similar, weaker, effect is apparent at 340K for jc = V2, suggesting it also undergoes a 
charge ordering transition around this temperature [55]. Substitution with isovalent 
cations, for example replacement of strontium with barium or calcium and replacement 
of lanthanum with neodymium, have no effect on the charge ordering transition, 
indicating that the transition is stabilised by the commensurate value of the hole 
number. In other words, charge ordering is only observed for a rational doping of Ni3+: 
values of x such as 1, V2 or V3. The ordering leads to the formation of “charge stripes”, 
and some examples for different doping levels are shown in figure 1.12. This ordered 
stripe arrangement has been confirmed by the observation of superlattice spots in 
electron diffraction [55, 56] and by more recent neutron diffraction experiments [57].
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Figure 1.12 -  Different doping levels o f Ld2-xS
r ;2 +
‘ c ) m
xNi0 4 , a) x -  1; b) x = 0.5; c) x = 0.33.
Niz+C>6 octahedra are shown in yellow and Ni3+06 octahedra are shown in blue.
1.2.5 R].xAxM n 0 3
It has recently been found that certain distorted perovskite manganates, R^A^MnC^, 
including La^^M nC^, Ndi.xSrxMn0 3  and Pr].xCaxMn03, exhibit a metal-insulator 
transition that is highly sensitive to magnetic fields and leads to colossal 
magnetoresistance (CMR) [58-60]. It has been known since the 1950s that electron 
hopping via the double exchange interaction {figure 1.13) between adjacent Mn3+ and 
Mn4+ ions requires ferromagnetic ordering, as the electron can hop to a neighbouring 
site only if the t2g orbitals are aligned in a parallel fashion [61-63]. The electron transfer 
between adjacent sites i and j  is described in terms of the transfer integral ty. When 
dopant ions are introduced, the average ionic radius of the perovskite A site decreases 
and there is an increase in the orthorhombic distortion, resulting in reduced electron 
transfer [36]. With this reduced transfer, other electronic instabilities such as charge or 
orbital ordering may become more important and compete with the ferromagnetic 
double exchange interaction.
f  -  e g  - -
-f- -f- -f- -f- “I-
r -
“ t-  “ t-  t2s “ l-  4 “
Mn3+ 3d4 Mn4+3d3 Mn3t 3d4 Mn4+ 3d3
Figure 1.13 -  Schematic of the double exchange mechanism. Electron hopping is 
favoured if  a) neighbouring ions are ferromagnetically aligned and not if  b) 
neighbouring ions are antiferromagnetically aligned or disordered in a paramagnetic
state.
37
Chapter One: Introduction
This competition produces some interesting magnetoresistive and magnetostructural 
phenomena, in particular, when the doping, x, is close to the commensurate value x = V2, 
charge-ordering. The zero field charge ordered state is characterised as being an 
insulator with increasing resistivity as temperature decreases. The transfer integral, ty, 
of electrons of Mn3+ ions to the Mn4+ ions with parallel spin direction at neighbouring 
sites increases in applied magnetic fields, hence the kinetic energy due to the transfer 
integral, which favours the ferromagnetic metallic state, becomes superior to the 
Coulomb interaction among Mn4+ ions and Mn3+ ions that favours an insulating state. 
Consequently, in magnetic fields the insulating phase is suppressed [29]; in other words, 
the charge ordered state can be relaxed to a ferromagnetic state by application of an 
external magnetic field [36, 64, 65].
For example, Ndi-xSr^MnC  ^is a ferromagnetic metal for jc > 0.3, but for doping 
levels around x = V2 the ferromagnetic state changes into a charge ordered insulating 
state below Tco = 160K, which accompanies orbital and antiferromagnetic spin 
ordering [66-69]. In Ndo.sSro.sMnCb, the charge ordered transition shifts to a lower 
temperature as the external field increases, and above 7T remains metallic as the 
temperature is decreased, without charge ordering [64]. A similar effect is observed for 
Lao.5Cao.5MnC>3 [70] and recent x-ray scattering experiments on Lai.^Sr^MnOs [71] 
showed a transition driven by orbital ordering at Tc = 145K, which is subtly different 
from the charge ordering picture proposed by neutron scattering experiments [72] and 
elastic constant measurements [73].
The charge ordered insulating state appears to be extended over a wider doping 
region when the bandwidth is narrowed: for example, in Pri.xCaxMn03 it is observed 
over 0.3 < x < 0.5 [68]. A larger external field is needed to destroy the charge ordered 
insulating state in Pro.sCao.sMnC  ^ than in the corresponding neodymium/strontium 
compound. Neutron and x-ray scattering on Pri.xCaxMn03 (x = 0.40 and 0.50) revealed 
charge ordering in the a-b plane accompanied by orbital ordering [68, 74]. The onset of 
spin ordering occurs at a lower temperature than charge ordering in this series [36] and 
the microstructure of charge ordering in Pri.xCaxMn03 observed using electron 
microscopy revealed competition between orbital and charge degrees of freedom [75]. 
The field induced transition from ferromagnetic metal to charge ordered insulator in 
Pro.3Cao.7Mn03 becomes irreversible below 40K, and is accompanied by a change in 
resistivity of more than ten orders of magnitude. This irreversible transition can be
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triggered not only by external magnetic field or pressure [76, 77], but also by x-ray [78] 
and light irradiations [79], and by an electric field [80] raising possibilities for 
application in magnetoelectronic devices [36].
As illustrated by these examples, charge ordering in the distorted perovskite 
manganates is dependant on the combination of ions chosen to occupy the A perovskite 
sites in R^A^MnC^ and the amount of doping (value ofx) [29, 36].
1.2.6 La2.2xSr1+2xMn20 7
These compounds are the n = 2 Ruddlesden-Popper phases where the MnC>2 bilayer 
repeats as shown in figure 1.14 for the parent compound, La2SrMn2 0 7 , where x, the 
nominal hole number per manganese ion site, is zero.
Figure 1 .1 4 - La2SrMn20 j  Ruddlesden-Popper n = 2 phase.
Resistivity measurements on the x = 0.3 phase [81] have shown anisotropic behaviour, 
with the resistivity along the c-axis significantly larger than that within the ab plane 
[36]. The c-axis resistivity, pc, has a sharp maximum at approximately 100K, above 
which semiconducting behaviour is observed and below which metallic behaviour is 
observed. This drop in resistivity below 100K is linked to the occurrence of three- 
dimensional spin ordering: weak anti ferromagnetic interlayer coupling has been 
confirmed by magnetisation and neutron experiments [82]. Behaviour within the ab 
plane differs: a broad maximum in the resistivity, pab, is observed around 270K. 
Coupled with magnetisation measurements, it is thought that below 270K there are in­
plane two-dimensional ferromagnetic correlations. Between 100K and 270K, the* = 0.3 
compound shows ferromagnetic metallic behaviour arising from confinement of the 
holes within the Mn0 2  bilayer [36]. Below 100K, pc steeply decreases indicating a very
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fast change from incoherent to coherent charge dynamics. The magnetoresistance was 
found to be weakly dependent upon field orientation: within the plane, there was an 
enhanced magnetoresistance around 100K and 270K, whereas along the c-axis the 
temperature of the observed maximum increased with a magnetic field, while the 
maximum resistivity value decreased. The in-plane magnetoresistance is much smaller 
than the interplane magnetoresistance [81].
The charge-transport properties, including magnetoresistance, are observed to be 
quite sensitive to the doping level, as was the case for the perovskite manganites 
previously discussed. This is shown by comparison of the behaviour o f the resistivity of  
the x = 0.4 lanthanum strontium manganite with the jc = 0.3 phase just described. In the 
x = 0.4 phase, both the in-plane and interplane resistivities show a slow increase in 
resistivity with decreasing temperature, down to Tc = 126K where they both have a 
steep decrease in resistivity by more than two orders of magnitude, exhibiting metallic 
behaviour below Tc. Application of a magnetic field suppresses the resistivity above Tc, 
effectively moving the resistivity maximum towards higher temperature [83].
The charge ordered state in these phases have been found to be of the same type 
as that found in the perovskite manganites, having the same complex relationship with 
spin and orbital ordering [36, 84].
1.2.7 Nb120 29
Monoclinic Nbi2C>29 is composed of 4x3 blocks of NbC>6 octahedra, which are edge and 
comer shared as shown in figure 1.15.
Figure 1.15 -  The structure ofNbi20 2g made up o f  edge-sharing NbC>6 octahedra, 
obtainedfrom neutron diffraction [30].
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Susceptibility and conductivity measurements have shown that this system is metallic at 
all temperatures, and that it undergoes antiferromagnetic ordering at 12K [30]. This 
magnetic ordering is unexpected given the low concentration of unpaired electrons 
present: the formula may be written as Nb4+2Nb5+i0O29, where Nb5+ has a d° electronic 
configuration and Nb4+ has a d1 configuration, in other words there are two unpaired 
electrons per block. Susceptibility measurements showed that approximately half of the 
unpaired electrons present are localised, the rest being itinerant: there is one localised 
spin in every twelve. The most likely product of this dilute spin system would be the 
formation of a spin glass, where the spins are frozen at low temperature in a disordered 
arrangement, but in Nbi2 0 2 9  the spins are arranged in a well-defined arrangement that 
allows antiferromagnetic coupling. pSR experiments were carried out to confirm the 
existence of a long-range ordered state in this material [31] and low temperature 
neutron diffraction experiments were undertaken to determine the ordered structure 
below 12K [30], which is shown in figure 1.16.
Figure 1.16 -  The charge-ordered structure o f Nb 12O29, blue octahedra Nb5+, 
yellow octahedra Nb4+.
Nb4+ octahedra are comer shared to form chains along the b-axis, thus allowing the 
formation of a long-range ordered magnetic state despite the low proportion of localised 
spins. Corner shared octahedra have a larger Nb-Nb separation than that found in edge- 
shared octahedra, leading to less of the direct metal-metal overlap which results in 
metallic properties, instead favouring localised behaviour. In this compound therefore it 
is the mixture o f comer and edge shared octahedra within the structure that is 
responsible for the coexistence of localised and itinerant electrons [30]; charge ordering 
of non-magnetic d° ions and magnetic d1 ions onto these crystallographically distinct
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sites is responsible for the production of a one-dimensional magnetic state with a much 
larger chain separation than was previously reported in condensed oxides: 
approximately double those reported in magnetic condensed copper oxides such as 
dichlorobi(thiazole) copper, shown in figure 1.17, which has chain separations o f  
approximately 7A and 9A, compared with the 10A and 15A separations observed in 
Nb,20 29 [30].
Figure 1.17 — Dichlorobi(thiazole) copper (II), chains o f magnetic copper ions are
shown in red.
1.2.8 NaV20 5
NaV20.<; was initially believed to consist of two leg spin ladders, in the P2jmn space 
group, with each ladder having one leg made up of V4+ ions and the other of V5+ ions 
[85]. However, four recent, separate structural investigations have shown that the 
structure is centrosymmetric with Pmmn space group [86-89], in agreement with 51V 
NMR experiments that show the presence of only one type of vanadium atom at room 
temperature [90, 91]. This compound is a mixed-valence system with an average 
valence of V4 5+ and can be considered as an insulating quarter filled spin ladder [29].
A phase transition occurs in NaV2Os at Tc = 34K. Below Tc the magnetic 
susceptibility decreases rapidly and lattice distortion to form a 2a x 2b x 4c supercell is 
observed [92, 93]. This distortion and drop in susceptibility was originally thought to be 
due to a spin-Peierls transition [92]. A spin Peierls transition occurs when a quasi-one- 
dimensional s = Vi Heisenberg antiferromagnetic chain is coupled to three-dimensional 
lattice vibrations, causing the chain to distort into pairs as a function of temperature. 
Above the transition, the magnetic behaviour is that of a one-dimensional 
antiferromagnet; below, the dimerisation of the spin lattice system leads to alternating
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exchange constants, as for any alternating chain. The dimerisation increases 
progressively and reaches a maximum at zero temperature [46]. There are not many 
examples of inorganic spin-Peierls compounds, CuGeOi ( T s p  = 14K), shown in figure 
1.18, was the first of these to be discovered [94, 95]: NaV2Os was thought to be the 
second [92].
Figure 1.18 -  CuGeOi (Copper is shown in red, Germanium in yellow and Oxygen in
blue).
However, the lattice distortion in NaV2Os is not due to a spin-Peierls transition as 
originally thought, but rather to the onset of charge order. This has been established by 
51V NMR: one line for the average V4 5+ site is observed above Tc, splitting to two lines 
for inequivalent V4+ and V5+ sites below Tc [32, 91]. Comparison of elastic constant 
measurements o f NaV2Os and CuGe0 3  by Goto et al. [29] gives an insight into the 
similarities and differences between a spin Peierls transition and a charge order 
transition.
Thermal expansion and specific heat measurements gave evidence for two 
consecutive transitions at 33K and 34K [96]. The first of these is the charge ordering 
transition and recent synchrotron x-ray diffraction experiments have established the 
second transition to be an orthorhombic-monoclinic phase transition [97]. However, 
despite numerous studies [29, 32, 92, 97-99] the charge ordered structure has yet to be 
incontrovertibly established in this compound. All experiments give a zigzag charge 
order, but some give fully charged ladders while others give charge ordering only in 
alternate ladders, some examples are shown in figure 1.19. The fully charged models 
agree with NMR results previously mentioned, as they involve only oxidation states V4+ 
and V5+, whereas the alternate zigzag ladder models would give three inequivalent sites 
for the oxidations states V4+, V5+ and V4 5+ [29].
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Figure 1 .19-  Suggested models for zigzag charge ordering models in Na V2O5, V4+ 
shown as purple circle, V5+ shown as blue circle, V4 5* shown as open circles, "zigzag ” 
magnetic interactions shown in red[29, 100] a) one vanadium site, average 
V4 5+oxidation state; b) repeating pattern ABAABABB...; c) repeating pattern 
A A B B A A B B d )  oxidation states V4+, V5+ and V4'5+ repeating ACCABCCB...
1.3 Vanadium Oxides
There are many kinds of vanadium oxides, exhibiting a wide range of structural and 
electronic properties [101]. There are four principal oxides: vanadium monoxide, VO; 
vanadium sesquioxide, V2O3; vanadium dioxide, VO2 and vanadium pentoxide, V2O5; 
however, a number of other phases of intermediate composition have been identified 
and the lower oxides in particular have wide ranges of homogeneity [ 1 0 2 ].
V2O5 loses oxygen reversibly on heating, a property that makes it a versatile 
catalyst, used in the oxidation of organic compounds by air or oxygen, and the reduction 
of alkenes and aromatic hydrocarbons by hydrogen, for example [102]. More 
importantly, it is used in the contact process for the manufacture of sulphuric acid to 
catalyse the oxidation of SO2 to SO3 [102]. V2O5 dissolves in acids to produce salts o f 
the angular [VC>2]+ ion, and in alkalis producing colourless solutions containing the 
tetrahedral orthovanadate ion [VO4]3'. At intermediate pH a series of hydrolysis- 
polymerisation reactions occur producing isopolyvanadates such as KVO3.H2O, K3VO4,
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Na^V^C  ^ and NasVioChs.lSI-hO, which contain various combinations of tetrahedral, 
bipyramidal or octahedral vanadium species [102], The wide applications o f vanadium 
pentoxide, in pure form or via its numerous compounds, have made it the focus of much 
attention for many years [103]. Structurally the V2O5 network is viewed as exhibiting 
the characteristics of layer and crystallographic shear structure. Its formula yields a 
wide vanadium oxide bronze family MXV2 0 5  (M = alkali, alkaline earth metals), 
showing several original [V2O5] networks.
VO2 is formed by mild reduction of V2O5 and has a rutile-like structure at room 
temperature, shown in figure 1 .2 0 .
Figure 1.20 -  Rutile structure o f VO2 [104].
Low temperature x-ray diffraction and 51V NMR studies on metastable polymorphs o f  
VO2 have confirmed the formation of V4+-V4+ pairs that dissociate above the metal - 
insulator transition at 340K, causing a sharp increase in electrical conductivity [105- 
108].
Between V2O5 and VO2 there are a succession of phases of general formula 
V „ C W  including V3O7 and V4O9, which are shown in figure 1 .2 1 .
Figure 1.21 -  V„0 2 n+i phases a) V3O7 [  109] b) V4O9 [ijoj. VO5 square pyramids 
shown in pink, VO$ octahedra shown in blue.
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Further reduction from VO2 produces a series of chemical shear phases known as the 
Magneli phases, of general formula V„02«-i, before the sesquioxide V2O3 is reached. 
Examples include V4O7, V5O9, V6O11, V7O13 and VgOis. These phases containing a 
mixture of V4+ (d1) and V3+ (d2) ions are believed to undergo charge ordering such as 
that previously discussed for the case of Fe304 [ 111]. Although the oxides VO, V2O3 
and V3O5 also conform to the general formula, they are structurally unrelated to the 
Magneli phases. [102]
V2O3 has a corundum structure and undergoes a metal to insulator transition 
below about 170K.
Figure 1.22 -  Corundum structure ofVzOi [ 1 1 2 ]: chains o f edge-sharing VO6 
octahedra linked through comer sharing.
Incorporation of Cr20 3  and Ti20 3  to form V2O3 “alloy” systems with the general 
formula (VkvMx ) 2 0 3  has been investigated due to their effects in respectively enhancing 
or suppressing the transition to an insulating state. The system may be manipulated to 
show one, two or three metal-insulator transitions as a function of temperature, 
depending on compositional details [111]. On further reduction the corundum structure 
is retained down to compositions as low as VO  1.35, after which the metallic monoxide 
with a rock salt structure is formed {figure 1.23 [113]). This is also markedly non- 
stoichiometric with a composition range from VO0.8 to VO1.3. At least thirteen distinct 
oxide phases have been identified between VO~i and V2O5 [ 1 0 2 ].
Figure 1.23 -  Rocksalt VO structure: a) ball and stick model, vanadium in pink, oxygen 
in blue; b) polyhedral model showing linking o f VO6 octahedra [113].
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1.3.1 V2O5 Structure
The first crystallographic data on V2O5 was reported by Ketelaar in 1936, and later by 
Bystrom et al. [114], then by Bachman et al. [115] and has recently been refined by 
Enjalbert and Galy [116]. Although vanadium has sometimes been described as having 
distorted octahedral oxygen coordination in this compound (as would be expected of a 
d° oxide), taking into account a sixth oxygen (2.791 A from Vanadium) as shown in 
figure 1.24, it has been suggested by Galy [103] in a detailed refinement o f the 
structure, that the V2O5 structure is better described as [V 205]n layers built up from VO5 
square-based pyramids sharing edges and corners as shown in figure 1.24b). This 
representation helps to stress the layered structure of the material, the assembly being 
held together via relatively weak Van der Waals interactions, making it eminently 
suitable for intercalation.
a)
b)
Figure 1.24 -  Layered structure ofV 2 0 5 : a) with octahedral coordination o f  vanadium, 
b) with square pyramidal coordination o f vanadium.
1.3.2 MxV20 5 Vanadium Oxide Bronzes
Various kinds of ions may be intercalated between the layers to form the well-known 
vanadium oxide bronzes, MjAGOs (M = alkaline or alkaline earth metal). They possess 
extended homogenous ranges of composition, which result from a non-stoichiometric 
intercalation of M  cations within the [V20 5 ]„ network. Intercalation of an alkali metal 
leads to partial reduction of V5+ ions to V4+ ions to balance the electric charges, shown
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by study of NaV20 5  with 51V NMR and x-ray scattering experiments [29] though the 
system was shown to possess a more complex arrangement with higher resolution 
studies as described previously. The preferred environments o f V4+ (d1) and V5+ (d°) 
ions are very different, making the MXV20 5  system a good candidate for charge 
ordering, which has been observed in NaV2Os (section 1.2.8), for example.
Figure 1.25 -  Distinct vanadium environments in NaV2 0 s corresponding to V4+ (blue)
and V5+ (black).
The localisation of electrons through charge ordering can create low­
dimensional character and properties in the case of d'Vd1 condensed inorganic oxide 
phases [30, 31]. These compounds have the potential for unique structures as low­
dimensional magnets, depending on the arrangement of the magnetic V4+, d1 ions within 
each structure; the unusual and distinctive properties of low-dimensional systems make 
them of great interest [117]. The variation in magnetism and charge ordering observed 
in the vanadium bronzes is well demonstrated by comparison of NaV2Os, CaV2C>5 , 
MgV2C>5 , CsV2C>5 and y-LiV20 5 . These compounds have similar layered structures with 
a characteristic arrangement of VO5 square pyramids sharing edges and comers, yet 
their magnetic properties are widely different: a ’-NaV2C>5 is a quarter filled spin ladder 
with Tc = 35K and energy gap A = 114K; CaV2Os and MgV2Os have similar two-leg 
spin-ladder structures but very different energy gaps, -600K and ~17K respectively; 
CsV2C>5 is a dimer system with a spin gap of approximately 160K; y-LiV20 5  has a 
quasi-one-dimensional zigzag chain structure, and does not show spin gap or magnetic 
ordering down to 0.5K [101].
The magnetic properties and structures o f the vanadium bronzes vary according 
to the identity of M, and the doping level jc [101, 118]: weak interlayer bonding and 
transformations by crystallographic shears, slips and/or square pyramid reversal allow 
the formation of intercalated structures with a variety of stacking arrangements 
determined by the size, charge and quantity of M  [103] raising potential for tailoring the 
properties by adjustment of these factors.
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1.4 Lithium Vanadium Oxides, LivV20 5
It is generally agreed that there are seven phases in this system: alpha (a); beta (p); 
beta’ (P’); epsilon (e), which has been subdivided into £1 and e2; delta (8 ); and gamma 
(y). However, the correlation of these phases with jc values is disputed, there being 
several published phase diagrams for the system [103, 119-121]. The discrepancies in 
these phase diagrams are due either to inaccurate determination o f the composition or 
the differences in synthetic methods employed by different authors. The most 
comprehensive phase diagram was published by Galy in 1992, and is shown in figure 
1.26. This covers a range of compositions (0 < x < 1) and synthetic methods (0 < T < 
650°C).
T/°C
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1.0
Figure 1.26 -  Phase diagram for LixV2 0 s published by Galy et al. [  103] based on data 
published by Murphy [120] and Galy [  122].
It is evident from figure 1.26 that there are four thermodynamically stable phases: 
alpha, beta, beta’ and gamma. The a  and y phases may be produced by high temperature 
and room temperature methods [120, 123, 124], whereas the p and p’ phases are only 
accessible via high temperature methods [103, 125, 126]. The metastable phases epsilon 
and delta are synthesised by room temperature routes, and in the case o f epsilon, via a
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phase transition from the delta phase at increased temperature [124, 127]. The 
temperature dependent transformations between the epsilon, delta and gamma phases 
have been studied in detail by Galy and co-workers [124, 127]. All the phases that may 
be synthesised by room temperature wet methods are also accessible by electrochemical 
methods [128, 129]. The different synthetic methods used complicate the literature on 
this subject, and we have therefore confined our discussion to phases made through high 
temperature solid state and room temperature wet methods as these methods have been 
used to produce detailed structural information rather than performance in 
electrochemical cells with a view to future use as a battery cathode material [121, ISO- 
138].
1.4,1 Alpha phase: a-LixV2Os
The alpha phase has low lithium content and is isostructural with undoped V2O5. This 
phase is stable up to high temperature as shown in figure 1.26, and may be synthesised 
by all three methods. Structural data have been published by Galy et al. [123], from x- 
ray diffraction data for Lio.o^Os made via high temperature solid-state methods at 
650°C. Galy has used the Pmmn space group with origin choice one to represent the 
structure [139]; consequently all atoms have a displacement of zero along they-axis, the 
cell depth direction.
Space Group Lattice Parameters/A
a b c
Pmmn
11.460 3.554 4.368
a 3 y
90 90 90
Atom X y z
Lil 0.5 0 0.397
V2 0.1488 0 0.0993
03 0.151 0 0.455
04 0.349 0 0.903
05 0 0 0.002
Table 1.1 -  Atom positions and lattice parameters for a-Li^O s as defined by Galy et 
al. [123] R-factor = 0.13 (published without error-bars).
Some crystallographic data on vanadium oxide and its bronzes have been reported in 
space group Pmmn using origin choice two, in which the displacement along the y-axis 
is V4, with corresponding alteration in the x-axis and z-axis positions, for example that of 
V2O5, given in table 1.2. Comparison of these data shows a very slight increase in unit
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cell volume to 177.9A3 from 176.7A3, interestingly entirely due to an increased cell 
width, represented by parameter a in the orthorhombic Pmmn space group.
Space Group Lattice Parameters/A
a b c
Pmmn
11.3512(3) 3.564(1) 4.368(1)
a 3 Y
90 90 90
Atom X y z
V 0.10118(8) 0.25 0.8917(2)
03 0.1043(4) 0.25 0.531(1)
0 4 -0.0689(3) 0.25 0.003(1)
05 0.25 0.25 0 .0 0 1 (2 )
Table 1.2 -  Crystallographic data for V2O5 [116] (published without error bars).
Like V2O5, the alpha phase has one vanadium site, where the metal is square 
pyramidally co-ordinated by oxygen as shown in figure 1.27.
V20 3
V2
Figure 1.27 -  Vanadium environment in V2O5 [116]: Vanadium shown in pink, corner- 
shared oxygen atoms (05) shown in green, edge shared oxygen atoms (04) in yellow  
and apical oxygen atoms (03) in blue. Atoms are labelled according to tables 1.1-2.
Table 1.3 shows the vanadium-oxygen bond lengths and the vanadium-vanadium 
distances in a-Lio.o4 V20 5  [123], compared with the corresponding lengths and angles in 
V2O5 [116]. There are one short, three similar length and one long vanadium-oxygen 
bonds in a-Lio.o4V2 0 s. The oxygen atom located at the apex o f the square pyramid has 
the shortest bond length. This is to be expected since this oxygen atom has only one 
bond, which will therefore be stronger and shorter than the bonds of oxygen atoms 
located in shared positions, attached to more than one vanadium atom. The next-shortest 
bond length is to the oxygen that is corner-shared between two square pyramids. Of the 
bonds with edge shared oxygen atoms, two of these are the same length and similar in 
length to the V-Ocomer shared bond, while the third is much longer.
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Bond Lengths in V2O5 [116] Bond Lengths in a -L i^ O s  [123]
Bond Bond Length/A Bond Bond Length/A
V-03 1.58 V-03 1.55
V-05 1.76 V-05 1.76
V-04 1.88 V-04 1.78
V-04’ 1.88 V-04’ 1.78
V-04” 1.99 V-04” 2.45
V-Vl 3.06 V-Vl 3.05
V-V2 3.56 V-V2 3.55
V-V2* 3.39 V-V2’ 3.41
Bond Angles in V2O5 [116] Bond Angles in a-LixV205  [123]
Atoms Angle Atoms Angle/0
04, 04’-V-04” 75.40 04, 04’- V-04” 89.13
04, 04’-V-05 97.13 0 4 ,04’-V-05 90.71
0 4 ,04 ’-V-03 104.44 0 4 ,04’-V-03 90.31
04”-V-03 105.46 04”-V-03 109.56
05-V-03 104.49 05-V-03 104.92
V-04-V1 104.60 V-04-V1 90.87
V-04-V2’ 143.27 V-04-V2 178.25
V-05-V2 148.44 V-05-V2’ 152.01
Table 1.3 — Comparison o f vanadium-oxygen bond lengths and angles and vanadium- 
vanadium distances for a-Lio.o4V20s and V2O5.
While the introduction of lithium into the compound causes significant changes to the 
vanadium-oxygen bond lengths and angles, the vanadium-vanadium distances are 
almost unchanged. Compared with the vanadium environment in V2O5, it can be seen 
that intercalating even this small amount of lithium is enough to considerably distort the 
square pyramidal vanadium environment, the observed changes in bond angles 
suggesting some tendency to puckering, though at relatively small levels since the space 
group remains unchanged and the overall layered structure made up of chains of edge 
and comer sharing square pyramids apparently remains intact, and the stacking of layers 
regular, as shown in figure 1.28.
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Figure 1.28 -  a) Structure ofV 2 0 s as published by Galy et al. [116]; b) Structure o f a- 
LixV2 0 s as published by Galy et al, Lithium atoms shown in yellow, oxygen in blue and
vanadium square pyramids in pink [  123].
The puckering angle, p, is defined by figure 1.29, and is representative of the degree of 
closure of the apical oxygen atoms, and the degree of distortion of two neighbouring 
comer-shared square pyramids from 180°, the latter giving a simple method for 
determination of p: the degree of distortion of the 04” -05-04” angle from 180° (see 
figures 1.27 and 1.29).
layer
spacing,
cell width, a
Figure 1.29 -  Introduction of lithium into V2O5 creating a puckering angle, ju [103].
In V2O5 the puckering angle is 0°, in other words, the layers are flat. In the alpha phase, 
where there is only a small amount of lithium introduced, the puckering angle is 
expected to be very small. Lithium ions normally require tetrahedral or octahedral 
coordination with ideal lithium-oxygen distances of 1.97 or 2.14A respectively [140], 
however, in this compound the only sites available are eight-fold co-ordinated by 
oxygen atoms as shown in figure 1.30. Lithium-oxygen distances are given in table 1.4. 
Lithium atoms are intercalated along the [010] channels and are coordinated by eight 
oxygen atoms in a bicapped triangular prismatic arrangement in a-Lio.o^Os [123, 
127].
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Figure 1.30 -  Lithium co-ordination by oxygen within layers o f a-Lio.o^Os [123] 
within V2O5 layers. Lithium depicted in yellow, oxygen in blue and vanadium polyhedra 
in pink. Oxygen atoms are labelled according to table 1.2.
Li-O Separation/A
4 x Li-03 2.56
2 x Li-05 2.49
2 x Li-04 2.77
Table 1.4 -  Lithium-oxygen separations in a-Lio.o^Os [123].
Galy accounts for the phenomenon of puckering by noting that four of the oxygen 
atoms coordinating lithium are apex oxygen atoms, which are attracted to the lithium 
and thus the angle between comer shared square pyramids is closed, causing puckering 
[103]. However, it should be noted that Galy’s published crystallographic data for this 
alpha phase, a-Li0.04V2O5, actually gives a negative puckering, not consistent with his 
prediction. In other words, the angle between comer shared square pyramids is being 
opened rather than closed, so that the puckering angle, p = -12.34°. This disagreement 
between prediction and experiment is possibly due to an inaccuracy in the lithium and 
oxygen positions, since this structure was obtained from x-ray diffraction data, where 
vanadium, as a heavier atom, would dominate [123]. This could be rectified with the 
use of neutron scattering techniques.
1.4.2 Beta and B eta'phases: ft-Lix V2Os and P ’-LixV20 5
(3 and [3’ phases are formed only at high temperatures (above 400°C). The (3 phase has a 
monoclinic three-dimensional tunnel structure containing vanadium in octahedral and 
square pyramidal coordination. The layered room temperature structure of chains of 
edge and comer sharing square pyramids is partially retained with the integration of 
chains of edge and comer sharing octahedra running perpendicularly to form tunnels. 
The octahedral layered structures of the beta and beta’ phases are formed at high
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temperature by a crystallographic shear of the vanadium pentoxide layers followed by a 
slip and rearrangement of oxygen atoms in the square pyramids to form puckered 
double layers. The mechanism of this transformation has been described in detail by 
Galy et al. [103]. The beta and beta’ phases differ in the mode of insertion of lithium 
ions [141]. There are three possible sites for cation intercalation in the structure, which 
is defined by tunnels running parallel to the [010] direction. The site occupation is 
influenced by the nature and size of the intercalating cation, [142] for example copper is 
always found in the M3 site, giving the p’ phase, while silver occupies the Ml site 
(p phase). Lithium can occupy both the Ml and M3 sites, giving rise to the p and p’ 
structures [143]. Structural data have been published for three compounds in the beta 
and beta’ phase range by Galy et al. (without error bars) from NMR and x-ray 
diffraction data [126]. The compositions /^-LiojV^Os, and
were synthesised by the reduction of vanadium pentoxide with lithium carbonate 
(iequation 1.5) and are discussed in the following section.
2F20 5 + xLi2CO  ^ —^ 2LixV20 5 + xCO  ^ + ~  0 2
Equation 1.5 -  reduction o f vanadium pentoxide by lithium carbonate at 6000C under
vacuum.
LipjoViOg*
Space Group Lattice Parameters/A
a b c
A 2/m
10.03(2) 3.60(2) 15.38(2)
a P Y
90 110.7 90
Atom X y z
Lil 0.342 0 0.003
V2 0.109 0 0.338
V3 0.119 0 0.120
V4 0.342 0 0.290
05 0 0 0
06 0.082 0 0.825
07 0.096 0 0.628
08 0.231 0 0.435
09 0.232 0 0.263
010 0.274 0 0.109
O il 0.434 0 0.774
012 0.478 0 0.399
Table 1.5 -  Atom positions and lattice parameters for B-Lio^VzOs as defined by Galy et
al. [123, 144] R-factor =0.17.
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Figure 1.31 -  Structure o f j.3-U 0.3 V2O5 as published by Galy et al. [123, 144] vanadium 
in square pyramidal coordination are shown in pink, vanadium in octahedral sites are
shown in green.
Figure 1.32 -  Section o f P-U0.3V2O5 [123, 144] to show detail o f bonding ofpolyhedra 
a) viewed down b-axis; b) viewed down c-axis.
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As can be seen from table 1.5, there are three vanadium sites in this monoclinic 
compound, one octahedral and two in square pyramidal coordination, as shown in figure 
1.31. The V0 6 octahedra form chains, integrated into the remaining partial layered 
structure retained from the orthorhombic, layered structure of the V2O5 parent 
compound. The polyhedra have a complex arrangement of shared comers and edges 
shown in more detail in figure 1.32, from which we can see that the octahedra share 
edges with one set of square pyramids and comers with the other. Table 1.6 compares 
the vanadium-oxygen bond lengths and angles in each set of polyhedra.
Bond Lengths in p-LiojV^Os
Octahedral Site Square Pyramidal Sites
V3-O10 1.62 V2-08 1.56 V4-012 1.57
V3-05 1.81 V2-09 1.96 V4-09 1.81
V3-09 2.09 - - - -
V3-07 1.82 V2-06 1.82 V4-011 1.83
V3-07’ 1.82 V2-06’ 1.82 V4-011’ 1.83
V3-06 2.45 V2-07 2.29 V4-011” 2.01
V3-V3 3.60 V2-V2’ 3.34 V4-V4’ 2.91
V3-V3 5.10 V2-V2 3.60 V4-V4 3.60
V3-V3 5.63 V2-V4 3.48 V4-V2 3.48
Table 1.6 -Bond lengths for fi-Lio^Os.
The integration of VC>6 octahedra into the layered structure influences the square 
pyramidal vanadium environments. The vanadium-oxygen bond lengths are between 
those found in V2O5 and those found in a-Lio.o4V20s, as previously detailed [123]. The 
bond angles show the same trend although the V-O-V angle between comer shared 
square pyramids is smaller here than in either V2O5 [116] or a-Lio.o^Os [123], 
134.29°, compared to 148.44° in V2O5 and 152.01° in a-Lio.o4V20s. This angle is more 
acute than observed in the parent V2O5, suggesting that there is puckering in the layers 
of square pyramids, confirmed by the puckering angle, p: for this compound, p. = 
13.47°. The closing of the angle between comer shared square pyramids is just visible in 
figure 1.32.
The lithium ions have been intercalated in their preferred tetrahedral 
coordination [figure 1.33), and although the lithium-oxygen distances vary somewhat
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from the ideal 1.97A length [145] (table 1.7) they are reasonable, confirming that this is 
a stable lithium site.
Figure 1.33 -  Tetrahedral lithium coordination by oxygen in layered/3-LiojoV2 0 5  [123, 
144] lithium shown in yellow, VO6 octahedra in green and VO5 square pyramids in
pink.
Li-O Separation/A
2 x Li-O10 2.03
Li-012 1.99
Li-08 1.80
Table 1.7 -  Lithium-oxygen separations in /3,-Lio.48V205 [123, 144].
L io .4 8 V  2Q 5 *
Space Group Lattice Parameters/A
a b c a 3 y
A 2/m 10.09 3.61 15.25 90 108.0 90
Atom X y z
Lil 0.690 0 0.440
Table 1.8 -  Atom positions and lattice parameters for f3'-Lio.48V205 as defined by Galy
et al. [125]. R-factor = 0.066.
The slightly increased lithium content from x = 0.30 to x = 0.48 does not alter the 
structure of the vanadium oxide framework: there are still three vanadium sites, one 
octahedral and two in square pyramidal coordination, and only minor differences in the 
lattice parameters and puckering angle (p = 13.86°). The significant difference is in the 
position of the lithium atoms: in the jc = 0.48 compound lithium occupies the M3 site
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rather than the Ml site, as defined by Withers et al [146], but despite the shift in 
position, lithium ions are again found in stable tetrahedral coordination.
Li-O Separation/A
2 x Li-O10 2.03
Li-012 2.03
Li-08 1.82
Table 1.9 -  Lithium-oxygen separations in /3'-Lio.48V20s [123, 144]. 
L 1 0 .6 7 V 2 O 5 :
Further increase in the lithium content changes the vanadium oxide framework slightly, 
changing coordination of one vanadium atom by oxygen from square pyramidal to 
octahedral. Lithium ions are again tetrahedrally coordinated by oxygen, however, the 
tetrahedron is more distorted with two lithium-oxygen separations much longer and one 
much shorter {table 1.10) than the ideal 1.97A [145] for a stable lithium site.
Li-O Separation/A
2 x Li-O10 2.23
Li-012 2.07
Li-08 1.69
Table 1.10 — Lithium-oxygen separations in p-Lio ^ V 2O5 [122]. 
1,4,3 Gamma phase: y-LixV20 5
The gamma phase is commonly thought of as the thermodynamic product in this system 
[120], and can be synthesised at high temperature with varying lithium content, x, by 
standard solid-state methods according to Ueda and Galy [101, 103, 147]. Structural 
data published are for high temperature phases with lithium content, x = 1, studied using 
x-ray diffraction [122, 124, 148, 149]. Y-L1V2O5 has been described in two 
orthorhombic space groups, Pna2i and Pnma. Two basically identical structures have 
been published in Pnma; only one will be discussed in detail here. For the sake of 
continuity, having already referred to Galy’s work, we have chosen to use his Pnma 
structure for comparison with OC-LLV2O5, since the reported structures, despite 
differences in space group, have only minor differences in lattice parameters, and atom 
environments as represented by bond lengths and angles. Y-L1V2O5 has a structure made 
up of layers of edge and comer-sharing vanadium oxide square pyramids, with two 
distinct vanadium sites, as described in table 1.11 and figure 1.34.
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Space Group Lattice Parameters/A
a b c
Pnm a
9.702(5) 3.607(2) 10.664(6)
a P 7
90 90 90
Atom X y z
Lil 0.163(6) 0.25 0.225(5)
V2 0.3762(5) 0.25 0.4991(5)
V3 0.0661(5) 0.25 0.5995(5)
0 4 0.241(2) 0.25 0.633(2)
0 5 0.483(2) 0.25 0.770(2)
0 6 0.282(2) 0.25 0.376(2)
0 7 0.574(2) 0.25 0.451(2)
0 8 0.440(2) 0.25 0.046(2)
Table 1.11 -  Atom positions and lattice parameters for yLi V2O5 as defined by Galy et
al. [122] R-factor -  0.068.
bA
V2
V3
0 7 ’V2’ 0 8  V
06
V2
V3
V3’
V2’ 0 7 081
V2
V3
b)
Figure 1.34 -  a) Structure o f y-Li V2O5 [122] and b) Vanadium environment in yL iV f)s  
[122]. Vanadium atoms are shown in pink, apical oxygen atoms are shown in blue, 
edge shared oxygen positions in yellow and corner shared oxygen positions in green. 
Atoms are labelled according to table 1.11.
Table 1.12 gives the bond lengths and angles in y-LirV^Os. The vanadium  environm ent 
described here is very different to that reported in a -L io .o ^ O s  previously discussed, 
having in general longer bond lengths and less regular angles due to the larger am ount 
o f  intercalated lithium  causing reduction o f  a greater proportion o f  vanadium  from V 5+ 
to V4+ and increased distortion within the layers, also evident from  the large puckering 
angle p. =  64.65°.
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Bond Lengths in Y-LiV20 5  [123, 148]
Bond Length
/A
Bond Length/
A
V2-06 1.60 V3-05 1.61
V2-04 1.94 V3-04 1.73
V2-07 1.94 V3-08 1.89
V2-07’ 1.94 V3-08’ 1.89
V2-07” 1.99 V3-08” 1.98
V2-V2’ 3.00 V3-V3’ 3.07
V2-V2 3.61 V3-V3 3.61
V2-V3 3.19 V3-V2 3.19
Bond Angles in Y-LiV2Os [122]
Atoms Angle/0 Atoms Angle/0
07/07’-V2-07” 80.23 08/08’-V3-08” 75.16
07/07’-V2-04 88.08 08/08’-V3-04 95.32
07/07’-V2-06 111.54 08/08’-V3-05 104.19
07”-V2-06 109.88 08” -V3-05 111.66
04-V2-06 102.58 04-V3-05 108.20
V2-07-V2’ 98.77 V3-08-V3’ 104.84
V2-07-V2 136.54 V3-08-V3 144.71
V2-04-V3 120.68 V3-04-V2 120.68
Table 1.12 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium
distances for y -L ^O s [122].
Lithium coordination in y-LiV205 is octahedral, as shown in figure 1.35 and described 
in table 1.13. The stability of this arrangement is much superior to that of the bicapped 
triangular prismatic coordination observed in a-Lio.o^Os [145, 146]. As the amount of 
lithium intercalated increases, the stability of the guest ions becomes more important: 
although there is an energy cost to distort the host lattice vanadium oxide layers, this is 
compensated for by the stability of the intercalated lithium ions, hence y-LixV205 is the 
thermodynamic product.
61
Chapter One: Introduction
Figure 1.35 - Octahedral lithium coordination by oxygen in layered y-Li V2O5 in space
group Pnma [122].
Li-O Pnma separations/A
2 x 0 4 2.25
2 x 0 5 2.34
0 6 1.98
07 2.07
Table 1.13 -  Lithium-oxygen separations in yLiV20 5  [122].
1.4.4 Epsilon phase: e-LixV20 5
Originally reported as one phase, it has since been put forward by Rozier, Galy et al. 
[ 150] that the range o f x values believed to be a single phase, E-LfA^Os is in fact made 
up of two kinds of structures: 0.33 < x < 0.47 is made up of £1, 0.47 < x < 0.53 is a 
biphasic region containing both £ 1  and £2 , while 0.53 < x <  0.70 contains only £2 . These 
phases, which have also been referred to as £ and £’ [145, 151], differ in regard to their 
behaviour at decreased temperature. According to Rozier et al, £ 1  undergoes a doubling 
of the cell depth and layer spacing, while £ 2 undergoes the same doubling and a slip of a 
layer, opening the [3 lattice parameter and transforming to a monoclinic system, 
foreshadowing transition to the higher lithium content 8  phase [152]. Both are 
metastable phases and may be synthesised at room temperature by soft chemistry [ 1 0 1 , 
127, 147] or electrochemical methods [121, 130], or by the phase transition at higher 
temperature of delta LiA^Os [124]. The room temperature structure of both phases have 
been studied with neutron, x-ray and electron diffraction, however, although wave
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vectors for the incommensurately modulated lithium ordering have been determined 
[145, 151, 153-155] the structure has not been fully described. Structural data published 
on this phase is for £-LiV2 0 5  synthesised via high temperature transformation from 8 - 
LiV20 5  at 140°C, studied using x-ray diffraction, and this high temperature phase has 
been described in the orthorhombic space groups Pmmn, P2jmn, and in Pmn2i with a 
doubled layer spacing.
Pmmn [124]:
Space Group Lattice Parameters/A
a b c
Pmmn
11.3552(6) 3.5732(2) 4.6548(3)
a 13 7
90 90 90
Atom X y z
Lil 0.25 0.75 0.284(5)
V2 0.4002(1) 0.25 0.8932(2)
03 0.1193(3) 0.25 0.5510(7)
0 4 0.5733(3) 0.25 -0 .0 2 2 1 (6 )
05 0.25 0.25 0.0293(9)
Table 1.14 -  Atom positions and lattice parameters for e-LiV^O  ^as defined by Satto et
al. [124] R-factor = 0.026.
Figure 1.36 -  Structure o f e -L ^ O s in space group Pmmn [124].
The Pmmn structure has one vanadium site, implying that there is no ordering o f  
electrons but an average vanadium oxidation state of V45+ for LiV2Os. From figure 1.36 
it can be seen that the layered structure of edge and comer-sharing square pyramids is 
retained. Comparisons of the vanadium-oxygen bond lengths and angles in this structure 
(table 1.15) show a slightly longer average bond length of 1 .8 5 A  compared with 1 .8 2 A
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in V 2 O 5 .  The bond angles are slightly different, and there is a puckering angle o f p. = 
7.46°.
B ond  L eng ths in £ -L iV 2Os [124]
V -0 3 1.61
V -0 5 1.82
V -0 4 1.91
V -0 4 ’ 1.91
V - 0 4 ” 2.00
V -V l 3.05
V-V2* 3.57
V -V2 3.41
Table 1.15 -  Vanadium-oxygen bond lengths and vanadium-vanadium distances for
£-LiV20 5.
The lithium environment here is like that of the alpha phase: a bicapped trigonal prism,
as shown in figure 1.37 with lithium-oxygen separations given by table 1.16:
L i-O S ep ara tio n /A
2 x 0 4 2.35
2 x 0 5 2.14
4 x 0 3 2.63
Table 1.16 -  Lithium-oxygen separations for £-LiV205 in Pmmn space group
[124].
Figure 1.37 -  Lithium coordination in £-LiV2Os in Pmmn space group [124].
It is impossible in this structure for lithium to be tetrahedrally or octahedrally 
coordinated by oxygen atoms. The cuboctahedral cavities which are available in this 
phase, and the other published structures, are too large and therefore energetically 
unstable sites for lithium coordination [145]. For this high concentration of lithium, the
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situation differs from that of the alpha phase where the large separation between Li+ 
means small mutual influence and therefore simply a disordered arrangement. Here 
repulsive Li+-Li+ forces and/or elastic strain lead to a regular distribution of the 
intercalated lithium ions, resulting in the formation of an ordered commensurate or 
incommensurate superstructure. Katzke has worked with electron diffraction to propose 
a model for the ordering of lithium ions within the structure [145, 151, 153-157] which 
will be discussed in more detail alongside the relevant experimental work in chapter 
four.
The reported Pmn2i structure is likely to be found close to the transition to the 
delta phase, in which a shift of cli along [001], causing doubling of the layer spacing, is 
found [127]. Although there are two crystallographically distinct vanadium sites for this 
structure, vanadium-oxygen bond lengths and angles are identical to those observed in 
the Pmmn space group, suggesting that the drop in symmetry from Pmmn to Pmn2i is a 
consequence solely of the doubling of the layer spacing, b, with respect to the Pmmn 
structure. Since the vanadium environments are not distinct, there is no likelihood of 
charge ordering to produce separate V4+ and V5+ sites, there is an average oxidation 
state of V4-5+, as found in Pmmn.
P2imn [124]:
Atom X y z
Lil 0.218(2) 0.5 0.280(4)
V2 0.5999(1) 0.5 0.1131(8)
V3 0.4004(1) 0 0.8998(8)
04 0.621(1) 0.5 0.466(3)
05 0.383(1) 0 0.568(3)
06 0.424(1) 0.5 0.000(2)
07 0.571(1) 0 -0.0455(2)
08 0.254(2) 0 0.0285(9)
Table 1.17 -Atom positions for £-LixV20s as defined by Satto et al. [124] R-factor —
0.026.
In the P2imn space group, lattice parameters are identical to those for the Pmmn 
representation, and the structure differs only in the details of site degeneracy: the 
suppression of the mirror plane normal to the a axis that is present in Pmmn leads to 
differentiation of two crystallographic sites for vanadium, allowing the possibility of 
localisation of electrons for separate V4+ and V5+ sites. The P2imn structure is made up 
of chains of V2 site square pyramids sharing edges and comers with chains of V3 site
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square pyramids, as shown in figure 1.38. Degeneracy of oxygen atoms is also affected: 
each vanadium atom is coordinated by five oxygen atoms occupying four 
crystallographically distinct oxygen atoms, whereas in the Pmmn structure there are 
only three crystallographically distinct oxygen sites. This extra site allows the 
possibility of more variation in vanadium-oxygen bond lengths.
V2 V3
050 4
0 6 ’/
a
V2 V3O61
08
0 6
V2’V2 V3
Figure 1.38 -  Vanadium environment in £-Li V2O5 as published by Satto et al. in space 
group P2imn [124]. Vanadium atoms are shown in pink, apical oxygen atoms are 
shown in blue, edge shared oxygen positions in yellow and comer shared oxygen
positions in green.
A comparison of bond lengths and angles for the two vanadium sites is given in 
table 1.18 and it can be seen from this that one vanadium site is very similar to that 
found in V 2 O 5  (V5+), having an average bond length of 1.80A compared with 1.82A for 
V 2 O 5  [116], while the other has longer bonds averaging 1.90A, similar to those found in 
VO2 (V4+). The puckering angle for this structure is (I = 7.49°, close to that for the 
Pmmn structure.
Bond Length/
A
Bond Length/
A
V2-04 1 . 6 6 V3-05 1.56
V2-08 1.87 V3-08 1.77
V2-07 1.96 V3-06 1.87
V2-07 1.96 V3-06 1.87
V2-06 2.07 V3-07 1.95
V2-V3’ 3.05 V3-V2’ 3.05
V2-V2 3.57 V3-V3 3.57
V2-V3 3.41 V3-V2 3.41
Table 1.18 -  Comparison o f vanadium-oxygen bond lengths and angles and vanadium-
vanadium distances for £-LiV2 0 s.
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1.4.5 Delta phase: S-LixV20 5
This phase is metastable and undergoes a transition to e-LijV^Os at about 100°C [124]. 
Like e-LiV^Os, the delta phase has been reported as a low symmetry version in the 
Pmn2i space group, allowing the vanadium oxide layers and lithium atoms to be 
described independently [127], but it is the only phase to have been reported fully from 
the study of a room temperature synthesised sample, 8 -LiV2 0 5 , using both x-ray and 
neutron diffraction techniques [158, 159] and the Cmcm structure obtained from this
study is described below.
Space Group Lattice Parameters/A
a b c
Cmcm
3.6047(2) 9.9157(5) 11.2479(4)
a 0 Y
90 90 90
Atom X y z
Lil 0.5 0.3992(18) 0.25
V2 0 0.2057(2) 0.3987(2)
03 0 0.0471(4) 0.3728(4)
0 4 0 0.2449(4) 0.5745(4)
05 0 0.2808(6) 0.25
Table 1.19 -  Atom positions and lattice parameters for S-LiV20 5  in space group Cmcm
[158, 159] R-factor = 0.033.
Figure 1.39 -  Structure o f 8-UV2O5 in space group Cmcm [158, 159].
There is one vanadium site in the Cmcm structure. From figure 1.39 it can be seen that 
the layered structure of edge and comer-sharing square pyramids observed in previous 
phases is retained, although there is a shift in the layers of 7 2  along [ 1 0 0 ] leading to a 
doubling of the layer spacing, b. Comparison of the vanadium-oxygen bond lengths 
{table 1.20) shows a slight increase in bond length compared with V 2 O 5 .  Average bond
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length is 1 .8 5 A , compared with 1 .8 2 A  for V 2 O 5 .  The puckering angle p = 1 1 .1 4 ° , larger 
than that observed for a- and e-LiA^Os but smaller than in y-, p- and P’-LiA^Os.
B ond L eng ths in 6 -L iV 20 5 [158, 159]
V-03 1.60
V-05 1.83
V-04 1.89
V -04’ 1.89
V -04” 2 . 0 2
V-Vl 2.99
V-V2 3.60
V-V2* 3.40
Table 1.20 -  Comparison o f vanadium-oxygen bond lengths and angles and vanadium- 
vanadium distances for 8-Li V2Os [158, 159].
The shift in layers along the cell depth axis [ 1 0 0 ]  creates an octahedral cavity for 
lithium coordination, shown in figure 1.40, much more stable than the bicapped trigonal 
prism available in the epsilon phase. The lithium-oxygen separations are given in table 
1.21. The average separation 2 .2 0 A is slightly longer than the ideal 2 .1 4 A  for lithium in 
an octahedral environment [ 1 4 5 ] .
L i-O S ep ara tio n /A
2 x 0 3 2 . 0 1
2 x 0 4 2.44
2 x 0 5 2.16
Table 1.21 -  Lithium-oxygen separations for 5-LiV205 in Cmcm space group
[158, 159].
Figure 1.40 -  Lithium coordination in S -L ^O s in Cmcm space group [  158,
159].
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Description in the lower symmetry Pmn2i space group [127] reveals that vanadium and 
lithium environments in this description are identical to those in the Cmcm description, 
differing only in their degeneracy: the layer shift of ch  along [001] and subsequent 
doubling of the layer spacing parameter, b, incur the necessity of two vanadium and two 
lithium sites in the Pmn2i description.
Although a significant amount of work has been published on the structure of the 
LixV205 phases, it is almost exclusively on the high temperature synthesised phases and 
almost entirely from x-ray diffraction data. Crystallographic data on the room 
temperature phases is limited and although there is expected to be a link between room 
temperature and high temperature structures this has not yet been clearly established, 
although work by Galy has established mechanisms for transformation between phases 
at high temperature [103, 124, 127]. Study using both neutron and x-ray diffraction 
should enable detailed structure solution including the determination of the most 
appropriate space group where there are current ambiguities: such a study is described 
in this thesis.
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2.1 Diffraction
In order to describe fully the structure of a crystalline solid, information about the lattice 
and basis of the compound must be obtained. The lattice, defined through its 
arrangement of lattice points, specifies the periodic array to which the basis is 
connected; the basis is the set of atoms, groups of atoms or molecules that make up the 
unit cell. A lattice is considered to be the set of points with position vector R , where R 
is calculated from the primitive vectors a , b and c as follows:
R = nfi + n2b +n3c 
Equation 2.1 -  «, is any integer, negative, zero or positive
The reciprocal lattice is a useful concept in diffraction theory: every direct lattice is 
associated with a reciprocal lattice. While the direct lattice is used to describe the atomic 
positions in the crystal, the reciprocal lattice is used to understand the position of 
diffracted radiation and can be generated by the following three primitive vectors:
5* = 2;r— —, b* = 2n— —, c* = 2jc- S x S
a.(b xc) a.{b x c) a.(b xc)
Equations 2.2
The reciprocal lattice vectors can only be linear combinations of a *, b* and c *, with 
integer coefficients h, k, 1, i.e.:
d* — ha* +kb * +lc *
Equation 2.3
A set of parallel equally spaced lattice planes will contain all the points of a three- 
dimensional lattice: thus for any family of lattice planes separated by a distance d, there 
are reciprocal lattice vectors, d *, perpendicular to the planes, and vice versa. The 
magnitude of the vector d * is the reciprocal of the shortest distance between the planes:
1p*| =
dhkt
Equation 2.4
A particular family of planes is thereby uniquely defined by the hkl values, known as the 
Miller indices, of the shortest reciprocal lattice vector. The separation of the planes, dhki, 
the wavelength and angle of diffraction are directly related according to Bragg’s law. 
This gives a qualitative expression of the condition for elastic scattering, which is 
illustrated in figure 2.1.
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Figure 2.1 -  Pictorial description o f Bragg's law [1]
In order to observe a sharp peak in the diffracted intensity arising from scattering from 
successive lattice planes, the diffraction radiation from lattice points must interfere 
constructively: the difference in path length between the beams must be an integral 
number of wavelengths. In figure 2.1, the difference in path length is equal to AB + BC; 
thus since AB = BC = dsinff, the Bragg condition for constructive interference is given 
by:
nA = 2dsinff 
Equation 2.5
The integer n (only positive values) is known as the order o f the corresponding 
reflection.
A geometric representation of the condition for elastic scattering is provided by 
Ewald’s sphere as shown in figure 2.2. This construction, in reciprocal space, has O as 
the origin where the incident wave, ko, terminates and C as the centre of a sphere of 
radius equal to A,"1. A diffraction peak will be observed if one or more points, P, lie on 
the surface of the sphere, coincident with a reciprocal lattice point such that the angle 
OCP is equal to 2i3b.
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BeamIncident
►
Figure 2.2 -  Ewald’s sphere -  the scattering triangle for elastic scattering in a
reciprocal lattice plane
It is the relationship between the Bragg peaks and the arrangement of the 
composite atoms into hkl planes that is the key to the solution of an unknown crystal 
structure. In a diffraction experiment it is the intensities, I**/, of the Bragg reflections that 
are measured in terms of the coherent scattering amplitudes, br, of the atomic nuclei and 
their position in the unit cell. In the case of x-ray scattering, the atomic electrons are 
responsible for the magnitude of the scattering power; in the case of neutron scattering, 
it is the nucleus itself that determines the scattering length.
Whatever the nature of the beam, x-ray, neutron or electron, there will be certain 
classes of hkl reflections that are absent from a diffraction pattern. These systematic 
absences are due to the arrangement of the elements of the basis to give a total 
destructive rather than constructive interference for certain values of d, which is wholly 
determined by the symmetry o f the given crystal structure.
The intensity of the observed reflections is proportional to the structure factor
Fhkl-
I  hkl 00 F hkl 
Equation 2.6
The overall structure factor Fhki is given by equation 2.7:
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2
Fm  = 2 X  exP H 27t(hXj + kyj + h  f )  exp( -W)
j=i
Equation 2.7 -  Where Xj, yjt Zj are the coordinates o f the j h atom, br is the scattering 
length for neutrons (replaced by f ,  the scattering amplitude, for x-rays) and W is the 
Deby e-Waller isotropic temperature factor given by equation 2.8.
The summation in the structure factor is taken over all the atoms, j, at the xj, yj, zj 
positions of the unit cell. The Debye-Waller temperature factor takes into account the 
thermal vibration of the atoms; as shown by equation 2.8 it is proportional to the mean- 
square displacement of the jth atom from its regular site. This displacement is non-zero 
at T=0 (zero-point motion) and increases linearly with temperature. However, in 
materials where bonding is markedly anisotropic, thermal ellipsoids are used to model 
the local displacements of the atoms. In this case the Debye-Waller thermal parameter 
takes the form:
X-rays are produced when high-energy charged particles, generally accelerated 
electrons, collide with matter. The x-ray spectra produced have two components: a 
broad spectrum of wavelengths known as white radiation, and a number of fixed, 
monochromatic wavelengths.
In a typical x-ray diffraction experiment, radiation is produced by accelerating a 
beam of electrons to strike a metal target. The wavelength of the resultant x-rays is 
dependent on the identity of the target element. Copper is used in a typical experiment, 
which is shown in figure 2.3.
Equation 2.8 - (ulSj is the mean square displacement o f the atom.
exp - F (Buh2a*2 +B22k 2b *2 +B33l 2c*2 +2Bnhka*b*+2Bnhla* c* +2B23klb* c*
2.1.1 X-Ray Diffraction
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igsten filament
X-rays
Figure 2.3 -  Schematic design o f the generation o f  x-ray radiation through the use o f  a
filament x-ray tube
The electron beam, from a heated tungsten filament, is accelerated towards a 
continuously cooled anode by a potential difference of approximately 30kV. This x-ray 
tube is evacuated to prevent oxidation of the filament. The electrons strike the copper 
target, affixed to the anode, with sufficient energy to ionise some of the copper Is 
electrons. An electron in an outer orbital immediately drops down to occupy the vacant 
1 s level and the energy released in the transition appears as x-radiation.
Ka x-rays
Figure 2.4 -  Generation o f  copper K  a  x-rays.
As the copper orbital energies are well defined, the resultant emission of a spectrum of 
electromagnetic radiation, which happens to be in the x-ray range, leaves the tube 
through “windows” of beryllium, which has a low absorption due to its low atomic 
number (4) [1]. For copper, the 2p-ls transition (Ka, X = 1.541 A) occurs much more 
frequently than the 3p-ls transition (K(3, X -  1.392A) and it is this higher intensity 
radiation that is used in standard laboratory diffraction experiments. In fact, the Ka 
transition is a doublet, because there are slightly different transition energies for the two
Be window
vacuum
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possible spin states of the 2p electron producing Koti and Ka2 radiation where a 
monochromator is not employed. A monochromator can scatter only Kcti radiation onto 
a given sample by using Bragg’s law and a suitable collimator.
X-ray diffraction data discussed in this thesis has been obtained at a synchrotron 
source. In a synchrotron, fast-moving electrons are constrained by magnetic fields to 
move in a circle of large diameter; radiation is emitted tangentially with a continuous 
spectrum from infra red through to x-ray, from which any wavelength can be selected by 
use of a monochromator. The intensities of these x-rays are many orders of magnitude 
greater than those produced using an x-ray tube.
Synchrotron radiation
Swichrotron radiation
Magnets
'Synchrotron radiation
Electron beam
Figure 2.5 -  Production o f synchrotron radiation from relativistic electrons in a 
special type o f particle accelerator
2.1.2 Neutron Diffraction
The weak, fluctuating dependence of neutron scattering length upon atomic number is in 
marked contrast with the direct dependence shown by x-rays with number of electrons. 
Neutrons can therefore be used to locate light atoms in the presence of heavy ones. The 
neutron also has a magnetic moment, which can interact with the field present in the 
sample. These advantages have led to the widespread use of neutron powder diffraction 
for studying a diverse range of polycrystalline materials, from metal hydrides to the 
oxide superconductors and carbon cage molecules - fullerenes.
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Constant Wavelength:
There are two types of sources for neutron diffraction: reactor sources and accelerator- 
based sources. Reactor sources are more commonly used to perform constant 
wavelength diffraction experiments, as shown in figure 2.6. In a typical experimental 
arrangement, thermal neutrons from a nuclear reactor (R) are guided through a 
collimator (horizontal divergence, oil) to a large single crystal monochromator (M). The 
monochromatic beam is scattered by the powder sample (S) into a detector (D). The 
divergence of the monochromatic beam (a2) and that of the scattered one (a 3) are 
determined by the collimators between M and D. Additionally, the effective scattered 
intensity is increased by the use of multiple counter banks, positioned at different 
scattering angles.
R
a.
Figure 2.6 -  Schematic diagram o f a powder neutron diffractometer operating at
constant wavelength
This experimental set-up records the intensity scattered by the sample at different values 
of the scattering angle 2d. The shape of Bragg reflections in this type of experiment are 
governed by a number of factors, including the geometry of the defining collimators 
(imperfect collimation), the crystallinity of the sample (particle size effects, finite 
crystalline strain etc.) and the mosaic structure of the monochromator.
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Constant scattering angle:
A second possible experimental arrangement makes use of accelerator-based sources 
where pulsed neutron beams are scattered. In the case of a spallation source, neutrons 
are produced by bombarding a heavy metal target, such as uranium or tantalum, with 
highly energetic protons (~800MeV) at a certain frequency (e.g. 50Hz at ISIS, UK). A 
high flux, white neutron pulse (typically about 30 neutrons per proton) emerges from the 
target. These highly energetic neutrons are moderated to increase the proportion of the 
useful thermal ones; however, moderation of the white neutron beam also creates a 
significant amount of epithermal neutrons. As a result, the neutron flux extends down to 
very short wavelength (A.-0.6A) compared with reactor sources. In a typical experiment, 
the detector is placed at a fixed scattering angle 2i3, and the time that neutrons with 
different wavelengths take to reach the detector can be measured {figure 2.7): the time- 
of-flight (TOF) method.
Figure 2.7 -  Schematic diagram o f a neutron powder diffractometer operating at fixed
scattering 21%
The scattered intensity is determined as a function of the wavelength. The time-of-flight, 
thki, is related to the d-spacing through de Broglie’s relation, by substituting the 
wavelength (^hki) from Bragg’s law:
Equation 2.9 -  Where mn is the neutron mass, h is Planck’s constant, L = Lj + L2 is the 
total flight path and 2 do is the fixed scattering angle
The spectral distribution of the incident beam is modelled by measuring the isotropic 
scattering from a standard vanadium sample, which also accounts for corrections in the 
detector deficiency due to wavelength variation.
Moderator
Target
1
Pulsed White Beam
Proton
Beam Detector
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2.1.3 Rietveld Refinement
The Rietveld method of analysing powder diffraction patterns was first developed for 
the case of neutron diffraction at fixed wavelength [2]. Rietveld refinement uses a least- 
squares minimization technique requiring a good initial structural model which is 
refined to match the observed data. Least-squares refinement minimises the difference 
between the calculated and observed profiles, which is expressed mathematically as 
minimisation of the function:
s , = Z w.hi ya }2
i
Equation 2.10-Wi — weighting factor given to the ih point, calculated as w{ = ——  > T<
y-
= observed intensity at the ih point; yci = calculated intensity at the i h point.
A powder diffraction pattern can be recorded in numerical form as a function of 
scattering angles, times of flight or energies. If this scattering variable is referred to as T 
then the experimental powder diffraction pattern is usually given as two arrays 
{7, y t }.=1 n. In the case of data that have been manipulated or normalised in some way
the three arrays {7], y i , <7 j }.=] n, where 0; is the standard deviation of the profile
intensityneeded in order to properly weight the residuals in the least squares process. 
The profile can be modelled using the calculated counts yci at the Ith step by summing 
the contribution from neighbouring Bragg reflections plus the background:
ya = S J X  Ahi Phi Ch_ |Fhi |20(7> -  Thj) + b,
hj
Equation 2.11 -  the vector hr labels the Bragg reflections; S is the scale factor; LhI is a 
contribution from the Lorentz, polarisation and multiplicity factors; Ahj is the 
absorption correction; PhI is the preferred orientation function; Cm includes special 
corrections (non-linearity, efficiencies, special absorption correction); FhJ is the 
structure factor for the particular hkl reflection; £ 2  is the reflection profile function that 
models both instrumental and sample effects; T is the scattering variable (angle, time- 
of-flight or energy); bj is the background contribution at the l h point.
There are usually two sets of parameters included within the least-squares 
Rietveld refinement, the “structural parameters” (for example: fractional coordinates (x/, 
yh zi) for the Ith atom in the asymmetric unit, it’s fractional occupancy (ni) and isotropic 
temperature factor (Bi) or anisotropic temperature factors in the case of anisotropic 
thermal vibrations) and the “profile parameters” (such as the zero point error in the
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detector position (2i%), the peak asymmetry at high and low scattering angles (P) and 
the peak shape parameters (U, V, W)). The unit cell dimensions (a, b, c, a, P, y), which 
determine the position of the calculated Bragg peaks, with a zero point onset, are also 
included as variables in the least-squares refinements. The structural parameters depend 
on the integrated intensities of the Bragg peaks, whereas the profile parameters are 
strongly affected by the peak shapes.
Powder x-ray diffraction data discussed in this thesis have been refined using 
Fullprof [3]; neutron powder diffraction data have been refined using the general 
structure analysis suite, GSAS [4]. In GSAS, the background function is fitted by a 
Chebyshev function with a variable number of parameters whereas, in Fullprof, the 
background is interpolated from a list of points taken directly from the data. Both 
programs use a modified Thompson-Cox-Hastings pseudo-Voigt (TCHZ) peak shape 
function given by:
TCHZ = r|L = (l-ri).G 
Equation 2.12
Where L is the Lorenzian component given by:
r , = ——— l- Y tan z? 
cosz?
Equation 2.13
G is the Gaussian contribution given by:
Tq =U tan2 & + V tanz?+FF 
Equation 2.14
and r| is the mixing parameter given by:
77 = 1.36603# -  0.47719#2 +0.1116?3 
Equation 2.15
where q = ^  and r  = (T* + AT£rL + + CT*r3 + DTGTl + T*)02 where
A=2.69269, B=2.42843, C=4.47163 and D=0.07842.
After refinement of a particular model, the refinement quality can be estimated 
by the agreement between observed and calculated profiles as indicated by the following 
goodness-of-fit factors defined by Rietveld:
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i xl00%wp ^W iy j(o b s)
i
Y i\y i(obs) - y i ( calct/_____________
Y ,y i( ° bs>>
xl00%
^ \ l k(obs)-Ik(calc)\
R b  =
* xl00%
Jfc
r
, = ( W - P  + C) 
Yuwiy 2i(° bs}
xl00%
/
Equation 2.16-19 -  Rwp = weighted profile reliability factor; Rp = profile reliability 
factor; RB = Bragg or integrated intensities reliability factor; RE = expected reliability 
factor; Wj = weighting factor for intensities; yfobs) = observed intensities; yfcalc) — 
calculated intensities; I/fobs) — observed integrated intensity at reflection k; lk(calc) — 
calculated integrated intensity at reflection k; N  = number o f observations; P = number
The weighted profile reliability factor, R^, aids in understanding how well the structural 
model under refinement accounts for relatively small and large Bragg peaks across the 
diffraction profile. The Bragg reliability factor, RB, measures the quality of fit on the 
structural parameters with the use of integrated intensities of each point, Ik, in a similar 
manner to single crystal analysis. The expected reliability factor, RE accounts for the 
statistical quality of the data and the number of variables used in the refinements. 
During the course of a structural refinement, the goodness of fit is monitored using %2, 
defined as:
o f refinable parameters; C = number of constraints used.
Equation 2.20
When a fit to the observed data is particularly accurate, the value of %2 is found to be 
close to one.
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2.1.4 Incommensurate Modulations
Normal crystals give rise to a diffraction pattern with fundamental reflections due to the 
prototype structure. Extra reflections appearing near the fundamental reflections are 
called satellite reflections: a commensurate superstructure may be detected by the 
appearance of extra reflections in reciprocal space on both sides of the fundamental 
reflections at commensurate positions such as a half or a third, and these extra 
reflections appear in one or more reciprocal lattice directions. When the structure has an 
incommensurate modulation these satellite reflections occur at positions given by 
irrational fractions of the reciprocal lattice repeat. Normal crystals exhibit long-range 
translational order which implies a periodic spacing for the lattice, but when a crystal is 
incommensurate there is an additional superimposed translational order making the 
crystal quasiperiodic, characterised by two or more periodicities that are 
incommensurate with each other. The main reflections, those due to the commensurate 
part of the structure, give information about the average structure of the crystal; the extra 
reflections tell us about the incommensurate modulations of the structure. [5]
2.2 Magnetism
2.2.1 Units
There are two systems of magnetic units in common use at present: systeme 
international (S.I.) and centimetre, gram, second (c.g.s.). Table 2.1 shows the 
conversion factors between the two systems.
Magnetic Quantity c.g.s. unit S.I. unit Conversion factor to S.I.
Magnetic field (H) Oersted (Oe) Am'1 103/47t (A m'1 Oe'1)
Magnetic induction (B) Gauss (G) Tesla (T) \0A (T G'1)
Molar magnetisation (M) Oe mol'1 A m'1 mol'1 103 (A m'1 Oe'1)
Molar susceptibility (%M) emu mol'1 m3 mol'1 47tl0“6 (m3emu1)
Table 2.1 — Conversion factor o f numerical values of magnetic quantities to their 
corresponding values in S.I. systems.
The basic difference between the S.I. and c.g.s. systems is the definition of flux density, 
B, with relation to the field strength, H, and magnetisation, M. In the S.I. system the 
relationship is:
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B  = jU0( H  + M )
Equation 2.21 -  The permittivity o f free space, //# = 471 x 10'7 Tm/A; B = flux density in 
Tesla (T); H  = field strength in A/m; M  — magnetisation in A/m.
In the c.g.s. system the relationship is:
B = H + 4nM
Equation 2.22 - B  — flux density in Gauss (G); H  = field strength in Oersted (Oe); M —
magnetisation in Oe.
The magnetic moment, p, is given in J/T in the S.I. system, and in erg/G in the c.g.s. 
system, also written as e.m.u. The magnetisation, M, is defined as:
M = N(JU)
Equation 2.23 - M  = magnetisation; N  = number o f sites; (fi) — average magnetic
moment per site.
However, magnetisation is quoted for a particular field, so it is more convenient to use
magnetic susceptibility, which is defined in the c.g.s. system as:
M  
X -H
Equation 2.24 -  magnetic susceptibility; M  = magnetisation; H  — magnetic field.
and may be converted to S.I. units by:
. . S . I .   a —.  C.G.S.
X  ~ ™X
Equation 2.25 -  j f 1 is the susceptibility in S.I. units, j f  GS' is the susceptibility in c.g.s.
units.
There is a caveat to susceptibility: ferromagnets do not follow the linear relationship 
between magnetisation and magnetic field defined in equation 2 . 2 1 , and their magnetic 
properties and behaviour must therefore be described in terms of magnetisation, not 
magnetic susceptibility, which is generally used for all other magnetic systems.
2.2,2 Isolated magnetic moments
If interactions between magnetic moments on different atoms and between magnetic 
moments and their environments are ignored, what remains is the interaction between 
isolated atoms, or rather, isolated moments and any applied magnetic field.
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Spin and orbital moments:
In an atom the electronic shell as well as the nucleus carry charge and angular
momentum, resulting in dipole moments. These moments are given in units of the Bohr
or nuclear magneton respectively:
eh „ eh
Mb ~  ~ M n  ~2 me 2 mp
Equation 2.26 -  me = electron mass; mp = proton mass; h = h/2m
The large proton mass relative to that of the electron means that nuclear dipole moments 
are comparatively small and usually do not need to be considered when discussing the 
magnetism of atoms.
The electrons of the atomic shell carry the intrinsic spin moment given by S and 
the orbital moment given by L. Their dipole moments are given by:
Ms = g s[S(5 + l)]^As Ml =gLW L  + i ) / 2 M,
Equation 2.27- gs = 2.0023 ~ 2; gL = 1 .
These two moments are not independent of each other, but are connected via spin-orbit 
coupling, resulting in a total angular momentum J  of the electron shell. The Russell- 
Saunders coupling scheme is generally used, i.e. J = L + S where L is the total orbital 
momentum of all electrons in the shell and S the total spin. The resulting dipole moment 
is:
Mj =gj[J(J + l ) / 2 MB
[3 J(J +1) + S(S +1) -  L(L +1)]Equation 2.28 -  gj is the Lande factor, g 3 -
The values of S, L and J for atoms in their ground state are given by Hund’s rules, 
which state that for closed shells S = L = J = 0, in other words, those atoms carry no 
dipole moment. A similar diamagnetic state can be reached in molecules if the atomic 
orbitals are combined accordingly. Magnetism, more specifically, paramagnetism is 
connected to atoms, ions or molecules with open electron shells [6].
Diamagnetism:
All materials show some degree of diamagnetism: Lenz’s Law states that the small 
magnetic field produced by the motion of electrons around an atom (in the same way 
that the motion of current carriers around a coil produces a magnetic field) will act
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against any applied magnetic field. For a diamagnetic substance, a magnetic field 
induces a small magnetic moment, which opposes the applied magnetic field that caused 
it. The magnetisation of a diamagnet is weakly negative, largely temperature 
independent and proportional to the applied field. Diamagnetism, being a property of 
electrons in closed shells, is present in all materials, but it is a weak effect that can either 
be ignored or corrected with the use of Pascal’s constants [7].
Paramagnetism:
Paramagnetism corresponds to a positive susceptibility so that an applied magnetic field 
induces a magnetisation aligning parallel with the applied magnetic field. We have just 
considered materials that contain no unpaired electrons (diamagnets) and therefore have 
no magnetic moment unless a field is applied, which is also true for paramagnets as in 
zero field their normal fluctuation causes the moments to cancel. The positive 
magnetisation is temperature and field dependent, and typically two orders of magnitude 
larger than the diamagnetic magnetisation.
The weak interactions between neighbouring atoms causes weak correlation and 
the electrons can be assumed to be independent. The application of a magnetic field 
tends to align the moments with field; the degree of alignment (hence the induced 
magnetisation) is dependent on the strength of the applied magnetic field. Although an 
increase of magnetic field will tend to align the spins, an increase of temperature will 
randomise them. It is therefore expected that the magnetisation of a paramagnetic 
material will depend on the ratio B/T. This can be proved by the classical calculation of 
the mean orientation of the paramagnetic dipoles [6] to give:
M pm =Ngjn BJBj(y)
Equation 2.29
Where the Brillouin function, B/y) is given by:
1
Bj(y)= 1 + 2 J
\
coth H-* + l y f i u f y )
J I 2 J ) \2 J ) 12 j )
and
Equation 2.30 
JSjMsBexty = kBT
Equation 2.31
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Thus it can be seen that the paramagnetic magnetisation is, as expected, dependent on 
the ratio of field and temperature, and this dependence is different for different values of 
J.
A typical value of y  can be estimated as follows: for J -  V2, g j - 2  with Bext -  IT, 
y  ~ 2 x 10'3 at room temperature. Hence, except at very low temperature and/or in 
extremely large magnetic fields, the experimental situation will correspond to y  «  1. 
For small values ofy such as this:
y(J +1)
Giving:
B j^  3 J
Equation 2.32
y(J  + 1) _ NgjHBy{J  +1)
3 J
Equation 2.33
Which since:
M
X para
para para
H
Leads to:
X para
Equation 2.34
3 k ,T 3kBT
Equation 2.35 -  the Curie Law, characteristic o f paramagnetic behaviour.
The Curie Law states that the paramagnetic susceptibility is inversely proportional to 
temperature. Measurement of the susceptibility allows deduction, via the Curie Law, of 
the Curie Constant, C and hence the effective magnetic moment, /4#, defined as:
Heff ~ "F 1)
Equation 2.36
2.2.3 Interactions
When paramagnetic ions are embedded in a close packed solid they interact with each 
other. Different types of magnetic interaction are possible and important in enabling 
communication between magnetic moments and potential production of long-range 
order.
The simplest interaction is dipole-dipole coupling. Two magnetic dipoles /// and 
P2 separated by a distance r have energy:
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£=■»«
At v ~
3
! k - f h — rC“i ■rXu2 •'')r 2
Equation 2.37
Two moments of l(iB separated by approximately lA have an interaction energy 
corresponding to about IK in temperature [7]. This interaction is too weak to account 
for the ordering of most magnetic materials, for example, iron metal, in which the 
moments orient themselves parallel at a temperature of 1043K. The magnetic dipolar 
interaction may at best play a part in ordering at very low temperatures. It is evident 
from the example of iron however that there must be another, stronger coupling between 
the moments. This is the exchange interaction, expressed as coupling between two 
angular momenta. The exchange Hamiltonian (energy) has the form:
Hexc ~ - J i]S tS J
Equation 2.38 -  Where J  is the coupling energy between the two momenta, called the
exchange integral.
The negative sign is a convention meaning that negative exchange energy causes parallel 
alignment, while positive exchange energy causes antiparallel alignment of the 
exchange-coupled dipoles. In a solid we have N spins, which are all coupled to each 
other, which means that the total exchange energy is:
H ac = - 2  Z  W ;
i>j
Equation 2.39 
Origin of exchange -  direct exchange:
The exchange energy has its roots in the covalent bond, that is in the overlap of the wave 
functions of valence electrons between the bonding partners. The simplest case to 
discuss is the H2 molecule. Starting from two hydrogen atoms HA(1) and HB(2), where 
(1) and (2) refer to the electron coordinates, if the separation of the atoms is less than the 
Bohr radius, molecular wave functions are formed by linear combination of the atomic 
wave functions:
(1)<^(2) -  (M2)iMl)] 
^  = cjMi)tM2)+!M2)^(i)]
Equations 2.40-41 -  Ca.b we normalisation constants
'Pb describes the bonding orbital and 'Pa the antibonding orbital. The bonding 
wavefiinction has symmetric exchange properties, however, by the Pauli principle
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antisymmetric wave functions are needed for fermions. Spin must also be considered in 
the wave functions:
and =
Equations 2.42-43 -  where £ is the Pauli spin function.
In the present case, only two spin states are allowed, the singlet state S = 0 (1\t) and the
triplet state S = 1 (TT). To have an antisymmetric bonding wavefunction one has to
combine T'b with as shown in equation 2.43. Thus the overlap of valence electron
wave functions enforces a definite spin configuration, here the antiparallel configuration.
The total energy of the molecular system is given by:
Ea =C2a[Kn + J 12] and Eb = C2b[K]2 - J n ]
Equations 2.44-45
Kn describes the interaction of electrons with the nucleus:
Kn = \v 'a  (1 K  (2 ( 2  )dVtdV2
Equation 2.46
While J12 is the exchange energy, i.e. the energy gained by forming the molecular 
orbitals. It contains by definition the Hamiltonian for the electric electron-electron 
interaction:
Jn  = j  Y'a O K  (2 W . V a  O K  (2 )dV,dV2 
Equation 2.47
According to the solution of the hydrogen molecule by perturbation theory, illustrated in 
figure 2.8, Ea > Eb for all values of Tab, with the consequence that, from equations 2.44- 
45, J12 < 0, a condition which had previously been introduced for the exchange integral 
seeking antiparallel spin orientation [6, 7].
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Energy
Bonding
Energy
Interatomic
separationR =
Figure 2.8 -  Interatomic separation vs. energy for hydrogen, a is the bond length ofH 2.
This exam ple is based on s electron wavefunctions, w hich have no zero crossover. In the 
m agnetism  o f  transition m etals the m ost im portant electrons are the d electrons, which 
do exhibit crossover. This causes a change in the sign o f  Jn from negative to positive as 
the separation increases, hence both parallel and antiparallel spin orientations are 
possible depending on the separation o f  the param agnetic ions.
Exchange coupling is a quantum  m echanical effect based on the rule that 
electrons in a closed system are indistinguishable. The exchange integral contains the 
electric electron-electron interaction and is thus o f  electric and not m agnetic nature, 
despite the fact that it describes spin coupling. The m agnetic-m agnetic spin interaction 
is w eak and in m ost cases can be neglected.
Exchange coupling as ju s t described requires the direct overlap o f  the wave 
functions o f  the param agnetic ions, and thus is only possible if  the ions are nearest 
neighbours and not too widely separated. For exam ple, in the rare earths the 4 f  electrons 
are deep in the atomic shell and 4 f-4 f overlap is excluded. O ther cases include metallic 
m aterials w here the param agnetic ions are em bedded in the sea o f  conduction electrons. 
N evertheless strong exchange coupling often exists in those cases, and has to be 
transm itted betw een ions indirectly.
Indirect exchange in metals:
In m etals, the conduction electrons can m ediate the exchange interaction between 
m agnetic ions. A localised m agnetic m om ent spin-polarises the conduction electrons and 
this polarisation in turn couples to a neighbouring localised m agnetic m om ent a distance
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r away. The exchange interaction is thus indirect because it does not involve direct 
coupling between magnetic moments. It is known as the RKKY interaction after the 
discoverers of the effect: Ruderman, Kittel, Kasuya and Yosida. It is sometimes also 
known as itinerant exchange. The coupling takes the form of an r-dependent exchange 
interaction J r k k y O *) given by:
sin(2&Fr) cos(2 kFr)J(r) -  671ZJ N(EF)
(2 V )  (2 kFr f
Equation 2.48- Z  = number o f conduction electrons per atom; J  -  exchange 
interaction; N(EF)  = density o f states at the Fermi level; kF = Fermi momentum; r  —
distance between two impurities.
The interaction is long range and has an oscillatory dependence on the distance between 
the magnetic moments, as shown in figure 2.9, hence depending on the separation it 
may be either ferromagnetic or antiferromagnetic. The coupling is oscillatory with 
wavelength 7t/kF because of the sharpness of the Fermi surface.
RKKY
Figure 2.9 -  Sketch o f the radial dependence o f the exchange integral in RKKY
exchange
Indirect exchange in ionic solids:
Another type of indirect exchange is superexchange, which plays the central role in 
oxide materials. For example, MnO and MnF2 are both antiferromagnets, but there is no 
direct overlap between the electrons on Mn2+ ions in either system. The exchange 
interaction is normally short ranged, so the longer-ranged interaction taking place in this 
case must be in some way “super”.
Exchange is possible here through the oxygen or fluorine atoms: a non-magnetic 
ion between the non-neighbouring magnetic ions mediates the exchange interaction. 
There is a kinetic advantage for antiferromagnetism due to the possibility of 
delocalisation of electrons over the M-O-M unit, and thus the structure as a whole,
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which cannot occur for ferromagnets in this configuration. This is illustrated in figure 
2.10, on the assumption that the system is perfectly ionic and thus each metal ion has a 
single unpaired electron in a d orbital and the oxygen has two p electrons in its 
outermost occupied states.
Antiferromagnetic:
a) t  i t  i
b ) U  u
c m  i t
Ferromagnetic:
d) t  IT T
e) n  TT
f> n  TT
Figure 2.10 -  Superexchange in a magnetic oxide.
The arrows show the spins of four electrons and how they are distributed over the 
transition metal (M) and oxygen (O) atoms. If the moments on the transition metal ions 
are coupled antiferromagnetically (a, b, c) the ground state is a) and it can mix with 
excited configurations such as b) and c). The magnetic electrons can thus be distributed 
over the M-O-M unit, lowering the kinetic energy. If the moments on the metal (M) 
atoms are coupled ferromagnetically, (d, e, f), the ground state (d) cannot mix with 
excited configurations like e) and f) because these configurations are prevented by the 
exclusion principle
The superexchange integral has two terms: a potential exchange term 
representing electron repulsion and favouring ferromagnetic ground states which is 
small when ions are well separated, and a kinetic exchange term which dominates and is 
discussed above. The latter term is dependent on the degree of overlap of orbitals and
thus superexchange is strongly dependent upon the angle of the M-O-M bond.
The additional interactions, mainly exchange, felt by paramagnetic ions in solids 
cause a change in the temperature dependence of the susceptibility. The linear behaviour
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of 1/% vs. T continues, but the reciprocal susceptibility no longer extrapolates to the 
origin but cuts the temperature axis at either T > 0 or at T < 0 (obviously not a real 
temperature) defining the paramagnetic Curie temperature, dp. The Curie-Weiss law 
gives the susceptibility:
C
X = T - d p
Equation 2.49 -  Where C is the Curie constant defined in equation 2.35.
The paramagnetic Curie temperature is related to the exchange integral:
'2zS(S + \)
3 kBT
J
Equation 2.50- From the mean field model under the assumption that each ion 
interacts only with its z nearest neighbours.
> 0 means a positive exchange integral attempting parallel spin alignment 
(ferromagnetism) while dp < 0 means a negative exchange integral attempting to align 
spins antiparallel (antiferromagnetism).
2.2.4 Models of exchange 
The Ising model:
The Ising model makes the assumption that all spins are located on lattice points and can 
only orient themselves along one given axis of preference, the z-axis; therefore only the 
projection (Sz)i need be considered. The model also assumes that the exchange 
interaction is a pure pair interaction between any two spin pairs (Sz)j, (Sz)j, being the 
same for any pair of spins and can simply be set as J.
His™ = - 2 ^ ( 3  M S , )  j
Equation 2.51
It is important to distinguish between the dimensionality, d, of the lattice on which the 
spins sit, and the dimensionality, Z), of the spins themselves, also known as the 
dimensionality of the order parameter. In the case of the Ising model the dimensionality 
of the order parameter, D = 1, as the spins are constrained to point along ±z, however, 
these one-dimensional spins could be arranged on a lattice with d — 1,2, ... The Ising 
model plays a central role in the theory of anisotropic and one-dimensional magnets.
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The x-y model:
In this case all spins are confined to a plane so only the projections (S*)i and (Sy)i exist 
formed according to quantization conditions. The spins are of equal size and located on 
lattice points. Exchange is a pair interaction and the exchange integral is independent of 
direction within the plane.
= “2L > / » K  W , ) y  + (S>
Equation 2.52 '
The order parameter of the x-y model has dimensionality D -  2, but as with the Ising 
model, the lattice dimensionality may vary, d — 1,2,...
The Heisenberg model:
This is the most common model of exchange coupling. In the Heisenberg model all three 
spin components exist, but it is assumed that exchange is fully isotropic. This is the most 
serious restriction of the model and strictly speaking it can only be applied to cubic 
systems, hence the importance of the two previous models if deviations from isotropy 
are serious. The assumption of the Ising model that the exchange integral is the same for 
all spin pairs is also usually applied here to give:
Equation 2.53
There is another, more restrictive condition sometimes used, that each spin only 
interacts with its n nearest neighbours. This gives the simplest form of exchange:
H  Heisenberg =  S'
Equation 2.54
For the Heisenberg model the dimensionality of the order parameter, D -  3, because the 
spins are free to move in three dimensions, and the lattice dimensionality can vary, d — 
1, 2 , . . .
2.2.5 Order and magnetic structures
The previous section discussed different types of magnetic interaction operating 
between magnetic moments in a solid. Here we will consider the different types of 
magnetic ground states which can be produced by these interactions.
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Ferromagnetism:
A ferromagnet has spontaneous magnetisation even in the absence of an applied field. 
Ferromagnets consist of a number of small regions called domains, within each of which 
all spins are parallel. The axis of spin orientation changes from one domain to the next. 
The Hamiltonian for a ferromagnet in an applied magnetic field B is given by:
t f  = - I  J t S f S j + g M ^ S j - B
ij j
Equation 2.55 -  The first term on the right hand side is the Heisenberg exchange 
energy, the second is the energy of an electron in an applied magnetic field B.
The solving of equation 2.55 is done through the Weiss model of ferromagnetism, in 
which an effective molecular field at the i* site is defined as:
=-— I V ;SMb j  
Equation 2.56
and it is assumed that all magnetic ions experience the same magnetic field. For a 
ferromagnet the molecular field will act so as to align neighbouring magnetic moments 
because the dominant exchange interactions are positive. Since the molecular field 
measures the effect of the ordering of the system, it is also assumed that:
b ^ = a m
Equation 2.57 -  Where X is a constant that parameterises the strength of the molecular 
field as a function of the magnetisation.
This enables the replacement of the initial Hamiltonian with an effective Hamiltonian 
which is like that for a paramagnet in a magnetic field B + Bmf  which can be solved 
graphically.
ff = SMs'LSl (B + Bm/)
i
Equation 2.58 -  Hamiltonian for the Weiss model [7]
The solution of the Weiss model leads to the conclusion that below a certain 
temperature, the magnetisation of a ferromagnet rises sharply, then more slowly, and 
finally saturates so that the substance becomes magnetised even in the absence of an 
external field. In other words, the full parallel orientation of spins is only achieved for T 
OK. At the transition, the Curie temperature is given by:
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Y  _ gjMs (J + _ n^ l f f
c 3kB 3kB
Equation 2.59
To reach saturation, a ferromagnetic sample requires the application of an external 
magnetic field.
lrgin curve
Figure 2.11 -  Magnetisation vs. appliedfield at T < Tc, after cooling sample from 
above To Identified are the initial magnetisation curve (virgin curve), the saturation 
magnetisation (Ms), the remnant magnetisation (Mrem) and the coercive field (He).
The first increase in magnetisation at low fields is due to reversible boundary 
displacements: domains with a small angle between Mdomam and H  shift their boundaries 
to increase in volume. At intermediate fields a further, irreversible shift of domain 
boundaries occurs. The jump of domain boundaries is not a continuous process and in 
high resolution the magnetisation curve is not smooth but is made up of many small 
steps. Next, Mdomain starts to rotate into the direction of H and finally, at saturation, a 
single domain with Mdomam = Mbuik \ \ H  is enforced. The “virgin curve” shown in figure 
2 . 1 1  starts from the “virgin state”, Mbuik -  0, achieved by zero-field cooling through the 
transition temperature. Reducing the field after achieving saturation magnetisation (Ms 
in figure 2 . 1 1 ) results in a drop in magnetisation, but not back along the virgin curve. 
Since some of the domain wall displacements are irreversible, those domain walls do not 
move back to their original positions, increasing the volume of domains where the 
magnetisation direction is close to the previously applied field direction. Consequently, 
at H -  0 the bulk magnetisation does not vanish and the ferromagnet remains 
magnetised in zero field. This finite value of magnetisation is called the remenance 
(Mrem). It requires a field of -Hc in the opposite direction called the coercive field to get 
back to Mbuik -  0. Increasing the negative field beyond Hc moves Mbuik back to
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saturation. Going back to a positive field brings the same irreversibility problem; zero 
bulk magnetisation is only achieved for +HC and saturation is approached again when 
the field is increased beyond this [6].
Magnetisation curves such as that in figure 2.11 are known as hysteresis loops 
and are characteristic of ferromagnets. By definition, the susceptibility of a ferromagnet 
in its ordered state is the slope of the hysteresis curve; since this is clearly dependent on 
H and the magnetic history of the sample it is not a useful quantity.
Antiferromagnetism:
In antiferromagnets the spin orientation is antiparallel, enforced by a negative exchange 
integral. An antiparallel spin sequence does not necessarily imply that neighbouring 
spins must be aligned antiparallel; the main characteristic is that the antiferromagnetic 
spin lattice can be separated into two intertwined ferromagnetic sublattices of equal 
strength with their spins cancelling. Again there is a characteristic temperature, the Neel 
temperature, TN, below which long-range order is present and each of the ferromagnetic 
sublattices develops spontaneous magnetisation. These conditions still allow many 
different spin structures: for example, a linear spin chain may be T iT lT i . . .  or it may 
be TTi>lTT... and so on. This usually results in the spin lattice unit cell being larger by 
a well defined multiple than the chemical lattice unit cell.
An antiferromagnet shows neither large spontaneous magnetisation in low fields, 
nor hysteresis. The susceptibility below the Neel temperature is well defined and shown 
in figure 2.12 for a typical antiferromagnet.
Figure 2.12 -  Magnetic susceptibility and inverse susceptibility o f an ideal 
antiferromagnet as a function o f temperature.
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There are two limiting cases for antiferromagnets which need to be distinguished. A 
small external field, H, perpendicular to the axis of alignment of the magnetic moments 
(“easy axis”) will cause a slight canting of the two ferromagnetic sublattice 
magnetisations MA and MB in the direction of the field, leading to a weak magnetisation 
Mres. As long as the canting angles are small Mres will be proportional to the applied 
field, H, and the susceptibility is a constant, so that %_\_ = x(Tn) for T < Tn. When H  is 
parallel to the easy axis the two sublattice magnetisations MA and MB have reached 
saturation. Small fields do not affect this condition; therefore the susceptibility must 
drop from %(TN) to zero as the temperature drops, so that %\\ (0) = 0 as shown in figure 
2.12. The susceptibility of a polycrystalline sample is given by:
If the applied field is increased, at a certain critical field, BSf, the spins will jump from 
small angle, elastic canting into a distinct canted spin structure with a much larger 
canting angle. Bsf is temperature dependent and the transition into the canted state is 
called a spin-flop transition. In materials with strong anisotropy the spin-flop state is 
suppressed, the system goes directly into the paramagnetic state or passes through a 
mixed state containing different spin structures often including a paramagnetic fraction: 
this is referred to as metamagnetism [6].
Ferri magnetism:
Ferrimagnetism can be viewed as a special case of antiferromagnetism where the two 
ferromagnetic sublattices are inequivalent. In this case, the magnetisations will not 
cancel each other out and the material will have a net magnetisation. The molecular field 
on each sublattice is different, resulting in the spontaneous magnetisation of the 
sublattices to have different temperature dependences; therefore the net magnetisation 
can have a complicated temperature dependence. For example one sublattice may 
dominate the magnetisation at low temperature but another dominate at higher 
temperature; in this case the net magnetisation can be reduced to zero and change sign at 
a temperature known as the compensation temperature. The magnetic susceptibilities of 
ferrimagnets therefore do not follow the Curie law, but show hysteresis similar to 
ferromagnets.
Equation 2.60
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Helimagnetism:
Helimagnets are either special cases of non-collinear structures or structures that are 
periodically modulated in terms of spin orientation or magnitude, and are generally 
based on anti ferromagnetic spin states. The origin of these complex spin arrangements is 
the mixture of various interactions the simplest of which is the competition between 
long-range, oscillatory RKKY interactions and local anisotropy interactions.
Helimagnetism appears predominantly in the rare earths and actinides. Many 
rare earth metals have a layered structure. Consider a simplified case, relevant for 
dysprosium, where there is ferromagnetic alignment of magnetic moments within the 
layers and between the layers there are nearest-neighbour {Jt) and next-nearest- 
neighbour {J2) interactions. If the angle between the magnetic moments in successive 
layers is d, the phase diagram shown in figure 2.13 may be derived [7].
1
0°
Figure 2.13 -  Phase diagram for simplified planar model o f Helimagnetism [7J.
Helimagnetism is favoured over ferromagnetism or antiferromagnetism when J2 < 0 and 
|Ji| < 4|J2|. The pitch of the spiral, will not in general be commensurate with the lattice 
parameter and so no two layers in a crystal will have exactly the same spin directions.
2.2.6 Competing interactions
In some lattices there is no ground state which satisfies all the interactions in the system, 
leading to a variety of similar low-energy states of the system. The system is said to 
exhibit magnetic frustration. This is best demonstrated by the case of an antiferromagnet 
based on a triangular lattice {figure 2.14).
antiferromagnet
hjelim^gnei 
180° 90°
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Figure 2.14- Triangular based antiferromagnet
The first two spins may be placed anti-parallel, but the third cannot be anti-parallel with 
both of the others; therefore one of the two will not have its energy minimised and the 
system cannot achieve a state that entirely satisfies its microscopic constraints, although 
there are a multiplicity of equally dissatisfied states possible. Pyrochlore structures, 
where magnetic ions occupy a lattice of corner sharing tetrahedra, provide some of the 
most well studied frustrated systems [8-14].
Spin glasses must possess an element of frustration and competing interactions 
alongside some degree of chemical disorder. A spin glass is defined as a random, 
mixed-interacting magnetic system characterised by a random yet cooperative freezing 
of spins at a well defined temperature 7}, below which a highly irreversible, metastable 
frozen state appears without magnetic long-range order. Early research into spin glasses 
were based on systems with a dilute, random distribution of magnetic ions in a metallic 
lattice, leading to either site-randomness, for example in alloys such as Cui JVln*, or 
bond randomness, where the nearest neighbour interactions vary. The randomness 
inherent in a spin glass is as important as the presence of competing interactions. The 
distribution of distance between moments in a random-site spin glass leads to competing 
interactions because the interactions are of RKKY-type and therefore their sign 
(ferromagnetic or antiferromagnetic) depends on the distance between the spins. In a 
random-bond spin glass, different bonds “pull” the system different ways, introducing 
frustration so that there is a multidegenerate ground state, but in spin glasses there is 
also a new effect, a cooperative freezing transition.
At high temperature the behaviour of all magnetic systems is dominated by 
thermal fluctuations: in a spin glass all the spins are independent. As a spin glass is 
cooled from high temperature the independent spins slow down and build up into locally 
correlated units: clusters. The spins that are not in clusters take part in interactions 
between clusters. As the temperature cools to 7}, the fluctuations in the clusters 
progressively slow down and the interactions between spins increase in range so that 
each spin becomes aware of more spins in a progressively growing region around it. At
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Tf the system finds one of its many ground states and freezes. This process is not fully 
understood but appears to be a cooperative phase transition, but not to a magnetically 
ordered state: there are no magnetic Bragg peaks found in scattering experiments, and 
below Tf the system appears to be “glassy”, possessing metastability and slow relaxation 
behaviour. There is a divergence between field-cooled and zero-field-cooled magnetic 
susceptibility below 7} reflecting this metastability [7].
2.2.7 Low dimensionality
Much attention has been devoted to low-dimensional magnetic systems in recent years, 
because of the many interesting ground states and phenomena unique to low 
dimensional magnets (for example the spin Peierls transition). Haldane’s prediction that 
there will be an energy gap between the singlet ground state and the first excited state 
for integer spin one-dimensional Heisenberg antiferromagnets, but not for half-integer 
spin chains, has led to further interest [15, 16].
The Mermin-Wagner-Berezinskii theorem [17] demonstrates that in dimensions 
of d < 2, thermal fluctuations prohibit the existence of long-range magnetic order at non­
zero temperature in an isotropic system [7]. In an isotropic Heisenberg ferromagnet with 
rotational symmetry such that there is free rotation of spin direction, it is possible to 
excite fluctuations of the spins relatively easily and in one and two dimensions these 
fluctuations will destroy the long-range order. However, if there is significant 
anisotropy, there will be an energy cost associated with rotating the spins from their 
ground state value, and it is possible for this anisotropy to stabilise long-range order in 
some two dimensional systems. No long-range order exists for the one-dimensional s = 
x/2 Heisenberg antiferromagnet even at T = 0.
The two-dimensional s = Vi square lattice Heisenberg antiferromagnet is of 
considerable interest, where Sr2Cu02Cl2 is regarded as a good approximation. Inelastic 
neutron scattering has shown that as the temperature is reduced the system does not 
order but the correlated regions of short-range order increase in size. This size is known 
as the spin-spin correlation length, £,, and it diverges at low temperature leading to true 
long-range order at T = 0. Despite the prohibition of long-range order in one-dimension 
established by the Mermin-Wagner-Berezinskii theorem as described above, there are 
still complex excitations and phenomena possible which are not yet entirely understood.
108
Chapter Two: Theory
Spin Ladders:
The spin ladder is an interesting intermediary between one-dimensional 
antiferromagnetic chains and square lattices, obtained by assembling chains next to one 
another with bonds between them such that the interchain coupling is of a comparable 
strength to the intrachain coupling, forming “ladders” of increasing width. The transition 
between one-dimensional Heisenberg antiferromagnetic chain and two-dimensional 
Heisenberg antiferromagnetic square lattices via spin ladders is not trivial. Ladders made 
from an even number of chains or “legs” have a finite energy gap to the lowest s = 1 
excited state which causes an exponential decay to zero in the susceptibility curve. 
Ladders with an odd number of legs display similar properties to one-dimensional 
chains. There is no spin gap in the s = 14 odd-leg ladder and the susceptibility does not 
fall away to zero but is finite at low temperatures.
Doping the spin ladder with holes breaks up singlets in a spin ladder. For two-leg 
ladders the number of damaged singlets can be halved if the holes share a rung, hence it 
is favourable for holes to pair, showing how it could be possible to engineer 
superconductivity in two-leg spin ladders such as has been discovered in Sri4. 
xCa*Cu240 2i [ 18-22].
Spin ladders are an extremely complex area of magnetism with no fixed 
expressions for the susceptibility, vast differences in properties depending on the 
number of legs in the ladder and similar properties to many other types of quantum 
magnets. As a result, there are many examples of ladders in the literature that are 
disputed. It is very difficult to prove beyond doubt that a compound is a spin ladder.
Spin Peierls Transition:
Although s = 14 antiferromagnetic chains are gapless, they are susceptible to an 
analogous kind of instability observed in one-dimensional metals and can open up a gap. 
The spin Peierls transition, which was theoretically predicted in the 1970’s, is an 
unusual effect observed in a limited number of one-dimensional Heisenberg s = 14 
antiferromagnets. In this model, a uniform quasi-one-dimensional s = 14 Heisenberg 
antiferromagnetic chain is coupled to three-dimensional lattice vibrations, which causes 
the chain to distort into pairs as a function of temperature. Above the transition, the 
magnetic behaviour is that of a one-dimensional antiferromagnet, below, the 
dimerisation of the spin lattice system leads to alternating exchange constants. The
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dimerisation increases progressively mid reaches a maximum at zero temperature. The 
alternating chain has an energy gap between the singlet ground state and the lowest lying 
band of triplet excited states. The magnitude of the gap is related to the degree of 
dimerisation and hence to the degree of lattice distortion.
2.2.8 Low-dimensional models:
Dimer model:
Majumdar and Gosh [23] theoretically predicted that in s = V2 antiferromagnetic chains 
there are competing nearest neighbour (Ji) and next nearest neighbour (J2) interactions 
which are in a dimerised state for J2/Ji = V2 . However, Haldane [24] argued that a 
spontaneously dimerised state exists for a wider range of J2/Ji. For an 
antiferromagnetically interacting pair of s = V2 ions the splitting between the singlet 
ground state and triplet excited state must be in the order of kBT to produce a dimerised 
state. Bleaney and Bowers derived an equation [25] to describe the behaviour of 
hydrated copper acetate as dimers and Matsuda and Katsumata [26] later obtained the 
same expression by analysing ESR results between the singlet and triplet states in 
Sri4Cu24C>4i. The susceptibility of a dimerised state falls rapidly to zero as T -> 0.
2Ng2fll 1 
V  ' 3 + e% r
Equation 2.61 -  x ~  magnetic susceptibility; N  = no. o f dimers in the sample; J  — 
exchange interaction between nearest neighbour magnetic moments; T = temperature 
in Kelvin; kB = Boltzmann constant; g = gyromagnetic ratio; f tB = Bohr magneton.
Bonner-Fisher model:
Bonner and Fisher [27] predicted thermal and magnetic properties for varying 
anisotropy and magnetic fields by calculating the energy levels and eigenvectors on short 
chains and rings of s = V2 ions. The results for 11- and 12-membered chains of 
antiferromagnetically exchange coupled s = V2 ions were extrapolated to the infinite 
chain length. Hall later took these results [28] and fitted the theoretical results obtained 
by Bonner [29] to a quadratic/cubic function:
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M kBT
A + Bx + Cx‘
1 + Dx + Ex + Fx
Equation 2.62 -  Xm = molar magnetic susceptibility; N  = Avagadro number; g  = 
gyromagnetic ratio; Ub — Bohr magneton; k B -  Boltzmann constant; T = temperature
\Ain Kelvin; x = where J  = exchange interaction; A, B, C, D, E and F are constants 
kfT
with the values; A = 0.25, B  = 0.14995, C = 0.30094, D = 1.9862, E  = 0.68854 andF
= 6.0626.
The expression is valid for T>J/2ke. The maximum in reduced susceptibility calculated 
from this expression occurs at:
k T g. r  =1-297
M
Equation 2.63 -  k B = Boltzmann constant; Tmax = Temperature in Kelvin at which the 
maximum in reduced susceptibility occurs; J = exchange interaction.
■£ " ^ 4  = 0.07337 
Ng Mb
Equation 2.64 -  Xmax — maximum value o f reduced susceptibility; J -  exchange 
interaction; N  = Avagadro number; g = gyromagnetic ratio; Mb ~ Bohr magneton.
In this expression {equation 2.62) the magnitude of the maximum on the 
antiferromagnetic susceptibility is determined by the g value for a given J. A 
discrepancy in this part of the fit may imply that the given model is inappropriate. The 
susceptibility of the one-dimensional linear chain approaches a non-zero value as T -> 0, 
in contrast to the dimer model. This is due to the absence of an energy gap in the 
continuum of energy levels.
Alternating Chain Model:
The Bonner-Fisher model applies to a regular one-dimensional chain, but when JteocJ as 
in figure 2.15, the Bonner-Fisher model is replaced by the Heisenberg alternating chain 
model.
( > ^ 0 —
Figure 2.15 -  Exchange parameters in an alternating chain.
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The Hamiltonian for an antiferromagnetic Heisenberg alternating chain is:
N/2
H = - U ^ S ^  +c$2rS1M)
1=1
Equation 2.65 - H -  Hamiltonian; J = exchange integral between a spin and its right 
neighbour; aJ = exchange integral between the same spin and its left neighbour; a  — 
alternation parameter, independent o f temperature and has values 0 < a< l.
When a  -  1 the model reduces to the linear chain “Bonner-Fisher” model and when a  = 
0 the model reduces to that of magnetically isolated dimers.
Hall [30] repeated calculations done by Duffy and Barr [31] for the reduced 
susceptibility of short alternating rings of up to ten s = XA ions for a  = 0, 0.1, 0.2, 0.3, 
0.4, 0.6, 0.8 and 1.0 using the cluster approach and derived the expression given below 
for the magnetic susceptibility of an s = lA antiferromagnetic alternating Heisenberg 
chain:
~Ng2ji2B~ A + Bx + Cx2
_ ksT 1 + Dx + Ex2 + Fx^
Equation 2.66- Xm = molar magnetic susceptibility; N  = Avagadro number; g  = 
gyromagnetic ratio; pLB -  Bohr magneton; kB = Boltzmann constant; T = temperature
\Ain Kelvin; x = — — where J  = exchange interaction; A, B, C, D, E & F are constants. 
kBT
In the alternating chain model there are two different sets of values for the constants:
Constant 0 < a  < 0.4 0.4 < a  < 1.0
A 0.25 0.25
B (-0.12587 + 0.22752a) (-0.13695 + 0.26387a)
C (0.019111 -  0.13307a + 0.509a2 -  
1.13167a3 + 1.0081a4)
(0.017025-0.12668a + 
0.49113a2-  1.1977a3 + 
0.87257a4)
D (0.10772+ 1.4192a) (0.070509+ 1.3042a)
E (0.00028521 - 0.423462a + 
2.1953a2-0.82412a3)
(-0.0035767- 0.040837a + 
3.4862a2-0.73888a3)
F (0.37754 -  0.067022a + 5.9805a2 
-2.1678a3 + 15.838a4)
(0.36184-0.065528a + 
6.65875a2 -  20.945a3 + 15.425a4)
Table 2.2 -  Values o f constants for the alternating chain model.
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The expression is valid for kBT/|J| > 0.5 and for negative J  values. A is set at 0.25 so the 
expression converges with the Curie-Weiss law at high temperatures.
Examples of alternating chain compounds are quite rare in the literature with 
more focus being put on spin ladders because of their link to high temperature 
superconductors. A third next nearest neighbour interaction may be introduced into an 
alternating chain as shown in figure 2.16. If this exchange is of a comparable size to the 
other two then the alternating chain model is no longer suitable. It is possible that the 
third interaction becomes important due to a structural distortion to a zigzag chain 
(figure 2.17). In this case, if it is decided that J2 is the smallest exchange interaction then 
the spin-ladder model becomes more appropriate.
 J.3....  J.3__
— o — ^— o ~ ^ — o ^ “ 0 —
Figure 2.16 -  Exchange parameters for next nearest neighbour interactions.
_ J l___
Figure 2.17 -  Exchange parameters for zigzag chains.
2.3 |iSR: Muon Spin Research
Muons are elementary particles belonging to the Lepton family, along with electrons, 
tauons and neutrinos. They have the same charge as electrons and protons but their mass 
is one ninth that of a proton and two hundred times that of an electron. However, while 
electrons and protons are stable particles, muons have a finite lifetime of approximately
2.2 ps.
A muon primarily acts as a sensitive magnetometer: it has spin one half and a 
nuclear magnetic moment of 8.8905p„. The muon spin will feel the effects of local fields 
at its site, once inside a material, and its precession or resonance allow these fields to be 
measured: implantation of spin-polarised muons and subsequent measurement of the 
time evolution of the polarisation enables examination of the distribution and 
fluctuations of the internal field [32],
113
Chapter Two: Theory
2.3,1 Muon production
(iSR requires beams of low-energy muons, which will stop in the samples being 
studied. These are produced at “meson factories”, for example at the Paul Scherrer 
Institut in Switzerland, or at medium energy accelerators such as that of the Rutherford 
Appleton Lab, UK. A proton beam of 500-800MeV colliding with the nuclei of an 
intermediate target of a light element such as carbon or beryllium will produce a cloud 
of positive pions, which produce positive muons via the two-body decay shown in 
equation 2.67. Negative pions stopping in the production target are almost always 
captured by low-lying orbitals of the target nuclei before they have a chance to decay, 
hence negative muons must be produced by a different method. This thesis deals only 
with experiments using positive muons; therefore no more will be said about the 
production and use of negative muon beams.
7T+ ------ >/l+ +VM
Equation 2.67 -  Decay o f a pion to a muon and neutrino.
Due to parity violation in the weak interaction decay of pions, muons are perfectly spin 
polarised with respect to their momentum or flight path, resulting in a surface muon 
beam arriving almost 100% spin polarised in the sample. Muons themselves decay as 
shown in equation 2.68:
ju+  > e+ + V M+ v e
Equation 2.68 -  Decay o f a muon to positron, neutrino and anti-neutrino.
The positron formed by muon decay is emitted preferentially along the instantaneous 
direction of the muon spin: hence recording the time dependence of the positron 
emission directions gives direct information about the spin-polarisation of the ensemble 
of muons. Since the behaviour of the polarisation depends on the local magnetic field at 
the muon site we are able to investigate the magnetic interactions taking place within the 
sample.
There is also an asymmetry in the angular distribution of the emitted positrons, 
due to parity violating terms in the Hamiltonian representing the interaction. The kinetic 
energy of the emerging positron may vary between zero and a maximum energy
=523keV
Equation 2.69 - E max — maximum kinetic energy; m^ = muon mass;c = speed o f light.
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The emission probability of the positron distribution is given by equation 2.70:
W(d) = \ + Acosd
Equation 2.70 -  W(i3) = emission probability; d  = angle between positron trajectory 
and the initial muon spin direction; A = Pais the asymmetry parameter, P is the beam 
polarisation and a  is an intrinsic asymmetry constant determined by the weak
interaction mechanism.
For the positrons of highest energy the asymmetry parameter a  = 1, but after averaging
out over all energies, a  = V3. The (iSR technique uses the spin-polarised nature of the
muon beams, and the asymmetric distribution of the decay positrons.
2.3.2 The Polarisation function
In muon experiments, t = 0 is defined as the moment a spin polarised positive muon is 
implanted into the sample. The thermalisation process is very fast (approximately 10'13s) 
and the muons stop a few pm below the sample surface. Subsequently, their polarisation 
may become time dependent, P(t), under the influence of a magnetic field, H, present at 
the sample position. This field can be of internal or external origin, and has a component 
that is perpendicular to the magnetic moment of the muon resulting in its Larmor 
precession. The positron emission rate is monitored along a fixed direction, r0, which is 
taken to be the initial muon beam polarisation. What is detected is the number of 
positrons, dNe+, emitted at an angle $  in the time interval dt:
dNe,(t)  N 0
— i---- = —-exp
dt
f  \  ~ t
[l + aP(/).r0] + 5 0
Equation 2.71 - B 0 = backgroundfactor; No = initial number o f muons; P(t) = 
polarisation vector; = muon lifetime.
The first two terms of this equation allow for the natural radioactive decay of the initial 
number of muons stopped and thermalised by means of electrostatic interactions within 
the sample. This description allows the polarisation vector P(t) to be determined by 
monitoring the angular distribution of the positrons:
Pit) = In (0) costa + <j>), Py (0) sinto + *), n  (0)J 
Equation 2.72 - co— y f i  is the muon Larmor frequency and Px(0)=P(0)cos<p, 
Py(0)=P(0)sin<f> and Pz(0) represent the initial f f  polarisation at the instant it enters the
field H.
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Transverse field:
There are three types of experimental set-up used to collect pSR data: transverse field, 
longitudinal field and zero field. In transverse field experiments (figure 2.18) an external 
magnetic field is applied perpendicular to the initial beam polarisation, P(0), causing 
precession of the muon spin, and therefore of the polarisation vector, P(t), in the xy- 
plane, assuming |P(0)| = Px(0) and Py(0) = Pz(0) = 0. With this geometry, detectors 
positioned “up” and “down” with respect to the incoming muon beam are used to detect 
the emitted positrons. Thus equation 2.71 becomes:
dN , (/)
—  ——  = —-exrt
dt
r \ 
- t
[l + aPx (0) cos(6* + <p)\ + Bq
Equation 2.73
The Larmor precession of the muon polarisation beam results in an oscillatory 
modulation of the positron detector rate.
Up Detector
1-----------------------------7  ~  T T 1
|Lf Beam 
P (0)
Backward
Detector
[ext
P(0)
a = 73
Down Detector
Forward
Detector
Figure 2.18 -  Angular distribution o f  positrons from the muon decay averaged over all 
energies. The arrow indicates the polarised nature o f the muon beam at the instant o f  
implantation in the target sample. Also shown is the experimental set-up for transverse
field  geometry juSR.
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Longitudinal field:
In the case of longitudinal field configuration, the applied field is along the direction of 
the initial beam polarisation, P(0), so that if Px(0) = Py(0) = 0 and Pz(0) = |P(0)| equation 
2.71 becomes:
dN( t )  N 0-  -expl
dt
[l + aPx (0) cos tj>\ + B0
Equation 2.74
In this geometry there is no obvious Larmor precession of the muon spin, and the 
direction of observation is restricted to the “forward” and “backward” detectors with 
respect to the incoming muon beam. Zero-field experiments are performed in 
longitudinal geometry with zero applied external field, again using the “forward” and 
“backward” detectors.
In practice it is found that the interaction of the muon spin with other magnetic 
moments of nuclear or electronic origin in its environment leads to a depolarisation by 
dephasing of its spin precession, so that the initial amplitude of the muon ensemble 
polarisation is not preserved with time. This could be caused, for example, by an 
effective distribution of local fields caused by static, randomly oriented spins in the 
sample. Hence a time dependence is assumed for both transverse, Px(0), and 
longitudinal, Pz(0), beam polarisations by ascribing a proper relaxation function to each. 
Equations 2.73 and 2.74 then become:
r \  
- td N , (/) N  — ——  = —-exp
dt V mj
[l + aPx (Q)GX (/) cos(or + 0)] + B„
Equation 2.75 -  Transverse field geometry.
dNAt) v
= — exp
dt
r '\ - t
TK M2
[l + aPz (0)GZ (f)cos0]+ B„
Equation 2.76 — Longitudinal and zero-field geometry.
Gx(t) = Gj_(t) and Gz(t) = Gj|(t) are the respective relaxation functions, containing 
information about the physical mechanism involved in the magnetic interaction of the 
muon with surrounding moments. For the purposes of this thesis, only longitudinal and 
zero-field geometry were used.
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2.3.3 Relaxation in Longitudinal and Zero Field
Longitudinal and zero-field pSR  use the sam e experim ental arrangem ent, shown in 
figure 2.19.
Sam ple
Backward
D etector
Spin Polarised 
M uon Beam
Forward
Detector
P(0) -»
Hext X
y
Figure 2.19 -  Schematic for the experimental set-up ofzero-field and longitudinal field 
jLtSR. One set o f detectors is placed at 0° (Forward) and 18 0° (Backward) in respect to
the initial muon beam polarisation.
Tw o tim e spectra are accum ulated, one from each detector. Since the angular 
distribution o f  positrons is given by equation 2.70, the lifetime histogram  o f  the m uons 
exhibits asym m etry, w hich reflects the spin polarisation o f  the m uons in the sam ple- 
target. The tim e evolution o f  the beam  polarisation is obtained by taking the time 
differential ratio o f  the two spectra:
dNF(0,t) A d N s (7T,t)
G.(0= d‘°
d N " ( 0 , t ), ,  •,/)
d, 0
Equation 2.77 -  Gft)  -  relaxation function; A0 = correction for non-perfect detector
geometry.
The correction param eter A0, is usually determ ined experim entally by applying a weak 
transverse field. The relaxation function, G||(t) contains inform ation on the fluctuating 
com ponents o f  local fields at directions perpendicular to the initial m uon polarisation 
P(0). It can also discrim inate betw een dynam ic and static cases by changing the external 
field, Hext [33], unlike the transverse field relaxation function, w hich cannot.
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2.3.4 Relaxation in Static Random Fields
In a randomly oriented frozen spin system with a static moment at every lattice point, as 
illustrated in figure 2.20, the dipolar field at a muon site is well approximated by an 
isotropic Gaussian distribution, where A is die width of the Gaussian distribution.
Figure 2.20 -  Randomly oriented dense spin system. The local field Is well 
approximated with an isotropic Gaussian distribution.
The relaxation of the muon is given by the static Gaussian Kubo-Toyabe function:
The first term (*/3-component) originates from the fraction of the local field that is 
parallel to the initial muon spin polarization. This term is an important signature of static 
relaxation, because its existence doesn't depend on the shape of the field distribution. 
The second term (2/3-component) is the Fourier transform of the field distribution.
In zero magnetic field, the function first decays as a Gaussian and then comes 
back up to the non-relaxing V3-component. With a longitudinal field applied, the 
amplitude of the flat component increases, because the fraction of the field that is 
parallel to the initial muon spin polarization increases. In static relaxation, the magnitude 
of the longitudinal field that decouples the relaxation is comparable to the field 
distribution width (H Lf ~ A/Jf). The distribution width can also be extracted from the 
Gaussian decay-rate at early times before the recovery.
Experimentally, the Gaussian Kubo-Toyabe behaviour of the muon spin 
relaxation, as well as its longitudinal field dependence, is typically observed in 
substances with nuclear magnetic moments, such as MnSi [33] and copper [34]. Figure 
2.21 shows Gy(t, Hext) for different values of the ratio y^ Hext/A.
muon
Equation 2.78 -  Static Gaussian Kubo-Toyabe
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Figure 2.21 -  Muon spin relaxation functions in zero and longitudinal fields (Kubo- 
Toyabe), resulting from a Gaussian distribution o f static random moments.
The Gaussian Kubo-Toyabe theory introduced above is based on Gaussian local field 
distribution, which is often realized in dense spin systems. In dilute spin systems, when 
the number of the random magnetic dipole moments surrounding the muon is small, as 
found for example in AuFe, CuMn and dilute spin glass alloys, it is known that the 
dipolar fields from the local moments take a more Lorenzian distribution. The origin of 
this Lorenzian distribution is the large variety of the muon sites relative to the local 
moments {figure 2.22). Since some muons are located relatively far from the local 
moments (site A), and some close (site B), the local field distribution has a sharper peak 
around zero (from site A's) and a broader tail (from site B's) than the Gaussian field 
distribution.
{kL -ir
A . j
1 /
It—
• R
. rT
34
Figure 2.22 -  A dilute spin system. The local field takes an isotropic Lorentzian
distribution
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The appropriate static Lorenzian Kubo-Toyabe function is given by equation 2.79:
G f " «  = J  +  f ( l - « 0 e x P( - « 0
Equation 2.79 - cx/y^- half width at the half maximum o f the Lorentzian distribution.
Similar to equation 2.78, the relaxation function (figure 2.23) behaves like that shown in 
figure 2.21, but with an initial exponential damping. The asymmetry recovers towards 
an asymptotic V3 value indicative of the presence of static random fields, which may be 
selectively decoupled by applying a finite longitudinal magnetic field.
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at
Figure 2.23 -  Muon spin relaxation functions in zero and longitudinal fields (Kubo- 
Toyabe), resulting from a Lorentzian distribution o f static random moments.
In conclusion, the presence of a V3 tail in the zero-field pSR data is the signature of the 
static character of the random local fields responsible for the depolarisation of muon 
spin.
2.3,5 Relaxation in Fluctuating Random Fields
When the magnetic moments of the host fluctuate, the local field at the muon site will be 
modulated. Hayano and Uemura [33] used the “strong-collision model” [35] to take into 
account the effect of dynamical modulation of the local field (B/ot ). The basic features of 
this model are that when there is a jump from B/oc, to B!ocJ, (B/oc>, being the field at site i) 
the muon spin experiences a sudden change in field rather than a gradual change, and 
the local field at the muon site has a certain value for a given time interval: at a later time
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it takes a new value that is not correlated to the first one. The expression for the 
relaxation function is given by an integral equation:
G ; (/, A, v) = G "  (/) exp(-W) + vG, )G“  (*’) exp(-w’
Equation 2.80- V = fluctuation rate; e™ = factor reflecting the reduction in the fraction 
o f muons which did not collide within time t.
If the field distribution is static, the second term on the right hand side becomes 
irrelevant and the function for a static field distribution is recovered. The function is 
illustrated in figure 2.24.
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Figure 2.24 -  Muon spin relaxation functions in zero field (Kubo-Toyabe) for different 
values o f  the magnetic correlation frequency, vfor a Gaussian distribution of  
fluctuating random moments.
The strong collision model can also be applied to a dilute magnetic system with a 
Lorenzian field distribution; the appropriate relaxation function decays exponentially in 
a similar way to the static case:
1.0
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Figure 2.25 -  Muon spin relaxation functions in zero field (Kubo-Toyabe) resulting 
from a Lorentzian distribution o f fluctuating random moments.
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For dynamic systems with a fluctuation rate v »  coext field dependence of the muon 
polarisation is not expected, unlike the substantial field dependence observed in random 
static spin systems (figure 2.21): hence longitudinal field (J.SR can be used to 
differentiate between static and dynamic effects.
2.3.6 Continuous and Pulsed Muon Sources
There are two types of muon source in use at present: continuous and pulsed sources. In 
continuous sources the muons arrive at more or less random intervals, with the average 
interval determined by the total rate of the proton beam from a cyclotron, whose 
repetition frequency is short compared with the muon lifetime of 2.2ps. In a pulsed 
source the muons arrive at the sample in discrete bursts: the pulse duration is short and 
the recurrence long compared with the muon lifetime.
Continuous sources use a “time differential” method to collect the time decay 
histogram of the positron counter rate describing the muon polarisation. This method 
measures the time elapsed between an incoming muon and an outgoing positron. A 
sequence of observations of this type (events) is accumulated for every histogram. The 
measuring electronics are designed so that good events are those that do not overlap. 
This condition requires only one muon at a time to be present in the sample, and 
imposes a limit on the rate at which muons are implanted, arising from the intrinsic 
property of the technique that the decay positron should be observed in a certain time 
interval (AT) after a muon stops in the sample: this is the data-gate interval, usually 
amounting to several muon lifetimes. There is no such restriction in pulsed source 
experiments, and the rates of counting are only restricted by instrumental limits such as 
particle detection and data acquisition. The arrival of a muon burst in a pulse source 
renders the time-differential method useless: instead, when the muons arrive in the 
sample a common start-signal sets the beginning of the counting time and ends it when 
the decay positrons are detected. The statistics are improved by adding together 
histograms from consecutive bursts.
In addition to the signal arising from the depolarisation of the muon spin, a 
positron decay histogram versus time contains a background signal, arising from, for 
example, uncorrelated stopped muons and decay positrons (i.e. accidental second muon 
in the sample), which can be responsible for simulating false start-stop events. 
Histograms at continuous sources are more susceptible to background signals, which are
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practically absent in a “clean” pulsed muon beam because the beamline is almost free of 
particles after the occurrence of a burst.
A pulsed muon beam operating with high statistics permits the study of slowly 
relaxing processes at long times (>10ps). The superior signal-to-noise ratio (the 
background becomes significant only beyond 10(xH) at RAL) allows the determination 
of the longitudinal and/or zero field relaxation functions with good accuracy to much 
longer elapsed times; in contrast to the limited time range available at a continuous 
muon source, where the background precludes good statistics at long times. However, 
the advantages of high flux rates at pulsed sources in accumulating good statistics for a 
complete histogram in a short time and achieving a very good signal-to-noise ratio for 
the long times of the pSR histogram, may not always be what we need in order to be 
able to study fast relaxing phenomena. At early times the positron decay histogram may 
be distorted because of a large number of events overloading the detectors. In such a 
case, the early part of the relaxation needs to be excluded by setting an initial “dead­
time” (~10ns) for the accumulation electronics. Other important factors resulting in 
limited time resolution are the finite width of the muon pulse (for example 5ns slice 
from each of the two initial 70ns long muon pulses at ISIS) and the uncertainty in the 
time of arrival of different muons with respect to their common start-time signal. 
Effectively, very fast relaxation processes are inaccessible.
For transverse and zero field studies in magnetically ordered systems, the 
maximum observed muon Larmor precession frequency is given approximately by the 
inverse of the pulse width. The finite pulse width imposes an upper limit on the 
magnitude of the hyperfine fields (frequencies) that can be studied (e.g. ~100MHz at 
ISIS). However, superb short time resolution is found in a continuous source and the 
range of frequencies observed may extend up to a few thousand MHz. This is because 
the highest frequency that can be resolved is closely related to the intrinsic time 
resolution of the detection electronics. In practice this is measured by the time the light 
needs to pass from the scintillator detectors to the photomultiplier tubes and usually 
corresponds to a time window of the order of Ins.
At the ISIS (iSR facility, the double pulse character (2 pulses at 325ns apart) of 
the muon beam may prevent the observation of certain Larmor precession frequencies 
from the muon implanted in magnetic materials. Thus for certain values of the internal 
field, muons from the second pulse may precess 180° out of phase with respect to
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muons from the first one. An electronic device (UPPSET) is used, which applies an 
intense electric field in order to “throw away” the second pulse, with a subsequent 
reduction in the rate of events. This permits safe observation of any frequency within the 
previously mentioned limits of the instrument.
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Chapter Three: Experimental Methods
3.1 Synthetic Methods
3.1.1 Soft Chemistry Preparations
All the compounds discussed in this thesis were prepared by a “chemie douce” method 
[1-6]: reduction of solid vanadium pentoxide with the appropriate amount of lithium 
iodide in acetonitrile. The required quantities of lithium iodide and vanadium pentoxide 
(99.99% purity by assay) were accurately weighed out, mixed and magnetically stirred 
in acetonitrile solution under flow of nitrogen gas for twenty-four hours. A greenish-blue 
precipitate (the colour is dependent on the amount of lithium intercalated into the 
vanadium pentoxide) was formed and separated by filtration using a Buchner funnel. 
The solid product was washed with acetone and dried at 40°C. The dry powder was 
pressed to a pellet and annealed at 80°C under vacuum for three days to ensure the 
complete removal of any remaining solvent. The products are not stoichiometric from 
the reagents but require an excess of lithium iodide as up to half is lost in synthesis. The 
lithium content of each product was obtained from magnetic measurements, chemical 
analysis and the refinement of the fractional occupancy of lithium in neutron powder 
diffraction data. The non-stoichiometric nature of this synthesis is discussed in more 
detail in chapter four.
3.2 Diffraction
3.2.1 X-ray diffraction
3 . 2 . 1 . 1  P o w d e r  X - r a y  D i f f r a c t i o n  u s i n g  a  S i e m e n s  D 5 0 0
The progress of each reaction was monitored using a Siemens D500 diffractometer 
operating in Bragg-Bretano geometry with Cu K«i and K«2 radiation. Samples were 
mounted on plates, the powder being pressed into a recess and made flush with the 
surface of the plate using a glass microscope slide. Measurements were of two types: 
short scans for assessment of sample purity, and longer scans for final assessment and 
Rietveld refinement. The shorter measurements were taken over the angular range 5° < 
2fr/° < 70° with a 2fr step size of 0.04° and a counting time of 1 or 2 seconds. Longer 
scans were taken in the angular range 5° < 2fr/° <110° with a 2fr step size of 0.02° or
0.01° and a counting time of between 10 and 40 seconds, suitable for basic structural 
refinement using the Rietveld technique. The diffractometer was controlled by use of the 
Siemens Diffrac-AT software package.
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3 . 2 . 1 . 2  P o w d e r  X - r a y  D i f f r a c t i o n  u s i n g  a  B r u k e r  D 8
X-ray data for further Rietveld refinement were obtained using a Bruker D8 
diffractometer operating either in reflection or transmission geometry. Samples were 
mounted on plates as for the D500 (reflection), or in glass capillary tubes (transmission) 
on a rotating sample stage. Measurements were taken over the angular range 5° < 2fr < 
110°, with a step size of 0.01° and a counting time of between 10 and 40 seconds. The 
use of a position sensitive detector recovers much of the intensity lost in the use of a 
primary monochromator, giving data at higher resolution and single wavelength. The 
diffractometer was controlled by use of Bruker AXS software.
3 . 2 . 1 . 3  P o w d e r  X - r a y  D i f f r a c t i o n  a t  t h e  E S R F ,  G r e n o b l e
Beamline BM01B at the European Synchrotron Research Facility, Grenoble was used to 
perform powder x-ray diffraction experiments. The beamline is installed on a bending 
magnet source (dipole BM 1), and the incoming beam divided by a splitter vessel into 
two separate beams. 10m downstream from the splitter vessel is BM1B and a 1 mrad 
fan of radiation (from -11.0 mrad to -12.0 mrad) is delivered through a vacuum pipe. 
Inside BM1B the beam hits a cooled Be-window and then a water-cooled, flat-crystal 
monochromator -  aSi ( l l l )  crystal. A fixed, cooled beam stop prevents the white beam 
from entering the sample hutch, although this can be removed for white beam 
experiments. The beam cross-section is defined by a set of horizontal and vertical slits, 
and the beam passes through a final Be window before it hits the sample. The 
diffractometer is a 2-circle diffractometer, where each circle has a high precision 
encoder mounted directly on the rotary axis. There are 6 counting chains, i.e. 6 complete 
patterns are collected simultaneously, with a very small (approximately 1.1°) offset in 
2ff. The offset is small in order to minimize the total data collection time. Each detector 
(Na-I scintillation counter) has an Si-111 analyser crystal mounted in front of it, leading 
to a resolution of approximately 0.01° at a wavelength of around 1 A. The instrument is 
capable of measuring over a wavelength range of 0.4-1.2A. It is possible to perform 
both capillary and flat plate experiments over a wide temperature range using a He 
cryostat (4-350K) or furnace (room temperature -  1000°C). The environment in the 
furnace can be controlled with both oxidising and inert atmospheres.
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Figure 3.1 - Schematic layout o f  beamline BM1B, ESRF [7]
Samples were mounted in glass capillary tubes and measurements were taken over the 
angular range 1.5° < 2f> < 40° with a step size of 0.0035° and counting time of 0.5 
seconds per step. Two experimental set-ups were used, one with and one without the 
helium cryostat. A silicon capillary sample was used to obtain the exact wavelength for 
each experimental set-up. The wavelength 0.49956A was used for the cryostat set-up 
and wavelength 0.49948A for the set-up without cryostat. Scans with the cryostat 
covered the temperature range 15-300K.
3.2.2 Neutron Diffraction
Neutron diffraction experiments reported here were carried out at the spallation source 
at the ISIS, Rutherford Appleton Laboratory, Didcot, or on the constant wavelength 
diffractometer at the National Institute of Standards and Technology, Gaithersburg, 
USA.
3.2.2.1 National Institute o f Standards and Technology, NIST, Gaithersburg, (JSA 
The reactor operates using uranium fuel elements producing a thermal flux of 4 x 1014 
neutron cm 'V  at a rated power of 20 MW, with a 7 week operating cycle. The reactor is 
D20  moderated, cooled and reflected. The BT-1 diffractometer was used to collect 
powder neutron diffraction data. BT-1 is a 32 detector high-resolution powder 
diffractometer that can be used with three different monochromators: Ge [311], Cu 
[311] or Si [531], with either 15’ or 7’ collimation. The take off angles for the different
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monochromators are shown in figure 3.2. The Cu [311], wavelength 1.5401 A, has the 
optimal balance between intensity and resolution and was used for most of the samples. 
The Ge [311], wavelength 2.077A, monochromator yields the highest neutron intensity 
and best resolution but only at lower scattering angles (2fr < 40°).
Ge(31H CuQl 1) Si(531)
Reactor
Collimator
15’
120’
Sampli
32 Detectors
Figure 3.2 -  Schematic diagram of diffractometer BT-1
3.2.2.2 ISIS, Rutherford Appleton Laboratory, Didcot, Oxfordshire, UK.
The high resolution powder diffractometer (HRPD) is situated 96m from the ISIS target 
at the end of a neutron guide. HRPD is the highest resolution neutron powder 
diffractometer of its type in the world: the main backscattering detection tank has a Ad/d 
resolution ~ 4 x 1 O'4, which is effectively constant over the wide J-spacing range 
available. Short wavelength epithermal neutrons from the ISIS target allow d-spacings 
below 0.3A to be recorded leading to the ability to separate peaks resulting from small 
unit cell changes, and to allow peaks at shorter J-spacings to be resolved from complex 
materials. The highest resolution data at backscattering can be recorded out to d- 
spacings of some 5-6 A, due to the liquid methane moderator, which provides an 
incident flux out to a maximum wavelength of some 10-12 A. Complementary detectors 
at 90° and low angles extend the measurable J-spacing range, albeit at lower resolution, 
to beyond 20 A.
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Figure 3.3 - Schematic plan view o f  the HRPD detector configuration
[8]
3.3 Magnetism
3.3.1 SQUID M agnetometers
A Quantum Design MPMS SQUID (Superconducting QUantum Interference Device) 
was used to obtain all the magnetic data contained within this thesis. A SQUID is an 
extremely sensitive device for measuring the magnetic response of a material. In a fully 
calibrated system, measurements of the voltage variations from the SQUID detector as a 
sample is moved through the detection coils provide an accurate measure of the 
magnetisation of the sample, which can be performed as a function of temperature and 
field. The magnetic field produced by the sample is used to induce a supercurrent in a 
pick-up loop. The loop forms part of a circuit with a coil, which generates a magnetic 
field in the SQUID. The voltage across the SQUID is measured whilst moving the 
sample through the pick-up coil. The field inducing the current in the pick-up loop is 
proportional to the magnetic moment of the sample divided by the cube of the distance 
between the sample and the loop. Measurement of how the voltage across the SQUID 
varies with this distance allows the magnetic dipole moment of the sample to be 
determined and therefore for the magnetisation and susceptibility to be calculated. 
SQUID measurements can also be used to characterise magnetic behaviour [9].
For measurements reported here, approximately lOOmg of accurately weighed 
powder sample were placed into a gelatine capsule. The capsule was placed into a probe 
and purged with helium before entering the main chamber. The magnetisation of the 
samples was measured as a function of temperature on warming after being cooled in 
the measuring field (FC). Routine measurements spanned the temperature range 1.8K-
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300K. Details of measurement conditions for each data set recorded will be described 
individually. The magnetic data were then converted into the molar susceptibility xmoi 
(Erg G‘2 m of1) using the Microsoft Excel program. A least squares refinement 
programme was used to fit SQUID data to low-dimensional models.
3.4 pSR Research
3.4.1 EMU, ISIS, Rutherford Appleton Laboratory
C ryostat
M ain coils
"  Light gu ides 
a n d  scintillators
Figure 3.4 - A schematic view o f the EMU spectrometer
The pSR experiments reported in this thesis were carried out at the EMU station at the 
ISIS source at the Rutherford Appleton Laboratory, Didcot, UK. ISIS is a pulsed source, 
meaning that muons arrive in the sample in discrete bursts. EMU is a 32-detector pSR 
spectrometer, which is optimised for zero field and longitudinal field measurements. 
Fields of up to 4000G can be applied, and sample temperatures in the range of 350mK 
to 1000K can be produced using a variety of sample environment equipment.
Samples were prepared for measurement by pressing approximately 1.5g of 
sample to form a circular pellet 20mm in diameter and 5mm in depth. The pellet was 
mounted onto a silver backing plate and covered in thin aluminium foil, secured in place 
with sticky tape that was kept out of the beam. The backing plate, with sample, was 
screwed into place in the cryostat. The beam spot was adjusted to cover the appropriate 
area. Measurements discussed in this thesis were collected in longitudinal field 
geometry, at fields between 0-1000G over the temperature range 4-40K.
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This chapter describes the synthesis of the series of compounds with the general 
formula L i^O s, using “chemie douce” methods described in detail below, and their 
structure determination through Rietveld refinement of neutron and x-ray diffraction 
data. Although there have been previous structural studies made of this system (notably 
by Galy et al [1-15]), none have united a structural neutron and x-ray diffraction study 
with the electronic properties over a range of temperatures and compositions. There has 
been extensive work in this area over the past forty years, since the abilities of V2O5 as 
host material for intercalation were recognised [6, 16-18]. Studies of the vanadium 
oxide bronzes AA^Os, where A = Na, Ca, K, Mg, Cs etc., have been carried out almost 
entirely using high temperature solid-state synthetic methods. Studies on the lithium 
family, LiA^Os, however, may be grouped into three distinct categories by synthetic 
method: high temperature solid-state reactions, room temperature wet methods, and 
electrochemical methods. A number of distinct structures have been reported, in some 
instances more than one structure with the same nominal composition, where 
compounds have been synthesised and studied by different methods. Although phases 
are sometimes defined by lithium content, i.e. by value of x in LixV205, it is more usual 
to define them with respect to the specific structure of the V2O5 network adopted, as this 
allows easy comparison with other members of the AXV205 family previously 
mentioned.
The original phase diagram published by Murphy [19] was constructed from the 
study of compounds synthesised using soft chemistry methods, which in this case 
involved the reduction of solid vanadium pentoxide by stirring with the appropriate 
stoichiometric amount of lithium iodide in acetonitrile at room temperature for twenty- 
four hours according to equation 4.1. The solid reagents used were dried under vacuum 
while the acetonitrile solvent was distilled from P2O5 under argon in order to keep the 
reaction free of moisture. The phase stability diagram was constructed from differential 
scanning calorimetry (DSC) and x-ray data.
V2Os + xLil —> LixV20 5 +(x/2)/2 
Equation 4.1 -  Reduction o f vanadium pentoxide by lithium iodide.
Galy et al used a very similar low temperature method, with the exception of 
performing the experiment under an inert atmosphere of argon and drying their product 
under vacuum [20]; hence their phase diagram is very similar to that published by 
Murphy. Rozier et al also mixed stoichiometric amounts of lithium iodide and
136
Chapter Four: Synthesis & Structure of Lithium Vanadates
vanadium pentoxide in acetonitrile solution and stirred for several hours under argon, 
filtering and washing the product in acetonitrile and acetone [21], confirming the 
composition by iodometric titration against a standardized Na2S2(>4 solution. They 
reported that the amount of lithium intercalated into the vanadium pentoxide was less 
than expected: their results indicated that the effective x in LifV^Os was approximately 
two thirds of the target value ofx. However, Murphy [19] and Galy [20] also confirmed 
the composition of the products by titration of the iodine produced, yet claim to have 
found that it was possible to predict accurately the amount of lithium intercalated, in 
other words, to achieve the target stoichiometry.
The phases reported in this work have been synthesised via a soft
chemistry method similar to those used by Murphy, Galy and Rozier. Stoichiometric 
quantities of lithium iodide and vanadium pentoxide were mixed in acetonitrile and 
stirred continuously under nitrogen gas for twenty-four hours. The mixture was filtered 
and washed with acetonitrile and acetone, and the product dried and annealed by 
heating to 80°C under vacuum. Samples were stored under nitrogen. The compositions 
were determined by magnetic susceptibility measurements and refinement of the 
fractional occupancy of lithium sites from neutron diffraction data obtained at HRPD, 
ISIS, UK and NIST, USA. A comparison of target lithium content and actual lithium 
content is given in table 4.1:
Target x Actual x Difference/% Rozier’s x
0.1 0.13(3) 30 0.07
0.5 0.33(2) 34 0.33
0.6 0.42(2) 30 0.40
0.66 0.50(1) 24 0.44
0.8 0.55(2) 31 0.53
1.0 0.64(1) 36 0.67
1.3 0.72(1) 45 0.87
2.0 0.95(3) 53 1.33
Table 4.1 -  Comparison of target lithium content with actual lithium content
and predictions by Rozier [21].
From table 4.1 it can be seen that there is good agreement between Rozier’s results and 
these results for target stoichiometries up to x = 1, however for target lithium contents 1 
< x < 2, up to half the lithium iodide is not intercalated, although diffraction patterns do
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not show the formation of any impurity phases. It seems that it becomes increasingly 
difficult to intercalate lithium into vanadium pentoxide when some lithium is already 
present. This could be explained by lithium-lithium repulsion and the varying proximity 
of lithium sites occupied as the content increases.
X-ray and neutron diffraction data were collected on a series of compounds, 
LijV^Os, where 0 < x < 1, synthesised by soft chemistry methods as described and 
discussed in chapters one and three. The sensitivity of these compounds to oxidation in 
air means that samples gradually degrade, making them unsuitable for study, and fresh 
samples must be synthesised. This was not immediately realised, as degradation occurs 
over a long period of time. Diffraction data discussed in this chapter were collected over 
three years: this period of time between neutron and x-ray diffraction experiments 
entailed the use of different batches of samples to collect the datasets. Although the 
magnetic susceptibilities were compared to confirm the compositions of neutron and x- 
ray samples, the sensitivity of these materials to the exact thermal conditions of 
synthesis has resulted in larger discrepancies between lattice parameters and atom 
positions than is wholly desirable, and certainly larger than would be expected had it 
been possible to use the same samples in collection of both crucial datasets. A small 
difference in such parameters is to be expected due to neutrons diffracting from the 
point nucleus while x-rays diffract from the surrounding electron cloud, and the 
remaining discrepancy may be accounted for by the fact that two different samples were 
used to collect data so that the exact lithium content may differ slightly between 
samples. For this reason, simultaneous refinement of neutron and x-ray data would be 
inappropriate as it would result in an average structure that is not a very good fit to 
either dataset, and hence not an accurate representation of either the vanadium or 
lithium environments. Instead, refinement of x-ray and neutron data will be presented 
and discussed separately in this chapter, the x-ray data being used to obtain detailed 
information about the vanadium environment, and neutron data to do the same for 
lithium for each composition: since vanadium does not scatter neutrons coherently its 
position has been fixed from x-ray data refinement; lithium, as a light atom, will be 
overpowered by vanadium in the x-ray data, but gives a reasonable contribution to the 
neutron pattern, thus its position has been determined from neutron data refinement. 
Lithium atom thermal parameters were held at 0.01 A2 in x-ray data refinement, while in 
neutron data refinement vanadium atom thermal parameters were held fixed at 0.025A2.
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4.1 Lio.nViOs
X-ray diffraction data were obtained at the ESRF using beamline BM1B; neutron 
diffraction data were collected at HRPD, ISIS. Refinement of these data based on the 
structure published by Galy et al. [3] that was described in the preceding chapter gave 
goodness-of-fit factors of %2 = 4.3 for the neutron data and %2 = 134 for x-ray data 
refinements. Although all the peaks can be indexed in the Pmmn space group used by 
Galy, there were significant intensity differences between predicted and observed 
patterns in refinement of both data sets, implying a problem with the atom positions. 
Shklover et al. [22] and Teller et al. [23] studied insertion of small amounts of 
magnesium into V2O5, and produced a model for the structure in the Pmn2 i space 
group. A drop in symmetry from Pmmn to Pmn2i allows an extra degree of freedom 
along the cell depth axis: the vanadium and oxygen atoms in 4/ sites in Pmmn are no 
longer restricted to (x, 0, z) or (x + V2, V2, z) positions, as the corresponding 4b sites in 
space group Pmn2i are variable (jc, y, z) positions. The oxygen and lithium atoms that 
are constrained respectively to 2a (0, 0, z) and 2b (0, V2, z) positions in Pmmn, are 
transformed to the corresponding Pmn2i 2a (0, y, z) position. Refinement based on a 
Pmn2i model gave a much better fit than that based on Galy’s a-Lio.o4V20s phase. 
However, %2 values for the final model are higher than the “ideal” value of one, due to 
anisotropic peak broadening caused by microstructure size and strain effects within the 
V2O5 layers. The increased FWHM for the neutron diffraction experiments where 
instrument broadening is greater than sample broadening means that the microstructural 
effects are not seen. The high-resolution data obtained from synchrotron x-ray 
diffraction experiments revealed a complex broadening with terms for size and strain 
effects modelled in Fullprof using the general anisotropic models. Strain broadening is
governed by the variance of the factor Mhki, where Mhkl = , given by:
dhkt
a 1 =(Mhkl ) = (h2 k L 11 kl hi hk)
' S 2A r AB r AC r AD r AE
1O
~h2~
c AB C 2 ^ B r BC r BD C b e C b f k 2
r AC C b c S i r CD CcE CcF I2
r AD C b d r CD c2^ D r DE C d f kl
c AE c BE c CE r DE r ,2^ E C e f hi
c_ AF c BF r CF c DF r EF s 2f _ hk
Equation 4.2- Variance of Mhki [24]
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This expression simplifies for the lithium vanadate system to give three terms for strain 
broadening, S4 0 0 , S004 and Si 12 which are representative of broadening down the h, k and 
/ axes respectively. Size broadening is modelled using the expression:
F (a z) = ksd 2(a ]h2 + a 2k 2 + a f 2 + a 4kl + a 5hl + a 6hk)
Equation 4.3 -  Expression for size broadening where ks = 360/7?  x 2.1 O'3 [24]
Although these microstructure parameters vastly improve the quality of the fit, bringing 
%2 down from 8.21 to 3.46, the complete contributions to the peak shape from both 
sample and instrument broadening terms are not exactly modelled and there are some 
residual differences between the observed and calculated data on the four main 
reflections, though the intensities predicted are accurate and this discrepancy is directly 
related to the peak profile issues, as shown by the inset of figure 4.1. Coefficients for 
size and strain broadening for all compositions and temperatures are given in appendix 
one, in tables Al. 1-2.
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X-RAY DATA
x 2 Rp Rvvp Rb
3.46 0.0632 0.0805 0.0640
Space Group Lattice Parameters/A
a b c
Pm n2i
11.500907(32) 4.366170(12) 3.5610144(93)
a 3 Y
90 90 90
Atom X y z Frac.
VI 0.14891(6) 0.10832(13) 0 1
02 0.14506(19) 0.46869(38) -0.0061(30) 1
03 0.18102(16) 0.00334(41) 0.5001(22) 1
0 4 0 -0.00274(58) 0.0365(43) 1
Li5 0.5 0.508 0.414 0.13
Atom Anisotropic Therma Factors x 00/A2
Bll B22 B33 B12 B13 B23
VI 2.73(13) 2.73(13) 2.73(13) 0 0 0
02 3.91(5) 3.91(5) 3.91(5) 0 0 0
03 3.91(5) 3.91(5) 3.91(5) 0 0 0
0 4 3.91(5) 3.91(5) 3.91(5) 0 0 0
Li5 1 1 1 0 0 0
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NEUTRON DATA
x2 Rp Rwp Rb
1.917 0.0396 0.0412 0.0481
Space
Group
Lattice Parameters/A
a b c
Pmn2i
11.50329(5) 4.378288(27) 3.565455(15)
a 3 7
90 90 90
Atom X y z Frac.
VI 0.14891 0.10832 0 1
02 0.14522(9) 0.46993(29) 0.003(16) 1
03 0.18047(7) 0.00250(46) 0.498(16) 1
04 0 -0.00354(67) 0.000(17) 1
Li5 0.5 0.508(18) 0.414(18) 0.13(3)
Atom Anisotropic Thermal Factors x 100/A2
U ll U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 2.14(3) 2.14(3) 2.14(3) 0 0 0
03 1.59(2) 1.59(2) 1.59(2) 0 0 0
04 1.65(3) 1.65(3) 1.65(3) 0 0 0
Li5 2.5(9) 2.5(9) 2.5(9) 0 0 0
Table 4.2 — Crystallographic data, goodness-of-fit factors and anisotropic thermal 
parameters obtained by least squares refinement o f x-ray and neutron diffraction data
for H 0.13V2O5.
Table 4.2 shows non-zero values for the oxygen positions along the z-axis, which 
corresponds to the constrained Pmmn y-axis, although the shifts are small and for the 
neutron refinement are within the error bar of the constrained value. However, there is a 
larger shift for the lithium atom position along the previously constrained axis, from XA 
to 0.414(18), confirming the lower symmetry space group, Pmn2i, is correct. The 
structure is shown in figure 4.3. The fractional occupancy of lithium was refined from 
neutron data to be 0.13(3), a composition that was confirmed by magnetic susceptibility 
measurements described in chapter five. Table 4.3 gives the bond details of vanadium 
from refinement of these data.
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Figure 4.3 -  Structure o f  U 0.13V2O5 refined from x-ray and neutron diffraction data in
space group Pmn2j.
Bond lengths Bond angles
Bond Bond Length/A Atoms Angle/0
V-02 1.57(2) 0 3 /0 3 ’-V -03” 75.51(12)
V-04 1.78(1) 0 3 /0 3 ’-V-04 93.06(13)/101.06(20)
V-03 1.87(1) 0 3 /0 3 ’-V-02 105.24(13)/103.71(21)
V -03’ 1.88(2) 0 3 ” -V-02 105.61(7)
V -03” 2.02(1) 04-V-02 104.22(11)
V-Vl 3.08(1) V-03-V1 104.47(13)
V-V2 3.56(1) V-03-V2 143.41(14)
V-V2’ 3.43(1) V-04-V2’ 147.32(8)
Puckering angle L105(1)
Table 4.3 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances for L ion^O s obtainedfrom refinement o f x-ray diffraction data. Atom labels
correspond to those used in § 1 .
The vanadium environment obtained from these data is isostructural with that of V2O5 
as described in chapter one [3, 25]. Puckering in the structure causes a decrease in cell 
width and increase in layer spacing compared with the undoped compound (section 
1.4.1), however, the puckering angle is relatively small and positive, unlike that of the 
previously reported a-Lio.o4V20s structure. In Li0.i3V2O5, lithium atoms are intercalated 
along the [001] channels and are four-coordinated by oxygen as shown in figure 4.4, 
with shorter lithium-oxygen separations (table 4.4) than reported for the eight-fold 
coordination observed in Lio.oA^Os [3,9]. The average lithium-oxygen distance for this 
distorted square planar arrangement is 1.96A, very close to the ideal 1.97A separation in 
the preferred tetrahedral coordination, making this a suitable site. The small amount of 
lithium and therefore large separation and small mutual influence between lithium ions
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results in a disordered lithium sublattice [12]. From these data, it appears that insertion 
of a small amount of lithium does not cause significant distortion in the host lattice 
vanadium oxide layers. b±
F igure 4.4 -  L ithium  co-ordination by oxygen within layers o f  Lio.j3V20s (ob ta inedfrom  
refinem ent o f  neutron diffraction data). L ithium  depicted  in yellow, oxygen in blue and
VO5 polyhedra  in pink.
Li-O Separation/A
Li-04 2.23(8)
Li-04 2.19(8)
2 x Li-02 1.70(7)
Average 1.96
Table 4.4 -  L ithium -oxygen separations in Lio.i3V205.
4.2 Lioj3V20 5
4 . 2 . 1  R o o m  t e m p e r a t u r e  d a t a
Room temperature neutron diffraction data were collected at NIST, USA and x-ray 
diffraction data at the ESRF. From phase diagrams published previously [7], it was 
expected that this composition would be made up of a mixture of a  and £ phases. The 
former was refined in the Pmn2i space group that has been discussed in section 4.1; the 
latter was refined in the Pmmn space group. Fitted diffraction data are shown in fig u res  
4.5-6 and the results given in tables 4.5-6. The lithium content was refined from the 
fractional occupancy of lithium atoms to be 0.33(2), confirmed by magnetic 
susceptibility measurements. The phase mixture was found to consist of 59.5(11)% £- 
U 0 .33V2O5 and 40.5(19)% a-Lio.33V2 0 s, from refinement of x-ray diffraction data. Low 
temperature x-ray diffraction data were also obtained on this phase, and have been 
refined successfully from the same initial model (section 4.2.2). X-ray diffraction data 
collected at room temperature showed some additional, weak peaks not indexed by 
either phase, which are discussed in more detail later.
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Figure 4.5 - Li 0.3 3V2O 5 neutron diffraction data, Intensity as a function o f 2d, refined as
alpha and epsilon phases.
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Figure 4 .6 -  Refinement o f Lioj3 V2 0 s x-ray diffraction data, intensity as a function o f
2 d, as alpha and epsilon phases.
145
Chapter Four: Synthesis & Structure of Lithium Vanadates
X-RAY DATA
x2 Rp Rwp Rb
4.06 0.0619 0.0813 0.0641
a-LiojjViOs (Weight fraction 40.5(19))
Space Group Lattice Parameters/A
a b c
Pmn2i
11.47257(37) 4.38606(23) 3.56320(6)
a P Y
90 90 90
Atom X y z Frac.
VI 0.14915(65) 0.1063(15) 0 1
02 0.1354(19) 0.4499(49) 0.9391(58) 1
03 0.1982(18) 0.0343(79) 0.4811(76) 1
04 0 0.0257(31) 1.0302(89) 1
Li5 0.5 0.310 0.580 0.33
Atom Anisotropic Therma Factors x ]
OO
B l l B22 B33 B12 B13 B23
VI 5.56(15) 5.56(15) 5.56(15) 0 0 0
02 1.77(31) 1.77(31) 1.77(31) 0 0 0
03 1.91(15) 1.91(15) 1.91(15) 0 0 0
04 2.01(17) 2.01(17) 2.01(17) 0 0 0
Li5 1 1 1 0 0 0
C-LiojaViOs (Weight fraction 59.5(11))
Space Group Lattice Parameters/A
a b c
Pmmn
11.41518(5) 3.56233(2) 4.47584(2)
a P Y
90 90 90
Atom X y z Frac.
VI 0.10033(7) 0.75 0.60715(16) 1
02 0.11152(23) 0.75 0.95862(56) 1
03 0.07170(18) 0.25 0.49419(53) 1
04 0.25 0.75 0.48818(76) 1
Li5 0.25 0.25 0.159 0.33
Atom Anisotrop ic Thermal Factors x 10 0/A2
B ll B22 B33 B12 B13 B23
VI 3.92(12) 3.92(12) 3.92(12) 0 0 0
02 2.17(22) 2.17(22) 2.17(22) 0 0 0
03 2.65(35) 2.65(35) 2.65(35) 0 0 0
04 2.30(51) 2.30(51) 2.30(51) 0 0 0
Li5 1 1 1 0 0 0
Table 4.5 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal
parameters obtained by least squares refinement o f x-ray diffraction data for L i o . 3 3 V 2 0  5 .
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NEUTRON DATA
x2 R p Rvve Rb
1.087 0.0407 0.0444 0.0610
a-Lio.33V20 5 (Weig it fraction 41.9(21))
Space Group ^attice Parameters/A
a b c
Pmn2j
11.4938(19) 4.3873(6) 3.5687(6)
a B y
90 90 90
Atom X y z Frac.
VI 0.14915 0.10634 0 1
02 0.1481(14) 0.4626(34) 1.04(9) 1
03 0.1823(10) -0.0150(49) 0.54(8) 1
04 0 -0.0048(62) 1.04(8) 1
Li5 0.5 0.31(12) 0.53(31) 0.33(2)
Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 3.25(9) 3.25(9) 3.25(9) 0 0 0
03 3.25(7) 3.25(7) 3.25(7) 0 0 0
04 2.91(8) 2.91(8) 2.91(8) 0 0 0
Li5 3.66(11) 3.66(11) 3.66(11) 0 0 0
e-Lio.33V20? (Weight fraction 58. (17))
Space Group Lattice Parameters/A
a b c
Pmmn
11.4297(4) 3.56584(18) 4.48085(25)
a 3 y
90 90 90
Atom X y z Frac.
VI 0.10033 0.75 0.60715 1
02 0.11075(40) 0.75 0.9641(14) 1
03 0.07129(35) 0.25 0.4992(21) 1
04 0.25 0.75 0.4950(29) 1
Li5 0.25 0.25 0.159(16) 0.33(2)
Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 1.77(2) 1.77(2) 1.77(2) 0 0 0
03 2.97(3) 2.97(3) 2.97(3) 0 0 0
04 1.13(5) 1.13(5) 1.13(5) 0 0 0
Li5 5.46(25) 5.46(25) 5.46(25) 0 0 0
Table 4.6 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal 
parameters obtained by least squares refinement o f neutron diffraction data for
Li0.33V2O5.
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The structure of a-Lio.33V205 is similar to that of a-Lio.i3V205 previously discussed: 
vanadium-vanadium separations are unchanged, although the vanadium oxygen bonds 
for this compound (table 4.7) are slightly shorter, and there is some rearrangement of 
lengths amongst the edge-shared oxygen atoms. There are, however, significant 
differences in the bond angles indicating a more distorted vanadium environment. The 
most obvious difference is the change in puckering angle, which increases from 
approximately 4° to approximately 10° with the increase of lithium content. This 
implies that insertion of more than a small amount of lithium causes significant 
distortion of the vanadium pentoxide layers, even when the lithium content is 
sufficiently low to allow formation of an ot-LixV205 phase, though there is an increase 
in magnitude of the microstrain parameters, indicating increased internal strain.
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.53(2) 03/03’-V-03” 109.53(7)/93.13(10)
V-04 1.75(1) 03/03’-V-04 102.02(5)/107.84(7)
V-03 1.83(4) 03/03’-V-02 71.75(3)/68.96(8)
V-03’ 1.96(3) 03” -V-02 114.74(11)
V-03” 1.86(1) 04-V-02 96.15(9)
V-Vl 3.07(1) V-03-V1 112.40(10)
V-V2 3.56(1) V-03-V2 140.10(10)
V-V2’ 3.42(1) V-04-V2’ 155.62(11)
Puckering angle 10.43(1)
Table 4.7 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances from a - L i o . 3 3  V2O5 x-ray diffraction data. Atom labels correspond to those
used in §1 .
Increased lithium content in a-Lio.33V2Os also has an effect on the position and 
environment of lithium ions (table 4.8). Although lithium is still four-coordinated by 
oxygen, lithium-oxygen distances have increased to an average of 2.00A. The amount 
of lithium is still relatively small, resulting in a disordered lithium sublattice [12].
Li-O Separation/A
Li-04 2.29(8)
Li-04 2.18(8)
2 x Li-02 1.77(7)
Average 2.00
Table 4.8 -  Lithium-oxygen separations in a-Lio.3 3V2 0 s.
148
Chapter Four: Synthesis & Structure of Lithium Vanadates
£-Lio.33V20 5 , has the refined structure shown in figure 4.7. The vanadium- 
oxygen bond details are given in table 4.9. Comparison of the parameters with those of 
a-Lio.33V2 0 5  previously described shows a decrease in puckering angle from 
approximately 1 0 ° to approximately 2 °, and a decrease in the magnitude o f  
microstructure coefficients for both size and strain broadening. This implies an overall 
decrease in internal strain within the structure, suggesting the phase transition from a  to 
8  may be driven by the need to reduce distortion in the layers.
Figure 4.7 -  Structure o f  £-Lio.33 V2O5
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.58(6) 0 3 /0 3 ’-V -03” 76.71(12)
V-04 1.79(4) 0 3 /0 3 ’-V-04 94.93(21)
V-03 1 .8 8 ( 1 ) 0 3 /0 3 ’-V-02 106.39(23)
V -03’ 1 .8 8 ( 1 ) 0 3 ”-V-02 107.65(31)
V -03” 2.02(4) 04-V -02 102.67(4)
V-Vl 3.06(1) V-03-VI 103.29(4)
V-V2 3.56(1) V-03-V2 142.65(4)
V-V2’ 3.42(1) V-04-V2’ 145.38(6)
Puckering angle 2.461:o
Table 4.9 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances for e-LiojsVzOs from x-ray diffraction data.
Comparison of the bond lengths for this compound with those for the structure reported 
by Satto et al. [20] shows that the vanadium-oxygen bonds here are shorter than those 
of the published structure, and more like the separations found in undoped V2O5. This is 
likely to be due to the lower lithium content in this compound, x — 0.33 rather than x — 
1.0 as in the published work, causing less reduction to V4+ and therefore less
149
Chapter Four: Synthesis & Structure of Lithium Vanadates
lengthening of vanadium-oxygen bonds compared with V 2O5 . The bond angles are 
found to be between the values for V2O5 and £-LiV2 0 5  [20].
Figure 4.8 shows the lithium environment in e-Lio.33V20 5 :
Figure 4.8 -  Lithium environment in £-Lio.33 V2O5 from refinement o f neutron diffraction
data at room temperature.
Lithium is eight-fold co-ordinated by oxygen in this structure, confirming the results o f 
previous work discussed in chapter one. A comparison of lithium-oxygen separations, 
given in table 4.10, shows that the average separations in e-Lio.33V20s are similar to 
those found from previous work, and significantly larger than the lithium-oxygen 
distance in its preferred tetrahedral (1.97A) or octahedral (2.14A) coordination. This is 
not an energetically favourable site for lithium; transformation from e-L i^ O s to other 
phases, which have more stable lithium sites available will therefore be favoured, and 
the relative ease of transformation of e-LivV2 0 5  with respect to other phases now 
becomes more understandable.
Li-O Separation/A
2 x Li-04 2.33(5)
2 x Li-03 2.55(4)
4 x Li-02 2.54(2)
Average 2.49
Table 4 .1 0 - Lithium-oxygen separations in £-Lio.33V2 0 5 .
The relatively low lithium concentration in this compound implies a large separation 
between lithium ions and therefore small mutual influence, resulting in a disordered 
lithium sublattice, as observed for a-LiJtV2 0 5 .
Additional very weak extra peaks are present in both the room temperature and 
40K diffraction patterns that cannot be indexed and fitted in a straightforward manner, 
leading to an increased %2 value for refinement at both temperatures. Figure 4.9 shows 
one of these extra peaks.
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Figure 4.9 -  Refined x-ray diffraction data, intensity as a function o f 2d, showing very 
weak extra peak at approximately 6.17°.
Since there are no extra peaks present in the neutron diffraction data, and these 
reflections do not correspond to a lowering o f symmetry to, for example, a monoclinic 
system as described in section 4.5, a reasonable explanation for their presence is the 
occurrence of ordering of vanadium: as there is mixed valency of vanadium imposed by 
the intercalation of lithium, this is likely to be charge ordering. No extra peaks were 
observed in the a-Lio.nX^Os diffraction data, implying that the ordering is associated 
with the e-phase. This postulation is supported by the fact that the extra peaks may be 
indexed as satellite reflections of e-Lio.33V20 5  from an incommensurately modulated 
superstructure, as shown in table 4.11. The modulation wave vector, qrt may be written 
as:
qrt = 0.6339a* + 0.8122b* + 0.9107c*
With this modulation vector, all the reflections may be indexed by four integers (h, k, /, 
m) according to:
S = ha* + &b* + /c* + mqrt 
Equation 4.4
The n* order satellites have m -  ±n; m -  0 corresponds to the main reflections.
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h k I n D*(cal) D*(obs) 2d(cal) 2d(obs) 2d(obs-cal)
3 1 1 1 0.2148 0.2156 6.1513 6.1730 0.0217
3 0 1 1 0.3088 0.3085 8.8469 8.8396 -0.0073
2 0 0 1 0.3282 0.3282 9.4041 9.4041 0.0000
2 2 1 1 0.3548 0.3548 10.1693 10.1690 -0.0003
5 1 2 1 0.4564 0.4566 13.0920 13.0972 0.0052
-4 0 1 1 0.4660 0.4665 13.3690 13.3830 0.0141
5 0 0 1 0.4896 0.4896 14.0480 14.0479 -0.0001
6 0 1 1 0.5228 0.5218 15.0080 14.9775 -0.0305
3 -1 1 1 0.5497 0.5490 15.7832 15.7647 -0.0186
6 2 1 1 0.5767 0.5754 16.5637 16.5266 -0.0372
3 2 -1 1 0.5800 0.5809 16.6594 16.6844 0.0250
Table 4.11 -  Weak satellite peaks from room temperature incommensurate vanadium 
superstructure, modulation vector (0.6339, 0.8122, 0.9107), R-factor = 0.77%.
4.2.2 Li0.33V2Os at 40K
Figure 4.10 shows data collected on Lio.33V20 5  at 40K, fitted by refinement using the 
room temperature structure as an initial model. Refinement details are given in table 
4.12. The slightly high value of yf f°r this refinement may be explained by the presence 
of very weak extra peaks.
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Figure 4.10 -  X-ray diffraction data, intensity as a function o f 2d, collected at 40K on
Lio.33 V2O5.
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X-RAY DATA
x 2 Rp Rwp Rb
2.98 0.0695 0.0881 0.0828
oc-Lio.3 3V20 5  (Weight fraction 45.7(31))
Space Group Lattice Parameters/A
a b c
Pmn2i
11.47478(61) 4.35465(31) 3.56091(10)
a 3 Y
90 90 90
Atom X y z Frac.
VI 0.15198(91) 0.1127(24) 0 1
02 0.1265(41) 0.4903(62) 1.018(23) 1
03 0.2172(37) 0.1529(84) 0.443(14) 1
0 4 0 0.0188(72) 0.919(26) 1
Li5 0.5 0.31 0.58 0.33
Atom Anisotropic Thermal Factors x 10o/A2
Bll B22 B33 B12 B13 B23
VI 8.18(19) 8.18(19) 8.18(19) 0 0 0
02 7.8(12) 7.8(12) 7.8(12) 0 0 0
03 7.8(12) 7.8(12) 7.8(12) 0 0 0
04 7.8(12) 7.8(12) 7.8(12) 0 0 0
Li5 1 1 1 0 0 0
£-Lio.3 3V2 0 5  (Weight fraction 54.3(16))
Space Group Lattice Parameters/A
a b c
Pmmn
11.41294(7) 3.55865(2) 4.44120(3)
a 3 Y
90 90 90
Atom X y z Frac.
VI 0.10078(13) 0.75 0.60818(31) 1
02 0.11119(30) 0.75 0.96107(99) 1
03 0.07165(28) 0.25 0.49348(67) 1
04 0.25 0.75 0.4871(10) 1
Li5 0.25 0.25 0.16 0.33
Atom Anisotrop ic Thermal Factors x 100/A2
Bll B22 B33 B12 B13 B23
VI 2.55(21) 2.55(21) 2.55(21) 0 0 0
02 1.83(42) 1.83(42) 1.83(42) 0 0 0
03 1.83(42) 1.83(42) 1.83(42) 0 0 0
0 4 1.83(42) 1.83(42) 1.83(42) 0 0 0
Li5 1 1 1 0 0 0
Table 4.12 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal 
parameters obtained by least squares refinement o f x-ray diffraction data collected at
40K.
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The structure of a-Lio^V^Os at 40K is shown in figure 4.11, and is quite different from 
the room temperature structure. The main differences are in the positions of the oxygen 
atoms, which have shifted at decreased temperature, twisting the pairs of V O 5  square 
pyramids. Similar twisting is observed at high temperatures during the phase transition 
from a-LijV^Os to P-LUV2O5 [7] resulting in the formation of a tunnel structure as 
described in chapter one.
Figure 4.11 -  Structure o f  a-LioaViOa at 40K.
Like the room temperature structure, there is one vanadium position, shown in more 
detail in figure 4.12, and described in terms of bond lengths and angles in table 4.13:
a
03]
Figure 4.12 -  Vanadium environment in a-Lio.3 3 V2 0 5  at 40K.
As would be expected from the shifted atom positions, there are some differences in 
vanadium-oxygen bond lengths and angles, with a general trend being for increased 
bond lengths.
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Bond lengths Bond angles
Bond Bond Length/A Atoms Angle/0
V-02 1.67(8) 03/03’-V-03” 79.64(8)/70.93(11)
V-04 1.81(7) 03/03’-V-04 125.11(9)/102.06(5)
V-03 1.75(5) 03/03’-V-02 86.64(7)/90.99(8)
V-03’ 2.13(3) 03”-V-02 137.67(11)
V-03” 1.91(5) 04-V-02 93.41(7)
V-Vl 3.03(1) V-03-V1 111.80(13)
V-V2 3.56(1) V-03-V2 132.83(9)
V-V2’ 3.49(1) V-04-V2’ 148.01(7)
Puckering angle 46.12(1)
Table 4.13 - Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances at 40Kfor a-Lio.33V20s from refinement o f x-ray diffraction data.
The decrease in temperature has acted to close the angle between square pyramids, 
increasing the puckering angle from approximately 10° to approximately 46° at 40K, 
roughly four times its room temperature value. This increase in puckering is 
accompanied by an increase in magnitude of the microstructure parameters, and is 
indicative of the increased strain in the system on cooling. There are similarities 
between this structure and that of the P- and p’-phases, suggesting the possibility of 
transition to a more stable structure at low temperature, similar to the high temperature 
a  p y transition.
The ratio of phases at 40K is slightly different to that at room temperature, being 
made up of 45.7(31)% a-Lio.33V20s and 54.3(16)% e-Lio.33V20s suggesting that there 
has been a small amount of transformation (~5%) between the two, though cycling 
experiments would be necessary to confirm this and investigate the reversible nature of 
the transformation.
Unlike a-Lio^V^Os, there are no significant changes in bond lengths and angles 
for £-Lio.33V205 at 40K, although there is the expected increase in magnitude of 
microstructural size coefficients. However, the extra, weaker peaks present at room 
temperature are still present at 40K and may be indexed by the same method. The 
modulation wave vector at 40K, q40, differs slightly from qrt due to contraction of the 
unit cell at low temperature, and may be written as:
q40 = 0.7855a* + 0.8075b* + 0.1955c*
With this modulation vector, all the reflections may be indexed, as shown in table 4.14, 
according to equation 4.4.
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h k / n D*(cal) D*(obs) 2tf(cal) 2fr(obs) 2fr(obs-cal)
2 1 1 1 0.2162 0.2162 6.1909 6.1915 0.0006
2 0 1 1 0.3087 0.3087 8.8448 8.8446 -0.0002
-1 0 1 1 0.3293 0.3285 9.4367 9.4142 -0.0225
5 1 1 1 0.4145 0.4142 11.8843 11.8772 -0.0070
4 0 -1 1 0.4514 0.4520 12.9479 12.9661 0.0182
5 1 -1 1 0.4607 0.4602 13.2154 13.2004 -0.0150
-1 0 2 1 0.4902 0.4902 14.0668 14.0669 0.0001
6 0 1 1 0.5410 0.5425 15.5337 15.5761 0.0424
7 1 0 1 0.5490 0.5504 15.7645 15.8046 0.0401
2 0 -2 1 0.5551 0.5552 15.9385 15.9427 0.0042
7 1 1 1 0.5761 0.5757 16.5474 16.5348 -0.0126
4 -1 0 1 0.5825 0.5808 16.7326 16.6821 -0.0505
-1 -1 2 1 0.6684 0.6691 19.2225 19.2418 0.0193
Table 4.14- Weak satellite peaks from low temperature vanadium superstructure, 
modulation vector (0.7855, 0.8075, 0.1995), R-factor -  0.99%.
4.3 U 0.42V2O5
Neutron diffraction data were collected at HRPD, ISIS, and ESRF again provided the x- 
ray diffraction data. Like Lio.33V205, diffraction data for Lio.42V20s may be refined 
equally well using any of the three previously published e structures as an initial model. 
There is no a-phase present for this composition, and the Pmmn space group has been 
used to describe the structure of the e-phase present. Refined data are shown in figures 
4.13-14, and described in table 4.15. There are extra peaks in both sets of diffraction 
data for this composition: extra reflections in the x-ray diffraction data are a good match 
to those observed in the Lio.33V2C>5 data, confirming that these are linked to the e- rather 
than the a-phase. Extra peaks in the neutron data are also present at this composition 
however, as indicated in figure 4.14, and these are discussed later in this section.
The vanadium environment is similar to that observed in e-Lio.33V20s, with a 
slight increase in puckering angle from 2.46° to 2.84° in contrast to the large differences 
observed in the a- phase with increased lithium content. This supports the earlier 
suggestion that the transformation from a- to e- is at least partly driven by the need to 
reduce strain in the layers. Microstructure parameters show an increase in the size effect 
I2 and kl coefficients, corresponding with an increase along the c-axis and in the be 
plane caused by increased lithium content.
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Figure 4.13 -  X-ray diffraction data for U 0 4 2 V2O5: intensity as a function o f 2d, refined 
as epsilon phase in the orthorhomhic space group Pmmn.
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Figure 4.14 -  Neutron diffraction data for H 0.4 2 V2O5: intensity as a function o f time-of-
flight, refined as epsilon phase.
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X-RAY DATA
x2 Rp R w p R b
2.83 0.0632 0.0833 0.0535
Space Group I^attice Parameters/)[
a b c
Pmmn
11.41269(3) 3.56203(1) 4.47989(2)
a B Y
90 90 90
Atom X y z Frac.
V I 0.10034(8) 0 . 7 5 0.60709(16) 1
02 0.11194(24) 0 . 7 5 0.95696(57) 1
03 0.07088(20) 0.25 0.49304(54) 1
0 4 0.25 0.75 0.48669(78) 1
Li5 0.25 0.25 0.180 0.42
Atom > © O •71>ic Thermal Factors x 100/ A 2
Bll B22 B33 B12 B13 B23
VI 4.50(22) 4.50(22) 4.50(22) 0 0 0
02 2.21(23) 2.21(23) 2.21(23) 0 0 0
03 2.67(24) 2.67(24) 2.67(24) 0 0 0
04 1.67(33) 1.67(33) 1.67(33) 0 0 0
Li5 1 1 1 0 0 0
NEUTRON DATA
x2 Rp R w p R b
5.881 0.0520 0.0628 0.1028
Space Group Lattice Parameters/^ L
a b c
Pmmn
11.42283(8) 3.564933(25) 4.48395(4)
a £ Y
90 90 90
Atom X y z Frac.
VI 0.10034 0 . 7 5 0.60709 1
02 0.11072(13) 0 . 7 5 0.9600(4) 1
03 0.07139(11) 0.25 0.4932(5) 1
04 0.25 0.75 0.4875(8) 1
Li5 0.25 0.25 0.180(5) 0.42(2)
Atom Anisotropic Thermal Factors x 1 0 0 /A 2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 2.76(11) 6.74(10) 2.89(11) 0 -0.95(11) 0
03 1.23(7) 1.18(7) 4.08(10) 0 -0.84(10) 0
04 1.60(9) 3.73(14) 3.15(16) 0 0 0
Li5 11.94(70) 11.94(70) 11.94(70) 0 0 0
Table 4.15 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal 
parameters obtained by least squares refinement o f x-ray and neutron diffraction data
fo r  £-Lio.42 V2O5.
158
Chapter Four; Synthesis & Structure of Lithium Vanadates
Extra peaks present in the x-ray diffraction pattern of this single-phase s- 
Lio.42V20 5 match well with the extra peaks present in the pattern of L10.33V2O5, and may 
be indexed as shown in table 4.16, confirming that these are due to vanadium ordering 
in the e-phase.
The modulation wrave vector, qrt may be written as:
qrt = 0.9087a* + 1.0000b* + 0.4003c*
allowing all the reflections to be indexed as (h, k, I, m) according to equation 4.4.
h k / Ft D*(cal) D*(obs) 2fr(cal) 2ff(obs) 2fr(obs-cal)
-1 1 1 1 0.2142 0.2149 6.1345 6.1538 0.0193
3 1 1 1 0.2269 0.2269 6.4989 6.4989 0.0000
2 2 0 1 0.3097 0.3090 8.8746 8.8540 -0.0206
2 1 -1 1 0.3269 0.3280 9.3664 9.3994 0.0329
-1 2 1 1 0.3531 0.3545 10.1208 10.1600 0.0392
6 1 0 1 0.4550 0.4558 13.0506 13.0754 0.0248
6 1 1 1 0.4658 0.4668 13.3616 13.3925 0.0309
7 1 0 1 0.5412 0.5420 15.5370 15.5616 0.0246
0 -1 0 1 0.5741 0.5749 16.4889 16.5133 0.0245
1 1 3 1 0.5804 0.5803 16.6702 16.6698 -0.0004
-1 -1 2 1 0.6861 0.6855 19.7355 19.7187 -0.0168
Table 4.16- Weak satellite peaks from vanadium superstructure, modulation vector 
(0.9087, 1.0000, 0.4003), R-factor 1.56%.
The modulation vector for vanadium ordering in e-Lio.42V20s has a commensurate 
component along the cell depth axis, b, and incommensurate components along the cell 
width (a) and layer spacing (c) directions.
There are similarities in lithium environment between e-Lio^V^Os and e-
Lio.42V2C>5: eight-fold coordination by oxygen with a slightly shorter average separation 
(table 4.17).
Li-O Separation/A
2 x Li-04 2.25(1)
2 x Li-03 2.48(1)
4 x Li-02 2.58(1)
Average 2.47
Table 4.17 -  Lithium-oxygen separations in e-Lio.42V20s.
Although the differences in lithium environment are small, there is a more significant 
difference with increased lithium content: neutron data show extra, weaker peaks. Since 
neutrons are insensitive to vanadium, this is due to ordering of lithium ions within the 
layered structure, as proposed by Katzke et al. [12]. When the lithium content is low, as 
in £-Lio.33V2C>5, the neighbouring lithium ions are well separated and therefore have
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little mutual influence, leading to a disordered sublattice. However, when the lithium 
content is increased, it is possible for repulsive Li+-Li+ forces and/or elastic strain to 
cause a regular distribution of the intercalated lithium ions resulting in the formation of 
an ordered commensurate or incommensurate superstructure.
Katzke et al. carried out electron diffraction experiments on various e-LixV205 
phases, and proposed a modulation vector for lithium ordering:
qKATZKE _ + 1/2C*
where b* and c* are the reciprocal lattice vectors of the basic structure, which has 
lattice parameters a (cell width), b (cell depth) and c (layer spacing), and y is 
stoichiometry dependent [10-15, 26]. In other words, he proposed that the lithium 
ordered superstructure is commensurate with the basic structure along the cell width and 
layer spacing axes, and incommensurate along the cell depth axis, and is dependent 
upon lithium content. Satellite peaks observed in the neutron diffraction pattern were 
found to give a modulation vector:
q = 0.4212b* + y2C* 
allowing all peaks to be indexed according to equation 4.4.
h k / n D*(cal) D*(obs) D*(obs-caI)
1 -1 1 1 0.4231 0.4235 0.0004
3 1 2 1 0.4552 0.4498 -0.0054
3 1 2 1 0.4552 0.4566 0.0014
5 0 1 1 0.4669 0.4661 -0.0008
5 0 1 1 0.4669 0.4698 0.0029
4 1 2 1 0.5108 0.5108 0.0000
5 1 2 1 0.5743 0.5758 0.0015
7 0 1 1 0.6340 0.6279 -0.0061
7 1 1 1 0.6437 0.6377 -0.0060
4 2 2 1 0.6563 0.6565 0.0002
5 -1 2 1 0.6800 0.6806 0.0006
2 -1 3 1 0.7074 0.7124 0.0050
3 2 3 1 0.7589 0.7528 -0.0061
6 0 3 1 0.7751 0.7783 0.0032
4 3 1 1 0.8114 0.8163 0.0049
4 -2 2 1 0.8341 0.8404 0.0063
7 0 3 1 0.8369 0.8454 0.0085
0 3 3 1 0.9133 0.9178 0.0045
2 -3 1 1 0.9819 0.9831 0.0012
5 3 3 1 1.0128 1.0117 -0.0011
Table 4.18 — Weak satellite peaks from lithium superstructure, modulation vector 
(0.0000, 0.4212, 0.5000), R-factor = 1.87%.
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The modulation wave-vector obtained here has 7 = 0.4212: according to Katzke’s work, 
this corresponds to a lithium content of approximately x = 0.42 [11]. This is consistent 
with the lithium content obtained from refinement of lithium fractional occupancies, 
and magnetic susceptibility measurements giving x = 0.42(2).
Although the diffraction data may be refined to give equally good results in any 
of the three published space groups, refinement in Pmmn is the only way to index the 
extra, satellite peaks in a manner consistent with the electron diffraction work of 
Katzke. The satellite peaks may be indexed using lattice parameters obtained by 
refinement in space groups Pmn2i and P2imn but the difference between calculated and 
observed peaks is greater.
4.4 Lio soViOj
4.4.1 Room temperature data
Diffraction data were refined as e-Lio.5oV205 , using the Pmmn space group. Refined 
diffraction data collected at room temperature are shown in figures 4.15-16, and the 
results described in table 4.19. Goodness-of-fit factors for refinement of neutron 
diffraction data for Lio.5oV20s are reasonable; the low %2 value signals the absence of 
any extra peaks in the neutron data for this compound. It is surprising that there are no 
satellite peaks due to lithium ordering in this x -  0.50 compound when ordering has 
been observed in the x -  0.42 compound: increase in lithium content would be expected 
to maintain the ordering previously observed, but there are no unindexed peaks in the 
data collected at NIST. The lithium content obtained from refinement of the fractional 
occupancy of lithium was 0.50(1), confirmed by magnetic susceptibility measurements.
Although there are no unindexed peaks in neutron diffraction data, there are 
extra peaks observed in the x-ray diffraction data collected at ESRF, which are a good 
match to those observed in Lio.42V20s and Lio.33V20s. Microstructure parameters show a 
small overall increase in size coefficients, particularly for effects along the c-axis, 
indicative of increased strain within the system. However, the puckering angle is 
unexpectedly reduced from 2.84° to 2.22° with this increase in lithium content.
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Figure 4.15 -  Refined room temperature x-ray data from ESRF for Lio.soVzOs: intensity
as a function of 2 d.
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Figure 4.16 -  Refined room temperature neutron data from NISTfor U 0.50V2O5:
intensity as a function o f  2 d.
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X-RAY DATA
x 1 Rp R wp R b
4.15 0.0642 0.0839 0.0529
Space Group I^ attice Parameters/) i
a b c
P m m n
11.40585(3) 3.56048(1) 4.48859(2)
a 0 Y
90 90 90
Atom X y z Frac.
VI 0.10020(7) 0.75 0.60608(14) 1
02 0.11297(22) 0.75 0.95691(53) 1
03 0.07160(18) 0.25 0.49502(47) 1
0 4 0.25 0.75 0.48914(69) 1
Li5 0.25 0.25 0.178 0.50
Atom Anisotro pic Thermal Factors x 10o/A2
Bll B22 B33 B12 B13 B23
VI 4.48(21) 4.48(21) 4.48(21) 0 0 0
02 2.59(21) 2.59(21) 2.59(21) 0 0 0
03 2.45(22) 2.45(22) 2.45(22) 0 0 0
04 2.18(29) 2.18(29) 2.18(29) 0 0 0
Li5 1 1 1 0 0 0
NEUTRON DATA
x 2 Rp R wp R b
1.107 0.0415 0.0470 0.1003
Space Group ^attice Parameters/./ L
a b c
P m m n
11.42498(33) 3.56631(11) 4.48667(22)
a 0 Y
90 90 90
Atom X y z Frac.
VI 0.10020 0.75 0.60608 1
02 0.11065(24) 0.75 0.9622(10) 1
03 0.07144(19) 0.25 0.4950(13) 1
04 0.25 0.75 0.4848(19) 1
Li5 0.25 0.25 0.178(9) 0.50(1)
Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 2.35(18) 6.42(19) 2.70(23) 0 -0.99(19) 0
03 0.96(12) 1.43(12) 3.47(21) 0 -1.26(17) 0
0 4 1.24(15) 2.98(26) 3.37(35) 0 0 0
Li5 11.7(15) 11.7(15) 11.7(15) 0 0 0
Table 4.19 -  Crystallographic data and goodness-of-fit factors for Lio.soVzOs from
refinement o f diffraction data.
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A modulation wave vector, qrt, allowing all satellite reflections to be indexed according 
to equation 4.4, may be written as:
qrt = 0.8272a* + 0.4399b* + 0.5475c*
h k / n D*(cal) D*(obs) 26(cal) 2fl(obs) 2fr(obs-cal)
2 1 1 1 0.2133 0.2132 6.1071 6.1066 -0.0005
-1 0 1 1 0.2260 0.2259 6.4731 6.4690 -0.0042
-2 1 1 1 0.3104 0.3097 8.8935 8.8728 -0.0207
4 0 0 1 0.3279 0.3267 9.3961 9.3623 -0.0338
0 0 2 1 0.3539 0.3549 10.1426 10.1728 0.0302
5 1 0 1 0.4165 0.4170 11.9428 11.9577 0.0149
3 1 -1 1 0.4241 0.4258 12.1630 12.2104 0.0474
2 2 0 1 0.4663 0.4676 13.3774 13.4142 0.0368
3 2 0 1 0.4931 0.4928 14.1502 14.1417 -0.0085
1 2 2 1 0.5449 0.5442 15.6457 15.6255 -0.0202
3 -1 2 1 0.5519 0.5505 15.8463 15.8062 -0.0400
7 1 1 1 0.5725 0.5732 16.4440 16.4623 0.0183
6 1 2 1 0.5789 0.5787 16.6284 16.6230 -0.0054
4 0 3 1 0.6254 0.6271 17.9756 18.0221 0.0465
7 -1 0 1 0.6865 0.6859 19.7479 19.7297 -0.0182
Table 4.20 -  Weak satellite peaks from vanadium superstructure, modulation vector 
(0.8272, 0.4399, 0.5475), R-factor = 1.43%.
The vanadium environment in Lio.soVaOs does not differ significantly from that 
observed in the x = 0.33 and x = 0.42 e-phases. The lithium environment is also 
unchanged from that of e-Lio.42V20s.
4*4*2 Li0.SoV20 5 at 200K
X-ray diffraction data were collected at the temperatures 200K, 50K and 15K for 
Lio.5oV20 5. 200K data were successfully refined in the same Pmmn space group as the 
room temperature data: refined data are shown in figure 4.17 and details of the 
refinement given in table 4.21. The structure of e-Lio.soV^ Os at 200K is very similar to 
that at room temperature, with slightly difference lattice parameters. Microstructure 
parameters indicate an increase in strain in the a and b directions, with a decrease along 
the c-axis. Strain also increases in the be plane.
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Figure 4.17 -  Refined x-ray diffraction data collected at 200K at ESRF for Lio.5oV20s.
X-RAY DATA
x2 Rp Rwp Rb
5.21 0.0509 0.0680 0.0931
Space Group Lattice Parameters/A
a b c
Pmmn
11.40445(5) 3.55889(1) 4.47359(2)
a 0 Y
90 90 90
Atom X y z Frac.
VI 0.10035(7) 0 . 7 5 0.60645(15) 1
02 0.11221(24) 0 . 7 5 0.95964(52) 1
03 0.07114(18) 0.25 0.49311(50) 1
0 4 0.25 0.75 0.48723(73) 1
Li5 0.25 0.25 0.178 0.5
Atom Anisotropic Thermal Factors x 10 0 /A 2
B ll B22 B33 B12 B13 B23
VI 4.97(21) 4.97(21) 4.97(21) 0 0 0
02 1.88(20) 1.88(20) 1.88(20) 0 0 0
03 3.43(22) 3.43(22) 3.43(22) 0 0 0
04 2.32(30) 2.32(30) 2.32(30) 0 0 0
Li5 1 1 1 0 0 0
Table 4.21 -  Crystallographic data for Lio.soV2O 5 (data collected at 200K).
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The vanadium environment at 200K shows no significant differences from the room 
temperature structure, apart from an increase in puckering angle from 2.22° to 2.75°. 
This is consistent with the observed strain increases shown by the microstructure effect 
coefficients. There are still extra, weaker peaks present at 200K, thus again there is an 
inflated value of %2. The main difference between room temperature and 200K 
diffraction data is in the modulation vector needed to index these satellite peaks. The 
modulation wave vector, q200 may be written as:
q200 = 0.8354a* + 0.5755b* + 0.3812c* 
which allows all satellite reflections to be indexed as (h, k, /, m) in table 4.22, according
to equation 4.4.
h k / n D*(cal) D*(obs) 2ti(cal) 2fl(obs) 2ti(obs-cal)
1 0 1 1 0.2133 0.2133 6.1077 6.1077 0.0000
0 0 1 1 0.2251 0.2262 6.4450 6.4793 0.0343
-1 1 1 1 0.2434 0.2430 6.9721 6.9610 -0.0111
-2 1 1 1 0.3085 0.3100 8.8389 8.8811 0.0422
-2 0 1 1 0.3273 0.3269 9.3774 9.3685 -0.0088
0 0 -1 1 0.3561 0.3562 10.2073 10.2075 0.0002
0 2 0 1 0.4157 0.4170 11.9211 11.9566 0.0355
3 1 2 1 0.4257 0.4260 12.2068 12.2174 0.0106
3 2 0 1 0.4511 0.4523 12.9394 12.9735 0.0342
0 -1 1 1 0.4696 0.4678 13.4708 13.4208 -0.0500
5 1 -1 1 0.4929 0.4928 14.1426 14.1425 -0.0001
4 2 1 1 0.5063 0.5079 14.5307 14.5770 0.0462
1 1 -2 1 0.5457 0.5447 15.6673 15.6384 -0.0290
5 2 0 1 0.5485 0.5511 15.7483 15.8242 0.0759
7 0 0 1 0.5706 0.5733 16.3882 16.4671 0.0788
7 0 1 1 0.5809 0.5804 16.6864 16.6724 -0.0141
-4 -1 0 1 0.6189 0.6170 17.7852 17.7318 -0.0535
Table 4.22 -  Weak satellite peaks from vanadium superstructure, modulation vector 
(0.8354, 0.5755, 0.3812), R-factor = 2.09%.
The change in modulation vector with temperature will be further discussed in section 
4.4.4.
4,4,3 Lift'SoV2®s 50K
Diffraction data collected at 50K were also refined as e-phase, in the Pmmn space 
group. Refined data are shown in figure 4.18 and refinement details given in table 4.23. 
The 50K structure remains very similar to that at room temperature, with the expected 
contraction in unit cell parameters. There is an increase in puckering angle to 2.85°, and 
an increase in strain coefficient along the c-axis.
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Figure 4.18  -  Refined x-ray diffraction data collected at 5 OK at ESRFfor U 0 . 5 0 V 2 O 5
X-RAY DATA
x2 Rp R wp R b
11.0 0.0556 0.0827 0.1130
Space Group Lattice Parameters/^ L
a b c
Pmmn
11.40470(6) 3.55715(2) 4.45872(2)
a 3 7
90 90 90
Atom X > z Frac.
VI 0.10041(9) 0.75 0.60602(19) 1
02 0.11196(26) 0.75 0.95999(67) 1
03 0.07123(23) 0.25 0.49333(66) 1
0 4 0.25 0.75 0.48625(96) 1
Li5 0.25 0.25 0.178 0.5
Atom Anisotropic Thermal Factors x 100/A2
B ll B22 B33 B12 B13 B23
VI 4.50(25) 4.50(25) 4.50(25) 0 0 0
02 2.06(26) 2.06(26) 2.06(26) 0 0 0
03 3.76(31) 3.76(31) 3.76(31) 0 0 0
04 3.11(43) 3.11(43) 3.11(43) 0 0 0
Li5 1 1 1 0 0 0
Table 4.23 -  Crystallographic data for U 0 . 5 0 V 2 O 5  at 50K  from refinement o f x-ray
diffraction data.
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There are no significant changes in vanadium environment in terms of bond lengths or 
angles, apart from the slight increase in puckering angle previously mentioned. At 5 OK, 
the value of %2 for refinement as e-Lio.scA^Os has increased to 11.00, compared with 
4.15 at room temperature and 5.21 at 200K. This increase is due to the increasing 
intensity of the satellite peaks, as can be seen in figure 4.21. Satellite peaks can be 
indexed by the modulation wave vector, q50:
q50 = 0.9541a* + 0.6979b* + 0.3487c* 
which allows all satellite reflections to be indexed as (h, k, /, m) in table 4.24, according
to equation 4.4.
h k / n D*(cal) D*(obs) 2fr(cal) 2fl(obs) 2ft(obs-cal)
3 1 0 1 0.2133 0.2138 6.1090 6.1223 0.0133
0 0 0 1 0.2272 0.2272 6.5058 6.5062 0.0004
1 0 1 1 0.2446 0.2435 7.0065 6.9728 -0.0337
2 0 1 1 0.2612 0.2622 7.4824 7.5089 0.0265
-2 1 1 1 0.3093 0.3100 8.8608 8.8830 0.0223
2 1 -1 1 0.3273 0.3273 9.3785 9.3786 0.0001
2 1 -1 1 0.3273 0.3295 9.3785 9.4411 0.0626
-1 1 -1 1 0.3579 0.3569 10.2568 10.2295 -0.0273
5 1 0 1 0.3731 0.3720 10.6938 10.6638 -0.0300
3 2 0 1 0.4151 0.4175 11.9021 11.9710 0.0689
0 0 2 1 0.4274 0.4260 12.2561 12.2170 -0.0391
4 0 -1 1 0.4487 0.4495 12.8696 12.8938 0.0241
-1 0 2 1 0.4528 0.4523 12.9876 12.9741 -0.0135
6 1 0 1 0.4573 0.4545 13.1165 13.0366 -0.0799
-3 1 -1 1 0.4679 0.4679 13.4228 13.4228 0.0000
6 0 0 1 0.4903 0.4928 14.0681 14.1420 0.0739
3 2 -1 1 0.5076 0.5091 14.5685 14.6121 0.0435
7 1 0 1 0.5425 0.5446 15.5771 15.6362 0.0590
5 0 2 1 0.5491 0.5505 15.7663 15.8058 0.0395
2 -1 -1 1 0.5725 0.5737 16.4425 16.4777 0.0352
6 2 0 1 0.5795 0.5796 16.6464 16.6495 0.0032
7 0 1 1 0.5838 0.5822 16.7707 16.7232 -0.0475
7 1 -1 1 0.6162 0.6178 17.7086 17.7540 0.0454
Table 4.24 -  Weak satellite peaks from vanadium superstructure, modulation vector 
(0.9541, 0.6979, 0.3487), R-factor = 3.60%.
4.4.4 Li0.5oV20 5 at 15K
X-ray and neutron data were collected at 15K for Lio.5oV20 5 : refined diffraction patterns 
are shown in figures 4.19-20 and refinement details given in table 4.25. Microstructure 
effects remain similar to those found at 50K.
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Figure 4.19 -  Refined x-ray diffraction data collected at 15K at ESRF for H 0.5 0 V2O5:
intensity as a function o f 2 d.
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Figure 4.20 -  Refined neutron diffraction data, collected at 15K at NISTfor Lio.soV2 0 5 :
intensity as a function o f 2d.
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X-RAY DATA
x2 Rp R wp R b
38.5 0.0739 0.1070 0.0538
Space Group 1^ attice Parameters/)V
a b C
Pmmn
11.40403(6) 3.55704(2) 4.45855(2)
a 3 y
90 90 90
Atom X y z Frac.
VI 0.10037(8) 0 . 7 5 0.60592(18) 1
0 2 0.11176(26) 0 . 7 5 0.96044(62) 1
03 0.07131(21) 0.25 0.49388(59) 1
04 0.25 0.75 0.48647(88) 1
Li5 0.25 0.25 0.175 0.5
Atom Anisotro:>ic Thermal Factors x 1(►0/A2
B l l B22 B33 B12 B13 B23
VI 4.55(24) 4.55(24) 4.55(24) 0 0 0
02 1.78(24) 1.78(24) 1.78(24) 0 0 0
03 3.36(28) 3.36(28) 3.36(28) 0 0 0
04 2.64(39) 2.64(39) 2.64(39) 0 0 0
Li5 1 1 1 0 0 0
NEUTRON DATA
x2 Rp R wp R b
4.076 0.0659 0.0890 0.1855
Space Group 1Lattice Parameters/^ L
a b C
Pmmn
11.4184(6) 3.56223(21) 4.46559(32)
a 3 y
90 90 90
Atom X y z Frac.
VI 0.10037 0 . 7 5 0.60592 1
02 0.11116(25) 0 . 7 5 0.9612(12) 1
03 0.07120(19) 0.25 0.4958(13) 1
04 0.25 0.75 0.4835(23) 1
Li5 0.25 0.25 0.175(9) 0.5
Atom Anisotropic Thermal Factors x 100/A2
U ll U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 1.56(19) 6.85(24) 2.70(27) 0 -1.11(18) 0
03 0.47(13) 1.41(14) 3.02(22) 0 -2.38(15) 0
04 0.68(16) 2.31(29) 5.13(43) 0 0 0
Li5 8.7(12) 8.7(12) 8.7(12) 0 0 0
Table 4.25 -  Crystallographic data for Lio.5oV20 5 at 15K from refinement o f neutron
and x-ray diffraction data.
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Barring the predictable contraction of the lattice parameters with a decrease in 
temperature, the structure is fundamentally unchanged at 15K. The vanadium 
environment is again largely unchanged apart from a slight alteration in puckering angle 
from 2.85° to 2.74°. Likewise, the lithium environment is mainly unaffected by the 
decrease in temperature. The retention of structure on cooling is in contrast to the 
behaviour of the a-phase discussed in section 4.2. The lower puckering angle and 
micro structure coefficients imply less strain in the £- structure, suggesting the distortion 
observed on cooling a-Lio.33V2C>5 is related to the need to reduce strain in the layers.
The value of %2 for refinement of x-ray diffraction data collected at 15K has 
increased from the already high value found at 50K. Although the satellite peaks at 15K 
correspond well to those already present at higher temperatures, their intensity has 
further increased, leading to an inflated %2 value:
RT
200K
50K
15K
main peaks2200 -
2000 -
1800 -
1600-
satellite
reflections4 0 0 ->■»
"cfl
S=<D+->d
1200 -
1000 -
8 0 0 -
600
4 0 0 -
6.0 6.2 6.4 6.6 6.8 7.0 7.2 7.4 7.6
Figure 4.21 -  Raw diffraction data, intensity as a function o f  2$, showing increasing 
intensity o f satellite peaks in Lio.5oV2 0 s as temperature is decreasedfrom room 
temperature (blue), through 200K (green) and 50K (red) to 15K (black).
Satellite peaks at 15K can be indexed by the modulation wave vector, q15: 
q15 = 0.8757a* + 0.6909b* + 0.2938c* 
which allows all satellite reflections to be indexed as (/?, k, /, m) in table 4.26, according 
to equation 4.4.
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h A I n D*(cal) D*(obs) 20(cal) 2ti{obs) 2'0(obs-cal)
3 1 0 1 0.2159 0.2140 6.1813 6.1273 -0.0539
2 0 0 1 0.2276 0.2271 6.5172 6.5043 -0.0129
-1 1 1 1 0.2443 0.2435 6.9974 6.9750 -0.0224
0 0 1 1 0.2621 0.2621 7.5082 7.5080 -0.0002
3 0 1 1 0.3123 0.3102 8.9472 8.8871 -0.0601
4 1 1 1 0.3282 0.3272 9.4037 9.3762 -0.0275
4 1 1 1 0.3282 0.3297 9.4037 9.4465 0.0428
1 0 -1 1 0.3494 0.3475 10.0124 9.9602 -0.0522
3 1 -1 1 0.3556 0.3571 10.1919 10.2355 0.0437
4 0 1 1 0.3713 0.3720 10.6432 10.6629 -0.0197
5 0 0 1 0.4158 0.4173 11.9219 11.9656 0.0438
-1 1 2 1 0.4255 0.4263 12.2019 12.2246 0.0226
-2 2 0 1 0.4510 0.4495 12.9355 12.8920 -0.0435
-2 2 0 1 0.4510 0.4522 12.955 12.9715 0.0360
-3 1 -1 1 0.4553 0.4549 13.0589 13.0496 -0.0093
-1 0 2 1 0.4596 0.4581 13.1838 13.1395 -0.0443
3 0 2 1 0.4678 0.4678 13.4207 13.4207 0.0000
6 0 0 1 0.4939 0.4929 14.1740 14.1445 -0.0295
4 0 2 1 0.5091 0.5093 14.6126 14.6179 0.0052
4 2 -1 1 0.5429 0.5447 15.5865 15.6398 0.0534
4 -1 0 1 0.5526 0.5507 15.8677 15.8137 -0.0540
7 0 0 1 0.5749 0.5738 16.5113 16.4816 -0.0296
3 0 -2 1 0.5806 0.5795 16.6774 16.6457 -0.0317
6 2 0 1 0.5845 0.5824 16.7914 16.7297 -0.0617
7 1 -1 1 0.6166 0.6179 17.7184 17.7582 0.0398
Table 4.26— Weak satellite peaks from vanadium superstructure, modulation vector 
(0.8757, 0.6909, 0.2938), R-factor = 5.15%.
As the temperature decreases and the unit cell contracts, the modulation vector for 
vanadium ordering observed in £-Lio.5oV205 changes as shown in table 4.27:
Temperature qa qb qc
Room temp. 0.8272 0.4399 0.5475
200K 0.8354 0.5755 0.3812
50K 0.9541 0.6979 0.3487
15K 0.8757 0.6909 0.2938
Table 4.27 -  Change in modulation vector with temperature in £-Lio.soV20s.
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4.5 Lio^5V205
4,5.1 Room Temperature Data
Refinements of room temperature diffraction data for e’-Lio.ssVzOs are shown in figures 
4.22-23 and described in table 4.28. Lithium content, calculated from refinement of 
fractional occupancy of lithium atoms in neutron diffraction data, was found to be x = 
0.55(2), a value that has been confirmed by magnetic susceptibility measurements. The 
e-phase region is generally accepted to be split into two regions, e or £i (0.33 < x < 
0.52) which does not undergo a phase transition on cooling (as sections 4.2-4 have 
shown), and e’ or e2 (0.52 < jc < 0.8) in which, according to Katzke et al., there is a 
continuous ferro-elastic structural phase transition on cooling [12]. It is perhaps 
unsurprising therefore to observe severe broadening of certain peaks in room 
temperature x-ray diffraction data for Lio.ssX^ Os, as shown in the inset of figure 4.22, 
foreshadowing a phase transition from orthorhombic to monoclinic at lower 
temperature. There are no extra reflections present at room temperature in either the 
neutron or x-ray diffraction data for this composition; therefore charge ordering is not 
thought to occur. However, microstructure coefficients are indicative of increased 
internal strain with the increase in lithium content to jc  = 0.55. The magnitude of 
coefficients for size effects have increased slightly along the a and b axes and decreased 
slightly along the c-axis compared with room temperature data for e-Lio.5oV20s, but the 
most noticeable difference is a large increase in magnitude of the size coefficient in the 
be plane. There is increased strain, but instead of charge ordering there is a continuous 
phase transition in the e’- phase, suggesting that the lack of charge ordering of 
vanadium is due to the phase transition relieving internal strain in the layers. This 
supports the postulation that charge ordering observed in the e- phase is not solely an 
electronic effect, but is also driven by the need to reduce strain within the layers: since 
it is the lithium ions that cause increased strain, the charge ordering will differ slightly 
for each composition, as has been observed, and will be incommensurate in nature due 
to the mobility of lithium ions within the layers.
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Figure 4.22 -  X-ray diffraction data collected at room temperature on U 0.5 5V2O5 
refined in orthorhombic Pmmn space group: intensity as a function o f  2 1?. Inset is 
enlargement to show anisotropic peak broadening due to the phase transition.
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Ycalc
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Bragg Peaks
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Figure 4.23 -  Room temperature neutron data from HRPD for U 0 . 5 5 V 2 O 5 :  intensity as a
function o f time-offlight.
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X-RAY DATA
x 2 Rp R wp R b
4.77 0.0796 0.1010 0.0616
Space Group 1^ attice Parameters/
a b c
Pmmn
11.39777(8) 3.56130(2) 4.50595(3)
a 3 y
90 90 90
Atom X y z Frac.
VI 0.10093(12) 0.75 0.60609(34) 1
0 2 0.11400(33) 0.75 0.95191(94) 1
03 0.07039(26) 0.25 0.48726(89) 1
0 4 0.25 0.75 0.4788(11) 1
Li5 0.25 0.25 0.195 0.55
Atom Anisotro pic Thermal Factors x 1Cio/A2
Bll B22 B33 B12 B13 B23
VI 11.03(63) 11.03(63) 11.03(63) 0 0 0
02 0.58(36) 0.58(36) 0.58(36) 0 0 0
03 3.82(55) 3.82(55) 3.82(55) 0 0 0
04 0.27(55) 0.27(55) 0.27(55) 0 0 0
Li5 1 1 1 0 0 0
NEUTRON DATA
x 2 Rp R wp R b
1.462 0.0482 0.0547 0.0999
Space Group 1Lattice Parameters/J L
a b c
Pmmn
11.41026(13) 3.56409(6) 4.50454(12)
a P y
90 90 90
Atom X y z Frac.
VI 0.10093 0.75 0.60609 1
02 0.11256(16) 0.75 0.9599(8) 1
03 0.07262(15) 0.25 0.4880(11) 1
04 0.25 0.75 0.4903(13) 1
Li5 0.25 0.25 0.195(7) 0.55(2)
Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 1.79(12) 8.50(17) 2.12(19) 0 -0.85(16) 0
03 1.77(10) 1.00(12) 4.19(18) 0 -0.56(17) 0
04 0.61(12) 3.73(25) 3.50(30) 0 0 0
Li5 12.27(90) 12.27(90) 12.27(90) 0 0 0
Table 4.28 -  Crystallographic data, goodness-offit factors and anisotropic thermal 
parameters obtained by least squares refinement o f x-ray and neutron diffraction data
for €,-Lio.5 5 V20 5
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The e ’-Lio.55V2 0 5  structure {figure 4.24) shows only slight differences from that of £- 
Lio.5oV20 5. Vanadium bond details are given in table 4.29.
Figure 4.24 -  Structure o f H 0.5 5 V2O5.
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.57(3) 0 3 /0 3 ’-V -03” 76.14(6)
V-04 1.79(1) 0 3 /0 3 ’-V-04 94.81(9)
V-03 1.89(1) 0 3 /0 3 ’-V-02 107.41(14)
V -03’ 1.89(1) 0 3 ”-V-02 107.62(14)
V -03” 2.00(2) 04-V -02 103.20(20)
V-Vl 3.06(1) V-03-V1 103.86(13)
V-V2 3.56(1) V-03-V2 140.54(8)
V-V2’ 3.40(1) V-04-V2’ 142.69(12)
Puckering angle 4.80(1)
Table 4.29 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances for e'-Lio.ssVzOs x-ray diffraction data.
Bond lengths and angles for £’-Lio.5sV2 0 5  have values between those published for 
V 2O 5 and £-LiV 2C>5 [20]. The puckering angle has increased from approximately two 
degrees for £-Lio.5oV20 5 , to almost five degrees in £’-Lio.55V2 0 5 , but is still less than 
that reported for £-LiV20 5  [20]. The lithium environment has not been significantly 
affected by the increase in lithium content having, on average, slightly shorter lithium- 
oxygen distances {table 4.30) than were found in £-Lio.5oV20 5  and slightly longer
distances than were published for £-LiV20 5 .
Li-O Separation/A
2 x Li-04 2.22(2)
2 x Li-03 2.42(2)
4 x Li-02 2.60(1)
Average 2.46
Table 4.30 -  Lithium-oxygen separations in £ ’-Lio.5sV2 0 5 .
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4.5.2 LiossViOs at 5OK
From previous work, there is expectation of a phase transition in e ’-L i^ O s  at lower 
temperature [10-15, 26]. Thus it is not surprising that refinement of x-ray diffraction 
data collected at 50K for Lio.5 5 V2C>5 using the room temperature orthorhombic structure 
as an initial model is not entirely satisfactory, giving %2 ~ 10, due to the presence o f 
additional peaks at this temperature. The extra peaks may be fitted by refinement using 
a monoclinic model structure obtained from symmetry transformation of the 
orthorhombic unit cell. However, refinement using only the monoclinic cell is also 
unsatisfactory, giving y2 ~ 30 and leaving some of the orthorhombic peaks unindexed. 
Refinement as a mixture of orthorhombic and monoclinic phases gives the best fit to the 
data and allows indexing of all peaks, as shown in figure 4.25 and described in table 
4.31. Comparison of the microstructure coefficients shows a massive size effect in the 
be plane of the orthorhombic layers, a factor of ten greater than the large value observed 
in the room temperature orthorhombic structure. The corresponding coefficient in the 
monoclinic layers is much smaller, although there is a general increase in the magnitude 
of other microstructure coefficients indicative of increased strain in comparison with the 
orthorhombic layers at room temperature and 50K, particularly along the c-axis.
25000 -
20000 -
15000 -
obsobs calc
Bragg Peaks calc10000 -
5000-
-5000
4 6 8 10 12 14 16 18 20
2t3
Figure 4.25 -  5 OK x-ray diffraction data for Lio.5 5V2 0 5  refined as a mixture o f  
orthorhombic and monoclinic phases. Inset shows anisotropic peak broadening.
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X-RAY DATA
x 2 Rp R wp R b
6.78 0.0802 0.1060 0.0918
Orthorhombic (Weight fraction 82.6(8))
Space Group Lattice Parameters/A
a b c
Pmmn
11.39763(9) 3.55556(3) 4.47446(4)
a 3 7
90 90 90
Atom X y z Frac.
VI 0.10152(21) 0.75 0.60700(43) 1
02 0.10951(50) 0.75 0.9642(11) 1
03 0.06733(38) 0.25 0.4997(13) 1
0 4 0.25 0.75 0.4709(19) 1
Li5 0.25 0.25 0.195 0.55
Atom Anisotropic Thermal Factors x 100/A2
Bll B22 B33 B12 B13 B23
VI 2.5 2.5 2.5 0 0 0
02 0.25(0) 0.25(0) 0.25(0) 0 0 0
03 0.25(0) 0.25(0) 0.25(0) 0 0 0
04 0.25(0) 0.25(0) 0.25(0) 0 0 0
Li5 1 1 1 0 0 0
Monoclinic Weight fraction 17.4(4))
Spaice Group Lattice Parameters/A
a b c
]
4.48123(17) 11.39487(30) 3.55385(41)
P2i/m a 3 7
90 92.15343(557) 90
Atom X y z Frac.
VI 0.3851(19) 0.59713(85) 0.2496(24) 1
02 0.0989(42) 0.66300(21) 0.0425(71) 1
03 0.32800(54) 0.0972(24) 0.2685(70) 1
04 0.5491(78) 0.25 0.808(11) 1
Li5 0.195 0.25 0.25 0.55
Atom Anisotropic Thermal Factors x 10o/A2
Bll B22 B33 B12 B13 B23
VI 2.5 2.5 2.5 0 0 0
02 0.25(0) 0.25(0) 0.25(0) 0 0 0
03 0.25(0) 0.25(0) 0.25(0) 0 0 0
04 0.25(0) 0.25(0) 0.25(0) 0 0 0
Li5 0 0 0 0 0 0
Table 4.31 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal 
parameters obtained by least squares refinement o f  x-ray diffraction data collected at
5 OK for e'-Lio.55V20 5.
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The phase mixture was determined to be 82.6(8)% orthorhombic and 17.4(4)% 
monoclinic; the phase transition from orthorhombic to monoclinic is not universal at 
50K, and it is likely that the structure at this temperature is made up of a mixture of 
orthorhombic and monoclinic layers, shown in figure 4.26, stacked in a disordered 
arrangement. The occurrence of stacking faults within vanadium oxide layers would 
allow for increased anisotropic broadening, as is observed here compared with lower 
lithium content phases previously discussed, for example around 10°, as shown in the 
inset of figure 4.25. When there are profile problems, such as those caused by 
anisotropic broadening, the thermal parameters can act as a dumping ground for 
systematic errors in peak shape; for this reason the thermal parameters have been fixed 
in this refinement.
Figure 4.26 -  a) Pmmn layers, b) P2]/m layers in e ’-Lio.ssVzOs at 50K
Both the monoclinic and orthorhombic structures have one crystallographic vanadium 
site, shown in its environment coordinated by oxygen in figure 4.27, and described in 
table 4.32.
a*
Figure 4.27 -  Vanadium environment within monoclinic layers in e ’-Lio.ssVzOs at 50K.
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Monoclinic, P2j/m
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.64(1) 0 3 /0 3 ’-V -03” 96.82(9)/91.20(6)
V-04 1.78(2) 0 3 /0 3 ’-V-04 78.87(7)/89.44(9)
V-03 2.34(1) 0 3 /0 3 ’-V-02 94.45(11)/144.93(3)
V -03’ 2.04(1) 0 3 ”-V-02 113.11(9)
V -03” 2.23(2) 04-V-02 68.28(9)
V-Vl 3.04(1) V-03-V1 83.18(7)
V-V2 3.55(1) V-03-V2 107.87(5)
V-V2* 3.48(1) V-04-V2’ 156.29(6)
Puckering angle 18.95(1)
Table 4.32 -  Vanadium -oxygen bond  lengths a n d  angles an d  vanadium -vanadium
distances f o r  d-Lio.5sV205 x-ray diffraction data co llected  a t 5 OK.
The vanadium environment in the orthorhombic, Pmmn, space group is essentially 
unchanged from that at room temperature, having a similar puckering angle of 4.16°. 
This is surprising given the very large size coefficient in the be plane. The monoclinic 
environment differs significantly: bonds to edge-shared oxygen atoms in the VO5 
square pyramids are much longer than are found in the orthorhombic structure, and 
bond angles are generally more wide-ranging, giving a less regular structure; hence the 
reduction in symmetry. The puckering angle is much larger than that for the 
orthorhombic layers at either temperature, consistent with more strain along the c-axis.
4.6 Li0.64V2O 5
4 . 6 . 1  R o o m  T e m p e r a t u r e  D a t a
Refinement of diffraction data using the orthorhombic Pmmn system, as for the 
previous compounds, gives reasonable goodness-of-fit factors. Refined diffraction 
patterns are shown in fig u re s  4.28-29, and results described in table 4.33 . The structure 
of e ’-Lio.64V2 0 5  is very similar to that of e ’-Lio.ssV^Os. Changes in vanadium-oxygen 
bond lengths and angles are small, with a slight increase in puckering angle to 5.45°. 
Comparison with V2O5 and e-LiV2 0 5 [20] shows that there has been a gradual shift 
towards the x  = 1 values with increasing lithium content. The lithium environment in e ’- 
U 0.64V2O5 is the same as observed in the previously discussed 8  and £’ phases. 
Although there are no significant changes in lithium environment there are extra,
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weaker peaks in neutron diffraction data for e ’-Li0.64V2O5 , which are not present in e ’-
Lio.55V20 5.
obs
Bragg Peaks
25000 -
20000  -
15000-
10000 -a
5000-
iii iiiii ii i i i i i i  mi i in  iiinia m » n i i i i i i i i i
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2d
Figure 4.28 -  Refined x-ray diffraction data for Lio.64 V2O5: intensity as a function o f 2d.
30 n
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Y -Yobs calc
Bragg Peaks
2 5 -
2 0 - Extra,
weak
reflections
u
30000 40000 50000 60000 70000 80000 90000 100000 110000 12000C
Time-of-flight/|is
Figure 4.29 -  Refined neutron data collected at HRPD for LioM V2O5: intensity as a
function o f time-offight.
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X-RAY DATA
x 2 Rp Rwp Rb
5.40 0.0738 0.0989 0.0779
Space Group Lattice Parameters/ I
a b c
Pmmn
11.38806(8) 3.56244(2) 4.51144(3)
a § _ Y
90 90 90
Atom X y z Frac.
VI 0.10031(11) 0 . 7 5 0.60720(25) 1
02 0.11434(30) 0 . 7 5 0.95570(76) 1
03 0.07096(25) 0.25 0.48423(87) 1
04 0.25 0.75 0.4771(11) 1
Li5 0.25 0.25 0.1616 0.64
Atom Anisotro pic Thermal Factors x 100 /A 2
B ll B22 B33 B12 B13 B23
VI 10.72(36) 10.72(36) 10.72(36) 0 0 0
02 1.02(29) 1.02(29) 1.02(29) 0 0 0
03 5.78(44) 5.78(44) 5.78(44) 0 0 0
04 1.88(48) 1.88(48) 1.88(48) 0 0 0
Li5 1 1 1 0 0 0
NEUTRON DATA
x2 Rp Rwp Rb
5.831 0.0303 0.0375 0.1329
Space Group ^attice Parameters/^ L
a b C
Pmmn
11.41364(17) 3.56401(5) 4.50052(7)
a P Y
90 90 90
Atom X y z Frac.
VI 0.10031 0 . 7 5 0.60720 1
02 0.11178(11) 0 . 7 5 0.9607(4) 1
03 0.07183(9) 0.25 0.4902(6) 1
04 0.25 0.75 0.4855(7) 1
Li5 0.25 0.25 0.1616(22) 0.64(1)
Atom Anisotropic Thermal Factors x 100/A2
U ll U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 1.81(9) 7.50(12) 2.57(13) 0 -0.27(10) 0
03 0.81(8) 0.53(8) 4.09(12) 0 -0.32(9) 0
04 0.58(9) 3.43(15) 3.00(18) 0 0 0
Li5 16.4(11) 21.6(18) 2.0(6) 0 0 0
Table 4.33 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal 
parameters obtained by least squares refinement o f x-ray and neutron diffraction data
for J-Lio 64 V2OS.
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As discussed in section 4.4, the extra peaks present in the neutron diffraction 
data are caused by ordering of the lithium atoms. The phase transition to monoclinic 
that occurs on cooling the e’ phases could be explained by a decrease in thermal energy 
of lithium ions as the temperature decreases: at room temperature lithium ions have 
enough thermal energy to move between sites, giving a simpler ordering scheme to that 
observed at low temperature. The structure is therefore orthorhombic, but as the 
temperature drops the lithium atoms are less mobile and have a preference for certain 
sites causing a transition to a monoclinic structure, intrinsically linked to strain in the 
lattice. However, this neutron data suggests that there is some lithium ordering even at 
room temperature, and ordering has also been observed in lower lithium content phases, 
which do not undergo a phase transition at all [11]. The current explanation for the 
observed phase transition above a certain lithium content is that Li+-Li+ repulsion 
favours a shear strain [13-15].
A search for a commensurate supercell that would allow indexing of the extra 
peaks in this pattern was unsuccessful, but the best incommensurate modulation vector 
was found to fit the model [12] described in section 5.3. Satellite peaks
observed in the HRPD pattern were found to give a modulation vector:
q = 0.5550b* + Vk* 
allowing all peaks to be indexed (table 4.34) according to equation 4.4.
h k / n D*(cal) D*(obs) D*(obs-cal)
1 2 1 1 0.4294 0.4302 0.0008
3 0 2 1 0.4521 0.4520 -0.0001
5 1 1 1 0.4689 0.4676 -0.0013
4 1 2 1 0.4995 0.4979 -0.0016
4 0 2 1 0.5081 0.5083 0.0002
0 -1 2 1 0.5490 0.5499 0.0009
4 -1 2 1 0.6513 0.6513 0.0000
0 -1 3 1 0.7063 0.7070 0.0003
1 -2 1 1 0.7307 0.7307 0.0000
6 0 3 1 0.7805 0.7801 -0.0004
7 -1 2 1 0.8232 0.8234 0.0002
5 -1 3 1 0.8311 0.8330 0.0019
Table 4.34 -  Weak satellite peaks from lithium superstructure, modulation vector 
(0.0000, 0.5550, 0.5000), R-factor = 1.19%.
Lithium content for this compound was determined to be 0.64(1) from refinement of 
lithium fractional occupancies. This is consistent with the value of y in the modulation
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vector (y = 0.5550) which, according to Katzke [11], corresponds to a lithium content of 
approximately jc  = 0.64.
4,6.2 Lio.64V2O5 O't 5OK.
Like e’-Lio.55V205, e’-Lio.64V20s is a mixture of orthorhombic and monoclinic phases at 
50K. Although it appears that all the peaks can be indexed by the monoclinic phase 
alone, refinement using only this model is unsatisfactory, giving %2 ~ 12. Refined x-ray 
diffraction data are shown in figure 4.30, and details given in table 4.35. The mixture of 
phases was determined to consist of 78.1(1)% orthorhombic and 21.9(5)% monoclinic 
at this temperature: the monoclinic phase contributes slightly more than for e’- 
Li0.55V2O5 at 50K. The gradual nature of the phase transition is consistent with a 
relationship to strain in the structure, rather than, for example, electronic effects that 
would cause a first order transition.
Microstructure effects are similar to those observed for e’-Lio.ssX^ Os at 50K: a 
massive coefficient for size effect in the be plane of the orthorhombic layers, while the 
monoclinic layers show a noticeable decrease of coefficient for the be plane and 
increase along the c-axis, with an overall increase in magnitude compared with room 
temperature coefficients. However, the puckering angles are somewhat different to 
those found for the jc  = 0.55 composition at 50K. Orthorhombic layers have relaxed 
from the room temperature value of approximately 5° to a puckering angle of 2.24°, in 
contrast to the jc  = 0.55 composition which showed little change in the corresponding 
puckering angle on cooling. The monoclinic layers have a large puckering angle of 
23.69°, larger than the angle of approximately 18° observed in the jc  = 0.55 composition. 
Together these suggest that at higher lithium content, the orthorhombic layers become 
less distorted and the monoclinic layers more distorted on cooling.
The vanadium bond details in orthorhombic and monoclinic layers are quite 
different. The orthorhombic phase shows little difference from the room temperature 
environment, or from the e’-Lio.55V205 orthorhombic environment at 50K. The 
monoclinic phase is much more distorted than the orthorhombic, to take up internal 
strain, and has longer vanadium-oxygen bonds. In comparison with the environment in 
monoclinic layers of e’-Lio.55V205 at 50K, vanadium-oxygen bond lengths are similar, 
but longer in the x -  0.64 compound.
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Figure 4.30 -  X-ray diffraction data collected at 50K on Lio.s^Os, at BM1B, ESRF, 
refined as a mixture o f  orthorhombic and monoclinic phases; intensity as a function o f
2A
X-RAY DATA
x2 Rp Rwp Rb
3.81 0.0655 0.0843 0.0553
Orthorhombic (Weight fraction 78.1(1))
Space Group Lattice Parameters/A
a b c
Pmmn
11.39291(9) 3.55740(2) 4.48192(4)
a 3 7
90 90 90
Atom X y z Frac.
VI 0.10383(38) 0.75 0.5999(12) 1
02 0.10362(76) 0.75 0.9753(15) 1
03 0.06503(52) 0.25 0.5295(32) 1
0 4 0.25 0.75 0.4548(18) 1
Li5 0.25 0.25 0.1616 0.64
Atom Anisotropic Thermal Factors x 1()0/A2
B ll B22 B33 B12 B13 B23
VI 4.74(18) 4.74(18) 4.74(18) 0 0 0
02 3.99(69) 3.99(69) 3.99(69) 0 0 0
03 5.34(92) 5.34(92) 5.34(92) 0 0 0
04 1.55(13) 1.55(13) 1.55(13) 0 0 0
Li5 1 1 1 0 0 0
185
Chapter Four: Synthesis & Structure of Lithium Vanadates
Monoclinic (Weight fraction 21.9(5))
Space Group Lattice Parameters/A
a b c
P2i/m
4.48418(14) 11.39249(13) 3.55677(17)
a & Y
90 91 .8598(34) 90
Atom X y z Frac.
VI 0.3755(15) 0.60487(58) 0.2534(19) 1
02 0.1031(30) 0.6828(12) -0.0171(33) 1
03 0.3341(45) 0.09127(86) 0.2845(33) 1
04 0.4931(51) 0.25 0.7804(40) 1
Li5 0.1616 0.25 0.25 0.64
Atom Anisotropic Thermal Factors x V30/;i 2
B ll B22 B33 B12 B13 B23
VI 4.38(19) 4.38(19) 4.38(19) 0 0 0
02 1.40(16) 1.40(16) 1.40(16) 0 0 0
03 5.25(29) 5.25(29) 5.25(29) 0 0 0
04 2.53(28) 2.53(28) 2.53(28) 0 0 0
Li5 1 1 1 0 0 0
Table 4.35 -  Crystallographic data obtainedfrom refinement o f 50Kx-ray diffraction 
data collected at ESRF on Lioj^Os.
4,6,3 Lio.64^ 2^ 5 Q& 30K
Refinement as a mixture of orthorhombic and monoclinic phases again gives the best fit 
to the x-ray diffraction data collected at 30K. Refined data is shown in figure 4.31, and 
details given in table 4.36. The mixture of phases was determined to be 56.5(14)% 
orthorhombic and 43.6(11)% monoclinic at this temperature: the monoclinic 
contribution has doubled between 50K and 3OK. Microstructure coefficients for the 
orthorhombic layers show an increase in coefficients for size effects along the a and b 
axes and in the be plane, with a decrease along the c-axis compared to values at 5 OK. 
Monoclinic layers show a large overall decrease in coefficients for size effects, 
noticeably along the c-axis, indicating reduced strain in the structure. This is supported 
by the decrease in puckering angle from approximately 23° to 6.15°. There is an 
increase in puckering angle for the orthorhombic layers however, from approximately 
2° at 50K to 5.52° at 30K. The puckering angles for both types of layers are closer in 
value at 30K, suggesting strain in the layers is similar in contrast to the situation at 50K 
where the monoclinic layers were highly distorted to take most of the internal strain.
At 3OK there are additional, weak reflections present in the x-ray diffraction 
data, which are assigned to charge ordering of vanadium. It is likely that the relaxation
186
Chapter Four: Synthesis & Structure of Lithium Vanadates
of monoclinic layers at this temperature is linked to the occurrence of charge ordering, 
supporting the earlier postulation that charge ordering is at least partially driven by the 
need to relieve internal strain.
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15000-
10000-
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— Y -Yobs calc
Bragg Peaks
Extra,
reflections
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Figure 4.31 -  X-ray diffraction collected at 30K on U 0.6 4V2O5 at BM1B, ESRF:
intensity as a function o f 2 1%
X-RAY DATA
x 2 Rp Rwp Rb
22.9 0.0692 0.0937 0.0613
Orthorhombic (Weight fraction 56.5(14))
Space Group Lattice Parameters/J L
a b c
Pmmn
11.39416(11) 3.55676(3) 4.48147(5)
a 3 y
90 90 90
Atom X y z Frac.
VI 0.09924(33) 0 . 7 5 0.6086(13) 1
02 0.11669(83) 0 . 7 5 0.9630(31) 1
03 0.07373(67) 0.25 0.49700(31) 1
0 4 0.25 0.75 0.4633(31) 1
Li5 0.25 0.25 0.1616 0.64
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Atom Anisotropic Thermal Factors x 1()o/AT
Bll B22 B33 B12 B13 B23
VI 4.89(15) 4.89(15) 4.89(15) 0 0 0
02 3.8(11) 3.8(11) 3.8(11) 0 0 0
03 5.0(19) 5.0(19) 5.0(19) 0 0 0
04 3.5(12) 3.5(12) 3.5(12) 0 0 0
Li5 1 1 1 0 0 0
Monoclinic (Weight fraction 43.6( 11))
Space Group Lattice Parameters/A
a b c
P2i/m
4.48232(9) 11.39186(18) 3.55999(6)
a 0 7
90 92.08088(18) 90
Atom X y z Frac.
VI 0.3880(11) 0.60070(54) 0.2537(14) 1
02 0.0407(29) 0.6101(17) 0.2127(53) 1
03 0.4592(33) 0.0686(18) 0.2622(34) 1
0 4 0.5181(38) 0.25 0.7835(42) 1
Li5 0.1616 0.25 0.25 0.64
Atom Anisotropic Thermal Factors x 100/;K2
Bll B22 B33 B12 B13 B23
VI 4.25(21) 4.25(21) 4.25(21) 0 0 0
02 1.60(35) 1.60(35) 1.60(35) 0 0 0
03 1.41(36) 1.41(36) 1.41(36) 0 0 0
04 3.5(18) 3.5(18) 3.5(18) 0 0 0
Li5 1 1 1 0 0 0
Table 4.36 -  Crystallographic data obtainedfrom refinement o f x-ray diffraction data
collected at 3OK on U 0.6 4V2O5 at BM1B, ESRF.
The structure of monoclinic layers is shown in figure 4.32, and the vanadium 
environment is described in table 4.37.
Figure 4.32 -  Monoclinic layers in e ’-Lio.M^Os at 30K.
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Monoclinic, P2i/m
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angler
V-02 1.56(1) 0 3 /0 3 ’-V -03” 76.98(7)/74.84(6)
V-04 1.76(2) 0 3 /0 3 ’-V-04 90.94(12)/100.26(11)
V-03 2.02(1) 0 3 /0 3 ’-V-02 107.32(9)/115.50(7)
V -03’ 1.87(2) 0 3 ”-V-02 103.36(8)
V -03” 1.96(1) 04-V -02 99.61(8)
V-Vl 3.11(1) V-03-VI 103.02(7)
V-V2 3.56(1) V-03-V2 132.82(9)
V-V2* 3.40(1) V-04-V2’ 150.62(7)
Puckering angle 6.15(1)
Table 4.37 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium
distances for sl-Lio.MViOs x-ray diffraction data at 30K.
Monoclinic layers at 30K contain a regular VO5 square pyramids when compared to 
those at 50K; the range of bond angles is smaller, and angles are closer to the values 
observed in the orthorhombic layers at this temperature. Bond lengths are shorter at 30K 
than 5 OK, and comparable to those seen in the orthorhombic layers.
The x2 value here is quite high, much higher than at 50K, due to the presence of
extra peaks in the pattern at this temperature, some of which are shown in figure 4.33:
1800 n
50K
30K1600- main
peaks
1400-
1200 - extra
peaks
8 0 0 -
6 0 0 -
4 0 0 -
5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5
2i3
Figure 4.33 -  X-ray diffraction data for Lio^V2O 5 at 50K (blue) and 30K (red) showing 
extra peaks present at the lower temperature.
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The extra peaks can be indexed with a modulation vector from the orthorhombic or 
monoclinic layers. Neither gives a perfect fit, but the fit from monoclinic cell 
parameters is slightly better than that from orthorhombic. The modulation wave vector, 
q30 may be written as:
q30 = 0.4545a* + 0.1545b* + 0.4216c* 
which allows all satellite reflections to be indexed as (h, k, /, m) in table 4.38, according 
to equation 4.4.
h k / n D*(cal) D*(obs) 2fl(cal) 2'0(obs) 2^(obs-cal)
1 1 0 1 0.1826 0.1878 5.2280 5.3759 0.1479
1 -1 0 1 0.1952 0.1965 5.5891 5.6266 0.0375
1 0 1 1 0.2071 0.2066 5.9303 5.9168 -0.0135
1 1 1 1 0.2196 0.2146 6.2879 6.1449 -0.1430
1 -2 0 1 0.2522 0.2482 7.2228 7.1097 -0.1131
1 -2 1 1 0.2801 0.2799 8.0243 8.0178 -0.0065
1 3 0 1 0.3004 0.3003 8.6050 8.6023 -0.0027
3 1 1 0.3129 0.3129 8.9660 8.9660 0.0000
1 -3 0 1 0.3233 0.3164 9.2626 9.0648 -0.1978
1 3 1 1 0.3242 0.3239 9.2887 9.2799 -0.0089
2 1 0 1 0.3683 0.3745 10.5566 10.7351 0.1785
2 2 0 1 0.3954 0.3938 11.3372 11.2901 -0.0471
2 -1 1 1 0.3998 0.4037 11.4621 11.5751 0.1130
2 -2 1 1 0.4305 0.4309 12.3457 12.3561 0.0104
2 3 0 1 0.4388 0.4324 12.5840 12.4016 -0.1824
2 -3 0 1 0.4548 0.4521 13.0444 12.9668 -0.0776
2 3 1 1 0.4604 0.4655 13.2063 13.3549 0.1486
2 -3 1 1 0.4756 0.4747 13.6461 13.6185 -0.0276
1 3 -1 1 0.4831 0.4870 13.8613 13.9742 0.1130
2 4 0 1 0.4940 0.4991 14.1766 14.3229 0.1462
1 -3 -1 1 0.4977 0.5037 14.2813 14.4568 0.1755
2 4 1 1 0.5133 0.5108 14.7330 14.6605 -0.0724
Table 4.38- Weak satellite peaks from vanadium superstructure, modulation vector 
(0.4545, 0.1545, 0.4216), R-factor = 10.75%.
The changes in atom separation and bond angles within monoclinic layers between 50K 
and 30K, tending back towards room temperature values at 30K where there is charge 
ordering, indicate the relieving of strain firstly by transformation to a monoclinic 
structure and secondly by a transformation within the monoclinic structure linked to 
charge ordering, beginning at around 50K and completed by 30K.
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4.6.4 U omVi Os at 5K
Neutron diffraction data collected at 5K was refined as a mixture of orthorhombic and 
monoclinic phases, using the 30K structures as a starting model. Refined data is shown 
in figure 4.34, and structural details given in table 4.39. The composition of the phase 
mixture was determined as 70.9(12)% orthorhombic and 29.1(8)% monoclinic.
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Figure 4.34 -  Refined neutron data from HRPD at 4-5K  on Z/o.64 V2O5: intensity as a
function o f time-of-flight.
NEUTRON DATA
x2 Rp 0.£
cc Rb
6.454 0.0289 0.0339 0.1006
Orthorhombic (Weight fraction 70.9(12))
Space Group Lattice Parameters/i
a b c
Pmmn
11.41275(20) 3.55998(6) 4.47077(11)
a P Y
90 90 90
Atom X y z Frac.
VI 0.09924 0.75 0.60860 1
02 0.11628(31) 0.75 0.9553(9) 1
03 0.07178(26) 0.25 0.4978(14) 1
04 0.25 0.75 0.4866(17) 1
Li5 0.25 0.25 0.1783(30) 0.64
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Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 2.50(26) 2.50(26) 2.50(26) 0 0 0
03 3.79(25) 3.79(25) 3.79(25) 0 0 0
04 4.84(45) 4.84(45) 4.84(45) 0 0 0
Li5 12.2(9) 12.2(9) 12.2(9) 0 0 0
Monoc inic (Weight fraction 29.1(8))
Space Group Lattice Parameters/A
a b c
P2i/m
4.4669(5) 11.41224(21) 3.56218(27)
a B y
90 90.367(9) 90
Atom X y z Frac.
VI 0.38799 0.60070 0.25371 1
02 -0.0039(33) 0.6024(7) 0.2553(28) 1
03 0.5486(31) 0.0724(5) 0.2066(37) 1
04 0.4831(45) 0.25 0.7398(71) 1
Li5 0.174(13) 0.25 0.233(19) 0.64
Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 1.21(28) 1.21(28) 1.21(28) 0 0 0
03 5.0(8) 5.0(8) 5.0(8) 0 0 0
04 1.96(62) 1.96(62) 1.96(62) 0 0 0
Li5 15.0(6) 15.0(6) 15.0(6) 0 0 0
Table 4.39 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal 
parameters obtained by least squares refinement o f neutron diffraction data collected at
4-5Kfor £'-Li0.6 4 V2O5.
The lithium environment in both orthorhombic and monoclinic layers is very similar to 
that observed at room temperature: eight-fold coordination by oxygen in a bicapped 
trigonal prismatic arrangement. Average lithium-oxygen distances are the same in the 
orthorhombic layers as that at room temperature, but are slightly longer in the 
monoclinic layer. Table 4.40 gives the interatomic distances for comparison.
Li-O Pmmn Separation/A Li-O P2j/m Separation/A
2 x Li-04 2.25(1) 2 x Li-04 2.27(2), 2.24(2)
2 x Li-03 2.49(2) 2 x Li-03 2.63(1)
4 x Li-02 2.55(1) 4 x Li-02 2.54(1) x 2, 2.60(1) x 2
Average 2.46 Average 2.51
Table 4.40 -  Lithium-oxygen separations in s'-Lio^VzOs.
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The relatively high value of %2 for refinement of these data may be explained by 
the presence of extra, weaker, peaks at 5K. As previously discussed, this is believed to 
be indicative of ordering of lithium ions, but again there is no satisfactory 
commensurate supercell which will account for all the extra peaks. Satellite peaks may 
be indexed in either the monoclinic or orthorhombic systems to give very similar 
modulation vectors, allowing for the necessary interchange of axes:
q 5orthorhombfc = 0.0910b* + VzC* 
allowing all peaks to be indexed {table 4.41) according to equation 4.4.
h k / n D*(cal) D*(obs) D*(obs-cal)
4 1 -1 1 0.5483 0.5517 0.0034
3 1 -1 1 0.4969 0.4971 0.0002
1 -1 -1 1 0.4628 0.4676 0.0048
1 -1 -1 1 0.4628 0.4635 0.0107
2 1 -1 1 0.4566 0.4535 -0.0031
3 0 -1 1 0.4270 0.4309 0.0039
3 0 -1 1 0.4270 0.4274 0.0004
Table 4.41 -  Weak satellite peaks from lithium ordered superstructure, modulation 
vector (0.0000, 0.0910, 0.5000), R-factor = 2.22%.
q  monoclinic 14a* + 0.0830c*
allowing all peaks to be indexed {table 4.42) according to equation 4.4.
h k I n D*(cal) D*(obs) D*(obs-cal)
-1 4 1 1 0.5484 0.5517 0.0033
-1 3 1 1 0.4970 0.4971 0.0001
-1 1 -1 1 0.4628 0.4676 0.0048
-1 1 -1 1 0.4628 0.4635 0.0007
1 4 1 1 0.4495 0.4535 -0.0040
-1 3 0 1 0.4272 0.4309 0.0037
-1 3 0 1 0.4272 0.4274 0.0002
Table 4.42 — Weak satellite peaks from lithium ordered superstructure, modulation 
vector (0.5000, 0.0000, 0.0830), R-factor = 2.05%.
It can be seen from these modulation vectors that there is almost a commensurate 
supercell possible: (002) in the orthorhombic system, or (200) in the monoclinic. In 
either system, this would mean a doubling along the axis of layer spacing; in other 
words, a doubled cell height, as is observed in the delta phases reviewed in chapter one. 
However, doubling of the unit cell height observed in the 8-phases is attributed to a shift 
of vanadium oxide layers by half the unit cell width, along that axis, rather than 
ordering of lithium [20, 27,28].
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4.7 Li0.72V2O5
Refinements of x-ray diffraction data as solely e’-Lio.72V205 were unsatisfactory, as 
major peaks were left unmatched. These peaks can be matched to the 8-phase, however, 
the 8-phase alone also leaves unmatched peaks. Refinement of the x-ray diffraction data 
as a mixture of a slightly distorted e- and 8-phases in the space groups Pmn2i and 
Cmcm [27, 28] respectively, gave good results. Refined data are shown in figures 4.35- 
36 and results are described in tables 4.43-44. The phase mixture was determined to be 
92.1(14)% e’-Lio^V^Os, and 7.9(13)% 8-Lio.72V2C>5 from x-ray diffraction data. 
Lithium content was determined to be 0.72(1) from refinement of the fractional 
occupancy of lithium atoms, confirmed by magnetic susceptibility measurements.
Refinement of neutron diffraction data for Lio.72V20s using the usual Pmmn 
space group for the e’-phase gave %2 ~ 8, due to intensity and peak shape problems. A 
drop in symmetry to Pmn2i allows an extra degree of freedom along the cell depth axis; 
the vanadium and oxygen atoms now occupy (x, y , z) positions, and oxygen and lithium 
atoms that are constrained respectively to 2a (0 , 0, z) and 2b (0, %, z) positions in 
Pmmn, are transformed to the 2a (0, y, z) position in Pmn2i. For vanadium and oxygen 
atoms there is a small shift, within error bars of the constrained value, but there is a 
larger shift in lithium position, along the previously constrained z-axis, leading to less 
intensity problems, as shown in figure 4.36, and a reduced %2 ~ 2, as described in table 
4.44. X-ray diffraction data has a smaller improvement in %2 when symmetry is lowered 
to Pmn2i; since the lithium position shows the most significant shift and x-ray data for 
this compound will be dominated by the position of vanadium atoms, this is not 
surprising.
Microstructure effects show an overall decrease in size effect coefficients for 
both phases compared with the jc  = 0.64 composition, particularly in the be plane. 
Between phases, there is an increase in coefficients for the be plane and the axis 
corresponding to cell depth (c for e’, a for 8). Strain coefficients show an increase for 
the e’-phase compared with those of the lower lithium content jc  = 0.64 composition.
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Figure 4.35 -  X-ray diffraction data for Lio. 72V2O5 collected at BM1B, ESRF, refined as 
orthorhombic phases in Pmn2 j and Cmcm space groups: intensity as a function of 2d.
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Figure 4.36 -  Neutron data from HRPD on Lioj2V20s refined as Pmn2j and Cmcm 
space group phases: intensity as a function o f time-offlight.
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X-RAY DATA
x 2 Rp Rwp Rb
5.89 0.0605 0.0766 0.0938
e,-Lio.72V20 5 (Weig it fraction 92.1(14))
Space Group Lattice Parameters/A
a b c
Pmn2i
11.37106(9) 4.53240(4) 3.56688(2)
a P Y
90 90 90
Atom X y z Frac.
VI 0.15141(22) 0.10847(63) 0 1
0 2 0.13431(41) 0.4542(15) 0.9458(40) 1
03 0.17483(58) -0.0139(12) 0.5088(37) 1
0 4 0 -0.0395(19) 1.0481(52) 1
Li5 0.5 0.258 1.102 0.72
Atom Anisotropic Thermal Factors x 100/A2
Bll B22 B33 B12 B13 B23
VI 3.83(11) 3.83(11) 3.83(11) 0 0 0
02 2.61(53) 2.61(53) 2.61(53) 0 0 0
03 2.02(76) 2.02(76) 2.02(76) 0 0 0
04 2.41(93) 2.41(93) 2.41(93) 0 0 0
Li5 1 1 1 0 0 0
6-Lio.72V20 5 (Weight fraction 7.9(13))
Space Group Lattice Parameters/A
a b c
Cmcm
3.60082(3) 9.90616(13) 11.23564(11)
a P Y
90 90 90
Atom X y z Frac.
VI 0 0.20224(37) 0.39458(28) 1
02 0 0.04180(92) 0.37196(73) 1
03 0 0.24445(77) 0.57034(59) 1
0 4 0 0.2976(15) 0.25 1
Li5 0.5 0.399 0.25 0.72
Atom Anisotropic Thermal Factors x 10o/A2
Bll B22 B33 B12 B13 B23
VI 1.82(11) 1.82(11) 1.82(11) 0 0 0
02 1.39(13) 1.39(13) 1.39(13) 0 0 0
03 1.31(28) 1.31(28) 1.31(28) 0 0 0
04 2.7(13) 2.7(13) 2.7(13) 0 0 0
Li5 1 1 1 0 0 0
Table 4.43 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal
parameters obtained by least squares refinement ofx-ray diffraction data fo r  Lioj2 V2 0 5
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NEUTRON DATA
I 2 Rp Rwp Rb
2.328 0.0408 0.0490 0.0999
e’-Li0.7 2 V2O 5 (Weight fraction 91.5(19))
Space Group Lattice Parameters/A
a b c
Pmn2i
11.39058(15) 4.52591(15) 3.56727(6)
a B y
90 90 90
Atom X y z Frac.
VI 0.15141 0.10847 0 1
02 0.13670(13) 0.5310(12) 0.995(26) 1
03 0.17586(16) 0.0089(13) 0.508(26) 1
04 0 -0.0060(19) 0.989(27) 1
Li5 0.5 0.258(6) 1.102(26) 0.72(1)
Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 5.75(13) 5.75(13) 5.75(13) 0 0 0
03 2.51(9) 2.51(9) 2.51(9) 0 0 0
04 1.48(10) 2.75(23) 2.78(25) 0 0 0
Li5 13.71(90) 13.71(90) 13.71(90) 0 0 0
8-Lio.72V205 (Weight fraction 8.5(8))
Space Group I .attice Parameters/A
a b C
Cmcm
3.60213(16) 9.90821(14) 11.23799(10)
a 0 Y
90 90 90
Atom X y z Frac.
VI 0 0.20224 0.39458 1
02 0 0.0443(11) 0.3723(15) 1
03 0 0.2447(16) 0.5721(19) 1
04 0 0.2848(12) 0.25 1
Li5 0.5 0.399(7) 0.25 0.72(1)
Atom Anisotropic Thermal Factors x 100/A2
Ull U22 U33 U12 U13 U23
VI 2.5 2.5 2.5 0 0 0
02 2.73(8) 0.55(11) 0.91(6) 0 0.65(14) 0
03 2.80(31) 2.75(18) 0.77(3) 0 1.53(12) 0
04 1.16(9) 0.73(4) 0.05(7) -0.03(2) 0.04(7) -0.10(9)
Li5 12.08(23) 12.08(23) 12.08(23) 0 0 0
Table 4.44 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal
parameters obtained by least squares refinement o f  neutron diffraction data fo r
Lio. 72 V2O5
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The vanadium environment of £’-Lio.72V205 is described in table 4.45. Vanadium- 
oxygen bond lengths are similar to those in e ’-Lio.6 4 V2 0 5 , the average vanadium-oxygen 
distance is slightly longer, but vanadium-vanadium distances remain almost unchanged 
with increased lithium content. Bond angles for the x = 0.72 compound have a greater 
range of values than lower lithium content compounds: in particular, the puckering 
angle has increased from approximately 5° to 8.64°, indicative of the greater distortion
in the structure with increased lithium content.
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.59(1) 0 3 /0 3 ’-V -03” 79.11(8)/77.77(7)
V-04 1.86(3) 0 3 /0 3 ’-V-04 96.45(5 )/86.38(3)
V-03 1.86(3) 0 3 /0 3 ’-V-02 101.36(3)/114.66(2)
V -03’ 1.92(2) 0 3 ” -V-02 109.28(2)
V -03” 2.02(2) 04-V -02 104.70(3)
V-Vl 3.03(1) V-03-VI 102.59(4)
V-V2 3.57(1) V-03-V2 141.92(4)
V-V2’ 3.44(1) V-04-V2’ 136.21(6)
Puckering angle 8.64(1)
Table 4.45 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances for F-Lio 72 V2O5 x-ray diffraction data.
Lithium ions in e ’-Lio.72V205 are in the same type of eight-fold coordination by oxygen 
atoms as has been previously observed in lower lithium content phases. The shift in 
lithium position in this composition has an effect on the lithium-oxygen separations as 
shown in table 4.46. Two of the oxygen atoms surrounding the lithium ion are now so 
far removed that the ion could almost be considered to be six-coordinated, as shown in 
figure 4.37. If the two longest lithium-oxygen bonds are not included in calculation of 
the average lithium-oxygen distance there is a larger decrease to 2.26A.
Figure 4.37 -  Lithium environment in H 0.7 2V2 O5 Pmn2j phase, from neutron diffraction
data.
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Li-O Separation/A
2 x Li-04 1.79(3), 2.47(4)
2 x Li-03 2.36(1)
4 x Li-02 2.30(1) x 2, 2.83(1) x 2
Average 2.41
Table 4.46 -  Lithium-oxygen separations in £f-Lio72 V2 0 5 .
The structure of 8 -Lio.7 2 V2 0 5  {figure 4.38) shows very small differences in atom 
position and lattice constant compared with the structure published by Cava et al. [27, 
28]. There is a shift o f %  along [100] resulting in a doubling of the cell height, b.
Figure 4.38 -  Structure o f d-Lio.7 2 V2 0 5 from refinement o f diffraction data.
The vanadium site is shown in more detail in figure 4.39, and described in table 4.47. It 
would be expected that increased lithium content leading to increased reduction of 
vanadium would result in an increased vanadium-oxygen bond length, yet the average 
bond length for 8 -L0 .7 2 V2 O5 is 1 .8 7 A , slightly longer than the 1 .8 5 A  average bond 
length in 8 -LiV2 0 5  [ 2 7 ,  2 8 ]  and e ’-Lio.7 2 V2 0 5 . The nearest-neighbour vanadium 
distance is longer, while the next-nearest distance is shorter in this compound than in 8 - 
LiV2 0 5 . Bond angles also differ from those previously reported, and the puckering 
angle of 1 6 .6 5 °  is significantly larger in 8 -Lio.7 2 V2 0 5  than the 1 1 .1 4 °  calculated for 8 - 
LiV2 0 5 i this is unexpected, as increased lithium content is expected to cause increased 
puckering in the layers.
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Figure 4.39 -  Vanadium environment in S-Lio.72V20s from x-ray diffraction data.
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.61(3) 0 3 /0 3 ’-V -03” 75.04(9)
V-04 1 .8 8 (2 ) 0 3 /0 3 ’-V-04 92.25(8)
V-03 1.92(1) 0 3 /0 3 ’-V-02 107.73(3)
V -03’ 1.92(1) 0 3 ” -V-02 111.04(3)
V -03” 2 .0 2 (2 ) 04-V -02 111.10(5)
V-Vl 3 . 1 2 ( 1 ) V-03-V1 104.96(7)
V-V2 3.60(1) V-03-V2 136.79(6)
V-V2’ 3.25(1) V-04-V2’ 119.64(6)
Puckering angle 16.65(1)
Table 4.47 -  Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances for S-Lioj2 V2 0 5 from refinement o f x-ray diffraction data.
The shift along { 1 0 0 }  in the 8 -phase allows more favourable six-fold coordination of 
lithium ions by oxygen, as shown in figure 4.40. The average lithium-oxygen distance 
has decreased to 2 .1 7 A ,  close to the ideal value for octahedral coordination of lithium 
( 2 .1 4 A  [ 1 2 ] ) ,  making this a favourable site, much more stable than the cuboctahedral 
site available in the e- and e ’- phases. The distances here are similar to those for the 
published S-LiV^Os phase, although the average distance is slightly shorter in the x -
0 .7 2  compound.
Figure 4.40 -  Lithium environment in 5-Lio.72V205,from refinement of neutron
diffraction data.
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Li-O Separation/A
2 x Li-04 2.06(2)
2 x Li-03 2.47(1)
2 x Li-02 1.97(1)
Average 2.17
Table 4.48 -  Lithium-oxygen separations in S-Lio 72 V2 O5 .
4.8 L1 0 .9 5 V2 O5
Li0 .9 5 V2 O5, like Lio.7 2 V2 0 5 , was found to consist of a mixture of £’- and 8 -phases, in the 
proportions 5.9(5)% £’- and 94.1(12)% 8 -Lio.9 5 V2 0 5 . Refined data are shown in figure 
4.41 and described in table 4.49. Microstructure coefficients show an overall increase in 
coefficients for size effects compared with the values obtained for the x -  0.72 phases. 
The small amount of £’-phase present at the higher x -  0.95 composition is very 
strained, size coefficients having increased by approximately a factor of ten. There is an 
increase in the size coefficients for 8 -Lio.9 sV2 0 5  in comparison with 8 -Lio.7 2 V2 0 s, 
however, overall the coefficients correspond to a much less strained structure than the £’ 
phase at this high lithium content composition.
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Figure 4.41 -  Refined x-ray diffraction data for L i o . 9 5  V 2 O 5  as Pmmn and Cmcm phases: 
intensity as a function o f 2  ft. Inset is enlargement o f 8 - 1 0 ° showing anisotropic
broadening.
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X-RAY DATA
x2 Rp R\vp Rb
9.33 0.0820 0.1040 0.0925
e ’-Lio.9 5 V2 0 5  (Weight fraction 5.9(5))
Space Group Lattice Parameters/A
a b c
Pmmn
11.37725(26) 3.56585(7) 4.52431(18)
a 3 Y
90 90 90
Atom X y z Frac.
VI 0.1031(12) 0.75 0.6355(42) 1
0 2 0.1200(17) 0.75 0.9711(48) 1
03 0.0585(19) 0.25 0.5165(61) 1
04 0.25 0.75 0.4739(72) 1
Li5 0.25 0.25 0.1616 0.95
Atom Anisotropic Thermal Factors x 100/A2
Bll B22 B33 B12 B13 B23
VI 2.02(19) 2.02(19) 2.02(19) 0 0 0
0 2 8.4(16) 8.4(16) 8.4(16) 0 0 0
03 22.5(48) 22.5(48) 22.5(48) 0 0 0
0 4 21.1(34) 21.1(34) 21.1(34) 0 0 0
Li5 1 1 1 0 0 0
8 -Lio.9 5 V2 0 5  (Weight fraction 94.1(12))
Spa<ce Group Lattice Parameters/A
a b c
(
3.60067(4) 9.90578(14) 11.23687(13)
Hmcm a p Y
90 90 90
Atom X y z Frac.
VI 0 0.20559(18) 0.40200(17) 1
0 2 0 0.04314(58) 0.37447(45) 1
03 0 0.24307(68) 0.58971(59) 1
0 4 0 0.28954(91) 0.25 1
Li5 0.5 0.3994 0.25 0.95
Atom Anisotropic Thermal Factors x 1010/A2
Bll B22 B33 B12 B13 B23
VI 4.80(17) 4.80(17) 4.80(17) 0 0 0
0 2 1.36(87) 1.36(87) 1.36(87) 0 0 0
03 1.20(84) 1.20(84) 1.20(84) 0 0 0
04 3.71(19) 3.71(19) 3.71(19) 0 0 0
Li5 1 1 1 0 0 0
Table 4.49 -  Crystallographic data, goodness-of-fit factors and anisotropic thermal
parameters obtained by least squares refinement o f  x-ray diffraction data fo r  Li0.95V2O 5.
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The structure of e’-Lio^V^Os does not differ significantly from lower lithium content 
phases, although the reversion to Pmmn from the lower symmetry Pmn2i space group 
required in e’-Lio.72V205 is noteworthy. This may be due to the small percentage of the 
e’-phase present: the difference between the space groups in refinement of the x-ray 
data is very small, as the lithium is drowned out by the heavier vanadium atom position, 
which does not change much between Pmmn and Pmn2i in this case.
The vanadium environment in e’-Lio.95V205, described in table 4.50, is similar 
but has a much smaller puckering angle than was observed in the lower lithium content 
e’-phases.
Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.53(1) 03/03’-V-03” 69.87(7)
V-04 1.82(2) 03/03’-V-04 97.43(8)
V-03 1.93(1) 03/03’-V-02 108.04(7)
V-03’ 1.93(1) 03”-V-02 117.73(3)
V-03” 1.96(2) 04-V-02 106.42(7)
V-Vl 3.19(1) V-03-VI 110.13(6)
V-V2 3.57(1) V-03-V2 134.92(5)
V-V2’ 3.34(1) V-04-V2’ 132.73(5)
Puckering angle 1.42<:i)
Table 4.50 — Vanadium-oxygen bond lengths and angles and vanadium-vanadium 
distances for £,-Lio.95V2 0 s x-ray diffraction data.
The structure of 8-Lio.95V20s is similar to that of 8-Lio.72V20s in terms of lattice 
parameters and atom positions. Bond values given in table 4.51 are more revealing of 
structural differences with increased lithium content. The average bond length, 1.88A is 
slightly longer than that in the x -  0.72 compound, which is consistent with a higher 
lithium content causing more reduction of vanadium and therefore longer bonds. 
Vanadium-vanadium distances have changed to be more like those reported for 8- 
LiV205, and those observed in e’-phases with a decrease in the nearest-neighbour 
distance and an increase in the next-nearest neighbour distance. Puckering angle has 
also decreased and is now between the value observed for the x -  0.72 compound and 
that of the reported x -  1 compound.
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Bond Lengths Bond Angles
Bond Bond Length/A Atoms Angle/0
V-02 1.64(1) 0 3 /0 3 ’-V -03” 84.49(5)
V-04 1.90(1) 0 3 /0 3 ’-V-04 85.75(3)
V-03 1.87(2) 0 3 /0 3 ’-V-02 106.02(2)
V -03’ 1.87(1) 0 3 ” -V-02 1 1 0 .8 6 (2 )
V -03” 2.14(2) 0 4 -V-02 105.08(4)
V-Vl 2.98(1) V-03-V1 95.51(6)
V-V2 3.60(1) V-03-V2 147.95(4)
V-V2* 3.42(1) V-04-V2’ 128.08(3)
Puckering angle 13.75(1)
Table 4.51 -  Vanadium -oxygen bond  lengths a n d  angles a n d  vanadium -vanadium  
distances fo r  S - L i o . 9 5  V 2 O 5  x-ray  diffraction data.
4.9 General Trends
layer
spacing
cell depth
cell width
F igure 4.42 -  D efinition o f  cell width, cell depth a n d  layer spacing fo r  purposes o f
discussion here.
To compare the change in the lattice parameters across the series in a meaningful way, 
it is necessary to allow for the differences in space group. Table 4.52  gives the room 
temperature lattice parameters in terms of the cell width, cell depth and layer spacing, 
which is the height of one layer of VO5 square pyramids. The changes in cell width and 
layer spacing are graphically represented for ease of comparison in fig u re s  4.43-44. Cell 
depth remains approximately unchanged across the series and therefore has not been 
plotted.
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X-RAY DATA
X X Space
Group
Cell width Cell depth Layer spacing
(X-LUV2O5
0.13 3.46 Pmn2i 11.500907(32) 3.5610144(93) 4.3661695(119)
0.33 4.06 Pmn2i 11.47257(37) 3.56320(6) 4.38606(23)
e-Li^V20 5
0.33 4.06 Pmmn 11.41518(5) 3.56233(2) 4.47584(2)
0.42 2.83 Pmmn 11.41269(3) 3.56203(1) 4.47989(2)
0.50 4.15 Pmmn 11.40585(3) 3.56048(1) 4.48859(2)
e '-U xV 2O s
0.55 4.77 Pmmn 11.39777(8) 3.56130(2) 4.50595(3)
0.64 5.40 Pmmn 11.39906(8) 3.56244(2) 4.51144(3)
0.72 5.89 Pmn2i 11.37106(9) 3.56688(2) 4.53240(2)
0.95 9.33 Pmmn 11.37725(26) 3.56585(7) 4.52431(18)
6 -LUV2O5
0.72 5.89 Cmcm 11.23564(11) 3.60082(3) 4.95308(13)
0.95 9.33 Cmcm 11.23687(13) 3.60067(4) 4.95289(14)
NEUTRON DATA
(X-LUV2O 5
0.13 1.917 Pmn2i 11.50329(5) 3.565455(15) 4.378288(27)
0.33 1.087 Pmn2i 11.4638(19) 3.5687(6) 4.3873(6)
e-Li*V20 5
0.33 1.087 Pmmn 11.4297(4) 3.56584(18) 4.48085(25)
0.42 5.881 Pmmn 11.42283(8) 3.564933(25) 4.48395(4)
0.50 1.107 Pmmn 11.42498(33) 3.56631(11) 4.48667(22)
£'-LiAV20 5
0.55 1.462 Pmmn 11.41026(13) 3.56409(6) 4.50454(12)
0.64 5.831 Pmmn 11.41364(17) 3.56401(5) 4.50052(7)
0.72 2.328 Pmn2i 11.39058(15) 3.56727(6) 4.52591(15)
0.95 4.06 Pmmn 11.372(15) 3.564(4) 4.515(5)
s-l u v 2o 5
0.72 2.238 Cmcm 11.23799(10) 3.60213(16) 4.954105(14)
0.95 4.06 Cmcm 11.24967(20) 3.60328(7) 4.9556415(27)
Table 4.52 -  Com parison o f  lattice param eters fo r  LixVzO 5 where 0 <x <1.
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cell width - x-ray 
cell w idth - neutron
11.2 -1------------------ .----------------- 1-------------------T----------------- T-------------------!----------------- 1------------------ 1------------------ >------------------1------------------ ,
0 0.1 0.2 0 3  0 4  0 5  0 6  0.7 0.8 0 9  1
lithium content, x
Figure 4.43 -  Variation o f cell width with lithium content by phase from neutron and x-
ray diffraction data.
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layer spacing - x-ray 
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0 0.1 0 2 0.3 0.4 0.5 0.6 0.7 0.8 0 9 1
lithium content, x
Figure 4.44 -  Variation o f layer spacing with lithium content by phase from neutron
and x-ray diffraction data.
From the graphs it is evident that there is a decrease in cell width and an increase in 
layer separation as more lithium is intercalated. This supports the conclusion drawn 
from earlier work that the insertion of more lithium between the layers leads to the 
increased layer spacing and decreased unit cell width.
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Table 4.53 gives the variation with lithium content o f average bond length and 
puckering angles. From these data, depicted in figure 4.45, it can be seen that within the 
a-, £- and e ’-phases there is an increase in puckering angle as more lithium is 
intercalated; in other words, distortion in the host lattice layers increases as more guest 
molecules are introduced.
X Phase Average V-O 
bond length/A
Puckering
angle/0
Average Li-O 
distance/A
Coordination 
number of lithium
0.13 a 1.82 4.05 1.96 4
0.33 a 1.79 10.43 2 . 0 0 4
0.33 £ 1.83 2.46 2.49 8
0.42 £ 1.82 2.84 2.47 8
0.50 £ 1.83 2 . 2 2 2.48 8
0.55 £ ' 1.83 4.80 2.46 8
0.64 £' 1.83 5.45 2.46 8
0.72 £' 1.85 8.64 2.41 8
0.95 £' 1.83 1.42 2.49 8
0.72 5 1.87 16.65 2.17 6
0.95 8 1 . 8 8 13.75 2.17 6
Table 4.53 -  Variation o f  vanadium-oxygen bond length, puckering angle, lithium- 
oxygen distance and coordination number with lithium content.
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Lithium C ontent, x
Figure 4.45 -  Variation o f puckering angle with lithium content.
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It is noteworthy that the e phase is less puckered than the a-phase: this may be 
accounted for by the change in lithium site from a four-coordinated site to a larger 
cuboctahedral eight-coordinated site, which, although less stable for lithium, causes less 
distortion to the host lattice layers. The puckering angle in e’-phases is comparable to 
that observed in the a-phases, and increases with lithium content up to the mixed e’/8- 
phase region, when shifting of the V2O5 layers along the cell depth axis occurs, forming 
a new site where lithium can be in its preferred six-coordinated state, with more 
favourable lithium-oxygen distances.
It seems that when the lithium content is low, it is energetically favourable to 
have a relatively unstable lithium site within less distorted host lattice layers; as the 
lithium content increases, there comes a point when the distortions in the host lattice are 
outweighed by the stability of the lithium site and the structure is thus driven ultimately 
towards a layer shift enabling more stable coordination of lithium.
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Chapter Five: Magnetic Susceptibility
5.1 Introduction
Lithium vanadates have been widely studied with respect to their structural phases and 
transitions [1-13]. However, there has been little research into the physical properties, 
specifically the magnetic properties. Furthermore, research has concentrated on 
stoichiometric LiV2C>5, rather than the series LLV2O5. Anderson carried out a study in 
1971 on y-LiV205 [14], and more recently a large body of work has been published on 
the comparative magnetic properties of the oxide bronzes MV2O5 where M represents 
an alkali or alkali earth metal [15-22]. Murphy et al. published their work on LLV2O5 in 
1979 [12], which briefly described the variation of magnetic susceptibility with 
temperature for a-Lio.iV205, e-Lio.5V2C>5, 8-LiV205 and y-LfV^Os. More recently 
Doumerc et al. [23] have published a comparison of the magnetic behaviour of 8- 
Lio.9V205 and y-Lio.9V20s, also touching on the variation of susceptibility with 
temperature in a-Lio.o3V205 and e-Lio.55V205 . Samples in this study were synthesised 
by both high temperature and electrochemical routes.
It has been shown that 8-L1V2O5 and y-LfV^Os have double-linear or zigzag 
chain structures [12, 16,23]. Both of these arrangements can be regarded as being quasi 
one-dimensional since each magnetic chain is isolated by nonmagnetic V5+Os chains. 
There has been no systematic study into how the variation of lithium content ( jc )  in 
LLV2O5 affects the magnetic properties, only general comparison between phases. We 
have, therefore, carried out such a study with investigation into the correlation of 
magnetic susceptibility with structural aspects. The general formula of this series is 
usefully written as LixV4+xV5+(2-X)05 . Long-range magnetic order is more likely to exist 
in these 3d1 systems compared with 4d* and 5dl transition metal oxides, due to 
increased localisation. Throughout the AxV2Os series there are interesting low 
dimensional spin configurations with limited insight into the factors that determine 
them, which will be provided by such a systematic study. The susceptibility curves can 
be grouped into sections based on their magnetic behaviour. These are discussed 
separately below and the lithium content refers to that determined from powder neutron 
diffraction (see §4) in all cases.
The spin-only magnetic moment was calculated using equation 5.1:
li\0 -  [4j(j + l)]x = 3x 
Uso =V3x
Equation 5.1 -  /Jso is spin-only magnetic moment; x  is lithium content.
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5.2 Low lithium content phases, LUV2 O5 , 0 < x  < 0.42
Low lithium content phases exhibit paramagnetic behaviour, as shown in figure 5.1 for 
phases x = 0.13, 0.33 and 0.42.
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Figure 5.1 -  Susceptibility as a function o f temperature for paramagnetic low lithium 
content phases field-cooled data collected at IT  (10000G) over the temperature range 
1.8-300K: U 0.1 3 V2 O5 shown in blue, U 0.3 3 V2O5 in red and H 0 .4 2 V2 O5 in green.
Diffraction data collected on Li0 .3 3 V 2 O5 and Li0 .4 2 V2 O 5 suggests the occurrence o f 
charge ordering of mixed valence vanadium ions, although from these susceptibility 
measurements there is no apparent magnetic ordering. This is probably due to the 
concentration of lithium ions being relatively low, and the spin concentration therefore 
quite weak.
The magnitude of magnetic susceptibility in this range increases with increasing 
lithium content as expected. The fit of the inverse magnetic susceptibility to the Curie - 
Weiss law with a small temperature independent paramagnetic (TIP) contribution, over 
the temperature range 70-300K, is shown in figure 5.2.It shows deviation from the 
Curie-Weiss law below approximately 50K, which is around three to four times the 
Weiss constant of between -11 to -16 (given with all other parameters in table 5.1). 
Such behaviour is typical in such systems. What is unusual is the lack o f ordering given 
the relatively high Weiss constants, which is assigned to the randomness of the system. 
The high Weiss constants clearly show strong antiferromagnetic interaction between the
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V4+ (d1) ions. However, their dilute nature does not, presumably, allow long-ranged 
correlations within the lattice to order them onto specific sites. The V4+ ions may also 
be bound to the Li+ potential, and therefore be affected by the randomness and mobility 
of the Li+ ions.
£T—« <DQi
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Figure 5.2 -  Inverse susceptibility as a function o f temperature fitted to the Curie-Weiss 
law with TIP for Lio.1 3 V 2 O  5 , (blue), L i o . 3 3 V 2 0 s  (red) and U 0 4 2 V 2 O 5  (green). Fits shown
in black.
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Lithium
content
X
Curie
constant
C
Weiss
constant
TIP term 
a/105
Spin-only
moment
Pcalc
Experimental
moment
P«
0.13 0.2628(32) -11.23(84) 5.42(10) 0.62 0.46
0.33 0.9822(35) -15.43(27) 4.01(11) 0.99 0.89
0.42 1.221(8) -16.00(51) 4.30(9) 1.12 0.99
Table 5.1 -  Results of Curie-Weiss with T.I.P. fit for 0 <x <0.42 over the temperature 
range 70-300K.The lithium content in column one is that determinedfrom neutron
diffraction data (see §4).
Murphy et al. reported a Weiss constant of approximately -17K for a-Lio.iV2C>5 [12], 
which is in the region of the values obtained here. There is good agreement between the 
theoretical spin-only magnetic moment, Pcaic, determined using the lithium composition 
obtained from the neutron diffraction data (see §4), and the experimental magnetic 
moment, Po, calculated from the magnetic susceptibility data, demonstrating the direct 
reduction of the vanadium ions with lithium intercalation.
5.3 Medium Lithium content phases, L l^ O s , 0.42 < x < 0.72
The value of x = 0.42 is an interesting threshold leading to more complex magnetic 
behaviour. The magnetic susceptibility can be fitted to the Curie-Weiss law with a TIP 
term at high temperature, followed by a distinct maximum in magnetic susceptibility 
between approximately 20-35K. The maxima vary in breadth and temperature, as 
exemplified by the susceptibility data shown in figure 5.3. The susceptibility is 
indicative of a low-dimensional system and various models have been investigated. At 
very low temperature, around 10-15K, there is a second turning point in the curve; this 
increase in susceptibility at low temperature has been observed in most low dimensional 
systems and accepted as a “Curie tail”, caused by the presence of paramagnetic 
impurities or breaks in the ordered chains of spins [16, 23].
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Figure 5.3 -  Susceptibility as a function o f temperature for LixV20s where 0.42 < x  <  
0.72 medium lithium content phases. Field-cooled data collected at IT (10000G) over 
the temperature range 1.8-300K: U 0 .5 0 V2 O5 shown in blue, H 0 .5 5 V2 O5  in red, U 0.6 4 V2 O5
in green and U0.72V2O5 in black.
Applying the Curie-Weiss law with a TIP contribution to these medium lithium content 
phases yields the fits shown in figure 5.4. The marked deviation from Curie-Weiss 
behaviour occurs below approximately 50K; that is the same temperature as the dilute 
systems, despite large increases in the Weiss constant. Fit parameters are given in table
5.2.
Lithium
content
jc
Curie
constant
C
Weiss
constant
TIP
term
a/105
Spin-only
moment
Peak
Exper’tal
moment
Mo
Tma*/K
0.50 1.558(6) -32.13(34) 0.58(6) 1 . 2 2 1 . 1 2 25.0
0.55 1.693(4) -42.91(22) 0.60(11) 1.28 1.16 27.5
0.64 1.455(3) -29.32(16) 7.4(8) 1.39 1.08 22.5
0.72 2.384(15) -102.29(75) 10.2(3) 1.47 1.38 35.0
Table 5.2 -  Results of Curie-Weiss with T.I.P. f it  for 0.42 <x <0.72 over the 
temperature range 70-300K.
The variation in magnetic behaviour in this region of lithium content is such that each 
compound will be discussed individually, but with the exception of U0.64V2O5, the 
increase in magnitude of the Weiss constant with lithium content that was noted for the 
low lithium content phases continues here, although the x = 0.64 is somewhat
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anomalous to the other compositions. Negative Weiss constants and maxima in 
susceptibility are indicative of antiferromagnetic exchange; if one-dimensional in nature 
due to the formation of chains, this exchange will be consistent with the Bonner-Fisher 
theory and no long-range magnetic order will exist at low temperature [ 1 2 ].
o
o
o
CM
Figure 5.4 -  Inverse susceptibility as a function of temperature, fitted to the Curie- 
Weiss law with TIPforLio.5oV2 0 5 , (blue), U 0 . 5 5 V 2 O 5  (red), U 0 .6 4 V2O 5 (green) and 
Li0j 2V2O5 (black). Fits are shown in the same colour as data.
216
Chapter Five: Magnetic Susceptibility
The question remains as to the origin of the maxima in the susceptibility for all 
compositions. It is obvious from the low temperature neutron diffraction that no long- 
range antiferromagnetic state is achieved. If the V4+ ions and, therefore, the spins in the 
system are randomly distributed the maxima could represent the freezing o f the 
moments into a spin glass state, which leads to a significant difference between the zero 
field cooled (ZFC) and field cooled (FC) measurements. However, figure 5.5 does not 
show such behaviour and thus the magnetic structure is more complex.
5.3.1 e-Lio.50 ViOs
Given the previous background of the AA^Os system (see §1), it is expected that 
charge ordering of vanadium ions is causing low-dimensional correlations at low 
temperature, which would be associated with the presence of a charge-ordered 
“supercell” below the characteristic temperature, 25K.
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Figure 5.5 -  Susceptibility data for Lio.5oV20s measured in zero field  cooled and field
cooled conditions.
Figure 5.6 shows two possible arrangements consistent with the x = 0.5 composition, 
that is a d 1d 1d()d0 d0 d0 d()d0 d1... (a) or a dM V M V ... (b) configuration. This would 
possibly offer an explanation for the maxima seen in the susceptibility, which cannot be 
accounted for in a random distribution scheme.
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a)
b)Figure 5.6 -  Potential supercells for H 0.5 0 V2O5 with rational ratio o f v : V  + o f 1:3, 
V4 +O5 square pyramids shown in blue, Vs*Os square pyramids shown in yellow, 
a) zigzag chain structure, b) double linear chain structure
High-resolution x-ray diffraction data (§4) has shown the presence of extra, weak 
reflections that increase in intensity as the sample is cooled. These were indexed using 
an incommensurately modulated cell. As these reflections are not seen in the neutron 
data, they are likely to originate from an ordering of vanadium producing a larger cell. 
It is, however, unexpected that these reflections index to an incommensurate cell for the 
stoichiometric x -  0.5 composition. One can conclude from this that the two supercells 
given in figure 5.6 do not represent significantly more stable structures. The fact that the 
system orders in an incommensurate structure results from an as yet undetermined, 
more complex arrangement of V4+ ions. Though, as with well-characterised 
compositions such as Y-UV2O5 and NaV205, the susceptibility still suggests a V4+ 
correlation down the 6 -axis, the nature of which can be investigated from fitting low­
dimensional models to the susceptibility. The Bonner-Fisher model describes the 
susceptibility as a function o f temperature for a uniform s = V2 linear Heisenberg chain. 
Figure 5.7 shows the fit to this model, along with others (described in §2), which 
clearly describes the behaviour well.
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Figure 5.7 -  Susceptibility as a function o f temperature for L i o .  5 0 V 2 O  5  fitted to low 
dimensional models: Bonner-Fisher model (blue), Heisenberg Dimer model (red) and
Alternating chain model (green).
The Heisenberg dimer and alternating chain models do not correspond to the 
experimentally determined susceptibility. The preferred Bonner-Fisher model implies 
the existence of one-dimensional linear chains of V4+ ions rather than dimerised chains 
in the system, consistent with the work of Ueda et al. on Y-UV2 O 5 [16].
Table 5.3 compares the values of gyromagnetic ratio and exchange energy 
calculated from the data using different low dimensional models.
V a riab le B onner- 
F ish e r m odel
R an g e  o f fit/K 10-50K
g 1.283(2)
J/k/JK  1 -21.01(10)
Table 5.3 -  Variables from fit o f  Bonner-Fisher model to susceptibility data for
L i 0 . 5 o V 2 0 5 .
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5.3.2 e ’-Li0.55V2O5
0.0025 -| * Susceptibility data
—  Bonner-Fisher Fit
—  Heisenberg Dimer Fit 
Alternating Chain Fit0.002 -
Ta 0.0015 -
f t  0 . 0 0 1  -
0.0005
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Figure 5.8 -  Susceptibility as a function o f temperature for Lio.ssVzO 5 fitted to low 
dimensional models: Bonner-Fisher model (blue), Heisenberg Dimer model (red) and
Alternating chain model (green).
While Li0 .5oV2 0 5  shows a distinct maximum in magnetic susceptibility, the maximum in 
U 0 .5 5 V2 O5 data is broader, as shown in figure 5.8. e ’-Lio.ssV^Os undergoes a continuous 
phase transition from orthorhombic to monoclinic on cooling [16], and has a more 
disordered layered structure than e-Lio.soV2 0 5 . Diffraction data showed no additional 
peaks indicative of charge ordering as low as 50K. It is therefore envisaged that the 
degree of disorder afforded by the x = 0.55 composition is sufficient to hinder charge 
ordering, at least at high temperature (above 50K), in a long-ranged fashion accessible 
to diffraction techniques, thus an average environment is observed. Furthermore, this 
causes a similarly disordered range of coupling schemes, which combine to produce 
such a broad feature.
Since the maximum in susceptibility is at a lower temperature than diffraction 
data were collected, it is possible that there may be some charge ordering occurring 
below 50K, as was found for e ’-Lio,6 4 V2 0 5 . Figure 5.8 demonstrates the poor agreement 
in the fits to low dimensional models.
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V a riab le B o n n er- 
F ish e r m odel
R ange o f fit/K 10-50K
g 1.224(1)
J/k/JK ' 1 -20.23(7)
Table 5.4 -  Variables from Bonner-Fisher f it to susceptibility data for Lio.5sV2 0 5 . 
5.3.3 £ ’-Lio.64V205
Susceptibility data for e ’-Lio.6 4 V2 0 5  shows some anomalies in comparison with that of 
the other e- and e ’-phases, breaking the trends of increasing magnitude of Weiss 
constant and increasing temperature for the susceptibility maximum (Tmax). The 
diffraction data (§4) show ordering of lithium ions even at room temperature, mixed 
orthorhombic and monoclinic phases and no superlattice reflections at 50K, in contrast 
to the x = 0.50 composition, with some additional reflections at 30K demonstrating an 
ordering of the V4+ ions at a much lower temperature than has been observed in other 
compositions. Despite the x = 0.64 composition have an anomalously low Curie 
constant it is one of the systems to demonstrate a relatively well defined peak in the 
susceptibility at approximately 22.5K, which can be well fitted to the Bonner-Fisher 
model, as shown in figure 5.9 and described in table 5.5, implying a linear chain model.
0.0025
* Susceptibility data
—  Bonner-Fisher Fit 
Heisenberg Dimer Fit
—  Alternating Chain Fit0.002 -
Tr 0.0015 -
0.001
0.0005 -
210 26010 60 110 160
Temperature/K
Figure 5.9 -  Susceptibility as a function o f temperature fo r  H 0.6 4 V2O5 fitted to low 
dimensional models: Bonner-Fisher model (blue), Heisenberg Dimer model (red) and
Alternating chain model (green).
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V ariab le B onner- 
F ish e r m odel
R ange o f fit/K 10-50K
g 1.233(1)
J/k/JK ' 1 -18.8(7)
Table 5.5 -  Comparison o f variables from different low dimensional Jits to data for
U 0 . 6 4 V 2 O 5 .
5.3.4 e ’/S-Li0 72 V2O5
Susceptibility data for U0.72V2O5 are similar to those of lower lithium content e- and £’- 
phases (x = 0.50, 0.55 and 0.64): the presence of a small amount of 6 -phase does not 
have an immediately obvious effect on the magnetic behaviour. The increase in lithium 
content to x = 0.72 resumes the general trend of increasing Weiss constant and therefore 
enhanced antiferromagnetic interactions, with a corresponding increase in the maximum 
of the susceptibility (Tmax = 35K). Figure 5.10 shows the susceptibility data fitted to 
low dimensional models; the Bonner-Fisher model remains the best at low temperature 
( 10-50K). Table 5.6 gives the parameters obtained from that model.
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Figure 5.10 -  Susceptibility as a function o f temperature for Li() 7 2 V2 O5 fitted to low 
dimensional models: Bonner-Fisher model (blue), Heisenberg Dimer model (red) and
Alternating chain model (green).
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Variable Bonner- 
Fisher model
Range of fit/K 10-50K
g 1.186(2)
J/k/JK'1 -26.20(13)
Table 5.6 -  Variables from Bonner-Fisher model fit to susceptibility data for Lio.72V20s.
5.4 High lithium content phases, LUV2 O 5 , 0.72 < x < 1
The change in susceptibility with increased lithium content in this region can be seen in 
figure 5.11; 8 -Lio.9 5 V2 0 5  appears to be almost temperature independent, although there 
is still an increased susceptibility below approximately 15K, and a very broad 
maximum.
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Figure 5.11 -  Susceptibility as a function of temperature for LixV20s where 0.72 < x <  
1.0 high lithium content phases. Field-cooled data collected at IT  (10000G) over the 
temperature range 1.8-300K: Lio.72V2 0 s shown in black and Li 0.9 5V2O 5 in blue.
The susceptibility is clearly not consistent with any of the models described previously 
and its temperature independent nature suggests that it is moving into a delocalised 
regime.
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5.5 General Trends
The magnetic susceptibility o f  the series shows a gradual development o f  the magnetic 
behaviour alongside an anomaly at x = 0.64. Throughout this series, except for x = 0.64, 
there remains good agreement between predicted and observed magnetic moments, and 
Curie constants obtained experimentally give values o f  lithium content (xmag) that agree 
well with those obtained from diffraction data (x d a t) ,  as shown in table 5.7.
•Kdiff |i«alc Mo Predicted Curie 
constant, C
Experim ental 
Curie constant, C
■Xmag
0.13(3) 0.62 0.46 0.3460 0.2628(32) 0 . 100( 1)
0.33(2) 0.99 0.89 0.9610 0.9822(35) 0.336(1)
0.42(2) 1.12 0.99 1.2705 1.221(8) 0.406(3)
0.50(1) 1.22 1.12 1.5625 1.558(6) 0.499(2)
0.55(2) 1.28 1.16 1.7530 1.693(4) 0.534(2)
0.64(1) 1.39 1.08 2.1120 1.455(3) 0.471(1)
0.72(1) 1.47 1.38 2.4480 2.384(15) 0.705(6)
0.95(3) 1.69 1.66 3.5030 3.447(12) 0.939(5)
Table 5.7 -  Predicted and observed values o f magnetic moments and Curie constants
and extrapolated lithium content.
Where x > 0.42 the lithium content, and therefore number o f  V4+ ions, is high enough to 
support low dimensional magnetic correlation, where the single chain Bonner-Fisher 
model is preferred. There is a gradual decrease in gyromagnetic ratio as the lithium 
content is increased. Although the gyromagnetic ratio remains small, below the value 
commonly used as an approximation (g »  2), this is consistent with previous work: 
Isobe et al. found Y-UV2O5 to have g = 1.8 [16].
X Jonner-Fisher Mot el
g J /k /J K 1 R ange o f fit/K
0.50 1.283(2) -21 .01(10) 10-50
0.55 1.224(1) -20.23(7) 10-50
0.64 1.233(1) -18.80(7) 10-50
0.72 1.186(2) -26.20(13) 10-50
Table 5.8 -  Variation o f constants for Bonner-Fisher model with lithium content
There is an increase in the Weiss constant and therefore the degree o f  
antiferromagnetic interactions with x. The feature at approximately 25K was clearly
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better defined at particular compositions, these include x -  0.50 and x = 0.64, the latter 
being very close to jc = 0.67; that is a 1:2 ratio o f V4+:V5+ ions. The former, at a ratio o f  
1:3, can also be thought o f as a “magic” number, where the association o f other factors 
with disorder causing the broadening o f  this feature were not observed. This is heavily 
linked with the observation o f  V4+ ion ordering, facilitating a more ordered exchange 
scheme. Previous work carried out on the gamma phase y-LiV205 has asserted there to 
be charge ordering within that structure, [13] and within analogous structures such as 
a ’-NaV205. Charge ordering is implicit in the occurrence o f  well-defined features in the 
magnetic susceptibility o f these compounds.
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6.1 Introduction
Muon spin research techniques have been applied to probe the magnetic behaviour o f a 
wide range o f  systems [ 1] including the frustrated spinels LiV204 and ZnV204 [2], 
Ruddlesden-Popper phases exhibiting colossal magnetoresistance, for example 
Sr2^ M n207 (R = Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho) [3], organic spin ladder systems like 
[(DT-TTF)2][Au(mnt)2] [3] and inorganic spin ladders such as the Sr„.iCu„+i02 « series 
[4]. (J.SR has been used to investigate many o f  the charge ordered compounds that were 
discussed in chapter one, in order to understand further the unusual magnetic behaviour 
observed. For instance, pSR studies o f the “stripe-ordered” series’ La2-xSrxN i04+<y and 
La2-A:SrJC ui.yZ%04 [5-9], revealed composition-dependence o f  the magnetic transition 
temperature below which magnetic order is observed in the former series [10], while in 
the latter series stabilisation o f  copper spin fluctuations by a small amount o f  zinc to 
form a static ordered state, compared with the destruction o f magnetic correlations by a 
larger zinc doping, was established [6].
O f particular interest is the work o f  Green et al. in establishing the occurrence o f  
long-range magnetic order in the dilute spin system Nbi2029 [11]. This mixed valence 
Nb5+/Nb4+, d W  compound contains two unpaired electrons per formula unit, one o f  
which contributes to metallic conduction in the system: although the most likely 
magnetic state for a localized electron randomly embedded in a sea o f  conduction 
electrons is the formation o f  a spin glass state, in this case charge ordering allows the 
formation o f  well-separated chains o f  Nb4+, d1 ions, in which long-range magnetic order 
o f an antiferromagnetic nature occurs.
Despite the successful use o f  (xSR to elucidate magnetic behaviour in low­
dimensional systems [11-13], this technique has not previously been used to probe the 
magnetic properties o f  vanadium oxide bronzes. We have carried out zero-field (ZF) 
and longitudinal field (LF) measurements on L i^ O s  compounds with x -  0.50, 0.55, 
0.64 and 0.72 in order to obtain information about local magnetic interactions (ZF) and 
to decouple the static and dynamic local magnetic fields to investigate associated spin- 
freezing mechanisms (LF).
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6.2 Lio.5oV20 5
Zero-field pSR spectra do not contain any oscillations that would support the 
occurrence of long-range antiferromagnetic order in U 0 .50V2O5 . Figure 6.1 shows zero- 
field muon data at a range of temperatures fitted with a product o f LF-Keren [14] and 
Lorentzian functions [13], reflecting muon depolarisation due to coexisting nuclear 
dipolar fields, from V5+ ions and electronic spin-lattice relaxation due to V4+, which is 
likely to be a realistic representation of the physical behaviour occurring in these dilute 
spin systems.
25 -  
2 0 -
C/3
<
5 -  
0
Tim e/[is
Figure 6.1 -  Time-evolution o f muon depolarisation in Lio.soVzOs, at zero-field, fitted  
with the product o f LF-Keren and Lorentzian functions.
In longitudinal field experiments rapid quenching of muon depolarisation was 
observed; an applied field as low as 25G gives a much smaller asymmetry loss as time 
progresses. Increase of the applied magnetic field as high as 1000G gives increased 
quenching, but 25G is sufficient to quench most of the muon depolarisation, as shown 
in figure 6.2. The application of a longitudinal magnetic field has a large effect on the 
muon depolarisation if the dynamics are weak, and is much less effective when the 
dynamics are fast; thus the significant effect of a relatively small longitudinal field here
* 200K
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is indicative of weak dynamics: in other words, the internal field experienced by the 
muon has a static character [1].
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0 1 2 3 4 5 6 7 !
Time/ps
Figure 6.2 -  Time-evolution o f muon depolarisation in U0.50V2O5, with variation in 
longitudinal field, fitted with the product o f LF-Keren and Lorentzian functions.
The nuclear relaxation rate, 8, decreases rapidly with the application of a small 
longitudinal field, while the electronic relaxation rate, X, increases at the expense of the 
former. A similar effect is observed at zero-field: 8 decreases as the temperature is 
reduced, while X is enhanced {figure 6.3). The maximum observed around 25 K in the 
susceptibility data of Lio.stA^Os correlates well with the observed zero-field and 
longitudinal field pSR changes in the relaxation rates, X and 8, supporting the 
postulation of a quasi-static character for the observed magnetic ordering transition.
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Figure 6.3 -  Variation o f relaxation rates with temperature in zero-field experiments 
for Lio.5oV20s. The lines connecting points provide a guide for the eye.
6 .3  L 10.55V 2O 5
25
(L FK eren)x(L orentzian)
4K  
16K
40K
200K F ield  =  0G
T im e/ps
Figure 6.4 -  Time-evolution o f muon depolarisation in Lio.5 5V2 0 5 , at zero-field, fitted 
with the product o f LF-Keren and Lorentzian functions.
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As was found for Lio.st^Os, there are no oscillations observed in zero-field (iSR data 
for U 0 .55V2O5 {figure 6.4). Again the product of LF-Keren and Lorentzian functions 
gives a good fit to the data at zero-field, and the application of a small longitudinal field 
results in rapid quenching of muon depolarisation {figure 6.5) indicative of static 
character.
25 -1
>> 1CH
C/5
5 1  * 150G
; * 300G
— (LFK eren)x(Lorentzian) T =  4K
— «— 1— 1— 1— ■— 1— >— — 1— >— 1— -— 1— 1— 1— «— 1
0 1 2 3 4 5 6 7 8
Time/jxs
Figure 6.5 -  Time-evolution o f muon depolarisation in Lio.55V20s, with variation in 
longitudinal field, fitted with the product o f LF-Keren and Lorentzian functions.
The nuclear relaxation rate, 8, due to the V5+ ions present, becomes very small 
when a longitudinal field is applied, and data are dominated by the electronic relaxation 
rate, X. Zero-field relaxation rates differ in value from those obtained for Lio.5oV20 5 , 
however the same pattern of decreasing nuclear relaxation and increasing electronic 
relaxation rate with decreasing temperature is observed {figure 6.6). The susceptibility 
maximum observed at approximately 28K coincides with the gradual increase in 
electronic and decrease in nuclear relaxation rates.
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Figure 6.6 -  Variation of relaxation rates with temperature in zero-field experiments 
for U 0.5 5 V2O5 . The solid lines provide a guide for the eye.
6.4 Li0.64V2O5
2 0 -
<u|I 10: < □ A(L F K eren)x(L orentzian)
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16K
40K
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Figure 6.7 -  Time-evolution of muon depolarisation in Lio.d^Os, at zero-field, fitted 
with the product of LF-Keren and Lorentzian functions.
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Like the lower lithium content phases, no oscillations are observed in zero-field (iSR 
data for Lio.64V2 0 s indicating the absence of long-range magnetic ordering in this 
compound {figure 6.8). The data are well-fitted by a product of LF-Keren and 
Lorentzian functions, representative of the nuclear dipole contribution of V5+ ions and 
the electronic spin-lattice relaxation of V4+, s = Vi ions in a single volume fraction.
25 -i
150G  
300G
(L FK eren)x(L orentzian) T =  4K
— i--------- 1----------1--------- 1--------- 1----------1--------- 1--------- 1--------- 1--------- 1--------- 1----------1----------1----------1----------- 1--------
0 1 2  3 4 5 6 7 1
Tim e/jis
Figure 6.8 -  Time-evolution of muon depolarisation in H 0.6 4 V2O5, with variation in 
longitudinal field, fitted with the product o f LF-Keren and Lorentzian functions.
The anom alies observed in susceptibility m easurem ents for this com pound, 
described in chapter six are not reflected in the pS R  data at first glance. Sim ilar data are 
obtained and can be well fitted  by the same m odel as for lower lithium  content phases 
(figure 6.8-9). Rapid quenching occurs on application o f  a small longitudinal field o f  
25G , w ith a drop in nuclear relaxation rate, 8, as previously observed for Lio.5oV20 5  and 
U 0 .55V 2O 5 . As the tem perature is reduced there is a decrease in nuclear relaxation rate 
and increase in electronic relaxation rate, slow ly at first and m ore m arkedly below 
approxim ately 15K {figure 6.9).
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Figure 6.9 -  Variation of relaxation rates with temperature in zero-field experiments 
for Lid64 V2O5. The solid lines provide a guide for the eye.
6.5 L 1 0 . 7 2 V 2 O 5
25 -,
200K
( L F K eren)x(L orentzian) F ield  =  0G
T im e /p s
Figure 6.10 -  Time-evolution of muon depolarisation in U 0 7 2 V2O5, at zero-field, fitted 
with the product of LF-Keren and Lorentzian functions
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(nSR data collected on Lio.72V205 show some differences in magnetic behaviour from 
the previous compounds. Although there are still no oscillations supportive of the 
presence of long-range magnetic ordering, zero-field data change significantly between 
12K and 8K, as shown in figure 6.10, where a considerable drop in the initial 
asymmetry value is observed. Figure 6.11 shows the variation in initial asymmetry with 
lithium content and temperature; the abrupt reduction in asymmetry for Lio.72V20 5  is 
readily apparent.
24 n
23 -
e
18 -
0 5 10 15 20 25 30 35 40
T em p eratu re/K
Figure 6.11 -  Temperature variation o f  the initial asymmetry in L i^ O s.
There is a slow decrease in nuclear relaxation rate, 8, and increase in electronic 
relaxation rate, A, as the temperature is reduced from 200K to approximately 28K. 
Below 28K the changes in relaxation rates become more significant, as shown in figure 
6.12. A small peak is apparent in the electronic relaxation rate, A, at 12K, coincident 
with the drop in initial asymmetry observed at this temperature. This is consistent with 
the occurrence o f a static magnetic transition at this temperature.
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Figure 6 .12 -  Variation o f relaxation rates with temperature in zero-field experiments 
for U 0.7 2V2O5. The solid lines provide a guide for the eye.
Longitudinal field experiments do not show any significant differences from the lower 
lithium content compounds: rapid quenching of the muon depolarisation occurs, well 
modelled by the product of LF-Keren and Lorentzian functions {figure 6.13).
20 -1
150G
300G
(LFKeren)x(Lorentzian) T = 4K
Time/ps
Figure 6.13 -  Time-evolution o f muon depolarisation in Lio.72V20s, with variation in 
longitudinal field, fitted with the product o f  LF-Keren and Lorentzian functions.
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6.6 General Trends
No oscillating signal supporting the occurrence of long-range antiferromagnetic order is 
seen at any temperature in zero-field pSR data of LixV2Os. The JJ.SR spectra for all 
compositions were best fitted by the double relaxation function:
PM (!) = exp(-/!/ )PM })
where the first term describes the spin-lattice relaxation and the second is the Keren 
analytical approximation of the Kubo-Toyabe function [14]. The physical origin o f this 
muon spin relaxation rests on arguments of coexisting relaxation mechanisms in the 
same sample volume [11]: electronic moments on V4+ act as an independent channel of 
depolarisation in addition to dipolar fields arising from the randomly frozen nuclear 
spins of V5+ ions.
Relaxation rates for different doping levels of lithium are compared in figure 
6.14 and figure 6.15. L i^ O s compounds show an overall increase in electronic 
relaxation rate, X, as the lithium content is increased, and as the temperature is reduced, 
while the nuclear relaxation rates, initially of similar magnitude for all the compounds 
studied, decrease as the temperature is reduced.
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Figure 6.14 -  Temperature variation o f  the ZF relaxation rate, A, in LixV20 5 .
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Figure 6.15 -  Temperature variation o f the ZF relaxation rate, 8, in LixV20$.
The increase in electronic relaxation rate observed below approximately 25-30K in 
LLV2O5 could be attributed to either fluctuating and/or static internal fields. 
Longitudinal field experiments can distinguish between these two possibilities, allowing 
depolarisation due to dynamic or fluctuating components to be decoupled from that due 
to static contributions [12]. Longitudinal field experiments on LLV2O5 show rapid 
quenching of the muon depolarisation, indicating the increase in electronic relaxation 
rate, X, is due to static internal fields. The nuclear relaxation rates drop rapidly when a 
longitudinal field is applied, and the electronic relaxation rates increase to compensate. 
An increase in X on application of a longitudinal field, and further increase as the field 
is increased is unexpected, and seems to suggest either a broader field distribution, or 
faster fluctuation of the electronic moments in the higher fields.
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A s the amount o f  lithium  intercalated into the host layers is increased, there are gradual 
changes in structure and m agnetic behaviour, described and d iscussed  in  detail in  
chapters 4, 5 and 6 .
Structurally, there is a decrease in cell w idth, increase in layer separation, and 
increase in puckering angle w ith in  each phase as m ore lithium  is  intercalated; in  other  
words, distortion in  the host layers increases as m ore guest m olecu les are introduced. 
T he change in  lithium  coordination betw een  phases a llow s an initial decrease in  
distortion, w e ll dem onstrated b y  com parison o f  a  and 8 phases: although less  stable for 
lithium , the larger eight-coordinated site observed in  the g phase causes less  d istortion  
to the host layers. T he puckering angle in  s ’ phases is com parable to that observed in  a  
phases, and increases w ith  lith ium  content up to the m ixed  s ’/5  phase region, w here  
sh ifting o f  the V 2O 5 layers a long the ce ll depth axis occurs, a llow ing lithium  to b e in  its 
preferred six-coordinated  state, w ith  m ore favourable lith ium -oxygen distances. Thus 
w e conclude that for lo w  lithium  content, it is energetically favourable to have a 
relatively  unstable lith ium  site w ith in  less distorted host lattice layers. H ow ever, as the 
lith ium  content increases, the energy cost o f  distortions in the host lattice is ou tw eighed  
b y  the stability o f  the lithium  site and the structure is thus driven ultim ately tow ards a 
layer shift enabling m ore stable coordination o f  lithium.
The m agnetic susceptib ility  o f  the series show s a gradual developm ent o f  
m agnetic behaviour: from  param agnetic, through a region o f  low -d im ensional 
antiferrom agnetic correlation, towards m etallic behaviour as lithium  content increases. 
Throughout the series there is  good  agreem ent betw een  predicted and observed  
m agnetic m om ents, and Curie constants obtained experim entally g iv e  values o f  lith ium  
content that agree w e ll w ith  those obtained from diffraction data and elem ental analysis. 
There is a gradual increase in  W eiss constant and therefore the degree o f  
antiferrom agnetic interactions as the lithium  content, and therefore number o f  V 4+ ions, 
is  increased. W here x >  0 .42  the lithium  content is  h igh enough to support lo w  
dim ensional m agnetic correlation, w here the single chain Bonner-Fisher m odel is  
preferred. T he lack  o f  an oscilla ting  signal at any temperature in  zero-field  p SR  data o f  
L i ^ O s ,  g ives con clu sive  ev id en ce that the feature observed betw een  2 5 -3 0 K  in  the  
susceptib ility  data for com positions w ith  x  >  0 .42 is  not due to the occurrence o f  lon g-  
range antiferrom agnetic order, but m ay  b e  assigned to shorter-range antiferrom agnetic 
correlations.
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For certain com positions, such as x  =  0.50 and x  =  0 .64 , the feature at 
approxim ately 2 5K  w as clearly better defined. The latter com position  is  very c lo se  to x  
=  0 .67 , that is a 1:2 ratio o f  V 4+:V5+ ions, w h ile  the former, at a ratio o f  1:3, can also be  
thought o f  as a “m agic” number, w here the association o f  other factors w ith disorder 
causing the broadening o f  this feature w ere not observed. T his is  h eav ily  linked w ith  the 
observation o f  V 4+ ion  ordering, facilitating a more ordered exchange schem e: h igh- 
resolution x-ray diffraction revealed the occurrence o f  incom m ensurate charge ordering 
o f  vanadium  ions for these com positions. W e can conclude therefore that charge 
ordering is  im plicit in  the occurrence o f  w ell-defined  features in  the susceptibility o f  
these com pounds: previous w ork carried out on  the dim er chain com pound Y-L1V2O 5 
has asserted there to b e charge ordering w ithin that structure and w ithin  analogous 
structures such as the quarter-filled spin ladder system  a ’-NaV^Os.
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Appendix 1 -  Microstructure Effects
L ith iu m
C o m p o sitio n
X
P h ase
S p ace
G rou p
T /K
S400 S004 S 112
0.13 a Pm n2i 295 -0 .00045(1 ) -0 .24276(1 ) 0 .00 6 8 4 (1 )
0.33 a Pm n2i 295 0 .0438(57) -0 .66(13) -0 .05 (15)
0.33 8 Pmm n 295 -0 .00020(1 ) 0 .01700(1) -0 .0 1 6 6 4 (1 )
0 .33 a Pm n2i 40 0 .04340(98) -1 .96 (27) -0 .0 2 (3 0 )
0.33 8 Pm m n 40 -0 .00020(1 ) 0 .01701(1 ) -0 .0 1 6 6 4 (1 )
0 .42 8 Pm m n 295 -0 .00020(1 ) 0 .01699(1) -0 .01 6 6 4 (1 )
0 .5 0 8 Pm m n 295 -0 .00020(1 ) 0 .01699(1 ) -0 .01 6 6 4 (1 )
0 .5 0 s Pm m n 200 -0 .00020(1 ) 0 .01699(1 ) -0 .0 1 6 6 4 (1 )
0 .5 0 8 Pm m n 50 -0 .00020(1 ) 0 .01699(1 ) -0 .0 1 6 6 4 (1 )
0 .5 0 8 Pm m n 15 -0 .00020(1 ) 0 .01699(1 ) -0 .0 1 6 6 4 (1 )
0 .55 8’ Pm m n 295 -0 .00020(1 ) 0 .01700(1 ) -0 .0 1 6 6 4 (1 )
0 .55 8’ Pm m n 50 0 0 0
0.55 8' P 2i/m 50 -0 .00028(1 ) -0 .24266(1 ) 0 .0 0 6 4 7 (1 )
0 .64 s ’ Pm m n 295 -0 .00020(1 ) 0 .01701(1 ) -0 .0 1 6 6 4 (1 )
0 .64 8’ Pm m n 50 0 0 0
0 .64 8' P 2i/m 50 -0 .00028(1 ) -0 .24266(1 ) 0 .006 4 7 (1 )
0 .6 4 S ’ Pm m n 30 0 0 0
0 .6 4 s' P 2i/m 30 -0 .0 0 0 2 8 (1 ) -0 .24266(1 ) 0 .00 6 4 7 (1 )
0 .72 8’ Pm n2i 295 0 -0 .25845(1 ) -0 .0 4 5 6 1 (1 )
0 .72 5 C m cm 295 0 0 0
0.95 s ’ Pm m n 295 -0 .00020(1 ) 0 .01699(1 ) -0 .0 1 6 6 4 (1 )
0 .95 5 C m cm 295 0 0 0
Table A 1.1 -  Comparison o f  strain coefficients with variable lithium composition.
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X Space
Group
T/K c t i x 103 a 2 x 103 (X3 x 103 <X4 X 103 a5 x 103 Ct6 X 103
0.13 Pm n2i 295 -1 .4 (1 ) -9 .8 (3 ) -13 .1 (4 ) 9 .7 (5) -0 .9(2) 4 .8 (2 )
0.33 Pm n2i 295 -72(1) 11(6) -211(9 ) 37(9) 38(4) 55(4)
0.33 Pm m n 295 1.5(1) 21 .5 (9 ) 18.1(4) 12.8(8) 4 .3 (2 ) -0 .7 (3 )
0.33 Pm n2i 40 -51 .9 (1 ) 2 3 .6 (1 ) -233(1) 4 2 .6 (1 ) 40 .3 (1) 4 5 .9 (1 )
0 .33 Pm m n 40 -1 .1 (1) -22 .3 (8 ) 32 .1 (6 ) 2 7 (1 ) 3 .1(3) 0 .3 (3 )
0 .42 Pm m n 295 -1 .6 (1 ) -21 .3 (7 ) 10.6(4) 15.1(7) 4 .4 (2 ) -0 .2 (2 )
0 .50 Pm m n 295 -1 .7 (1 ) -21 .8 (6) 12.2(3) 15.4(6) 5 .0(2) -0 .1 (2 )
0 .50 Pm m n 200 -2 .4 (13 ) -27 (14) 5 .2 (86) 2 1 .6 (7 ) 5 .6(2) -0 .5 (2 )
0 .5 0 Pm m n 50 -1 .4 (1 ) -18 .0 (8 ) 13.5(4) 2 0 .6 (9 ) 5 .2(3) -1 .1 (3 )
0 .5 0 Pm m n 15 -1 .4 (1 ) -18 .1 (8 ) 13.5(4) 20.8(8) 5.3(3) -0 .7 (3 )
0 .55 Pm m n 295 -2 .2 (1 ) -23 .7 (8 ) 3 .5 (4 ) 3 8 8(6 ) 3 .7(3) -1 .4 (3 )
0 .55 Pm m n 50 -2 .0 (1 ) -20 .8 (9 ) 12.0(6) 1233(24) 4 .9 (3 ) -2 .1 (3 )
0 .55 P 2 i/m 50 -58(9) -16(1) 279(29) 4 5 (6 ) -13(9) 13(3)
0 .64 Pm m n 295 -1 .8 (1 ) -21 .2 (8 ) 10.3(4) 3 4 3(5 ) 5 .4(3) -1 .8 (3 )
0 .6 4 Pm m n 50 -1 .6 (1 ) 19.2(9) 2 3 (1 ) 1477(60) 12.7(6) -1 .9 (4 )
0 .6 4 P 2 i/m 50 -82(4) -14 .8 (4 ) 3 82(19) 4 6 (4 ) 55(9) 2 .1 (15 )
0 .64 Pm m n 30 -2 .4 (1 ) -32(1) 5 .4 (11) 1950(73) 8 .9(6) -2 .8 (6 )
0 .64 P 2 i/m 30 -27(3 ) -12 .0 (4 ) -65(5) -17 (2 ) -9(3) 3(1)
0 .72 Pm n2i 295 -0 .9 (1 ) 10.1(5) -18(1) 27 (1 ) -2 .8 (5 ) 4 .1 (4 )
0 .72 C m cm 295 -55(3 ) 0 .5 (2 ) -3 .8 (2 ) 2 .6 (3 ) -7 .9(1) 48(2)
0 .95 Pm m n 295 -27 (1 4 ) -98(6) 26 2 (5 4 ) 9 2 8 9 (5 4 8 ) -82(9) 725(35)
0 .95 C m cm 295 -111(2 ) -0 .9 (3 ) -8 .4 (5 ) 1.6 (2) -2 .6 (7 ) 58(1)
Table A1.2  -  Comparison o f  size coefficients with variable lithium composition.
