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Re´sume´ – Nous proposons dans cet article une me´thode de controˆle qualite´ pour les de´tecteurs de rayons X. Elle est base´e sur les proprie´te´s sta-
tistiques des images obtenues avec ce de´tecteur. Les Statistiques d’Ordres Supe´rieurs (SOS), et plus pre´cise´ment le kurtosis (grandeur statistique
d’ordre 4), sont utilise´es sur ces images afin de mettre en e´vidence les re´gions d’inte´reˆt susceptibles de contenir des de´fauts qu’un expert humain
doit de´tecter rapidement. Les proprie´te´s de ces petits e´le´ments e´tant diffe´rentes de celles du fond de l’image, les SOS permettent d’extraire les
re´gions correspondantes du reste de l’image. Les re´sultats ainsi obtenus (taille et amplitude des re´gions mises en e´vidence) aideront alors l’expert
dans l’analyse des de´fauts.
Abstract – A quality control method for X-ray detector is proposed in this paper. The process is based on the statistical properties of the images
obtained with this detector. Higher Order Statistics (HOS) tools, and more specifically the kurtosis (4th order statistical value), are used on these
images in order to highlight the regions of interest likely to contain artifacts a human expert has to detect rapidly. The properties of these small
structures being different from the background, HOS allow to extract the corresponding regions from the rest of the image. The results (size and
amplitude of the highlighted regions) will help the expert to analyse the artifact.
1 Introduction
L’imagerie rayons X joue un roˆle pre´ponde´rant dans de nom-
breuses applications (imagerie me´dicale, controˆle non destruc-
tif,. . . ). La plupart de ces applications sont critiques et ne laisse
aucune place a` l’erreur de diagnostique. Le controˆle qualite´ de
ce type de de´tecteur doit donc utiliser le principe de “tole´rance
ze´ro”. Afin de garantir les de´tecteurs sans de´faut, les fabricants
ont recours a` de fastidieuses inspections visuelles effectue´es
par un expert en interpre´tation d’images. Nous proposons dans
cet article de rendre ce controˆle plus rapide et plus simple en
utilisant des outils de traitement des images base´s sur les Sta-
tistiques d’Ordres Supe´rieurs (SOS).
Plusieurs articles ont de´ja` e´te´ e´crits sur la qualite´ des images
me´dicales, e´ventuellement apre`s avoir subi une compression [1].
Certains d’entre eux proposent des me´thodes de rehaussement
des re´gions correspondant a` des objets [2]. Mais, les Statis-
tiques d’Ordres Supe´rieurs sont un puissant outil largement uti-
lise´ en traitement du signal [3], touchant des domaines aussi
varie´s que l’astronomie, la communication, la sismique, ou le
traitement de donne´es radar et sonar. Par contre, les SOS ont
plus rarement e´te´ utilise´es en traitement d’images et, a` notre
connaissance, la litte´rature est limite´e a` quelques articles dans
ce domaine. Par exemple, Jacovitti [4] a propose´ une applica-
tion des SOS a` la de´composition d’images, la de´convolution
aveugle, le codage et la reconnaissance de formes. Carrato et
Ramponi [5] ont pre´sente´ une me´thode d’extraction de contours
en utilisant le skewness (statistique d’ordre 3) sur des images.
Dans des e´tudes pre´ce´dentes [6], l’utilisation des SOS en ima-
gerie sonar a` antenne synthe´tique a e´galement e´te´ teste´e, abou-
tissant a` un rehaussement des e´chos re´fle´chis par les objets
pre´sents dans le fond marin.
La me´thode de controˆle qualite´ est ici base´e sur le kurtosis
(grandeur statistique d’ordre 4). Pratiquement, le kurtosis est
e´value´ localement sur une feneˆtre de calcul carre´e, cette feneˆtre
parcourant entie`rement l’image produite par le de´tecteur de
rayons X fonctionnant a` vide (aucun objet pre´sent entre l’e´met-
teur et le de´tecteur). Les de´fauts ont des proprie´te´s statistiques
diffe´rentes de celles du fond bruite´ de l’image et apparaissent
alors distinctement sur l’image du kurtosis. L’objectif de la
me´thode propose´e est alors de se´lectionner automatiquement
des re´gions d’inte´reˆt (c’est-a`-dire des re´gions susceptibles de
contenir des de´fauts) et d’attirer l’attention de l’expert, la de´-
cision finale restant de son ressort. Ces de´fauts sont des marques
ou des points correspondant a` des variations d’amplitude du si-
gnal non de´sire´es lie´es a` la structure meˆme du de´tecteur.
Cet article se pre´sente comme suit : les proprie´te´s statistiques
des images rayons X sont e´tudie´es dans la partie 2. La par-
tie 3 de´taille les proprie´te´s inte´ressantes des SOS et leur utili-
sation dans le controˆle qualite´ de ces images. Enfin, la me´thode
pre´sente´e est teste´e sur diffe´rentes parties d’images re´elles ob-
tenues a` partir d’un de´tecteur de rayons X.
2 Proprie´te´s statistiques des images
2.1 Mode`le statistique du fond
Les images obtenues a` partir d’un de´tecteur de rayons X sont
ge´ne´ralement bruite´es. Par exemple, les figures 4 et 7 pre´sentent
deux re´gions diffe´rentes d’une image rayons X. La variabilite´
d’amplitude due au bruit y est visible (voir les figures 6 et 9
comme versions e´galise´es des figures respectives 4 et 7). De
plus, le signal est non stationnaire : la valeur moyenne du fond
connaıˆt de lentes variations, certaines re´gions devenant plus
claires que d’autres. Par exemple, la figure 4 correspond a` une
re´gion plus claire que la figure 7. Cet effet est e´galement mis en
e´vidence par une e´galisation et l’on peut remarquer une lente
variation de la valeur moyenne entre les coˆte´s gauche et droit
de la figure 9. En conse´quence, le mode`le statistique du fond
doit eˆtre estime´ localement. On suppose habituellement que le
bruit de fond d’une image rayons X suit une loi de Poisson. Ce
mode`le converge rapidement vers une distribution gaussienne



























FIG. 1: histogramme et loi gaussienne estime´e – partie claire















FIG. 2: histogramme et loi gaussienne estime´e – partie sombre
TAB. 1: parame`tres estime´s et performance d’un mode`le gaus-
sien local
partie claire partie sombre
µˆB 99, 62 82, 27
σˆB 1, 126 1, 542
dχ2 0, 707 0, 707
dK 0, 090 0, 085
Les figures 1 et 2 repre´sentent les histogrammes observe´s
sur deux re´gions de taille 256 × 256, respectivement dans des
parties claires et sombres (trait continu). Elles repre´sentent e´ga-
lement les distributions gaussiennes estime´es correspondantes
(pointille´s). D’apre`s cette figure, nous pouvons dire que la dis-
tribution gaussienne est un bon mode`le pour le fond bruite´ de
l’image. Ceci est confirme´ par le calcul des distances de Kol-
mogorov et des crite`res du χ2 (tableau 1) [7] qui indiquent la
meˆme qualite´ de mode´lisation dans les deux parties de l’image.
Cependant, la non stationnarite´ du signal re´clame une estima-
tion locale des parame`tres du mode`le, bien que le mode`le reste
gaussien sur toute l’image.
2.2 De´fauts et Rapport Signal a` Bruit (RSB)
Les images obtenues a` partir du de´tecteur de rayons X com-
portent quelques de´fauts qu’un syste`me de controˆle qualite´ doit
de´tecter. Ces de´fauts apparaissent comme des groupes de pixels
de petite dimension et de faible intensite´ qui peuvent eˆtre consi-
de´re´s comme des e´le´ments de´terministes d’amplitude A. Le




et ρdB = 20 log10 (ρ) (2)
3 Controˆle qualite´ utilisant les SOS
3.1 Proprie´te´s des Statistiques d’Ordres Supe´-
rieurs
















FIG. 3: kurtosis en fonction du RSB ρ (p = 1/441)
Les grandeurs les plus fre´quemment utilise´es en SOS sont
le skewness (3e ordre) et le kurtosis (4e ordre) [3]. Dans cet
article, nous nous inte´ressons essentiellement au kurtosis (des
re´sultats similaires ont e´te´ obtenus avec le skewness). Si l’on
note µX(r) le moment centre´ d’ordre r de l’e´chantillon X , la






Le kurtosis mesure l’e´talement de la distribution des valeurs re-
lativement a` une loi gaussienne. Une proprie´te´ cle´ est sa nullite´
pour une distribution normale.
Le kurtosis est alors e´value´ sur une feneˆtre glissante carre´e
(21 × 21 ici), le pixel courant e´tant le centre de la feneˆtre. Le
choix de la taille de cette feneˆtre est un compromis : une petite
taille permet de conside´rer le fond comme stationnaire et donne
avec pre´cision la localisation des de´fauts, mais elle augmente
la variance de l’estimateur du kurtosis. Par contre, une grande
taille permet de limiter cette variance, mais rend l’hypothe`se de
stationnarite´ moins valable.
Soit p ∈ [0, 1] la proportion de pixels de´terministes (de´fauts)
dans la feneˆtre de calcul. (1 − p) est alors la proportion de
valeurs ale´atoires (pixels appartenant au fond bruite´ gaussien).
Nous en de´duisons alors l’expression du kurtosis KW estime´
sur la feneˆtre :
KW (ρ, p) = p
1− p
(6p2 − 6p+ 1)ρ4 + 6(2p− 1)ρ2 + 3
(pρ2 + 1)2
(4)
On peut remarquer que pour p = 0, nous obtenons un kurtosis
nul, tous les pixels suivant une loi gaussienne.
La taille des re´gions recherche´es e´tant faible (seulement de
quelques pixels) relativement a` celle de la feneˆtre de calcul,
nous nous inte´ressons essentiellement aux faibles valeurs de p.
Pour illustrer le propos, nous conside´rons le cas extre`me de p =
1/(21×21) = 1/141, ce qui correspond au cas d’un seul pixel
de´terministe a` l’inte´rieur de la feneˆtre. La figure 3 montre que
le kurtosis prend des valeurs e´leve´es pour un RSB supe´rieur
a` environ 20dB. Un de´faut e´tant une re´gion de´terministe avec
une faible intensite´ (compare´e a` son voisinage proche), ceci
entraıˆne des valeurs e´leve´es pour le kurtosis. Pour un ρ tendant
vers l’infini, le kurtosis (obtenu pour un pixel de´terministe dans
la feneˆtre de calcul) peut eˆtre approche´ par 1/p (soit 441 pour
une feneˆtre 21 × 21) Par contre, si aucun de´faut n’est pre´sent,
le kurtosis est proche de ze´ro (distribution gaussienne).
3.2 Re´sultats sur des donne´es re´elles
Dans cette partie, le kurtosis est estime´ sur une feneˆtre de
calcul 21× 21 sur deux parties diffe´rentes (de taille 256× 256
pixels) d’une image re´elle obtenue a` partir d’un de´tecteur de
rayons X.
La premie`re image (figure 4) contient un petit de´faut (un
seul pixel, indique´ par le rectangle noir). La figure 5 pre´sente
l’image obtenue avec le kurtosis. Nous pouvons alors voir ap-
paraıˆtre des valeurs e´leve´es (proches de 441) sur un carre´ de
taille 21 × 21 situe´ autour du pixel de´fectueux de l’image ini-
tiale. Ce re´sultat est en accord avec ce que nous avons vu pre´-
ce´demment. Etant donne´ le RSB e´leve´, le kurtosis s’e´le`ve a` en-
viron 441 = 21×21. Le de´faut qui e´tait peu visible sur l’image
d’origine est alors mis en e´vidence sur l’image du kurtosis, la
re´gion correspondante e´tant plus visible et de valeur beaucoup
plus e´leve´e compare´e au voisinage proche de ze´ro. L’attention
de l’expert sera alors imme´diatement attire´e et celui-ci pourra
restreindre son analyse a` la re´gion de´limite´e par le cadre qui
apparaıˆt sur l’image du kurtosis. On peut remarquer que le kur-
tosis est tre`s faible sur toute l’image excepte´e la re´gion suscep-
tible de contenir un de´faut. En effet, le fond e´tant localement
gaussien, le kurtosis est proche de ze´ro quelles que soient la
moyenne et la variance du fond de l’image.
La deuxie`me image contient un de´faut de plus grande taille,
indique´ par le rectangle noir sur la figure 7, avec un RSB plus
faible (le de´faut apparaıˆt avec un contraste moins e´leve´ et le
fond est plus sombre – regarder la version e´galise´e de l’image
d’origine sur la figure 9). L’image du kurtosis correspondante
(figure 8) montre une forme rectangulaire autour du de´faut.
Ceci est duˆ au re´sultat obtenu dans le paragraphe 3.1 : la taille
de la re´gion de valeurs e´leve´es correspond a` la taille de re´gion
de´terministe ajoute´e a` la taille de la feneˆtre de calcul. Si on
conside`re nD comme e´tant la longueur (respectivement la lar-
geur) de la re´gion de´terministe, et nF le coˆte´ de la feneˆtre de
calcul, de forme carre´e (nF ×nF ), la longueur (respectivement
la largeur) de la forme rectangulaire re´sultante sera :
nR = nD + nF − 1 (5)
Dans notre cas, le de´faut est d’environ 5 × 3 pixels et le rec-
tangle re´sultant est d’environ 25× 23 (21 + 5− 1 pour la lon-
gueur, et 21+3−1 pour la largeur). L’attention de l’expert sera
a` nouveau attire´e et celui-ci pourra restreindre son analyse a` la
re´gion ainsi de´limite´e.
4 Conclusion
Nous avons pre´sente´ dans cet article une me´thode de controˆle
qualite´ de de´tecteurs de rayons X. Base´e sur l’utilisation des
Statistiques d’Ordres Supe´rieurs, elle a pour but de simplifier
et d’acce´le´rer l’inspection visuelle habituellement re´alise´e par
un expert humain. Le kurtosis permet de mettre en e´vidence
les re´gions susceptibles de contenir des de´fauts sur l’image
rayons X. Les re´sultats obtenus sont tre`s prometteurs : l’estima-
teur SOS est parfaitement adapte´ a` la de´tection de changements
de proprie´te´s statistiques (concre`tement, la non gaussianite´ pro-
voque´e par les de´fauts) et l’analyse de l’expert sera dore´navant
limite´e a` quelques re´gions d’inte´reˆt de´finies par les structures
entourant toute re´gion susceptible d’eˆtre un de´faut. De plus, la
taille de cette structure et son intensite´ donne des informations
sur la taille du de´faut potentiel et le RSB correspondant. Ceci
pourra eˆtre utile dans le diagnostique de l’expert.
De plus, il semble possible d’utiliser cette me´thode en ana-
lyse d’images cliniques. Ceci permettrait de mettre en e´vidence
certaines structures caracte´ristiques de ces images (par exemple,
les micro-calcifications en mammographie, . . . ) afin d’aider le
me´decin dans son diagnostique.
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FIG. 9: deuxie`me image apre`s e´galisation
