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Abstract
It is proven that the absolutely continuous spectrum of matrix Schro¨dinger operators
coincides (with the multiplicity taken into account) with the spectrum of the unperturbed
operator if the (matrix) potential is square integrable. The same result is also proven for some
classes of slower decaying potentials if they are smooth.
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1. Introduction
The goal of this work is to prove the ‘‘spectral L2-conjecture’’ for Schro¨dinger
operators with matrix potentials. We shall consider the Hamiltonian
Hc ¼  d
2c
dx2
þ vðxÞc; xX0 ð1Þ
acting in the space L2ðRþÞ of vector functions cðxÞ ¼ ½c1;y;cntðxÞ with the
boundary condition c0ð0Þ ¼ 0: The potential v here is a symmetric n 
 n matrix.
Since the absolutely continuous (a.c.) spectrum of H does not depend on the type of
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the boundary condition (b.c.), we restrict ourself to the case of the Neumann b.c. We
could consider simultaneously operators on the half axis and on the whole axis.
The multiplicity of the spectrum will be doubled in the second case. For the
sake of simplicity we decided to focus on the case of the semiaxis. The results below
can be also easily extended to the case of general canonical systems and lattice
operators.
The spectral L2-conjecture concerns the minimal decay of the potential at inﬁnity
which still guarantees the existence of the rich a.c. spectrum of the operator. Kotani
and Ushiroya [7] and Delyon et al. [5] described the bifurcation from a.c. to pure
point (p.p.) spectrum for scalar Schro¨dinger operators with modulated (decaying)
random potentials of the form
vðt;oÞ ¼ xðt;oÞ
1þ jtja;
where xðt;oÞ; tAR; is a Markov homogeneous ergodic bounded process on the
probability space ðO; F ; PÞ: They proved that the random Schro¨dinger operator
HðoÞ ¼  d2
dt2
þ vðt;oÞ in L2 on the whole axis has dense p.p. spectrum on ½0;NÞ
with probability one (P-a.s.) if ao1=2; and its spectral measure on ½0;NÞ is P-a.s.
pure a.c. with multiplicity two if a41=2: It turns out that the same type of
bifurcation is valid in the deterministic case and for potentials which are not
necessarily decaying as a power. This bifurcation is a consequence of the spectral L2-
conjecture which states that if vAL2ðRÞ then SacðHÞ ¼ ½0;NÞ and the a.c.
component mac of the spectral measure of operator H is essentially supported on
½0;NÞ; i.e. macðGÞ40 for any Borel set G; jGj40: Note that vAL2ðRÞ if ao1=2 for
the random potential above, and veL2ðRÞ if a41=2: So, these results on random
operators show the exactness of the conjecture.
The spectral L2-conjecture for the scalar Schro¨dinger operators was justiﬁed in
1999 by Deift and Killip [4]. In 2001, the authors of this paper offered a different
approach [9] which allowed us to get a sequence of conditions on the potential v such
that under each of them the essential support of the a.c. spectrum of the operator H
on the semiaxis Rþ is ½0;NÞ: These conditions are related to the boundedness of the
ﬁrst KdV integrals, and the ﬁrst of those conditions is vAL2ðRþÞ: Other conditions
allow the potential to decay slower if it is smooth.
This paper is devoted to the extension of our results for scalar operators to the
matrix Schro¨dinger operators. We shall show that the spectral measure of operator
(1) has the a.c. component, which has the multiplicity n and is essentially supported
on ½0;NÞ; if for some pX0 the following functional is bounded:
JpðvÞ :¼
Z N
N
ðjjvðp1ÞðxÞjj2 þ jjvðxÞjjpþ1Þ dx: ð2Þ
It is assumed here that v is extended by zero for xo0: This implies that vð jÞð0Þ ¼ 0
for jop  1: In fact, the latter restriction is not essential, and one can easily show
that the main result remains valid if the lower limit in (2) is replaced by zero.
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Examples of condition (2) are
jjvðxÞjjAL1; p ¼ 0; jjvðxÞjjAL2; p ¼ 1;
Z N
N
ðjj’vðxÞjj2 þ jjvðxÞjj3Þ dxoN; p ¼ 2; etc:
The above result is the simplest form of the generalized L2-conjecture for matrix
operators. The case when vðxÞ ¼ L þ v0ðxÞ; L is a constant matrix, jjv0jjAL2ðRþÞ;
will be published elsewhere. The main feature of the latter model is the different
multiplicity of the a.c. component on the different intervals of the spectral axis.
These intervals are deﬁned by the eigenvalues of the matrix L:
The main scheme of the proof of the matrix L2-conjecture remains the same as in
our work for the scalar case. We approximate the operator H by operators Hs with
matrix potentials vsACN0 ðRþÞ such that vs-v in L2ðRþÞ as s-N; and we construct
the spectral measure mðdlÞ of operator H as a weak limit of spectral measures msðdlÞ
of operators Hs: Then we express the measures msðdlÞ through the scattering data
and use trace identities to prove that the limiting measure mðdlÞ has the a.c.
component of the same type as measures msðdlÞ: However, the implementation of
this scheme in the matrix case requires to overcome some difﬁculties related to non-
commutativity of matrix multiplication. We shall also simplify some arguments used
in [9]. So, we hope that this publication will make the proof much more transparent
even in the scalar case.
In the next two sections of this paper, we shall give a review of some preliminary
facts which we need for the proof, and we shall construct the spectral measure for
operator (1) as a limit of spectral measures of operators with compactly supported
potentials. Until a speciﬁc condition on the potential is imposed, we assume that the
potential satisﬁes the Birman conditionZ xþ1
x
jjvðzÞjj dzpc0oN for all xX0; ð3Þ
which implies that the spectrum of H is bounded from below, and therefore, the
operator H is essentially self-adjoint. Most of the results included in Sections 2 and 3
can be found in [1–3,6,8].
The main results will be proved in Sections 4 and 5 of the paper.
2. Symplectic structure. Green’s matrix
We assume here that (3) holds. The equation
Hc ¼  .cþ vc ¼ lc; xARþ ð4Þ
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can be written in the canonical form. Put c0 ¼ p and Y ¼ ðc; pÞt; then
J ’Y ¼ VY þ lQY ; ð5Þ
where
J ¼ 0 I
I 0
 
; V ¼ v 0
0 I
 
; Q ¼ I 0
0 0
 
: ð6Þ
Here I is the identity n 
 n matrix, 0 is n 
 n matrix of zeroes and J2 is the identity
2n 
 2n matrix.
We denote by Mlð0; xÞ the transfer matrix for system (5) (or (4)) which is given by
matrix equation
J ’Ml ¼ ðV þ lQÞMl; Mlð0; 0Þ ¼ I : ð7Þ
It is well known that Mlð0; xÞASpð2nÞCSLð2n; RÞ: The symplectic group Spð2nÞ
consists of matrices M which preserve the skew-symmetric product /x; yS ¼ ðJx; yÞ;
i.e. MASpð2nÞ if /Mx; MyS ¼ /x; yS: An equivalent characteristics of symplectic
matrices is the identity
MtJM ¼ J: ð8Þ
One can easily check that Mlð0; xÞ satisﬁes (8) by differentiating both sides of (8)
with M ¼ Ml and using (7) and (6). Thus, for any x;
Mlð0; xÞASpð2nÞ: ð9Þ
If MASpð2nÞ is presented in the block form
M ¼ P Q
R T
 
with n 
 n matrices P; Q; R; T ; then identity (8) implies ‘‘pseudo-commutativity’’
PtR ¼ RtP; TtQ ¼ QtT
and the ‘‘matrix unimodularity’’
TtP  QtR ¼ I :
Since MtASpð2nÞ then also
PQt ¼ QPt; RTt ¼ TRt:
We shall need the concept of the Lagrangian plane. Linear n-dimensional subspace
pAR2n is called the Lagrangian plane if /x; yS ¼ ðJx; yÞ ¼ 0 for any x; yAp: If p is a
Lagrangian plane and MASpð2nÞ then Mp is also a Lagrangian plane. In particular,
the transfer matrix maps any Lagrangian plane into a Lagrangian plane. It will be
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used in the following context. Let ulðxÞ be a n 
 n matrix solution of system (4).
Consider its Cauchy data ½ul; ’ult: Let pðxÞ be the span of the columns of the latter
matrix. If pðxÞ is a Lagrangian plane for one value of x then pðxÞ is a Lagrangian
plane for any x:
The Wronskian of two n 
 n matrices is a n 
 n matrix deﬁned by the formula
Wðu; vÞ ¼ uðxÞ vðxÞ
’uðxÞ ’vðxÞ
  ¼ ’vtðxÞuðxÞ  vtðxÞ ’uðxÞ: ð10Þ
The Wronskian can also be written in the form
Wðu; vÞ ¼ ½vt; ’vtJ u
’u
 
: ð11Þ
The same arguments as in the scalar case imply that the Wronskian Wðu; vÞ does not
depend on x if the matrices u; v satisfy Eq. (4).
Let us consider the following Sturm–Liouville problem for Eq. (4)
ðH  lÞc ¼ 0; x1oxox2; ½c; ’ctx¼x1Ap1; ½c; ’c
t
x¼x2Ap2; ð12Þ
where p1; p2 are two Lagrangian planes. Conservation of the Wronskian allows us to
construct the Green function for that problem. Let ul ðvlÞ be a matrix whose
columns are solutions of the Cauchy problem for Eq. (4) with the Cauchy data at
x ¼ x1 ðx ¼ x2Þ which form a basis in p1 (p2; respectively).
Lemma 1. The determinant det Wðul; vlÞ is equal to zero if and only if l is an
eigenvalue of problem (12). If det Wa0 then the matrix
Glðx; xÞ ¼
ulðxÞ½Wðul; vlÞ1vtlðxÞ; xpx;
vlðxÞ½W tðul; vlÞ1utlðxÞ; x4x;
(
is the Green matrix for problem (12).
Let us consider the 2n 
 2n matrix W˜ which can be found in the middle
of equalities (10). The space p1ðxÞ ðp2ðxÞÞ spanned by the ﬁrst (respectively, last)
n columns of W˜ is a Lagrangian plane, and therefore det Wðul; vlÞ ¼ det W˜
(it also follows from (13)). Thus, det Wðul; vlÞ ¼ 0 if and only if p1ðxÞ and p2ðxÞ
have a nontrivial intersection, in particular, for x ¼ x2: The latter is equivalent to
the existence of a nontrivial solution of (12). The ﬁrst statement of the Lemma is
proved.
In order to prove the second statement of the Lemma one needs only to show that
the matrix Glðx; xÞ is continuous at x ¼ x and its derivative has a jump equal to I :
If p is a Lagrangian plane then planes p and Jp are orthogonal. From here and (11)
ARTICLE IN PRESS
S. Molchanov, B. Vainberg / Journal of Functional Analysis 215 (2004) 111–129 115
it follows that Wðul; ulÞ and Wðvl; vlÞ are zero matrices, and
ðW˜ÞtJW˜ ¼ 0 W
tðul; vlÞ
Wðul; vlÞ 0
 
: ð13Þ
This implies that
W˜
0 ½Wðul; vlÞ1
½W tðul; vlÞ1 0
" #
ðW˜Þt ¼ J:
The ﬁrst column of this matrix relation gives the necessary properties of Gl at x ¼ x:
The Lemma is proven.
3. Spectral measure
We still assume that the Birman condition (3) holds. As it was mentioned earlier,
this implies the boundedness of the spectrum of H from below.
Lemma 2. If the Birman condition (3) holds then there exists L04N such that
SðHÞC½L0;NÞ:
Proof. Obviously, it is sufﬁcient to prove that
ðHj;jÞXL04N
for all compactly supported j such that
jACNðRþÞ; ’jð0Þ ¼ 0; jjjjjL2 ¼ 1:
From the standard Neumann–Dirichlet estimation it follows that L0 can only
increase if we allow j to have jumps at integer points x ¼ nX0; but impose the
Neumann b.c. at those points. To be more exact, it is enough to show that there
exists L04N such that, for any n and any smooth function j on the interval
Dn ¼ ðn; n þ 1Þ;
ðHnj;jÞ :¼
Z nþ1
n
½ð ’j; ’jÞ þ ðvj;jÞ dxXL0 ð14Þ
if
’jðnÞ ¼ ’jðn þ 1Þ ¼ 0; jjjjjL2ðDnÞ ¼ 1:
Since jjjjjL2ðDnÞ ¼ 1; there exists a point x0ADn such that jjðx0Þj ¼ 1: Then
jjðxÞj2  jjðx0Þj2 ¼ 2
Z x
x0
ðj; ’jÞ dz;
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and therefore, for any e40;
jjðxÞj2p1þ 2
Z nþ1
n
jðj; ’jÞj dzp1þ ejjjjj2L2ðDnÞ þ e1jj ’jjj
2
L2ðDnÞ:
Now Z nþ1
n
ðvj;jÞ dx
 p Z nþ1
n
jjvðzÞjjjjðzÞj2 dz
p ð1þ eþ e1jj ’jjj2L2ðDnÞÞ
Z nþ1
n
jjvðzÞjj dz:
Finally,
ðHnj;jÞXjj ’jjj2L2ðDnÞ  ð1þ eþ e1jj ’jjj
2
L2ðDnÞÞ
Z nþ1
n
jjvðzÞjj dz:
This inequality with
e ¼
Z nþ1
n
jjvðzÞjj dz
implies (14) with
L0 ¼  1þ
Z nþ1
n
jjvðzÞjj dz
 	
:
The proof is completed. &
After the boundedness of the spectrum of H is established, the general theory
provides the essential self adjointness of H; analyticity of the resolvent Rz ¼
ðH  zÞ1; ze½L0;NÞ; the existence, for any element jAL2ðRþÞ; of the spectral
measures mj such that
ðRzj;jÞ ¼
Z N
L0
mjðdlÞ
l z ;
etc. This paper concerns a very special spectral measure mðdlÞ associated to the
generalized Fourier transform deﬁned by operator H: This measure contains
information about all spectral measures mjðdlÞ and describes the spectral type of H:
The generalized Fourier transform F for vector functions jAL2ðRþÞ is deﬁned by
the formula
#jðlÞ ¼ FðjðxÞÞ ¼
Z N
0
utlðxÞjðxÞ dx; ð15Þ
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where ul is the matrix solution of the problem
ðH  lÞul ¼ 0; x40; ulð0Þ ¼ I ; ’ulð0Þ ¼ 0:
There exists a unique (due to self-adjointness of H) spectral measure mðdlÞ such that
the inverse Fourier transform is given by the formula
jðxÞ ¼
Z N
L0
ulðxÞ #jðlÞmðdlÞ
and Parseval’s identity holds
ðj1ðxÞ;j2ðxÞÞ ¼
Z N
L0
ðcj1ðlÞ;cj2ðlÞÞmðdlÞ:
One has to treat integrals here as L2-limits of integrals over the ﬁnite intervals ðL0; LÞ
as L-N: The mapping j- #j is the isomorphism between L2ðRþ; dxÞ and
L2ðR; mðdlÞÞ: The spectral measures mjðdlÞ of elements jAL2ðRþÞ can be expressed
through mðdlÞ by the formula
mjðdlÞ ¼ j #jðlÞj2mðdlÞ: ð16Þ
One of the methods (attributed to B. Levitan) to prove the statements above on
the generalized Fourier transform and the spectral measure is based on the weak
convergence mk-m of the discrete measures mk associated to the restriction of the
Hamiltonian H to the set of functions on the interval ð0; kÞCRþ with a Lagrangian
b.c. at the point x ¼ k: This method is very convenient if one wants to prove that the
spectral measure m is discrete. In order to describe the a.c. component of m it is better
to approximate m by a.c. measures mk: One of such approximations (going back to
M. Krein and his school) is based on the averaging of the measures mk with respect to
the Lagrangian planes related to the b.c. at x ¼ k: We use a different approximation
of the spectral measure m:
Let vs be a sequence of symmetric matrix potentials such that vs is supported on
½0; s and Z s
0
jjvsðxÞ  vðxÞjj dx-0 as s-N:
We denote by Hs the Hamiltonian on L2ðRþÞ with the potential vs and the Neumann
b.c. at x ¼ 0: Let msðdlÞ be the spectral measure of the operator Hs: This measure is
a.c. on ½0;NÞ (with multiplicity n) and has at most a ﬁnite number of atoms on the
negative semiaxis at eigenvalues lj;so0; jpmðsÞ; of the operator Hs:
Lemma 3. Spectral measures msðdlÞ converge weakly to mðdlÞ as s-N:
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The proof of the lemma is based on the convergence of the resolvent R
ðsÞ
z ¼
ðHs  zÞ1 and of the corresponding Weil’s function when Im z40; s-N: Similar
arguments were used in [6] in a different setting. We shall provide the technical
details of the proof of this lemma elsewhere.
4. Operators with smooth compactly supported potentials
We assume in this section that vACN0 ðRþÞ: Let ul ¼ ulðxÞ be the matrix solution
of the problem
ðH  lÞu ¼ 0; x40; uð0Þ ¼ I ; ’uð0Þ ¼ 0
and let vþl ; v

l be matrix solutions of the some equation such that v
7
l ðxÞ ¼ e7i
ﬃﬃ
l
p
xI as
xb1: If Im l40 then elements of the matrix vþl ðvl Þ decay exponentially as
x-N ðx-NÞ and they grow exponentially as x-N ðx-NÞ: The columns
of the matrices vþl and v

l taken together form a basis in the solution space of the
equation ðHs  lÞu ¼ 0: Thus,
ulðxÞ ¼ vþl ðxÞAðlÞ þ vl ðxÞBðlÞ; ð17Þ
where matrices AðlÞ; BðlÞ are analytic in l (with a branch point at l ¼ 0), and
A ¼ %B for l40; ð18Þ
since ul is real when l40: Operator H has at most a ﬁnite number of eigenvalues lj ;
jpm; and ljo0:
Lemma 4. The spectral measure mðdlÞ of the operator H is equal to
mðdlÞ ¼
Xm
j¼1
dðl ljÞ dlþ yðlÞ
4p
ﬃﬃﬃ
l
p NðlÞ dl; NðlÞ ¼ ½BðlÞ1½BtðlÞ1;
where yðlÞ ¼ 1 for lX0; yðlÞ ¼ 0 for lo0:
Proof. We shall use below the following obvious properties of the Wronskians. If
u ¼ uðxÞ; v ¼ vðxÞ and Q are arbitrary n 
 n matrices, and Q does not depend on x;
then
Wðu; uÞ ¼ 0; Wðu; vQÞ ¼ QtWðu; vÞ; WðuQ; vÞ ¼ Wðu; vÞQ: ð19Þ
Note that
Wðvþ; vþÞ ¼ 0; Wðv; vþÞ ¼ Wðvþ; vÞ ¼ 2i
ﬃﬃﬃ
l
p
I : ð20Þ
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In order to justify these relations one can evaluate the Wronskians for xb1 and use
their independence of x: Relations (17), (19) and (20) immediately imply that
Wðul; vþÞ ¼ 2i
ﬃﬃﬃ
l
p
A; Wðul; vl Þ ¼ 2i
ﬃﬃﬃ
l
p
B ð21Þ
and
0 ¼ Wðul; ulÞ ¼ WðvþA; vBÞ þ WðvB; vþAÞ ¼ 2i
ﬃﬃﬃ
l
p
½AtB  BtA:
Thus,
AtB ¼ BtA: ð22Þ
If G ¼ Glðx; xÞ is Green’s matrix of the problem
ðH  lÞG ¼ dðx  xÞI ; x40; Im la0; ’Gð0; xÞ ¼ GðN; xÞ ¼ 0;
then from (21) and Lemma 1 it follows that, for xox;
Glðx; xÞ ¼ 1
2i
ﬃﬃﬃ
l
p ulðxÞB1½vþðxÞt; Im l40;
Glðx; xÞ ¼ 1
2i
ﬃﬃﬃ
l
p ulðxÞA1½vðxÞt; Im lo0:
One could also write the corresponding formulas when x4x: Thus, if l40 and xox;
then (22) and (17) imply
Glþi0ðx; xÞ  Gli0ðx; xÞ
¼ 1
2i
ﬃﬃﬃ
l
p ulðxÞB1ðA1ÞtAt½vþðxÞt  1
2i
ﬃﬃﬃ
l
p ulðxÞA1ðB1ÞtBt½vðxÞt
¼ 1
2i
ﬃﬃﬃ
l
p ulðxÞB1ðA1Þt½ulðxÞt:
The same formula is valid when x4x: One can derive it similarly, but the easier way
to get it is to note that the operator with the kernel i½Glþi0  Gli0 is symmetric. This
and (18) imply
Glþi0ðx; xÞ  Gli0ðx; xÞ ¼ 1
2i
ﬃﬃﬃ
l
p ulðxÞB1ð %B1Þt½ulðxÞt; l40:
To complete the proof of Lemma 4 it remains only to apply the Stone formula and
use (16).
Let us denote by w ¼ wlðxÞ the matrix Jost solution for operator H: This solution
is deﬁned by the relations
ðH  lÞw ¼ 0; x40; wð0Þ ¼ I ; ’wð0Þ ¼ i
ﬃﬃﬃ
l
p
I :
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Similarly to (7) we have
wlðxÞ ¼ vþl ðxÞPðlÞ þ vl ðxÞSðlÞ; ð23Þ
where matrices PðlÞ and SðlÞ are analytic in l with a branch point at l ¼ 0: If the
Jost solution is extended by ei
ﬃﬃ
l
p
xI for xo0 and H 0 is the Hamiltonian H on the
whole axis with the potential v extended by zero for xo0; then wlðxÞ½SðlÞ1 is the
scattering solution for the operator H 0: It describes the propagation of the incident
plane wave ei
ﬃﬃ
l
p
xI coming from x ¼N with ½SðlÞ1 being the transmission matrix
and PðlÞ½SðlÞ1 being the reﬂection matrix. We shall call SðlÞ the Jost transmission
matrix. Note that (23) for large enough x can be written in the form
wlðxÞ ¼ ei
ﬃﬃ
l
p
xPðlÞ þ ei
ﬃﬃ
l
p
xSðlÞ; xb1: ð24Þ
The following theorem allows us to estimate the density of the spectral measure
mðdlÞ through the Jost transmission matrix which has better asymptotic behavior for
complex l-N than BðlÞ:
Theorem 5. The following estimates hold for the matrix NðlÞ
1
4
pjj½NðlÞ1jjpjjSðlÞjj2pjdet SðlÞj2:
Proof. Green’s formula for the columns of the matrix w ¼ wlðxÞ can be written in
the form
0 ¼
Z a
0
½ðHwÞtw¨  w¨tHw dx ¼ 2i Im½ð ’wt %wÞðaÞ  ð ’wt %wÞð0Þ:
Thus,
Imð ’wt %wÞðxÞ ¼
ﬃﬃﬃ
l
p
I ; x40: ð25Þ
We choose s so big that (24) holds for x4s: If we substitute (24) into (25), take the
average of both sides of (25) over interval ðs; s þ lÞ and pass to the limit as l-N;
then we arrive to the following relation (‘‘conservation of the energy’’):
%StðlÞSðlÞ  %PtðlÞPðlÞ ¼ I ; l40: ð26Þ
In particular, from (26) it follows that jjSjjjXjjjjj for any vector j; and therefore,
jmjðlÞjX1; l40; ð27Þ
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where mjðlÞ are eigenvalues of the matrix SðlÞ: Formulas (26) and (27) imply that
1þ jjPjjpjjSjj and jjSjjpjdet Sj; l40: ð28Þ
Obviously, ul ¼ 12ðwl þ %wlÞ; l40: Thus, from (17) and (23) it follows that
B ¼ 1
2
ðS þ %PÞ; l40:
From here and (28) it follows that
jj %BtBjj ¼ 1
4
jjS þ %Pjj2pjjSjj2pjdet Sj
and
jj %BtBjj ¼ 1
4
jjS þ %Pjj2X1
4
ðjjSjj2  jj %Pjj2ÞX1
4
:
The proof is completed. &
We shall need an asymptotic expansion of det SðlÞ at inﬁnity. Let us recall that
SðlÞ is analytic in the complex l-plane C with a branch point at the origin. Let
C1 ¼ C\½0;NÞ:
Let P ¼ Pðv; ’v;yÞ be a polynomial of v and its derivatives. Note that terms of P
depend on the order of their factors. We shall say that P is generalized homogeneous
of order m if the substitution vðlÞðxÞ-e2þlvðlÞðxÞ in the arguments of P results in
multiplication of P by em:
Theorem 6. If the matrix potential v belongs to CN0 ðRþÞ then the following expansion
is valid
ln½det SðlÞBi
XN
m¼0
Im
lmþ1=2
; lAC1; jlj-N; ð29Þ
where Im ¼ ImðvÞ are functionals of v of the form
Im ¼
Z N
0
Pmðv; ’v;yÞ dx: ð30Þ
Here Pm are generalized homogeneous polynomials of v and its derivatives, and the
order of Pm is 2m þ 2:
Remarks. (1) Polynomials Pm are not deﬁned uniquely. For example, one can add ’v
to any Pm: After polynomials Pm are found, one can change them in such a way (by
integrating by parts in (30)) that Pm will depend on derivatives of v of the order at
most m  1:
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(2) The ﬁrst polynomials Pm are:
P0 ¼ v; P1 ¼ v2; P2 ¼ 1
2
’v2 þ v3; P3 ¼ 1
2
v¨2  5
4
v2v¨  5
4
v¨v2 þ 5
4
v4:
(3) Theorem 6 is well known in the scalar case. In this case, Im are ﬁrst integrals of
the KdV equation.
Proof. Put w ¼ ei
ﬃﬃ
l
p
xz: Then
z¨ þ 2i
ﬃﬃﬃ
l
p
’z þ vðxÞz ¼ 0; xAR; z ¼ I for xo0: ð31Þ
We denote ’zz1 by Qðx; lÞ: Then ’z ¼ Qz and z¨ ¼ ’Qz þ Q’z ¼ ð ’Q þ Q2Þz: From
here and (31) it follows that
 ’Q  Q2 þ 2i
ﬃﬃﬃ
l
p
Q þ vðxÞ ¼ 0; xAR; Q ¼ 0 for xo0:
Let v ¼ 0 for x4s: If jxjps þ 1; lAC1; jlj-N; then solution Q of the above
matrix equation can be easily found in the form of the power series
QB
XN
1
2i
ﬃﬃﬃ
l
p m
QmðxÞ; jxjps þ 1; lAC1; jlj-N; ð32Þ
where
Q1 ¼ v; Q2 ¼ ’v; QmðxÞ ¼ ’Qm1 þ
Xm2
k¼1
QkQmk1; m42:
One can show by induction that Qm are generalized homogeneous polynomials of v
and its derivatives, and ord Qm ¼ m þ 1:
In order to ﬁnd z for jxjps þ 1 one has to solve the following matrix equation:
’z ¼ Qz; xAR; z ¼ I for xo0: ð33Þ
We shall forget temporary about dependence of Q on l: The solution of (33) can be
written in the form of the matrix multiplicative integral
zðxÞ ¼
Yx
t¼1
ðI þ QðtÞ dtÞ; ð34Þ
which is a short notation for the following limit:
zðxÞ ¼ lim
maxjDxi j-0
Ym
i¼1
ðI þ QðxiÞDxiÞ: ð35Þ
Here xi; 0pipm; are points on ½0; x; xioxiþ1; x0 ¼ 0; xm ¼ x; and Dxi ¼ xiþ1  xi:
Thus, one arrives to the multiplicative integral (34) if (33) is solved by the Euler
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method. From (34) and (35) it follows that
det zðxÞ ¼
Yx
t¼1
ðI þ trQðtÞ dtÞ:
The last expression is the solution of the scalar equation
’y ¼ ½tr QðxÞy; xAR; yðxÞ ¼ 1 for xo0:
Thus,
det zðxÞ ¼ e
RN
0
tr QðtÞ dt
: ð36Þ
Since Qm are polynomials of v and its derivatives, then Qm ¼ 0 for x4s; that is
Q ¼ OðjljNÞ when spxps þ 1; lAC1; jlj-N: Then (33) implies that
zðx; lÞ ¼ z0ðlÞ þ OðjljNÞ; spxps þ 1; lAC1; jlj-N:
This and (24) imply that
ei
ﬃﬃ
l
p
xPðlÞ þ ei
ﬃﬃ
l
p
x½SðlÞ  z0ðlÞ ¼ ei
ﬃﬃ
l
p
xOðjljNÞ:
We substitute here two different values for x from the interval ðs; s þ 1Þ and solve the
system for PðlÞ; SðlÞ  z0ðlÞ: This leads to
SðlÞ ¼ z0ðlÞ þ OðjljNÞ; lAC1; jlj-N:
Hence,
det SðlÞ ¼ det zðx; lÞ þ OðjljNÞ for any xAðs; s þ 1Þ
and from (36) and (32) it follows that
ln½det SðlÞB
XN
m¼1
2i
ﬃﬃﬃ
l
p mZ s
0
QmðxÞ dx
 
B
XN
m¼1
2i
ﬃﬃﬃ
l
p mZ N
0
QmðxÞ dx
 
ð37Þ
as lAC1; jlj-N: In order to complete the proof of Theorem 6 it remains only to
show that the terms with even m in the formula above are zeroes. It will be done in
the process of proving the next theorem.
The following trace type theorem (cf. [9, Formula (34)]) allows us to estimate the
density of the spectral measure of the operator H through the coefﬁcients Im in the
asymptotic expansion (29).
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Theorem 7. For any mX0;
1
p
Z N
0
lm1=2 lnjdet SðlÞj dl ¼ Im þ ð1Þm
Xq
j¼1
2jljjmþ1=2
2m þ 1 : ð38Þ
Here ljo0; 1pjpq; are eigenvalues of H:
Proof. It will be convenient for us to introduce z ¼ ﬃﬃﬃlp : Then the upper half-plane
Im z40 corresponds to C0 ¼ C\½0;NÞ; and points zj ¼ ikj; kj ¼
ﬃﬃﬃﬃﬃﬃjljjp ; on the
positive part of imaginary axis correspond to the eigenvalues of H: Let BðzÞ be the
Blashke product
BðzÞ ¼
Yq
j¼1
z  ikj
z þ ikj:
Then the function
ln
det Sðz2Þ
BðzÞ
is analytic in the upper half-plane. Since jBðzÞj ¼ 1 for real z; then
Re ln
det Sðz2Þ
BðzÞ
 
¼ lnjdet Sðz2Þj; zAR
and by the Herglotz formula
1
pi
Z N
N
lnjdet Sðk2Þj
z  k dk ¼ ln½det Sðz
2Þ  ln BðzÞ; Im zX0: ð39Þ
We are going to write the asymptotic expansion for all terms in (39) as Im zX0;
jzj-N: The expansion of the ﬁrst term in the right-hand side is given by (37).
Obviously,
ln
z  ik
z þ ikBi
XN
m¼1
2ð1Þmþ1k2mþ1
ð2m þ 1Þz2mþ1 ; Im zX0; jzj-N:
This leads to the asymptotic expansion for the second term in the right-hand side
of (39). One has to be careful when Sðk2Þ is considered for real k ¼ k0: The values
of Sðk20Þ are understood as Sððk0 þ i0Þ2Þ: One can easily show using (24), that
Sðlþ i0Þ ¼ %Sðl i0Þ for l40; i.e. Sðk20Þ is an even function. Hence, if Im zX0;
ARTICLE IN PRESS
S. Molchanov, B. Vainberg / Journal of Functional Analysis 215 (2004) 111–129 125
jzj-N; thenZ N
N
lnjdet Sðk2Þj
z  k dkB
XN
m¼1
1
z2mþ1
Z N
N
k2m lnjdet Sðk2Þj dk
B
XN
m¼1
1
z2mþ1
Z N
0
lm1=2lnjdet SðlÞj dl:
We equate the coefﬁcients in the asymptotic expansions of the left- and right-
hand sides of (39) as Im zX0; jzj-N: The corresponding equalities for odd
powers of 1=z imply (38), and the equalities for even powers of 1=z show that the
terms in (37) with even m are zeroes. The proofs of Theorems 6 and 7 are
completed. &
The following statement is an obvious consequence of Lemma 4 and Theorems 5
and 7.
Theorem 8. Let macðdlÞ ¼ hðlÞ dl be the a.c component of the spectral measure of the
operator H with a matrix potential vACN0 ðRÞ; and let d ¼ ½l1; l2; l24l140; be an
interval of the positive semi-axis. Then for any mX0
jj½hðlÞ1jjXp
ﬃﬃﬃﬃﬃ
l1
p
; lAd
and Z
d
ln jj½hðlÞ1jj dlpplm1=22 jImj þ
Xq
j¼1
2jljjmþ1=2
2m þ 1
( )
:
The last statement, which will be proven in this section, is devoted to the
generalization of the Lieb–Thirring estimates to the matrix case. It will allow us to
simplify the estimate in Theorem 8.
Lemma 9. Let fljg be the set of negative eigenvalues for the Schro¨dinger operator with
a matrix potential v; and let
vg :¼
Z N
0
jjvðxÞjjgþ1=2 dxoN:
Then X
j
jljjgpnvg;
where n 
 n is the size of the matrix v:
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Proof. Let mðxÞ ¼ jjvðxÞjj and let H ¼  d2dx2  mðxÞI be the matrix Schro¨dinger
operator on L2ðRþÞ with the same b.c. at x ¼ 0 as for operator H: Then HpH and
li pli; where li are eigenvalues of H and the eigenvalues fli g and flig are
numerated in increasing order. Thus,X
j
jljjgp
X
j
jlj jg:
It remains only to note that fli g are eigenvalues of the scalar Schro¨dinger operator
repeated n times.
Let us recall that the functional Jm (see (2)) has the same form as the functional Im
(see (30)) with the integrand in (2) being a generalized homogeneous of order 2m þ 2
function of v and its derivatives. There exists an independent of v constant cm such that
jImjpcmJm:
This estimate was proven in the scalar case in [9] using Kolmogorov type estimates,
and the same proof remains valid in the matrix case. The last estimate together with
Lemma 9 allow us to rewrite Theorem 8 in the following form.
Theorem 10. Let macðdlÞ ¼ hðlÞ dl be the a.c component of the spectral measure of
the operator H with a matrix potential vACN0 ðRÞ; and let d ¼ ½l1; l2; l24l140; be
an interval of the positive semiaxis. Then there exist independent of v constants cðdÞ40
and CðdÞ such that for any mX0
jj½hðlÞ1jjXcðdÞ; lAd; and
Z
d
ln jj½hðlÞ1jj dlpCðdÞJmðvÞ:
5. Generalized L2-conjecture
We shall need the following.
Lemma 11. Let v ¼ vðxÞ be a matrix potential such that
JpðvÞoN
for some pX0; where Jp is the functional defined in (2). Then there is a sequence of
matrix potentials vsACN0 ðRþÞ such that vsðxÞ ¼ 0 for x4s and
Jpðv  vsÞ-0;
Z s
0
jjvðxÞ  vsðxÞjj dx-0 as s-N: ð40Þ
Proof. We ﬁx a function jsðxÞACNðRÞ; such that jsðxÞ ¼ 1 for xos  1; jsðxÞ ¼ 0
for x4s  1=2: The boundedness of Jp implies thatZ N
s1
ðjjvðp1ÞðxÞjj2 þ jjvðxÞjjpþ1Þ dx-0 as s-N:
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From here it follows that relations (40) hold for the matrix v  jsv: Let a ¼ aðxÞ be a
CN0 ðRÞ-function with the support strictly inside of the interval ½0; 1: Let
aeðxÞ ¼ e1aðexÞ
Z 1
0
aðxÞ dx:

The convolution vs;e ¼ jsv  ae is a CN0 ðRÞ-function supported on the interval ð0; sÞ if
eo1=2: Since
Jpðjsv  vs;eÞ-0;
Z s
0
jjjsvðxÞ  vs;eðxÞjj dx-0 as e-0; ð41Þ
then one can choose e ¼ eðsÞo1=2 to be so small that the left-hand sides of (41) are
less than 1=s: Then vs ¼ vs;eðsÞ satisﬁes the requirements of Lemma 11. The proof is
completed. &
The following criteria of the absolute continuity of the limit measure was proven
in [9].
Theorem 12. Let msðdlÞ ¼ hsðlÞ dl be a sequence of absolutely continuous positive
(scalar) measures on an interval d ¼ ½l1; l2: Let msðdlÞ converge weakly to a measure
mðdlÞ as s-N; and for any sZ
d-fhðlÞo1g
ln
1
hsðlÞ dloCoN; ð42Þ
where C does not depend on s: Then the essential support of the a.c. component macðdlÞ
of the limit measure coincides with d:
Remarks. 1. If hsðlÞocoN then one can integrate over d in (42), since the integral
over d-fhðlÞ41g is uniformly bounded in this case.
2. It was also shown in [9] that the statement of the theorem remains valid if the
logarithmic function above is replaced by any function monotonically increasing on
½0;N (we shall not need this fact).
We shall say that an a.c. n 
 n matrix measure mðdlÞ ¼ nðlÞdl has the multiplicity
n and is essentially supported on some interval d ¼ ½l1; l2 if the latter is true for all
scalar measures njðlÞ dl where njðlÞ are eigenvalues of the matrix nðlÞ: It is easy to
see that the following matrix analogue of Theorem 12 can be immediately reduced to
a scalar case.
Theorem 13. Let msðdlÞ ¼ hsðlÞ dl be a sequence of absolutely continuous positive
matrix measures on an interval d ¼ ½l1; l2: Let msðdlÞ converge weakly to a measure
mðdlÞ as s-N; and for any s
jj½hsðlÞ1jjXcðdÞ40; lAd;
Z
d
lnjj½hsðlÞ1jj dloCðdÞoN; ð43Þ
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where c; C do not depend on s: Then the a.c. component macðdlÞ of the limit measure has
multiplicity n and is essentially supported on d:
The following theorem presents the main result.
Theorem 14. Let H be a Schro¨dinger operator with a matrix potential v ¼ vðxÞ such
that
JpðvÞoN
for some pX0: Then the spectral measure mðdlÞ of the operator H has the a.c.
component of the multiplicity n which is essentially supported on ½0;NÞ:
Proof. Let fvsg be a sequence of CN0 ðRþÞ-potentials constructed in Lemma 11 and
let msðdlÞ be the spectral measure of the operator Hs with the potential vs: Lemma 3
and the second of relations (40) imply the weak convergence of msðdlÞ to mðdlÞ as
s-N: Hence, the convergence holds for restrictions of these measures on the
semiaxis l40; where measures msðdlÞ are a.c. (see Lemma 4). Due to the ﬁrst of
relations (40), JpðvsÞpC ¼ 2JpðvÞ if s is big enough. Hence, Theorem 14 is an
immediate consequence of Theorems 10 and 13.
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