Abstract
Introduction
Interest on music information retrieval systems for the storage, retrieval and classification of large collections of digital musical files has grown in recent years. Metadata such as filename, author, file size, date and genres are commonly used to classify and retrieve these documents. Such manual classification is highly labor-intensive and costly both in terms of time and money [1] . An automatic classification system that is able to analyze and extract implicit knowledge of the musical files is therefore highly sought. One approach to automated musical classification that is currently being widely studied is classification based musical genres.
Musical genres are labels created and used by humans for categorizing and describing music [2] . Examples of a few Western musical genres are such as Pop, Rock, Hip-hop, and Classical. Several systems for automated genre classification and retrieval of musical files have been researched and developed [2] , [3] . However, most of these studies were conducted using only western dataset and we focus on non-Western musical genres, and more specifically Traditional Malay Music (TMM). Norowi et al [4] have shown the significance effect of beat features for TMM genre classification in comparison to Western musical genres. Therefore the behavior of TMM genres is different from western music genres and need more studies to explore it.
Artificial immune system (AIS) is a computational method inspired by the biology immune system. It is progressing slowly and steadily as a new branch of computational intelligence and soft computing [5] , [6] . One of AIS based algorithms is Artificial Immune Recognition System (AIRS). AIRS is a supervised immune-inspired classification system capable of assigning data items unseen during training to one of any number of classes based on previous training experience. AIRS is probably the first and best known AIS for classification, having been developed in 2001 [7] .
In this study, the proposed approach consists of three stages: feature extraction, feature selection preprocessing and finally classification with AIRS. Feature selection is used to improve the quality of data that has been extracted in manual manner. Also non linear resource allocation is used in AIRS to increase its classification performance by means of resource number. The performance of the proposed method was tested with regard to classification accuracy. The obtained classification accuracy of our method is 88.6% using ten fold cross validation for TMM genre classification. Based on the results, AIRS with nonlinear resource allocation has most accuracy among the classifiers that used in the experiments.
The rest of the paper is organized as follows: section 2 gives the briefly description about Traditional Malay Music. Section 3 and 4 describe about feature extraction and feature selection methods. AIRS and using nonlinear resource allocation method in AIRS is explained in section 5. In Section 6, we explain the experiments and discuss about the results and consequently in section 7, we conclude the paper.
Traditional Malay Music
Traditional Malay music is mainly derivative, influenced by the initial overall Indian and Middle Eastern music during the trade era and later from colonial powers such as Thailand, Indonesia, Portuguese and British who introduced their own culture including dance and music. A thorough overview on the origin and history of TMM can be found in [8] . The taxonomy of TMM depends on the nature of the theatre forms they serve and their instrumentations. Categorization of TMM genres has been studied extensively by Ang [9] . Music of these genres is usually disseminated non-commercially, usually performed by persons who are not highly trained musical specialists, undergoes change arising from creative impulses and exists in many forms. The musical ensembles usually include gendangs or drums that are used to provide constant rhythmic beat of the songs and gongs to mark the end of a temporal cycle at specific part of the song [10] .
One common attribute that is shared by most TMM genres is that they are generally repetitive in nature and exist in 'gongan'-like cycle. 'Gongan' is defined as a temporal cycle marked internally at specific points by specific gongs and at the end by the lowest-pitched gong of an ensemble [8] . It is an important structural function as it divides the musical pieces into temporal sections. Once every measure has been played, musicians continue playing in a looping motion by repeating the cycle from the beginning again until one of the lead percussionists signals the end of the song by varying their rhythms noticeably. Traditional Malay music does not have a chorus that plays differently than other parts of the songs, which is the usual occurrence in western music. Its repetitiveness and constant rhythms are two aspects that are taken into account to facilitate classification by genre later.
Very little study has been conducted on automatic traditional Malay music genre classification in the literature. Norowi et al [4] studied the effects of various factors and audio feature set combinations towards the classification of TMM genres. Results from experiments conducted in several phases show that factors such as dataset size, track length and location¸ together with various combinations of audio feature sets comprising Short Time Fourier Transform (STFT), Mel-Frequency Cepstral Coefficients (MFCCs) and Beat Features affect classification. They have used only the J48 classifier and achieved 66.3% classification accuracy for TMM genres [4] . We could not find more researches about TMM genre classification. In this study, we propose the hybrid system includes feature extraction, feature selection and AIRS classifier with new resource allocation method to improve the performance of automatic TMM genre classification.
Feature Extraction
Ten TMM genres were involved in this study. The breakdown for each genre and its number of musical files are listed in Table 1 . A relatively small dataset was used in this experiment due to the difficulty in obtaining digital files of TMM, as traditional Malay musical culture is fast corroding with little preservation in digital format. Whilst it was much easier to obtain dataset for western music, the number was also kept small to match the size of TMM dataset. Musical files for this experiment were obtained from the Malaysia Arts Academy, Sultan Salahuddin Abdul Aziz Shah's Cultural and Arts Centre at Universiti Putra Malaysia, Student's Cultural Centre at Universiti Malaya and also personal collections of audio CDs from many individuals. The dataset became available in both digital and analog format. Quite a number of musical data for TMM genres were in analog format and were digitized manually. All of the digital music files were then converted into wav files; the only audio format supported by the existing feature extraction tool used at the time of study. The whole dataset was later trimmed to specific length and location in the file by executing certain audio commands through batch processing before extraction began.
The features were extracted from the music files through MARSYAS-0.2.2; a free framework that enables the evaluation of computer audition applications. MARSYAS is a semi-automatic music classification system that is developed as an alternative solution for the existing audio tools that are incapable of handling the increasing amount of computer data [2] . It enables the three feature sets for representing the timbral texture, rhythmic content and pitch content of the music signals and uses trained statistical pattern recognition classifiers for evaluation.
Feature Selection [11],[12]
Feature selection is the process of removing features from the data set that are irrelevant with respect to the task that is to be performed. Feature selection can be extremely useful in reducing the dimensionality of the data to be processed by the classifier, reducing execution time and improving predictive accuracy (inclusion of irrelevant features can introduce noise into the data, thus obscuring relevant features). It is worth noting that even though some machine learning algorithms perform some degree of feature selection themselves (such as classification trees), feature space reduction can be useful even for these algorithms. Reducing the dimensionality of the data reduces the size of the hypothesis space and thus results in faster execution time.
Feature selection techniques can be split into two categories -filter methods and wrapper methods. Filter methods determine whether features are predictive using heuristics based on characteristics of the data. Wrapper methods make use of the classification algorithm that will ultimately be applied to the data in order to evaluate the predictive power of features. Wrapper methods generally result in better performance than filter methods because the feature selection process is optimized for the classification algorithm to be used. However, they are generally far too expensive to be used if the number of features is large because each feature set considered must be evaluated with the trained classifier. For this reason, wrapper methods will not be considered in this study. Filter methods are much faster than wrapper methods and therefore are better suited to high dimensional data sets. We have used Gain Ratio (GR) feature evaluation method to reduce the number of features and handle the Curse of dimensionality problem. Curse of dimensionality is among the main problems of classification systems in which distance criterion is used as a metric . Since the GR does not perform feature selection but only feature ranking, this method usually is combined with searching strategy in feature subset space when one needs to find out the appropriate number of features. Forward selection, backward elimination, bi-directional search, best-first search , genetic search , and other methods are often used on this task. Specifically, we experimented with the best first search in this study. For detailed information about the GR method reader is referred to [11] , [12] .
AIRS
Artificial Immune Recognition System(AIRS) is investigated by Watkins [7] . AIRS can be applied to classification problems, which is a very common real world data mining task. Most other artificial immune system research concerns unsupervised learning and clustering. The only other attempt to use immune systems for supervised learning is the work of Carter [13] . The AIRS design refers to many immune system metaphors including resource competition, clonal selection, affinity maturation, memory cell retention and also used the resource limited artificial immune system concept investigated by [14] .
AIRS has four stages. The first is performed once at the beginning of the process (normalization and initialization), and other stages constitute a loop and are performed for each antigen in the training set: ARB generation, Competition for resources and nomination of candidate memory cell, promotion of candidate memory cell into memory pool. The mechanism to develop a candidate memory cell is as follows [7] , [15] :
1. A training antigen is presented to all the memory cells belonging to the same class as the antigen. The memory cell most stimulated by the antigen is cloned.
The memory cell and all the just generated clones are put into the ARB pool. The number of clones generated depends on the affinity between the memory cell and antigen, and affinity in turn is determined by Euclidean distance between the feature vectors of the memory cell and the training antigen. The smaller the Euclidean distance, the higher the affinity, the more is the number of clones allowed.
2. Next, the training antigen is presented to all the ARBs in the ARB pool. All the ARBs are appropriately rewarded based on affinity between the ARB and the antigen as follows: An ARB of the same class as the antigen is rewarded highly for high affinity with the antigen. On the other hand, an out of class ARB is rewarded highly for a low value of affinity measure. The rewards are in the form of number of resources. After all the ARBs have been rewarded, the sum of all the resources in the system typically exceeds the maximum number allowed for the system. The excess number of resources held by ARBs are removed in order starting from the ARB of lowest affinity and moving higher until the number of resources held does not exceed the number of resources allowed for the system. Those ARBs, which are not left with any resources, are removed from the ARB pool. The remaining ARBs are tested for their affinities towards the training antigen. If for any class of ARB the total affinity over all instances of that class does not meet a user defined stimulation threshold, then the ARBs of that class are mutated and their clones are placed back in the ARB pool.
Step 2 is repeated until the affinity for all classes meet the stimulation threshold.
3. After ARBs of all classes have met the stimulation threshold, the best ARB of the same class as the antigen is chosen as a candidate memory cell. If its affinity for the training antigen is greater than that of the original memory cell selected for cloning at step 1, then the candidate memory cell is placed in the memory cell pool. If in addition to this the difference in affinity of these two memory cells is smaller than a user defined threshold, the original memory cell is removed from the pool. These steps are repeated for each training antigen. After completion of training the test data are presented only to the memory cell pool, which is responsible for actual classification. The class of a test antigen is determined by majority voting among the k most stimulated memory cells, where k is a user defined parameter. Some researches have been done to evaluate the performance of AIRS [15] , [16] , [17] , [18] , [19] . The results show that AIRS is comparable with famous and powerful classifiers.
Nonlinear Resource Allocation
Resource competition is one stage of AIRS. The purpose of resource competition in AIRS is improving the selection probability of high-affinity ARBs for next steps. Resource competition is done based on the number of allocated resources for each ARB. According to this resource allocation mechanism, half of resources is allocated to the ARBs in the class of Antigen while the remaining half is distributed to the other classes. The distribution of resources is done by multiplying stimulation rate with clonal rate that shown in (1) . Mervah et al [15] have used a different resource allocation mechanism. In their mechanism, the Ag classes occurring more frequently get more resources. Classical AIRS and Mervah study use the linear resource allocation and the number of allocated resources has linearly relation with affinities. In linearity approach the difference in allocated resource number between high affinity ARBs and low affinity ARBs is not very wide. Therefore, the more number of low affinity ARBs remain in the system and algorithm uses excess resources.
ClonalRat nRate
In this study, we use the nonlinear coefficient for clonal rate in (1) to solve this problem. The appropriate nonlinear coefficient should allocate more resources for high affinity ARBs and less resources for low affinity ARBs in comparison to linear method. Resource allocation is done in nonlinearly with affinities, by using this type of coefficient. Also, the difference in resources number between high-affinity ARBs and low affinity ARBs is bigger in this approach than linear approach. In this study, we use very simple mathematic function to satisfy maintained condition. This function is shown in (2) . To evaluate the proposed method, we apply the AIRS with this nonlinear resource allocation method to TMM genre classification and compare its accuracy to accuracies of some famous classifiers. 
Experiments and Results
In this study, the feature extraction method, described in section 3, was used to extract the TMM features. The result of this phase was a data set with 63 features and 193 instances. After that, we used the GR feature subset evaluation with best first search strategy to reduce the dimensional of data set. The feature selection method reduced the number of features to 25 features.
Some experiments were carried out in order to determine how AIRS with nonlinear resource allocation method performed TMM genre classification in compared to AIRS and some other famous classifiers. One advantage of AIRS is that it is not necessary to know the appropriate settings and parameters for the classifier. The most important element of the classifier is its ability to be self-determined. The used values of AIRS parameters can be found in Table 2 . As we mentioned earlier, we couldn't find more researches about TMM genre classification problem. Therefore, to evaluate the performance of proposed method, the follow classifiers were chosen.
• Bagging
This list includes a wide range of paradigms. The code written on the WEKA [12] data mining package and the default parameters were used for each algorithm. A 10-fold cross validation approach was used to estimate the predictive accuracy of the algorithms. In this approach, data instances are randomly assigned to one of 10 approximately equal size subsets. At each iteration, all but one of these sets are merged to form the training set while the classification accuracy of the algorithm is measured on the remaining subset. This process is repeated 10 times, choosing a different subset as the test set each time until all data instances have been used 9 times for training and once for testing. The final predictive accuracy is computed over all folds in the usual manner but dividing the number of correct classifications taken over all folds by the number of data instances in all folds. This approach was used in all experiments to control the validity of experiments.
The achieved accuracies by classifiers have been shown in Table 3 . Based on the results, the proposed method not only increases the accuracy of AIRS from 86.1% to 88.6 %, but also has most accuracy among the classifiers.
Conclusions
AIRS is most important classifier among the Artificial Immune System based classifiers. In this study, the resource allocation mechanism of AIRS was changed with a nonlinear resource allocation method. In the application phase of this study, this new version of AIRS was used to classify Traditional Malay Music genres. Some experiments conducted to see the effects of new resource allocation method. According to experimental results, AIRS with nonlinear resource allocation method showed a considerably high performance with regard to the classification accuracy for Traditional Malay Music genres. The obtained classification accuracy of proposed algorithm for Traditional Malay Music genre classification was 88.6%. Also this accuracy was maximum accuracy among accuracies that obtained by classifiers in experiments. 
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