A desktop vision system is presented for complete 3-D model reconstruction. It is fast (3-D reconstruction in under 20 min), low cost (uses a commercially available digital camera and a rotation stage), and accurate (about 1 part in 500 in the working range). Partial 3-D shapes and texture information are acquired from multiple viewing directions using rotational stereo and shape-from-focus (SFF). The resulting range images are registered to a common coordinate system, and a surface representation is created for each range image. The resulting surfaces are integrated using an algorithm named region of construction. Unlike previous approaches, the region of construction algorithm directly exploits the structure of the raw range images. The algorithm determines regions in the range images corresponding to nonredundant surfaces that can be stitched along the boundaries to construct a complete 3-D surface model. The algorithm is computationally efficient and less sensitive to registration error. It also has the ability to construct complete 3-D models of complex objects with holes. A textured 3-D model is obtained by mapping texture information onto the complete surface model representing the 3-D shape. Experimental results for several real objects are presented.
Introduction
Reconstruction of 3-D computer models from existing objects has applications in many areas such as reverse engineering ͑reverse CAD͒, pattern recognition, and industrial inspection. In the past, 3-D models of real objects were often created manually by a time consuming and expensive process. Recently, the availability of fast and inexpensive graphics hardware, and technologies such as VRML-ready Internet browsers, have made the automatic reconstruction of 3-D models an important research topic in both computer vision and computer graphics areas. In particular, techniques that use low-cost equipment have attracted the attention of many researchers.
As shown in Fig. 1 , there are four major steps in the reconstruction of a complete 3-D model 1, 2 :
• data acquisition • registration • surface integration • texture mapping.
The data acquisition stage consists of acquiring the partial 3-D shapes and the corresponding texture information of an object. Datasets from multiple viewpoints are needed to completely describe an object. The acquired range images are registered to a common coordinate system based on their acquisition viewing directions. The registered range images are then integrated into a single surface representation. Finally, the texture information is mapped onto the surface to create a textured 3-D model.
We present a vision system that includes these four stages to reconstruct complete 3-D models of real objects. The object is placed on a rotation stage in front of a stationary camera. In the data acquisition stage, input image sequences from different viewpoints are acquired by rotating the object with known rotation angles. Range and the corresponding focused images are recovered using rotational stereo 3 and shape from focus ͑SFF͒. 4, 5 The range images are then registered to the camera coordinate system according to the rotation axis and their acquisition viewpoints. A fast and robust registration algorithm is developed to refine the rotation axis derived from system calibration. It updates the translation vector iteratively and converges very fast, even under poor initial estimations. In the surface integration stage, a new algorithm named region of construction is used to stitch the partial 3-D models from different viewpoints. Unlike the previous approaches, [6] [7] [8] the raw data of range images is directly accessed to create nonoverlapping regions for integration. It takes advantage of the known topology of each region of construction to perform fast triangulation. Each range image corresponding to a region of construction is used in integration without any modification ͑such as weighted summation of overlapping range images from adjacent views͒. Therefore the registration errors are always limited to the boundaries of region of construction. This algorithm is also extended to handle complex objects with holes and multiple-object scene. The integration method is computationally efficient in the sense that no searching is required for mesh triangulation. Finally, the focused images recovered by SFF are mapped onto the reconstructed wireframe model to create a textured 3-D model.
Previous Work
Most previous works on complete 3-D model reconstruction from multiple views assume that the range data is given. They focus on algorithms for data registration and integration steps. But the data acquisition step, which includes range image recovery and texture maps from intensity images, is a core problem in computer vision research. Some popular techniques are shape from stereo, shape from motion, structured light analysis, etc. 9 However, we limit our literature review to registration, integration, and complete systems for 3-D model reconstruction.
Registration
A popular method for refining a given registration is the iterative closest point ͑ICP͒ technique, first introduced by Besl and McKay. 10 It uses a nonlinear optimization procedure to further align the datasets from initial registration. Given two datasets and a rough initial transformation, potential correspondences are developed as follows. For each point in the first dataset, we find its closest point in the second dataset under the current transformation. Let P be the set of m points from the first dataset ͕p 1 , p 2 , . . . ,p m ͖ and Q be the set of n points from the second dataset ͕q 1 ,q 2 , . . . ,q n ͖. An incremental transformation T i is defined such that Q iϩ1 ϭT i Q i for each iteration i, where Q 0 ϭQ. T i reduces the registration error between P and the new point set Q iϩ1 by moving the points Q i closer to P. Then Q i is assigned to Q to initialize the system and update the next transformation T iϩ1 . The transformation usually involves a translation vector and a rotation matrix. The ICP algorithm repeatedly computes the closest points between datasets and computes the transformation to register the data, until a minimum tolerance on a mean square distance metric between the surfaces is obtained. They showed that the ICP algorithm will monotonically converge to a minimum, but it is not necessarily the global or the best minimum. To converge to the global minimum, the initial parameter estimate must be reasonably close to the true value to avoid converging to a nonoptimal solution.
Chen and Medioni 1 also use an iterative refinement of initial registrations between views to perform fine registration. A good initial estimate of the registration is assumed to be available. Instead of minimizing the distance between the closest points in the two datasets ͑such as general ICP algorithms͒, orientation information is used for minimization. Their technique refines a nominal transformation by iteratively computing incremental transformations that minimize the distance between the transformed points from the first view and the points from the second view. The minimized functional is expressed in terms of the distance between each control point in the first view, and the tangent plane at an intersected point in the second view. This will minimize the distance between the two surfaces as well as match their local shape characteristics. Because of the expense of computing intersections between lines and the discrete surface ͑generated from the tangent planes͒, they subsample the original data to obtain a set of control points. Since the surface normals can be computed more accurately in smooth areas, the control points are selected from this subsampling of the surface ͑regularized grid͒ that lies in smooth regions on the surface.
Integration
Surface reconstruction from range data has been extensively investigated over the past several decades. The methods in literature that are able to create seamless meshes from 3-D range datasets can be divided into two groups, the volumetric approach and the surface approach. The volumetric approaches 7, [11] [12] [13] [14] first store the 3-D data points in a volumetric data structure, either a voxel grid or an octree. Each voxel contains eight vertices, and by evaluating a field function at those vertices, it is possible to extract a level surface of the field function. The field function is often chosen as a signed distance function. The triangular mesh is then created using an isosurface extraction algorithm such as the marching cubes algorithm. 15 The surface approaches 16 -18 create an initial set of triangulated meshes from the original 3-D range images. These meshes are then merged together to create the final complete 3-D model.
Volumetric approaches work on both structured and unstructured input data. Hoppe et al. 7 introduce an algorithm to construct 3-D surface models from a cloud of unorganized points without spatial connectivity. They determine an approximate tangent plane at each data point using least squares on k nearest neighbors, and then take the signed distance to the nearest point's tangent plane as the distance function in 3-D space. The distance function is then interpolated and polygonalized by the marching cubes algorithm. In two subsequent steps, 19, 20 the constructed mesh is optimized ͑i.e., the number of triangles is reduced while the distance of the mesh from the data points is kept small͒, and then a piecewise smooth subdivision surface is built on it.
Curless and Levoy 12 propose an approach similar to Hoppe's algorithm with a few differences. They integrate distance estimates at each voxel instead of searching for the closest point from a voxel's center to determine the signed distance. The range images are taken separately and scanned along the line of sight to each of them. The integration is done on the signed distance to the point for each voxel the line passes through. The final signed distance estimate is a weighted average of all the estimates from different range images. The marching cube algorithm is then used to approximate the zero set of the distance function by a set of connected triangles using the values of the distance function at the voxel vertices.
Pulli et al. 2 propose a simpler and more attractive method for a volumetric approach. They classify the voxels in the volumetric grid for each range image as either outside, inside, or on the surface of the object, by using geometric properties about the viewing angle. Their algorithm recursively subdivides each voxel to be classified on the surface into eight smaller voxels, and the process is stored in an octree data structure. By some simple rules, the classifications of the voxels from different range images are combined into one common classification. Those rules are also used to remove the outliers. When a predefined level of refinement is reached, a triangular mesh is then constructed from those voxels.
Turk and Levoy 16 propose a polygonal method that fits a triangular mesh to each range image. They employ an incremental algorithm that updates a reconstruction by eroding redundant data, followed by ''zippering'' along the remaining boundaries. The final consensus step reintroduces the original geometry to establish final vertex positions. Their method utilizes the structure in each range image, but could have bad behavior in areas of high curvature.
Soucy and Laurendeau 18,21 describe a method that builds surface descriptions from multiple registered range images using Venn diagrams. They decompose range images into canonical views, which are areas common to a unique subset of range images. A common reference plane is defined for each canonical view, and the data points are projected onto it. Sets of common points are found using neighborhood and visibility tests. A Delaunay triangulation is made on each reference plane, and they are combined to form the complete model by reparameterization.
Complete 3-D Acquisition System
Pulli et al. 22 present a complete system for scanning the range and color information of a 3-D object and for displaying realistic images of the object from arbitrary viewpoints. They build a range and color image scanner with four digital cameras and a slide projector placed on a computer-controlled turntable. A vertical stripe of white light is emitted from the slide projector into the working volume to produce several views of dense range data. The data are registered, and a surface that approximates the data is constructed. One major advantage of their approach is that the surface estimate obtained from range scanner can be fairly coarse. The appearance of fine detail is recreated by view-dependent texturing of the surface using color images.
Reed and Allen 8 describe a system that builds a 3-D CAD model of an object incrementally from multiple range images. They built a robotic system that consists of a laser rangefinder attached to a robot arm to acquire range images of the object. A volume-based method using a constructive solid geometry ͑CSG͒ technique to form a solid model of the object from multiple registered range views is developed. They create a solid for each view by sweeping the range data from the object away from the scanner filling in the space self-occluded by the object. The surfaces of the solid are labeled as being either visible to the sensor or occluded by the object view. This labeling technique is used for view planning, since it provides information about which portions of the current viewspace are not covered by the previous views. Once all the visible portions of the object have been covered by one or more views, the view solid models are intersected to form a complete model. Niem 23 presents a method for the automatic reconstruction of 3-D objects from multiple camera views using a mobile camera. He uses a simple measurement environment that consists of a new calibration pattern placed below the object to increase the flexibility of the system. With the simultaneous acquisition of object and pattern, each view can be calibrated individually. From those calibrated camera views, a textured 3-D model is estimated using a shapefrom-silhouette approach and texture mapping of the original camera views. The major drawback of this system is that some concavities may not be fully recovered because of the shape-from-silhouette technique.
Albamont and Goshtasby 24 developed a scanner system that can capture surround images of an object and reconstruct its 3-D model. The scanner has four synchronous camera heads, each equipped with a camera and a laser line generator. The four camera heads move together during the scanning process. The scanner uses an imaginary ͑virtual͒ laser rather than a real one for scanning. This makes it possible to scan an object with detailed color and under bright lighting. The laser images from the four cameras are processed to obtain the 3-D structure of the object.
Data Acquisition
To acquire the range and intensity images, the object is placed on a rotation stage. The images from different acquisition viewpoints are taken by rotating the object. For each viewpoint, range and focused images are obtained using rotational stereo and shape from focus ͑SFF͒. Two sequences of images with different focus positions are taken with a small rotation angle to obtain stereo image pairs. Each sequence of images is used to construct the focused image and a rough depth map using SFF. A more accurate 3-D shape is then obtained using rotational stereo on the focused image pair with the rough depth map information.
Shape from Focus
In SFF, a large sequence of image frames of a 3-D scene is recorded with different camera parameters ͑e.g., focal length or/and lens to image detector distance͒. In each image frame, different objects in the scene will be blurred by different degrees, depending on their distance from the camera lens. Each object will be in best focus in only one image frame in the image sequence. The entire image sequence is processed to find the best focused image of each object in the 3-D scene. The distance of each object in the scene is then found from the camera parameters that correspond to the image frame that contains the best focused image of the object. The SFF methods are based on the fact that for an aberration-free convex lens, 1. the radiance at a point in the scene is proportional to the irradiance at its focused image 25 ͑photometric constraint͒, and 2. the position of the point in the scene and the position of its focused image are related by the lens formula ͑geometric constraint͒
where f is the focal length, u is the distance of the object from the lens plane, and v is the distance of the focused image from the lens plane ͑see Fig. 2͒ .
Given the irradiance and the position of the focused image of a point, its radiance and position in the scene are uniquely determined. In a sense, the positions of a point object and its image are interchangeable, i.e., the image of the image is the object itself. Now, if we think of an object surface in front of the lens to be comprised of a set of points, then the focused images of these points define another surface behind the lens ͑see Fig. 2͒ . This surface is defined to be the focused image surface ͑FIS͒ and the image irradiance on this surface to be the focused image. There is a one-to-one correspondence between the FIS and the object surface. The geometry ͑i.e., the 3-D shape information͒ and the radiance distribution ͑i.e., the photometric information͒ of the object surface are uniquely determined by the FIS and the focused image.
In traditional SFF methods ͑e.g., Refs. 4, 5, and 26͒, a sequence of images is obtained by continuously varying the distance s between the lens and the image detector or/and the focal length f ͑see Fig. 3͒ . For each image in the sequence, a focus measure is computed at each pixel ͑i.e., each direction of view͒ in a small ͑about 15ϫ15) image neighborhood around the pixel. At each pixel, that image frame among the image sequence that has the maximum focus measure is found by a search procedure. The gray level ͑which is proportional to image irradiance͒ of the pixel in the image frame thus found gives the gray level of the focused image for that pixel. The values of s and f for this image frame are used to compute the distance of the object point corresponding to the pixel. An example of a focus measure is the gray-level variance. SFF methods involve a search for the values of s or/and f that result in a maximum focus measure, and these methods require the acquisition and processing of a large number of images.
Rotational Stereo
The rotational stereo model used in data acquisition is shown in Fig. 4 . The rotation axis is described by the unit vector n ᠬϭ(n 1 ,n 2 ,n 3 )
T and the translation vector d ᠬ 
T in the camera coordinate system. The image pair used for stereo matching is obtained by rotating the object an angle with respect to the rotation axis. Let (x 1 ,y 1 ,z 1 ), (x 2 ,y 2 ,z 2 ) be the same object point before and after rotation, respectively; and (x 1 ,ŷ 1 ), (x 2 ,ŷ 2 ) denote the corresponding image point. The images taken before and after rotation are referred to as the first and second image. For each point (x 1 ,ŷ 1 ) in the first image, the corresponding epipolar line in the second image is calculated and used for stereo matching.
Let n ᠬ be a unit vector along the selected rotation axis and be the specified rotation angle about this axis. As shown in Ref. 9 , the rotation matrix can be written as
The rotation matrix for any rotation axis with a translation vector d ᠬ is then
where
By perspective projection, the relationship between an object point (x i ,y i ,z i ) and an image point (x i ,ŷ i ) is given by
where t i 's are unknown parameters. Thus, we have the equations
for the same object point projected on different images. Solving Eqs. ͑2͒ and ͑3͒, the epipolar line on the second image for any fixed (x 1 ,ŷ 1 ) is given by
where m and c are functions of x 1 and ŷ 1 . Details of the calculation can be found in Ref. 27 . In our rotational stereo model, the stereo matching is done along the epipolar line derived before at 16ϫ16 image block intervals for only the foreground pixels, as determined by SFF. Therefore image rectification is avoided.
Rotation Axis Calibration
A simple method is used to calibrate the rotation axis. It takes two images of a planar object before and after rotating the object. Two 3-D point pairs with known coordinates are used to compute the rotation axis. Let P 1 , Q 1 be the 3-D points before rotation, and P 2 , Q 2 be the corresponding 3-D points after rotation. Let ⌸ P be the plane passing through the middle point of P 1 and P 2 , and perpendicular to P 1 P 2 ; and ⌸ Q be the plane passing through the middle point of Q 1 and Q 2 , and perpendicular to Q 1 Q 2 . Then the rotation axis is uniquely determined by the intersection of ⌸ P and ⌸ Q . Another calibration method using one known 3-D point with two rotation angles can be found in Ref. 28 .
Although only four 3-D points are required for determining the rotation axis, one can increase the accuracy of the calibration by taking more points and using a least squared fit. In the experiments, the rotation axis is found to be ͑0.218,0,831.774͒ for the translation vector and (4.123 ϫ10 Ϫ3 , 0.9997, Ϫ2.364ϫ10 Ϫ2 ) for the unit vector. The result indicates that the rotation axis is almost perpendicular to the image scanlines and camera optical axis.
Camera System and Implementation
The vision system used for image acquisition in our experiment is called Stonybrook Vision System 2 ͑SVIS-2͒. The SVIS-2 camera system consists of a high-resolution digital camera ͑Olympus C-3030͒, a rotation stage with a stepper motor, and a PC ͑see Fig. 5͒ . The object is mounted on the rotation stage and the camera is placed in front of it, so that the optical axis is close to the rotation axis. The calibration method described in the previous section is used for rotation axis estimation. The calibrated rotation axis is used for stereo matching in rotational stereo, and is further refined during registration. The parameters of SVIS-2 are adjusted for objects that fit inside a 250ϫ250ϫ250-mm cube placed about 750 mm from the camera. The camera focal length is set to 19.35 mm and the f-number to 1.8. Different focus settings are obtained by moving the camera's motorized lens controlled by a PC. The image resolution is set to 1280ϫ960 pixels.
In the experiments, we use objects with fine texture to help stereo matching. The steps for recovering 3-D shape and focused image of each view of an object are described as follows. First, two sequences of four images with different focus settings are recorded before and after rotating the object by a small angle to obtain the stereo image pairs. The stereo rotation angle is set to 6 deg, which gives the equivalent parallel stereo baseline of about 174 mm. Shape from focus is applied on each sequence of images to get the focused image and a rough depth map. 16ϫ16 image blocks are used to obtain a 80ϫ60 rough depth map and a 1280ϫ960 focused image. The depth map is thresholded to segment both the depth map and the focused image into two regions, one corresponding to the background region ͑points farther than the expected distance of object points͒ and the other to the object ͑foreground͒ region. Figure 6 shows a plot of the relationship between the lens step number and the best focused distance of the camera used in our experiment. The plot indicates that the lens step number and the best focused distance have an almost linear relationship in several regions ͑step numbers 20 to 65, 65 to 105, and 105 to 125͒. The sequence of four images used to construct the focused image and depth map are taken at lens step numbers 108, 115, 122, and 129. They are roughly in the linear region.
Rotational stereo analysis is then carried out using the focused images and the initial depth map estimated by SFF to get an accurate depth map. A sum-of-squared-difference measure 29 on 16ϫ16 image blocks is used for matching in the foreground regions. Fast stereo matching is done by limiting the correspondence search to a small segment on the epipolar line, determined by the rough depth map obtained from SFF. The length of the segment for searching is computed using the maximum expected error of SFF. Finally, the 3-D shape is obtained by an inverse perspective projection of the resulting depth map. This data acquisition procedure is repeated for four viewpoints by rotating the object every 90 deg. The reconstructed focused image and partial 3-D shapes with different resolution settings are shown in Fig. 7 .
Accuracy Analysis and Quantization Error
We analyze the accuracy of 3-D shape based on the disparity of stereo matching. The depth difference of one pixel disparity near the rotation axis is used to calculate the accuracy. To simplify the calculation, we assume that the rotation axis is parallel to the image plane and perpendicular to the image scan line. It is well known that the stereo disparity dϭb f /z, where f is the camera focal length, b is the equivalent stereo baseline, and z is the depth. The disparity difference at two depths z 1 and z 2 is given by 
Thus, the depth difference ⌬z can be written as
The equivalent stereo baseline in this setup is given by b ϭ2z 0 sin ␤/2, where z 0 is the distance to the rotation axis and ␤ is the rotation angle.
In the experiments, the pixel size is 0.00552 mm, the rotation angle is set to 6 deg, the camera focal length is 19.35 mm, and the distance to rotation axis is 832 mm. The maximum depth error for one pixel disparity is calculated as 1.41 mm at 832 mm from the camera. The rms error for a planar surface with a random dot pattern placed at 800 mm from the camera was found to be 1.21 mm ͑0.15%͒.
In addition to the 80ϫ60 depth map, higher resolution 3-D shapes corresponding to 160ϫ120 and 320ϫ240 were obtained with matching block sizes of 8ϫ8 and 4 ϫ4 pixels, respectively. Because of the quantization error introduced by pixel size, there exist flat regions of same disparity. This quantization error can be mitigated by increasing the stereo baseline, but it is not a perfect solution to a rotational stereo system. In our implementation, a linear interpolation using the boundaries of a region with the same disparities is applied. It gives a good approximation of the depth map. A median filter is then applied to smooth the resulting 3-D shape. Figure 8 shows the reduction of quantization errors. The left figure is the original 3-D shape of resolution 320ϫ240, and the right figure is the same 3-D shape after reducing the quantization error.
Registration
To create a complete description of an object, we need to acquire and register multiple range images to a common coordinate frame. Since our data acquisition system acquires range images from different viewpoints by rotating the object in front of the camera, the registration problem is equivalent to finding the rotation axis of the rotation stage.
The registration consists of two steps. First, we find the initial estimated transformation by calibrating the rotation axis described in the previous section. Second, the estimated registration is further improved during surface integration. The overlapping parts of range images are used to refine the rotation axis and increase the accuracy of registration.
Registering range images in an iterative way is popular because of its ability to update information after each iteration. Most of the iterative registration methods try to find the translation and rotation matrices by either matching the closet points from different views 10, 30 or minimizing the distance from points in one view to planes in another view. 1, 31 We propose a new approach, which directly computes the rotation axis after each iteration without data fitting or minimization. Assuming the rigid body motion of the object is known ͑i.e., the rotation angle of the stage is accurate in our case͒, selected control points before and after current transformations are used to find the next transformations. Those control points are chosen from the overlapping part of two range images with certain criteria. Since the unit vector of the rotation axis is found to be (4.123 ϫ10 Ϫ3 , 0.9997, Ϫ2.364ϫ10 Ϫ2 ), which is very close to ͑0,1,0͒, we consider only the 2-D case ͑finding the translation vector͒.
The 2-D registration problem is to find the rotation center of the rotation transformation. The goal is to partly match the curves on the same plane from two different views. Consider the registration model shown in Fig. 9 . Two curves are observed from different viewpoints with a 90-deg rotation angle ͑left and middle figures͒. The curve from the second viewpoint is transformed back to the world coordinate system according to the initial or estimated ro- figure. Then the overlapping part of these two curves is used to update the rotation center for the next rotation transformation. This process is repeated until the rotation center converges.
At each iteration, the next rotation center is found in three steps: 1. finding the overlapping part of two curves, 2. finding the matching point on the second curve, and 3. using the matching point and the corresponding point on the first curve to compute the rotation center. To find the overlapping part of the registered curves, we first convert the data points to the polar coordinate system centered at the estimated rotation center ͑see Fig. 10͒ . The angles ͑ values͒ are used to detect the overlap of these two curves. Let (r 1 , 1 ) be the last point on the first curve and (r 2 , 2 ) be the first point on the second curve. Then the overlap can be specified by all the points (r,) with 2 рр 1 . Since the points from the second view will be used to update the rotation center, we only consider the overlapping part on the second curve. Here we assume that there exists a oneto-one mapping between r and on all data points used for registration. The rotation axis calibration generally gives us the required accuracy on the rotation center to find the overlapping region.
The second step is to choose proper points for computing the new rotation center ͑Fig. 11͒. Since we assume that the rotation angle is fixed ͑e.g., /2 in this case͒, the rotation center can be found if the points are known before and after rotation transformation. Let the overlapping data points on the second curve be P 1 , P 2 , . . . ,P n , the current rotation center be denoted as C, and Q 1 ,Q 2 , . . . ,Q n be the projection of P 1 , P 2 , . . . ,P n on the first curve along the lines CP 1 ,CP 2 , . . . ,CP n . For this discretely sampled data, the projected point is given by the intersection of the projection line and the line segment of the data points on the first view. The matching point is defined as the projected point Q i , which satisfies
That is, the matching point is a point that satisfies the following two conditions: 1. it is one of the intersections of the projection lines and the first curve, and 2. its distance to the second curve is the maximum among those intersections. For a given data point on the first curve, the line segment ͑connected by two consecutive data points on the second curve͒ that is to be intersected is found by considering all of the overlapping line segments on the second curve. That line segment is then used to find the distance in Eq. ͑8͒. The matching point Q on the second curve and the corresponding data point P on the first curve before transformation are used to compute the new rotation center. Let (x 1 ,y 1 ) be the point before transformation and (x 2 ,y 2 ) be the matching point. Then the rotation center (x 0 ,y 0 ) is given by 
for a fixed rotation angle of /2. There are two solutions located at either side of PQ. The ambiguity is solved by choosing the one on the same side as the previous rotation center.
In the experiments, cross sections of an object are used to find the rotation center. For any two range images from consecutive viewpoints, the rotation center is updated by taking the average of the rotation centers computed from the cross sections. The rotation center provided by rotation axis calibration is ͑0.0,833.0͒. After registration, the rotation center is moved to ͑0.23,831.91͒. Figure 12 shows the actual values of the translation vector converging with iterations. The experiments show that convergence of the translation vector is very fast ͑usually less than 20 iterations͒.
Surface Integration
Given a set of registered views, an integration algorithm should combine the partly overlapping datasets into a complete nonredundant 3-D dataset without any loss of detail in the original raw data. In the existing literature, Hoppe et al. 7 and Amenta, Bern, and Kamvysselis 6 construct a 3-D surface from unorganized points. Hilton et al. 13 and Soucy and Laurendeau 18 use structured data to combine multiple range images. All of them assume that accurate range data is available and they are perfectly registered. It is difficult to obtain such data in a practical data acquisition system. Therefore, an integration algorithm that is robust under the presence of noise and registration error is an important goal in designing a practical system.
Region-of-construction Algorithm
Our input depth-map data are given on a regular grid of points for each partial 3-D model. Therefore we develop a specialized triangulation method depending on the viewpoints. The basic idea is to stitch the regions of construction of different viewpoints at their boundaries to create a complete 3-D model. This algorithm takes advantage of the known topology of each range image and does not involve any spatial search of the data points. The mesh triangulation is done using indices of data points on a grid network. As a result, it is much faster than the general algorithms mentioned earlier.
For two range images from consecutive viewpoints, the overlapping part is divided into two regions and each region is assigned to one of the range images for construction. We first create the region of construction for each range image, and then use them to create a nonoverlapping dataset for surface integration. Region of construction is defined in Fig. 13 . In the figure, the range image corresponding to the shaded region is the region of construction for view 0. The left ͑right͒ line of sight is defined as the line determined by the viewpoint and the leftmost ͑rightmost͒ data point. The angular bisector of right ͑left͒ line of sight of iϪ1 (iϩ1) range image and left ͑right͒ line of sight of i range image is defined as the left ͑right͒ line of division for range image i. The 2-D region of construction for each cross section is then bounded by the left and right line of division. For each viewpoint, the region of construction includes all the 2-D cross sections. For each region of construction, the triangular mesh is created as follows.
We start at the upper left corner of the range image, find the points belonging to the region of construction, mark them as valid points, and establish the connection. For each valid point there exist five possible tessellations for triangles or quadrilaterals ͑see Fig. 14͒ . For the first and second cases, the column index of the first valid point in the i'th row is smaller or larger than the column index of the first valid point in the j'th row, where ͉iϪ j͉ϭ1. Without loss of generality, assume row i contains the smaller column index. Let p be the smaller and q be the larger column index, then we make triangles by connecting indices pϩ1)Ϫ(i,pϩ2) , . . . , until pϭqϪ1. For the third and fourth cases, the column index of the last valid point in the i'th row is smaller or larger than the column index of the last valid point in the j'th row, where ͉iϪ j͉ϭ1. Without loss of generality, assume row i contains the smaller column index. Let p be the smaller and q be the larger column index, then one or more triangles are created by connecting indices (i,p)Ϫ( j,p) Ϫ ( j,pϩ1), (i,p)Ϫ( j,pϩ1)Ϫ( j,pϩ2) , . . . , (i,p)Ϫ( j,q Ϫ1)Ϫ(j,q). In these four cases, one or more triangles are created depending on the column index difference between any two consecutive rows. For the last case, the column index of the valid point in the i'th row is the same as the column index of the valid point in the (iϩ1) row. In this case, lots of quadrilaterals in the central part of the range image are produced, and the number of quadrilaterals depends on the difference between the last and first column index. Those quadrilaterals are further divided into triangles by connecting the shorter diagonals.
After the meshes for regions of construction are created for each view, the partial 3-D models are stitched together by connecting the last valid point of the current range image to the first valid point of the next range image in the same row ͑see Fig. 15͒ . The resulting quadrilaterals on the boundaries of two range images are also broken into triangles with shorter diagonals.
The results of surface integration are shown in Fig. 16 . The wireframe models of a toy, a head, a cylinder, and a bottle are presented. The toy object ͑upper left͒ contains approximately 9000 vertices and 18,000 polygons, and the head object ͑upper right͒ contains more than 27,000 vertices and 55,000 polygons. Different colors in the cylinder object indicate different regions of construction from different acquisition viewpoints.
Complex Object with Holes
Since the region of construction algorithm provides only nonoverlapping surfaces, complex objects with holes can be reconstructed by selecting proper viewpoints that include the holes. We assume that if a hole can be observed from one viewpoint, it can also be observed from the opposite viewpoint. Generally, this holds for most real objects. Under this assumption, a 3-D model is first constructed using the previous algorithm without considering its hole. Then the boundary points of the hole that belong to two opposite viewpoints are connected using the following algorithm.
First, we connect the top and bottom rows of two range images, respectively. The row index can be different. The column indices of the top ͑bottom͒ rows are used to create a triangle/quadrilateral mesh similar to the previous section. For a side boundary of the hole, another triangle/ quadrilateral mesh is created with variable row index and fixed column index ͑one belongs to object points and next to a background point͒. Figure 17 illustrates this holecreating process. One of the regions of construction is shown in wireframe. The quadrilaterals are further broken into triangles with short diagonals. In some cases the observed hole does not appear in any region of construction defined in the previous section, but it gives depth discontinuities in one of the range images ͑see Fig. 18͒ . We define the principal view as the viewpoint containing the hole. The lines of division of principal views are shifted such that the new regions of construction can completely cover the hole.
Multiple Object Scenes
To create the 3-D model of multiple objects in a scene, we assume that the objects are separable in the vertical direction. The range images are segmented for each object in the scene to create range image datasets for each object. The 3-D models for each object are first constructed using the integration algorithm described earlier and are then combined together. For each range image, the segmentation masks for each object are obtained by considering the rotation geometry of the scene. A depth threshold is used to separate different objects in the scene.
Due to perspective projection of the camera, the constructed 3-D model looks distorted if the depth difference of the scene is too large. It shows that there are some missing parts on the 3-D models. However, the data points on the constructed model are exactly the same as the ones from range images. The result of wireframe models that contain multiple objects is shown in Fig. 19 .
Limitation
Unlike computationally intensive algorithms such as ␣ shapes or volumetric methods, the region of construction algorithm is not designed to reconstruct objects with arbitrary shapes. The shapes of objects should result in continuous regions and connected range image surfaces for stitching. Here, a continuous region means that there are no self- occlusions or holes. For most real objects, these situations can be possibly avoided during the data acquisition stage by some manual adjustments and handled by the holecreating process. It should be noted that the object does not have to be convex. Concave regions of range images can also be stitched on the boundaries ͑see Fig. 13͒ .
In this algorithm we do not use ͑or average͒ the overlapping part of the range images, and therefore it may not appear very smooth at the stitching boundaries. The smoothness mainly depends on the registration error and the assumption of a pinhole camera model. One can improve this by providing more accurate registration and using weighted averages of overlapping range data at the boundaries. To reconstruct an object with top and bottom surfaces, defining suitable regions of construction is not an easy task. The adjacencies of range images are not limited to two ͑it could be four in our implementation͒, and more sophisticated partitioning methods have to be considered.
Texture Mapping
One major advantage of using images to acquire a 3-D model is that the recorded images are used not only for measuring the 3-D shape of objects but also for providing the texture information. The color images used for texture mapping are obtained from shape from focus with four different focus positions. The texture image is focused everywhere and provides more realistic 3-D models.
Having modeled the 3-D shape of an object by a set of vertices and polygons, the image texture of the object is specified by providing a color image for each region of construction. Since the complete 3-D model is created by stitching all regions of construction, the textured 3-D model can be obtained by combining all textured regions of construction of the object. That is, nonoverlapped and texture mapped partial 3-D models are created first, and then stitched together. The texture map on the boundary strip connecting two consecutive regions of construction has to be obtained separately. This is because the boundary strips are not covered by any regions of construction. To obtain the texture map, each boundary strip is associated with ͑as-signed to͒ one focused image. The vertices of the boundary strip on the adjacent region of construction ͑range image͒ are projected onto the focused image to calculate surface UV. The surface UV is then used to extract the texture map on this focused image. 32 As illustrated in Fig. 20 , the 3-D points on the right boundary of range image 0 are projected onto range image 1 and the corresponding focused image according to the viewing geometry. The surface UV is calculated on each projected point and used to extract the texture map for the boundary strip between regions of construction 0 and 1 from focused image 1. Figure 21 shows the focused images constructed by SFF and used for texture mapping of the toy object. To reduce the size of the textured 3-D model, a bounding box enclosing the region of construction is used to extract a subimage for each color image.
The shading information of an object is provided by the normal vector at each data point. The vertex normal is obtained by averaging the surface normals of all polygons sharing that vertex. Instead of using data points of the complete 3-D model, we calculate the surface normals from the range images to keep the original shading information. The resulting vertex normals on the boundaries of two consecutive partial shapes are different from the ones obtained from the complete 3-D model and can be used to check the smoothness of surface integration.
Experimental Results
The described algorithms were tested on a number of real objects. The results of a toy, head, cylinder, bottle, and multiple objects scene are presented. Several results of complete 3-D models with texture and shading information are shown in Fig. 22 . For each object, it takes approximately 15 min to acquire stereo image pairs with four dif- Table 1 for several objects ͑on a Pentium II 450 MHz PC͒.
The accuracy of our 3-D model reconstruction depends on the accuracy of the depth map from rotational stereo and rotation axis of the rotation stage. A rudimentary accuracy analysis of our system was done using a cylinder as a test object. The same procedure and algorithms are applied to obtain the complete 3-D model. The acquired 3-D dataset is then fitted to the perfect cylinder from our physical measurement to calculate the average error of each data point acquired by our system.
Let d be the measured radius of the cylinder, p 1 ,p 2 , . . . ,p n be the sampled data points, and d 1 ,d 2 , . . . ,d n be the distances from the data points to the line that passes through the center of the cylinder. The average error for the 3-D dataset is then given by 1/n ͚͉d i Ϫd͉ 2 , where d i ϭd(p i ,L eq ). Since the line equation L eq is unknown in the camera coordinate system, it is approximated by minimizing the sum of distances from each data point to the line, i.e., min ͚d(p i ,L eq ). In other words, we are finding the best fitting cylinder for the acquired dataset. In our experiment, the measured radius is 77.5 mm and the average error for each data point is 0.44 mm. Thus, the precision is about 1 part in 500 for our working volume of 250ϫ250ϫ250-mm cube.
Conclusion
We design and implement a digital vision system for 3-D model reconstruction. The system is comprehensive in that it includes all stages-data acquisition, registration, surface integration, and texture mapping-to create a textured 3-D model. The complete 3-D model is constructed by merging multiple range images, and mapping the texture information acquired by rotational stereo and SFF. A new surface integration algorithm based on region of construction is developed for fast 3-D model reconstruction. It is also capable of constructing complex objects with holes and modeling multiple object scenes. Experimental results are presented for several real objects. Our system can be implemented using low-cost equipment: one commercially available digital camera, one rotation stage, and one personal computer. It is able to construct a complete 3-D model in under 20 min. Most of the acquisition time ͑about 15 min͒ is used to capture and transfer image data to a PC. A rudimentary analysis shows that the precision of our system is about 1 part in 500 in the working range. Future research will focus on extending the region of construction algorithm from the viewpoint-based regions to the regions with best viewing directions. 
