A satellite-based potential evapotranspiration (PET) estimate derived from Moderate Resolution Imaging Spectroradiometer (MODIS) observations was tested for input to the spatially lumped and gridded Sacramento Soil Moisture Accounting (SAC-SMA) model. The 15 forecast points within the National Weather Service (NWS) North Central River Forecast Center (NCRFC) forecasting region were the basis for this analysis. Through a series of case studies, the MODIS-derived PET estimate (M-PET) was evaluated for input to the SAC-SMA model by comparing streamflow simulations with those from traditional SAC-SMA evapotranspiration (ET) demand. Two prior studies have evaluated the M-PET data 1) to compute new longterm average ET demand values and 2) to input a time series (i.e., daily time-varying PET) to the NWS Hydrology Laboratory-Research Distributed Hydrologic Model (HL-RDHM), a spatially distributed version of the SAC-SMA model. This current paper presents results from a third test in which the M-PET time series is input to the lumped SAC-SMA model. In all cases, evaluation is between the M-PET data and the long-term average values used by the NWS. Similar to prior studies, results of the current analysis are mixed with improved model evaluation statistics for 4 of 15 basins tested. Of the three cases, using the time-varying M-PET as input to the distributed SAC-SMA model led to the most promising results, with model simulations that are at least as good as those when using the SAC-SMA ET demand. Analyses of the model-simulated ET suggest that the time-varying M-PET input may produce a more physically realistic representation of ET processes in both the lumped and distributed versions of the SAC-SMA model. 
Introduction
Historically, spatially, and temporally relevant mete orological data needed to compute daily potential evapotranspiration (PET) at the watershed scale has been lacking (Burnash 1995; Fowler 2002) . As a result, PET inputs into hydrologic models typically consist of long-term averages rather than time-varying values. This practice is generally acceptable, as time-varying PET inputs appear to add little value to streamflow simulations (Burnash 1995; Oudin et al. 2005a ). Oudin et al. (2005a,b) evaluated the sensitivity of PET inputs into four rainfall-runoff models and concluded that long term average PET inputs result in adequate streamflow simulations, thus negating the need for time-varying PET inputs. At the same time, though, for the pur poses of operational use, they questioned whether hydrologic models would be more effective with timevarying inputs that have better temporal resolution. In a 1981 study (Lindsey and Farnsworth 1997) . the National Weather Service (NWS) compared the use of daily varying versus mean monthly PET inputs to hydrologic forecast models and found overall improved streamflow simulations using the daily PET estimates. Recent ad vances in estimating daily PET from satellite (Kim and Hogue 2008, 2012) and modeling systems (Xia et al. 2015a,b) have made access to spatially relevant PET for operational modeling possible. Thus, there is a need to revisit the potential benefits and limitations of applying a time-varying PET in operational streamflow prediction.
Previous and current work explores the application of a daily, 500-m, Moderate Resolution Imaging Spectror adiometer (MODIS)-derived PET estimate developed this content and general copyright information, consult the AMS Copyright by Kim and Hogue (2008, 2012) for application in NWS streamflow forecast models in watersheds of the upper Mississippi and Red River basins Spies et al. 2015; Barik et al. 2016) . The NWS applies the current operational streamflow prediction model-the Sacramento Soil Moisture Accounting (SAC-SMA) model-in a spatially lumped manner and inputs monthly or daily average values of evapotranspiration (ET) de mand derived from historical values (Burnash 1995; Anderson 2002) . A spatially distributed version of the SAC-SMA model, called the Hydrology LaboratoryResearch Distributed Hydrologic Model (HL-RDHM), also uses gridded long-term ET demand values created from maps of potential evaporation in Farnsworth et al. (1982) . The MODIS-derived PET estimates (M-PET) have been explored as input to each version of the SAC-SMA model in prior work (cases 1 and 2, described be low). The current work adds a third analysis to finalize all possible current applications of the M-PET for opera tional modeling. The three cases are as follows:
• Case 1: Bowman et al. (2015) Here we present results from case 3 along with a comparison of the outcomes from all three studies.
Methods

a. Study basins and P E T data
The study basins tested here are the same 15 fore cast points used in case 1 (Fig. 1 ) while 13 basins were tested in case 2. Mean daily values of precipitation, runoff, and the two PET inputs for each basin for the evaluation period from 1 May to 30 September are presented (Table 1 ). All forecast points fall within the NCRFC region in the upper Mississippi and Red River basins.
Our baseline for evaluation in case 3 was the ap plication of SAC-SMA ET demand values for each forecast point provided by the NCRFC (NC-PET). For case 2, the baseline for evaluation was the a priori parameter grids developed by the Office of Hydrologic Development (OHD). The definition of the SAC-SMA ET demand is evaporation that occurs when moisture supply is not limited given existing ET is a function of the SAC-SMA ET demand and the vegetation type and activity level (Anderson 2002) . The NC-PET values are the product of potential evaporation (PE), typically from climatological means (i.e., raw pan evaporation data), and monthly PE vegetation adjust ment factors. The NC-PET input to the SAC-SMA model remains static from year to year. The daily, 500-m-resolution, MODIS-derived PET available tension water, computed from the tension water storages in the upper and lower zones. De pletion in the upper-zone tension water occurs only through evaporation; once the upper-zone tension reaches saturation, water then flows to the upper-zone free water. From the upper-zone free water both percolation to the lower zone and interflow occurs. estimates were spatially averaged to get basin average Surface runoff begins once the upper-zone free water M-PET for each of the 15 sites. Net radiation, air reaches saturation. temperature, and soil heat flux were estimated using nine MODIS products and input to the PriestleyTaylor formula (Kim and Hogue 2008, 2012; Bowman et al. 2015; Spies et al. 2015; Barik et al. 2016 ). The daily M-PET was derived from 1 May to 30 Septem ber. For the few days with missing M-PET values, values were interpolated from available data. The study period [water years (WY) 2003-08] coincided with the availability of the satellite-derived M-PET data as well as quality-controlled historical model inputs of precipitation and temperature provided by the NCRFC for the spatially lumped SAC-SMA model.
b. SAC-SMA model
The SAC-SMA model is a conceptual rainfallrunoff model that represents the hydrologically ac tive soil zone as two layers, a thin upper zone and a thicker lower zone (Burnash et al. 1973; Burnash 1995; Koren et al. 1999; Anderson 2002) . Each layer is composed of tension water representing water driven by ET and diffusion and free water representing water driven by gravitational forces. The model-simulated
c. Evaluation o f the PET inputs (NC-PET and M-PET)
The PET inputs (NC-PET and M-PET) from three study basins were evaluated at the point-scale against "observed" average daily PET calculated using the Priestley-Taylor formula and observations from the nearest AmeriFlux sites: Brooks 11 (Squaw Creek ba sin), Brookings (Redwood River basin), and Lost Creek (St. Croix River basin) (Fig. 1) . In addition, comparisons were made of the model-simulated ET from both PET inputs to latent heat flux observations from the same three AmeriFlux sites. Finally, modelsimulated discharge was compared to USGS mean daily observed values for each forecasting point. Per cent bias (%Bias), mean absolute error (MAE), and Nash-Sutcliffe efficiency (NSE; Nash and Sutcliffe 1970) statistics were computed for the period from 1 May to 30 September.
The SAC-SMA model generally requires site-and data-specific calibration as this model is sensitive to the input data used in the calibration process (Anderson 2002 
d. Calibration methods utilized for each case study
In each case study, calibration of the model was computed to each PET input and for each forecasting point. For the spatially lumped SAC-SMA model ap plications (cases 1 and 3), the calibration procedure followed the Multi-Step Automatic Calibration Scheme (MACS) for 13 SAC-SMA model and five SNOW-17 model parameters (Hogue et al. 2000 (Hogue et al. ,2006 . The MACS procedure is a three-step process in which all parameters are first calibrated using the log square error objective function to obtain overall fit to the observed hydro graph. Next, those parameters that most affect high flows are calibrated using the root-mean-square error objective function. A final step is completed to calibrate the parameters affecting the low flows using the log square error.
For the distributed SAC-SMA model application (case 2), the calibration procedure followed the auto mated stepwise line search (SLS; Kuzmin et al. 2008; NWS 2009 ). Parameter multipliers, rather than the pa rameter values, were calibrated and applied to the a priori parameter grids with the same multiplier applied to each grid cell. A multiscale objective function was utilized and is discussed in further detail in Spies et al. (2015) .
To the extent possible, testing of the M-PET was similar in all cases. PET inputs and model-simulated ET from each case was evaluated against PET esti mates and latent heat flux observations from groundbased data at AmeriFlux sites (Fig. 1) . The NC-PET (SAC-SMA ET demand) data were the baseline for evaluating the M-PET data and their application in the SAC-SMA model. The M-PET data were applied for the period from 1 May to 30 September of each year, spanning the months when plant productivity is at its highest and ET is most significant to the regional water balance in the study region. SAC-SMA ET demand values were used for the period between 1 October and 30 April. It is worth noting that NC-PET values aver aged less than 1 mm day 1 during the October-April period, and extensive cloud cover prevented deriva tion of M-PET values for many days in the winter. In all three cases, the daily NC-PET and M-PET values were divided evenly over each 6-h simulation time step of the SAC-SMA model. All data comparisons and model analysis occurred for the months between 1 May and 30 September. 
Results and discussion
a. Case 3: M -PET P E T and model-simulated E T
Evaluating the PET inputs (M-PET and NC-PET), the average coefficient of determination R2 from the three sites with associated AmeriFlux data is higher for the M-PET (R2 = 0.21) than the NC-PET (R2 = 0.10) when compared with the "observed" PET ( Fig. 1, Table 2 ). Kim and Hogue (2008) found an average point-to-pixel correlation for PET of R2 = 0.87 at four flux tower sites across the United States. Note that their study included the winter months. In our study, however, only the period from 1 May to 30 September was included, which may explain the lower correlations. In our evaluation of the PET inputs, the results from case 3 were similar to the findings from cases 1 and 2 that showed the R2 from the M-PET were better overall than the NC-PET. Bowman et al. (2015) report an M-PET R2 = 0.50 and NC-PET R2 = 0.33 (case 1), while Spies et al. (2015) report an M-PET R2 = 0.66 and NC-PET R2 = 0.13 (case 2).
The PET comparison at Brooks 11 (Squaw Creek) and Brookings (Redwood River) showed negative bias for the NC-PET and positive bias for the M-PET, while at Lost Creek (St. Croix River) bias was negative for both inputs ( Table 2 ). The magnitude of bias was smaller on aver age for the M -PET (1.03 mm) com pared to NC-PET (2.17 mm). The tendency for the M-PET method to produce PET estimates with positive bias compared to ground-based estimates was a common observation among other studies (Kim and Hogue 2008, 2012; Barik et al. 2016; Xia et al. 2016) . Likewise, across the case studies the PET data used by the NWS were consistently lower than the "observed" PET, in some instances by as much as 4 mm day-1 (Table 2 ; Bowman et al. 2015; Spies et al. 2015) . Several authors report an inability to close the T a b l e 3. Case 3 model evaluation statistics for streamfiow simulations that show %Bias, MAE ( n v V 1), and NSE for the calibration ______________________________period (WY 2006-08) and the verification period (WY 2003-05) . energy balance at AmeriFlux sites, and it may be one factor contributing to bias in the PET estimates (Stoy et al. 2013; Tang et al. 2011; Xia et al. 2015b ). Xia et al. (2015b) , in particular, used corrections for monthly mean ET observa tions to close the energy balance and assess bias in their data. For case 3, comparisons between the model-simulated E T for both PET inputs and the ground-based latent heat flux observations from the three AmeriFlux sites are re ported (Fig. 1) . The M -PET model-simulated ET had poorer correlation (R 2 = 0.08) than the N C-PET (R2 = 0.21, Table 2 ), and on average, bias is slightly larger for the M -PET (1.07 mm) compared to NC-PET (0.95 mm). The case 3 correlation for model-simulated ET was sim ilar to both case 1 (M -PET R 2 = 0.08, NC-PET R 2 = 0.23) and case 2 (M -PET R 2 = 0.18, N C-PET R 2 = 0.18), in which the simulated ET from the M -PET performed slightly poorer overall. Because of the high bias of the M-PET values in each case relative to the ground-based data, the degree of scatter in simulated ET was higher with the M-PET for all sites and was the likely cause of the lower R~ values. However, Xia et al. (2015a) report that flux towers in the continental United States tend to un derestimate E T (latent heat flux) by as much as 30%. Ac counting for this potential error, the model-simulated ET from the M-PET could be more reflective of ET occurring in these watersheds than these comparisons may show.
Calibration Verification %Bias (%)________ MAE NSE %Bias (% ) MAE NSE
Basin_________NC-PET M-PET NC-PET M-PET NC-PET M-PET NC-PET M-PET NC-PET M-PET NC-PET M-PET
b. Case 3: Simulated discharge
Simulated discharge produced from the M -PET input for the calibration period had larger %Bias, ranging from -3 9 .2 % to -3 .9 % , com pared to the simulation using NC-PET input, which ranged from -2 6 .3 % to +3.0% (Table 3) . Lower %Bias com pared to NC-PET occurred with the M -PET for only four basins (Beaver Creek, North Raccoon River, Squaw Creek, and East Branch Pecatonica River). There was a small im provem ent in mean error (average less than lm m d a y -1) for five basins (Beaver Creek, Squaw Creek, Kettle River, Crawfish River, and East Branch Pecatonica River) when using the M -PET input.
Discharge was largely undersimulated by both the NC-PET and M-PET inputs for the verification period; exam ples include Beaver Creek and Kettle River (Fig. 2) . The South Skunk River NC-PET simulation is the exception, in which discharge is overestimated (Table 3) . Across all ba sins and all PET inputs, simulations tended to un derestimate high flows, while low flows in general were slightly overestimated. Beaver Creek (Fig. 2a) had the greatest improvement in streamfiow with the M-PET, and the Kettle River (Fig. 2b) had the least improvement in streamfiow with the M-PET. The M-PET produced smaller biases in simulated discharge than the NC-PET in three basins (Beaver Creek, Squaw Creek, and East Branch Pe catonica River) and lower mean error by less than 0.50 mm for one basin (Squaw Creek). For the remaining basins, NC-PET daily mean error was on average 2.50 mm lower than the M-PET. NSE scores were higher overall with the NC-PET (0.63) than the M-PET (0.55), though most showed similar model performance with either PET input.
c. Comparison o f discharge simulations: Case 1, case 2, and case 3
Case 2 had the lowest average %Bias (26%) of the three cases with the M -PET inputs and was the only scenario in which the average M-PET bias produced model simulations that overestimated streamflow (i.e., had positive bias). Positive bias occurred for three ba sins (Beaver Creek, Redwood River, and East Branch Pecatonica River), and each showed improvement in the simulated discharge over the NC-PET. The case 1 application of the M-PET produced the worst streamflow biases with observed discharge underestimated on average by 40% and as much as 60% in one basin (High Island Creek). NSE scores were improved or nearly identical when using the M -PET data as compared to the NC-PET data in seven basins for case 2 and four basins for case 3 (Fig. 3) . No basin showed improvement in NSE scores for case 1. Based on comparison between the three cases, the M -PET time series shows the most promise for applications to the distributed SAC-SM A model. In addition, direct input of the daily M-PET time series to the lumped model was more successful than using the data to update the long-term monthly average values. The greatest overall improvement in NSE occurred for the Blue Earth River in case 2 while the East Branch Pecatonica River and the Pecatonica River have improved NSE scores for both case 2 and case 3.
Conclusions
With the case study presented here, we completed a series of tests in which we examined the application of a satellitebased PET estimate (M-PET) with the following results:
• Case 1: Testing new ET demand curves as input to the lumped SAC-SMA model resulted in consistent un derestimation of simulated discharge and did not lead to improved performance as compared to the current operational PET data. , case 2 (Spies et al.2015) , and case 3 (current study). Positive values indicate that the M-PET had a higher NSE value than the NC-PET. Negative values indicate that the NC-PET had a higher NSE value than the M-PET. some cases, performance improved with M-PET even though simulated discharge was still underestimated.
• Case 3: Testing the time-varying M-PET as input to the lumped SAC-SMA model produced results that underestimated simulated discharge, often with over all larger bias when compared to the SAC-SMA ET demand inputs. This application of the M-PET data was more successful than case 1 and led to improved results in four basins, though was less successful than case 2 in terms of overall model efficiency.
Each test failed to show consistent improvement in discharge simulations across all basins. However, the application of time-varying M-PET input in the dis tributed modeling framework of the SAC-SMA model (case 2; Spies et al. 2015) had the best overall results and shows potential for future application of the M-PET. Case 3 also shows promise, as application of the timevarying PET input to the lumped SAC-SMA model performed well for some basins. Case 1 is not a recom mended application of M-PET based on simulated dis charge results. Analyses of the simulated ET indicated that the time-varying M-PET input (cases 2 and 3) produced a more physically realistic representation of ET processes in the model, suggesting that use of the M-PET may improve one aspect of the model simulation (ET) at the expense of another (discharge). Results from the presented case studies further our understanding of the potential for and current limitations of using satellitebased inputs in operational streamflow prediction.
