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Abstract
Markov Logic Networks (MLNs) combine first-order logic with probabilistic graphical
models and are therefore capable of encoding complex domain knowledge. However, learning
and inference in MLNs is extremely challenging and current methods have poor accuracy and/or
scalability. The goal of the dissertation is to significantly improve the performance of MLNs in
complex tasks by developing novel algorithms that i) systematically exploit symmetries in
learning, ii) utilize advances in parallel computing to improve scalability and iii) combine MLNs
with Deep Neural Networks (DNNs) to yield more powerful models. In particular, we develop
mixture models where the components of the mixture model are learned based on symmetries in
the MLN. To exploit parallelism, we develop a Spark-based system to recognize symmetries in a
distributed manner. Further, we combine MLNs with DNNs by learning a sub-symbolic
representation for MLN symbols called Obj2Vec that captures symmetries in the MLN structure.
Using Obj2Vec, we develop two neuro-symbolic learning methods where we encode symmetries
in the MLN into the DNN learner. Specifically, we develop a Convolutional Neural Network
based approach to learn complex parameterizations for MLNs. We also develop an approach for
learning relations over multiple possible worlds using Neural Tensor Networks. We show that our
models generalize better when DNNs are regularized with knowledge from MLNs. Thus, this
dissertation is a step towards a long-standing goal in AI of combining symbolic and neural
network based models.
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Chapter 1
Introduction
According to Feynman [28], symmetries are ubiquitous in physical systems. We can argue that
we are able to learn concepts in many cases with very limited data since we can connect varied
concepts using symmetrical relationships. Thus, to develop powerful AI models that can emulate
human intelligence, understanding and modeling symmetries in data is of critical importance. For
example, to understand text, we need to learn symmetries in sentences, where sentences with
semantically similar meanings must have symmetrical representations. Similarly, to understand
images, we need to learn visual symmetries where objects that are similar looking should have
symmetrical representations, etc. The idea of symmetries is formalized in probabilistic models
using the notion of exchangeable variables. Higher-level relational probabilistic languages encode
models where symmetries are specified using symbolic relationships. In particular, the field of
Statistical Relational Models (SRM) [34] unifies symbolic models and probabilistic models.
SRMs encode rich, relational background knowledge that can implicitly and explicitly specify
symmetries in the real-world using the language of first-order logic and further, account for the
brittleness of first-order logic by adding probabilistic semantics to the model. In this dissertation,
we focus on arguably the most popular SRM called Markov Logic Networks (MLNs) and
significantly advance the state-of-the-art in inference and learning in MLNs by utilizing
symmetries in relational data and help MLNs solve relational learning problems more accurately
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and scalably than is currently possible.
MLNs combine first-order logic with Markov networks which are undirected probabilistic
graphical models (PGM). An MLN represents a joint distribution compactly by encoding a
Markov network from formulas written in first-order logic with Herbrand semantics. MLNs can
represent rich background knowledge due to the expressiveness of first-order logic. Further, MLN
models are parameterized using few parameters as compared to the size of the underlying Markov
network. Specifically, Markov networks defined by an MLN have “tied” potential functions
where several potential functions are constrained to be identical to each other. For example,
suppose we define a formula Smokes(x) ⇒ Cancer(x), we have a potential function in the PGM
corresponding each instantiation of the formula, but we tie these instantiations together with a
single parameter (or weight). Thus, while the underlying PGM may have thousands of potentials,
they are all constrained to be symmetric with each other. Thus, large distributions can be encoded
compactly using a very small number of parameters. This naturally gives rise to symmetries or
more formally exchangeable variables in the distributions. There have been significant advances
in utilizing symmetries to improve scalability of MLNs which can be placed broadly under the
umbrella of lifted inference [80]. Different techniques have been developed over the last several
years that improve scalability of both exact inference [22, 37, 108] and approximate
inference [99, 38, 111, 74, 17] by exploiting symmetries in the distribution. Further, since exact
symmetries are quite rare, more recently, techniques that exploit approximate symmetries with
weaker guarantees on inference results have been proposed [113, 115, 109].
However, despite all the advancements in lifted inference, there are fundamental problems
that need to be solved for MLNs to become truly “plug-and-play” models for complex relational
learning problems. We visually represent this using Fig. 1.1. As seen in this figure, the
prototypical use-case for MLNs is that we are given an initial structure (first-order formulas)
which encode background knowledge for a particular domain or problem. The first task is to learn
the parameters of the MLN, i.e., weights that are attached to the formulas that roughly represent
the degree of uncertainty in the formula. Once the model is learned, we can then ask standard
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Figure 1.1: Illustrating our research
probabilistic queries to the model, such as marginal probabilities, most-probable assignment, etc.
Computing these queries exactly is computationally intractable, and therefore, the
method-of-choice is to use approximate inference methods that can answer probabilistic queries
tractably. The weight-learning is typically performed using Max-likelihood estimation (MLE).
However, computing the likelihood exactly is intractable and therefore, typically gradient-based
methods are used to compute the optimal parameterization for the likelihood function.
Unfortunately, even for gradient-based methods, to compute the gradient, we need to compute
expectations over the distributions that in-turn requires us to perform probabilistic inference as a
sub-step which is intractable. Thus, we are faced with several computationally complex problems
in a typical MLN use-case.
While lifted inference methods have so far tried to scale up inference using symmetries,
directly using them for learning has several issues. Specifically, in generative weight learning
methods i.e., where we optimize the likelihood, it is much more simple to apply lifted inference
as shown by Haaren et al. [40] to scale-up learning. However, in many cases, it is desirable to use
discriminative learning, i.e., we need to optimize the conditional likelihood function where we
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condition over pre-specified evidence variables [26]. Since we use prior knowledge about which
variables in the distributions are observed (or evidence) to reduce the full distribution to a
conditional distribution, discriminative learning often converges much faster than generative
learning [96]. However, the fundamental problem here is that conditioning on evidence destroys
symmetries in the MLN. Therefore, we need new discriminative learning approaches that
systematically exploits symmetries when conditioned on evidences to learn a model that is both
scalable and accurate. A second issue with current state-of-the-art is that they have largely
ignored parallelism while computing symmetries. By leveraging distributed computing
frameworks such as Spark [6], we can exploit parallelism and symmetries to scale-up MLNs to
big-data problems. The third critical issue with the current state-of-the-art in MLNs is that despite
major advances, when MLNs are applied to complex real-world problems such as question
answering [52], results show that MLNs lag-behind much simpler non-relational models. At the
same time, deep neural networks (DNNs) methods have achieved tremendous successes in several
complex problems in natural language processing, computer vision, etc. However, a significant
criticism of deep learning methods is that they tend to overfit since they can learn very complex
functions. Adding background knowledge to deep models will regularize the model and help in
generalization. Thus, by combining MLNs with DNNs, we can achieve highly accurate models
that can encode complex real-world knowledge within the learning. Essentially, this is the main
premise behind the fast emerging area of neuro-symbolic learning [30]. However, unifying the
two is challenging since the representations of the two models are completely different.
Specifically, MLNs use a symbolic representation while deep networks learn a sub-symbolic
representation, and therefore, the challenge is to define a unifying representation, inference and
learning framework that combine MLNs and deep learning.
To summarize, the dissertation will address the aforementioned limitations in current
state-of-the-art and make the following contributions.
• Discriminative learning using Mixture Models. We develop mixture models that exploit
approximate symmetries in the MLN to scale up discriminative learning.
4

• Exploiting parallelism in MLN algorithms. Operations that can identify approximate
symmetries in the MLN are parallelizable. We develop a Spark-based framework that can
handle large-sized relational datasets by leveraging parallel operations.
• Symmetry Embeddings. We develop a novel representation where we embed MLN symbols
such that symbols that are symmetric (based on the MLN formulas) have a similar
representation. This new representation allows us to combine DNNs with MLNs.
• Neuro-Symbolic Learning Models. We develop two neuro-symbolic learning models where
we combine the power of DNN algorithms with domain knowledge in MLNs. Specifically,
we develop a Convolutional Neural Network based approach that learns complex
parameterizations for the MLN. Further, we develop a relational learning model using
Neural Tensor Networks by encoding symmetries in multiple possible worlds. We show that
our learned models are richer are more accurate than using DNNs or MLNs independently.

1.1

Contributions

As illustrated in Fig. 1.1, the dissertation will improve the MLN inference and learning pipeline
along several dimensions. In the third chapter, we present a principled approach to learn MLNs
discriminatively using mixture models [46]. In discriminative learning, we condition on evidence
variables and compute the MLN parameters that optimize the conditional log-likelihood function.
Unfortunately, it turns out that conditioning on variables destroys symmetries in the MLN [14].
However, though it is hard to find exact symmetries, we can find approximate symmetries in the
MLN distribution. Specifically, we use clustering methods to detect these approximate
symmetries based on the approach proposed by Venugopal and Gogate [113]. We learn a model
discriminatively by sampling a smaller training database (from the original data) such that
approximate relational symmetries in the MLN are represented in the training data. However,
since the data is sampled, the learned model may not accurately represent all relational
dependencies in the data. To reduce uncertainty in the learned model, we learn several models
5

from different samples of the training data, where each sample preserves relational symmetries.
We then combine the learned models into a mixture model. It turns out that learning the mixture
model is intractable and even using methods such as Expectation Maximization is prohibitively
expensive in our case. Therefore, we learn the mixture model scalably using stacked density
estimation [102], where we learn the components of the mixture and then learn the mixture
coefficients conditioned on the mixture components.
In the fourth chapter, we present our Spark-based framework for MLN processing [47].
Specifically, to learn approximate symmetries in the MLN, a key sub-problem is to identify
features that reflect approximate symmetries in the distribution. To identify such features, we
need to compute statistics based on the Markov blanket (neighbors) of variables in the MLN
distribution. Specifically, two variables with similar statistics in their Markov blanket are
approximately symmetric in the distribution. However, for big-data, the Markov blanket can be
extremely large. Thus, computing these statistics is a non-trivial problem. We model features for
a variable as counting problems over formulas in which the variable occurs. Importantly, we
count over the formulas in parallel and aggregate the statistics to compute features that encode
symmetries in the model.
In the fifth chapter, we present our work on coupling MLNs and DNNs using
symmetries [48]. Specifically, MLNs use a symbolic representation (e.g. real-world objects are
constants in the MLN). Here, we learn a sub-symbolic representation for MLNs called Obj2Vec.
Neural networks have shown great promise in learning representations for various real-world such
as words, images, speech, etc. Here, we use neural networks to learn a dense representation for
MLN symbols such that they represent symmetries in the MLN. To do this, we learn an
embedding for MLN symbols using scalable word embedding models such as Word2Vec [67].
The idea is to use context information to define exchangeability of objects in an MLN. For
example, suppose we repeatedly observe several relational dependencies between Alice and Bob
and also observe similar dependencies between David and Bob, then Alice and David can be
exchanged with each other. Thus, the main idea here is to learn a common encoding for symbols
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that have similar contexts in terms of relational dependencies. Thus, in the embedded-space
distinct objects that are symmetrical will lie close to each other. We also develop an efficient
inference method by sampling from the embedding to reduce the size of the data. We empirically
show that symmetries learned from this approach yield superior results as compared to
symmetries obtained using hand-crafted features.
In the sixth chapter, we present a CNN based neuro-symbolic model [45]. Specifically, we
combine Obj2Vec embeddings using CNN kernels to learn a rich parameterization for MLNs. We
combine symmetrical embeddings together in this parameterization. However, since CNNs
cannot directly learn from relational data, we introduce noise when learning from datasets where
all the instances are connected to each other. Therefore, to reduce uncertainty in our model, we
formulate our learning using a Bayesian framework and learn a distribution over the CNN
parameterizations. Our results show that our approach outperforms state-of-the-art MLN and
DNN approaches on several varied problems thus illustrating the power of combining rich
relational knowledge with state-of-the-art deep learning methods.
In the seventh chapter, we present our second neuro-symbolic model that is focused on
learning from relational databases. Specifically, we extend Neural Tensor Networks (NTNs) to
encode domain knowledge from the MLNs. Further, instead of considering a single relational
database, we learn the NTNs over multiple possible worlds. Each possible world encodes specific
symmetries and we learn these symmetries by presenting contrastive examples to the NTN based
on the MLN structure. In several varied domains such as text processing, image segmentation and
knowledge-base completion we illustrate that our combined MLN-NTN model outperforms
state-of-the-art methods in deep learning as well as MLN based relational learning methods.
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Chapter 2
Background
In this chapter, we present a brief background of Markov Logic Networks (MLNs). Specifically,
we describe representation, inference and weight learning in MLNs. For more details on
first-order logic, refer to [89, 32], for Markov networks and probabilistic graphical models, refer
to [58, 21] and for Markov logic, refer to [26].

2.1
2.1.1

Representation
Propositional Logic

Propositional Logic is concerned with propositions and their interrelationships. The language of
propositional logic consists of two types of sentences taking values from binary domain {True,
False}. Atomic sentences are the simple sentences called atoms and Compound sentences that
express logical relationships such as ∧ (conjunction), ∨ (disjunction), ¬ (negation), =⇒
(implication) and ⇐⇒ (equivalence) within atom or between the atomic sentences of which they
are composed. Hence, a propositional formula f is an atom, or any compound sentence that can
be constructed from atoms using logical connectives. For example, A, B and C are propositional
atoms and f = A ∨ B ∧ ¬ C is a propositional formula. A knowledge base (KB) is a set of
formulas while a world is a truth assignment to all possible atoms in the KB.
8

2.1.2

First-Order Logic

First-order logic (FOL) generalizes propositional logic by allowing relational structure.
Throughout this proposal, we consider only a strict subset of first-order logic called finite
Herbrand logic [32] that has many object constants but no function constants. FOL consists of
quantifiers (∃ and ∀), constants, logical variables, predicates and logical connectives (∨, ∧, etc.).
Constants are objects in real-world domains and denoted by strings that begin with an uppercase
letter (e.g., Alice, Bob, etc.). Logical variables that are denoted by lower case letters (e.g., x, y, z,
etc.) can be substituted by a set of real-world objects. The domain of a logical variables refers to
all the possible constants values that can be substituted for a variable. We denote the domain of a
variable x by ∆x . Since we assume finite Herbrand semantics the domain-size is finite. A
predicate represents relationships between one or more objects. Each predicate has a fixed arity
and is represented by a predicate name and a fixed argument-list of variables (e.g., Smokes(x),
Friends(x, y), etc.). An atom is an instance of a predicate. A ground atom is an atom where each
variable has been substituted by a constant from its domain (e.g. Smokes(Bob),
Friends(Bob, Alice), etc.). A formula is a combination of one or more atoms connected by
binary connectives (e.g., ∧, ∨, ⇒ ⇔), where each variable in the formula is either universally or
existentially quantified. In our case, we assume only universally quantified variables and therefore
drop the quantifiers for ease of notation. Thus, an example FOL formula is Smokes(x) ∧
Friends(x, y) ⇒ Smokes(y). A ground formula is a specific instantiation of a FOL formula. For
example, Smokes(Bob) ∧ Friends(Bob, Alice) ⇒ Smokes(Alice). A world is an assignment
(either true/false or 0/1) to all ground atoms in the FOL knowledge base. This is typically denoted
by ω.

2.1.3

Markov Logic Network

Markov Logic Networks (MLNs) unify the semantics of finite Herbrand FOL with probabilistic
graphical models. An MLN is a set of pairs (fi , wi ) where fi is a formula and wi is a weight for
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Table 2.1: Simple example of a first-order MLN
English
Friends of friends are friends

First-order logic

Clausal form

Weight

Fr(x, y ) ∧ Fr(y, z ) =⇒ Fr(x, z ) ¬Fr(x, y ) ∨ ¬Fr(x, y ) ∨ Fr(x, y )

4.5

Smoking causes cancer

Sm(x) =⇒ Ca(x)

¬Sm(x) ∨ Ca(x)

2.3

A friend of a smoker also smokes

Fr(x, y ) ∧ Sm(x) =⇒ Sm(y )

¬Fr(x, y ) ∨ ¬Sm(x) ∨ Sm(y )

.6

that formula. Given a set of constants, we can define a probability distribution over possible
worlds as

n
X
1
Pr(ω) = exp(
Ni (ω)wi )
Z
i=1

(2.1)

where Ni (ω) is the number of ground formulas for the FOL formula fi that are satisfied by
the world ω and Z is the normalization constant (also called the partition function) which is
P
P
defined as ω exp( ni=1 Ni (ω)wi ). MLNs are template models that can define different
distributions depending on the constants with which they are instantiated. Each ground formula in
the MLN represents a potential function in the Markov network that encodes the MLN
distribution. The nodes of this Markov network are the ground atoms of the MLN. Thus, the MLN
compactly encodes a very large Markov network, since a single FOL formula can have a large
number of instantiations. Typically, we call this as the ground Markov network of the MLN since
it is obtained by grounding the variables in the FOL formulas with constants from their domain.
In most problems, it is generally infeasible to construct this full ground Markov network.
Table 2.1 illustrates a simple MLN. Our knowledge base has some assumptions that we
express as FOL formulas. The MLN contains three formulas and each of them has associated
weight and for simplicity, we have constructed the resulting ground Markov network (Fig. 2.1) for
last two formulas mentioned in Table 2.1 given constants {Ana, Bob} that is denoted as {A, B}.
Each node in the graph represents a ground atom and each ground formula is denoted by a clique
in the Markov network. The neighbors of a node in the ground Markov network is called as the
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Figure 2.1: Ground Markov network obtained by last two formulas from Table 2.1
Markov blanket for that node. That is a node is conditionally independent of all other nodes given
its Markov blanket.

2.2

Inference

The standard inference tasks in MLNs are as follows:
• Computing the partition function:
!
Z=

X

exp

ω

X

wi nfi (ω)

(2.2)

i

• Probability of a query given evidence i.e., P (Q|E) which is known as M arginal inference.
For example, given an MLN (Strong(x) =⇒ W ins(x)) and evidence telling Ana is
strong, i.e., (Strong(Ana), ∞), we might be interested in knowing posterior probability of
Ana wins. Computing partition function is equivalent to computing marginal probabilities
since marginal probabilities can be expressed as ratio of partition functions.
• Finding a complete assignment to all (non-evidence) ground atoms that maximizes the joint
probability distribution over the non-evidence atoms. This is also referred to as finding the
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most probable state or M aximum a P osteriori (MAP) inference. Formally,

arg max
ω

2.2.1

X
X
1
exp(
wi n(fi , ω)) ≡ arg max
wi n(fi , ω)
ω
Z
i
i

(2.3)

Propositional Inference

Inference problems in MLNs are computationally hard. The marginal inference problem and
partition function computation problems are known to be #P -complete and the MAP inference
problem is NP-hard [88]. Therefore, exact inference methods are infeasible in practice. One
approach to solving inference problems in MLNs is to reduce it to inference in the ground
Markov network. This means that we could potentially apply any known inference technique
from PGMs to MLNs. For instance, we could apply exact inference methods using dynamic
programming such as Variable Elimination [24] or junction trees [60] to solve the inference
problems exactly. However, these are feasible only for very simple Markov network structures,
namely structures with very low treewidth. In most practical cases, approximate inference
methods are used. Popular approximate inference methods include sampling-based
approximations or belief propagation (BP). For sampling-based inference, MCMC methods are
the most popular methods and among these Gibbs sampling [31] is perhaps the most widely used
approach. However, Gibbs sampling does not perform very well when there are logical
constraints due to correlations in the distribution. Therefore, specialized samplers such as
MCSAT [82] have been developed for MLNs. Loopy BP methods [123] are an alternative
approach based on message-passing in a factor-graph constructed from the Markov network. In
the case of MAP, stochastic local search methods such as MaxWalkSAT [49] can be used to
obtain an approximate MAP assignment. However, all the aforementioned approaches assume
access to the ground Markov network which is infeasible in practice.
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2.2.2

Lifted Inference

Propositional inference methods do not scale up to ground Markov networks represented by an
MLN. Therefore, we need more specialized methods that take into account relational structure in
the MLNs. Specifically, note that the weight in an MLN is shared across all ground formulas (or
potentials in the Markov network). Thus, even though the ground Markov network can be
extremely large, it is parameterized by much fewer weights. Therefore, the MLN distribution
encodes plenty of symmetries. Lifted inference refers broadly to algorithms that exploit these
symmetries in the MLN. For example, consider a very simple MLN, Happy(x); w. Note that, in
this case the marginal probability of any atom is identical to each other. That is, no matter which
individual is considered the probability P (Happy(x)) remains the same. Thus, computing this
probability for a single individual is sufficient to determine all the marginal probabilities. Lifted
inference which was first proposed by Poole [80] identifies groups of exchangeable variables in
the distribution and performs inference over groups rather than individual variables. Since then,
several lifted inference methods have been developed for both exact and approximate inference.
Exact inference methods include FOVE [23], WFOMC [108], PTP [36], etc. These methods try
to identify symmetries without constructing the Markov network and perform efficient inference
using these symmetries. Similarly, approximate inference methods include lifted Gibbs
sampling [111], lifted belief propagation [97], lifted MAP [91], lifted importance sampling [39],
etc. In these methods, we identify exchangeable variables and develop approximate inference
methods that take advantage of exchangeability. For example, we can reduce the effective
sampling-space in sampling-based methods, search-space in MAP methods, etc. More recently,
Anand et al. [3] identified more sophisticated symmetries in Markov networks and developed
MCMC samplers based on these symmetries.
However, a key problem with lifted inference is that symmetries can be efficiently
identified only when the MLN structure is simple. For example, Niepert and Broeck [75] showed
that only 2 variable MLN formulas are liftable. Further, even more importantly evidence breaks
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symmetries in the MLN [13]. Therefore, performing lifted inference in conditional distributions is
hard. Thus, several approaches focus on identifying approximate symmetries in the MLN. To do
this approaches such as smoothing evidence based on binary matrix factorization [13] and
clustering-based methods [113, 115] have been developed. However, the types of symmetries
uncovered by these are limited by the types of features we use to identify symmetries. Further, the
accuracy of methods that use approximate symmetries are not very high indicating that we need
richer models to solve more complex problems.

2.3

Learning

There are two types of learning for MLNs, namely weight learning and structure learning. In
weight learning, we are given a structure and learn the weights for formulas. In structure learning
we learn the FOL formulas. Here, we briefly outline weight learning since we develop new
techniques for this in this dissertation.

2.3.1

Weight Learning

Given MLN structure and data, weight learning learns weights of the formulas typically using
Max-likelihood estimation (MLE). In generative weight learning, we maximize the log-likelihood
of the data given a training database ω. Note that unlike typical machine learning methods, we
have a single instance here from which we need to generalize. Specifically, the log-likelihood is
given by,

`(θ : ω) = log Pθ (ω) =

X

θi Ni (ω) − log Zθ

(2.4)

i

!!
=

X

θi Ni (ω) − log

X
ω0

i

exp

X

θi Ni (ω 0 )

i

where θi is the weight for the i − th formula and Ni (ω) denotes the number of ground
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formulas in the i − th MLN formula that are satisfied by ω. Weights that optimize the
log-likelihood (a convex function) can be learned using a standard gradient ascent procedure.
However, computing the gradient requires inference in each step which makes learning the
optimal weights intractable. Specifically, the gradient is given by (for details, please refer to
[26]),

X
∂
Pw (ω) = Ni (ω) −
Pw (ω 0 )Ni (ω 0 )
∂wi
ω0

(2.5)

The ith component of the gradient is the difference between the number of true groundings
of the ith formula in the training database (ω) and its expectation according to the current weights
(w). Weights are initialized randomly and in each iteration, we update each weight according to
its gradient. However, a key problem here is that we cannot compute the expected number of
satisfied grounding of a formula. That is, we need to perform inference (i.e., sum over all possible
worlds) which is infeasible. Therefore, a standard approach is to approximate the gradient. In
voted perceptron [96], we use the MAP assignment to compute the gradient and in contrastive
divergence [43, 64], we approximate the gradient using samples. In discriminative learning, we
condition over atoms that are guaranteed to be evidence atoms. Thus, we learn optimal weights
for the conditional log-likelihood function. Psuedo-likelihood is another approximation which
does not require inference and we decompose the likelihood as a product of conditional
distributions. However, this typically yields poorer solutions as compared to the other approaches.
Thus, weight learning is computationally hard since each step of gradient ascent requires
inference. Recently, Venugopal et al. [116] proposed a new approach where they approximated
the gradient using approximate counting oracles. Specifically, the idea is that a rough idea of the
gradient direction is sufficient for weight learning. Therefore, during weight updates they
proposed to compute a fast approximation of the samples (or MAP assignment) to scale up
learning. However, learning weights for large MLNs scalably and such that the learned model has
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high accuracy in prediction is still a challenging task. The aim of this dissertation is to make
significant progress towards learning such models.
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Chapter 3
Learning Mixtures of MLNs
Weight learning and inference (which is a sub-step in weight learning) in MLNs are highly
challenging problems. Typical learning and inference methods developed for probabilistic
graphical models, cannot be directly applied to MLNs. Specifically, MLNs represent extremely
large probabilistic graphical models typically containing millions of variables and factors, and
running even approximate inference methods or approximate gradient-based methods for learning
such as voted perceptron [20] or contrastive divergence [44] is often infeasible in MLNs designed
for practical applications. To circumvent the non-scalability of learning algorithms, application
designers typically use domain-specific ‘tricks’ to utilize MLNs for practical problems. For
example, in their entity resolution application, Singla and Domingos [98] remove some evidence
from the training data that are likely to be false based on heuristics. Similarly, Beltagy et al. [10]
use TF-IDF scores to set weights in their semantic similarity and textual entailment application.
However, such domain-specific heuristics are problematic since they require a deep understanding
of the domain, and are typically not transferable across different MLN applications.
Over the last several years, lifted inference has become the predominant method to scale
up inference, and several algorithms have been developed using this strategy [80, 36, 108]. The
main idea in these algorithms is to use symmetries in the MLN to scale up inference. More
recently, lifted inference algorithms have been successfully used in scaling up generative weight
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learning algorithms [40]. Unfortunately, the same techniques do not work well for discriminative
learning methods. Specifically, when learning discriminatively, we need to perform inference on
MLNs that are conditioned on certain pre-specified query atoms [26], and most lifted inference
methods, even the approximate ones, fail to scale up when the MLN is conditioned with arbitrary
evidence [13]. As evidence tends to break symmetries in the MLN, in these cases lifted inference
is considerably similar to ground graphical model inference methods and is thus not scalable.
This is highly problematic because discriminative learning is quite often preferred since it
converges faster than generative learning [96], for many applications. Therefore, we need
advanced methods to perform discriminative weight learning in MLNs. Recently Sarkhel et
al. [92] proposed an approach that scales up specific learning algorithms that use Gibbs sampling
or MaxWalkSAT as a substep, by utilizing fast methods to solve a counting problem that
repeatedly occurs with Gibbs sampling and MaxWalkSAT. However, a generic approach for
scalable discriminative learning is still elusive, which is our main contribution in this chapter.
Specifically, in this chapter, we develop a discriminative learning method which leverages
recent advancements in ‘approximate’ lifted inference techniques. These techniques utilize
approximate symmetries [114, 13] in the MLN in the absence of exact symmetries, to improve the
scalability of inference procedures in the presence of arbitrary evidence. The main idea behind
these approaches is to create a smaller, compressed database, where inference can be performed
efficiently. Our approach in this chapter is to learn the weights from such a compressed database.
Specifically, we cluster atoms in the given training database and sample a representative atom
from each cluster. However, this approximation increases the uncertainty in our learned model,
since, depending on which representative atoms were sampled from a cluster, the underlying
distributions could be entirely different. To reduce this uncertainty, we learn multiple models
from the same training database and combine them into a mixture model. However, learning such
a mixture model turns out to be a complex task since algorithms such as EM are computationally
expensive for MLNs [26]. To scale up the learning procedure, we learn the model based on
stacked density estimation [102], where we fix the parameters of the mixture components and
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then use EM to estimate the component coefficients.
Our experiments on several benchmarks taken from Alchemy [57] show that our approach
is more scalable and accurate than Tuffy [77] and other state-of-the-art systems for MLNs.

3.1

Related Work

Several prior studies have focused on weight learning in MLNs. Singla and Domingos [96]
proposed to use approximate MAP inference to perform learning efficiently. Similarly, Lowd and
Domingos [64] developed discriminative learning methods that use MCSAT sampling, diagonal
Newton and scaled conjugate gradient. Haaren et al. [40] recently developed a generative weight
learning method that uses lifted inference. Since generative learning does not condition on
evidence, lifted inference is somewhat easier to apply in such learning algorithms. Even in the
case of generative learning computing the exact LL is possible only for liftable MLNs. Jaeger and
Broeck (Jaeger and Van den Broeck 2012) showed that only two-variable fragments of the MLN
language is exactly liftable and most practical MLNs (including our benchmarks) do not satisfy
this restriction. In addition, Sarkhel et al. [92] developed a family of weight learning algorithms
where the idea is to use these efficient counters within algorithms such as contrastive divergence
(CD), voted perceptron (VP) and pseudo-likelihood (PL) learning, to scale up the algorithms to
large-scale datasets. The work by Ahmadi et al. [2] is related to our work in the sense that
Ahmadi et al. proposes to use mini-batches of training data, and learn the MLN weights in an
online manner. However, they do not explore mixing several models, as we do in this work. Khot
et al. [53] developed gradient-boosting methods to learn MLN clauses and weights
simultaneously. As far as our knowledge goes, ours is the first work to explore the use of mixture
models to improve MLN weight-learning.
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3.2

Learning a Mixture Model for MLNs

We consider the discriminative weight learning task in MLNs with no hidden variables. Here, we
pre-specify the structure of the MLN and the query atoms, and compute the weights of the MLN
that maximizes the conditional log-likelihood (CLL) of a training relational database.
Specifically, given a training relational database or world, ω (assignment to all ground atoms), and
query atoms Q, the optimization problem is given by,

max PΘ (ω|Q)
Θ

(3.1)

It is important to note that typically, for MLN learning, we only have a single instance to
learn from unlike traditional machine learning algorithms, where we have multiple i.i.d instances.
Further, to solve Eq. (3.1) using gradient ascent, it turns out that we need to run an inference
algorithm to compute the gradient. Specifically, we need to compute EΘ [Ni (ω)], which is the
expected number of satisfied groundings of the i-th formula in the MLN (See proof in [26]).
Computing the gradient exactly is typically infeasible. Therefore, approximate inference methods
are used to estimate this expectation, yielding approximate learning algorithms such as
contrastive divergence [64] and voted perceptron [96]. However, it turns out that even these
algorithms fail to scale up in practical cases, where the ground Markov network induced by ω is
very large. An alternative approach is to then use lifted inference methods that take advantage of
symmetries, and perform approximate inference using techniques such as lifted MCMC [74],
lifted MAP [91, 70] and lifted BP [98, 51]. Unfortunately, most lifted inference methods fail
when we present evidence to the MLN which destroys symmetries [13]. In the case of
discriminative learning, since we need to perform inference on the MLN conditioned on the query
variables, this is problematic for lifted inference methods. Next, we describe our approach, where
we reduce ω by exploiting approximate symmetries, and then learn a mixture model over multiple
such reduced datasets.
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Figure 3.1: Example to illustrate sampling of approximately symmetric evidences for the MLN
Strong(x) ⇒ Wins(x, y). Observed evidence variables are shown in gray, the black nodes are
assumed to be false. Dashed curves show approximately symmetric evidences.

3.3

Generating Reduced Datasets

We first generate a new training database ω 0 from ω, such that each domain in the MLN has a
bounded number of objects, thus making learning from ω 0 scalable with any existing ground/lifted
inference technique. Ideally, we would want the CLL function corresponding to ω 0 to be quite
close to that corresponding ω. This will ensure that we learn weights from ω 0 that are similar to
those we would have learned from ω. The naive approach is to randomly sample a subset of ω.
However, this is problematic since the training database is relational, i.e., an atom is related to the
other atoms in the training data. Therefore, random sampling is unlikely to preserve the relational
structure in the database, and would therefore yield poor learning results. For example, Fig. 3.1
shows the ground network for an MLN with a single formula, Strong(x) ⇒ Wins(x, y). Here,
there are 6 atoms specified in the training database (shown as gray nodes in the figure). As seen in
Fig. 3.1, there are approximately 2 distinct sub-structures in the MLN. Suppose we add a
constraint that we can only choose 2 atoms corresponding to the Strong predicate and 1 atom
corresponding to Wins predicate, we would want to choose atoms from varied sub-structures in
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order to better represent a distribution that is close to the original distribution. That is, suppose we
choose Strong(X1 ), Strong(X3 ) and Wins(X1 , Y1 ), we completely loose the sub-structure that
corresponds to Strong(X2 ), Strong(X4 ). A better choice is to pick Strong(X1 ), Strong(X2 )
and Wins(X1 , Y1 ) to represent both sub-structures that are present in the model.
In order to choose a subset of atoms from ω that best represent the relational dependencies
in the MLN, we base our approach on the clustering method proposed by Venugopal and
Gogate [114] (see the preliminary section). Specifically, we cluster each domain in the MLN
using features that encode the approximate number of ground formulas that are
true/false/unknown. Let µi,j represent the j-th cluster for the i-th domain of the MLN. Suppose
we have a relation that joins the i1 -th . . . ip -th domains, we sample from each of the sets {µi1 ,1 ×
µi2 ,1 . . . µip ,1 } ∩ ω, {µi1 ,1 × µi2 ,1 . . . µip ,2 } ∩ ω, . . . {µi1 ,n1 × µi2 ,n2 . . . µip ,np } ∩ ω, where n1 . . .
np are the number of clusters in the i1 -th . . . ip -th domain respectively. We generate a sampling
distribution over the atoms in a set as follows.


Pp


if(Nk + nk ) ≤ α, ∀i
1/

k=1 nk ,



Pp
P̂ (X) = 1,
if(
k=1 nk = 0)






0,
Otherwise

(3.2)

where X is an atom, P̂ (X) is its un-normalized probability of being sampled, p is the total
number of atoms we want to sample for a certain domain, nk is the number of objects that would
be added to the k-th domain of the MLN, if X were to be sampled, and Nk is the total number of
objects that have already been added to the k-th domain. Intuitively, if sampling an atom does not
increment the domains in the MLN (since it refers to objects that were already added to the
domain from a previously sampled atom), we would sample it with high probability. However, if
any of the domains that would be incremented by sampling X have already reached their limit, α,
then we do not sample X. Note that depending on the order in which we sample the sets, the
sampling distributions for each set can change, and thus, we can generate different reduced
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(a) 25%

(b) 50%

(c) 75%

Figure 3.2: Example to illustrate the distribution of true groundings in a sampled dataset for R(x)
∧ S(x). The sampling is repeated 25 times at sampling percentages of 25%, 50% and 75%, to
construct the histograms in (a), (b) and (c) respectively.
databases ω 0 from the same training database ω.

3.3.1

Mixture Model

Note that each different sampled training database generated from ω using Eq. (3.2) will induce a
different underlying graphical model structure. Thus, if we use Eq. (3.1) to learn the weights from
each database, we will learn different sets of weights for the same MLN. We now argue why
learning using a single (or even best) reduced training database in this context may not be the best
approach. Consider a simple MLN, R(x) ∧ S(x). Recall that the weights learned for this MLN
depend upon the true groundings for this MLN in the training dataset. Specifically, the learning
algorithms try to match the expected number of true groundings (using the weights) to the
observed number of true groundings (in the data). Fig 3.2 illustrates the situation where for a
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given dataset corresponding to the example MLN, we sample the dataset and measure the number
of true groundings in the dataset. Specifically, we sample 25%, 50% and 75% of the dataset 25
times each, and construct a histogram of the results obtained. As we can see, there are several
peaks in the distribution. If we only take a single sample, we would probably end up sampling a
single peak, and the weights may be quite biased. Using a mixture model, we hit several points in
the distribution and average the results, leading to a better-learned model.
More formally, we can make arguments from a Bayesian perspective. This argument is
similar to the arguments made by Draper [27] and Smyth and Wolpert [102], where they argue
that from a Bayesian sense, combining different learned distributions is beneficial when there is
uncertainty in the learned model. For this, let us assume that we can, in fact, represent the original
distribution using a model learned from the reduced training datasets ([120] discusses such
assumptions). Note that during learning, there is uncertainty over both the structure of the MLN
as well as the weights learned for that MLN. Thus, we would integrate over all possible structures
that can be generated from ω, as well as all the weights that can be learned for a specific structure,
to obtain the posterior distribution of the model. Specifically, the probability that the model
(M; ΘM ) generated the database ω is given by,

P ((M; ΘM )|ω) =

XZ
M

P ((M; ΘM )|ω)dΘM

(3.3)

ΘM

where M is the structure of the MLN, ΘM are the weights corresponding to M. The
above expression can be written as,

P ((M; ΘM )|ω) =

XZ
M

P (ΘM |ω, M)dΘM

(3.4)

ΘM

× P (M|ω)
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(3.5)

Eq. (3.5) suggests that it is better to compute a weighted average over different models
rather than use a single model. Each model is weighted by P (M|ω). However, computing these
weights is not trivial, and requires us to compute the distribution over all possible structures.
Therefore, we estimate these weights empirically using stacking.
Stacked MLNs
Let PΘ1 , PΘ2 , . . . PΘk be k distributions corresponding to the k reduced databases, ω1 . . . ωk . That
is, we perform weight learning on ω1 . . . ωk to obtain the weights Θ1 . . . Θk respectively. We now
define a mixture distribution that approximates PΘ (ω|Q) as,
k
X

φj PΘj (ω|Q)

(3.6)

j=1

where φj is the mixture-coefficient corresponding to j-th distribution in the mixture, ω
represents any possible world, and Q is the set of variables designated as query atoms. To learn
the mixture model discriminatively, given ω, we maximize the overall conditional log-likelihood
(CLL) as,

max

φ1 ...φk ,Θ1 ...Θk

log

k
X

φj PΘj (ω|Q)

(3.7)

j=1

One way to solve the optimization problem in Eq. (3.7) is to use the standard EM
algorithm. Specifically, we treat the coefficients as hidden variables in the model. In the E-step,
we fill the hidden variables, and in the M-step we perform a joint max-likelihood optimization
over all the components in the mixture. Typically, the M-step is easy in most applications of EM
such as Gaussian Mixture Models. Unfortunately, this step is costly for MLNs. Specifically, since
there is no closed form solution for the max-likelihood, we need to run an expensive inference
procedure to perform the optimization in each iteration of EM. This approach is not scalable for
real-world MLN applications. Therefore, alternative techniques to the standard EM method need
to be developed for MLNs [26]. Here, we used a technique called stacked density
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estimation [102] to learn the model hierarchically.
To learn our model, we define a modified function that maximizes the “out-of-sample”
CLL of the dataset. This is needed to ensure that our model generalizes well to unseen cases.
Specifically,

max

φ1 ...φk ,Θ1 ...Θk

log

k
X

φj P̂Θj (ωj |Q)

(3.8)

j=1

where P̂Θj (ωj |Q) is the CLL assuming that ωj is not used when computing Θj .
To solve Eq. (3.8), we perform a procedure similar to cross-validation in ML methods.
Specifically, we divide the input data into v folds, ω1 . . . ωv . We learn all the weight-vectors Θ1
. . . Θk from v − 1 folds and estimate the CLL on the remaining fold, and repeat this to over all
folds. We then compute the optimal mixture coefficients that maximize the test CLL scores given
the optimal weight-vectors. However, note that the out-of-sample CLL cannot be computed
exactly for MLNs. Therefore, we calculate a rough estimate of the CLL as PΘ (ω) =
P
q∈Q logPΘ (q). That is, we compute the product of the marginal probabilities of the query atoms
in the test fold, and use it in place of the true CLL [64]. Each marginal probability is estimated
using approximate inference procedures. Next, we describe our approach to learn the mixture
coefficients.
Let P̂Θ1 (ωi |Q), P̂Θ2 (ωi |Q) . . . P̂Θk (ωi |Q) be the estimated out-of-sample CLLs for the
i-th fold. That is, we compute k reduced evidence databases from the remaining folds, learn the
weights for the given MLN structure from each of these databases, and compute the test CLL on
the i-th fold for each learned MLN. The optimization problem that we now need to solve is given
by,
max

φ1 ...φk

v
X
i=1

log

k
X

φj P̂Θj (ωi |Q)

(3.9)

j=1

Note that the optimization problem specified in Eq. (3.9) is non-convex, and therefore
hard to optimize analytically. Instead, we solve the optimization problem in Eq. (3.9) using the
EM algorithm for learning finite mixture models. However, unlike the traditional EM algorithm
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for learning finite mixtures, here, the parameters of the component distributions are assumed to be
fixed, i.e., the MLN weights remain unchanged for all k components, and only the mixture
coefficients are modified in each step.
Specifically, let W be a v × k matrix of weights that determine the relative importance of
each mixture component. The (i, j)-th entry in W is given by,

wij = Pk

φj P̂Θj (ωi )

(3.10)

m=1 φm P̂Θm (ωi )
(0)

(0)

We start by initializing the mixture coefficients to random initial values, φ1 . . . φk . In
each subsequent step, we recompute each mixture coefficient as,
(t+1)
φj

Pv
=

i=1

wij

(3.11)

k

We terminate the algorithm once the coefficients converge to a fixed point. In our
(t)

(t−1)

experiments we used the stopping criterion, maxi |φi − φi

| ≤ 0.0001. To avoid local minima,
(0)

(0)

we run the algorithm from several initial random starting states φ1 . . . φk , and average the
converged coefficient values across these runs.
Algorithm 1 summarizes our approach for learning the mixture of MLNs. We first divide
the data into v folds and learn k MLNs from v − 1 folds, and compute the test likelihood in the
v-th fold. For learning each MLN, we cluster approximately symmetrical evidence and generate a
reduced representation of the input training database. Once we learn all the MLNs, we learn the
mixture coefficients that maximize Eq. (3.9) by alternating between updating the coefficients and
updating the W matrix.
Note that Algorithm 1 can be efficiently implemented since each MLN in the mixture can
be learned independently of the other. Specifically, we learn each of the k models in parallel for
each of the v folds. Similarly, the W matrix can be computed in an embarrassingly parallel
manner. That is, we compute the out-of-sample CLL for each of the v folds, and for each of the k
models in parallel.
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Algorithm 1: Learning the MLN Mixture

1
2

3
4
5
6

Input: Training database ω, number of components k, MLN structure µ, Query Q
Output: Mixture distribution of MLNs
Divide ω into v folds, ω1 . . . ωv
for each fold ωi do
// Learn the MLN weights using ω \ ωi as the training
database
for j = 1 to k do
Reduce ω \ ωi to ω̂ by sampling from approximately symmetric clusters
Learn the MLN weights discriminatively from ω̂ to obtain Θi
Compute the CLL, P̂Θj (ωj ) by running inference on Q using ωi as evidence

7

initialize the W matrix as in Eq. (3.10)
// Learn the mixture coefficients

8

Initialize φ1 . . . φk
while Not converged do
(t)
(t)
Update φ1 . . . φk using Eq. (3.11)
Update W using Eq. (3.10)
P
(t)
return kj=1 φj P̂Θj

9
10
11
12

(0)

(0)

Since Algorithm 1 is essentially the EM algorithm for finite mixtures, with fixed
distribution parameters, the following result holds from the convergence proof of the EM
algorithm (cf. [25, 66])
Proposition 1. Algorithm 1 converges to a locally optimal solution for Eq. (3.9).

3.4
3.4.1

Experiments
Setup

We used three benchmarks from Alchemy, namely WebKB, Protein, and ER, to evaluate our
approach. We compared our approach with Tuffy [77], the current state-of-the-art MLN system,
and also Magician [112], which implements scalable versions of contrastive divergence (CD),
voted perceptron (VP) and pseudo-log-likelihood maximisation (PLL), using approximate
counting oracles [92]. Both these systems are available as open-source. We also tried to use
Alchemy, an older MLN learning, and inference system, but it did not work with any of our
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Table 3.1: Comparison of results in terms of estimated average CLL scores using 5-fold cross
validation (larger is better).
Magician
Dataset
CD
VP
PLL Tuffy VG Random Mixture MLN
WEBKB -0.66 -0.91 -0.72 -0.89 -0.35
-1.82
-0.13
PROTEIN -0.779 -0.78 -0.74
X
-0.67
-1.69
-0.16
ER
-0.694 -0.693 -0.693
X
-0.56
-0.85
-0.148

datasets in our experiments since it ran out of memory during the grounding process. Further, we
created another baseline method where we used Venugopal and Gogate’s [114] approach
(available in the Magician open-source code) to compress the distribution. We then used the
compressed distribution generated by this method to learn the MLN weights using Tuffy, and we
refer to this approach as VG. Finally, we created a baseline where we randomly sample from the
training dataset and create a reduced dataset on which we run weight learning using Tuffy. We
refer this simple baseline as Random.
We implemented the mixture model by learning the components of the mixture in parallel.
Specifically, we used a cluster of k 8GB quad-core machines for k components of the mixture,
where we performed the learning using Tuffy, and computed the out-of-sample CLL using
MCSAT.

3.4.2

Results

We evaluated our approach on three key aspects, (i) Solution Quality, (ii) Stability, and, (iii)
Scalability. For evaluating solution quality, we have reported the cross validated test CLL score.
For stability, we have reported the variance in weight as well as the variance in CLL and finally, to
measure scalability we have reported the running time of competing approaches.
Solution Quality
Table 3.1 shows our results where we compute CLL through 5-fold cross validation. The CLL is
approximated using the marginal probabilities computed using MCSAT. For the mixture model,
we set the number of clusters as 5% of the original domain-size and used the K-Means algorithm
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for clustering. We used five components in our mixture model. To compute the W matrix, we
divided the training data into 5% folds.
As we see in the results shown in Table 3.1, our approach using the Mixture MLN
substantially outperforms both Tuffy and all algorithms in Magician, in terms of the CLL scores.
Further, note that Tuffy could only work on the WebKB MLN, and even on this MLN, it took an
extremely long time (> 10 hours) for the weights to converge. On the other original MLNs, it
failed to work even after running it for a day. In contrast, Magician could learn weights on all the
benchmarks. However, its CLL scores were considerably lower than our mixture model. This
phenomenon was observed for all algorithms in Magician, i.e., CD, VP and PLL; and suggests
that approximating the dataset yields more accurate results than approximating the learning
methods (as in Magician)
Variance in Weights
To understand the importance of using the mixture model, we performed an experiment where we
compare how far off the different weights learned in a mixture are as compared to the true
weights. Specifically, we designed a very simple MLN consisting purely of singleton atoms
where learning and inference are well-known to be easy. We used eight predicates distributed
between 4 randomly generated formulas. Since the MLN is easy to learn, we consider Tuffy’s
weights learned from the full dataset as the accurate or true weights for the dataset. We then used
our clustering approach and generated 25 reduced datasets, and learned the weights for each of
them. Fig. 3.3 shows our results in terms of the average absolute error between the true weights
and the weights learned from the reduced dataset. The variance in error illustrates why a mixture
model is more reliable to approximate the true weights as compared to learning from a single
reduced database.
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Figure 3.3: Illustrating the variance in error for learned weights from reduced datasets.
Variance in CLL
Fig. 3.4 illustrates the variance in CLL as we vary the number of mixture components.
Specifically, we learned 12 different MLNs based on reduced databases. We then sampled k
mixture components from these MLNs, and performed stacked learning. We then measured the
CLL on the test dataset and recorded the standard deviation of the CLL as we sample different
sets of k mixture components. As seen in the figure, the standard deviation reduces as we increase
the mixture components. However, knowing the ideal number of mixture components is a hard
problem (just as in other mixture models). In future research, we will investigate non-parametric
approaches to compute the right number of mixture components needed for a dataset.
Scalability
Table 3.2 illustrates the amount of time required for learning using the various algorithms. As
shown here, Tuffy and Alchemy are the slowest systems, and while Tuffy runs on one benchmark
but takes a long time, Alchemy fails on all benchmarks (therefore not shown in table). Magician
(with the lowest possible ibound for the approximate counting oracle) is very fast for certain
benchmarks but extremely slow for others (such as webkb). The random sampling and learning
using VG run in quite similar times. For our approach, since it is parallelizable, we present the
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Figure 3.4: Illustrating the variance in CLL for varying mixture components.
Table 3.2: Comparison of time required for learning.

Dataset
Tuffy Magician VG Random
WEBKB 10 hours 24 hours 15 mins 12 mins
PROTEIN
X
3 mins 25 mins 25 mins
ER
X
10mins 28 mins 20 mins

Mixture
22 mins
45 mins
40 mins

longest time that it took to learn a single component. Note that, this includes the learning as well
as inference time required in our stacking procedure. As shown here, our system performs
favorably in terms of time while being much more accurate than other systems.

3.5

Summary

In this chapter, we implemented a novel, scalable approach to discriminative weight learning in
MLNs. Specifically, we first generated smaller sized training databases from the original data, by
clustering based on approximate symmetries and then sampling a representative atom from each
cluster and to reduce uncertainty, we learned multiple MLNs and combined them through a
mixture model. However, learning a mixture model through EM is expensive. Therefore, we use a
stacking approach, where we fix the MLN weights and optimize the mixture coefficients by
maximizing the out-of-sample CLL. Our experiments on different benchmarks and comparisons
with state-of-the-art MLN learning systems illustrated accuracy and scalability of our method.
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Chapter 4
Scaling up Inference in MLNs with Spark
MLNs offer a convenient way to express background knowledge as weighted first-order logic
formulas and can be chapter to probabilistic graphical models. However, running probabilistic
inference algorithms on MLNs is typically infeasible. The most widely used idea to scale up
inference is popularly termed as lifted inference. Specifically, the idea of lifted inference is to
identify symmetries in the MLN, and use these symmetries to reduce the effective size of the
model for inference purposes. Several exact and approximate lifted inference methods have been
proposed over the past few years starting with the work by Poole [80]. Notable exact approaches
include, FOVE [23], WFOMC [108], Probabilistic Theorem Proving (PTP) [36], etc.. Popular
approximate lifted inference methods include lifted MCMC methods [111], lifted belief
propagation [97, 51], lifted MAP inference [91], etc.
The aforementioned lifting algorithms only rely on exact symmetries, and are therefore
limited in scalability. More recently, researchers have explored identifying approximate
symmetries to further improve scalability. For instance, Broeck and Darwiche [13] proposed a
matrix factorization technique that performs a low rank approximation for the evidence variables
in the dataset which implicitly adds artificial symmetries to the MLN. Similarly, Venugopal and
Gogate [114] developed an evidence clustering approach where they extracted features for
variables in the MLN such that similarity in the features means that the variables are
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approximately similar to each other. Similar clustering methods have been applied in other
approaches such as the lifted MAP inference methods by Sarkhel et al. [90].
A key challenge with identifying symmetries is to do so scalably in large MLNs. The
bottleneck here is to extract features that represent symmetries for MLN variables. Current
approaches try to scale up by approximating the feature extraction for binary (or higher-order)
predicates by independently extracting features for each of their arguments. For example, suppose
we have a binary predicate R(x, y), and our evidence instantiates this binary predicate into ground
variables corresponding to R(X1 , Y1 ), R(X1 , Y2 ), . . . R(Xm , Yn ). Current methods, extract features
at the object level X1 . . . Xm and Y1 . . . Yn . However, this is problematic because the variables of
the MLN are relations, and symmetric objects does not imply symmetric relations. For instance,
in our earlier example, if X1 and X2 are symmetric to each other, and Y1 and Y2 are symmetric to
each other, this does not imply that R(X1 , Y1 ), R(X1 , Y2 ), R(X2 , Y1 ) and R(X2 , Y2 ) are symmetric
with each other. Therefore, in this chapter, we develop a scalable approach for feature extraction
at a relation level. Specifically, in our earlier example, this means that we extract features for all
m × n atoms in the dataset. The key idea is to leverage parallel processing to do this in a scalable
manner. Specifically, we use Spark [124] to to extract features (that encode symmetries) for
variables in the MLN in parallel, and reduce the size of the graphical model by sampling from
variables that are clustered together. Our idea is to formulate feature extraction as a series of join
operations over predicates of the MLN, and then use approximate counting to obtain features for
all variables in a parallel manner.
We perform experiments on an Amazon Elastic Map-Reduce cluster and show that our
approach can handle orders of magnitudes larger than typical data sizes that are handled by
current state-of-the-art systems such as Tuffy [77], and that the symmetry features extracted by
our approach on relations provide much more accurate inference results as compared to
state-of-the-art approaches that perform feature extraction on domain objects.
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4.1

Related Work

Several previous methods have been proposed that use symmetries for improving the scalability
both in exact inference [80, 23, 36, 108, 15] as well as approximate inference [97, 51, 38, 74,
111]. Niepert and Broeck [76] showed that most of the earlier work on lifted inference can be
connected to the concept of exploiting finite partial exchangeability in statistics that allows one to
perform inference over groups of exchangeable variables efficiently. However, lifted inference
that only looks for exact exchangeability tends to work with limited classes of MLNs as shown in
[13]. To address this issue, Broeck and Darwiche [13] proposed over symmetric approximations,
i.e., adding symmetries to the MLN to make inference more efficient. Venugopal and
Gogate [114] proposed the use of unsupervised machine learning methods for approximately
inducing these over-symmetries. More recently, Belief propagation and MAP inference
algorithms that exploit approximate symmetries were proposed in [100, 90].
Algorithm 2: MLN Inference
Input: Evidence database E, MLN M, Inference type (Marginal/MAP), domain threshold α
Output: Marginal probabilities/MAP assignments
Store separate RDDs for evidences corresponding to each predicate type
for each formula f do
// Feature Extraction
P = predicates in f
J = Merge P according to shared variables in f
Features(f) = Group J by every atom in P and approximately count each group
Add Features(f) to each atom’s feature set in P
for each predicate P do
Cluster atoms of P in E using a standard clustering algorithm
// Sampling reduced evidence
C = Clusters of evidence atoms
for T iterations do
S = Sample from C according to importance distribution
if max domain size > α then
Reject S
else
Add S to Ē
// Inference
Perform Marginal or MAP inference on M using Ē
return projected inference results on original queries
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Tuffy [77] is the state-of-the art system for MLN inference. However, since tuffy runs on
databases, it has more overhead as compared to the approaches developed in this chapter. Further,
Tuffy does not exploit symmetries, and tries to construct the entire ground MLN, which makes is
non-scalable for large applications. Previous work on exploiting parallelism for inference in
statistical relational models has been fairly limited. Ahmadi et al. [1] proposed a map-reduce
approach to belief propagation, taking advantage of parallelism in junction tree messages.
Beedkar et al. [9] proposed a parallel grounding strategy for MLNs. On the other hand, for
graphical model inference, the graphlab system [63] has been highly successful in leveraging
distributed technology to scale up inference algorithms significantly. Exploiting the same, along
with advances in lifted inference would likely yield similar benefits for inference in statistical
relational models.

4.2

Feature Extraction

One of the drawbacks with previous clustering-based approaches for learning approximate
symmetries [114, 13] is that each domain is considered independently from other domains when
learning the symmetries. For instance, consider a predicate Friends(x, y). In previous
approaches, the domains of x and y were clustered independently by deriving features from the
evidence given to the MLN. This has the disadvantage that it only considers objects level
symmetries rather than symmetries at a relational level. For instance, let Alice and Bob be two
objects in ∆x that are clustered together, and John and Carla be two objects in ∆y that are
clustered together. However, it may turn out that the atoms Friends(Alice, John),
Friends(Alice, Carla), Friends(Bob, John) and Friends(Bob, Carla) do not exhibit the
same symmetries. Since the variables in the MLN distribution are atoms rather than objects, for
binary/higher-order atoms, we would like to cluster symmetrical atoms rather than symmetrical
objects. However, note that for very large datasets, this poses a computational problem since the
number of atoms will typically be a lot larger than the number of objects. Therefore, we use
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Spark’s parallel processing capabilities to perform feature extraction in a scalable manner.
Let E be the evidence database given to the MLN M. Our task is to learn a reduced-size
evidence database Ê, such that Ê << |E|, and P (M|E) ≈ P (M|Ê). To do this, we cluster E
into K clusters such that each cluster contains approximately symmetric atoms in E, and then
sample Ê from these clusters, where we collect only a small subset of representative atoms from
each cluster. Due to the symmetries, we assume that conditioning M over representative atoms
chosen from a cluster is approximately the same as conditioning over all atoms from the cluster.
We next define our notion of symmetries between evidence atoms. Let e1 , e2 ∈ E. We say
e1 is symmetric to e2 if they have similar local distributions. Specifically, given all the other
evidence atoms, their conditional probabilities are approximately similar. P (e1 |E \ e1 ) ≈
P (e1 |E \ e2 ). However, note that these marginal probabilities are computationally hard to
compute directly. Specifically, to compute these probabilities exactly, we need to normalize by
P (E \ e1 ) which is computationally intractable to compute. Further, even to compute a
probability that is just proportional to the true probability, we need to sum-out all the other
unknown atoms of M that are not part of the evidence set. That is,

P (e1 |E \ e1 ) ∝

X

P (e1 , E0 |E \ e1 )

E0

where E0 is the set of hidden atoms that are not in E but are present in M. This operation
is exponential in |E0 | and is therefore intractable. Instead, we make a simplifying assumption
where we ignore the hidden atoms in the computation of the probability (similar to the closed
world assumption in databases). Specifically, we compute P (e1 |E \ e1 ) as,

X
P (e1 |E \ e1 ) ∝ exp(
wi Ni (E, e1 ))

(4.1)

i

where wi is the weight of the i-th formula, and Ni (E, e1 ) represents the number of
satisfied groundings where e1 occurs, for the i-th first-order MLN formula given the evidence E.
Eq. (4.1) now gives us a basis upon which we can extract features from the MLN that represents
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symmetries between evidence atoms. Specifically, note that P (e1 |E \ e1 ) ∝ Ni (E, e1 ) for the i-th
formula. This means that given two evidence atoms, e1 and e2 , if Ni (E, e1 ) ≈ Ni (E, e2 ) for all
formulas, then e1 and e2 are approximately symmetric to each other. However, computing
Ni (E, e2 ) is a computationally hard problem. Specifically, E is a relational database, and the
operation we need to perform is to count the satisfied groundings in a first-order formula given
this relational database. The below theorem proved in [26] shows the hardness of this task.
However, a key part that we leverage in this work is that the counting step can be
parallelized, since each grounding of a first-order formula can be processed independently of the
other groundings, and the counts can be aggregated together. Next, we describe our approach for
extracting these features efficiently in parallel by representing the MLN using Resilient
Distributed Objects (RDDs) in Spark.

4.2.1

Parallelizing Feature Extraction

We assume that our MLN formulas are in a canonical form, where each formula is a clause.
Given an evidence database E consisting of M atoms, our task is to construct a feature matrix of
size equal to M × N , where N is the number of formulas in the MLN. The i-th feature for the
j-th atom say Xj , is a count of the number of times the i-th formula is true given E in all
groundings where Xj occurs. Note that, not all formulas contain all atoms. In this case, we add a
default value to the feature matrix if a particular atom is absent in a formula.
We store E as P RDDs in Spark, where P is the number of predicates in the MLN. We
compute the features for the i-th formula, fi , by counting the inverse, i.e., the number of ground
formulas that are unsatisfied, when we negate the clause fi to fi0 . Specifically, we convert the
counting problem over clauses to a counting problem over conjunctions, which can be handled
more efficiently []. To compute the count over the conjunctive formula fi0 , merging the RDDs
corresponding to the predicates in formula fi0 . Specifically, we perform pairwise joins on the
RDDs where the join attributes are all variables that are shared between predicates in fi0 that
correspond to those RDDs. We then group by the variables in each of the predicates in fi0 . This
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Figure 4.1: Illustrating grouping of atoms
gives us groups, where each group corresponds to all the satisfied ground formulas of fi0 that a
specific evidence atom participates in. Finally, we count the groups approximately using
approxcountdistinct in Spark to obtain an approximation of the number of items within
each group. An illustration of our approach is shown in Fig. 4.1 for an example formula with 3
predicates.

4.2.2

Sampling

Given the feature matrix, we can use any standard clustering algorithm to cluster the evidence
atoms. In our implementation, we used the KMeans implementation in Spark as our clustering
algorithm. Specifically, we cluster the evidence atoms corresponding each predicate
independently since we want each cluster to contain atoms of a uniform predicate type. Let C1 . . .
Ck represent the clusters of evidence atoms that are obtained from the clustering algorithm. We
now want to sample a new evidence database of smaller size from these clusters. To do this, we
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first compute an importance distribution on the clusters based on the size of the clusters.
Specifically, the importance weight of Ci is equal to

P|Ci | .
j Cj

Thus, larger clusters have a larger

importance weight as compared to smaller clusters. We now sample atoms according to the
importance distribution with a constraint that, we do not want the number of objects in any
domain to become larger than a specified threshold. Recall that, given a formula with k variables,
if the domain-size of each variable is d, then there will be k ∗ d groundings of the formulas. As the
number of ground formulas becomes larger, inference complexity grows larger. Depending upon
the sampled atoms, the number of ground formulas can be very different. For example, consider a
simple MLN R(x, y) ∧ R(y, x). Let us say we partition the evidence atoms on the predicate R into
two clusters, C1 = R(X1 , Y2 ), R(X2 , Y2 ), R(X2 , Y3 ); C2 = R(X1 , Y1 ), R(X2 , Y4 ), R(X3 , Y3 ). If we
sample R(X1 , Y2 ) and R(X2 , Y4 ) from the clusters, ∆X = {X1 , X2 } and ∆y = {Y2 , Y4 }. The
number of ground formulas is therefore equal to 4. However, if we sample R(X1 , Y2 ) and
R(X1 , Y1 ) from the clusters, then the domain of x ∆X = {X1 } and ∆y = {Y1 , Y2 }. In this case,
the total number of ground formulas is equal to 2. Therefore, in our sampler, we add a constraint
that limits the maximum number of objects allowed in each domain to ensure feasibility of
inference using the sampled evidence database. During our sampling, if the constraint on
domain-size is violated, we reject the sampled atom, and resample according to the importance
distribution. Thus, given a constraint that each variable’s domain is ≤ α, for m formulas, with a
maximum of v variables per formula, we can bound the number of groundings to be α ∗ v ∗ m.
Once we obtain the reduced evidence database, we can apply any MLN inference
algorithm on this dataset to obtain marginal probabilities for query atoms or MAP assignments.
We then project results obtained on the reduced evidence back to the original domain as follows
for marginal and MAP inference. Suppose we wish to compute the marginal probability of a
query atom Q(X, Y ). If Q(X, Y ) is also present in the MLN with the reduced evidence (since we
had sampled evidence atoms such that the MLN domains included both X and Y ), then we can
directly project results of Q(X, Y ) from the reduced evidence MLN to the original MLN.
However, if Q(X, Y ) is not a part of the reduced evidence MLN, then, we approximate the
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marginal probability for Q(X, Y ) as the average of all marginal probabilities of atoms of
predicate type Q in the reduced-evidence MLN, containing either the object X or Y . Similarly,
we project the MAP assignment for an atom Q(X, Y ) directly if Q(X, Y ) is also a part of the
reduced evidence MLN. However, suppose Q(X, Y ) is not part of the reduced evidence MLN,
then the map assignment of Q(X, Y ) is taken as the that MAP assignment (0/1) that is a majority
among all atoms of predicate type Q in the reduced evidence MLN, that also contain either object
X or object Y . Algorithm 1 summarizes our complete approach.

4.3
4.3.1

Experiments
Setup

The goal of our evaluation is to determine if our system can pre-process very large datasets whose
sizes are comparable to what we might encounter in real-world big-data applications, and
transform these into datasets into much smaller considerably smaller datasets that can be used as
an input to other inference systems such as Tuffy.
For our experiments, we deployed our Spark application on an Amazon Elastic
Map-Reduce cluster, and used the Amazon S3 distributed file system (similar to the open-source
Hadoop Distributed File System (HDFS)) to store our data.
Scalability
We used the Entity-Resolution (ER) MLN in Alchemy [57] as our illustrative MLN structure. ER
contains 9 binary predicates and 4 domains. We generated large evidence databases for these
predicates by randomly choosing atoms to represent evidence. Note that in experiments in earlier
work, the evidence is typically chosen to preserve symmetries in the MLN (e.g. evidence only for
specific predicates such as unary predicates that are easier to process). However, here since our
aim is to test our system for large applications, we distribute the evidence equally among all
predicates.
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Figure 4.2: Time taken for varying sizes of the evidence database.
We generated 6 different evidence files with varying sizes between 250KB to 1.2GB. The
smallest evidence file gave us an MLN with around 17K atoms, while the largest evidence file
was an MLN with 4.3 billion atoms. We used 6 nodes/instances in the cluster along with a
separate master node that drives the cluster. Each machine was a m4.large type of machine which
has a Xeon E5-2676 with two vCPUs and 8 GB Memory. We used 1 executor per node and 3
cores (of the available 4 cores) per executor. We set the number of clusters in each domain to 10%
of the original domain-size. For clustering, we present results for KMeans algorithm in ML-lib of
Spark. In our experiments, we observed that other algorithms such as hierarchical clustering
yielded similar results. The results in terms of total execution time is shown in Fig 4.2.
As seen in Fig 4.2, even for around 1GB size of evidence, our system could process the
evidence in under 3 hours, and generate a compressed representation of the evidence.
Interestingly, there is a sharp spike in the graph which suggests that as the data gets larger, data
needs to be moved around the network a lot more in the cluster which could account for the
increased time, as compared to smaller sizes where network latency has lesser effect. Further,
unlike traditional databases or Hadoop, since Spark maintains the distributed datasets in memory,
overhead with input/output is fairly low even for very large files.
In our next experiment, for the 50MB evidence dataset, we analyzed the effect of the
number of clusters on scalability. We varied the number of clusters from 10% of the domain-size
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Figure 4.3: Time taken for varying sizes of the evidence database and varying number of worker
nodes in the Spark cluster.
to 50% of the domain-size. The results were fairly similar which suggests that the amount of
compression does not play a major role in scalability. Thus, we can achieve large amounts of
compression in a reasonable amount of time.
We next analyzed the effect of worker instances on scalability. Fig. 4.3 shows the results
where we varied the evidence-size and the number of worker nodes. For small evidence
databases, increasing the worker nodes had smaller effect on scalability. For instance, for the
50MB evidence file, going from 4 nodes to 8 nodes caused the processing-time to increase
fractionally. However, going from 1 worker node to 4 nodes showed around 30% decrease in
processing time. For larger evidence databases, the change was much more pronounced. For
example, for the largest evidence database of 1GB, going from 4 worker nodes to 8 worker nodes
decreased the processing time by nearly 50%. We could not process the files for 250 MB and
1GB using a single worker node in a reasonable amount of time, and timed out after 3 hours.
Finally, we analyzed the utilization of a 8-nodes cluster as illustrated in Fig. 4.4. As seen
here, the number of parallel jobs are extremely large for large evidence files resulting in a 100%
utilization. for a small evidence file, where the node utilization is low, using a large number of
nodes may result in degraded performance. In summary, the real value of exploiting parallelism
during pre-processing is likely to be much more beneficial for large evidence databases.
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Figure 4.4: Illustrating the average utilization of the nodes for varying sizes of the evidence
database.

Accuracy
To determine the accuracy of our system, we integrated our system with Tuffy. That is, we
performed inference using the transformed dataset using algorithms implemented in Tuffy. Note
that even though Tuffy is state-of-the-art in MLN inference, its scalability is rather limited. Thus,
we would ideally need much more powerful inference implementations for big data applications,
which is one of our future goals. However, for the purposes of this chapter. we use the MCSAT
and MaxWalkSAT implementations that perform marginal inference and MAP inference
respectively on the MLN that is processed by our system.
To compare the results of MAP inference, we run MAP inference on the original data and
obtain the MAP assignment. Let G be the “gold-standard” MAP atoms, i.e., the atoms that were
assigned true in the MAP assignment. Next, we run MAP inference on the transformed data, and
copy the MAP assignment of the clustered atoms to the original atoms. Specifically, if atom A
refers to atoms A1 . . . An in the original MLN, we assume that the MAP assignment on the
original atoms A1 . . . An is the same as the assignment to A. Let T be the set of atoms assigned
true using the pre-processed MLN. We then compute the accuracy of T in terms of the F-1 score,
treating G as the target set of values.
To compare the results of marginal inference, we run MCSAT on the original data and
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Figure 4.5: Illustrating accuracy of MAP inference.
obtain the marginals for all atoms. Let G be the “gold-standard” marginals, i.e., the marginals
computed for the original MLN. Next, we run MCSAT on the transformed data, and copy the
marginal value of the clustered atoms to the original atoms. Specifically, if atom A refers to atoms
A1 . . . An in the original MLN, we assume that the marginal value on the original atoms A1 . . .
An is the same as the assignment to A. Let T be the marginals from the pre-processed MLN. We
then compute the mean absolute deviation between A and G as our accuracy metric.
We experimented with the ER as well as the WebKB MLN in Alchemy. Note that since
we are interested in accuracy, we used small evidence sizes so that the MLN would not be too
large and the results of Tuffy would be more reliable. For the ER MLN, we had around 10K
atoms, while for the WebKB MLN, we had around 2.5K atoms. We set the weights on the MLN
randomly for our experiment. Fig. 4.5 shows our results for MAP inference. The x-axis is the
ratio of atoms in the compressed MLN and the number of original atoms. As we can see from
these results in both cases, for large compression (or small inverse compression ratio), we
obtained reasonably good accuracy. As expected, as we increase the number of atoms in the
compressed MLN, the accuracy grows higher.
In our final experiment, we compare the inferred marginal probabilities in the WebKB and
ER MLN using the MCSAT implementation in Tuffy. The results shown in Fig. 4.6 plots the
accuracy against the inverse compression ratio. Similar to our results on MAP inference, our
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Figure 4.6: Illustrating accuracy of Marginal inference.
.
experiments for marginal inference showed that using a fraction of the atoms, we could infer the
marginal probabilities reasonably accurately. Again, as we increase the number of atoms in the
compressed MLN, our accuracy grows as expected.

4.4

Summary

Exploiting approximate symmetries has been recognized as a practical approach to obtain scalable
inference algorithms in MLNs. Several inference methods that take advantage of approximate
symmetries have been proposed over the last few years. However, even with these advancements,
applying MLNs to truly large-scale applications remain elusive. In this chapter, we step towards
such applications by developing a Spark based system that is capable of pre-processing very large
MLNs into a compressed form. We ran a detailed experimental evaluation of this system on a
cluster and showed the promise of our approach in handling large-scale data.
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Chapter 5
On Lifted Inference using Neural
Embeddings
Neural embeddings have been extremely successful as a general approach to learn efficient and
effective representations for a variety of real-world domains including words [68, 79],
sentences [78], knowledge graphs [73], images [54], etc. Inspired by these successes, in this
chapter, we present a novel representation for Markov Logic Networks (MLNs) [26] using neural
embeddings to represent symmetries in the model. Our main motivation for such a representation
stems from the fact that over the last several years, it has been widely recognized that exploiting
symmetries in MLNs (and in other statistical relational models such as PSL [7]) yields
exponential improvements in the scalability of inference algorithms. Thus, several algorithms that
are collectively referred to as lifted inference [80] algorithms have been proposed that exploit
symmetries in the MLN.
However, identifying symmetries in the MLN efficiently and effectively is non-trivial.
Previous lifted inference methods have developed first-order rules to identify symmetries [23,
108, 36]. However, such rules can identify a relatively small subset of symmetries and are
severely limited when the MLN is conditioned on evidence variables [13]. Consequently, more
recent lifted inference algorithms try to exploit approximate symmetries using matrix
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factorization for binary evidence [13] or clustering [114]. Further, algorithm-specific scalable
lifting methods include clustering for MAP [90] and approximate messaging in BP [100]. Other
lifted inference techniques focus on detecting symmetries using the graph structure of the Markov
network underlying the MLN have been proposed. Specifically, Bui et al. [16] connected
automorphism groups in the Markov network structure with lifted variational inference. Similar
approaches have been developed for MAP inference using ILPs [5] and marginal inference [71].
However, these approaches are essentially “bottom-up” approaches meaning that they work by
instantiating the MLN to create the Markov network and then detect symmetries. For practical
problems in domains such as information extraction [117] or question answering [52], creating
the Markov network quickly becomes infeasible. Therefore, we develop a generic, scalable
approach that learns subsymbolic vector representations for the MLN based on symmetries.
Our main contribution in this chapter is Obj2Vec, a distributed representation for objects
in the MLN. Specifically, if two objects are symmetrical, they are exchangeable in ground
formulas of the MLN. Thus, one possible representation is to vectorize objects using ground
formulas and learn a dense embedding from these vectors. However, learning from vectors that
directly encode ground formulas is not scalable since the input representation is as big as the
ground Markov network. Therefore, inspired by the successful skip-gram model, we develop a
novel, more scalable approach that creates an embedding based on local context information for
objects. Specifically, we train the neural network to predict objects based on surrounding objects
in the ground formulas of the MLN. The embedding layer will then learn similar representations
for objects that have similar contexts. Using this formulation, we can adapt skip-gram model
architectures [68] to perform domain lifting efficiently. To perform tractable inference using the
Obj2Vec embedding, we sample from the embedding and create a smaller MLN with fewer
meta-objects that represent groups of exchangeable objects.
We perform experiments on marginal and MAP inference algorithms implemented in two
state-of-the-art systems Tuffy [77] and Magician [112], and compare our approach with other
approaches for lifting, binary matrix factorization [13] and clustering [114]. Our results clearly
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show that our approach is more scalable and accurate for several benchmark inference problems.

5.1

Related Work

Lifted inference is the predominant approach to improving the scalability of inference in
relational models. Exact lifted inference approaches include [80, 23, 36, 108]. Approximate
inference methods that exploit exact symmetries include [97, 74]. Our approach is most closely
related to pre-processing approaches that exploit approximate symmetries such as binary evidence
processing [13] and clustering methods that use specific count-based features [114]. However, our
approach is more general since it can be applied to all evidence types, and also does not use
hand-coded features. The second line of research in lifted inference identifies symmetries on the
Markov network structure using automorphism in graphs [74, 16, 110]. Specifically, color passing
algorithms are used to find exchangeable variables for marginal as well as MAP inference [5, 71].
However, such algorithms compute symmetries on the ground Markov network, and for large
practical problems, this becomes infeasible. In contrast to detecting symmetries, Kopp et al. [59]
used symmetry breaking techniques commonly used in the SAT community and applied it to
lifted inference. More recently, Anand et al. [3, 4] developed methods that detect novel types of
symmetries called non-count symmetries, and contextual symmetries for probabilistic graphical
models. These methods also require the ground Markov network structure in order to adapt them
to MLNs.
Finally, recent approaches have been proposed that integrate advances in deep learning
with relational models. Rocktaschel et al. [86] proposed an approach to injecting logical
knowledge into embeddings for entity extraction. Also, Rocktaschel and Riedel [85] developed
subsymbolic representations and learning for logical inference operators. Specifically, they
developed vector representations for logical symbols and used them within theorem proving. Our
approach can be viewed as developing representations for probabilistic reasoning taking
advantage of distributional symmetries. Neural network based embeddings have been proposed
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for relational data in general [11], and for tasks such as link prediction in knowledge
graphs [107]. However, in our case, the graph structure is enormous which is our primary
motivation in developing new representations that are scalable to learn and take advantage of
symmetries in the model. To the best of our knowledge, ours is the first work to connect lifted
inference with neural embeddings.

5.2

Obj2Vec

We next describe our model for embedding MLN objects. First, we define what symmetry means
for two objects. Note that previous works have defined symmetry in terms of orbits in the
automorphism groups of variables in the Markov network underlying the MLN [16]. Here, we
characterize symmetry based on the exchangeability of objects in ground formulas.
Definition 1. Given an MLN M and evidence database D, let X and Y be two objects in the
same domain ∆. X and Y are exchangeable (denoted as X ∼ Y ) if we can exchange X and Y in
all groundings of the MLN in which they occur without changing the truth assignment of the
groundings (according to D).
The above definition can now be used to define the distance between two objects in a
domain as,
Definition 2. Given an MLN M and evidence database D, let X and Y be two objects in the
P
same domain ∆. δ(X, Y ) = f I(f, X, Y ), where I(f, X, Y ) = 0 if the truth assignment to f
does not change when we exchange X and Y , and 1 otherwise.
Instead of using a threshold function to represent the difference between mismatches in
the ground formula assignment, we now define a continuous approximation of the δ function as a
sigmoid function. This allows us to represent approximate symmetries between domain objects.
Specifically,
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Definition 3. Given an MLN M and evidence database D, let X and Y be two objects in the
same domain ∆. δ(X, Y ) =

1
,
1+e−βm

where m is the number of ground formulas that have a

difference in assignments before and after exchanging the objects X and Y , and β is a
hyper-parameter that controls the shape of the sigmoid function.
We can now search for an optimal set of approximately exchangeable objects in ∆ by
finding a subset that minimizes δ. Specifically,

arg min
0

∆ ⊆∆

X

δ(X, Y )

X∈∆0 ,Y ∈N (X)

where N (X) is the set of objects in ∆ that X exchanges with, and with the constraints
that ∪X N (X) = ∆ and |∆0 | ≤ α, for some constant α.
However, the above approach is computationally infeasible since the number of subsets is
exponential. Alternatively, we can cast the above problem as a clustering problem that
heuristically find α clusters of approximately exchangeable objects with δ(X, Y ) as the distance
function. However, note that even finding a heuristic solution using such a clustering formulation
is difficult due to the curse of dimensionality. Specifically, as the number of ground formulas
increase, the number of clustering dimensions increase accordingly.
To avoid the curse of dimensionality, we instead learn a dense neural representation that
yields a more compact, distributed representation for the objects. However, the key challenge here
is, how can we encode or vectorize an object to learn the subsymbolic representation scalably?.
One approach is to design an encoding over the ground formulas. Specifically, the vector
encoding for an object X, vX is a vector that specifies whether a ground formula is
True/False/unknown. For groundings where X does not appear, the vector component has a
value unknown. However, such an encoding leads to an extremely large input layer, since the
size of the encoding is equal to the size of the ground Markov network, and is thus not scalable
for MLNs. Therefore, we develop a more scalable representation inspired by the skip-gram model
which is widely used in word embeddings.
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Learning Scalable Embeddings
The main idea in our approach is to train a neural network that predicts objects from other objects.
Specifically, borrowing terminology from skip-gram models, we seek to predict the context of an
object. The hidden layer of the neural network learns to represent the input object vectors in a
reduced dimension such that objects that appear in similar contexts are placed close together in
the embedded space.
Definition 4. Given an MLN M and evidence D, suppose f is a ground formula satisfied by D
and where X occurs, the context for object X in f , C(f, X), is the set of objects (other than X)
that occur in f .
When defining the context, it is important to note the dichotomy between satisfied
formulas and unsatisfied formulas. Specifically, we define the context of an object only when the
object appears in satisfied ground formulas. In general, there can be ground formulas with an
unknown truth value (since not every ground atom is specified as evidence). In such a case, we do
not have sufficient information to state whether the context of an object is valid (according to the
data) or not. To determine the context of objects in such a ground formula, we first need to infer
the most likely truth assignment to the formula, which in turn requires us to perform inference
(e.g. MAP), or treat unknown atoms as missing and run an EM algorithm, both of which are
computationally expensive. Therefore, we ignore such formulas when defining context of an
object. For example, let us assume a simple MLN formula, R(x) ∧ S(x, y) with evidence R(X1 ),
S(X1 , Y1 ), R(X2 ), S(X2 , Y1 ), S(X3 , Y1 ). In this case, R(X3 ) ∧ S(X3 , Y1 ) has an unknown truth
value, so the available data cannot assert that Y1 is in the context of X3 for R(X3 ) ∧ S(X3 , Y1 ), but
it can assert that Y1 is in the context of X1 and X2 for R(X1 ) ∧ S(X1 , Y1 ) and R(X2 ) ∧ S(X2 , Y1 )
respectively.
Proposition 2. Suppose X, Y ∈ ∆ are exchangeable, then X and Y have common contexts.
Proof. (Sketch) If X and Y are exchangeable, then, to guarantee that the MLN structure does not
change, for every formula f where X occurs, we need to find a corresponding formula f 0 where
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Y occurs, such that we replace occurrences of X in f to Y , and occurrences of Y in f 0 to X, and
the modified formulas are equivalent to the original formulas given D. To guarantee this, f and f 0
must share the exact same structure and truth assignment in D, which implies that they have the
same contexts.
Thus, our task in learning the embedding is to ensure that objects with common contexts
lie close to each other in the embedding. To do this, we vectorize an object X as a one-hot
encoding represented y vector vX . Specifically, the encoding is as large as the maximum domain
size, and each object in the domain is represented as a 0/1 value in this vector. vX will set the
vector component corresponding to X to 1 and the other components to 0. Note that, the size of
the input encoding in this case equal to the maximum domain size which is orders of magnitude
lesser than the number of ground formulas.
To learn the embedding, we assume a canonical form for all the formulas in the MLN.
Specifically, we assume that each formula is a clause, and that there is an ordering over the
predicates. That is, in each formula, predicates appear according to a pre-specified ordering. This
is needed to give a sequential ordering to the objects in the formulas. To learn the embedding, for
every ground formula satisfied by the evidence, we predict an object given the surrounding
objects or context. Specifically, let f1 . . . fK denote the ground formulas, and let Oi represent the
sequence of objects in fi , and the oij represents the j-th object in the i-th formula. The learning
algorithm seeks to maximize,
|Oi |
K X
X

X

log P (oij+k |oij )

i=1 j=1 −c≤k≤c;k6=0

Specifically, c defines a sliding window-size over the objects in Oi . Here, P (oij+k |oij ) is
0

defined as a softmax function proportional to exp(vo>ij+k voij ), where vo refers to the input vector
representation for object o, and vo0 refers to its output vector representation. An example of
specifying the training data to learn the embedding is shown below.
Example 1. Consider a simple formula R(x) ∨ S(x, y). Let ∆x = {X1 , X2 , X3 } and ∆y =
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{Y1 , Y2 }. Let the evidence database be ¬R(X1 ), R(X2 ), R(X3 ), S(X1 , Y1 ), S(X2 , Y1 ), S(X3 , Y2 ).
The training instances include, vX1 , vY1 ; vX2 , vY1 ; vX3 , vY2 . That is, given X1 or X2 at the input
layer, we predict Y1 at the output layer, and given X3 as input we predict Y2 as the output layer.
This means that the hidden layer in the model will derive features such that X1 and X2 will make
common predictions at the output layer. At the same time, since X3 has a different context, it
needs to predict Y2 at the output layer, and therefore, the hidden layer encoding for X3 will be
different from that of X1 and X2 .
Context in Partially Satisfied Formulas. Defining context of an object only in satisfied ground
formulas has limitations when the evidence is very sparse. In such cases, very few ground
formulas may be satisfied. For example, consider an MLN R(x) ∧ S(x, y) ∧ T(y), with evidence
R(X1 ), S(X1 , Y1 ), R(X2 ), S(X2 , Y1 ), S(X2 , Y2 ). Since none of the ground formulas are satisfied
by the evidence, we are unable to detect any symmetries in this case. To account for sparse
evidences, we make a closed world assumption, where unknown atoms are assumed false in
partially satisfied formulas, and then compute the contexts as before.
Representing Joint Symmetries. Our embedding approach implicitly propagates symmetries
across domains, since we are learning symmetries jointly over all objects. Specifically, suppose
P (Y1 |X1 ) ≈ P (Y2 |X1 ) ≥ , i.e., we can predict Y1 and Y2 from X1 with accuracy , where Y1 , Y2
∈ ∆1 , and X1 ∈ ∆2 . Then, as  → 1, the embedded vector distance |vY0 1 − vY0 2 | diminishes since a
compact embedding will try to represent Y1 and Y2 using a similar representation.
Sampling the Embedding
We reduce the size of the ground Markov network by removing objects that are sufficiently close
(in the embedding) to an object that we retain in the MLN. Note that one approach to doing this is
to formulate a clustering problem using the embedded vectors as features, use K-Means to cluster
the objects, and then sample the clusters. However, K-Means is known to get stuck in local
optima, and as we observed in our experiments, it often creates imbalanced clusters. This is
problematic for MLNs. Specifically, in MLNs, a reduction in the number of objects changes the
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structure of the underlying Markov network, and thus the distribution changes accordingly. There
are some special cases where we can bound this change in the absence of evidence [90].
However, bounding this change in the presence of evidence is known to be very challenging, and
is still an open problem. Intuitively though, sampling from imbalanced clusters leads to some
meta-atoms (atoms in the reduced MLN) representing a large cluster of atoms, and others
representing a small cluster of atoms of the original distribution. Since we project the meta-atom
results to all atoms in its cluster (marginal probability or MAP assignment), inference error tends
to get amplified on larger clusters. Therefore, a heuristic that we use to minimize this error is to
sample objects from more balanced groups.
ˆ i ⊆ ∆i , and let d(Xj , Xk ) denote the distance between Xj , Xk
Given a domain, ∆i , let ∆
ˆ i ) denote the K closest neighbors of X in ∆
ˆ i . We want to
∈ ∆i in the embedding. Let NK (X, ∆
ˆ i by minimizing,
search for ∆

arg min

ˆ i ⊆∆i
∆

X

X

d(X, Y )

(5.1)

ˆ i Y ∈NK (X,∆i \∆
ˆ i)
X∈∆

ˆ i | ≤ α. To do this, we start with an empty ∆
ˆ i . In each iteration,
with the constraint that |∆
P
ˆ i . We
we choose X that minimizes Y ∈NK (X,∆i \∆ˆ i \X) d(X, Y ), remove it from ∆i and add it to ∆
also remove K nearest neighbors of X from ∆i . Specifically K is chosen to be equal to

∆i
α

to

ensure balanced clusters. This neighborhood is now represented by X.
ˆ i when |∆
ˆ i | ≥ α. If there are objects that remain in ∆i , we
We stop adding elements to ∆
ˆ i . Since we remove
sample one of them to represent all remaining objects and add it to ∆
neighbors greedily, we may add an object that is close to a few objects, and miss objects that may
be symmetrical to many objects. To avoid these local optima, we borrow from stochastic local
search techniques such as MaxWalkSAT [49]. Specifically, we intersperse random walks in the
solution-space along with the greedy iterations. That is, with probability 1 − p, we select a random
X, and with probability p, we choose X greedily. Thus, in each iteration, we remove a cluster of
ˆ i . We denote the neighborhood of
neighbors that are symmetric with the chosen object added to ∆
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Algorithm 3: Obj2vec Lifting

1
2
3
4

5

6

7
8
9
10
11
12
13

14
15
16
17

Input: MLN structure M, Evidence D, Inference algorithm I, embedding dimensions m,
object bound α
Output: Inference results R
// Encoding
for each ground formula f obtained from D do
if f is satisfied by D then
for sliding window c do
(vi , vo ) = Create vectorized object pairs of input object and predicted context
object
Add (vi , vo ) to training data T
// Embedding
H = Learn an embedding using skip-gram model architecture and training data T
// Sampling Objects
for each domain do
∆i = original domain
ˆ i = {}
∆
ˆ i | ≤ α do
while |∆
t
X = With probability p, choose from ∆i greedily
X t = With probability 1 − p, choose ∆i uniformly at random
ˆ i = Xt ∪ ∆
ˆ i Remove X t and its neighborhood from ∆i
∆
// Inference
ˆ 1, . . . ∆
ˆn
Convert D to D0 using new domains ∆
0
0
R = Run I on M conditioning on D
R = Project R on original atoms
return R

X̄ t by H(X̄ t ). All inference results obtained on X̄ t are assumed to hold for H(X̄ t ).
ˆ 1, . . . ∆
ˆ k , we change the evidence database D, by removing all
Given the new domains ∆
evidences that contain objects that are not in the new domains. We map the results obtained from
inference using this new evidence database to inference results on the original MLN as follows.
The inference results (marginal probability, MAP assignment, etc.) obtained after conditioning on
the changed evidence, for an atom grounded with objects X1 . . . Xk is assumed to hold for all
atoms in the original MLN grounded with objects H(X1 ) × . . . × H(Xk ). Our complete
approach is summarized in Algorithm 1.
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5.3
5.3.1

Experiments
Setup

We conducted our experiments on three problems, Web-page classification (Webkb), Entity
Resolution (ER) and Protein Interaction (Protein), all of which are publicly available in
Alchemy [57]. We implemented Obj2vec using the Gensim package [84]. For the sampler, we set
p = 0.01 to insert random walks into the sampling. For performing inference, we integrated
Obj2vec with two state-of-the-art inference systems, Tuffy [77] and Magician [112]. Tuffy uses
databases to perform efficient grounding, while Magician uses approximate counting within
inference to scale up. In Tuffy, we performed marginal inference using MCSAT and MAP
inference using MaxWalkSAT. In Magician, we used Gibbs sampling with approximate counting
for marginal inference. Note that we also tried to perform inference with algorithms implemented
in Alchemy, but due to problems in grounding the MLN, Alchemy could not work with our
benchmarks. Note that we assumed the objects come from a fixed finite domain (as is done in
most cases for MLNs), so this means that there are no unknown objects during testing (otherwise
Obj2Vec may not be able to embed these objects during testing).
We compared our Obj2Vec-based pre-processing approach which we refer to as NE, with
two other pre-processing based approaches that learn approximate symmetries. Venugopal and
Gogate’s [114] approach (VG) available in Magician compresses the MLN using K-Means
clustering, with features based on counts of atoms satisfied by the evidence. Binary Matrix
Factorization (BMF) [13] pre-processes binary evidence. Specifically, we implemented BMF
using the NIMFA library in python and smoothed binary evidences using a low-rank
approximation. Finally, we added a baseline method that reduces the evidence database by
randomly sampling the evidence atoms in the evidence, which we refer to as Random.

57

0.8
0.6

0.8

0.8

0.7

0.7

0.6

0.6
0.5

0.4

KLD

KLD

KLD

0.5
0.4

0.2
0.0
0.3

0.2

0.2

0.1

0.1
0.4

0.5

0.6

CR

0.7

0.8

0.3

0.4

(a) ER

0.5

CR

0.6

0.7

0.0
0.3

0.8

90

70

85

60

80

50

75

40

70
0.5

CR

0.6

0.7

0.8

0.3

0.7

0.8

60

0.5

CR

0.6

0.7

0.8

0.3

0.4

(e) Protein

0.5

CR

0.6

(f) WebKB
0.25

0.25

0.20

0.20

0.25

0.15

0.15

0.15

KLD

0.20

KLD

KLD

0.8

20
0.4

0.30

0.10

0.10

0.10

0.05

0.05

0.05
0.00
0.3

0.7

40

0.30

0.35

0.6

80

(d) ER
0.40

CR

100

F1

80

0.5

(c) WebKB

F1

95

F1

90

0.4

0.4

(b) Protein
100

0.3

0.4
0.3

0.3

0.4

0.5

CR

(g) ER

0.6

0.7

0.8

0.00
0.3

0.4

0.5

CR

0.6

(h) Protein

0.7

0.8

0.00
0.3

0.4

0.5

CR

0.6

0.7

0.8

(i) WebKB

Figure 5.1: Inference results. (a) - (c) Marginal Inference in Tuffy (d) - (f) MAP Inference in
Tuffy (g) - (i) Marginal Inference in Magician.
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(a) Exact

(b) Exact

(c) Embedding

Figure 5.2: (a) Error on synthetic MLN using exact inference baseline for different compression
ratios (CR), for BMF we obtained an error of around 0.1 (b) Error on synthetic MLN using exact
inference baseline, varying with the number of formulas in the synthetic MLN. (c) Variation of
MAP Inference Accuracy with Embedding size

5.3.2

Results

Accuracy
For each of the benchmarks, we learned the weights using Magician [112] (since learning is more
efficient here than Tuffy). We then used around 10% of the benchmark data as test data. We
needed to do this to ensure that the baseline inference results that we obtained were reliable using
existing inference systems since for larger datasets, inference in Tuffy does not scale up. For
Obj2vec, we set the hidden layer to have 300 neurons (a typical size recommended for word
embeddings [68]) (results on varying this presented later).
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To compare different approaches, we had to use a common measure of compression in
each of the pre-processors, i.e., by how much do they reduce the size of the MLN. For a fair
comparison, we would need all the reduction in MLN size to be approximately the same across all
methods. We defined this reduction in terms of compression ratios (CR). Specifically, CR is the
average of the ratios of original-domain-size and new-domain-size (after pre-processing) across
all domains. A larger CR means that we are utilizing more objects to approximate the original
domain. For VG we can achieve this CR through the parameter that controls the number of
clusters. For NE, we control this by setting the α value during sampling to achieve the required
CR. For Random, we control the sample size to achieve the required CR. For BMF, achieving the
right CR was not possible since changing rank does not change the CR. Therefore for BMF, we
varied rank from 20 to 100 (30 is the fault value in NIMFA), which is similar to the ranks used
in [13], and report the best results across the ranks.
Using the pre-processed evidence obtained using Obj2vec, VG, and BMF, we performed
marginal inference and MAP inference using Tuffy and Magician. For MAP inference, we
computed the F1-score based on the atoms on which we correctly obtained the MAP assignment.
Specifically, the gold standard is the set of atoms set to true in the MAP assignment, when we
perform inference with the original evidence. Based on this gold standard, we compute the
precision and recall of MAP inference after pre-processing with Obj2vec and VG respectively.
For marginal inference, we computed the average error on the marginal probabilities computed
for the query variables, where the error is measured w.r.t the marginal probabilities obtained when
we perform inference using the full evidence (no pre-processing).
Fig. 5.1 shows our results for all benchmarks, inference algorithms, and lifting
approaches. It is evident that our approach consistently outperforms every other approach on all
benchmarks for both marginal and MAP inference.
Exact Inference We evaluated our approach with a synthetic MLN on which exact inference is
tractable. Specifically, we constructed m formulas of the form R(x) ∨ S1 (x, y) ∨ T1 (x, z); . . . R(x)
∨ Sm (x, y) ∨ Tm (x, z), with weights ranging from −1 to 1. We set the domain of x to have 50
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Table 5.1: Comparison of running times (in minutes) for MAP inference using Tuffy and Marginal
inference using Magician. The results are reported in the format (MAP;Marginal) in each column.
Benchmark
ER
Protein
WebKB

Orig
28;56.1
21.9;61
41.3;112.6

BMF
4.7;15.2
5;15.5
5.3;23.4

VG
12.2;15.3
10.4;19.8
17;22

Rand
21.5;47
18.3;43.3
32.8;79.9

NE
7.3;12.7
6.1;14.2
7.8;31.4

objects, and the domains of y and z to have 100 objects each. We only set evidence on S1 . . . Sm
and T1 . . . Tm atoms, and considered R as the query predicate. Using the lifted inference rules in
PTP [36], we could compute the exact marginal probabilities for the query atoms. We computed
the average absolute error between marginals obtained before pre-processing and marginals
obtained after pre-processing for the query atoms (for m = 10). Fig. 5.2(a) shows our result for
different values of CR. As seen here, with increased CR, the marginals approach the true marginal
probabilities much faster in NE as compared to VG, and the accuracy obtained is better than BMF.
Increasing Context. For the same synthetic MLN (described above), we changed the context by
varying m, i.e., changing the number of formulas. As the number of formulas increase, the
context for the domain objects corresponding to x will increase. This leads to our embedding
being much better and learning better representations for the objects as opposed to VG (which
uses hand-coded features), leading to increasingly better performance as seen in Fig. 5.2(b).
Embedding Dimension Fig. 5.2(c) shows the accuracy of MAP inference (in terms of F1) as we
change the number of neurons in the hidden layer, i.e., we change the embedding dimensions. As
seen here, for WebKB and Protein benchmarks, the results were relatively stable as we varied the
dimensions. For ER, changing the dimensions had a more significant effect. As with other
applications of neural networks, choosing the right embedding size is challenging in our case as
well. In the future, we plan to integrate our approach while learning the MLN, in which case, we
can optimize the embedding size based on training or validation sets.
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Running Time
We measured the total time required to generate the embedding and reduce the objects, plus the
time for inference on the reduced MLN. We measured the running time for Tuffy (MAP) and
Magician (marginal). Table. 5.1 shows our results where we averaged the running times for VG,
NE and Random across CRs ranging from 0.1 to 0.8. The pre-processing time is much smaller
(less than 10%) than the time taken for inference in each of our benchmarks. As seen in these
results, NE is more scalable than VG while generating more complex symmetry features. BMF
was the fastest algorithm, but the accuracy (as seen in the previous section) was lower than NE
and VG.

5.4

Conclusion

In this chapter, we developed a novel subsymbolic representation for MLNs that is based on
symmetries in the underlying model. The main motivation for this representation was that
leveraging symmetries is crucial to scaling up inference in MLNs. We implemented an efficient
way to learn the symmetry-based representation by predicting objects in the context of other
objects in the MLN akin to skip-gram based word embeddings. Our formulation leveraged
efficient implementations for learning the embeddings scalably. Our experiments that used the
object embeddings within inference algorithms showed our approach to be more scalable and
accurate as compared to state-of-the-art systems.
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Chapter 6
Augmenting Deep Learning with Relational
Knowledge from Markov Logic Networks
Deep Neural Networks (DNNs) have had tremendous successes in challenging domains such as
computer vision and natural language processing. Typically, DNNs learn latent representations
directly from data and do not incorporate external domain knowledge. However, in many cases
domain knowledge greatly helps in learning more generalizable models. Specifically, consider the
case of relational data, i.e., where instances have dependencies with other instances in the dataset.
In this case, it may be hard infer all relationships from limited training data. For example, in
social networks, a common relational dependency is transitivity, i.e., Friends(x, y) ∧
Friends(y, z) ⇒ Friends(z, x). To infer this dependency directly a DNN may need a large
number of training examples that supports this relational dependency. Thus, in general, purely
relying on data may mean that we ignore important relational dependencies in the learned model.
This may result in the DNN overfitting the data (particularly if the dataset is limited) resulting in
poor generalization. Regularizing a DNN with domain knowledge helps us learn a more
generalizable model more efficiently when the data alone cannot completely explain all the
dependencies. In fact, for specialized tasks such as object tracking, it has been shown that external
domain knowledge helps DNNs learn accurate models even with very limited datasets [104].
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In contrast to DNNs, models such as Markov Logic Networks (MLNs) [26] that are based
on symbolic AI are specifically focused on explicitly representing and reasoning with uncertain
background knowledge. MLNs in particular represent domain knowledge using first-order logic
(FOL) formulas and capture uncertainty by parameterizing the formulas with weights. However,
even though tremendous progress has been made in learning and inference for MLNs and other
statistical relational models [35] over the last several years, in real-world applications, they still
lack accuracy and scalability when compared to deep learning models. For instance, as observed
by Khot et al. [52] in the task of question answering, simpler non-relational machine learning
models that ignore the relational structure of the problem perform far better than MLNs. One of
the problems is that MLNs share a single weight across groundings of a first-order formulas and
this sometimes leads to oversimplified models. Considering our earlier social network example,
we attach a single weight to the transitive formula Friends(x, y) ∧ Friends(y, z) ⇒
Friends(x, z). Clearly, an MLN parameterized by a single value is not rich-enough to accurately
answer a meaningful probabilistic query (e.g. what is the probability of Alice and Bob being
friends). While it is possible to define a unique weight for each instantiation (using the “+”
semantics) in an MLN, learning with thousands of such formulas quickly becomes infeasible.
Other models comparable to MLNs such as Probabilistic Soft Logic [7] allow functions instead of
weights but have similar scalability issues when the underlying probabilistic model becomes
large. In contrast, deep learning methods can fit complex functions to the data in a much more
scalable manner. Therefore, to get the best of both worlds, in this chapter, we develop a novel
Convolutional Neural Network (CNN) based model where we use domain knowledge specified in
MLN formulas to learn the CNN model.
While adding relational knowledge to deep learners have been explored previously, they
are typically restricted to adding priors to the DNN [118] or regularizing the loss function with
constraints [104]. However, these approaches do not allow us to incorporate information from
complex symbolic knowledge bases into DNN learning. Our main contribution in this chapter is a
novel, flexible approach where MLNs add rich, task-specific background knowledge into the
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CNN model. The key idea behind our model is to train the CNN based on symmetries in the
MLN. For example, in our aforementioned social network example, suppose Alice and Bob have
symmetrical social network structures, then the CNN can learn to predict Alice’s friendship
relations based on Bob’s friendship relations. To do this, we learn an embedding for objects in the
MLN’s domain such that symmetrical objects are placed close to each other in the
embedding [48]. We then learn a CNN where each kernel function in the CNN combines object
vectors that are approximately symmetrical to each other. However, note that to learn the CNN,
we need multiple independent instances while MLN data is relational which means that we have a
single long interconnected instance. Therefore, in learning the CNN, we implicitly make
independence assumptions in the relational data which can increase the noise or uncertainty in the
learned model. To reduce this uncertainty, instead of learning a single parameterization, we learn
a distribution over the model parameters using a Bayesian CNN [29] framework.
We evaluate our approach in several challenging real-world problems including, fake
review classification, review rating classification, collective classification of webpages and image
segmentation. We compare our approach with both state-of-the-art MLN learning methods and
deep learning methods where we do not specify background knowledge. Our results show the
accuracy and scalability of our approach clearly validating that combining the strengths of MLNs
(for background knowledge) and DNNs (for learning) outperforms both purely-MLN and
purely-DNN based models in several varied problems.

6.1

Related Work

Combining neural networks with symbolic systems has a rich history of research.
Smolensky [101] developed Tensor Product Representations to vectorize symbolic structures
using compositions of embeddings. Shavlik and Towell [95, 106] unified propositional logic
models unified with neural networks. Several approaches have been proposed recently in this
direction. Rocktaschel and Riedel [85] developed sub-symbolic representations for logical
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inference operators. Specifically, they developed vector representations for logical symbols and
used them for theorem proving in logic. Cohen [19] proposed TensorLog, a deductive reasoning
approach and Serafin and Garcez [94] proposed logic tensor networks, an architecture for logical
reasoning with deep networks. Our work is also related to knowledge graph embedding and link
prediction methods, which are more specialized prediction tasks than the ones we consider in this
work. Bordes et al. [11] proposed a neural network architecture to embed knowledge graphs into
low dimension structural embeddings. Several approaches for link prediction have been proposed
using tensor factorization methods such as ReScal [72], TransE [11] and ComplEx [107]. The
idea here is to use factorization methods to predict links in knowledge graphs. More recently
Kazemi and Poole [50] proposed a tensor factorization approach called SimpleIE for link
prediction that learns embeddings and also allows us to inject background knowledge. In terms of
more recent neuro-symbolic learning methods, Manhaeve et al. [65] recently proposed
DeepProbLog, that combines a neural network with probabilistic logic. The idea here is to extend
probabilistic logic to handle neural predicates, i.e., outputs of the neural network are encoded as a
predicate. More recently Xu et al. [121] proposed a semantic loss function to learn deep models
with symbolic knowledge. The idea is to encode the constraint specified from logical rules within
a differentiable loss function for deep learners. Our approach is orthogonal to this approach and
we can use a modified loss function in conjunction with our approach. In [48], an approach to
cluster based on object embeddings is proposed to scale up inference algorithms, but unlike our
approach, they do not learn a model. Our approach is also closely connected to deep symmetry
nets proposed by Gens and Domingos [33], where they used a CNN that learns features over
symmetry groups capturing more broad invariances in object recognition tasks in computer
vision. However, our learning approach is more general since it can learn CNNs that exploit
symmetries for a given MLN structure which can encode complex knowledge.
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6.2

Bayesian CNN

Regular CNNs are expressive models but prone to overfitting. Bayesian CNNs [29], are more
robust, yield uncertainty estimates and can work well even with limited-sized datasets.
Specifically, in Bayesian CNNs, we learn a distribution over the convolutional kernels. Inferring
the posterior distribution in a Bayesian CNN is a computationally hard problem. The popular
approach to learn a Bayesian CNN is to use variational inference. That is, we assume a simple
distribution family and learn parameters that minimize the KL-divergence between the
approximate distribution and the true distribution. It can be shown that using dropout training, we
can perform variational approximation [29]. Further, to make predictions, we can estimate the
probability of a query using Monte-Carlo estimates from the learned CNN.

6.3

Learning Model

There are several strategies we can use to incorporate domain knowledge to the deep learner. One
approach that is used quite often is to modify the loss function with constraints that encode some
prior knowledge. E.g. Xu et al. [121] proposed a semantic loss function, Russel and Ermon [104]
add physics constraints into the loss function for object tracking, etc. However, modifying the
loss function for encoding complex types of knowledge is not intuitive. Therefore, we use a more
general-purpose language, namely, MLNs using which we can specify even complex domain
knowledge quite succinctly. Further, our approach also makes it relatively easy for a human
expert to both encode his/her expertise and also to interpret the knowledge base.
Our main hypothesis is that to transfer domain knowledge to the deep learner, we train the
deep model based on symmetries encoded in the MLN model. For example, suppose we wish to
predict if an individual say Alice needs to receive a treatment, if through our domain expertise, we
can find a cohort of individuals similar to Alice, then their treatments can be used to predict the
treatment for Alice. In other words, we bias the deep learner to learn from individuals similar to
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Alice. Further, suppose we learn to make predictions within one cohort, we can apply the same
model to other cohorts. Of course, a deep learner can try to and may very well succeed in
inferring such symmetries directly from data without any other information. However, given the
sparsity of labeled data, explicitly encoding this symmetry information to the deep learner is
likely to make learning more efficient. Naturally, one can use the same symmetries to directly
learn a parameterization for the MLN. However, as the size of the data grows the learned
distribution tends to be highly skewed [69] which is ineffective in making accurate predictions.
The main problem is that a single weight in an MLN formula is learned for all groundings of that
formula which makes it hard to learn a complex model. We exploit the expressiveness of deep
models to learn more accurate parameterizations for relational data.

6.3.1

Bayesian Learning Formulation

Let (X1 , y1 ) . . . (Xn , yn ) represent the relational training data where Xi is an atom and yi is its
assignment. As with MLN learning in general, we assume a closed world which means in the
training data we have an assignment to every atom in the MLN. We want to estimate a function f
that can generate a world (assignment to all atoms). That is, Y = f (X) where X represents the
atoms and Y its assignments. We follow the Bayesian approach where p(f ) is a prior distribution
over the possible functions that can be used for this prediction. The likelihood of predicting the
world Y given that f is the generating function is p(Y|X, f ). If we can compute the posterior
probability p(f |X, Y), then we can integrate over all functions (f ∗ ) to arrive at a prediction for
the probability of generating a new world Y∗ given a new set of atoms X∗ .

∗

∗

p(Y |X , Y, X) =

Z

p(Y∗ |f ∗ )p(f ∗ |X∗ , X, Y)df ∗

Further, if θ represents the parameters of the function, we can re-write the integral as,
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∗

Z

∗

p(Y |X , Y, X) =

p(Y∗ |f ∗ )p(f ∗ |X∗ , θ)p(θ|X, Y)df ∗ dθ

(6.1)

Since it is intractable to compute the true integral, a standard approach is to use a
variational approximation q(θ) and find parameters that minimizes KL(q(θ)||θ|X, Y).
Minimizing this KL divergence exactly is known to be computationally hard, therefore, we
sample parameters from the variational approximation q and obtain an unbiased estimator for the
ELBO (Evidence Lower Bound) loss given by minimizing the following equation [29].
N
X

`(Y, f (X, θ(i) )) − KL(q(θ(i) )||p(θ(i) ))

(6.2)

i=1

where θ(i) is the i-th sample from q(θ), and `(Y, f (X, θ(i) )) is the loss between the output
generated by the function f using parameters θ(i) and the true output.

6.3.2

CNN Model

To optimize Eq. (6.2), we select f to be a function that belongs to the CNN function family and `
P
(i)
to be the cross-entropy loss. However, to minimize N
i ell(Y, f (X, θ )), note that we have a
single input and output instance which makes it infeasible to learn f . That is, all atoms in X are
related to each other. Therefore, to make it feasible to learn f , we decompose the loss over the
atoms as,
N
X

(i)

`(Y, f (X, θ )) ≈

i=1

N
X

`(Yi , f (Xi , θ(i) ))

i=1

where θ(i) is sampled from the variational approximation q(θ) (we expand on this in the
next section). However, by considering a single atom Xi to predict Yi , the CNN function f will
not learn to relate different atoms which is essential in relational learning. Therefore, we instead
predict an assignment to an atom from a subset of other atoms. Note that this formulation is very
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similar to the pseudo log-likelihood learning (PLL) formulation for MLNs [26]. The decomposed
loss function is given by,
N
X

`(Yi , f (Xi , θ(i) ))

(6.3)

i=1

where Xi ⊆ X that is chosen to predict the assignment to Xi .
Given an atom Xi for which we want to predict its assignment, we determine the optimal
subset of atoms Xi from which the CNN makes its prediction. To do this, we analyze the
performance of our model using results in [8]. Specifically, suppose ĜN (f ) represents the
empirical Gaussian complexity of function class f , we want to choose the training examples to
minimize this complexity. In our case, we choose f to be the class of two-layer convolutional
neural networks with one convolutional layer and one fully-connected layer. Here, ĜN (f )
measures the capacity of the function class and is related to its ability to generalize. Smaller
values of ĜN (f ) indicate smaller capacity but better generalization when using the function class
f . Larger ĜN (f ) means that we can fit any dataset due to large capacity, but we may overfit
leading to poor generalization. Li et al. [62] show that to minimize ĜN (f ), we need to select the
convolutional kernels judiciously. Specifically, in our case, for each CNN f ∈ f , we need select a
convolution kernel that minimizes
v
u N
uX
t
||Xi (j) − Xi (j0 )||2
max
0

j∈S,j ∈S

(6.4)

i=1

where X1 X2 . . . XN are inputs to the CNN, each of which corresponds to a subset of
atoms. S denotes the shape of the convolutional kernel. Specifically, given an input X, the
P
weights (w) are shared across regions specified by S, i.e., j∈S wj X[j]. Thus, each element of S
specifies the index vector in the input where the convolution kernel is applied. Therefore, from
Eq. (6.4), we understand that to improve generalization, we need to maximize the covariance
between (Xi (j), Xi (j0 )). To do this, each subset Xi used as input to the CNN must correspond to
atoms that are most “similar” to each other, and the CNN learns kernels over these symmetric
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groups of atoms. We next describe our approach to encode inputs to the CNN based on similarity
of atoms.

6.3.3

Composing the Inputs

To compose inputs for CNN learning, we need to convert atoms in the MLN to vectors. We do
this by learning an embedding for the objects in the MLN using Obj2Vec [48] and then combine
object embeddings into atom embeddings.
Object Embedding. Obj2Vec is a distributed representation for objects in the MLN based on
symmetries in the MLN structure. Specifically, very similar to skip-gram models for words, the
idea here is to train a neural network that predicts one object in the MLN from other objects in its
context. Given a relational training dataset, i.e., (X1 , y1 ) . . . (Xn , yn ) which is an assignment to
each atom in the MLN, the context of an object is the set of objects that appears with it in ground
formulas that are satisfied (having truth value equal to 1) by the assignments to atoms in the
training data. For example, suppose we have a satisfied ground formula, Friends(A, B) ∧
Friends(B, C) ⇒ Friends(C, A), then B, C are objects in the context of A and similarly, A, B
is in the context of C and C, A is in the context of A. The neural network represents each object
using a one-hot encoding and then predicts one object from its context. For example, predict A
from B and C in the above example. The hidden layer of the neural network learns to represent
each object using a dense vector such that objects having similar contexts have similar hidden
layer representations which is also called as the embedding for the object. Two objects are
approximately symmetrical (or approximately exchangeable) in the MLN if they have similar
embeddings.
Atom Embeddings. Note that Obj2Vec generates object embeddings. However, for Eq. (6.3), we
require atoms as input. Therefore, we construct a matrix of atom embeddings using additive
compositions of object embeddings as follows. Suppose our atom has k objects, corresponding to
each object o, we sample a set of objects from the embedding-space such that the object is
sampled with probability proportional to its distance to o. That is, objects that are close to o are
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sampled with high probability. We then compose an atom embedding as an additive composition
of embeddings corresponding to the sampled objects. Suppose vo1 , vo2 . . . vok are the vectors
P
sampled corresponding to objects within atom Xi , j voj encodes a row in the input matrix for
Xi . We can show that,
Proposition 3. Let o1 . . . ok be objects in the context of o01 . . . o0k respectively, then
k
X

voj ∝ log

j=1

k
Y

P (o0j |oj )

j=1

Proof. Using the softmax objective function of the basic skip-gram model, we have, P (o0j |oj ) ∝
exp(vo>0 voj ). Therefore, we have the following, log P (o0j |oj ) ∝ vo>0 voj . Thus, voj represents a
j

j

distribution over its context object o0j . We can now sum over the vectors to obtain,
k
X
j=1

voj ∝

k
X

logP (o0j |oj )

j=1

= log

k
Y

P (o0j |oj )

i=1

.
Thus, from the above proposition, the additive composition of the object vectors produces
a vector that encodes the product of their context distributions. This means that suppose we
compose a vector from atom Xi , this vector encodes an atom whose objects are symmetrical with
objects in Xi . Thus, we use this atom as an input to predict the assignment to Xi . To generate the
input embedding-matrix for atom Xi denoted by M [Xi ] from which we predict Yi , we sample the
neighborhood of objects in Xi k times and generate k composed vectors where each vector is a
row in M [Xi ]. The additive composition approach is similar to the ones used by popular
knowledge graph embeddings such as TransE [12]. Note that In principle, other non-additive
knowledge graph embedding methods can be adopted for composing the embeddings including
multiplicative approaches such as Distmult [122] or RESCAL [72].
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6.3.4

Uncertainty

From Eq. 6.3, we see that we sample θ(i) from q(θ). To do this, we need to choose a suitable
variational approximation from which it is easy to sample and optimize the objective specified in
Eq. (6.2). Gal and Gharmani [29] show that if we choose q(θ) to be a Bernoulli distribution then
the dropout objective exactly corresponds to the objective in specified Eq. (6.2). Thus, by simply
adding a dropout layer after a convolutional layer, we can optimize Eq. (6.2).
Thus, to optimize Eq. 6.3, we independently sample the kernels that will be active after
each convolutional layer. This means that for each input instance, the structure of the CNN
changes and we are essentially learning multiple CNNs which are then averaged together for the
final model. This is particularly important for relational learning since the decomposed loss
function in Eq. (6.3) splits the relational data which introduces uncertainty into the learned model.
By averaging over multiple models, we are learning a distribution over the kernels of the CNN
which helps us quantify this uncertainty. For example, if the prediction for the atoms can be
performed accurately over the entire distribution of the kernels, this means that the subsets of
atoms that we have chosen for predicting each atom have important dependencies which we are
able to learn using the kernel functions much like an MLN formula that connects atoms that have
a logical connection together.
To make predictions over the learned CNN, since it is infeasible to perform integration
over the full distribution of kernels in the CNN, we approximate this using MC-dropout.
Specifically, as during learning, using the dropout layer after the convolution layer is equivalent to
sampling kernel parameters using the Bernoulli variational approximation q(θ). We sum over the
predicted values corresponding to different samples from q(θ) to get a Monte Carlo estimate of
the predicted probability. Specifically, we predict the probability of an atom Xi as T1
PT
(t)
t=1 p(yt |M [Xi ], θ ), where M [Xi ] is the embedding matrix for the atom Xi and yt is the
predicted assignment to Xi in iteration t.
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Figure 6.1: Illustrating our architecture.

6.3.5

Exchangeability

Each row in the input matrix M [Xi ] represents an atom that is similar to Xi . The ordering of
these rows is not important. This is different from typical CNN applications that process images
since in the case of images changing the ordering of rows of pixels results in a completely
different image. In our case, we learn the CNN such that it is invariant to exchanges in the input
rows. One approach is to present all possible exchanges or permutations of the input rows with
the same output and let the CNN learn a function that is invariant to the ordering of the rows.
However, this results in a much larger input space since we need to permute the rows in each
input. Instead, we use an approach where we use a permutation-invariant, symmetric function to
force the CNN to output the same features regardless of the ordering. Specifically, this function
aggregates the information along the columns thus removing the spatial information along the
columns. In our case, after the convolutional layers, we use the mean of each column as the
permutation-invariant function. Note that other similar functions based on aggregate statistics can
be used for this function as well [18]. We then connect the output of the permutation-invariant
layer to the dense layers of the CNN.
An illustration of our complete model is shown in Fig. 6.1. Our learning approach is
summarized in Algorithm 1.
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Algorithm 4: CNN Learning

1
2

3
4
5
6

Input: MLN M, relational training data E
Output: Learned CNN Model
// Compose Inputs for the CNN
Learn Obj2Vec embedding O for the objects in M
for Each atom Xi with assignment Yi in E do
// Compose the Embedding-Matrix
for each object o in Xi do
for t = 1 to k do
v1 . . P
. vm = Sampled neighborhood of o in O
Add m
i=1 vi as a row in M [Xi ]
C = Train CNN in Fig. 6.1 with (M [Xi ], Yi )

7
8

6.4

return C

Experiments

6.4.1

Setup

We compared our approach (which we refer to as Markov Logic CNN MLCNN) with i) purely
MLN-based models that do not use the inference and learning capabilities of DNNs, ii) purely
DNN-based models that do not use background knowledge when learning the model and iii)
embedding-based models that uses embeddings from the MLN but not the learning approach of
MLCNN.
We evaluated our approach with four different tasks which we refer to as WebKB, Yelp,
Segmentation and Movielens. The WebKB task and dataset is defined in Alchemy [57] where we
classify webpages according to a topic. For Yelp, the task is to classify if a review if a review is
fake or not and the associated dataset is available in anomaly detection repository [83]. For
Segmentation, we use the TU Darmstadt database of images [61] to perform image segmentation
into foreground/background pixels. We used the set of images corresponding to side-views of
cows. For the Movielens application, we predict movie ratings and the associated dataset is
publicly available at [42].
MLN-based Models. For the MLN based methods, we used two well-known learning and
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inference systems, Tuffy [77] and Magician [112]. In Tuffy, we perform learning using
max-likelihood estimation and for inference, we use MaxWalkSat [93] for MAP inference (where
instead of a probability, we predict a joint assignment to all non-evidence atoms) and
MCSAT [81] for marginal inference. In Magician, the learning is performed using max-likelihood
estimation but with approximate counting methods [92] for improved scalability. Marginal
Inference in Magician is implemented using Gibbs sampling [31] once again with special
approximate counters for improved scalability.
DNN-based Models. For each of our applications, we implemented a task-specific DNN. For the
WebKB, Yelp and Movielens applications we implemented a CNN for text classification based on
the well-known architecture specified in [55]. Specifically, in our case, we learn word
embeddings from the text and for each instance, we learn kernels over the word embeddings to
derive feature maps for the classification task. We refer to this as CNN. For the Segmentation task,
we used U-Net [87] which is a state-of-the-art CNN-based approach to segment images. U-Net
is a CNN architecture that learns feature maps for the images and then expands these feature maps
to get a segmentation for the image.
Embedding-based Model. We implemented an approach where we directly use the atom
embeddings within a classifier to predict its assignment without using its symmetry
neighborhood. Specifically, we add the embeddings for the objects in the atom and use this vector
for predicting the assignment to the atom using logistic regression. Thus, unlike MLCNN, this
model does not learn higher-level functions over the embeddings using this approach. We refer to
this as EC (Embedding-based classifier).

6.4.2

MLCNN Implementation

To learn the Obj2Vec embeddings, we used the Gensim [84] implementation of word2vec with
the skip-gram model. We implemented the CNN learning using Tensorflow. The parameter
settings for our CNN are as follows. We set the filter-size of 5 × 5, typically, we do not want a
very large filter since we want to learn the kernel over highly correlated variables. We used a
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Table 6.1: Comparison of MLCNN with other MLN-based models, DNN-based models and
embedding-based model (EC). The DNNs for WebKB, Yelp and Movielens is implemented using the CNN text classification approach. The DNN for Segmentation is U-Net, a CNN-based
architecture for image segmentation. We show the ROC-AUC scores when the output of the evaluated method is continuous (e.g. marginal inference) and F1-score when the output of the evaluated
method is discrete (e.g. MAP inference).
Application MLCNN DNN Models
MLN Models
EC
CNN/U-Net Tuffy MCSAT Magician Gibbs Tuffy MaxWalkSAT
WebKB
92
73
61
64
54
71
Yelp
88
69
56
53
53
61
Segmentation
97
90
67
65
67
77
Movielens
87
70
46
51
48
76

neighborhood of size 25, i.e., each input to the CNN has 25 rows. The architecture of our CNN is
as follows. We have 4 convolutional layers and 4 max-pooling layers with ReLU units, and one
fully connected layer with the softmax output and the dropout layers have dropout probability 0.5.
We present results by varying these parameters in the next section. Also, typically, word2vec
architectures use a dimension of 300, but from our observation, such a large embedding works
well for word embeddings since the corpora is quite large. In our case, we would require
significantly more data since the number of weights in the CNN would be very large. Therefore,
we varied the embedding dimensions between 10 and 50, and set the number of dimensions to 30
after which the performance did not change significantly. We ran all our experiments on a laptop
with 8 GB ram and Intel core i-7 processor.

6.4.3

MLN Structure

WebKB. The task in Webkb is to predict the topic of a webpage. We have formulas connecting
words to a topic predicate (similar to unigram features used in the bag of words model). We also
have formulas to encode the rule that linked webpages have same topics. The set of formulas for
this are available in Alchemy [57].
Yelp. The task here is to predict if a review has been labeled as fake or not by Yelp. We
once again connect words in our vocabulary to the query predicate that specifies if a review is
fake. We also add formulas that connect reviews that are written by the same user. Specifically, it
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encodes the homophily property of the form Fake(r1 ) ∧ Fake(r2 ) ⇒ Fake(r2 ). That is, a user
writes reviews of the same type (fake or not fake). We also add formulas that connect the rating
for a review to the query predicate and the restaurant for which the review was written to the
query predicate.
Segmentation. The task here is to classify each pixel in an image as a foreground or
background pixel. We define regions in which the pixel lies along both the x-axis and the y-axis
and add formulas of the form Region(x1 , y1 , r) ∧ Foreground(x1 , y1 ) ∧ Region(x2 , y2 , r) ⇒
Foreground(x2 , y2 ) where (x1 , y1 ) and (x2 , y2 ) are pixel-coordinates. This rule encodes our
knowledge that if two pixels are in the same region they are likely to be of the same type
(foreground/background). We add formulas with a similar structure to connect the average pixel
intensities (for R, G and B channels) across 5-pixel neighborhoods along 4 orientations (top,
right, bottom, left) to the Foreground predicate. The pixel intensities are discretized to 10 levels
since MLNs cannot represent continuous values.
Movielens. The task here is to predict the review rating based on the text in the review. For
this task, we used formulas similar to those in the Yelp application, except here, our query atom
specifies the rating of a review.

6.4.4

Results

We compared the performance of the approaches using five-fold cross validation. We compared
classification performance on the query predicates for each dataset. For algorithms that output
continuous values (e.g. marginal inference), we report the ROC-AUC score. For discrete outputs
(e.g. MAP inference), we present the F1 score. We had a balanced dataset, i.e., for each possible
class, the total number of query variables were roughly equal. We summarize the results of our
evaluation in Table. 6.1.
WebKB. As shown in Table. 6.1, MLCNN has significantly better accuracy as compared to
all the other approaches on all applications. CNN was the next best performer but the significant
gap between the performance of CNN and that of MLCNN clearly illustrates the value of
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incorporating domain knowledge within DNN learning. Further, the poor performance of
MLN-based models also clearly show the advantage of leveraging DNN algorithms for relational
learning.
Yelp. For the Yelp application, the MLN models do not scale up to the full dataset.
Specifically, Tuffy computes a ground Markov network for the MLN and this becomes too large
when we consider all the reviews in the dataset. Magician does not ground the full MLN but due
to the large number of atoms, the sampling-space is too large for Gibbs sampling to converge.
MLCNN and CNN on the other hand can easily process the full dataset which illustrates the
scalability of DNN-based learners. Therefore, for Tuffy and Magician, the results are reported for
a sub-sampled dataset with 100 reviews. Once again, MLCNN clearly outperforms the other
approaches in this task. CNN is again the second-best performer but its performance is
significantly behind MLCNN.
Segmentation. For this task, note that we need to classify pixels as foreground/background
pixels. In our results, we compute the average accuracy of this classification over 50 images. We
can control the number of atoms in this dataset by controlling the number of regions we discretize
the image into. Therefore, we were able to run Tuffy and Magician on this dataset. In this task,
MLCNN outperforms the other approaches but note that U-Net also yields comparably good
performance on this task. For tasks involving natural images, we can think of CNN-based models
as implicitly encoding domain knowledge (for e.g., correlations between neighboring pixels)
which helps it learn more generalizable models.
Movielens. For the Movielens tasks, just as in the Yelp task, for MLN models, we were
only able to run it with 200 reviews since the models could not scale up effectively. MLCNN and
CNN on the other hand could easily scale up to process all reviews in this dataset. The accuracy
results are very similar to other tasks and the accuracy of MLCNN is again significantly higher than
the other approaches.
Scalability. Table 6.2 shows the training time for MLCNN as we increase the number of ground
atoms in our dataset. We compute the total training time by adding the time required for
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Figure 6.2: ROC-AUC scores of MLCNN for varying number of atoms in the datasets.
composing the embedding-matrices for the dataset and the time taken to train the CNN. As we see
from the table, our approach scales up well for large datasets, and even when the number of atoms
is 300K, we are able to process this within a few minutes. Existing MLN-based learners are
incapable of scaling up to such datasets. On the other hand, none of the existing MLN-based
methods could scale up to the full Yelp or Movielens datasets. Further, on the Segmentation task,
the MLN models failed to scale when the discretized image resulted in more than 50K atoms.
Thus, the scalability of MLCNN is significantly better than existing MLN-based relational learning
methods.
Fig. 6.2 shows the accuracy of MLCNN as we increase the number of ground atoms in the
data. With increasing number of atoms, the learned kernel parameters can generalize better since
the number of symmetry neighborhoods that are considered during training typically increase.
This is observed across all our tasks as seen in Fig. 6.2.
Fig. 6.3 illustrates the effect of increasing the amount domain knowledge in MLCNN.
Specifically, we consider the Yelp dataset (since this has maximum number of predicates). We
add MLN formulas incrementally with the constraint that the formula only contains a subset of
predicates. We learn MLCNN with increasingly larger subsets of MLN formulas and show the
accuracy results in Fig. 6.3. As we observe in the figure, increasing the number of predicates that
are considered in the MLN which implies that we inject more domain knowledge into MLCNN,
progressively improves accuracy of our model.
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Figure 6.3: Illustrating the effect of increasing domain knowledge in the Yelp application. We
consider subsets of MLN formulas that contain a subset of predicates and learn MLCNN with these
formulas. Results are shown for progressively increasing number of predicates considered in the
MLN.
Table 6.2: Training time for MLCNN (in seconds) for varying number of ground atoms.

Task
WebKB
Segmentation
Yelp
Movielens

20k
22
45
56
32

Number of atoms
50k 100k 200k 300k
28 35
68
80
86 98 114 122
78 134 195 280
45 65
80 127

Robustness. One of the advantages of our approach is that we learn a distribution over the CNN
kernels which reduces uncertainty in the learned model. Here, we evaluate the robustness of our
approach to noisy relations in the dataset. Specifically, we introduce random embedding-matrices
into our training dataset to simulate the presence of noisy atoms in the data and evaluate our
approach in the presence of noise. Fig. 6.4 shows our results for varying degrees of noise and
dropout. We control these using variables α (to control percentage of noise) and β (to control
percentage of dropout). We consider 3 different cases. α = 1, β = 0 indicates the case that we
increase noise with the % indicated by the x-axis but do not use any dropout which is equivalent
to learning a single function. α = 0, β = 1 is the case where we do not introduce noise but still
learn a distribution over the CNN where the dropout percentage is indicated by the x-axis.
Finally, α = 1, β = 1 is the case where we increase noise as indicated by the % in the x-axis and
at the same time increase dropout by the same %. As Fig. 6.4 shows, as noise increases, the
performance of the CNN that learns a single function degrades much faster than the performance
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(a)

(b)

(c)

(d)

Figure 6.4: ROC-AUC scores for MLCNN with varying dropout and noise for (a) WebKB (b)
Segmentation (c) Yelp (d) Movielens.
of our approach where we learn to combine multiple CNN parameterizations. Further, even when
there is no noise, learning a distribution over the CNN parameters does not hurt performance
severely as we see from the case where α = 0, β = 1. These results are consistent across all 4 of
our benchmarks clearly illustrating the robustness of our approach in the presence of uncertainty.
Exchangeability. We evaluated if the performance of our approach degrades when we use the
permutation-invariant layer. Specifically, we make the rows in the CNN input order-invariant
since each row represents an atom and these atoms can be exchanged with other atoms within the
input since they are approximately symmetrical to each other. Fig. 6.5 shows our results. We can
observe from our results over all benchmarks that the performance does not degrade or degrades
very slightly when we assume exchangeability of the rows. This result indicates that the atoms
that we choose to relate together in the CNN can be truly exchanged which validates the
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Figure 6.5: Illustrating the effect of enforcing permutation invariance in MLCNN.
symmetries that we have specified to the CNN.
Hyperparameters. Fig. 6.6 shows the accuracy of MLNCNN for different hyperparameter
settings. Specifically, we show the accuracy results for varying number of convolutional layers,
kernel sizes, activation functions and number of kernels. The results are fairly stable across
different settings for convolutional layers, kernel sizes and activation functions. For the number of
kernels, the optimal setting seemed to be between 4 and 6. At an abstract level, we can think of
these as first-order or higher-order formulas since they combine atom embeddings in our model.

6.5

Conclusion

We developed a learning approach that trains a CNN based on relational knowledge specified in
an MLN. This allows us to incorporate domain knowledge into the CNN. Specifically, we learn
embeddings from the MLN and learn an CNN that combines approximately symmetrical
embeddings into higher-order features. To reduce uncertainty in our learned model, we learn a
distribution over the parameters of the CNN. Our results show that compared to methods that are
based only on MLNs or methods based only on DNNs, our approach has superior performance in
varied real-world applications.
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(a)

(b)

(c)

(d)

Figure 6.6: ROC-AUC scores for varying hyper-parameters in MLCNN (a) Varying number of convolution layers (b) Varying kernel size (figure shows different widths w x w) (c) Varying activation
function (d) Varying number of kernels
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Chapter 7
Learning Neural Tensor Networks using
Symmetries from Markov Logic Networks
In this chapter, we learn a neural representation for relational data. While neural networks have
been successfully applied to relational learning problems such as knowledge-graph
completion [103], our goal is to define a general model for relational learning that incorporates
symbolic domain knowledge. While approaches such as Graph Convolutional Networks
(GCNs) [56] can be used to represent relational knowledge in the form of a graph (propositional)
structure, using the semantics of Markov Logic Networks (MLNs) [26], we can define first-order
relational dependencies. MLNs represent soft formulas that are weighted to encode uncertainty in
the domain knowledge. In theory, since MLNs already encode a statistical model (a Markov
network) within it, we should ideally learn the weights of the model directly to tightly couple the
symbolic knowledge with the underlying Markov network. However, in practice, learning the
MLN parameters (weights) is a hard problem and MLN-based learners are both slow and do not
produce models with accurate results [92, 52, 117]. Therefore, we instead use the MLN formulas
(without the weights) as a symbolic representation that encodes symmetrical structures in an
underlying graphical model. We train the deep model to learn these symmetries which indirectly
encodes symbolic knowledge in the formulas.
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Neural Tensor Networks (NTNs) [103] is a well-known architecture for knowledge-graph
completion that learns to relate entities in a relationship multiplicatively. NTNs can predict new
relations based on existing relations in a relational database. We extend NTNs in two ways. First,
we use NTNs to learn symmetries that are implicit in an MLN. Second, we learn the NTN over
multiple possible worlds instead of a single world. Specifically, we train our model such that the
tensor layer in the NTN learns a lifted encoding where groups of symmetric atoms have a similar
representation. Further, conditioned on a specific world (assignment to atoms), there may be
different symmetries between atoms in the MLN. Therefore, instead of training the network over
a single world, we train it over multiple worlds. However, it is infeasible to use the distributional
semantics of an MLN, i.e., define the MLN’s underlying graphical model that encodes a
probability distribution over possible worlds since we cannot map the NTN parameters into MLN
weights. Therefore, we use a mean-field approximation that is parameterized by the NTN and
train our model by sampling from this distribution.
We evaluate our approach on varied tasks related to text processing, image segmentation
and knowledge base completion, thus showing the generality of our approach. We show that in
each of these tasks, we outperform i) methods that are based on neural networks but do not
exploit symmetries effectively including some domain-specific models and ii) methods that are
based on symbolic models but do not use the capabilities of deep learning, thus illustrating the
promise of our approach.

7.1

Neural Tensor Networks (NTNs)

NTNs [103] learn to predict relations given a training relational database. The idea is to combine
entities represented in the form of entity vectors multiplicatively in a bilinear tensor layer. For
each triplet (e1 , R, e2 ), NTNs learn to relate the vectors in e1 and e2 across several dimensions.
While the vectors for entities can be random vectors, using informative vectors such as those
based on word embeddings have been shown to substantially improve the performance of NTNs
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in tasks such as knowledge-base completion.

7.2

Learning from Symmetries

In traditional MLN weight learning, given a training database ω and MLN formulas M, we
maximize the log-likelihood (LL) or conditional log-likelihood (CLL) of the data. Since both LL
and CLL are intractable to compute, the gradient ascent procedure uses approximate inference to
update the weights. The main problem with this learning approach is that it is not scalable and
having a single weight for each formula may lead to poor accuracy in complex problems.
Therefore, our goal is to use the semantics of the MLN formulation but follow an alternate
learning approach that is more scalable and accurate.
We formulate the learning problem based on symmetries encoded in the MLN formulas.
The idea is that if we can partition atoms into equivalence classes where each class contains
approximately exchangeable atoms, then we can learn a model to estimate the assignment to an
atom based on other atoms in its equivalence class. However, the challenge is that it is non-trivial
to identify exchangeable groups of atoms. We can formulate this problem using a contrastive loss
function [41], where we learn a separation over groups of exchangeable atoms.
Formally, let R(X, Y ) and R(X 0 , Y 0 ) represent two atoms in the MLN and let e = 1 if the
two atoms are exchangeable and 0 if they are not exchangeable. The contrastive loss function is
given by,

L(R(X, Y ), R(X 0 , Y 0 ), e) =

1
∗ (1 − e) ∗ D(R(X, Y ), R(X 0 , Y 0 ))2 +
2

1
∗ e ∗ max(0, m − D(R(X, Y ), R(X 0 , Y 0 ))2 )
2

(7.1)

where D() denotes a distance-function between atoms and m is the maximum distance.
The loss function tries to pull similar atoms closer together and pushes dissimilar atoms away
from each other. While the generic contrastive loss was used for dimensionality reduction, Neural
Tensor Networks (NTNs) [103] adapt the contrastive loss function for relational learning.
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Specifically, the idea is to classify if two entities are involved in a relation based on other
relationships in the data. In our case, we apply NTNs to predict the assignment to an atom based
on other atoms in the training database ω using the following loss function.

L(R(X, Y ), R(X 0 , Y 0 )) = max(0, 1 − (g(R(X, Y )) − g(R(X 0 , Y 0 )))

(7.2)

where g(R(X, Y )) computes a score for how likely is R(X, Y ) to be true given the data ω.
For each predicate type (or relation), an NTN uses a bilinear tensor layer to relate the object in
atoms corresponding to that predicate. Specifically, the scoring function for atom R(X, Y ) is
given by,
 
vX 
[1:k]
>
g(R(X, Y )) = u>
 + bR )
R f (vX WR vY + Vr 
vY

(7.3)

[1:k]

where vX ∈ Rd is a d-dimensional vector representation for object X, WR

∈ Rd×d×k is

[1:k]

>
a tensor, vX
WR vY results in an embedding for the atom h ∈ Rk , where each entry is computed
[i]

>
WR vY .
by one tensor slice. The i-th dimension of h, hi is computed using the i-th tensor slice, vX

Vr ∈ Rk×2d relates the concatenated object vectors bR ∈ Rk is the bias and uR ∈ Rk is a standard
neural network weighting layer. f () is a tanh non-linearity that is applied element-wise to the k
dimensional embedding of the atom. Note that for ease of notation and explanation, we explain
our approach using a single predicate. In practice, we learn a separate NTN for each predicate
when there are multiple predicates in the MLN.
Given a training database ω, we can train the NTN for a specific predicate by contrasting a
true atom R(Xi , Yi ) with C false atoms R(Xi , Ȳi1 ), . . . R(Xi , ȲiC ). Specifically, we minimize the
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following function to learn the parameters (Ω) of the NTN.

J(Ω; ω) =

N X
C
X

max(0, 1 − (g(R(Xi , Yi )) − g(R(Xi , ȲiC )))) + λ||Ω||22

(7.4)

i=1 j=1

7.2.1

Contrastive Learning

Minimizing the objective function in Eq. (7.4) creates a separation between the scores for positive
(true) and negative (false) atoms corresponding to a predicate. Therefore, for every positive atom
R(Xi , Yi ) in our training data, we can randomly sample false atoms from R(Xi , y). However,
while this approach may learn a function that classifies true and false atoms, it does not learn a
representation that encodes symmetries present in the MLN structure. We illustrate this with a
simple example.
Example 2. Consider an MLN that encodes the transitivity relationship, Friends(x, y) ∧
Friends(y, z) ⇒ Friends(z, x). Here, suppose, we have Friends(Alice, Bob) in the training
data but not Friends(Alice, Carl), then assuming a closed world, the NTN can use
Friends(Alice, Carl) as a contrastive example for Friends(Alice, Bob). This means that the
NTN will compose Friends(Alice, Carl) and Friends(Alice, Bob) very differently given
vectors that represent Alice, Bob and Carl. However, when we look at the global MLN structure,
suppose the transitivity relationship Friends(x, y) ∧ Friends(y, Alice) ⇒ Friends(Alice, x)
has a high degree of support in the data, then ideally, we would want to learn a “lifted”
composition for Alice and x, i.e., Friends(Alice, x) should have a similar representation ∀x.
Further, suppose we have very little support for Friends(x, y) ∧ Friends(y, Bob) ⇒
Friends(Bob, x), then we want to contrast Friends(Alice, x) with Friends(Bob, x) since they
should ideally have different representations.
To generalize the above example, we want the NTN to learn a common representation for
groups of exchangeable atoms (for a given MLN structure). To do this, we modify the training
objective as follows.
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Let C = C1 . . . CK represent K groups of objects such that symmetrical objects are
placed within the same group. We can then train the NTN as,

J(Ω; ω) =

N
X

X

X

max(0, 1 − (g(R(Xi , Yi )) − g(R(Xi , Y 0 )) + λ||Ω||22

(7.5)

i=1 Cx ∈C−Yi Y 0 ∈S(Cx ,p)

where C−Yi refers to all groups other than the one where object Yi occurs. S(Cx , Yi , p) is
a sample of p objects from group Cx such that the objects are drawn from the same domain as Yi
and R(Xi , Y 0 ) is False in the training data, where Y 0 ∈ S(Cx , Yi , p). Thus, the model learns to
separate R(Xi , Yi ) from R(Xi , y−i ), where y−i represents objects that are not symmetrical to Yi
and learns a common representation for R(Xi , yi ), where yi is a variable that denotes all objects
symmetrical to Yi .

7.2.2

Atom Representation

In the above training model, we assumed that we could group objects into K groups C = C1 . . .
CK . To do this, we run K-Means clustering to group the objects based on their vector distances.
However, note that the object vectors themselves must be related to the MLN structure so that
symmetries between objects are encoded into the vector. For instance, if each object vector is a
simple one-hot encoding or a random vector, then they do not encode any symmetries of the MLN
and this is equivalent to randomly sampling atoms. To encode symmetries, we project each object
into a continuous embedding-space. There are previous approaches that can be used to do this
including matrix factorization [13] and k-locality [70]. In our case, we utilize a neural embedding
for objects [48] that is inspired by skip-gram models [68].
To learn a neural embedding for objects, for each ground formula satisfied by the training
data, we relate the objects in that grounding as being in the context of each other (similar to
context words in word embeddings). Thus, suppose Alice and Bob are related to the same objects
in ground formulas of the MLN that are satisfied by the training data, then Alice and Bob will
have similar contexts. Given an object, we train a neural network to predict its context objects.
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Since Alice and Bob have similar contexts, the neural network learns a similar embedding for
these objects which encodes the symmetry between objects in the MLN formulas. The distance
between the embeddings vAlice and vBob is a measure of symmetry between the objects
conditioned on both the MLN structure as well as the training data.
Note we can combine object vectors to derive atom representations using an additive
composition [12]. For instance, we can simply add the vector representations of vAlice and vBob
along with a vector that represents the predicate, and thus represent Friends(Alice, Bob) =
vAlice + vBob + vF riends . However, this approach can only represent an atom using a linear
relationship between the object vectors. This means that given two clusters of object vectors say
Ci and Cj , every atom that can be generated by combining an object from Ci with an object from
Cj is likely to be considered symmetric to one another since the atom vector is just a linear
combination of the object vectors. It cannot represent finer-grained partitions of equivalent atoms.
Learning an NTN on the other hand allows us to represent atoms by combining object vectors
multiplicatively. This allows the model to be able to generate different representations for
different atoms from the object vectors corresponding to Ci and Cj based on the tensor slices.
Thus, the model can refine the partitions of symmetric atoms based on the weights learned for the
tensor slices. Further, by learning a tensor with k slices, we can represent the partitions between
symmetric atoms differently from different parts of the embedding space. That is, the symmetries
between atoms derived from Ci and Cj may be different from the symmetries between atoms
derived from other clusters, and different tensor slices can learn to represent these symmetries.

7.2.3

Learning Over Multiple Worlds

The training data represents a single world in the MLN. However, we want the NTN model to
generalize across different worlds. For example, suppose we consider our earlier transitive MLN
and let both the formulas Friends(Alice, Bob) ∧ Friends(Bob, Carl) ⇒
Friends(Carl, Alice); Friends(Alice, Bob) ∧ Friends(Bob, David) ⇒
Friends(David, Alice) be satisfied in world ω1 and exactly one formula be satisfied in world ω2 .
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Here, David and Carl are symmetrical in ω1 but not in ω2 .
To learn the NTN over multiple possible worlds, we optimize,

J ∗ (Ω) = min

X

Ω

J(Ω; ω)

(7.6)

ω

However, optimizing Eq. (7.6) exactly is infeasible since the number of worlds is
exponential in the total number of atoms in the MLN. Instead, we estimate the parameters of the
NTN based on a sample of the possible worlds. Specifically, for each sampled world, we
re-embed the objects of the MLN and train the NTN to learn a representation for symmetrical
atoms in that world based on the modified object embeddings. However, to do this we need to
define a distribution over possible worlds. In a standard MLN, given the weights for each
formula, we can use approaches such as MCMC to sample worlds from the MLN’s distribution.
However, in our case, the parameters are embedded into the NTN and it is hard to map the
parameters of the NTN to weights in the MLN formulas. Therefore, we represent a new
distribution for our model as a mean-field approximation over the MLN atoms. Specifically,

P̂ (ω|Ω) =

1 Y
g(A)
Z A∈ω

where g(A) is the NTN score assigned to atom A in world ω and Z is the normalization
P Q
constant equal to ω A∈ω g(A). Intuitively, the mean-field distribution assigns larger
probabilities to worlds where the NTN scores have greater confidence as compared to worlds with
smaller scores. Using this distribution over possible worlds, we can optimize the objective
function in Eq. 7.6 by sampling from the distribution. Specifically,

min

X

Ω

J(Ω; ω)

(7.7)

ω∼P̂ (ω|Ω)

However, note that in the above objective function, both the distribution parameters as
well as the NTN parameters are unknown and it is hard to learn them jointly since they are
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interdependent. Therefore, we use a co-ordinate descent approach to optimize Eq. (7.7).
Specifically, we bootstrap our model with the initial training database ω (0) . In the i-th step,
conditioned on the world ω (i) , we train the NTN to learn the optimal parameters Ω(i) by
minimizing J(Ω; ω). Given Ω(i) , it is now easy to sample a new world ω (i+1) from P̂ (ω|Ω). Thus,
we alternate between learning the parameters of the NTN and sampling a new world for training
the NTN. Clearly, Eq. (7.7) is an unbiased estimator for the objective function in Eq. (7.6) under
the mean-field distribution assumption. Therefore, as i → ∞, the objective value J(Ω(i) ) →
J ∗ (Ω).

7.2.4

Learning from Diverse Worlds

One problem with Eq. (7.7) is that since we learn the parameters Ω(i) by training the NTN with
ω (i) , sampling directly from P̂ (ω (i) |Ω(i) ) may result in a world ω (i+1) ≈ ω (i) which means our
samples may not be diverse enough such that a limited number of samples can be used to learn
symmetries in diverse worlds. To explore diverse worlds, we modify the objective using
“out-of-sample” NTN predictions. Specifically,

min

X

Ω

J(Ω|ωt )

ω=ωt ∪ωs ∼P̂ (ωs |Ω)

where the atoms in ω are partitioned into two sets, ωs and ωt . The NTN parameters are learned
using the assignments on ωt and conditioned on the parameters, we sample the atoms in ωs . In
general, similar to cross-validation, we divide the atoms into p partitions, we train the NTN on
p − 1 partitions and predict the scores for atoms in the p-th partition. We then sample the atoms in
the p-th partition using their predicted scores. This generates a new world where only atoms in
the p-th partition have been modified, and we repeat this over all partitions.
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Algorithm 5: M-NTN Training
1
2
3
4

5
6

7
8

7.2.5

Input: MLN structure M, Data ω
for T iterations do
R = Partition ω into p training and test partitions
for each training partition ωs in R do
E = Embed objects conditioned on M and ωs
// Learn NTN based on symmetries
C = Cluster objects in E
N = Train NTN using C and ωs
// Sample test partition and update world
Sample ωt using N
ω = ωs ∪ ωt

Algorithms for Training and Prediction

Algorithms 1 and 2 summarize our approach in training and prediction. As shown in Algorithm 1,
during training we start with the training data as our initial world. In each iteration, we partition
the world into p folds. We train on p − 1 folds with the following steps. We embed the objects
conditioned on the MLN and the training portion of the world. We then cluster the embeddings
using K-Means and train the NTN using the clusters to contrast atoms whose objects are in
different clusters. Finally, we predict the atoms in the test portion of the world and sample the
atoms based on the predicted values to generate a new world for training.
Algorithm 2 summarizes our approach when making predictions. Given evidence and
query variables, the task is to make predictions on the query variables. A simple approach is to
predict the score for each query variable using the trained NTN. However, since each prediction is
made independently, one prediction will not influence the other. For example, consider that the
MLN connects three query variables with a transitive relationships, Q1 ∧ Q2 ⇒ Q3 . In this case,
if the predictions for Q1 and Q2 have high scores, then we want it to influence Q3 ’s prediction.
Therefore, we use an approach that is similar to training when making predictions. Specifically,
we generate a world by sampling the queries based on their predicted values and use this world to
re-embed objects based on the MLN formulas. The final predicted value is averaged across the
NTN scores in all the generated worlds.
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Algorithm 6: M-NTN Prediction

1
2
3
4
5
6

7
8

7.3
7.3.1

Input: MLN structure M, Evidence E, Query variables Q, Trained NTN N , Embedding E
Output: Predicted scores for Q
for T iterations do
for q ∈ Q do
Compute g(Q) using N and embedding E
q̄ = q̄ + g(Q)
Sample Q using predicted scores
Re-embed objects in Q
// Average scores across T iterations
for q ∈ Q do
q̄ = T1 ∗ q̄

Experiments
Setup

We compared our approach (which we refer to as MNTN) with the following approaches. i) NTNs
that do not use domain knowledge and directly apply the approach in [103] which we refer to as
NTN Vanilla (NTN-V), ii) NTNs that use domain knowledge from the MLN to generate the
embeddings but do not contrastively learn symmetries, i.e., we randomly sample false atoms from
the relational knowledge base but train over multiple worlds, which we refer to as NTN Random
(NTN-R), iii) NTNs that use domain knowledge from MLNs and learn symmetries but do so only
in the training data, i.e., they do not traverse different worlds during learning which we refer to as
NTN Closed World (NTN-CW) iv) Simple linear compositions that do not use NTNs, i.e., we add
the object vectors and classify atoms. We call this Additive Composition (AC).
We also used purely MLN-based models that do not use the inference and learning
capabilities of any Deep Neural Network. For the MLN based methods, we used two well-known
learning and inference systems, Tuffy [77] and Magician [112]. Tuffy and Magician use
max-likelihood estimation and for inference we use MAP inference and marginal inference using
MCSAT and Gibbs sampling.
Finally, we also apply specialized deep learning methods for tasks to compare them with
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Table 7.1: Number of atoms (x1000).
Yelp Movielens WebKB Segmentation Freebase Wordnet
653
269
67
445
567
463

our general purpose approach. Specifically, we considered three tasks (described in the next
section) in our evaluation. For image segmentation, we apply a state-of-the-art deep learning
architecture UNET [87]. For text processing, we implemented a CNN based on the architecture
specified in [55]. We refer to this as T-CNN. NTN-V is a specialized method for knowledge base
completion.
To learn the Obj2Vec embeddings, we used the Gensim [84] implementation of word2vec
with the skip-gram model. We implemented the NTN model using Tensorflow. All experiments
were performed on an AWS cluster with 16 CPUs and 64 GB RAM and a GPU. For the NTN, we
experimented with different number of tensor slices between 10 and 100 and did not observe too
much variation. We set the number of tensor slices to 80 in our experiments.

7.3.2

Data and Tasks

We evaluated our approach with tasks in text processing, image segmentation and
knowledge-base completion, thus showing the general applicability of our approach. Text
Processing. For text processing, we used WebKB, Yelp and Movielens datasets.The WebKB task
and dataset is defined in Alchemy [57] where we classify webpages according to a topic. For
Yelp, the task is to classify if a review is fake or not and the associated dataset is available in
anomaly detection repository [83]. For the Movielens application, we predict movie ratings and
the associated dataset is publicly available at [42]. Image Segmentation. For Segmentation, we
use the TU Darmstadt database of images [61] to perform image segmentation into
foreground/background pixels. We used the set of images corresponding to side-views of cows.
Knowledge Base Completion. We use the Freebase dataset with 13 relations and 75043 entities
and the Wordnet dataset with 11 relations and 38696 entities [103, 12]. A summary of the number
of atoms in each task is shown in Table 7.1.
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Table 7.2: Results for Text Processing.

Task
MNTN NTN-R NTN-CW AC T-CNN
WebKB
94.3
92.7
92
71
73
Yelp
92.3
89.7
88
61
69
Movielens 94.8
92.5
87
76
70
Table 7.3: Results for Image Segmentation.
Task
MNTN NTN-R NTN-CW AC U-Net
Segmentation 98.2
97.3
97
77
90

MLN Formulas. For each task, we encoded MLN formulas using domain knowledge.
Text Processing. The task in the Webkb dataset is to predict the topic of a webpage. We
have formulas connecting words to a topic predicate (similar to unigram features used in the bag
of words model). We also have formulas to encode the rule that webpages that are linked have the
same topics. For the Yelp dataset, the task is to predict if a review has been labeled as fake or not
by Yelp. We once again have features corresponding to bag of words. In this case, we add
formulas that encode the homophily property of the form Fake(r1 ) ∧ Sameuser(r1 , r2 ) ⇒
Fake(r2 ). That is, a user writes reviews of the same type (fake or not fake). Similarly, we also add
formulas that connect the rating for a review to the query predicate and the restaurant for which
the review was written to the query predicate. Also, for the Movielens dataset, we used the same
formula structures as Yelp except, here, our query atoms specify the rating of a review.
Image Segmentation. For the Segmentation dataset, the task is to classify each pixel in an
image as a foreground or background pixel. We define regions in which the pixel lies along both
the x-axis and the y-axis and add formulas of the form Region(x1 , y1 , r) ∧ Foreground(x1 , y1 )
∧ Region(x2 , y2 , r) ⇒ Foreground(x2 , y2 ) where (x1 , y1 ) and (x2 , y2 ) are pixel-coordinates.
This rule encodes our knowledge that if two pixels are in the same region they are likely to be of
Table 7.4: Results for Knowledge Base Completion.

Task
MNTN NTN-R NTN-CW AC NTN-V
Freebase 94.1
91.2
90.8
68.2 88.9
Wordnet
89
86.6
85.6
62.4 84.7
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Table 7.5: Results using MLN Methods.
Task
Tuffy MCSAT Magician Gibbs Tuffy MaxWalkSAT
WebKB
61
64
54
Yelp
56
53
53
Movielens
46
51
48

Table 7.6: Training Time (in minutes).
Yelp Movielens WebKB Segmentation Freebase Wordnet
60
25
5
45
60
40

the same type (foreground/background). We add formulas with a similar structure to connect the
average pixel intensities (for R, G and B channels) across 5-pixel neighborhoods along 4
orientations (top, right, bottom, left) to the Foreground predicate. The pixel intensities are
discretized to 10 levels since MLNs cannot represent continuous values.
Knowledge Base Completion. Corresponding to each triplet, (h, r, t) we encode a formula
Head_Rel(h, r) ∧ Tail_Rel(t, r) ∧ Head_Tail(h, t) that specifies the head and tail relations.
Further, we add a transitive formula corresponding to each of the three predicates. This is similar
to the transitive relationship encoded in [50].

7.3.3

Results

We compared the performance using five-fold cross validation. We compared classification
performance on the query predicates in each dataset. For algorithms that output a continuous
score, we report the ROC-AUC score and for methods that output a class (such as MAP
Table 7.7: Results for varying number of clusters.

Task
CR = 1% CR = 5% CR = 10% CR = 25%
review
86.2
90.5
92.3
91.5
wordnet
84.7
91.2
93.8
93.5
freebase
86.4
88.7
89
89
movielens
94.1
94.3
94.8
94.4
segmentation
96
98.1
98
98
webkb
92.5
94.3
94.1
94.2
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inference), we show the F1 score.
Our results for text processing, image segmentation and knowledge base completion tasks
are shown in Tables 7.2, 7.3 and 7.4 respectively. For the text processing tasks, our approach
outperforms all the other methods in all three tasks.The NTN-R and NTN-C perform much better
than both the additive composition as well as the CNN based classifier. This shows that both
exploring different worlds as well as exploiting symmetries in learning are important aspects of
relational learning.
On the image segmentation task, once again MNTN outperformed the other methods
including the domain-specific U-Net. NTN-R and NTN-C also showed good performance in this
case. For image segmentation since spatially distant pixels can be randomly sampled as
contrasting examples, clustering may have lesser value here.
On the knowledge base completion task, MNTN outperformed other methods including
NTN-V which was originally designed for this task. However, more recent domain specific
methods for this task such as RotateE [105] show better performance than NTN-V on different
metrics. Since the ROC-AUC was not reported for this, we do not present it here.
Training Time. As shown in Table 7.6, our method is quite scalable and the overall training took
around 1 hour for the largest dataset.
MLN Methods. The results for the MLN based methods are shown in Table 7.5. As seen here,
the results are far below the other approaches in terms of accuracy. Also, in terms of scalability,
we could not process the full datasets here and sampled them such that there were approximately
50K atoms in the datasets. This clearly illustrates that purely MLN based methods are insufficient
for large, complex problems.

7.3.4

Effect of Clusters

Table 7.7 shows the accuracy over different number of clusters used to cluster the embeddings.
Recall that in our learning, for a given atom, we pick the contrastive examples by sampling from
clusters. Thus, the clusters represent symmetries among objects which are then composed to
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symmetries between atoms by the NTN. In Table 7.7, we show results for different values of CR
which is computed as maxd

cd
,
|∆d |

where d represents a domain, ∆d is the number of objects in the

domain and cd is the number of clusters for that domain. Thus, larger number of clusters will
shatter the embedding into finer grained partitions. As seen by our results increasing the number
of clusters increases accuracy initially since using very few clusters may cluster asymmetric
objects together. However, after choosing an optimal number of clusters that best represent
symmetries, increasing it further either causes the results to plateau out or may sometimes hurt
accuracy since we may be contrasting symmetrical atoms.

7.4

Conclusion

We developed a model that combines the power of Neural Tensor Networks (NTN) with symbolic
models. Specifically, we used the semantics of Markov Logic Networks (MLNs) to identify
symmetries based on the symbolic model and used these symmetries to train the NTN. Further,
since different possible worlds corresponding to the MLN may encode varying symmetries, we
trained the NTN over multiple worlds. Our results on several tasks showed both the generality of
our approach and the improvement in accuracy as a result of combining neural network
representation learning with symbolic models.

100

Chapter 8
Future Work
Neuro-symbolic learning is growing area of research and shows much promise by combining the
best of both worlds, namely, symbolic AI and deep learning. This dissertation has introduced a
novel perspective that can be useful in future neuro-symbolic learning approaches, namely,
symmetries can be a means to transfer knowledge across symbolic and neural models. We can
extend this dissertation along several possible research directions as follows. i) interpreting DNNs
based on the MLN, ii) learning symbolic structures from the DNN and iii) integrating continuous
and discrete models.

8.1

Interpretable Models

One advantage of neuro-symbolic models is that we can control the model learned by the DNN
based on the symbolic model. In our case, the embeddings used to learn our models is derived
from the MLN structure. Therefore, one possible direction is to interpret the DNN by mapping
them to the MLN through the learned embeddings. This will allow human interaction with the
DNN since users can operate on the symbolic model and observe changes to the DNN.
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8.2

Extracting Structures

Our approaches thus far explored the idea of converting the MLN structure to a representation
that can be used by the DNN. However, we have not considered mapping a DNN to an MLN
structure. While this may be a hard problem in general, it may be useful if we can assign a
symbolic representation to latent representations learned by the DNN. Specifically, they can be
treated as hidden variables (or hidden formulas) in the MLN and we can develop EM-like
algorithms where the DNN can learn the latent variables that can then be added to the MLN in the
form of variables or formulas.

8.3

Hybrid Models

While discrete variables can be easily handled by MLNs, it is difficult to model continuous
variables. While previous approaches such as HMLNs [119] have been proposed to incorporate
continuous variables, inference on them is very hard due to the size of the underlying graphical
model. Our embedding based representation is a promising direction to integrate continuous
variables with discrete symbols. Specifically, the embedding is refined in a common euclidean
space and both discrete and continuous symbols can be inter-mixed in this space. We need to
develop new learning and inference algorithms that can work in this hybrid space.
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Chapter 9
Conclusion
AI has seen a significant amount of progress in the last decade or so, particularly in the area of
Machine learning. However, despite this progress, there are several challenges to regularize
models learned from data with real-world knowledge. MLNs are a compact, systematic approach
to represent knowledge in uncertain domains. However, the main challenge with MLNs is that
inference and learning are notoriously hard. This dissertation greatly improves scalability and
accuracy in MLNs by i) exploiting symmetries in learning, ii) exploiting advances in parallel
computing and iii) integrating MLNs with Deep neural networks to yield more powerful
neuro-symbolic models.
Specifically, we showed that preserving relational dependencies is important or accurate
learning and therefore we sampled a large training dataset such that it preserves important
dependencies and learned a model scalable on the reduced dataset. However, since it is infeasible
to preserve all dependencies, we instead learn several models and combined them by learning a
mixture model. Further, we developed a Spark-based framework to identify symmetries in large
MLNs where we can compare similarities in the Markov blanket of variables in a distributed
manner. To develop richer models that combine the capabilities of MLNs with DNNs, we
developed a new sub-symbolic representation for MLNs based on symmetries called Obj2Vec
where we embed MLN symbols into a low-dimensional embedding such that symmetrical
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symbols lie close to each other in the embedding. Using this representation, we developed two
novel neuro-symbolic models based on CNNs and NTNs respectively. ln the CNN based model,
we learn filters over correlated variables in the MLN. This yields a much more powerful
hierarchical parameterization for MLNs as compared to the current parameterization (that uses
simple weights) and we showed that this can be used to tackle more complex problems in varied
domains. In the NTN based model, we perform relational learning by encoding symmetries
(based on the MLN structure) in the DNN across multiple possible worlds. This allows us to learn
a more generalizable model which outperforms state-of-the-art models in several domains.
We hope that this dissertation is a step towards the long-standing goal of general-purpose
AI systems where patterns learned from big data can be effectively combined with domain
expertise to solve complex problems.
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