Emerging methods of hyperthermia cancer treatment require noninvasive temperature monitoring, and ultrasonic techniques show promise in this regard. Various tomographic algorithms are available that reconstruct sound speed or contrast profiles, which can be related to temperature distribution. The requirement of a high enough frequency for adequate spatial resolution and a low enough frequency for adequate tissue penetration is a difficult compromise. In this study, the feasibility of using low frequency ultrasound for imaging and temperature monitoring was investigated. The transient probing wave field had a bandwidth spanning the frequency range 2.5-320.5 kHz. The results from a forward model which computed the propagation and scattering of low-frequency acoustic pressure and velocity wave fields were used to compare three imaging methods formulated within the Born approximation, representing two main types of reconstruction. The first uses Fourier techniques to reconstruct sound-speed profiles from projection or Radon data based on optical ray theory, seen as an asymptotical limit for comparison. The second uses backpropagation and conjugate gradient inversion methods based on acoustical wave theory. The results show that the accuracy in localization was 2.5 mm or better when using low frequencies and the conjugate gradient inversion scheme, which could be used for temperature monitoring.
I. INTRODUCTION

Ultrasonic tomographic imaging
1-3 is a well-established technique for medical diagnosis, with the majority of ultrasonic imaging systems relying on backscattered ultrasonic energy to produce an image. There has long been an interest in using ultrasound for the imaging of temperature distributions in the human body ͑e.g., Johnson et al. 4 ͒, particularly during high temperature hyperthermia cancer treatments such as high intensity focused ultrasound ͑HIFU͒.
5, 6 During this treatment, necrosis of cancer cells is obtained by increasing the tumor temperature to 50-55°C for a duration of 1 or 2 min or over a shorter period of time for temperatures over 60°C. 7, 8 For successful treatment, it is important that the tumor temperature is sufficiently high to induce necrosis while the normal tissue surrounding the tumor remains at or near normal body temperature to prevent excessive damage. The noninvasive nature of this method results in a lack of direct visual control and therefore requires a monitoring system. Ultrasound as a guidance method has the advantages of being relatively cheap and compatible with HIFU apparatus.
Several methods of ultrasonic estimation of temperature using backscattered ultrasound have been devised, with the majority of techniques based on the observation that biological tissues can be described by semiregular lattices of which the scattering properties change as a function of temperature [9] [10] [11] [12] [13] and others based on thermally induced strain. [14] [15] [16] As the acoustic contrast between many different soft tissues ͑or between regions of the same tissue at different temperatures͒ is relatively small, using backscattered ultrasound to provide the necessary quantitative information for clinical diagnosis or temperature estimation is often difficult. Under these circumstances, other imaging methods utilizing through-transmission may be more appropriate, 17 which have also been used for temperature estimation. 18, 19 Such imaging techniques typically require a compromise between using a high enough frequency for adequate spatial resolution, and a low enough frequency for adequate tissue penetration. It would seem, therefore, that certain benefits could be obtained by imaging at low frequencies, and this has been used with some success for strongly reflective or scattering media such as bone, 20, 21 and other applications. 22 The focus of the current study is to use simulation to assess the feasibility of using low frequency ͑2.5-320 kHz͒ and therefore highly penetrating ultrasound to image the weakly scattering contrasts expected during HIFU treatment, where a change in temperature from 37 to 50°C typically produces a contrast in sound speed of only 6 m / s. 23, 14, 15 The various imaging methods using diagnostic ultrasound that have been investigated previously are based on different approximations and are consequently not usually compared directly with each other. Common assumptions are that the Born approximation holds, and that only backscattered ultrasound is considered, as this greatly simplifies the mathematics of the inverse scattering problem, 1 a topic still under much scrutiny. 24 In this study, both the transmitted and the backscattered ultrasound are considered together in a full solution. Two types of methods that could be used for measuring the temperature distributions or contrast functions in and around the tumor with low-frequency ultrasound are compared using simulation. The first is computed tomography 25 and is based on optical ray theory. Here, filtered backprojection, Fourier techniques, or algebraic reconstruction techniques are used to relate projection data, i.e., time delays obtained via tomographic measurements, to temperature distributions. 18, 26 Good comparisons between the methods within this group have been published by Nawata 18 and Kak et al. 25 Despite the obvious disadvantages of using straight ray or simple diffraction assumptions, the major advantage of these techniques is that they require little processing and therefore are fast and easy to implement. As such, there are still many practical applications and recently a system was proposed where these methods will be used for early breast cancer diagnosis. 27 However, most of these techniques require large data sets and tend to neglect the combined effects of diffraction, attenuation, and multiple scattering. As a representative method from this group of techniques, the Fourier slice technique 25, 28 has been selected for comparison in this study.
The second group of imaging methods uses acoustical wave theory as the starting point for which various inversion methods have been developed. 29 Here, backpropagation and a conjugate gradient iterative inversion scheme 30, 31 have been chosen as representative examples.
Testing of the imaging algorithms is done using synthetic data. These data are obtained by solving the forward ͑scattering͒ problem for known contrast functions representing regions positioned in a homogeneous background medium. In some applications, the approach for solving the forward problem is to neglect effects like diffraction and to use far field or Born approximations as done, e.g., in Refs. 32 and 36. However, in the past few years, various methods have been developed to compute synthetic data which take these effects into account, e.g., by using finite element techniques, 33 finite difference time domain techniques, 34 or by solving the representative integral equations via conjugate gradient ͑CG͒ inversion schemes. [35] [36] [37] In this study, the conjugate gradient technique is used to solve the forward problem in the temporal Laplace domain. In this way, the same computational scheme is used for both the forward problem and the imaging. Fourier transformations are used to obtain synthetic time domain data.
II. FORWARD PROBLEM
The forward problem is solved in the temporal Laplace domain with Laplace parameter ŝ. Hence, frequency domain results are obtained by taking the limit ŝ → −i, with i 2 = −1 and the temporal angular frequency. The caret symbol is used to show the frequency dependence of a parameter. In addition, a position in the spatial domain R 3 is notated by the vector x.
By applying reciprocity 38 on the acoustic wave field equations it can be shown that the total pressure wave field p tot ͑x͒ and the total velocity wave fields v k tot ͑x͒ and v j tot ͑x͒ for ͕k , j͖ = 1, 2, or 3 equals 
where the contrasts ⌬ ͑x͒ and ⌬͑x͒ are defined by the acoustic medium parameters of the background medium ͑bg͒ and the object medium ͑obj͒ via
while the Green's tensor operators applied to a volume density of injection rate source q ͑x͒ or a volume density of force f j ͑x͒ read as follows:
with ‫ץ‬ k the partial derivative in the
Dirac delta function and with Ĝ ͑x , xЈ͒ the scalar form of Green's function. Note that, g͑x , xЈ͒ ‫ء‬ h͑xЈ͒ defines a convolution over the spatial domain D containing the contrasts and the transducers. Hence, in the absence of any contrast, the acoustic wave field will travel with the speed of sound c, c = 1
through the medium. This integral formulation is applied to the situation shown in Fig. 1 . Here, an object is positioned in a homogeneous background medium, while around the object at equiangular positions ␤ m a set of transducers is positioned. In the mono-static situation, only one transducer is used which acts as both a transmitter and a receiver, hence x src = x rec . Multiple measurements are made by rotating the transducer around the object, or vice-versa. For tomographic fan-beam measurements, a multi-static setup is used. Therefore, one transducer will act as a transmitter while the remainder act as receivers. Again, a complete set of measurements is obtained by rotating the transmitter and receivers around the object.
Equations ͑3͒ and ͑4͒ form an integral equation of the second type. After discretization, these equations are solved by using a conjugate gradient inversion scheme, as described by Refs. 36, 37, 39, and 40. The method includes a recursive procedure to compute the unknowns p 
III. INVERSE PROBLEM
The aim of imaging is to localize contrasts and to compute speed of sound profiles from which temperature distributions in the region of interest can be obtained. In this paper, three imaging methods are compared. The first imaging method is described well by Kak and Slaney 25 and is based on the Fourier slice theorem and uses changes in travel times as observed in tomographic fan-beam projection data. The second and third methods are based on the acoustic wave equations. In these cases, the Born approximation is used to find an approximate solution of an integral equation similar to the one used for the forward modeling. Both a single step and an iterative scheme are considered.
A. Fourier slice method
The fan-beam slice theorem 25 is based on optical ray theory, where only changes in time delays are taken into account. These time delays are related to changes in the medium parameters density and compressibility, while effects like attenuation and diffraction are neglected. Within these approximations, the direct problem is solved by computing the two-dimensional ͑2D͒ Radon transform,
with R the radius of the circle defining the transducer positions, ␤ the angle between the y axis and the transmitter, and ␥ n the position of a ray in a fan-beam as shown in Fig. 1 . Using the formulation for the forward problem as given in Eq. ͑12͒, images are obtained in three steps. First the projection ͑Radon͒ data are multiplied by R cos͑␥ n ͒, hence
Next, the modified projection data are filtered by convolving
where the filter function reads
when n is even
when n is odd.
· ͑15͒
To improve the image quality, further filtering is often applied,
where k͑␥ n ͒ is typically a cosine, Hamming, or Shepp-Logan filter. Finally, the amplitude of the reciprocal of the soundspeed profile is obtained by summing all the normalized filtered projections,
where ͉͑x , y͉͒ 2 equals the L 2 -norm of a vector. Note that the filter function g͑␥ n ͒ shown in Eq. ͑15͒ is slightly different from that shown previously by Kak and Slaney 25 where g͑␥ n ͒ reads
when n is odd, and was obtained after a thorough analysis of the original work presented in Ref. 25 . 
B. Backpropagation and conjugate gradient technique
The second group of reconstruction methods is based on the acoustic wave equation formulation used for the forward problem. Starting with Eq. ͑3͒ and assuming that there is only contrast in compressibility ͑⌬͑x͒ =0͒ and that the problem is defined within the Born approximation, results in an approximation of the scattered pressure field which reads where R͑...͒ is used to denote that the real part is taken. We observe that, apart from a constant, the numerator is maximized by taking as update direction
with ⌬V the size of a volume element and where ͑...͒ * is used to denote that the complex conjugate of the operator is taken. Substituting this in Eq. ͑22͒ we obtain for ␣,
͑24͒
Backpropagation is similar to the first step in a CG inversion scheme. With the CG method, the set of equations present in Eq. ͑19͒ is solved iteratively by minimizing the error functional Err in Eq. ͑20͒.
36,37
Since the Fourier method is a 2D reconstruction method, the computation of ⌬͑xЈ͒ is restricted to the plane containing the transducers. Finally, a speed of sound profile is obtained from the computed contrast profile via
where it is assumed that changes in the density are compensated for by changes in the compressibility. This is based on the observation that the scattered pressure field is partly caused by the velocity field via changes in density, see the second term on the right-hand side of Eq. ͑3͒. However, this term is neglected in Eq. ͑19͒ and will be compensated via additional changes in the compressibility.
IV. RESULTS AND DISCUSSION
Synthetic data for three different configurations was computed by solving Eqs. ͑3͒ and ͑4͒ in the frequency domain and transforming the obtained results into time domain using fast Fourier transforms ͑FFTs͒. In all cases, a homogeneous background medium was used with acoustic medium parameters similar to liver, in order that a good impression of the accuracy of the methods employed could be obtained. In practice, the background medium is unlikely to be homogeneous, but the techniques employed may also use an inhomogeneous background medium provided that its profile is known in advance of any heating, i.e., the changes in the starting profile are related to the changes in temperature. Various contrasts were present in the homogeneous background medium used in this simulation, representing regions of either fat or heated liver tissue. The corresponding medium parameters are shown in Table I and were obtained by combining the results presented by Refs. 14, 15, and 23. Note that the changes in speed of sound due to heating are relatively small, viz. 5 m / s between 37 and 45°C and 1 m / s between 45 and 50°C. The three-dimensional ͑3D͒ volume under investigation contained 64ϫ 64ϫ 8 elements of size 2.5ϫ 2.5ϫ 2.5 mm 3 . Each real valued temporal signal contained 256 points, with 1.56 s temporal step size. All acoustic sources were defined via a real valued volume density of injection rate with amplitude equal to one in the temporal Laplace domain.
Typical results for the incident, scattered, and total pressure wave fields for a configuration containing two heated regions are shown in Fig. 2 . The heated regions form a known semi-infinite 3D contrast profile of which a cross section is shown in Fig. 2͑a͒ . The results show that the amplitude of the scattered wave field is one order of magnitude lower than the magnitude of the incident wave field. Consequently, the presence of the objects is hardly visible in the total wave field, despite the fact that all spatial dimensions of all the objects are bigger than the smallest wavelength present in the probing signal.
Projection data were obtained by computing the total wave fields for 36 transmitter positions marked by an open circle in Fig. 3͑a͒ . Next, standard cross correlation was used to compute the time delays between the incident and the total pressure wave fields at the remaining receiver positions. To increase the temporal resolution, cubic spline interpolation was applied to both time domain signals to increase the number of samples by a factor of 1000. An example for the result obtained with cross correlation applied to the signals shown in Fig. 3͑b͒ is given in Fig. 3͑c͒ , showing a time delay of 11 ns. The signals were obtained from the transmitterreceiver combination indicated by the line in Fig. 3͑a͒ . Repeating this procedure for all transmitter-receiver combinations resulted in the Radon transform shown in Fig. 4͑a͒ . For the same configuration the ͑ideal͒ Radon transform was also computed within the optical ray approximation using Eq. ͑12͒. The obtained results are shown in Fig. 4͑b͒ . Comparing the results, it is observed that the images show similar patterns, but with different amplitudes. Hence, time delays are observed for the same transmitter-receiver combinations, but with smaller time delays for the full solution. This is mainly due to diffraction which is not taken into account in the optical ray approximation. Projection data as shown in Fig. 4 were used as input data for the Fourier slice algorithm. It is found that the image quality improves by correcting the projection data before processing for the background medium, i.e., when changes in a known starting background profile are being imaged. Hence, the projection P ␤ ͑␥ n ͒ used for the imaging reads
with P ␤ meas ͑␥ n ͒ the measured projection and P ␤ bg ͑␥ n ͒ the projection computed in the absence of any objects based on the known background medium parameters.
In total, three different configurations were used for testing the imaging algorithms. In the first configuration, two regions are present which are different in size and have different sound-speeds. A cross section of the sound-speed profile is shown in Fig. 5͑a͒ while the corresponding Radon transforms are given in Fig. 4 . Results with the Fourier method based on data within the optical ray approximation are shown in Fig. 5͑b͒ and show that the regions are clearly present in the reconstructed sound-speed profiles with correct magnitudes. It is found that by increasing the number of measurements and decreasing the grid size the high amplitude noise at the edge of the image near the transducers will decrease and that sharper edges defining the regions will be obtained. However, the optical ray approximation effectively ignores diffraction. Next, the same Fourier method was used on Radon data based on the full solution of the forward problem. The reconstructed speed of sound profile from this data is shown in Fig. 5͑c͒ and shows that both regions are localized. However, comparing these results with the reconstructions from data obtained via the line integrals shows that the region boundaries have become more blurred and that the reconstructed sound-speeds have decreased. This is in accordance with the results shown in Fig. 4 , where the amplitude of the Radon data based on a full solution of the forward problem is smaller than the amplitude of the Radon data based on the line integral. Note that the region with the smallest spatial dimension but with the highest speed of sound has the lowest sound-speed in the reconstructed image. Next, we transformed the time domain data based on the full solution of the forward problem back to the frequency domain. Hence, each real valued temporal signal resulted in 127 complex valued data points in the frequency domain where we omitted the zero and highest frequency component of the signal. This corresponds to acoustic frequencies from 2.5 up to 320.5 kHz. On this frequency domain data set we first applied backpropagation where we used all frequency components. The resulting image is shown in Fig. 5͑d͒ . With this method the regions are localized and less blurred when compared to the results obtained with the Fourier method. However, the amplitudes of the reconstructed sound-speed profiles are lower than in the original profiles. The results improve by using the conjugate gradient method on the same complex valued frequency domain data. After only three iterations, the edges have become sharper and the magnitudes of the reconstructed velocities are higher as can be observed from Fig. 5͑e͒ . Due to the roughness in amplitudes of the reconstructed heated regions the error in some individual elements can be as high 2 m / s, therefore, the amplitude is clipped at some locations in the image. More iterations do not improve the image.
From the above-presented results, it is observed that the size of a region influences the amplitude of the reconstructed image in the case where data based on the full solution of the forward problem are used. In order to verify this observation, a configuration was taken where there are three regions with different spatial dimensions but identical sound-speeds ͑all regions represent tissue heated to 50°C͒. Applying the same computational schemes resulted in the contrast profiles shown in Fig. 6 . The results show that with the Fourier method and the full solution data, the smallest region is not localized, while with the backpropagation and conjugate gradient method it is localized successfully. It also shows that the amplitude of the reconstructed sound-speed profiles indeed depend on the size of the region. These results suggest that, with the CG method, smaller regions can be detected than with the Fourier method. Consequently, a third configuration has been considered where there is a small region of the same dimension with high acoustic contrast, i.e., a small region of fat. The results for this configuration are shown in Fig. 7 . In this case, only the Fourier method is capable of localizing the region of fat, while the remaining two heated regions disappear in the background noise. With the backpropagation and conjugate gradient method, none of the regions are localized due to the noise present in the image. This noise is caused by the combination of the high frequency content of the signal and the high contrast of the fat. This problem is solved by using the first 32 frequencies ͑i.e., up to 20 kHz͒ of the signal at the expense of the obtained spatial resolution. Hence, the location of the fat region becomes clear in the backpropagation image, while the reconstruction obtained with the CG method also reveals the location of the heated regions after applying 32 iterations. The reconstructed speeds of sound in the regions are higher than the expected values due to the presence of the high contrast of the fat region. The images are expected to improve if this contrast is taken into account in the initial background profile, as such a high contrast would already be observed prior to heating.
In order to demonstrate the capabilities of the imaging methods we have chosen contrasts with sharp edges. In reality a heated region would have smooth edges and a Gaussian temperature distribution. If this is taken into account during reconstruction it would result in a decrease of the noise in the distribution and therefore a further increase of the accuracy of the reconstruction.
Finally, it should be noted that the Fourier method has the advantage over the backpropagation or CG method of being relatively easy to implement; as the algorithm is less complex and the required Radon data are easier to obtain by applying simple cross-correlation techniques on measured tomographic data. In addition, the Fourier method has the advantage of being computationally less expensive than the backpropagation or the CG method.
V. CONCLUSION
The feasibility of using low frequency ͑2.5-320 kHz͒ ultrasound to image the weakly scattering contrasts expected during HIFU treatment has been investigated. Representative imaging algorithms from two groups of imaging methods have been compared and tested on the same synthetic data set. Both groups are usually used independently and have not been compared directly. The first group uses Radon or projection data to compute 2D sound-speed profiles of the volume of interest. The reconstruction methods rely on optical ray theory and the Fourier slice technique was taken as a representative example from this group of imaging methods.
The second group uses the acoustic wave equations as starting point. A backpropagation and a conjugate gradient inversion scheme were considered, both defined within the Born approximation. All schemes were restricted to the 2D situation.
Three configurations were used to test the imaging methods on ͑weakly͒ scattering contrasts which typically occur during hyperthermia cancer treatment. In all cases, the contrasts represented regions of fat or heated tissue which are embedded in a homogeneous background medium with acoustic medium properties equivalent to that of human liver at 37°C. Synthetic data were computed by solving the complete vectorial forward problem for both the pressure and velocity wave fields, taking changes in compressibility and volume density of mass into account. Only the pressure wave fields were used for imaging. The results obtained show that all methods could detect changes in speed of sound due to an increase in temperature. Poor spatial resolution of the object was obtained with the Fourier method. In addition, the amplitudes of the reconstructed speed of sound profiles were lower than their synthetic values. To compare, in the situation where there was only one type of contrast, with an increase in speed of sound at the object location from 1607 to 1613 m / s the reconstructed profile showed only an increase up to 1609 m / s. With the backpropagation method comparable results were obtained for the amplitudes of the reconstructed sound-speed profiles. However, the results showed an increase in spatial resolution. With the conjugate gradient method the spatial resolution improved even further, while the reconstructed sound-speed values became too high; for the same configuration the increase was up to 1614 m / s.
Increases in temperature for regions as small as the shortest wavelength present in the probing signal were only detected with the backpropagation and conjugate gradient methods. In the situation where the same small object was a small region of fat with high acoustic contrast, the Fourier method was capable of localizing the fat region but not the heated regions. Both the backpropagation and the CG method could reveal the location of the fat region after removing the highest frequencies present in the measured signal, while of all methods only the CG method could reveal the locations of the heated regions.
The work has demonstrated that it is feasible to use low frequency ultrasound to image the small weakly scattering acoustic contrasts that would be expected to occur during hyperthermia cancer treatment, and that a good accuracy is obtained when using the CG reconstruction method. 
