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Abstract
Spin dependent magneto-transport provides a way o f injecting, manipulating and 
detecting spins in spintronic technologies. In the laboratory large magnetic fields are 
commonly used to produce spin populations in semiconductors via the Zeeman 
Effect. However, the use of large fields in consumer electronics is not a viable option. 
InSb quantum wells (QWs) are appealing candidates for the study of spin-dependent 
phenomena due to their large spin-orbit interactions that lead to a large splitting in 
spins. In this thesis, the spin-dependent transport is investigated in narrow gap 
InSb/InAlSb QW devices using small magnetic fields (less than 200 mT).
Investigating the spin dependent effects requires introducing a spin polarised current 
and measuring the spin dependent resistance o f the nanoscale devices. This can be 
achieved by photo-exciting spins using circularly polarised light. In addition, photo­
induced current enables us to eliminate the parallel conduction which obscures the 
contribution o f the quantum well. Spin-dependent transport is more pronounced in 
ballistic regime as it reduces the probability of spin randomization by impurity 
scattering. Therefore, the determination of ballistic transport was performed by 
means of observing the negative bend resistance as well as the quenching o f Hall 
effect.
Due to the spin dependent cyclotron radius caused by spin-orbit coupling, spin 
dependent photocurrents have been obtained in longitudinal resistance and transverse 
electron focusing nanoscale geometries. Hence, by tuning a small magnetic field, 
spin filtering properties that do not require the inclusion of magnetic materials could 
be achieved. This provides a way of producing spin injectors, spin manipulators and 
spin detectors. Simulations of the spin dependent signal are also presented using a 
classical billiard-ball model which includes both spin precession and a spin energy 
term. The simulation suggests the spin dependent signal is not expected to be 
observed in linear polarised photocurrents and purely electrical measurements.
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Chapter 1 Introduction
Chapter 1
Introduction
1.1 Motivation for Research in Semiconductor Spintronics
The past few decades the information processing demands of modem life are 
increasing rapidly. The relentless drive for greater information storage capacity in 
physically smaller devices has pushed the size of components to be scaled down. 
Gordon Moore observed that the number of transistors that could fit onto one square 
inch of integrated circuit roughly doubled every 18 months since the integrated 
circuit was invented [1]. This so-called Moore’s law encapsulates the increasing 
shrinking in the size of devices and complexity in architectures required to maintain 
the development of computer processing technology.
While physicists and engineers devoted their research and efforts to developing the 
transistor industry, granting us to witness a tremendous growth rate of information 
density, the size of the transistors has been pushed down to the point where quantum 
mechanical effects become important. This brings in an undesirable degree of 
uncertainty to various aspects of the device operation. Research in the transistor 
industry is constantly developing both existing and new architecture designs to 
counteract the effects of reduced dimensions, but the need for alternative 
technologies and routes forward has long been recognized. Furthermore, in order to
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modulate a traditional device (e.g. transistor), one has to remove (or add) huge 
amount of electrons from (or into) the device by means o f an external electrical field. 
All these kind o f manipulations require time and energy thereby limiting overall 
performance and efficiency [2]. Moreover, the overheating o f huge numbers of 
transistors on a chip can be a big technological problem.
There are many strategies available to enable to continue increasing in computer 
processing power. One approach, alternative to the traditional charge based 
electronics is to produce a new type o f device that harnesses quantum effects. 
Spintronics utilizes the dynamics and transport of the electrons’ spin rather than 
charge, as used in traditional devices, is expected to break the bottleneck o f the 
Moore’s law. It is argued that the potential advantages of this application are lower 
power consumption as well as faster switching [3, 4], as in a spintronics element 
operates not with an electron itself, but with its spin orientation. It is not necessary to 
transfer all the electrons from one place to another for each cycle; it is enough just to 
change their spin-orientation (the electrons, o f course, must be spin-polarized).
The early success in spintronics include the developments of magnetic read heads in 
computer hard drives for sensing extremely dense magnetic storage media and non­
volatile magnetic random access memory (MRAM) [5]. In 1988, the important 
phenomenon of Giant magnetoresistance (GMR) was discovered which, during the 
investigation of how spin-polarized electric currents can be injected into 
ferromagnetic/paramagnetic multilayers [6, 7]. This breakthrough enabled A. Fert 
and P. A. Griinberg to win the Nobel Prize in physics in 2007. The GMR has greatly 
enhanced the sensitivity of computer hard drive read-heads using devices called
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“spin-valves” [8], allowing for much greater areal density of information to be read 
from the disk.
One o f the most important challenges of spintronics is developing a spin-based logic 
device using either metals or semiconductors, for example the field effect spin 
transistor or Datta-Das transistor [9], the all-metal spin transistor or Johnson 
transistor [10], the hot electron spin transistor [11] and the spin-valve [12]. However, 
integrating semiconductors into spintronic devices is appealing due to relatively long 
spin relaxation time [13, 14], good optical properties [9, 15], amplification abilities 
[16], high mobilities [17] which could give rise to novel devices with improved 
functionalities. Another advantage o f semiconductor spintronics is the prospect of a 
tunable zero magnetic field spin splitting in two dimensional systems formed in 
semiconductor heterostructures via the Rashba effect (introduced in Sec. 1.5.1). This 
provides a way of manipulating spins without using an external magnetic field [18, 
19].
1.2 Spin Injection and Spin Dependent Transport
The applications of semiconductor spintronics require techniques for spin injection, 
manipulation and detection. In the pursuit o f an integrated spin-based semiconductor 
device, the first task is to create a population o f spin polarized electrons inside a 
semiconductor for manipulation, generally referred to as spin injection. An ideal spin 
injector would manifest high efficiency o f injected spin polarization, operate at room 
temperature, and be both robust and easily fabricated for potential high throughput 
needs. Such structures would be tools of value for investigating spin phenomena 
within semiconductors, and could potentially be used as actual components for an 
eventual spin-based device.
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When using semiconductors and ferromagnetic metals for building a spintronic 
device, the resistivity of the semiconductor (which is spin independent) is orders of 
magnitude higher than that of the metal (which is spin dependent) and dominates the 
total resistance of the device. This leads to the vanishing of the spin signal and thus is 
difficult to detect the difference between opposite spins. This is known as the 
conductivity mismatch problem [20]. One o f the possible solutions to this problem is 
to use Schottky barriers to match the spin dependent part of the device resistance 
with the spin independent part by the insertion o f a tunnel barrier [21, 22]. 
Engineered Schottky barriers [23] as well as metal-oxide tunnel barriers [24] have 
both been successfully demonstrated as efficient spin injectors.
Another solution to reduce conductivity mismatch is to use a material which has the 
resistance close to ferromagnetic metals (e.g. magnetic/dilute magnetic 
semiconductors). Early experimental work with dilute magnetic semiconductors has 
successfully injected spin polarized current into semiconductor collectors [15, 25-27]. 
However, the magnetic ordering temperatures of these materials are far below room 
temperature, limiting their potential for applications in realistic spin-based 
technology. Also the clustering of the magnetic impurities degrades the quality o f the 
materials [28]. While the search for a user-friendly magnetic semiconductor at room 
temperature is still the subject of active research [29-32], the spin injection utilizing 
nonmagnetic semiconductor have drawn significant attention, for their large spin- 
orbit coupling which causes energy splitting o f spins offering a potential way of 
producing spin polarized current in semiconductors without using magnetic materials.
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Injecting spins into semiconductors without using magnetic material, is usually done 
in two ways: optical spin pumping and electrical spin transport. There are 
achievements in spin injection in both ways as introduced below.
Generation of spin polarization and spin accumulation by circularly polarized light 
via the selection rule (which is introduced in detail in Sec. 4.4.3) is known as optical 
spin pumping (also called spin orientation). This technique orientates spins 
along/against the direction o f the light propagation in semiconductors. Optical spin 
pumping is a popular choice for studying spin physics [33, 34], even if  it may not be 
useful in a device. Consider spins excited at a steady rate where in a steady state o f a 
balance between nonequilibrium spin orientation and spin relaxation (where spins 
decay due to both carrier recombination and spin randomization) is maintained, a net 
spin population is obtained.
When a magnetic field is applied perpendicularly to the axis o f spin orientation 
(hence perpendicular to the light), it will induce spin presession along the magnetic 
field with the Larmor frequency = ju^gBlh [35], where is the Bohr magneton 
and g  is the electron g  factor, decaying with a so-called spin coherence life-time ts. If 
time-resolved detection of the Faraday-rotation is applied using pump-probe 
techniques. This can provide a way to determine 4 [13] which is important for spin- 
dependent transport phenomena as it affects the length that electrons can travel 
through without losing their original spins (this will be discussed in Sec. 3.3.3). 
Therefore, a longer ts is more preferable for spin injection while a shorter 4 is more 
desirable for fast switching applications. Room temperature ts has been reported 100 
ns for n-GaAs [13], 26 ps for n-InAs [34] and 2.5 ps for InSb [36]. For a carrier 
concentration o f 5 x 10^  ^ m'  ^ (which is approximately as the same value as used in
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the thesis), an injected spin ensemble could be achieved over a distance exceeding 4 
pm in InSb at room temperature.
Contributions to 4 may arise from spin-orbit scattering due to collision with 
impurities or phonons, this is referred to the Elliot-Yafet (EY) mechanism [37]; or 
from precession about anisotropic internal magnetic fields referred to as the 
D ’yakanov-Perel’ (DP) mechanism [38]. In the former case the spin relaxation is 
directly proportional to momentum scattering and plays a significant role in small 
bandgap and large spin-orbit splitting materials [7]. On the contrary, the DP spin 
relaxation rate is inversely proportional to the momentum scattering rate and also 
becomes more efficient (~Ek) at increasing electron energies for hot electrons. In 
addition, the DP mechanism is generally suppressed by a magnetic field applied 
along the direction of the spins, as the applied field competes with the effective 
magnetic field [7]. The opposite dependence on momentum scattering distinguishes 
the DP and EY mechanisms, where the DP mechanism results in dephasing o f spins 
in between collisions while the EY mechanism accounts for spin relaxation during 
collisions.
Optical excitation of an unbalanced spin distribution in a semiconductor may lead to 
a spin photocurrent which occurs without an external voltage bias. It was proposed 
for the first time by Averkiev et al. [39] and thereafter observed in bulk AlGaAs [40]. 
Those works suggested that an inhomogeneity of the spin polarization o f electrons 
results in a surface current due to spin-orbit interaction. Spin photocurrents have also 
found technical application as room temperature detectors which allow one to 
determine and monitor the state o f polarization of terahertz radiation with picosecond 
time resolution [41].
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Despite these achievements, spin transport injection using nonmagnetic 
semiconductors has been motivated for realising all-electrical spin injection and 
detection devices such as spin valves and spin transistors. Spin polarized current 
have been successfully produced in GaAs quantum dots (QDs) via Zeeman splitting 
[42]. This is not the most practical way to achieve spin polarization, for using large 
magnetic field strength and requiring on-chip placement of micromagnets. Therefore 
exploring the spin-dependent phenomenon using small or zero magnetic field is 
desirable.
There are a number of low field spin-dependent transport phenomena that have been 
reported in ballistic semiconductor devices where electrons can travel ballistically 
without scattering with impurities. A method of spin polarization in two-dimensional 
semiconductor heterostructures has been proposed [19, 43]. An electron beam with a 
nonzero angle of incidence is injected into a lateral interface connecting two regions 
with different strengths o f the spin-orbit interaction is split after transmission into 
two spin polarized components propagating at different angles. This is referred to as 
spin refraction effect and it provides a potential way of spin injection, filtration and 
detection.
Chen et al. [44] have reported that spin dependent reflection was observed in an 
InSb/InAlSb two dimensional electron gas (2DEG). It was shown that due to spin 
orbit coupling different spin states have different reflection angles resulting in spatial 
spin separation from the interaction with the barrier.
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Rokhinson et ah [45] have demonstrated the spin separation by using two quantum 
point contacts (QPC) on p-GaAs arranged in the magnetic focusing geometry (which 
is introduced in Sec. 5.3). In this work it was shown that the strong spin-orbit 
coupling leads to the holes at the Fermi energy have different momenta for two spin 
polarizations leading to splitting in cyclotron orbits. If spin degeneracy o f the QPC 
can be removed by a large in-plane magnetic field, hence producing spin filtering 
effect. Note this phenomenon is not restricted to holes in GaAs but is generic to any 
system with spin-orbit interactions e.g. InSb [46] and InAs [47]. However the Rashba 
parameter a , which gives an energy splitting AE = 2 a k , (where k is magnitude of 
the wave vector) in the p-GaAs study is 1.02 eVÂ while for the n-InSb is 0.86 eVÂ 
[46] and 1.8 eVA [47]. The respect o f 2, 24, and 69 meV of energy splitting is an 
order of magnitude greater than would be expected [48]. In this thesis, the optical 
spin pumping is used to directly detect the separate contributions o f the spins in an 
InSb ballistic transport device.
Ishida et al. [49] and Romanov et al. [50] have demonstrated negative 
magnetoresistance in InSb thin films and InSb QDs respectively using an in-plane 
magnetic field. It is known that magnetoresistance can arise as the result of boundary 
scattering. This effect refers to the magneto size effect and was studied in early work 
on metal wires [51, 52]. If the carrier motion is restricted in a narrow channel, the 
zero field resistance is enhanced due to scattering taking place at the channel 
boundary in the case of diffusive scattering. In the presence of a magnetic field 
negative magnetoresistace is observed when the electron cyclotron diameter becomes 
smaller than the spatial constriction, since the diffusive scattering can no longer 
reverse the direction of electron motion along the channel axis. This thesis is aimed 
to demonstrate the spin-dependent magneto size effect in InSb nanowire in the
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presence of strong orbit coupling which leads to splitting in the cyclotron diameter, 
therefore there is a magnetic field window that only one kind of spin can pass 
through the chaimel without backscattering. This provides a way to produce spin 
polarized current in low magnetic field without using magnetic materials.
1.3 Properties of InSb
The narrow gap semiconductors have a variety of unusual characteristics which are 
excellent for spintronic applications. Due to their narrow band gaps compared to 
GaAs {Eg = 1.52 eV in GaAs, 0.417 eV in InAs, and 0.235 eV in InSb at 0 K [53]), 
these materials have small effective masses, high mobility, and the combination of 
small gap and large spin orbit coupling ( spin split-off energy A = 0.81 eV for InSb) 
produces a large g  factor and other strong spin related effects. Among all III-V 
binary compounds, InSb has the smallest bandgap [54], the highest electron room 
temperature mobility [55], the lightest electron effective mass {m* = 0.0139/Mo) [54] 
and the largest g  factor ( ~50) [54] making it an appealing candidate for all electrical 
spin manipulation.
Fig. 1.1 shows a typical band structure of direct band gap III-V semiconductors. 
Compared to Si, the thermodynamic band gap separating the highest point o f the 
valence band from the lowest point of the conduction band in III-V semincondutors 
is direct. Just below the valence-band maximum, there is another band known as the 
spin-orbit split-off band. For narrow gap semiconductors of interest, the split-off 
energy A is significantly greater than the band gap Eg (A »  Eg). Due to their narrow 
band gap, the conduction band of III-V semiconductors becomes increasingly non-
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parabolic at high values of k. This non-parabolicity is more pronounced in InSb 
resulting in an energy dependence in the effeetive mass [53, 56].
eonduction band
heavy holes
light holes
split-off band
Fig. 1.1 Schematic of band structure of III-V semiconductors close 
to direct band gap. Eg is the band gap, and A is the spin-orbit energy 
gap.
In coherent spintronie devices, the switching speed is determined by the precession 
frequency which is > I THz in InSb QWs. This high frequency has been 
demonstrated by the measurement of extremely short spin lifetimes of approximately 
0.1 ps in these structures [35]. This makes InSb QWs particular attractive for ultra­
fast electronics. A downside of this is that the transport of spins becomes the limiting 
factor. Fortunately, advances in the growth of high quality InSb heterostructures have
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resulted in extrinsic carrier mobility recently reported in excess of 100,000 cm^V'^ s'^  
at low temperature [54, 57, 58] leading to a mean free path greater than micrometer 
and producing spin coherent lengths o f 2 pm [59]. This along with the development 
in nano-fabrication techniques makes it feasible to fabricate devices that have sizes 
within spin coherent lengths.
1.4 Two Dimensional Electron Gas (2DEG)
Spin-related transport studies in non-magnetic narrow-gap semiconductor hetero­
junctions have recently attracted much attention, since two dimensional electron gas 
(2DEG) which accumulates in the hetero-junctions offers a mature system of high 
mobility electrons, especially at low temperatures. This high mobility provides a long 
electron mean free path; hence electrons can travel several micrometers before 
colliding.
In bulk metals or semiconductors, electrons (or holes) are usually free to travel in all 
three dimensions. If there is restrietion in certain directions, the dimensionality of the 
system is reduced. For example, two-dimensions removes one degree of freedom, so 
that in a quantum well (2D confinement), electrons are only allowed to move in two 
dimensions, but tightly eonfrned in the third dimension. This tight confinement leads 
to that electrons can only exist at certain energy levels or states according to 
solutions of Schrodinger’s equation. High mobility o f 2DEG can be realized at the 
interface o f two semiconductors with modulation-doping which was first suggested 
by Dingle et ah [60]. The reason for modulation-doping in which current carrying 
electrons (or holes) are spatially separated from ionized donors, is to reduce the 
Coulombic interaction between them which dominates the low-temperature
11
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scattering mechanisms. The result is that dramatically enhanced low-temperature 
mobility gives a long mean free path making a modulation doped 2DEG a very 
attractive system for studying ballistic transport [61, 62]. In order to reduce surface 
depletion, a ô-doping layer is normally placed close to the surface [63].
It was reported that the quality o f a 2DEG is affected by three factors [64]: scattering 
from ions in doped layers, interface roughness, and impurities in the 2DEG. The 
quality of a 2DEG can be significantly improved by a smoothed interface. With 
Molecular Beam Epitaxy (MBE), impurities in the 2DEG can be controlled at very 
low level so that they will not be a dominant factor in determining the quality o f the 
2DEG. Low-magnetic-field electron transport studies in the heterostructure used in 
this thesis demonstrates that the scattering from ions in the doped layer is the 
dominant factor influencing the quality o f the 2DEG [57].
1.5 Spin-orbit Interaction (SOI)
It has been established both theoretically and experimentally that in an electron gas 
of narrow gap semiconductors there is an energy splitting between spin up and spin 
down even in the absence o f an external magnetic field. The reason for this “zero- 
field spin-splitting” is a combination o f the spin-orbit interaction (SOI) and spatial 
inversion asymmetry. The spin-orbit interaction is an interaction between a particle’s 
spin and motion [6, 65]. The first and best known example of this is that spin-orbit 
interaction causes energy level splitting into several sub-levels as observed by fine 
structure in atomic spectra [66].
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While orbiting around the nucleus, the negatively charged electron in an atom 
experiences the electric field due to the positively charged nucleus. Whilst, the self- 
rotating motion of an electron causes electromagnetic interaction between the 
electron’s spin and the nucleus’s electric field. The energy shift which is the result of 
the spin-orbit interaction is given by [6]:
Where go is the electron spin g-factor, pB is the Bohr Magneton, Ze is the nuclear 
charge, eq is the vacuum permittivity, c is the speed of light in vacuum, r is the radius 
of the orbit, / is the angular momentum vector and s is the spin angular momentum 
vector.
In a lattice structure, a quasi-free electron in the conduction band does not see the 
strong nuclear attraction as in an atom -  the attraction due to one nearby atom is 
cancelled by equivalent atoms in the opposite direction. However, it may still 
experience an electric field (or potential gradient) due to the lack of inversion 
symmetry, with contributions from both bulk inversion asymmetry (BIA) and 
structural inversion asymmetry (SIA). BIA arises from the asymmetry o f the zinc 
blende crystal, which in a QW leads to spin splitting. The associated spin-orbit 
interaction is called the Dresselhaus effect [67]. SIA results from the asymmetry of 
the QW structure, which gives rise to Rashba spin splitting [68].
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1.5.1 Rashba Effect and Gate Control of SOI
The Rashba Effect [68] is referred to the spin-orbit interaction due to SIA sinee an 
external or internal eleetric field is responsible for this interaetion (because it gives 
rise to an inversion asymmetry in the conduetion band profile) [6]. Fig. 1.2 shows a 
typieal conduetion band profile of a semieonduetor quantum well. Due to the band 
discontinuity in the heterostructure the electrons are confined in a quantum well. A 
two-dimensional eleetron gas (2DEG) is formed. If the band is asymmetric, the 
eleetrons are propagating in an effective electrie field E . In the reference system of 
the electron this electrical field transforms into a magnetic field B . Depending on the 
spin orientation and the eorresponding magnetic momentum the spin-orbit interaction 
can be observed.
Fig. 1.2 A typical conduction band profile of an asymmetric 
semiconductor quantum well, in which a 2DEG is formed.
If we neglect band structure effects, the Hamiltonian of the spin-orbit interaetion in a 
solid can be written as [6]:
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Hso = - 8{r) • (o-x p )  = a{r) ■{cr^p) = Q.(k) • â (1.2)
where m {r) is the effective mass, £{r) is the electric field, G are the Pauli 
matrices, p  is the momentum operator and a{r) = -gQefis{r)l\^{m {r))^c^'\. Note 
that Eq. 1.1 implying Eq.1.2 can be seen by substituting, / = p x r  , s  = \ / 2 h â , 
Pÿ =efil(2m ) and s ( r )  = Zer . Q.(k) is the Larmor precession vector. For
bulk semiconductors of the Td point group (a tetrahedron structure) which lacks a 
centre o f inversion symmetry, it can be shown (using Group Theory arguments [69]) 
that the irreducible polynomial form for Q(^) is:
Q(Â:) oc (1.3)
Also by Group Theory arguments an electric potential along the z-axis in a Td crystal 
(or for an asymmetric QW grown along the z-axis) which produces Civ symmetry 
(which refers to a strueture that has two axes of rotation each with a parallel mirror 
plane), there is an additional possible precession vector, called the Rashba precession 
vector:
a^oc - k
V 0 y
(1.4)
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The Rashba effect causes the spin to process along the x-axis if  an electron is moving 
along the y-direction and vice versa, with the axis of precession perpendicular to the 
velocity and in the plane of the 2DEG for motion in an arbitrary direction in the 
2DEG. The Rashba effect by itself is isotropic, that is, the precession frequency is 
independent o f the direction o f motion of the electron, but the axis of rotation 
depends on the direetion o f motion. Hence provides a method o f full Bloch sphere 
control [70].
The effective-mass Hamiltonian with the spin-orbit term has the form:
H  = /2rn +Q (k)'(7  (1.5)
The energy spectrum consists of two branches [71, 72]:
E ^ ^ \k ') =  h ^ l ^ / 2 m  ± a k  (1.6)
where a is the so-called Rashba term. Hence if  we account for the band structure in a 
solid, the spin splitting of the conduction band at zero field is [48, 73-75]:
AE = ak = E^   Fk (1.7)
here F  is the electric field. From this equation it is clear that the spin splitting is 
inversely proportional to the effective mass and energy band gap of the material.
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Let’s emphasize again, that InSb has the narrowest band gap, largest split-off energy 
of the all binary III-V compounds and the lightest effective mass [53], makes it an 
excellent candidate for electrical spin devices.
It also can be seen that the Rashba effect can be tuned by an external electric field 
and thus the spin splitting can be controlled by means o f a gate electrode, 
consequently the Rashba effect plays an extremely important potential role in 
spintronics. This is a distinct feature o f the 2DEG confined in a heterojunction 
compared to the bulk case. Gate control of spin splitting in quantum wells has been 
investigated in various 2DEG systems [76-79]. Nitta et a l  [77] have demonstrated 
successful gate control o f the spin-orbit interaction in an inverted InGaAs/InAlAs 
quantum well, showing that the spin-orbit interaction o f a 2DEG depends on the 
surface electric field. Grundler et a l [80] have successfully controlled the Rashba 
effect by applying a back gate voltage while the earrier density was kept constant. It 
has also been achieved in a p-type InAs semiconductor by Matsuyama et a l  [81].
1.5.2 Dresselhaus Effect
The Dresselhaus effect [67] appears in the semiconductor crystals lacking bulk 
inversion symmetry giving polar bonds which cause electric fields between the atoms 
leading to the spin-orbit interaction. The crystal structure of InSb is face centered 
cubic with a 2 atomic basis, with one In and one Sb atom each in the unit cell, 
yielding the zinc blende structure. Inversion symmetry about the point that is midway 
between two nearest neighbor atoms is broken because one of the atoms is In and the 
other one is Sb with a polar bond between them, unlike in Si, which has the same 
crystal structure but all filled with Si atoms conserving inversion symmetry. In a
17
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[001] QW, (/^ ) = 0 and is quantized and therefore a constant (different for 
each subband). Separating the terms in Eq. 1.3 into two terms, one linear and one 
cubic, the DresseUiaus precession vector is given by
' K ( k l - k l Ÿ ( - K ] { K K  1
— Y = P K + Y - K k l
« J I  0  J I « J
( 1.8)
Where P  = y{kl^  and y  are the so-called Dresselhaus linear and cubic coeffients.
and refer to the Dresselhaus linear and cubic parts. Due to the relatively 
stronger Â:-dependence of the cubic Dresselhaus term compared with the linear term, 
the cubic term is relatively weak at low carrier concentrations {kp = ^2nn  , n is the 
carrier concentration) and can become somewhat stronger in magnitude than the 
linear term at high carrier concentrations.
Now, the spin-orbit Hamiltonian can be expressed as
^ s o  ^Rashba ^Dresselhaus (1.9)
The main distinction between Rashba and Dresselhaus coupling is their dependence 
on the electron momentum, where the Rashba term varies with k, while the 
Dresselhaus term varies with 1^ . Fig. 1.3 shows the schematic conduction band 
structure with inversion asymmetry and the distribution of spin orientation at Fermi 
energy in C2V QWs [82]. Note that the direction of the precession vector is rather 
complicated for BIA > 0, therefore, the Dresselhuas effect is often ignored for 
simplicity in the case o f SIA »  BIA [9]. Also note that there is an interesting
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resonance when a = -|3. Assuming y is small, then the total spin precession vector is 
given by:
r n
+ p K = “ (*r+*,) -1
0 V 0 J . 0 /
(1.10)
So the precession vector is always along [1, -1, 0] (similar case for a = p where the 
precession vector is always along [1,1,  0]), independent of k, whereas for a # ± p, 
the direction of precession depends on k. This resonance means that from the 
situation where spins are in stationary states (so the polarization is stable) to where 
they all in different superposition states that precess (so the polarization is lost). This 
is the basis of the diffusive spin transistor [18, 83].
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(b) [0101 (c) [010]
>1101 > 110]
[110] [110]
[100] [100]
[110]
[100]
Fig. 1.3 Schematic conduction band structures with inversion 
asymmetry (a) and distributions of spins at the Fermi energy Cgy 
QWs when (b) BIA > 0, SIA = 0; (c) BIA = 0, SIA > 0; (d) BIA = -SIA t  
0; (e) BIA > 0, SIA > 0 and BIA t  SIA [82].
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1.6 Outline of the Thesis
The thesis is organized in the following way. Chapter 2 introduces fabrication 
techniques required to produce nano-scale mesa etched devices. The methods of 
optimizing fabrication recipes are also described individually in detail. Finally, a 
complete device fabrication procedure on a 2DEG is presented in sequence.
In order to fabricate devices in which the ballistic transport can be observed, the 
characterization of the electron mean free path is required as it limits the size of the 
devices. Chapter 3 describes the characterization of the InSb QW using a standard 
two-carrier model. The parallel conduction was found to smear out the Shubnikov-de 
Haas oscillations; therefore we propose employing a laser to excite the carriers only 
in the QW to exclude the parallel conduction. The photocurrent measurement results 
show that the oscillations have been significantly improved and the laser does not 
alter the carrier concentration hugely.
Chapter 4 introduces a customed Monte Carlo method of modeling based on 
classical ballistic transport using a billiard-ball model, which treats electrons as 
billiard-balls. In this model, transmission probabilities can be calculated by tracing 
and counting electrons’ trajectories. The resistance between the various contacts can 
then be calculated by the Landauer-Butikker formulism. The model has successfully 
explained anomalous magneto-resistance phenomena. In order to investigate spin- 
dependent ballistic transport; we incorporate Rashba spin splitting in to the model as 
well as Zeeman splitting allowing the spin to precess along the precession wave 
vector.
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Spin dependent transport is more pronounced in ballistic regime, as it reduces the 
spin relaxation probability by impurity scattering. Therefore, In Chapter 5, we firstly 
characterize ballistic transport by measuring the bend resistance. Negative bend 
resistance has been observed in our nanoscale Hall bar device up to 175 K before the 
parallel conduction path dominates the resistance. Another signature o f ballistic 
transport -  Hall quenching effect has also been seen in the photoresponse. Secondly, 
due to the spin splitting in cyclotron radius caused by the spin-orbit coupling, the 
spin-dependent photocurrents have been obtain in the longitudinal resistance and 
transverse electron focusing geometries in the mesocopic Hall bar devices.
Finally, Chapter 6 summarises the results obtained from the research undertaken and 
discusses friture research fields. A few areas which could be investigated, further 
based on the work described in the thesis, are presented in this chapter.
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Chapter 2
Device Fabrication Techniques
There are three main fabrication processing techniques used in this thesis to fabricate 
semiconductor devices:
1. Optical lithography (photolithography) and electron beam lithography;
2. Etching (includes metal and mesa etching);
3. Deposition (includes metal and dielectric).
Using suitable combinations o f these techniques, complex nanoscale devices can be 
achieved. This chapter describes the development of the device fabrication 
techniques employed in this thesis. It also details the experimental characterization 
methods for fabrication devices. Sec. 2.5 summarizes processing steps of nanoscale 
device fabrication.
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2.1 Optical Lithography and Contacts Fabrication Techniques
2.1.1 Optical Lithography
There are commonly two ways o f performing lithography which defines the desired 
patterns on a sample: optical lithography and electron beam lithography (EBL) [1,2]. 
Optical lithography is a widely used technique to transfer geometric shapes on a 
‘mask’ (a clear glass plate usually with chrome patterns on) to the surface of a 
sample [3]. It uses ultraviolet (UV) light as the transfer medium to expose polymer 
photoresist film which covers the sample. The photoresist film reacts chemically 
when exposed to UV light, such that when submersed in a developer solution, the 
exposed (for positive tone) or unexposed (for negative tone) photoresist is removed.
2.1.2 Contacts Fabrication Techniques
Metal contacts can normally be fabricated on semiconductor by two ways- metal 
etching and so-called lift-off. In an etching process (see Fig. 2.1), a metal film is 
deposited on a clean sample surface before optical (or e-beam lithography) is applied 
to form the desired pattern on the surface of the metal film. The sample is then 
dipped into a bath of strong acid to remove the uncovered metal. By this way, desired 
metal contacts are fabricated on the sample surface. However, a direct etching of 
structural material would have undesirable effects on the layer below. In this case, 
the lift-off technique is preferable.
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(a)
(b)
SC
1
SC
(c)
SC
Fig.2.1 Schematic of metal etching processing. The blue, yellow 
and red colour indicate semiconductor (SC) sample substrate, metal 
film and photoresist, (a) A metal film is deposited on the sampie 
surface, (b) A desired pattern of resist is formed on top of the metal, 
(c) Uncorvered metal is removed by a strong acid bath leaving 
desired metal pattern on the sample surface.
In a lift-off (float-off) process, a negative designed pattern (the area in which the 
metal is wanted to be in the finished result is clear on the mask) is firstly created in 
photoresist on the surface of the sample. The metal is deposited over the whole area 
of the sample covering photoresist and the open sections o f the sample surface. If 
now the entire substrate is immersed in a powerful solvent (e.g., acetone) which will 
dissolve the resist, the metal deposited on top will “lift-off’ leaving a copy of the 
pattern that is clear on the mask (the metal remains only in the regions where it had a 
direct contact with the substrate). Ideally the thickness of the metal film needs to be 
much less than the resist so that a vertical gap in the metal film is achieved on the
32
Chapter 2 Device Fabrication Techniques
sidewall o f the resist [see Fig. 2.2 (a)]. This helps the solvent to have chance to reach 
the photoresist and wash it away together with the metal on top of the photoresist is 
lifted off. However, lift-off the metal is inherently more difficult when the metal is 
deposited on the side wall o f the resist [Fig. 2.2 (b)] and bury some part o f the resist 
which will likely result in failing to lift-off unwanted metal or, in less problematic 
case, leave so-called “ears” or “wings” (ragged edges around the contact [Fig. 2.2 (c)] 
where the metal on top of the resist is tom away. Those ears which stand upwards 
from the metal surface will possibly fall over on the surface, causing an unwanted 
shape on the substrate. In order to improve the performance of the lift-off, bi-level 
(two-layer) resist process is often employed. In this process the sensitivity o f the 
photo reaction and development can be tailored for the two layers. For example an 
“undercut” resist profile can be obtained after development (Fig. 2.3). This helps lift­
off by providing easier access for solvent to reach the resist.
33
Chapter 2 Device Fabrication Techniques
(a)
gap
SC
(b)
SC
(c)
ear
Fig. 2.2 Schematic of lift-off processing. The blue, yellow and red 
colours indicate semiconductor sample substrate, metal film, top 
and bottom layer of photoresist, (a) In the lift-off processing, an 
inverse pattern is formed on the sample surface. If the metal is then 
deposited ideally on the sample without attaching on the sidewall of 
resist, a vertical gap will be obtained if the thickness of metal film is 
much thinner than the resist. This would provide a chance for 
solvent to reach the resist and wash it away along with the metal on 
top of it. (b) In the case that the metal covers the whole sidewall of 
the resist, it may result in failing to lift off the unwanted metal as the 
solvent will less likely to have access to the resist buried by the 
metal film, (c) Or in a less problematic case, leave so-called “ears” 
where the metal on top of the resist is torn away.
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undercut
SC
Fig. 2.3 Schematic of Bi-level resist lift-off processing. The blue, 
yellow, red and dark brown colours indicate semiconductor sample 
substrate, metal film, top and bottom layer of photoresist. The Bi­
level resist leaves undercut after development as the bottom layer 
of the resist has a faster reaction rate with developer than the top 
layer, this helps lift-off processing by providing easier access for 
the solvent to reach resist.
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2.2 Optimization of Electron Beam Lithography
Although optical lithography is a cheap and fast way to produce high quality prints, 
this technique is limited to define the features no smaller than 1 pm in the case of 
typieal lower budget research environment (approximately the wavelength of the UV 
light of the mask aligner available in the researeh institute). Electron beam 
lithography is an essential teehnique for nano-fabrication [4], as it is possible to 
produce patterns with tens of nano-meters resolution, and it requires no physieal 
mask-plate as in the case o f optieal lithography, thus eliminating costs and time 
delays associated with mask production. Furthermore, electron beam patterns can be 
optimised and changed using computer-aided design (CAD) software; this makes 
eleetron beam lithography easy and flexible for researeh application compared to 
optical lithography. However, there is potential disadvantage o f electron beam 
lithography; the proeess is slow compared to optical lithography, due to its sequential 
writing of patterns.
2.2.1 Introduction
Electron beam lithography was first developed in the late 1960s using existing 
scanning electron microscopy (SEM) technology. It refers to a lithographie process 
that uses a focused beam of electrons to form the patterns needed for material 
deposition on (or removal from) a sample, in contrast to photo lithography which 
uses light for the same purpose [1]. Electron Beam Lithography offers higher 
patterning resolution than optical lithography because of the shorter wavelength 
possessed by the high energy eleetrons (typically 1 0 - 3 0  keV used here which 
corresponds to a deBroglie wavelength of 0.04 -  0.12 nm) that it employs. In an 
electron beam lithography system, the designs are directly written on to the electron
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beam sensitive film by scanning the beam. This electron beam resist [5] is 
chemically and physically modified due to the energy deposited from the electron 
beam. The result of this lithographic process which is capable of ereating nano-scale 
structures is usually affected by a great number of parameters.
2.2.2 Electron Beam Resolution and Proximity Effects
Although electron beam lithography has the ability to form extremely fine features, 
its resolution dependents on a series of complex interactions between the e-beam and 
the substrate. As the electron beam penetrates the resist and underlying substrate, the 
eleetrons experience many scattering events. Small angle (forward) scattering in the 
resist and large angle (baek) seattering in the substrate will result in the broadening 
of the initial beam diameter. The latter is particularly problematic in InSb (the 
material used in this study) which is due to its higher density compared to the 
industry standard semieonductor -  silicon; it is more prone to baekscattering than 
silieon. Fig. 2.4 (a) shows a simulation result, generated by the program called 
CASINO (monte CArlo Simulation of electroN trajectory in sOlids) [6 ], o f electron 
trajectories in 100 nm of PMMA (polymethyl methacrylate) resist on Si which is the 
standard substrate for nanofabrication, while Fig. 2.4 (b) shows the electron 
trajectories in 100 nm of negative resist (ma-N 2401 [7]) on InSb. In both 
simulations the electron beam energy is 20 keV and the beam spot size is 0.4 nm. 
The blue lines indieate the trajectories of electrons that remain in the sample and the 
red lines show the trajeetories of baekscattering electrons. Due to the high density of 
the InSb substrate, electrons are more likely to be scattered and return back from the 
InSb into the resist. This results in the broadening of the beam. Also the eleetron 
beam penetrates significantly less than in Si. One can tell that under the same
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electron beam condition, the effective beam radius of InSb sample is much larger 
than the radius on a Si sample. This would significantly reduce the resolution o f e- 
beam lithography and make it extremely difficult to process very small features on 
InSb substrate.
The resolution of e-beam lithography is also signifieantly affected by the aecelerating 
voltage. Fig. 2.5 (a) and (b) shows the simulation of trajeetories o f electrons with 
5 keV and 50 keV energy separately. The sample has Si substrate covered by 100 nm 
PMMA resist. The smallest beam spot size (0.4 nm) has been used in both o f the 
simulations. For 50 keV beam energy, the beam size has been more effectively 
confined to its original size compare to 5 keV. Both the forward seattering and 
baekseattering have been much more redueed by the high beam energy.
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Fig. 2.4 Electron trajectories simulation on (a) Si substrate and (b) 
InSb substrate at 20 keV beam energy. The large baekscattering is 
clearly seen on InSb substrate (red lines). This would broaden the 
original incident beam radius and make it extremely difficult to 
process very small features on InSb substrate.
39
Chapter 2 Device Fabrication Techniques
O^ rriP M M A -\
- 4 = ^  1.00.0 nm
200.0 nm
300.0 nm
400.0 nm
-240.0 nm 120.0 nm 120.0 nm 240.0 nm
PMMA
PMMA 100.00 nm
100.0 nm
200.0 nm
300.0 nm
400.0 nm
./ -240.0 nm \ \  \ \ \w 0 .0  nm 240 0 nm /
Fig. 2.5 Electron trajectories simulation with (a) 5 keV and (b) 50 
keV beam energies in 100 nm PMMA resist on Si substrate. Higher 
the beam energy, higher the resolution could be achieved.
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These electrons that return back from the substrate through the resist will cause 
additional resist exposure. Therefore, the net result of the dose delivered by the 
electron beam tool is not confined to the shapes defined by the optics o f the tool, 
resulting in pattern specific linewidth variations known as the proximity effect [8 , 9]. 
For example, the area between horizontal and vertical lines of a cross may receive so 
many scattered electrons that it can actually make the junction curved. Fig. 2.6 shows 
the example o f what happens when proximity effects are in presence.
Proximity Effect
Fig. 2.6 Schematic of (a) Designed cross mask and (b) Patterned 
device with proximity effect.
The most common technique of proximity correction is dose modulation, where each 
single shape in the pattern is assigned a dose such that the resulting shape is well 
defined. Although the effect of electron scattering is to increase the dose received by 
large areas, for practical reasons proximity correction is normally thought in terms of 
the large areas receiving a base dose o f unity, with the smaller and/or isolated 
features receiving a larger dose to compensate. A similar technique to dose 
modulation is pattern biasing [10, 11]. In this approach, the extra dose that dense 
patterns receive is compensated by slightly reduced size.
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2.2.3 Development of Electron Beam Lithography Recipe
As we discussed previously, in general the higher the beam energy, the better the 
patterning resolution. The highest beam energy available on the machine we use, 
which is a FEI Nova 600 Nanolab SEM/FIB dualbeam system, is 30 keV. However, 
experimental evidence o f the electron beam induced damage on electronic devices 
can be found in the literature [12, 13]. Furthermore, to reproduce an electron beam 
lithography recipe from another lab [14], we use 20 keV beam energy rather than 
30 keV to develop our recipe. The smallest beam spot size of 0.4 nm is chosen to get 
maximum resolution.
To study the effect of dose modulation for proximity correction. Hall crosses were 
designed that consisted of several lines with different doses. These designs are shown 
in Fig. 2.7 (a), the inner lines (blue lines) of the pattern were assigned less dose than 
the outer lines (dark lines) to compensate for the additional exposure caused by the 
proximity effect. At the same time, a gap has been introduced between the vertical 
lines and the horizontal lines to reduce the dose received by the junction. 64 sets of  
Hall crosses were patterned starting with 20% of base dose dose (0.10 nC/cm, 
0.12 nC/cm and 12 pC/cm^ for inner lines, outer lines and areas, respectively) and in 
each subsequent set the dose was increased by 5% up to 335% of base. Every set 
consists of 8  crosses with different gap distances ranging from 5 nm to 40 nm with a 
5-nm step [see Fig. 2.7 (b)]. We choose the optimal dose by first looking at different 
sets to find patterns that had been neither over-exposed nor under-exposed, then each 
individual cross is inspected to find which gap separation produces the best result. In 
such a way, we can determine the best pattern with known dose and gap distance. 
Fig. 2.8 shows the SEM images of the Hall crosses we patterned. It can be seen 
clearly in Fig. 2.8 (a), due to the overexposure, the negative resist is left around the
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Hall cross after developing. On the contrary, Fig. 2.8 (b) shows the image of the 
cross where the proximity effect has been perfectly corrected. The shape of the 
pattern is formed as same as the optics of the tool defined. Note that good patterns 
can be found with different combinations o f exposure dose and line gaps. For 
example, slightly higher dose can be compensated by slightly bigger gap, and on the 
other hand, slightly lower does can be corrected by slightly smaller gap.
43
Chapter 2 Device Fabrication Techniques
(a)
The gap
Different doses
(b)
6/29/2009 HV Spol Mag Del V /0 HFW
6 02 6 '  PM 30 0 kV 3 0 1704x { TO 6 9 mm 79 35 um
 20 0pm — “
Liiivî'tf-iTy 0-1 SutJC'
Fig. 2.7 (a) The designed mask of the Hall cross and (b) a SEM 
image of Hall crosses with different gap distances.
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Fig. 2.8 SEM images of (a) overexposed Hall cross and (b) proximity 
effect corrected Hall cross with 335% and 150% of the base dose 
(0.10 nC/cm for inner lines, 0.12 nC/cm for outer lines and 12 pC/cm^ 
for areas respectively) and 10-nm gap. Note the shadow around the 
cross in (a) is due to the overexposure of the negative tone resist.
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Fig. 2.9 shows the SEM image of the test pattern with the width of approximately 
100 nm. The pattern was written by electron beam lithography and etched down by 
ICP (inductively coupled plasma) in BCI3. The image was taken after the resist was 
removed. It can be seen that proximity effect has been corrected. The following 
describes the optimised recipe we used: 0.12 nC/cm, 0.18 nC/cm and 18 pC/cm^ for 
inner lines, outer lines and areas separately, and 2 0 -nm gap distance.
1 0 0  nm
etched surface
Fig. 2.9 A SEM image of test Hall cross pattern written by EBL (with 
the dose of 0.12 nC/cm for inner lines, 0.18 nC/cm for outer lines 
and 18 pC/cm  ^for areas and 20-nm gap) and etched down by IC P  in 
BCI3. The width of the cross is 100 nm. Note that the resist is 
removed. The inset shows the image of the pattern at 45° angle.
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2.2.4 Combination of Electron Beam Lithography and Optical 
Lithography
The combination o f electron beam lithography and optical lithography is convenient 
to facilitate external electrical contacts. The contact pads (metal pads for wire 
bonding to chip carrier), feed metal (metal lines to feed submicron feature) and 
alignment marks are normally patterned by optical lithography, metal sputtering and 
lift-off techniques. Then the central nano-scale structure is defined by electron beam 
lithography to obtain the submicron pattern. The properties o f electron beam 
lithography not only contribute in terms of resolution, but also allow high flexibility 
in the pattern design. However in order to achieve high resolution o f patterning by 
the combination o f electron beam lithography and optical lithography, delicate photo 
masks are used to align the electron beam lithography with the existing feed metal. In 
the thesis study a photo mark with a resolution down to 1 pm is used to produce a 
nano-structure with accepted misalignment tolerance.
2.3 Developments of Low Damage Etching in BCI3
There are two ways to have unwanted material removed from a sample: wet etching 
and dry etching [15]. In a wet etching processing, the samples are immersed in a 
chemical bath where the chemical reacts with the surface o f the sample removing all 
the un-necessary material [16]. For a dry etching processing, the samples are placed 
into a vacuum chamber, where a plasma is produced that can both physically and 
chemically etch the sample. The results produced by wet and dry etching are very 
different. The most significant difference is the etching profile. As shown in
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Fig. 2.10, wet etching is typically isotropic, that is the chemical in the bath etches the 
same in all directions. Dry etching is anisotropic-etching, so that the perpendicular 
sidewalls can be obtained under the right conditions [17].
(a)
(b)
Etchant Direction
A Mask, /
Etched material
Etchant Direction
Mask
i k
Etched r
SC
naterial
Fig. 2.10 Schematic of (a) wet etching profile and (b) dry etching 
profile.
2.3.1 Principles of Plasma Etching
Inductively coupled plasma (ICP) etching, a specialised form of dry etching, is 
characterized by high etch rate due to the dense plasma that can be produced and 
good sidewall angle control. In a conventional reactive ion etching (RIE) tool, the 
energy is provided by radio frequency (RF) electric field (a frequency of 13.56 MHz 
is typically used) between two parallel plates. In an IGF system, the plasma is 
generated by the magnetic field from an inductive coil surrounding the plasma
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chamber, as sketched in Fig. 2.11. A sample is placed on a large biased platen which 
accelerates the plasma generated above it (the chemistry of which can be specific to 
the semiconductor material). Therefore the etching process is both chemically and 
physically eroding the semiconductor material. The directionality o f etching can be 
controlled by bias, pressure, temperature and plasma RF power. Controlling the 
plasma energy and density is the greatest advantage of ICP system. For 
manufacturing processes involving dry etching of III-V semiconductors, BCI3 is an 
attractive choice because it is known to immediately remove the native oxide on 
these materials and prevents an A1 rich surface which can hold up the etching process. 
And it can also get water vapor within reactor chambers [18, 19].
gas in
coil RF
  platen
0 0 0 0 0 0
inductive
coils
plasma
chamber
body
gas out
Fig. 2.11 Shematic of vacuum chamber of ICP system.
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2.3.2 Transmission Line Measurement
We monitor the effectiveness of the etching by measuring the resistance and 
roughness of the surface. Transmission line measurements (TLM) allow 
determination of the contact resistance between a metal and a semiconductor, and the 
sheet resistivity of the semiconductor. Fig. 2.12 shows the schematic diagram of a 
typical TLM device.
Metal contacts
1 l é  l é !
R c |
SC
1
Rsc
|R c
Fig. 2.12 Schemic diagram of TLM device.
A series of metal-semiconductor contacts are separated by typically linearly 
increasing distance x (pm). A simple two terminal I-V measurement is taken between 
each pair of contacts. The resistance measured is a series combination (sum) of the 
sheet resistance of the semiconductor in-between the contacts Rsc, and the contact 
resistance Rc from each contact illustrated in Fig. 2.12. If several such measurements 
are made between pairs of contacts that are separated by different distances, a plot of 
resistance against contact separation can be obtained. The sheet resistance of a bulk 
semiconductor is given by the relationship:
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where p  is the resistivity of the semiconductor channel, L is the length o f channel 
along the direction o f the current flow, A the characteristic conducting area 
perpendicular to current flow, t is the sheet thickness, ps is the sheet resistivity and W 
is the channel width. For a 2DEG channel where carriers are confined by one 
dimension, the area is substituted by width W. If current is restricted to a fixed 
channel width, it can be seen that Rsc is directly proportional to L. with increasing 
metal contact separation, the sheet resistance Rsc increases while the two contact 
resistances remain the same. As a result, the plot of total resistance versus pad 
separation should be linear with the slope equal to p s /  W and the y-intercept equal to 
2 R c .  Thus the sheet resistivity as well as the contact resistance can be determined 
from this TLM technique (see Fig. 2.13).
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Fig. 2.13 An example of measured resistance of TLM as function of 
contact distance L of an InSb/lnAISb sample, showing a linear 
relationship with contact distance. The sheet resistivity Ps and 
contacts resistance 2Rc can be determined by the slope and y- 
intercept of the linear fitting, respectively. The error bar is the 
standard deviation.
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2.3.3 Etching Recipe Optimization
There is anecdotal evidence that an unoptimized ICP etch can produce a p-type 
surface layer, preventing confinement of the current to the QW due to etching 
surface conduction. Therefore, there is a requirement to optimizing the etching 
recipe. TLM contacts were deposited on the InSb/InAlSb QW samples, which also 
act as a mask during the etching. The etching trials were performed in a Surface 
Technology Systems (STS) ICP system. The fixed parameters which are not part of 
this optimization process are: process pressure ( 6  mTorr), platen power (15 W), 
process gas flow ( 8  seem) and the platen temperature (10 °Q. The parameters that 
were optimized are coil power and etching time. Table 2.1 shows the etching 
parameters for the etching trials of this study. Samples 1, 2 and 3 were etched with 
the coil power of 500 W for 1, 2 and 3 minutes, respectively, while samples 4, 5 and 
6  were etched with the coil power of 300 W for 2, 3 and 4 minutes respectively. Note 
that a drop of photoresist was used to cover a part of Au as well as a part o f the 
semiconductor. Hence the etching step can be assessed by measuring the difference 
in steps between etched and unetched area.
Fig. 2.14 shows the material and Au mask etching depth of each sample. It can be 
seen from the plot that as etching time increases the etching step o f InAlSb becomes 
deeper. It also shows the coil power enhances the etching rates and under the higher 
power, the Au mask is also attacked.
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Table 2.1 The parameters are optimized of the etching trials. This 
fixed parameters are : process pressure ( 6  mTorr), platen power (15 
W), process gas flow ( 8  seem) and the platen temperature (10 °C).
Etching sample No. Coil Power (W) Etching Time (min)
1 500 1
2 500 2
3 500 3
4 300 2
5 300 3
6 300 4
InAISb, Coil power 500W
Au mask, Coil power 500W 
InAISb, Coil power 300W 
Au mask. Coil power 300W
3 0 0 -,
2 5 0 -
2 0 0 -E
c
x:
o- 1 5 0 -
T3
O)C
1 0 0 -
m
5 0 -
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
Etching time (minute)
Fig. 2.14 The material and Au mask etching depths as function of 
etching time with coil power of 500W, 300W, respectively.
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2.3.4 Electrical properties of Etched Surface
The sheet resistivity of the etched surface was determined by TLM structure that has 
been described in Sec. 2.3.2. Fig. 2.15 shows the image o f the TLM fabricated by 
photo lithography obtained from Imperial College; the etching process was 
performed at the University o f Surrey. The TLM structure was designed with the 
width o f 200 pm of the area between each pair o f contacts. The contacts are 
separated by 5, 10, 15, 20, 25 pm from left to right in Fig. 2.15. Unprocessed sample 
and all etched samples are measured at room temperature (see Table 2.1). Surface 
sheet resistivities are shown in Fig. 2.16 (a), it is clear that all the samples after 
processing are more resistive compared to the unprocessed sample. The surface that 
has the highest resistivity was etched with coil power of 500 W, for 2 minutes 
(sample 2). As the etching time increases, the surface becomes more conductive 
suggesting it has been more damaged (sample 3). One the other hand, as a function 
of the etching time, the resistivity change among the surface sheet resistivities of 
samples processed with coil power 300 W are not significant, especially between 
samples 5 and 6 . The 300 W etched samples are less sensitive to the etching time 
compared to the 500 W etched samples. As all the spin-dependent transport 
measurements of the thesis would be performed at low temperatures, it is important 
to characterize the electrical properties o f the etching surface at low temperatures. 
Fig. 2.16 (b) shows the etching surface resistivity as function of temperature. It is 
clear that as temperature goes down, the resistivity of sample 2 shoots up to 100 MQ, 
while unprocessed and unoptimized sample 3 remains low. The low temperature 
resistivities of samples 4 and 5 (not shown here) also go up as temperature decreases 
but are not as resistive as sample 2 .
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Fig. 2.15 An image of the TLM structure.
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Fig. 2.16 (a) Sheet resistivity of the samples as function of etching 
time at room temperature and (b) sheet resistivity of unetched 
sample, optimized sample 2 and unoptimized sample 3 as function 
of temperature (note the log scale on the ordinate axis).
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The etching sidewall was examined by scanning electron microscopy (SEM) and the 
surface roughness was measured by atomic force microscopy (AFM). Fig. 2.17 
shows an example of the sidewall of an etched sample. As expected, the dry etching 
is anisotropic producing a good sidewall profile. AFM scans of etching surfaces of 
optimized sample 2 and unoptimized sample 3 are shown in Fig. 2.18. The RMS 
(root mean squared) roughness in (a) and (b) over 20*20 pm  ^ area are 12.4 nm and 
17.7 nm, corresponding to the room temperature sheet resistivity of 2.5 kfl/square 
and 0.6 kfl/square respectively. This suggests that the more roughened surface is 
more conductive. Table 2.2 shows a summary of properties of the etched samples. It 
is clear that with the etching coil power of 500 W, when the etching depth is big 
enough to remove the QW (50 nm below the surface), the roughness consists with 
the surface sheet resistivity that the rougher the etching surface the more conductive. 
On the other hand, the roughness and resistivity is not very sensitive to the etching 
time with the etching coil power of 300 W. This provides a relatively big time widow 
that reduces the probability of over/under etching the samples.
sidewall
1
etched surface ^
5/12/2009 HV Spot Mag Det WD HFW 
4:57:25 PM 30.0 kV 1.0 90767x ETDI9 5m m  2.98 urn
 1 0pm------
600C-t1-080108
Fig. 2.17 An example of the sidewall profile of an etched sample.
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(a)
(b)
IjD ^aZ oom 30.0 nm
1 : Height 20.0 tim
30.0 nm
Fig. 2.18 AFM images of (a) the optimized sample 2 with roughness 
Rq -  12.4 nm and (b) the unoptimized sample 3 with roughness 
Rq= 17.7 nm. The room temperature sheet resistivities are denoted 
in the plots. It is clear that the more damaged surface is more 
conductive.
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Table 2.2 A summary of the properties of the etched samples.
Etching
sample
No.
Coil
Power
(W)
Etching
Time
(min)
Roughness Rq 
(nm) over 
2 0 x2 0  pm^
Etching depth 
(nm)
Sheet resistivity 
p s  at room 
temperature 
(kfl/square)
1 500 1 2.55, 2.29 48 1.75
2 500 2 12.4, 15.8, 15.6 81 2.45
3 500 3 17.7, 11.1 282 0.73
4 300 2 5.14, 7.63, 7.49 38 1.74
5 300 3 10.9, 10.6 45 2.16
6 300 4 8.62, 9.27 89 2.13
2.3.5 Alternative Etching Method -  RIE Plus Wet Polishing
Due to the operational problems of ICP, alternative etching routes were explored. 
There have been a few reports o f the successful achievement of accurate geometric 
control over small device structures using the RIE (reactive ion etching) process on 
InSb samples [20-22]. However, the surface damage caused by energetic ions in the 
physical sputtering process may result in electrical degradation o f the device. A dry 
chemical etch followed by a wet etch reacts away the damaged layer and reduces the 
surface roughness, the procedure is known as wet polishing [23]. A lactic acid/nitric 
acid solution with a volume o f 10:1 is a well-known polishing etchant for InSb 
substrates. However, there is a study which reports that citric acid/hydrogen 
peroxide-based chemical etching has better control over device structure uniformity 
due to its linear proportionality to etching time [24].
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For the citric acid/ hydrogen peroxide solution, solid anhydrous citric acid was 
dissolved in DI water at a concentration of 50% by weight. Hydrogen peroxide (30%) 
was added by volume ratio o f 30:1 (citric acid:hydrogen peroxide) after a 
stabilization period of one day to allow citric acid dissolution. Using such a solution, 
a 10 nm/min etching rate is obtained. A low etching rate is preferable for wet 
polishing as it is important the polishing is enough to smoothen the surface without 
washing away the small device structure. Fig. 2.19 shows the four-terminal 
resistance of RIE dry etch followed by wet polishing processed TLM samples. Dark 
lines in (a) and (b) refer to resistances as a function of temperature o f the sample 1 
and 2 etched by RIE with 200 W of RF power, 15 mTorr o f pressure and 8 seem of  
BCI3 gas flow for 1 and 2 min separately. The etching depths of 55 and 61 nm are 
measured for samples 1 and 2, respectively. In Fig. 2.19, the red lines indicate the 
resistances of the dry etched samples after the wet polishing. It is very clear that the 
wet polishing dramatically improved the resistance at low temperatures. However, 
the wet polishing method was found not suitable for the thin (typically 1 0 0  nm) e- 
beam resist we use ( Microresist Technology ma-N2401 [7]), as after dry etching the 
somewhat damaged resist is no longer able to mask the sample.
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Sample 1 before wet polishing
Sample 1 after wet polishingioS
G
a:
ioS
0 50 100 150 200 250 300
Temperature (K)
Sample 2 before wet polishing
Sample 2 after wet polishing
(b)
10'1
G
a:
loS
0 50 100 150 200 250 300
Temperature (K)
Fig. 2.19 Four-terminal resistances as function of temperature of 
RIE etched (a) sample 1 and (b) sample 2. The dark lines show the 
resistance of the samples etched by RIE. The red lines refer to the 
same samples have been wet polished. It is obvious that the surface 
property has been remarkably improved that there are orders of 
magnitude change in resistance is obtained. Note the log scale on 
the ordinate axis.
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2.4 Electron Beam Induced Gate Fabrication
Focused electron beam induced deposition (EBID) provides high flexibility 
eompared to classical lithographic processing. EBID has been widely investigated for 
naoscale prototyping [25, 26], electrical connections to nanotubes [27], patterned 
crystal deposition [28] and for lithographic mask repair in integrated-circuit 
manufacturing [29]. Deposition o f metals and insulators of high aspeet ratio 
columnar structures, air-bridges and other 3D features is possible. Limitation for 
most of applications is that the low deposit purity could result in poor electrical 
conductivity and low average grain density of deposited metal struetures.
EBID is a teehnique to ereate nanostructures by pinning preeursor gaseous metal- 
organics onto a nearby substrate with a focused eleetron beam. The eleetron beam is 
usually provided by a scanning electron microscope (SEM) that offers high spatial 
accuraey and possibly to produce free-standing, 3D structures. Foeused ion beam can 
be applied instead, but then the proeess is ealled ion beam-induced deposition (IBID). 
The precursor material is normally gaseous. Liquid or solids need to be gasified prior 
to the deposition, usually through vaporization or sublimation, and directed into the 
high-vacuum chamber of eleetron microseope at a high aeeuracy rate. Alternatively, 
a solid preeursor can be sublimated by the eleetron beam itself. The eleetron beam is 
scanned (usually computer controlled) over a desired shape leaving the eposition of  
material [30].
Our EBID system is based on a FEI Nova 600 Nanolab SEM/FIB dualbeam system 
with Tetraethyl orthosilicate (TeOs) vapor operating at 5 kV with 400 pA beam 
current. For deposition the eleetron beam is controlled by Nabity NPGS lithography 
software running on a PC. Dwell times and point-to-point distances are set to be 20
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ps and 10 nm, respectively. The specimen chamber background pressure is 
2 X 10'^  mbar obtained with an oil free pumping system. For the EBID, Liquid TeOs 
and water vapor are filled into a stainless steel syringe reservoir inside a dry nitrogen 
glove box and then transferred to the SEM. The precursor vapour is introduced to the 
sample surface by pointing the nozzle to the sample substrate resulting in Si02  
deposited on the surface. The residual C2H5OH (ethanol) is pumped out from the 
chamber see Fig. 2.20. The platinum gate electrodes are deposited by IBID operating 
at 30 kV with 50 pA beam current. Horizontal lines were deposited as single slow 
scan with 1 0  nm point-to-point distance and a dwell time of 2 0 0  ns.
TeOs + H2O
Electron Beam
O  C2H5OH
O
SiO:
Sample substrate
Fig. 2.20 Schematic of EBID.
2.4.1 Characterisation
To calibrate the dielectical property of EBID deposited SiÛ2, we deposited a range of 
gates with measured thickness of 0 nm (to calibrate the conductivity of IBID
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deposited Pt metal), 50 nm, 70 nm, 100 nm and 120 nm respectively. Fig 2.21 shows 
an AFM image of a calibration sample. The gate was deposited on a gold substrate to 
measure the break-down voltage. Two-terminal V-I characterization of the gates was 
measured by using Keithley 4200-SCS at room temperature. The sample with 
contacts shorted by Pt shows a linear V-I relationship with a resistance of 1.7 kO. Fig 
2.22 shows the break-down voltage as function of gate thickness of calibration 
samples. The error bar indicates the standard deviation. The linear fitting data shows 
the EBID deposited SiO] has a dielectric strength of 1.688 V/nm (1.688 MV/cm) 
which is approximately an order of magnitude lower than a sputter-deposited SiOi 
film ( -10  MV/cm) [31] due to the low deposit purity as discussed previously.
Pan I  Data Zoom
electrode
Fig. 2.21 An AFM image of an EBID gate deposited on the gold 
substrate.
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Fig. 2.22 The break-down voltage of a function of the EBID 
deposited gate thickness. A linear relationship is obtained between 
the break-down voltage and gate deposition thickness showing that 
the EBID deposited SiOg has a dielectric strength of 1.688 V/nm 
(1.688 MV/cm) which is approximately an order of magnitude lower 
than a sputter-deposited SiOg (~10 MV/cm) due to the low purity [31]. 
The error bar is the standard deviation.
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2.5 Fabrication Procedures of Nanoscale InSb QW Devices
This section gives a description o f fabrication procedures o f nanoscale InSb QW 
devices using the techniques introduced previously. The fabrication techniques 
consist o f the following steps and are illustrated in Fig. 2.23. The start point is a 
standard heterostructure (the specific structure used in the thesis is shown in Fig. 3.2). 
In order to form good Ohmic contacts, the contact area is exposed to Ar+ RF plasma 
to remove the cap layer (~ 50nm). A 50/300 nm Cr/Au or Ti/Au (depends on the 
availability of the metal in the sputterer chamber) is then deposited, the Ti or Cr 
serving as an adhesive layer. By this way the Cr/Au ohmic contacts are sputtered 
directly onto the 2DEG by bi-layer resist photolithography and lift-off techniques 
[Fig. 2.23 (a)]. To ensure that the effect is due to the QW not the parallel conduction 
paths such as the highly defected substrate (GaAs) interface, a plasma shallow 
etching is used as deep etching is not feasible to confine nano-scale structures [32]. 
In the shallow etching process, the device channel is patterned by electron beam 
lithography using negative tone resist [7] as an etching mask [Fig. 2.23 (b)]. The 
pattern achieved using plasma dry etching forms shallow mesas of -100 nm depth 
that provide physical hard wall confinement [Fig. 2.23 (c)]. Patterns are used to 
cover shallow mesas and metal contacts are defined by standard photolithography 
[Fig. 2.23 (d)]. A deep wet chemical etch is then used to remove the entire 3 pm 
thick buffer layer surrounding the device channel and contacts. Fig. 2.23 (e) 
illustrates the schematic cross section of the resulting structure. The QW is removed 
to form the shallow mesas and the entire buffer layer is etched beyond the contacts.
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(a)
(b)
(c)
(d)
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Fig. 2.23 An illustration of the fabrication procedures of nanoscale 
devices. The yellow, brown, green, blue colours indicate the metal 
contacts, cap/buffer layer, QW and substrate, respectively, (a) Metal 
Ohmic contacts are made by bi-layer resist photolithography and 
lift-off techniques, (b) Narrow mesas are defined by electron beam 
lithography and etched by plasma dry etch. The arrows indicate the 
area of the materials that are removed, (c) Cross section of shallow 
mesas after dry etching and cleaning off the electron beam resist, (d) 
Second photolithography is used to mask all the shallow device 
channel and contacts in order to remove the entire 3 pm buffer layer 
by deep wet chemical etching. The arrows show where the materials 
that are removed, (e) The finished structure that consists of shallow 
etched mesas and deep etched boundaries round the device 
channel and the contacts to minimise the parallel conduction.
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A top view of an example of the device fabricated by the recipes introduced in this 
chapter is shown in Fig. 2.24. The detailed fabrication process flow is presented in 
Appendix A. Access to good quality materials was initially a problem, therefore the 
devices measured in Chapter 3 and Chapter 5 were provided by Imperial College 
London since at that time they had wafers with good electronic properties. Those 
devices were processed by similar fabrication techniques except that for RTF, etching 
methane hydrogen (CH4/H2) was used as etchant instead of BCI3, and it may result in 
different roughness of etching surfaces [33]. The devices fabricated at Surrey are 
expected to perform just as well as the Imperial College devices, as it has been 
measured and the ballistic transport has been successfully demonstrated in the device 
shown in Fig. 2.24 (this is presented in Appendix B). It was not felt necessary to 
repeat the extensive experimental study that had, by that time, already been done on 
the Imperial College structures.
hallow
etched area
6/13/2011 mag HFW WD HV 
6:16;27 PM 3 500x 73.1 urn 4.7 mm 5.00 kV
Fig. 2.24 A SEM Image of a device fabricated by the recipes 
introduced in this chapter. The metal, deep etched area, shallow 
etched area and the area with QW are indicated in the picture.
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Chapter 3
Material Characterisation and Experimen­
tal Techniques
In order to investigate spin dependent phenomena in semiconductors, ballistic 
transport (which will be introduced in Sec. 3.1) has been widely used [1-3] as it 
reduces the probability of spin randomization by impurity seattering. To fabricate 
devices in which ballistic transport can be observed, the characterization o f electron 
mean free path is required as it determines the size of the devices. This chapter 
describes the method of characterizing the electronic properties of the InSb QW 
heterostructure by electron transport in a magnetic field. It also introduces 
photocurrent measurements which are used to eliminate parallel conduction and 
allow optical spin orientation.
3.1 Ballistic Transport and the InSb QW Heterostructure
If the carrier mean free path lo is much larger than the channel length defined by the 
device geometry, the carriers will travel through the channel ballistically without 
scattering with other impurities (see Fig.3.1). Hence the system is in the classical 
ballistic regime. The transport in this regime is so-called ballistic transport.
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Fig. 3.1 Carrier trajectories for electrons in a device channel.
Carrier mean free path at the Femi energy is given by the relation:
h  ~ (3.1)
where ^hkj,/m* is the Fermi velocity, A is the redueed Plank constant, m* is the 
effective mass, = yJlTrrff is the Fermi wave vector, is the 2D carrier 
concentration, is the momentum seattering time, m d =m*ju/e  where pi is
mobility. Hence for electrons at the Fermi energy we obtain:
In — (3.2)
Thus the mean free path is proportional to the mobility and the square root o f the 
carrier concentration. It sets the scale of the semiconductor devices and is important
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in the study of ballistic transport. For very small devices with transport lengths 
L « I q, electrons will transverse the device without being scattered. This is the 
ballistic transport regime and the mean free path also known as the ballistic 
length [4].
The InSb quantum well [5] samples we studied in the thesis were fabricated from the 
wafer QinetiQ ME2504 which was grown by molecular-beam epitaxy (MBE) on 
semi-insulating GaAs (001). The quantum well has room temperature mobility in 
excess of 3.5 m^ V'^ s'^  and carrier concentration of 5.75 x 10^  ^ m"^ . The layer 
sequence for the quantum well structure is shown in the inset o f Fig. 3.2 [5]. To 
reduce the effects of a~ 14.6% lattice mismatch between GaAs and InSb, 
AlSb (200 nm)/Alo.i hio.çSb (3 pm) buffer layers were grown in between the QW and 
the substrate [6]. To dope electrons in the well, a Te J-doped layer is grown 20 nm 
above the top of the 30 nm InSb quantum well, followed by a 50 nm Alo.is Ino.ssSb 
cap layer. The Schrodinger-Poisson solution for the heterostructure is shown in Fig. 
3.2. The solid black line shows the band profile, while the dotted line indicates the 
single occupied ground states beneath the Fermi energy at J? = 0 meV (dashed line).
The electron mobility and carrier concentration of a material can be measured by 
probing the response o f a crossed static electric field E, and magnetic field B, on a 
Hall Bar deviee (See Fig. 3.5) using the four-wire method [7]. In the following 
section, we will introduce the material characterization using this method.
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Fig. 3.2 Band profile of the InSb QW calculated by Gilbertson ef. a/. 
[5]. The inset shows schematic cross section of InSb QW gown on 
GaAs (001) by MBE. The growth sequence consists of AISb(200 
nm)/Alo.i Ino gSb (3 pm) buffer layers to reduce lattice mismatch, 30 
nm InSb QW followed by 50 nm Alo.1 5 lno.8 5Sb cap layer, in which a Te 
5-doping layer is located 20 nm above the top of the QW.
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3.2 Electron Transport of 2D system in Magnetic Field
3.2.1 Hall Effect and the Two-carrier Model
If a magnetic field is applied to a rectangular parallelepiped sample (often referred to 
as a “Hall bar”) in the positive z-direction (see Fig. 3.3), then the charge carriers will 
experience a Lorentz force perpendicular to their velocity, which causes them to drift 
parallel to the y-axis until they are stopped at the side of the sample. The charge at 
the side of the sample will build up; establishing a transverse electrical field hence 
generates an electrical potential, which is called the Hall voltage [8]. The equilibrium 
state will be reached when the Lorentz force due to the magnetic field just is 
cancelled out by the force duo to the Hall voltage. The sign of the Hall voltage can 
be used to determine the type of the majority carriers. The value of the Hall voltage 
relies on the properties of the material under test, the device geometry, biasing and 
magnetic field [9]. If the latter three are known, measurement of the hall voltage 
enables the electrical properties of the material to be determined.
Fig. 3.3 Schematic illustration of Hall effect in a generic rectangular 
material. E» is the Hall field.
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The extraction of carrier densities and mobilities from the field dependent data, are 
often very difficult if  several species o f carriers are present simultaneously in a 
sample [7, 10]. Beck and Anderson developed an elegant method called mobility 
spectrum analysis which solves the problem [11]. The technique generates a plot 
referred to as mobility spectrum (MS), in which the maximum carrier density or 
maximum conductivity is determined as a continuous function of mobility. The 
method has been improved by Vurgaftman et. al. [12, 13] called improved 
quantitative mobility spectrum analysis (i-QMSA) which is now commercially 
available. However, due to the lack of availability of this software, the two-carrier 
model will be used instead to extract the mobility and carrier concentration.
The two-carrier model refers to a model analyses two kinds of carriers (these can be 
either electrons or holes, the source of which could be from the QW or the various 
buffer layers) with different mobilities and carrier concentrations. In this model, the 
conductivity tensor components derived from experimental Hall (transverse) and 
usual (longitudinal) resistivity data as a function o f magnetic field are fit to the 
following forms [12, 14, 15]:
where nj, U2  are carrier concentrations, p 2  are carrier mobilities, e is the absolute 
value of electron charge, B is the magnetic field, Oxx, <^xy are conductivities, and Si, S2  
are the sign o f the carriers, can take the value of +1 or -1 for holes and electrons, 
respectively. The resistivities are defined as [7]:
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Here pxx, Pxy are the resistivities. Note that pxx has a unit of fl/square while pxy has a 
unit of n . Eq. 3.4 exhibits a characteristic magnetic field dependence; at low fields, 
Pxx is constant and increases approximately quadratically as the field increases and 
saturates at high fields; pxy is linear at low fields and dominated by the carriers with 
higher mobility, distinctively sub-linear at intermediate fields, and becomes linear 
again at high fields with a Hall coefficient dominated by the sum of nj and « 2  [15].
When fitting the model to experimental data, the experimental zero field resistivity 
Pxx(0) is used as a constraint, so the number o f fitting parameters is reduced to 3 via 
the following equation:
« 2 =  — x ( — ^ — « i M )  ( 3 . 5 )
Note that there is also a limitation in this model when more than two species o f 
carriers dominate the conductivity of the sample. The larger the spread o f mobilities 
the less reliable the technique becomes.
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3.2.2 Shubnikov-de Haas Oscillations and Quantum Hall Effect
The energy of the charged particle’s cyclotron motion is quantized in a perpendicular 
magnetic field. Therefore, the charged particles can only occupy orbits with discrete 
energy values, called Landau levels (LLs) with the energy in 2D system [7]:
EQ,B) = (l+Chco^  (3.6)
where = eB /m * , 1 = 0,1,2,3...
If we take into account Zeeman effect on the density of states, the spin-splitting of 
the LL can not be ignored. The energies of the spin split LLs are therefore:
where jli^ =  eft I ttIq is the Bohr magneton, the ±  refers to spin-up (+) and spin-down 
(-) electrons and g* is the effective g-factor. The Zeeman effect introduces spin 
degeneracy o f LLs, and now we have twice as many levels as before, each with half 
degeneracy.
The density of states (DoS) is the density o f allowed energy states per unit volume. 
For each spin-split LL the DoS is described by [16]:
eB
N  = —  (3.8)
h
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The parameter n is known as the filling factor which is the number o f the filled (spin- 
split) half LLs. It is given by:
v = ^  = (3.9)
N  eB
Ideally, due to the quantisation of a 2D system the density of states in a uniform 
magnetic field is a series o f delta-function LLs. In a real sample, these LLs will not 
be perfectly sharp, but instead broadened into energy bands caused by electron- 
impurity scatterings [17-19]. In most qualitative analysis these bands are assumed to 
be a Gaussian form [20, 21]. The uncertainty principle leads to broadening o f the 
LLs by an amount ofAE'»^/r^ and =rn ju le is  the momentum scattering time 
and / /  is the carrier mobility. The LLs therefore will be resolved if  the energy 
separation of the levels fico i^s greater than this broadening i.e. r ^  »  1 . Hence the 
condition o f resolving different LLs is /aB »  1. This is equivalent to saying that in 
order to separate LLs, the mobility of electrons in the system should be sufficiently 
high or the applied perpendicular magnetic field should be above a certain limit.
As the magnetic field is increased, the LLs are swept through the Fermi energy. 
When the Fermi energy is located between the Landau levels, the electrons will not 
play any part in conduction. Maximum conductance is obtained when the Fermi 
energy sits in the middle of the LLs. This would result in periodic oscillations in 
longitudinal resistivity known as Shubnikov-de haas (SdH) oscillations. This 
effect makes it possible to determine the carrier concentration by the oscillation 
frequency in terms o i l !  B \
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A
r n 2 e
(3.10)
Note the factor of 2 must be removed for spin-resolved LLs. If we look at the Hall 
voltage, the Hall resistivity pxy becomes independent o f magnetic field, and a plateau 
is observed where longitudinal resistivity pxx reaches the minimum and the Fermi 
level lies between two LLs [22]. When the magnetic field is increased, the Fermi 
level now lies in the middle of the LL, pxx goes up again and then the jump to the 
next plateau. The Hall resistivity pxy in the plateaus is quantised into the value o f [23]:
P x y = ^  (3.11)
For n = 1, Pxy ~ 25.8 kfl. This value is the so called von Klitzing constant and is 
independent o f the material, geometry and microscopic details of the semiconductor.
The quantisation of Hall effect and Shubnikov-de Haas oscillations can also be 
explained as it is due to the oscillation of the Fermi energy. The Fermi energy is 
considered pinned to the states in the highest occupied LL. As the field is increased, 
the Fermi energy movies with the highest LL until this level is depopulated (when a 
critical field is reached which depends on the carrier concentration in the system), 
then the Fermi energy drops abruptly form the level to (/-1)‘^  level. Therefore it 
oscillates as a function of magnetic field (see Fig. 3.4) [24].
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Fig. 3.4 (a) An example of a Landau fan chart of a non-parabolic 
2DEG system. Black and red lines indicate LLs and Fermi energy, 
respectively, (b) An example of the characteristic of Shubnikov-de 
Hass oscillations and quantum Hall effect observed in an InSb QW 
sample by Gilbertson et. al. [5].
85
Chapter 3 Material Characterisation and Experimental Techniques
3.3 Electrical Measurements of Transport in the QW
3.3.1 Experimental Set-up
R shunt
sample
PC
DAQ
Osc
GD
current
amp
Reference
voltage 
amp
lock-in
lock-in
loek-in
Fig. 3.5 A schematic of the measurement set-up.
Electrical measurements were performed at variable temperatures, ranging from 1.8 
K to 290 K using standard lock-in techniques and a Cryogenic Ltd eryogen-free 7 T 
magnet, with optical access through CaF and ZnSe windows. The sample was wire 
bonded on a ceramic leadless chip carrier and the magnetic field was applied 
perpendicularly to the Hall bar. The Hall bar sample was measured the longitudinal 
current between -20 pA and +20 pA. A schematic set-up of the measurements is 
shown in Fig. 3.5. The measurements were sourced by a National Instruments-DAQ 
(Digital Acquisition) generated AC voltage. A 1-Mfl series resistance, which is 
significantly greater than the sample resistance, is used to reduce current variation in 
the circuit and to protect the sample from damaged by sudden high voltage or current.
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The current of the circuit and the Hall Voltage were passed through Stanford 
Research Systems SR570 Low-noise Current Preamplifier and Stanford Research 
Systems SR560 Low-noise Voltage Preamplifier respectively before being measured 
by Signal Recover model 5209 and model 5210 lock-ins. The longitudinal voltage 
was directly measured by a Stanford Research Systems SR830-100 kHz DSP lock-in 
amplifier as there was only one voltage amplifier available. At the same time the 
current and voltage signals were monitored by an oscilloscope to ensure the signals 
were not distorted. The home-made computer software controlled the magnetic field 
and temperature in the sample chamber and also recorded data through the DAQ.
3.3.2 Hall measurements and Material Characterization
The Hall bar as shown in Fig. 3.6, was fabricated by standard photolithography 
technique and wet chemical etching. The electronic length and width of the Hall bar 
are approximately 200 pm and 40 pm, respectively. The contacts are denoted in the 
plot. The Hall bar is biased by a current I  fi*om the contacts C; to C2, and exposed to 
a perpendicular magnetic field B. The Hall voltage Vxy is measured between one or 
other pair of the sense contacts across the bar (for example Si - S3 , S2  - S^. A  pair of 
the sense contacts along the bar (Sj - S2 , S3  - S4 ) is used for precise measurement of 
the longitudinal voltage drop along the sample - F^.
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Fig 3.6 A image of the Hall bar device. Current contacts are denoted 
by C, sense contacts are denoted by S. the Hall voltage Vxy is 
measured between Sf, S3 , and the longitudinal voltage Vxx is 
measured between S3 , S4 .
An example of the experimental and the two-carrier model fitting data of /?;g; at 1.8 K 
are shown in Fig. 3.7 (a). The fitting results as a function of temperature are shown in 
Fig. 3.7 (b). As the temperature decreases the majority conduction electron 
concentration (designated nj) drops from 5.75x10^^ m'^at 290 K to 4.54x10^^ m'^at 
1.8 K, while the mobility (designated pj) increases from 3.5 m'^V^s'* at 290 K to 
14 m'^V'^s’’ at 20 K and then decreases to 13 m'^ V'^ s'^  at 1.8 K. One the other hand, 
the second kind of electron concentration (designated M2) decreases from 
6.88x10^^ m"^  to 5.85x10^^ m'^  as the temperature goes down from 290 K to 1.8 K. 
However, the mobility (designated P2 ) seems to not change much compares to pi 
while temperature decreases. The decreasing o f /// at low temperature is possibly due 
to the increased electron-electron scattering [25]. Substituting parameters 
h =1.05 X 10'^  ^ Js, e =  1.6 X 10'^  ^ C, U2 d = 4.5x 10"'^  m'^  and ^ = 13 m 'V s'^  into 
Eq. 3.2, a mean free path of lo -  1.5 pm is obtained at 1.8 K.
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Fig. 3.7 (a) The experimental and fitting data of pxy at 1.8 K. (b) The 
two-carrier model fitting data of carrier concentration and mobility 
of the Hall bar sample as a function of temperature. The major kind 
of electrons (black square) concentration n-, drops when the 
temperature decreases, while the mobility pi (red square) increases 
at the temperature range from 290 K to 20 K before it decreases to 
13 m^ V'^ s"^  at 1.8 K. On the other hand, the second kind of electrons 
(black dot) concentration / ? 2  decreases as the temperature goes 
down. However, the mobility of the second kind of electrons P2 (red 
dot) seems to be not changing much compared to pi while 
temperature decreases.
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3.3.3 Shubnikov-de Haas Oscillation Measurements
Fig. 3.8 shows the longitudinal magneto-resistance {Ri) of the deviee shown in 
Fig. 3.4 measured at 2 K at the magnetic field range up to 7 T. The inset shows the 
second order differential of the Rl. The SdH oscillations in Ri are resolved from the 
magnetic field of 2 T. The mobility determined by the two-earrier model is as high as 
~160,000 em^/Vs at low temperature and so the SdH oseilliations should be observed 
below 1 T {pB »  1) as shown in the inset. The apparent lack of clear oscillations in 
Rl this field in the experimental data is due to the parallel conduction from the 
barriers [15, 26]. By photo-excitation of carriers in the QW using photon energy 
above the absorption edge of the QW, but well below that of the barrier, the signal 
generated by the QW can be isolated.
g
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Fig. 3.8 Longitudinal resistance Rl of the Macroscopic Hall Bar 
measured at 2 K as function of magnetic field. The supplied 1033 Hz 
AC Voltage has peak-to-peak amplitude of 1 V with 2 V offset. The 
magnet sweep rate was 0.2 T/min and the lock-in time constant was 
set to 1 s. The SdH oscillations are observed only from the magnetic 
field of 2 T. The inset shows the second order differential of the RL.
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3.4 Photocurrent Measurements of Transport in the QW
3.4.1 Calculation of the Excitation Photon Energy
Due to its small band gap, the conduction band of InSb is highly non-parabolic and 
the mass becomes energy dependent [27]. For semiconductors with non-parabolic 
conduction band, the effective mass is given by (using the eight-band k-p model) 
[28]:
cb 1+
2E
(3.12)
Where m cb is the effective mass at the conduetion-band edge and Eg is the band gap. 
The conduction band (near A: = 0) is described by the dispersion relation:
E
V
2 7,2
2m
(3.13)
cb
where k is the wave vector. If we consider the conduction at the Fermi energy where 
E = Ef and kg = , we obtain
EF —
^Ej-
1/2
& s
mcb
(3.14)
Using the parameters m*cb = 0.014/Mg where mo = 9.1 x 10’^  ^ kg, H2 d = 4.5 x 10^  ^m'  ^
and Eg ~  0.25 eV (taking into account the effect o f strain on the band gap [29].), we 
calculate the Fermi energy has the value of -60 meV (energy zero is taken to be the 
edge of the conduction band). Due to the heavily (5-doping (see Fig. 3.2), the QW is
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degenerate leaving the Fermi energy in the conduction band. In order to optically 
create electrons at the Fermi energy, the photon energy will need to match the band 
gap plus the Fermi energy. Therefore a wavelength o f 4pm with energy of 310 meV 
is ideal to modulate the QW.
The laser facility we used in the initial photocurrent studies was a Ti:sapphire femto­
second ultrafast laser with a power less than 1 mW at the magnet stage. Its tuneable 
wavelength typically ranges from 0.8 - 6 pm. A CW laser approximation is used as 
the laser pulse frequency o f 250 kHz is 250 times faster than the laser chopping 
frequency (~1 kHz). In addition, there is a 1-Mfl series resistor in the electronic 
circuit and a capacitance o f -10  - 100 pF (between the twisted-pair cables inside the 
magnet). This gives the time constant of the circuit at least 10 times longer than the 
laser pulse separation. By the time the second laser pulse arrives, the effect due to 
the previous pulse has not decayed significantly.
In later experiments the excitation source is switched to a Thorlabs 3.4 pm He-Ne 
CW laser with a power less than 4 mW. Justification for this was the He-Ne laser 
does not have access issues and is more stable than the femto-second laser system. A 
wavelength o f 3.4 pm has a photon energy o f -0.36 eV which is above the QW but 
still far below the barriers. In Sec. 5.3.1 we will demonstrate the shorter wavelength 
does not significantly change the transport property of the QW.
3.4.2 Photoresponse of Transport in the QW
Fig.3.9 shows a schematic of the optical setup on the magnet stage (the optics on the 
ultra-fast system stage are ignored). The light passing through a linear polariser and a
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chopper (1 kHz), is incident on the sample via the optical windows of the magnet. 
The sample was biased by a 2.8 V DC voltage (battery). In order to obtain good 
signal to noise, a lock-in time constant of 3 s was used and the magnet sweep was 
correspondingly set to a low rate of 0.07 T/min.
sample inside
the magnet
chopper
laser linear polariser
Fig. 3.9 Schematic of the optical setup at the magnet stage. There is 
a linear polariser, and a chopper between the laser and the sample 
which is placed inside of the magnet. The mirrors are denoted from 
M1-M6. The dotted box marks the position of the photo-elastic 
modulator (PEM, which will be introduced in Sec. 3.3.3).
Fig. 3.10 shows the photoresponse (the voltage change due to the laser) of the 
macroseopic device as a function of magnetic field at 2 K with the laser being 
modulated at 1.1 kHz. The signal has been greatly improved such that the low-field 
SdH oseillations which were only resolved in the second order differential of the 
purely electrical measured data (inset of Fig. 3.8), are seen from a magnetic field of  
-40  mT in the photoresponse, and the Zeeman splittings were resolved at a field of
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-1  T. The photo-resistance could not be applied here as the photo-current is fairly 
small, any change towards zero will appear as a big spike in the resistance. Note that 
the decreasing in photo-resistance could cause a decrease in the photo-voltage, but it 
could also lead to an increase in the photo-current which may increase the photo­
voltage. Hence the trough in photo-resistance could appear as either a peak or a 
trough in photo-voltage. The filling factors fitting all the troughs were calculated 
using Eq. 3.9 with the carrier concentration of 4.70 x 10^  ^ m'^  {e.g. m at the low 
temperature). This indicates that the deduction in the resistance is reflected in the 
photo-voltage.
The high-field peaks of the Shubnikov-de Haas oscillation can be used to 
approximately estimate the Lande g* factor as they refer to the Fermi energy lying in 
the middle of spin-resolved Landau levels:
= (3.15)
1 m m  2 2
/ = 1,2,3... ( /  = 0 is not observed here). The index plot for the two kinds o f spin is 
shown in Fig. 3.11. Linear fittings should be centred at (-1/2) when 1/B = 0 (hence 
/ = 0) and the difference o f the two intercepts should equal to the value of 
g^PBtn*l{he). Using w* = 0.013, the value of g* factor extracted fi*om the LL index 
plot is 72.1 ± 35.5 which is in the same order of the magnitude as the value has been 
reported in InSb QWs [30, 31]. The error in the extracted g* factor was introduced 
by the linear fitting.
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Fig. 3.10 The photoresponse of the Hall bar device measured in 
4-pm laser. The troughs are denoted by the spin filling factor. The 
Zeeman splitting is resolved at about 1 T. The inset refers to the 
SdH oscillation is observed at about 0.4 T.
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Fig. 3.11 The Index plot of the peak-positions of the photoresponse 
measured at 2 K. Black and red symbols refer to the spin up and 
down. Linear fittings are indicated by the lines.
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The oscillation frequency o f 1/B can also be obtained from the Index plot (Fig. 3. 11) 
by setting / = 1. A frequency o f 0.053 1/T is therefore calculated for spin-resolved 
LLs which can be used to extract the carrier concentration n by Eq. 3.10. Substituting 
all the parameters, the calculated carrier concentration of -4 .4  %10^ m'^is obtained. 
This value is in a good agreement with the one extracted from the two-carrier model 
fitting data (see Fig. 3.7), and also agrees with the value we used to calculate the 
filling factors. This indicates that the laser does not create significantly extra carriers 
but allows us to modulate the signal generated by the QW. We can then ignore the 
changes in carrier concentration.
3.4.3 Optical Spin Orientation
The optical injection of carriers is a powerful method for the study of the properties 
of semiconductors, and the optical injection o f spins, i.e., optical spin 
orientation/pumping [32, 33] is an important method o f spin polarization [34]. It is 
usually defined that optical spin orientation is the field o f research that utilizes the 
circularly polarized light for spin injection and detection in semiconductors via the 
optical selection rules. The intimate relation between spin orientation and light is 
very closely linked to the present field o f semiconductor spintronics since optical 
injection and detection of spin polarized carriers can be easily detected by the 
modulation of polarized light, while electrical spin-injection and detection often need 
more complex device structures, hold many experimental challenges and exhibit 
basic physical obstacles and additional difficulties in interpretation [35-38].
In optical spin orientation, the angular momentum of absorbed circularly polarized 
light is transferred to the medium. Electron orbital momenta are hence directly
96
Chapter 3 Material Characterisation and Experimental Techniques
orientated by light and through spin-orbit coupling electron spins become polarized. 
In direct-gap semiconductors, the selection rules for optical transitions from the 
uppermost valence band to the lowest conduction band are commonly based on the 
most simple and most often applied picture (see Fig.3.12). According to this scheme, 
the transition probability from the heavy hole (HH) states to the conduction band is 
three times larger than from the light hole (LH) states. In bulk semiconductors, we 
thus expect that the maximum strength between heavy and light hole transitions at 
the r  point of the Brillouin zone leads to Ps = 50% electron spin polarization. Where 
P, is defined as
and 7V+, N- is the number of electrons with spin up and down, respectively. The 
degree of electron spin polarization in quantum wells created by circularly polarized 
light can be close to unity, depending on the internal optical transitions involved in 
the excitation.
+ 1/2 - 1/2
T=3
-3/2
HH LH LH HH
VB
Fig3.12 Selection rules and relative transition rates T for optical 
transitions between valence band (VB) states having an effective 
spin S = 3/2 and conduction band (CB) states with S = 1/2. In bulk 
semiconductors the HH states (Sz = ±3/2) are degenerate with the 
LH states (Sz = ±1/2) [39].
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A photo-elastic modulator (PEM), modulates the birefringence of the optical element, 
is used to modulate the circular polarization o f the light [40]. The main advantage o f  
using a PEM rather than a quarter-'wave plates is its high sensitivity. When a PEM is 
used as the key component, its ~40 kHz modulation frequency provides a wide 
dynamic range without unacceptable noise. A PEM in a setup is often detected with a 
lock-in amplifier, excluding many sources o f noise not at the PEM operating 
frequency and attenuating the white noise by the bandwidth o f the lock-in amplifier.
However, spin-dependent photocurrent was not observed in the macroscopic Hall bar 
device. This is because electrons lose the memory of their original spins after certain 
time Ts, hence the system changes to a spin equilibrium condition from a non­
equilibrium. This Ts is the so-called spin lifetime [41]. It determines how long the 
system stays spin-polarised. In a modulation doped InSb QW, the spin lifetime is 
measured to be sub-pico second [30] which is not long enough for electrons to travel 
through a macroscopic device before they lose their spins. Therefore, in order to 
obtain spin-dependent photocurrent, nano-scale devices are required.
3.5 Summary
Detailed electronic characterization of 2DEG by means o f magneto-transport was 
presented in this chapter. The temperature dependence o f Hall measurements were 
performed in order to extract the carrier concentration and mobility by using a two- 
carrier model. The low temperature (1.8 K) mean free path o f the sample was 
estimated to be about 1.5 pm. The Shubnikov-de haas oscillation in the Hall 
resistance was found to be strongly affected by parallel conduction from the barrier 
layer. It is proposed in this thesis to employ a laser to excite carriers only in the QW,
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thus the signal due to the parallel conduction paths can be eliminated. Additionally, 
the photo-response also allows us to optically pump the spins by using a PEM, 
providing a potential way to investigate spin-dependent phenomena. The results 
show that the photo-response measurement has successfully improved the 
Shubnikov-de haas oscillations without introducing significant extra carriers into the 
well.
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Chapter 4
Semi-classical Billiard-ball Model
In this chapter, we introduce a eustomed Monte Carlo method of modeling based on 
classical ballistic transport using a billiard-ball model proposed by Beenakker and 
Houten [1]. Classical billiard-ball models have been used for several decades by 
physicists and mathematicians to study simple dynamical systems. In this model, 
particles are treated as idealized “billiard-balls”, travelling in straight lines at zero 
magnetic field and reflecting elastically off boundaries. To calculate the classical 
resistance o f ballistic junctions the transmission probabilities are determined by a 
Monte Carlo evaluation: the ballistic trajectories o f a large number of electrons are 
traced among the contacts and counted how many went between each pair o f leads. 
Using these transmission probabilities, the resistances that between the various 
contacts of the device in the ballistic regime can be calculated by the formulism 
developed by Landauer [2] and Buttiker [3].
Ballistic transport is also studied by a quantum mechanical method. While quantum 
mechanics is not necessary to explain the anomalous effects in the nano-structures 
considered, it does play a prominent role in the fine structure observed in the mK 
temperature range [4]. Experiments have shown that geometry-dependent effects in 
ballistic nano-junctions can be characterized by the billiard-ball model although it 
fails to reproduce the low-temperature fluctuations which come from quantum
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interference [5]. In this chapter, we will introduce the simulation we have developed 
using a classical billiard-ball model and Landauer-Buttiker formulism with additional 
effects of spin precession.
4.1 Landauer-Buttiker Formulism
The transport properties o f the devices scaled down to the mesoscopic regime has 
historically revealed a few surprises: e.g. the Hall voltage is quantized as a function 
of external magnetic field, and Ohm’s law does not hold in ballistic devices [6]. A 
widely used method to understand the particularities of the mesoscopic transport is 
the so-called Landauer-Buttiker (L-B) Formulism [3]. In the L-B formulism, the 
current through a sample is related to the electron’s transmission probabilities 
between the various contacts. Although the L-B formulism can be applied to any 
arbitrary dimensions, we will consider only a two-dimensional system. The L-B 
formalism is based on a few assumptions:
1. The contaet leads are strictly non-reflecting one-dimensional quantum 
channels that the current flowing from the sample into the contacts is not 
reflected back into the sample.
2. The sample is a ballistic conductor. If the carrier mean free path is much 
larger than the channel length defined by the device geometry, the carriers 
will travel through the channel ballistically without momentum scattering 
from impurities. Hence, the system is in the classical ballistic regime where
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the scattering of electrons at the side-wall dominates the resistance rather than 
the impurity scattering.
3. The device is working in the low temperature regime so that electrons are at 
the Fermi energy.
These essential assumptions dictate the electrons can “see” the whole conductor 
including the voltage contacts within a phase-relaxation length. A four-terminal 
structure with an arbitrary shape is depicted in Fig.4.1. The four contacts have the 
energy potentials pi, p 2 , P3  and p 4 . It is convenient to introduce a fifth energy 
potential po which is smaller or equal to the lowest of the other four potentials. Thus 
the current injected to the sample by contact i (z=l,2,3 and 4) is (e//z)A//. and the 
current reflected back to the contact is given by (e/A)(l-R .JA//. where R.. is the 
probability that electrons are reflected back to the original contact i. Electrons which 
are injected by the other contact j  (J = 1,2,3,4 and j  f  Î) will reduce the current in 
contact i by - ^ { e / h)TylsjUj where Ty is the probability that electrons transmit from 
contact j  to i. Collecting there results yields.
(4.1)
where Ra+'^Ty = 1. Note that these currents are irrelevant to the reference potential
j*i
Po-
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C
C
C
C
3
2
Fig.4.1 Arbitrary conductor with four terminals connected by 
perfect contacts to four reservoirs at chemical potentials p1, p2, p3 
and p4.
Consider = /i. / e , a generalised resistanee of the sample with the current flowing 
from contact m io n and voltage potential is measured cross the contact k and I, is 
given by:
(4.2)
where D  = { h / " ^ 12^21 (4.3a)
cz,, = (e' / A) [(1 -  )^ -  (7;, + )(?;, + ^ , )] / ^  (4.3b)
(4.3c)
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«2, = ie'^lh)(T^,T,, + r „ ) /S  (4.3d)
«22  = (eV /2 )[(l-J?^ )5 -(7 ),+ 7 ;,)(7 ’3j+7;,)]/5' (4.3e)
■^ “ ^ 2 + ^ 4 + ^ 2 + ? 4 1 + ^ 3 + ^ 3  ( 4 - 3 f )
Here D is a positive dimensionless number determined by Ru and Tÿ not dependent 
on the indices mn, kl, i.e. independent o f the configuration used to inject current and 
measure voltage.
4.2 Billiard-ball model
The billiard-ball model [1] which treats electrons as classical particles (billiard-balls) 
at the Fermi energy has successfully described the electron transport in the 
mesoscopic regime [7-10]. The model includes the effects o f boundary scattering, as 
well as the effects caused by the specific geometry o f the device such as the rounding 
of the sample junction comers which gives extra features in the magneto-transport. It 
describes transport in ballistic regime, seems reasonable to neglect scattering from 
impurities completely and to view the transport properties in terms o f scattering from 
the geometry o f the junction. The results o f this modelling agree very well with the 
experimental results observed in multi probe quantum wires [7].
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4.2.1 Mechanisms of Rounded Junction Scattering
The variety of magneto-resistance anomalies observed in narrow Hall bars, e. g. the 
quenched Hall effect and negative bend resistanee, can be explained by means o f the 
effect of the curved trajectories o f electrons in a perpendicular magnetic field (this 
will be further discussed in the later section) [1, 7, 11]. At very small fields 
collimation and scrambling are the typical effects. Rounded comers tend to collimate 
the electrons within an injection or acceptance cone o f smaller than 90° angular 
opening. This is the hom collimation effect, [see Fig.4.2 (a)] Since the injection and 
acceptance cone of two perpendicular channels do not overlap, an electron 
approaching the side probe will be reflected and undergo multiple reflections in the 
junction region. The trajectory is thus scrambled [see Fig.4.2 (b)], whereby the 
probability for electron moving to the left or right side probe is equalized in a weak 
magnetic field. This is the nozzle mechanism proposed by Baranger and Stone [12]. 
However, scrambling is less effective in the geometry shown in Fig.4.2 (c), in which 
a large part of the boundary in the junction is oriented at approximately 45° with the 
channel axis. An electron reflected from one side probe from this junction has a 
relatively large probability of entering the opposite side probe. This is rebound 
mechanism proposed by Ford et al. [13]. At somewhat larger magnetic fields, 
guiding takes over. As illustrated in Fig. 4.2 (d), the electron is guided by the 
magnetic field along equipotential around the comer. The guiding is fully effective 
when the cyclotron radius becomes smaller than the minimal radius o f the curvature 
of the junction comer.
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Fig.4.2 Examples of mechanisms of junction scattering for (a) 
collimating, (b) scrambling, (c) rebound and (d) guiding.
4.2.2 Diffusive Boundary Scattering
The billiard-ball model has sueeessfully reproduced anomalous magnétorésistance 
phenomena. However, comparison to the experimental results reveals significant 
differences which appear to arise from random scattering. These anomalies are fully 
explained only when the boundary scattering is specular and with adequate mean free 
path, so that electrons can follow trajectories through junctions without the loss of 
momentum memory [14]. In order to introduce the effects of both diffusive boundary 
scattering and impurity scattering to the model, both the number of boundary 
collisions and the total trajectory length are recorded for each electron, if  either 
quantity surpass some pre-set value (e.g. the mean free path in the case of path length)
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the trajectory calculation is then stopped and the electron is ascribed randomly to one 
of the reservoirs [15, 16]. In this way, the long path length and multiply scattered 
trajectories contribute equally to all the reservoirs. This is not realistic as it ignores 
the case where some reservoir may be shadowed from a collision point and hence 
have small transmission probability. Blaikie et al. [7] incorporated difftisive 
boundary scattering into the model by means o f specularity coefficient p  such that at 
every collision the electron will scatter diffusively by the probability o f (7 - /?). In the 
diffusive scattering the electron is reinjected into the device with an angle randomly 
chosen. The study [8] of diffusive boundary collisions suggests that the electron 
becomes more likely to travel in the forward direction. This is because electrons 
injected with large angles with respect to the lead axis will suffer more boundary 
scattering than those with small angles, therefore are more likely to be scattered 
backwards before reaching the junction. This will tend to increase the probability of  
those electrons, which reach the junction, to go straight across it rather than to be 
scattered into one o f the side probes.
4.3 Use of the Billiard-ball Model to Calculate Transmission 
Probability in a Magnetic Field
In order to support simulation o f magnétorésistance phenomena, the model allows a 
magnetic field to be perpendicularly applied to the device, dynamically calculating 
the Lorentz force using the vector cross product o f particles velocities and the 
applied magnetic field. However this model does not include the quantization of 
Landau levels as the field region has been studied in this thesis (-0.2 T) is below the 
point where Landau levels are resolved. It is assumed that electron motion is in 2D 
only and a magnetic free zone is introduced in the end of injection lead e.g. electrons
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are injected into the sample at a certain distance above the end o f the injection lead 
[1]. This prevents localised electrons that have cyclotron diameters less than the 
channel width from being immediately reflected back into the injection contact 
which falsely increases the electron reflection probability Ru. The transmission and 
reflection probabilities are obtained by injecting a large number o f electrons and 
following their classical trajectories until they leave the device via other (or the same) 
lead. A square-well confining potential is assumed, so the electrons are injected with 
the usual cosine distribution, P(«) = l/2cos(« ) [8], where a is the angle o f the 
electron wave vector related to the channel axis. Zero temperature is assumed, so the 
electrons are injected at the Fermi energy and the internal electric fields are neglected.
Our billiard-ball model is programmed in Labview 2011, in order to verify our 
simulator is working correctly, the outputted transmission probabilities were 
compared with those reported in the literature. Fig. 4.3 shows the results o f  
transmission probabilities simulated on the device geometry (which is similar to the 
devices shown in Fig. 4.2) that was studied by Blaikie et al. [7]. The four-terminal 
device has a length to width ratio o f 7.5, comer radius to width ratio o f 2, and purely 
specular boundary scattering is used, e.g. p  = 1. The transmission probabilities can 
be estimated in terms o f Tp the transmission probability for the forward transmission 
and the probabilities to the left and right probes Tl and Tr. p  is the magnetic field 
normalised by BQ=m*Vp. ! e w , where w  is the width o f the device channel. The 
results show that our model has reproduced the data in the literature (see the inset).
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Fig.4.3 Transmission probabilities reproduced on the device 
studied by literature [7]. The inset shows the results obtained by 
Blaikie et al. for comparison. The number of electrons simulated is 
20000.
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4.4 Incorporating Spin Splitting into the Model
Spin dependent cyclotron motion is often treated in terms o f adiabatic-spin 
semiclassics [17-21], as defined by Zulicke et al. [17]. In this limit there are classical 
trajectories associated with each o f the quantized spin states projected along the 
precession vector, Ù . This spin projection is kept frozen and as such can be used to 
describe the splitting in terms o f the two possible projections of an S =1/2 electron. 
The spin is not allowed to process even though the precession frequency due to the 
Rashba interaction would be 5.1 THz for a = 0.1 eVÂ and ^  = 1.68 xlO  ^m '\ which 
is large compared to the cyclotron frequency o f 1.9 THz for InSb at 0.15 T (where 
the spin-dependent signal is experimentally observed in this thesis ). Therefore we 
should consider the limit described by Zulicke et al. [17] of spin-orbit entwined 
semiclassics in which the position, momentum and spin angular-momentum 
operators of the electron are intertwined (mixed) as given by Eq. 3 in reference [17]. 
However, there is no reported application of this approach to describe spin focusing 
or any other spin dependent ballistic transport effect. Hence we propose to 
incorporate spins into the billiard-ball model by introducing a spin-dependent energy 
and spin precession. In this way we have entwined the dynamic spin and the orbital 
motion of the electron. This entwining (mixing) has been achieved by firstly 
considering the acceleration of the electron due to the Lorentz force in an applied 
magnetic field.
J: eB
V = —  
m -V,
V 0  y
(4.4)
where v is the velocity of the electron, and B is an out-of plane magnetic field. The 
magnitude o f this velocity is determined by the electron energy |v| =  ^ 2 5 '^ /w* , 
which has a spin dependent component due to contributions from Zeeman and
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inversion asymmetry terms. We assume that the electron’s total energy is conserved. 
This total energy is approximately equal to ^ Ej. l { l m ) , although we
ignore the potential energy. The spin dependent energy is then given by (as shown in 
Fig. 4.4)
(4.5)
where k is the magnitude of the wave vector, which is now spin-dependent because 
of energy conservation. As o, the projection of spin along changes, so does k. a 
is given by
S O .  
cr =  ^ - z r  
S Q
(4.6)
where is S the spin vector and O is a function o f ^ as a consequence o f the spin- 
orbit interaction
n  = -
h
^-2akp
2ak^
\S
(4.7)
This includes both Zeeman and Rashba terms but excludes Dresselhaus terms for 
simplicity.
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Eq. 4.6 can be compared with the common description of the Rashba spin-splitting 
where a = ± \,  so that the spin dependent term in Eq. 4.5 is AE = 2ak  for = 0 and 
AE = when 0.
Fig.4.4 Schematic of energy splitting in conduction band due to 
spin orbit coupling. Electrons are injected at the Fermi energy have 
different values of k for different spins.
The spin is evolved using the cross product,
S = ClxS (4.8)
Using an iterative process with a suitable time increment {AT = 1x10“’  ^ s) the path 
and spin orientation of an electron can be tracked as it travels ballistically through a 
device. The code runs in the following sequence:
1. Calculate Q using Eq. 4.7;
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2. Calculate o using Eq. 4.6;
3. Calculate acceleration of electron using Eq. 4.4 and increment velocity for 
time interval/!T;
4. Adjust magnitude o f velocity using energy conservation, Eq. 4.5;
5. Move electron for time interval A T ;
6. Adjust spin vector S using Eq. 4.8 and repeat from step 1.
Parabolicity and single sub-band occupancy is assumed in this model. The simulation 
results of spin-dependent transport will be further discussed in the Chapter 5.
4.5 Summary
Landauer-Buttiker formulism and a billiard-ball model were presented as a semi- 
classical model simulating ballistic transport. Detailed scattering mechanisms were 
specified. The model includes diffusive boundary scattering by introducing a 
specularity coefficient p  such that at every collision the electron will scatter 
diffusively by the probability o f (1 - p). The model also allows a perpendicular 
magnetic field to be applied to the device in order to simulate magnetoresistance 
phenomena. Our Labview coded billiard-ball programme has successfully
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reproduced the results of the device geometry studied in the Literature. We 
incorporate the Rashba effect in to the model as well as Zeeman splitting allowing 
the spin to process along the precession wave vector. However, the Dresselhaus 
effect is ignored as it is insignificant [18]. The results of the simulation using this 
spin-dependent semi-classical billiard-ball model will be discussed in detail in the 
chapter 5.
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Chapter 5
Spin Dependent Ballistic Transport in InSb 
QW devices
In the laboratory large magnetic fields are commonly used to produce spin 
populations in semiconductors via the Zeeman effect which can enable the study of 
spin related phenomenon. However, the use of large magnetic fields in consumer 
electronics is not a viable option. Using small magnetic fields, high mobility 
semiconductor quantum wells such as InSb exhibit intriguing magneto-resistance 
effects such as weak localisation [1], however such effects are only observed at very 
low temperatures. In nanoscale structures where electrons are in the ballistic regime, 
additional effects can be observed due to the magneto size effect [2-4]. It has been 
previously demonstrated that the cyclotron motion in highly spin-orbit coupled 
materials is spin dependent [5]. Therefore, by tuning the (low) magnetic field, spin 
filtering properties that do not require the inclusion of magnetic materials could be 
produced. In this chapter the methods of the determination o f ballistic transport are 
firstly described. Then the spin-dependent photocurrents observed in longitudinal 
resistance and transverse electron focusing geometries are presented.
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5.1 Determination of Ballistic transport
Ballistic transport has been widely studied in “mesoscopic”-scale deviees [6-10]. The 
amount of large-angle scattering is charaeterized by measuring the so-called bend 
resistance. To determine whether the transport is ballistic in nature, bend resistance 
measurements can be used. Fig. 5.1 shows a schematic of a four-terminal device 
which is denoted by leads numbers. The bend resistance % )  is given by
Rb = ^  (5.1)
■^32
where the voltage between the two adjacent leads 4 and 1 is measured while passing 
current through the other two terminal 3 and 2. In the absence of an applied magnetic 
field, a large percentage of ballistic electrons injected fi*om lead 2 will travel 
ballistically to lead 4. On the other hand, diffusive electrons stay longer in the 
junction area due to many scattering events. If the electrons stay in the junction 
region long enough, the applied electric field can push them to lead 3. The sign o f the 
measured voltage indicates whether the majority of electrons are moving ballistically 
or diffusively. The bend resistance is negative if  the contribution by the ballistic 
electrons exceeds that by the diffusive electrons. This negative bend resist, is 
therefore characteristic o f ballistic transport [8, 9].
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ballistic
Fig. 5.1 The structure of a four-terminal device. The leads are 
denoted by numbers. In the bend resistance measurement the 
current is injected from the lead 3 to 2, and the voltage is measured 
between the lead 4 and 1. If the device is in the ballistic regime, the 
electrons injected from the lead 2 will travel straight to the lead 4 
before small perpendicular magnetic field bends them to other 
leads. Hence a negative bend resistance is expected to be seen at 
zero field. Arrowed lines indicate the ballistic and the diffusive 
trajectory.
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5.1.1 Observation of Negative Bend Resistance
A SEM image of the nanoscale Hall bar device studied in this section is shown in 
Fig. 5.2. The Hall crosses have a measured width of approximately 500 nm. The Hall 
bridge between the inner two Hall crosses has a length of L ~ 8 pm. As the 2DEG is 
physically removed in the etching regions, the edges of the channel are exposed to 
the atmosphere, therefore traps and surface damaging will produce depletion in the 
2DEG near the channel edges [11-13]. Therefore the estimate of the effective 
channel width is w/ ~ 300 nm [14]. The junction comers are nominally square, but 
there is a small unavoidable rounding of the comers resulting from the large 
proximity effect in the electron beam lithography of InSb.
8/12/2011 ; HV Spot! Mag Del HFW WD ' Tilt 
4:27:05 PM 110.0 kV^  2.0 ' 14022x, ETD'19.28 urn: 8.7 mm 0.2 '
 5.0pm-------
University of Surre
Fig. 5.2 A SEM image of the nanoscale Hall bar device with the 
denoted contact numbers. The Hall crosses have an effective width 
of 300 nm and the Hall bridge between the inner two crosses has a 
separation of approximately 8  pm (indicated by the arrowed lines).
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Fig. 5.3 shows the low field results of the bend resistance measurements as a 
function of temperature obtained for the nanoscale Hall cross in the dark (without 
light, purely electrical). A current of 5 pA was injected from leads 1 to 2 and the 
voltage was measured between leads 6 and 4. A substantial negative resistance 
around zero field is seen. The resistance becomes less negative at small 
perpendicular magnetic fields as the Lorentz force bends the electron trajectories 
towards the opposite voltage contact. Asymmetry in the field dependence is observed 
which has been demonstrated that this originates from the asymmetry in the junction 
geometry [14]. In addition, a small overshoot is seen at about 300 mT, due to 
rebound trajectories in the rounded cross junction that increase the probability of 
electrons reaching the opposite voltage contact [see Fig. 4.2 (c)]. The negative bend 
resistance persists up to 175 K. A noticeable ballistic component is seen up to 200 K 
(as indicated by the central trough in bend resistance) although the bend resistance is 
greater than zero at zero magnetic field. At zero field the magnitude o f the negative 
bend resistance decreases as the temperature increases. This implies that the diffusive 
component increases and overtakes the ballistic contribution at temperatures higher 
than 175 K. This is because the temperature is increased, the mean free path of 
electrons is reduced, diffusive transport starts to dominate and the bend resistance at 
zero magnetic field therefore becomes less negative. If the quantum well is the only 
contribution to the conductance at all temperatures, then the data indicates that the 
channel width is greater than the mean free path at temperatures higher than 175 K. 
Alternatively the diffusive conduction at higher temperatures could be due to the 
parallel conduction through a layer parallel to the quantum well [15, 16].
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Fig. 5.3 Bend resistance of the nanoscale Hall cross as function of 
temperature in the dark. A negative peak around zero magnetic field 
is seen up to 175 K. At zero field the magnitude of the negative bend 
resistance decreases as the temperature increases, because the 
mean free path of electron is reduced when the temperature goes 
up. A small overshoot is observed around 300 mT, due to rebound 
trajectories in the rounded cross junction that increase the 
probability of electrons reaching the opposite voltage contact.
To verify the presence of parallel conduction paths, Hall measurements were 
performed on this device. Fig. 5.4 shows the temperature dependence o f the Hall 
resistance. For temperatures higher than 150 K, the Hall resistance starts to curve 
with respect to magnetic field. This non-linearity is pronounced at room temperature, 
which implies that there is more than one type of carrier contributing to the 
conductance at higher temperatures. The values of mobility and carrier concentration 
extracted from the Hall measurements at 200 K, where the negative bend resistance 
is absent, indicates that the mean free path is still 620 nm (for n = 5x10’  ^ m'  ^ and 
p = 5.3 Vs'*m'^) which is greater than the effective cross size of 300 nm. Hence we
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conclude that the disappearance of negative bend resistance at higher temperatures is 
primarily caused by the presence of parallel conduction paths.
300K
275K
250K
100K
Field (T)
Fig. 5.4 Temperature dependence of Hall resistance of nanoscale 
Hall bar device. The non-linearity appears at the temperature higher 
than 150K and is pronounced at room temperature, indicating the 
presence of more than one type of carriers at higher temperatures.
Fig. 5.5 shows the results that were measured with the current and voltage contaets 
interchanged and also repeated with the contacts rotated 90° at 6 K. The signal is 
perfectly mirrored when the current and voltage contaets are interchanged. However 
the overshoots disappear when the eurrent injected from leads 1 to 2 as well as when 
the current is supplied from leads 6 to 4. Earlier experimental [17] and theoretical [18] 
work has shown that the overshoot in the bend resistance only appears when the 
comers are rounded. At small magnetic fields, the centre of the angular distribution 
of electrons is shifted off centre by the Lorentz foree. The trajectories that will 
dominate the bend resistance are those which suffer a single boundary collision 
within the rounded junction comer, such as the “rebound” trajectories shown in
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Fig. 4.2 (c). For such a collision within the cornered junction, the lead towards which 
the eleetrons are directed by the Lorentz foree, is shadowed by the eomer, so the 
electron is more likely to enter the opposite lead giving positive resistanee. Negative 
bend resistanee can be enhaneed by diffusive boundary seattering since the electrons 
are more eollimated in the forward direetion, henee more likely to go straight across 
the junetion and increase the magnitude of the negative bend resistanee.
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Fig. 5.5 Negative bend resistance measured with the current and 
voltage contacts interchanged and also repeated with the contacts 
rotated 90°.
The photoresponse of the bend resistance is shown in Fig. 5.6. Compared to the dark 
data, there are repeatable fine features for the whole magnetie field range shown at 
low temperatures. Two peaks appearing at each side of the field of 0.15 T, deeeases 
as the temperature inereases and eventually disappear along with other fine features 
at 50 K, while a noticeable bend resistanee feature around zero magnetic field is
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observed up to 110 K in photoresponse. In addition, the signal does not depend on 
the helicity of the light (not shown here) indieating that the fine features are unlikely 
to be spin-related.
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Field (T)
Fig. 5.6 Photoresponse of the nanoscale Hall cross in bend 
resistance geometry. Data is stacked by the offset of 1.5 pV for 
clarity. The dashed line indicates zero field.
5.1.2 Observation of Hall Quenching Effect
The eleetrieal properties of a semiconduetor sample can show large deviations from 
the elassically expected properties when the sample dimensions are redueed below 
some eharaeteristie length. The study of transport properties in this mesoscopie 
regime produced the discoveries such as the quenching of the Hall effect which is 
one of the signatures of ballistie transport other than negative bend resistance and 
transverse electron focusing (which will be introdueed in Sec. 5.3) [19]. The 
quenching of the Hall effeet is a low field phenomenon (below the threshold
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magnetic field) where a plateau o f zero Hall resistance occurs that is unrelated to the 
quantum Hall effect which appears at much higher magnetic fields. Roukes et al. [20] 
first discovered this effect in very narrow high mobility wires (width ~ 100 nm) 
measured in the standard etched cross in the 2DEG of a GaAs/AlGaAs 
heterostructure. Later work [21-24] confirmed the effect and clearly indicated that it 
was generic in the sense that it occurred for differently fabricated ballistic 
microstructures over a wide range of carrier densities. Typically, the quenching 
feature of the Hall resistance as function of magnetic field, although not perfectly 
zero, has an average slope at low field when B is less than the threshold magnetic 
field which varies with the width o f the wire.
It has been proposed by Beenakker and Houten [25] that the Hall resistance would be 
quenched if  the channel width were smaller than the size of the edge states [2] 
formed by the Lorentz force, but the quantitative agreement was not supported by the 
experiments [21, 26]. Subsequent microscopic calculations assuming idealized 
weakly coupled Hall probes failed to show quenching [27, 28]. In order to 
understand the origin of the Hall quenching effect, theoretical efforts [29-31] have 
been made on models o f quantum-mechanical propagation and scattering, as in an 
electron waveguide. In these models the presence o f only a small number of 
occupied transverse waveguide modes, due to the quantization of transverse direction, 
would fundamentally alter the nature o f the electron transport. This is certainly 
necessary for the features which appear only at the lowest temperature, but the Hall 
quenching has a relatively weak temperature dependence suggesting a different 
origin. The semi-classical billiard-ball model for ballistic transport based on junction 
scattering (which is described in chapter 4 in detail), as an electron billiard, has 
successfully exhibited the phenomenon of Hall quenching. In this model, the specific
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shape o f the device junction is accurately modelled. The rounded comers at the 
junction between the main channel and the side branches ean lead to a suppression of 
the Hall resistance. As in a small magnetic field which is not efficient to form edge 
states, electrons can undergo multiple-reflection at the rounded comer hence 
scrambled into the “wrong” contact (not the contact where the Lorentz force is 
directing it to) which induces the quenching [see Fig. 4.2 (b)].
Fig. 5.7 shows the temperature dependence o f the photoresponse in Hall 
configuration at the magnetic field up to IT. The dashed black line refers to the dark 
Hall resistance at 6 K. The quenching of the Hall effect is seen around zero field in 
the photoresponse while the quenching feature is masked by parallel conduction in 
the dark Hall resistance. The quenching features in photoresponse persist up to 50 K. 
The asymmetry in terms o f magnetic field is possibly due to the asymmetric 
geometry of the device.
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Fig.5.7 The temperature dependence of photoresponse at Hall 
configuration in magnetic fields up to 1T. The current was supplied 
between contacts 1 and 4 in the device shown in Fig. 5.2, and the 
voltage was recorded across contacts 2 and 6. The dashed black 
line refers to the Hall resistance measured in the dark. The 
quenching of Hall effect is seen at near the zero field up to 50K 
while the quenching feature in the dark data is obscured by the 
parallel conduction.
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5.1.3 Introduction to B i  and B 2
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Fig.5.8 The characteristics of magnetic field of Bi and Bg. (A) 
Measured dark Rl (^2, 3 / Iia) . ( VI», 2 / h. 1) and Rh {^, 4 I h, e) of the
device shown in Fig. 5.2. The top axis indicates the magnetic field 
normalized by Bq = fi(2 TTn2Df'^d^w) where electrons cyclotron radius 
matches the channel width. Bi and 6 2  refer to the fields where the 
peaks are expected in Ri_. Also note there is alignment between the 
negative bend resistance and the quenching of Hall effect. (B) The 
billiard-ball model simulation results taken from the study done by 
Blaikie et al. [32], showing that two peaks are predicted at Bi and S2 
in Rl. (C) Second order differential of Rl, Rh and Rb shows clearer 
characteristic features at 6  = B-,, 6 2
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Fig. 5.8 (A) shows the dark longitudinal resistance Rl, bend resistanee Rb and Hall 
resistanee Rh of the device shown in Fig. 5.2. In the plot the top axis indicates the 
magnetie field B normalised by Bo = h(27un2D/^ /^(ew) (here use ri2D = 3.8 x 10^  ^m'  ^
and w = 300 nm, henee Bo = 0.35 T), making the normalized magnetie field p  
equivalent to the ratio of the channel width w to the cyclotron radius Rco, p  = B /  Bo 
= w /  Rco- Note there is alignment between Rl, Re and Rh- This can be explained by 
Landauer-Buttiker formulism. In this formulism (see Eq. 4.2), the Hall and bend 
resistances are related, in a symmetric cross, to the transmission probability for the 
forward transmission Tp and the probabilities to the left and right probes Tl and Tr as 
follows:
=7^,(7;- 7 ^ ) /D  (5.2)
(5.3)
where D  = (Tj^+TjQ\(T^-\-TpŸ +(Tj^+Tpf'\,R^=hl2e^N  and N  is the number o f  
transverse modes at the Fermi energy {N  = k j w ! k ). At a zero magnetie field, the 
transport is ballistic where7], « l» 7 ^ ,7 ] j ,  henee Rb < 0, in contrast to the diffusive 
regime. In a small magnetie field as in the ease o f the negative bend resistanee the 
forward transmission ean be much larger than those into the side arms, and we have 
the approximate result 7?^  «7^(7)j-7].)/27]? . Therefore, the Hall resistance is 
strongly suppressed. As the field increases, where B > Bj (indicated by one o f the 
dashed line in Fig. 5.8), the Lorentz force becomes large enough to guide the 
eleetrons into the “right” probe at which point the Hall resistanee is quickly 
recovered along with the destruction of negative bend resistanee [19, 33].
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There are two peaks in the Rl predicted by the billiard-ball model at 5  ~ and B2  
[see Fig. 5.8 (B)] [32, 33]. The peak at Bi is caused by the destruction o f the 
collimation effeet by a weak magnetic field. This collimation is shown in Fig. 4.2 (a); 
in which eleetrons are initially injected into the channel with large angle with respect 
to the channel axis ean be transformed into small angle trajectories by seattering at 
the rounded junction eomer. The peak at B2  arises from diffusive boundary seattering 
within the channel. A small field will increase the sidewall seattering rate, henee the 
backscattering probability. However, when B > B2  H becomes increasingly difficult 
for electrons to be scattered from a skipping orbits on one sidewall. It has been 
theoretically suggested [34, 35] that Bi ~  0.55Rco and B2  ~  Rco, where Rco is the 
electron’s cyclotron radius, although the value may somewhat vary in experiments 
[14], Although the peaks in experimental Rl shown in Fig. 5.8 are not observed as 
clear as the theory predicted (this is possibly due to the asymmetry o f the device 
junetion comers [32]), the second order differential of the data shows clearer 
eharaeteristie features at B = ^;, 52.
5.2 Spin Dependent Photocurrents in the Narrow Channel
5.2.1 Spin Dependent Ballistic Transport in Narrow Channels
The dependence o f the magneto-transport on the size of the sample has been 
investigated for decades [36]. In nanostmeture devices where electrons are in the 
ballistic regime, they can interfere with the device boundaries giving rise to 
additional classical features in magneto-transport. This phenomenon refers to the 
magneto size effeet which occurs when the electron motion across the channel is 
ballistic [2, 3]. In zero magnetic field, scattering at the channel boundaries inereases 
resistivity (compared to the bulk value) unless the scattering is specular, since the
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specular seattering does not change the direetion o f electrons motion along the 
channel axis. In a non-zero perpendicular magnetie field, electrons feel the Lorentz 
force which results in the eleetrons forming a cyclotron motion. The radius of the 
orbits o f eleetrons at the Fermi energy is given by:
(5-4)eis
Note that the cyclotron radius is inversely proportional to the magnetic field B. If we 
look at eleetrons in a nanowire, at low fields the cyclotron radius is greater than the 
channel width and consequently electrons will scatter from the channel side wall 
more likely than in the absence o f a magnetie field (see Fig. 5.9). This is because 
eleetrons which are injected into the channel at the direction nearly parallel to the 
boundary can be bent towards the sidewall by the weak field. This increases the 
resistivity and a peak has been experimentally observed at 5  = 5; by Thornton et al. 
[37]. Therefore it was argued that the origin of the peak at 5  = 5; is due to diffiisive 
boundary seattering.
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(a) B = 0
(b)
Fig. 5.9 An illustration of the increasing of resistivity at small 
magnetic field. The probability of electrons scattering from sidewall 
is smaller in a zero magnetic field (a) than in a small magnetic field 
(b).
Now if we consider the spin-orbit interaction which can also be viewed as wave 
vector kso with an opposite sign for different spins [5, 38, 39] we correspondingly 
obtain electrons with cyclotron orbits that are spin dependent. The cyclotron radius is 
modified so that:
(5.5)
where Rc^ and Rc are the cyclotron radium for spin up and down. Therefore the 
critical field Bj is different for each spin, producing a magnetic field window B f > B >
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Bi^ {Bi^ and B f  refer to the Bj value for spin up and down), where the eollimation 
effeet for spin up eleetrons has been destroyed (along/or with having reaehed the 
resistivity peak caused by diffusive boundary seattering) while the spin down 
eleetrons with bigger cyclotron radius have not been significantly affected (see Fig. 
5.10). Henee spin up with smaller cyclotron radius will have higher probability to be 
diffusively scattered compared to spin down. Therefore, spin-dependent transport is 
expected aXB^B}.
Fig. 5.10 Illustration of spin-dependent transport at B f > B > B f. 
Due to the spin splitting in cyclotron radius, as the field increases, 
the spins with smaller radius (blue lines) have higher probability to 
be reflected back and/or the junction eollimation effect is destroyed 
first than the opposite spins (red line). Hence the spin dependent 
transport is expected at this field.
5.2.2 Observation of Spin Dependent Photocurrents in the Narrow 
Channel
Fig. 5.11 shows the photoresponse of the nanoseale Hall bar shown in Fig. 5.2 
measured using the 4-pm laser at 6 K. The red line refers to the longitudinal 
photoresponse while the blue line indicates the helicity response which was recorded 
by a Hinds instrument PEM-90 photoelastie modulator. Note that in order to obtain 
the maximum signal, the photo-elastie modulator was removed when the
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photoresponse measurement was been taken. There is a elear peak observed in 
helicity response at the magnetie field of -170 mT where B ^ Bj. It is also observed 
that this peak is reversed at the opposite field as indicated by the dashed lines. In the 
photoresponse we observe two minima that are aligned with the peak and the trough 
in the helicity response, seen at ±170 mT.
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Fig.5.11 Longitudinal photoresponse and helicity response of the 
nanoscale Hall bar device measured using 4 pm laser at 6K. The 
current was supplied between contacts 1 and 4 in the device shown 
in Fig. 5.2, and the voltage was recorded across contacts 2 and 3. 
The red line shows the photoresponse while the blue line refers to 
the helicity response. There are two minima at each side of the field 
at the magnitude of 170 mT in photoresponse where B ~ ± B i. They 
are aligned with a peak and a trough in helicity dependence 
(indicated by dashed lines).
The ttemperature dependence of the photoresponse and helicity response up to 50 K 
is shown in Fig. 5.12 and Fig. 5.13 respectively. As the temperature inereases, the 
fine fluctuation features in the longitudinal photoresponse disappear except for the 
minima aX B ^ B] (indicated by the dashed line). The signal becomes helicity
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independent by 50 K where the carriers have thermal energy of 4.3 meV. The Rashba 
spin splitting is 3 meV (for a = 0.1 eVÂ and kf=  1.54 xio^ m '\ the Zeeman effect 
can be ignored as the associated spin splitting is approximately 0.25 meV), so the 
disappearance o f the helicity dependence with temperature is consistent with the 
suggestion that it is spin-related.
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Fig.5.12 Temperature dependence of the longitudinal 
photoresponse up to 50 K. As the temperature increases, the fine 
fluctuation features in the longitudinal photoresponse vanishes 
except the minima at B = ± 6  ^ (indicated by dashed lines). Data of 
6 K, 10 K, 30 K and 50 K has an offset of 1.5 pV, 8 yV, 3.5 yV and 4.5 
yV, respectively for clarity.
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Fig.5.13 Temperature dependence of the helicity response up to 50 
K. The helicity dependence features at B = ± Bf (indicated by dash 
lines) are seen up to 30 K where the carriers have the kinetic energy 
comparable to the spin splitting in energy. Data of 6 K, 10 K, 30 K 
and 50 K has an offset of 1.5 yV, 8 yV, 3.5 yV and 4.5 yV, 
respectively for clarity.
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5.2.3 Modelling
/ = 4 |Lim
vt’ = 300 nm
Fig.5.14 Trajectories of 1 electron in the simulated nanosacle Hall 
cross device in the field of 0.2 T.
We use the semi-classical spin dependent billiard-ball model (which is described in 
Chapter 4) to simulate our results. The single-cross geometry of the simulated device 
used in the calculation of transmission probabilities Tp, Ti and is shown in Fig. 
5.14, with w = 300 nm, the rounded comer has a radius of 600 nm and the channel 
leads have a length L = 4 pm. Eleetrons are injected 350 nm from the end of the 
bottom contact (above the magnetie free zone). Other variables used in the 
simulation are g = 30 [40], m* = 0.013, n = 3.8x10^^ m'^  and 7  = 0 K. The double- 
cross device geometry we use to calculate Ri  is shown in Fig. 5.15. If the reflection 
at the junction and the change in the electron distribution for electrons transmitted 
across the junetion is ignored, then we obtain [32]:
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l^\ ~ ’ ^ 34 ~ ■> ^ 4 ~
3^1 ~^iJ r
(5.6)
Here we define Ri by Landauer-Buttiker formulism (Eq. 4.2):
(5.7)
6
5
Fig.5.15 Schematic diagram showing the transmission probabilities 
of a double-cross geometry.
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The simulation results are shown in Fig. 5.16 and Fig. 5.17 for a = 0.5 eVÂ,/> = 0.8 
and spins are injeeted with &  = ± 1. Fig. 5.16 shows the total signal of spin up and 
down (whieh equivalent to the dark or photoresponse data) for Rl, Rh, and Rb {Rh 
and Rb are ealeulated by Eq. 5.2 and Eq. 5.3, respectively). Bi and B2  are indicated in 
the plot. Compared to the experimental data (Fig. 5.8), the simulations have 
reasonably reproduced the features at 5  = Bi and B = B2 , although Bi appears at 
lower (normalised field) value of ^ 0.5). Fig. 5.17 shows the Rl for spin up and 
down (in order to optimize the signal, spins are injected in plane, 5'^  = ± 1) for/? = 0.9 
(black), p  = 0.95 (red) and /? = 1 (blue). A difference is seen between spin up and 
down at ~ 0.12 T when /? = 1 (purely specular boundary scattering). As p  decreases 
to 0.95, the spin dependent signal reduces to approximately 30% indicated by the 
dashed line in the set of Fig. 5.17. Therefore, the results of the billiard-ball model 
suggest that the origin of the spin dependence 2d. B ~ Bi is the junction scattering as 
the signal reduces significantly as soon as diffusive boundary scattering is introduced, 
although it should be noted that the use o f the billiard-ball model to simulate a device 
with a length (Z,) longer than the mean fi-ee path is flawed, as well as having two 
extra exits which are not connected (contacts 5 and 6 in Fig. 5.15) in the 
measurements sharing the transmission probabilities. As such, a phenomenological 
description o f ballistic transport may form a better treatment of the data.
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Fig.5.16 Simulated Rl, Rb and Rh of the device shown in Fig. 5.14 
for a = 0.5 eVA and spins are injected with Sz = ± 1, p = 0.8 and N = 
8000, where N is the number of injected electrons. B-, and are 
indicated by the dashed lines. Note Rl has been offseted by 2.0 for 
clarity.
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Fig.5.17 Simulated Rl for a = 0.5 eVA and spins are injected with 
= ± 1, N = 5000, p = 0.9 (black lines), p = 0.95 (red lines) and p = 1 
(blue lines). Closed and open symbols indicate spin up and down, 
respectively. The inset shows the deference between spin up and 
down. The dashed vertical line indicates where the spin dependence 
is observed, and the dotted horizontal line indicates the zero.
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5.2.4 Discussion
The spin dependent photoresponse in Vl has been observed; this section will discuss 
the asymmetry o f the helicity response (reversed peak at opposite magnetic field). As 
illustrated in Fig, 5.18, in a non-zero perpendicular magnetic field (along z-axis), the 
Zeeman splitting lifts the precession vector Q out o f x-y plane by angle 6 q which is 
given by:
Therefore, for electrons at the Fermi energy, Oq is a function o f the magnetic field. If 
spins are populated along the direction that has an angle 6 0  with respect to the z-axis, 
the spin projection a (which is a cosine form of the angle between the spin vector S 
and the precession vector Q , as described by Eq. 4.6.) can have different sign o f 
spin population in opposite magnetic fields, depending on the relationship between 
6 0  and 6 q. A s illustrated in the Fig. 5.18 (a), whenj^j < | ^ | , a  changes the sign in the 
opposite fields while it keeps the same sign in both directions of fields for |^ | > |^ |  
[see Fig. 5.18 (b)]. Note in the case o f 6  ^ = ^  (indicated by purple lines) where (7=0, 
there is no spin splitting for -B.
For 5  ~ 5 ; ~ 0.17 T, oc = 0.1 eVÂ, g  = 30, k =  1.54 x 10^  m '\ Oq '^  5°. Therefore, for 
the spins that are polarized along the magnetic field where |^ | < 5°, an asymmetry 
with respect to the magnetic field in the helicity dependence is expected at B ~ By.
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(a)
2 ak
-Q
► X
Fig.5.18 An Illustration showing the sign changing of the spins at 
opposite magnetic field. The field is applied along the z direction 
while the Rashba effect 2ak (arrowed brown line) is in x-y plane. 
Due to the Zeeman effect (arrowed green lines) a nonzero 
perpendicular magnetic field pulls the precession vector H (arrowed 
dark lines) out of the plane giving an out-of-plane angle 0n, therefore 
the injected spins 5 (arrowed red lines) have the components along 
the precession vector with different sign at opposite fields when (a) 
the along z-axis injected angle l^ ol < 1^1 , or (b) keeps the same 
sign when |^ | > |6k|. The purple lines indicate where|^ol = ^n-
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5.3 Spin Dependent Photocurrents of Transverse Electron Focusing
In ballistic transport, electrons trajectories can be directly controlled by external 
magnetic fields. This effect is usually studied by using the transverse electron 
focusing (TEF) method. Focusing of ballistic electrons in solids was first studied in 
high-purity metals by Sharvin [41] as a tool to investigate the shape of the Fermi 
surface, and later by Tsoi as a powerful method to study surface scattering [42]. It 
has also been employed to investigate electron-phonon interactions [43]. Over the 
past couple o f decades, TEF investigations have been extended to 2DEGs by Van 
Houten et al. [44, 45] using planar point contacts as electron injectors and detectors. 
There are a number of ways to make point contacts including a needle contact system 
which consists of two sharpened needles with a tunable system allowing the needles 
to touch the sample surface properly [46]. However, there are disadvantages o f the 
needle contact system. Firstly, the needles may be made of a soft metal (e.g. 
annealed Cu or Ag), they can shift off the sample surface and requires the sample to 
be warmed up to readjust the needles for a desired contact. Second, touching the 
sample surface can damage the area near the contacts. Thirdly, the needle contacts 
system has a separation limitation of tens of micrometer. Therefore micron or 
submicron contact separations are often made by e-beam lithography [47] which was 
firstly used for TEF studies in a 2DEG by Houten et al. [45]. In their studies, metal 
gate electrodes are deposited on the sample surface to form quantum point contacts 
(QPCs) where narrow constrictions are formed between the two gates. However this 
is technically challenging, as they require a pre-tuned bias to deplete the electrons 
beneath the gates. Here we report spin dependent TEF in a shallow etched narrow 
channel device that does not require QPCs.
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A SEM image o f our electron beam lithography defined, shallow etched device with 
the standard geometry of TEF and its essential features are shown in Fig. 5. 19. The 
contacts are denoted by numbers. Contacts 2 and 3 have a width (w) o f 500 nm and 
are separated (centre to centre) by 1.5 pm {L). Carriers are depleted near the 
sidewalls due to surface states at the etched edge, resulting in a decreased channel 
width of approximately Wf ~ 300 nm. The longitudinal bar has a width of 3 pm {W). 
In the TEF configuration, the two co-linear electrodes (2 and 3), serve as an injector 
and collector of ballistic electrons. The applied perpendicular magnetic field bends 
the electrons into the collector whenever the cyclotron diameter matches the integer 
fraction of the spatial separation of the injector and collector (see the red lines). In 
the presence of spin-orbit coupling which leads to splitting in electron cyclotron 
diameter, at certain fields one kind of spin can be focused into the collector while the 
other spin with bigger cyclotron diameter is reflected off from the side-wall (see the 
solid red and blue lines), therefore spin-dependent TEF can be obtained.
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1
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W f ~  300 nm
Fig.5.19 A SEM image of TEF device with effectively SOOnm wide 
contacts which are separated by L = 1.5 pm space. Electrical 
contacts are labelled 1 - 4 .  The two co-linear electrodes (2 and 3), 
serve as an injector and collector of ballistic electrons. In 
perpendicular magnetic field, the cyclotron diameter equals L/i 
(solid arrows are / = 1 and dashed arrow is / = 2), and a peak can be 
observed in the focusing spectra Rfoc = (16-16)/lt,2- The bule and red 
arrows indicate trajectories of electrons with different spins.
It was reported that the spin-dependent TEF has been observed in p-GaAs [5], n-InSb 
[48, 49] and n-InAs [49]. In the reported p-GaAs [5] study the first focusing peak is 
split by 36 mT for a contact separation of 800 nm. A large in-plane magnetic field 
was applied which removed the spin degeneracy of the injection quantum point 
contact (QPC) and produced a spin filtering effect that was detected at the collection 
QPC. A splitting of the focusing was also observed in a similar n-InSb QPC structure 
[49] though this study did not include the application of an in-plane magnetic field to 
lift the spin degeneracy. However, they attributed higher magnetic field peaks to 
electrons undergoing one sidewall reflection (effectively experiencing two half orbits)
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and due to possible spin flip on reflection this second order peak is split into three. A 
recent theoretical review of this work [38] noted the comparative strengths o f energy 
splitting due to the Rashba interaction that would produce the observed focusing 
peak splittings: in a semi-classical description, the splitting of the first focusing peak 
(AS) can be related to the Rashba parameter a by AuS ~ 4m*aheL, and the related 
energy splitting is AE = 2 a k , (where k is the magnitude of the wave vector) in the p- 
GaAs study is 1.02 eVÂ while for the n-InSb is 0.86 eVÂ [48] and 1.8 eVÂ [49]. 
The respective spin splitting o f 2, 24, and 69 meV for InSb are an order o f magnitude 
greater than would be expected [50]. In particular the 69 meV splitting in InSb is 
approximately one third of the energy gap and is therefore unrealistic. Optical spin 
orientation of excited carriers allows the possibility to detect the separate 
contributions of the spins in a ballistic transport device. In this study report on the 
focusing of photocurrents in a n-InSb device where the effect of spin modulation is 
demonstrated. A Monte-Carlo approach to examine the result of including spin in the 
standard billiard-ball model introduced in chapter 4 is also reported.
5.3.1 Observation of Transverse Electron Focusing
Fig. 5.20 shows the focusing spectra measured at 6 K in the dark. A characteristic 
focusing peak is observed at -0.15 T and additional peaks are observed at 
approximately -0.3 T and -0.5 T which are attributed to the focusing o f electrons 
undergoing one and two sidewall reflections, respectively. These parks are sharper 
and clearer than has been previously reported [5, 48, 49]. Such sharp peaks are the 
result o f the collimation of injected electrons by the narrow contacts channel. The 
observation of the second and third peaks suggests that the scattering taking place at 
the sidewall is dominated by specular scattering, as diffusive scattering randomizes 
the angle of electrons with respect to the axis of the channel reducing the probability
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of electrons reaching the collector. Splitting of the first focusing peak is not observed 
though there is a slight shoulder on the higher magnetic field edge. Shubnikov-de 
Haas oscillations are observed for magnetic fields where the magnitude is higher 
than 0.5 T. At the opposite direetion of field, the signal stays flat as the field bends 
eleetrons away from the colleetor. A mirrored image was produced when the 
measurement was repeated with current and voltage eontacts interehanged (the 
dashed line). In Sec. 3.4.1, we concluded that the changing to shorter wavelength of 
the light (3.4 pm) to modulate the QW, should not introduce significant changes in 
photoresponse. Here it should be emphasised that the fact of the first focusing peak 
being observed at the field we expect using the carrier eoncentration n = 4.4 x 10^  ^
m' ,^ which is extracted from the photoresponse using the wavelength of 4 pm (see 
Sec. 3.4.2), is an evidence that the 3.4 pm laser does not signifieantly ehange the 
property of the QW.
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Fig.5.20 The TEF spectra measured at 6 K in the dark. The dashed 
line refers to the measurement repeated with interchanged current 
and voltage contacts. There are sharp focusing peaks observed 
at -0.15 T, -0.3 T and -0.5 T respectively.
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The temperature dependenee of TEF spectra measured up to 7 T is shown in Fig. 
5.21. The inset refers to the low field data. As the temperature increases, the 
amplitudes of the focusing peaks are reduced. This is due to the decrease of 
electron’s mean free path caused by increasing diffusive momentum scattering 
probability. This can be confirmed by the broadening of the focusing peaks. Because 
the carrier concentration increases as temperature increases (see the temperature 
dependent carrier concentration data in See. 3.3.2), the focusing peaks are shifted to 
higher strength of fields due to the increased electron Fermi energy. In addition, low 
field oscillations disappear when the temperature is raised to 30 K. All three focusing 
peaks are observed up to 70 K.
2K
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20K
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Fig.5.21 Temperature dependence of TEF. As the temperature 
increases, the amplitude of focusing peaks drop and are shifted to 
higher magnetic field strength.
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5.3.2 Spin Dependent Photocurrents in Transverse Electron 
Focusing
The photoresponse and helicity modulated signals measured at 10 K are shown in 
Fig. 5.22. The optical set-up is illustrated in Fig. 3.9, except the PEM was placed 
where marked by the dashed box. The signal response at a chopper frequency (1 kHz) 
and PEM frequency (37 kHz) was measured simultaneously, which allows both the 
photoresponse and the helicity modulated signal to be recorded at the same time. A 
strong peak at -0.15 T is observed in both the photoresponse and helicity dependent 
signals which are coincident with the first electron focusing peak in the dark. There 
are also many other reproducible features in photoresponse signals, some of whieh 
can be attributed to Shubnikov-de Haas oscillations. It should be noted that the peak 
at -0.185 T cannot be the result of spin splitting of the focusing peak, as a separation 
of 50 mT would correspond to a total energy splitting of 27 meV.
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Fig.5.22 Focusing signal with light at 10 K. The red line refers to the 
photoresonse while the blue line indicates the helicity dependence.
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Increasing the in-plane component of the optically orientated spins by rotating the 
sample has a significant effect on the amplitude of the helicity dependent signal. In 
Fig. 5.23 the helicity response is shown for sample rotation angle o f 0°, 15° and 30°. 
The rotation angle with respect to the incident light is illustrated in (b) and (c). With 
nonzero light incident angle, spins can be orientated in the x-z plane where the 
sample is orientated so that the channels o f contacts 2 and 3 are along the y-axis. 
Note that while the sample can be rotated with a known angle 0 around the y-axis, 
there is an offset Oo which is because a spherical mirror (focal length of 300 mm) was 
used to focus the incident light onto the device and the laser not being incident on the 
centre of the spherieal mirror. Note that after each rotation of the sample the laser is 
realigned so that the photoresponse is approximately unchanged. The amplitude of 
the photoresponse normalized to the 0° value is shown in the inset o f Fig. 5.23. The 
observed shift o f the focusing peak to larger magnetic fields is simply due to the 
reduced out-of-plane component o f the magnetic field and therefore larger fields are 
needed to produce the equivalent cyclotron diameters.
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Fig.5.23 (a) Angular dependence of helicity signal using modulated 
circularly polarized light, with sample rotated 0° (black), 15° (red) 
and 30° (blue) at 10 K. Inset: Normalized focusing signals for linear 
polarized photoresponse (red), helicity dependent photoresponse 
(black). The error bar indicates the standard deviation, (b) and (c) 
shows the experimental set-up.
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The temperature dependences of the photoresponse and helicity response are shown 
in Fig. 5.24 and 5.25 respectively. As the temperature is increased, the photoresponse 
signal decreases, approximately in line with the temperature dependent decrease of 
the dark signal. In contrast, the helicity dependent response has completely vanished 
by 50 K. A decreasing electron mean free path with increasing temperature is the 
cause o f the drop in the photoresponse of focusing signal. However, the fact that 
these signals remain visible up to 70 K while the helicity dependent signal abruptly 
disappears as the temperature is increased by 50 K strongly suggests the assertion of 
spin dependent transport. The thermal energy at 50 K corresponds to 4.3 meV which 
is comparable to a Rashba energy splitting o f 3.36 meV for a = 0.1 eVÂ and 
kf= 1.68 X 10^  m '\ The Zeeman Effect can be neglected as the associated energy 
splitting at -0.15 T is approximately 0.25 meV and so would not be expected to be 
visible above 3 K.
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Fig.5.24 Temperature dependence of the photoresponse using 
linearly polarized light. The data has been offset by 3 pV for clarity. 
The dashed line indicates the position of the focusing signal in the 
dark at -135 mT, 0 = 30°.
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Fig.5.25 Temperature dependence of the helicity signal using 
modulated circularly polarized light. The data has been offset by 
0.15 pV for clarity. The dashed line indicates the position of the 
focusing signal in the dark at -135 mT. 8 = 30°.
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5.3.3 Modelling
Fig.5.26 Trajectories of 30 electrons in the simulated focusing 
device in the field of 0.14 T.
The geometry of the simulated device is shown in Fig. 5.26, with w = 300 nm and L 
= 1.5 gm. Channels 2 and 3 have a width of 300 nm with comer edges rounded with 
a radius of 150 nm. Electrons are injected 100 nm from the end of channel 2 (above 
the magnetic free zone). Other variables used in the simulation are g  = 30 [40], 
w*/we= 0.013, n = 5x10^  ^ m' ,^ p  = 0.8 and T = 0 K. The non-local resistance o f our 
focusing device {Riias) using the Landau-Buttiker formulism (Eq. 4.2) is
_ h -^2^1
2^1,43 2 D
(5 .9)
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where Tÿ is the transmission probability from contacts j  to i. If we assume that D, T41  
and T3 1  are slowly varying with magnetic field and T4 1 , T3 1  are comparable in size, 
then the measured signal will be proportional to T 3 2  -  T 4 2 .  So we define,
'^ Foc “  ^2 ~^2 (5.10)
These are shown in Fig. 5.27 for oc = 0.1, 0.2 and 0.5 eVÂ. These focusing peaks 
have a FWHM o f-3 3 mT, whereas the splitting of the peaks are only 1, 5 and 13 mT, 
respectively. A helicity dependent photocurrent measurement should be sensitive to 
the difference between Tpoc for Sx = ± l, this is shown in Fig. 5.28. In this simulated 
signal, the splitting between the peak and trough is approximately the FWHM of the 
focusing peak rather that the shifts in peak due to the Rashba interaction. According 
to our simulation, a large Rashba interaction should result in an increased 
experimentally measured helcity dependent signal. In the inset of Fig. 5.28, we have 
simulated the dark and linear polarized photocurrent signals by adding the Tpoc 
probabilities for 5^  = ±1. The simulation reproduces the form of both these signals, 
with a clear second focusing peak at -0.3 T. In the 7%^  signal there is an 
oscillation above 0.2 T which has a maximum at the second focusing peak position.
160
Chapter 5 Spin Dependent Ballistic Transport in nanoscale InSb QW devices
■ \\
\  \  qS^*’
.°7
0.1 eVÀ
-0.30 -0.25 - 0.20 -0.15 - 0.10 -0.05 0.00
Field (T)
Fig.5.27Transmission probabilities between contact 2 and 3 for 
focusing device shown in Fig. 5.25 for optical orientations of Sx = +1 
(solid symbols) and Sx = -1 (open symbols), with a = 0.1 eVA (dark 
lines), 0.2 eVA (red lines) and 0.5 eVA (blue lines). N=8000 for each 
data point. The data has an offset of 1.0 for clarity. The dashed lines 
indicate the 0.
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Fig.5.28 T Voc - T 'foc for spins optically orientated Sx =+1 and 
Sx= -1. a= 0.1 eVA (blue squares), 0.2 eVA (green circles) and 0.5 
eVA (red triangles). N = 8000 used for a = 0.2 and 0.5 eVA and 
increased to N = 24000 for a = 0.1 eVA to improve signal to noise 
ratio. Inset: T*foc + T'poc for simulated data shown in main figure.
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5.3.4 Discussion
A clear focusing signal at the modulation jfrequency o f the circular polarization has 
been observed; this section will demonstrate that the origin of this signal is due to 
spin dependent transport made visible by the modulated optical orientation of the 
photo-excited carriers and will relate the experimental result to the simulated study.
Firstly, it is necessary to confirm that the signals detected at the PEM jfrequency are 
due to the helicity modulation and not caused by beam defleetions produced by the 
modulated compression o f the PEM’s biréfringent crystal. For this, the focusing 
signals with linear and circular polarized light were measured without removing the 
PEM from the optical setup. This was achieved by simply repositioning the linear 
polarizer to the other side o f the PEM (see Fig. 5.29). As expected the amplitude of 
the photoresponse is unaffected by the repositioning o f the linear polariser, while the 
focusing signal at the PEM modulation frequency is virtually suppressed. This 
confirms our claim that the helicity dependent signals are real and not an artifact of 
the optical setup.
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Fig.5.29 Confirmation that the signal detected at the modulation 
frequency is due to the degree of circular polarization. The position 
of the linear polarizer in the optical set-up is placed before (b) and 
after (c) the PEM to produce linearly polarised and circularly 
polarised, respectively. The signal is modulated at 37 kHz and 1 kHz 
to detect (a) the helicity dependent and (d) photoresponse signals, 
respectively. T = 10 K and 0=30°.
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The angular dependence o f the focusing signals provides the strongest evidence that 
the spin-orbit interactions are the source of the helicity dependent response. In the 
following discussion only the Rashba interaction will be addressed as our theoretical 
calculations have shown that it should dominate over the Dresselhaus terms in this 
type of heterostrueture [50]. The condition where the strongest spin splitting should 
occur is when the spins are orientated parallel to Q (see Eqs. 4.5 and 4.6). In small 
magnetic fields Q is predominantly in-plane and perpendicular to k (Eq. 4.7). As 
the electrons are ejected from contact 2 with an average momentum in the y-direction 
the maximum spin splitting for eleetrons injeeted into the focusing channel is when 
S is along the x-direction. Therefore, increasing 0 will increase the component o f the 
optically orientated spins in the x-direetion and the magnitude of the helicity 
dependent focusing peak, as seen in Fig. 5.23. In the classical model, the result of 
Tpoc -Tpoc is the ease when optical orientation is 100% efficient and the incident light 
is along the x-direction. Note that in this ease a in Eq. 4.6 does not necessarily take 
values of ±1 due to the cosine distribution of initial k and for increasing magnetic 
fields Q is pulled out of the plane. However, in the low field limit {2ak »  gpsB), 
we can approximate the initial spin population ao induced by optical orientation 
along the x-direction as
(To = — —— sin^ = P  sin^ (5.11)0 ^  ,
where N+ and K  are the number of photo-excited eleetrons with spins orientated 
along the direetion of the light, N  is the total number o f photo-exited electrons, Ps is 
the spin polarization, and Ps = 50% for optical pumping (see Sec. 3.4.3).
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Whilst the semi-elassical spin dependent billiard-ball model contains a number of  
approximations, in particular the simplification of the energy relationship in Eq. 4.5, 
it is a useful tool to model spin dependent ballistic transport. Wc note however that 
Tpoc -Tpoc does not reproduce fully the form of helicity dependence, in that the model 
predicts a peak and a trough at the focusing field whereas the helicity dependenee 
signal has a strong peak and a weak trough. For a = 0.1 eVÂ the model predicts a 
degree of asymmetry in the form of the focusing signal (blue lines in Fig. 5.28 but 
not as strong as seen in experiments. A possible cause o f this is the application of the 
Landau-Buttiker formulism we use to relate the transmission probabilities produced 
by the model with the experimental signal. In particular, while we do not expect T4 1 , 
Tsi and D  to have strong field dependence and therefore produce additional structure 
in the data, it could affect the strength o f the focusing signal as a function of field. 
Unfortunately, the billiard-ball model is ill suited to calculate T4 1 , T3 1 and D  as the 
device channel width is large (3 pm) and so localized states and diffusive scattering 
become significant factors.
5.4 Summary
Spin dependent phenomena are more pronounced in ballistic transport, as it reduces 
the probability o f spin randomization by impurity scattering. Therefore, in this 
chapter, the methods of determination of ballistic transport are firstly presented. 
Signatures of ballistic transport including negative bend resistance and quenching of 
the Hall effect have been observed in nanosealc Hall bar device.
Spin dependent photocurrents have been seen in the longitudinal resistance when the 
channel width w ~ 0.5 Rco {Rco is electron cyclotron radius), where the collimation is 
destroyed by magnetic field [shown in Fig. 4.2 (a)] hence a peak is expected in the
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longitudinal resistance. Due to the spin splitting in cyclotron orbits caused by spin- 
orbit coupling, the peak position in terms of the magnetic field is spin dependent, 
therefore, a spin-dependent signal is observed at magnetic fields of ±0.17 T. It is 
also argued the peak at this field (where w  ~ 0.5 Rco) originates from diffusive 
boundary scattering; however, the simulation results of the semi-elassical billiard- 
ball model suggest the spin dependent signal is unlikely due to the diffusive 
boundary scattering. However it is not suitable to use the billiard-ball model to 
simulate the device with a channel length bigger than the mean Jfree path, as well as 
having two extra exits, which are not in use during the measurements, sharing the 
transmission probabilities.
The spin orientation of photocurrents using spin dependent cyclotron motion in a 
transverse electron focusing device has also been observed. In addition, the billiard- 
ball model has been used to simulate the transverse focusing results. In the 
experimental data, a splitting o f the focusing signal is not observed for the purely 
electrical, dark measurement for the device shown in Fig. 5.19 (which is in 
agreement with the simulation). The reason for this is that the splitting is an order of 
magnitude smaller than the broadening of the focusing signal. This is due to the 
relatively large number o f transverse modes in contacts 2 and 3, which arc very 
different from the QPCs used in a previous GaAs study [5]. There is also agreement 
between the experiment and the simulation that a helicity dependent signal should be 
measurable, and that this signal is associated with the spin orientation o f the photo­
excited carriers.
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6.1 Conclusions
By utilizing the spin property o f eleetrons, spintronie devices have great potential of 
having smaller size, lower energy eonsumption, faster switehing than their charge- 
based counterparts. In the field of spintronies research, semiconductors remain 
attractive due to their logie ealeulation capability (logic Boolean ealeulation); the 
considerable knowledge that has been obtained in semiconductor physics with 
traditional devices; the extensive manufaeturing base and the prospect o f integrating 
spintronie deviees with conventional deviees for the potential to integrate spintronies 
and photonics. Scientifically, studies in spin transport and dynamics within 
semiconductors offer an enriching field, combining aspects of magnetism, optics and 
electronics. The initial step of developing semieonductor spintronie deviees is spin 
injection. Ideally, spin injectors would have to demonstrate effieient injection at 
room temperature as well as robustness in fiuetuating environment operating 
conditions, easy fabrieation for a potential need of high throughput. Spin injection 
via the Zeeman effect is not the most praetical way for deviee application as it 
requires large magnetic fields. In this thesis, we have demonstrated spin-dependent
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transport at low magnetic fields (less than 200 mT) for semiconductor spin injection 
without using magnetic materials. It has been achieved by the following steps:
Firstly, the experimental magneto transport results in the maero-seopic Hall (shown 
in Fig. 3.6) bar deviee show that there are parallel conduction paths contributing to 
the conductance. The parallel conduction presents itself as a background in the 
longitudinal resistance smearing out the Shubnikov-de Hass oscillations. Therefore, 
to overcome this problem the measurement o f photoeurrents is adopted, instead of  
pure electrical measurements to eliminate the parallel conduction, by using a laser to 
modulate carriers in the QW. Clear Shubnikov-de Hass oscillations have been 
observed in the photoreresponse implying that the parallel conduction has been 
efficiently excluded; in addition, the carrier concentration extracted from the 
oscillations has a good agreement with the value obtained from Hall measurements 
suggesting that the laser does not change the carrier concentration significantly. 
Spin-dependent transport was not observed in the maero-seopic device; this was 
expected as in maero-seopic devices spins o f eleetrons relax before they reach the 
detector. Therefore, to explore spin-dependent transport nanoseale devices are 
essential.
Secondly, spin dependent phenomena are more pronounced in ballistic transport, as it 
reduces the probability of spin randomization by impurity scattering. Magneto- 
transport in the nanoscale device (shown in Fig. 5.2) has demonstrated that the 
ballistic transport was determined by observing signatures of ballistic transport: 
negative bend resistance and quenching of Hall effect. Negative bend resistance was 
seen up to 175 K. As the temperature increases, although the mean free path remains 
larger than the deviee size, the negative bend resistance vanishes because the buffer
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layer becomes conductive. This was supported by the fact that the Hall resistance 
becomes nonlinear at temperature higher than 175K, suggesting there is more than 
one type of carriers contributing to the conduction.
Quenching in the Hall effect was also observed in the photoresponse. The Hall signal 
stays quenched when the bend resistance is negative demonstrating that most of the 
eleetrons travel straight through the junction before the magnetic field becomes 
strong enough to bend eleetrons away from the forward contact.
Finally, due to the spin-dependent cyclotron radius resulting from spin orbit coupling, 
spin-dependent photoeurrent has been observed in the longitudinal resistance o f the 
nanoscale Hall bar deviee as well as the transverse electron focusing device. At a 
small magnetic field where the channel width w ~ 0.5RcO, the collimation is 
destroyed by the weak magnetic field, therefore, a peak in the longitudinal resistance 
is expected. The collimation shown in Fig. 4.2 (a), in which electrons are initially 
injected with a large angle can be transformed into small angle by the curved 
junction comer [1]. Due to the spin splitting in cyclotron radius caused by spin orbit 
interaction, the magnetic field position of the peak is spin dependent, therefore, a 
spin-dependent signal is observed at fields o f ± 0.17 T. It is also argued that the peak 
at this field (where w ~ 0.5i?co) originates from diffusive boundary scattering; 
however, the simulation results of the semi-elassical billiard-ball model suggest it is 
not likely that the spin dependent signal is due to diffusive boundary scattering. It 
should be noted that the billiard-ball model is not well suited to simulate the deviee 
with a length bigger than the mean free path, and that the two additional potential 
exits for electrons (contacts not used in the measurement) can influence the 
transmission probabilities used in the Landauer-Buttiker formulism. An asymmetry
175
Chapter 6 Conclusions and Future Plans
in the helicity dependent signal is observed due to the spins that are approximately 
injected into the sample parallel to external magnetic field. Therefore, the spin 
projection is dominated by the Zeeman effect which changes the sign o f the 
orientated spins with respect to the precession vector for opposite fields. The 
experimental helicity dependence disappears by 50 K suggesting that the thermal 
broadening becomes comparable to the spin splitting at 50 K.
Spin dependent photoeurrent has also been observed in transverse electron focusing 
device (Fig. 5.19). Clear and sharp focusing peaks are seen in the dark up to 70 K. As 
temperature increases, the focusing peaks become slightly broadened with decreasing 
magnitude. This is caused by the reduced mean free path at higher temperature. As 
the temperature is increased, the photoresponse signal decreases, approximately in 
line with the temperature dependent decrease of the dark signal. Whereas, the 
helicity dependence of transverse electron focusing disappears for temperatures by 
50 K. The increasing in-plane component o f the optically orientated spins, by 
rotating the sample, has a significant effect on the helicity dependence. The angular 
dependence provides the strongest evidence that the in-plane spin-orbit interactions 
(either Rashba or/and Dressaulhas effect) are the source o f the helicity dependent 
response. In addition, the billiard ball model has been used to simulate the spin 
dependence in the transverse focusing geometry. The simulation results agree that 
the spin dependent transport is measurable, although the model is limited to simulate 
devices with a large size and so localised sates and difftisive scattering become 
significant factors.
In summary, spin-related photoeurents have been observed in the nanoscale Hall bar 
deviee and the transverse electron focusing device in low magnetic fields. This
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provides a potential way of produeing efficient spin injection, filtering, manipulation 
and detection properties in nonmagnetic semiconductor devices without using large 
magnetic fields.
6.2 Future Plans
There are a few areas of further investigation that can be made based on the work 
presented in the thesis. These are presented below.
The method o f realisation of spin-dependent transport without using magnetic field 
has been proposed: a lateral interface connecting two regions that have different 
strengths of the spin orbit interaction, can be used to separate spin currents [2, 3]. A 
beam with a nonzero angle of incidence is split after transmission into two spin 
polarized components propagating at different angles. This is referred to as the spin 
refraction effect. To realize the spin refraction effect, several requirements that need 
to be met: (a) ballistic transport, (b) variation o f the strength of spin-orbit interaction 
and (e) nonzero incident angle. According to these requirements, the deviee shown in 
Fig. 6.1 has been designed to realize spin refraction. Ballistic transport has been 
firstly demonstrated in this deviee geometry (see Appendix B); as we introduced in 
See. 1.5.1, the Rashba spin-orbit interaction can be controlled by means o f an 
external electric field [4-6]. Hence a gate is deposited on the top of the device using 
the technique described in See. 2.4. Note the gate has an angle with respect to the 
bottom middle contact where electrons are injected. This assures nonzero incidence 
angle. Applying the external electric field using the gate contact and thereby 
modulating the Rashba interaction in a defined region, the spin refraction effect is 
expected to be observed. This provides a way to produce and detect spin-polarised
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current in a non-magnetic semiconductor device without using a magnetic field. 
However, the first attempt of realisation of spin refraction device was not successful. 
The InSb QW was damaged during either the deposition of the metal gate contact or 
silicon oxide layer. Possible reasons could be that the heat introduced by the 
intensive e-beam writing during the gate deposition changed the properties of the 
InSb QW, or it was damaged by Ga ions during the ion assisted deposition of the Ft 
gate.
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Fig. 6.1 An example of a potential spin refraction device. The 
electron injection contact, voltage contacts and external electrical 
top gate contact are denoted in the plot. The arrowed white and 
colored lines refer to unpolarised and polarised current respectively. 
The electrons are injected into the interface of two areas with 
different strength of Rashba effect which are realised by applying an 
external electrical field. The gate is deposited at an angle with 
respect to the injection contact. This assures nonzero electron 
incident angle which is essential for the spin refraction. Electrons 
injected into the system can be potentially separated into two spins 
propagating at different angles and detected by the two voltage 
contacts. The dark shadow area is where SiOg is deposited.
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Appendix A
Nanoscale Device Fabrication Process Flow
In this appendix, the major steps o f nanoscale InSb QW device fabrieation process 
flow are described. The process begins with sample preparation, followed by metal 
contacts fabrication, mesa fabrication and packaging and wire bonding. The 
following sections will present these steps in detail.
A.l Sample Preparation
1. Sample scribing: scribe a desired sample size from a wafer. Note that for the case 
where both sides of the wafer are polished, the side with a yellowish colour is the 
sample side (InSb) while the bluish side is the AsGa substrate.
2. Sample cleaning: the cleaning procedure is very important as any dirt on the 
sample surface could affect the results in later processes. Standard cleaning 
procedure consists of three steps: first clean the sample with acetone then 
isopropanol, and finally dry with N% gas. More careful cleaning could be taken, e.g. 
acetone with an ultrasonic bath or/and O2 plasma cleaning (with the coil power of 
30 W for three minutes) to remove organic material.
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A.2 Metal Contacts Fabrication
1. Optical lithography: drop and spin photoresist Rohm and Haas primer onto the 
sample. Wait for a few seconds, letting the primer dwell on the sample surface so 
that it will allow good adhesion between photoresist and sample surface.
2. Spin coat photoresist Nano PMGI SF6 onto the sample with a spin speed of 
3000 rpm for 10 s, and then bake for 10 minutes at 95 °C. A thickness of -300 nm of 
PMGI has been coated onto the sample.
3. Spin coat photoresist Microposit SI805 onto the primer with a spin speed of 
3000 rpm for 10 s, and then bake for 5 minutes at 80 °C. An approximately 1 pm- 
thick bi-level resist has now been coated onto the sample surface.
4. Edge bead removal: especially in the case of coating thick resist films, a so-called 
edge bead forms, which may cause sticking to the mask as well as an undesired 
proximity-gap during exposure (with a reduced resolution as a consequence); 
therefore, the removal of edge bead is crucial for obtaining high resolution 
lithography. A clean-room cotton bud with acetone can be used to remove the edge 
bead.
5. Exposure: place the sample and mask in a UV mask aligner; expose for a dose of 
40 mJ/cm’^ .
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6. Development: immerse the sample into developer Rohm and Haas MF-319 for 8 s 
to remove the resist that has been exposed to UV light; rinse with DI water; and dry 
it with N] gas.
7. Metal film sputtering: transfer the sample to the JLS 500 sputter system. Apply 
Ar  ^plasma etching for 3 minutes and 45 seconds with RF power of 100 W to remove 
the 50-nm thick cap layer above the QW. Sputter Ti for 20 minutes with a DC 
Voltage o f 320 V and a current of 0.5 A; sputter Au for 40 min with DC Voltage of 
370 V and Current of 0.1 A. This procedure should produce approximately 350 nm 
thick metal films on the sample surface.
8. Lift-off: soak the sample in acetone with an ultrasonic bath to lift off the resist 
along with the unwanted metal films. By now, metal contacts have been fabricated 
onto the sample. Note Microposit remover 1165 can be used to remove the acetone 
insoluble PMGI after the lift-off.
A 3 Mesa Fabrication
1. E-beam lithography: spin coat e-beam resist Mieroresist Technology ma-N 2401 
with a spin speed of 3000 rpm for 30 sec. Then bake the sample for 1 minute at 
90 °C.
2. In order to compensate proximity effects, originally there are gaps designed 
between entities (see Sec. 2.2.3). Unfortunately due to a software fault, the gaps in 
the final patterns were 10 times bigger than the CAD designs resulting in unwanted
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disconnection between patterns. This could not be corrected by reducing the gap in 
the CAD design as it reached the resolution limit o f the software. To avoid the 
undesired large gaps in the finishing patterns we had to modify the CAD designs by 
merging all patterns into one entity. Using an optimized area dose o f 14 pC/cm^ with 
a beam energy of 20 keV and current of 13 pA we have successfully obtained 
patterns with 500 nm resolution without any obvious proximity effect.
3. Development: immerse the sample into the e-beam developer Mieroresist 
Technology ma-D 525 for 10 s.
4. Shallow etching: transfer the sample into a Plasmalab DP 80 RJE system; etch the 
sample for 1 minute with 8  seem of BCI3 gas flow, 15 mTorr o f chamber pressure, 
200 W of RF power. This should result in about 80 nm of etching thickness. Note 
that the wet-polishing process introduced in sec. 2.3.5 is not suitable for the e-beam 
resist we used, as as after dry etching the somewhat damaged resist is no longer able 
to mask the sample. Until now the shallow etched mesa has been defined.
5. Optical lithography: for the deep etching procedure, second optical lithography is 
required. Spin coat the photoresist Microposit S1813 onto the sample with a spin 
speed of 5000 rpm for 40 s; Bake the sample for 1 minute at 115 °C; align the mesa 
mask with patterns on the sample, expose to UV light for a dose o f 80 mJ/cm" ;^ 
develop the sample with MF-319 for 1 minute.
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6. Deep etching: mix Nitric acid and Lactic acid with a ratio of 1:5 by volume, 
immerse the sample into the mixture for 1.5 minuts. This procedure should etch away 
a thickness o f approximately 3 pm from the sample.
A.4 Packaging and Wire Bonding
1. Packing: scribe the sample into a size no bigger than 4x4 mm  ^ and glue it with 
silver paint into a 20-pin non-magnetic ceramic lead-free chip carrier, which can be 
mounted into corresponding sockets installed in the magnet.
2. Wire bonding: an ultrasonic ball bonder with 24 pm Au wire was used to connect 
the bond pads on the device to the chip carrier. The bond balls are facilitated by the 
Ohmic metal contacts fabricated in see. A.I.
By now, the nano-seale devices have been fabricated and packed onto a chip carrier. 
The devices have sueeessfrilly demonstrated ballistic transport properties. Detailed 
measurements on one o f the devices are introduced in Appendix B.
184
Appendix B
Appendix B
Ballistic Transport Property of the Devices
One of the devices fabricated using the techniques described in Appendix A is shown 
in Fig. B .l (close up image of the middle section in Fig. 2.24). The contact number is 
denoted in the picture. The bottom three contact leads (number 1, 2 and 3), have a 
width of 500 nm and are separated by 1 pm. The two top contact leads (number 5 
and 6), have a width of 500 nm with an approximate 50° angle with respect o f the 1 
pm wide longitudinal bar. In this deviee, electrons were injected into the sample 
channel from contact 2. In zero magnetic field, the electrons in the ballistic regime 
(travelling in a straight line) will be deflected away by the junction between contacts 
5 and 6, or reflected into contacts 5 or 6 with equal probability if  the junction is sharp 
and symmetric. Hence the differential voltage across 5 and 6 is zero. In a weak 
perpendicular magnetic field, electrons will be bent into either 5 or 6 by the Lorentz 
force, depending on the direction of magnetic field. Therefore a non-zero voltage 
with opposite sign can be observed between contacts 5 and 6 in different directions 
of the magnetic field.
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Fig. B.1 A SEM image of the nano-scale InSb QW device. The 
number of contacts is denoted in the picture. Contacts number 1, 2 
and 3 have a width of 500 nm and are separated by 1 pm. Contacts 
number 5 and 6 have a width of 500 nm with an angle of about 50® 
with respect to the longitudinal bar which has a width of 1 pm. (Note 
there is residue of resistance on the surface of the device).
Fig. B.2 shows the temperature dependence of the deflection resistance Rd obtained 
from the device. The vertical dashed line indicates zero magnetic field. The current 
was supplied between contacts 7 and 2 while the deflection signal was recorded 
across contacts 6 and 5. At zero magnetic field, a positive offset is measured. This 
may be due to the asymmetry of the deflection junction with respect to contact 2. 
Hence electrons injected from contact 2 will likely be transmitted into one of the top 
contact rather than be deflected away from it. A deflection peak is seen at the 
magnetic field of 0.2 T, where electrons are bent into one of the top contacts. As the 
field increases, the electrons’ cyclotron radius gets smaller, electrons will no longer 
reach any of the voltage contacts. At the opposite magnetic field direction, a dip is
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correspondingly observed at -0.2 T but the signal does not become negative due to 
the background signal from the parallel conduction paths. The blaek dotted line 
refers to the longitudinal resistanee Rl when the voltage was measured between 
contacts 6 and 5, and the current was supplied between 7 and 3 at 1.8 K. The 
deflection peaks disappears in Rl as expected because electrons are not injected 
toward the deflection junction. As the temperature inereases, the deflection peak 
deereases approaching to Rl due to the redueing mean free path. The deflection effect 
disappears by 70 K where the mean free path becomes eomparable to the 
longitudinal ehannel width.
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Fig. B.2 Temperature dependence of deflection resistance 
measured in the dark. The dashed line indicates zero magnetic field. 
A Clear reflection peak/trough is observed at 0.2 T/-0.2 T. As the 
temperature increases, the reflection features decrees. The dotted 
line shows the reference measured at 1.8 K when the current is 
supplied between contacts 7 and 3.
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