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a b s t r a c t
For the singular, non-Hermitian, and positive semidefinite linear systems, we propose
an alternating-direction iterative method with two parameters based on the Hermitian
and skew-Hermitian splitting. The semi-convergence analysis and the quasi-optimal
parameters of the proposed method are discussed. Moreover, the corresponding
preconditioner based on the splitting is given to improve the semi-convergence rate of the
GMRES method. Numerical examples are given to illustrate the theoretical results and the
efficiency of the generalized HSS method either as a solver or a preconditioner for GMRES.
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1. Introduction
We consider the iterative solution of the large, sparse, non-Hermitian and singular linear systems:
Ax = b, A ∈ Cn×n, A ≠ A∗, and x, b ∈ Cn, (1.1)
where A∗ denotes the conjugate transpose of a matrix A; see [1–5].
There are a large number of numerical methods for solving the singular linear system (1.1). Based on the Hermitian and
skew-Hermitian splitting (HSS) of the coefficient matrix, Bai et al. established the HSS method in [6]. The HSS method was
further discussed in [7–13]. Pan et al. established the newalternating-directionmethods [5,14]. Recently, Bai applied theHSS
method to solve singular linear systems and gave some theoretical results [15]. To further improve the semi-convergence
rate, we present a new generalized HSS method for solving singular linear systems.
The rest of this paper is organized as follows. In Section 2, we present a generalized Hermitian and skew-Hermitian
splitting (GHSS) method for solving singular linear systems, in which we use two parameters instead of a single parameter
in the HSS method [15]. The semi-convergence analysis of the proposed method is given in Section 3. In Section 4, we
determine the quasi-optimal parameters, which minimize the upper bound of the semi-convergence factor and can result
in the fast semi-convergence rate of the newmethod. Numerical examples are given to illustrate the theoretical results and
the effectiveness of the GHSS method in Section 5. Finally, we draw our conclusions.
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2. The GHSS method
Let A = H(A)+ S(A)with H(A) = 12 (A+A∗) and S(A) = 12 (A−A∗). Similar to the classical ADI method [16], we consider
the following splitting of A:
A = (αI + H)− (αI − S) = (βI + S)− (βI − H),
where I is the identity matrix, α and β are positive parameters, H = H(A) and S = S(A). Now we propose a new algorithm
based on the above splittings.
Given an initial guess x(0), the GHSS method is given as follows:(αI + H)x

k+ 12

= (αI − S)x(k) + b,
(βI + S)x(k+1) = (βI − H)x

k+ 12

+ b.
(2.1)
Remark 2.1. The GHSSmethod has the same algorithmic structure as the HSSmethod, and thus twomethods have the same
computational cost in each iteration step. It is easy to see that the former reduces to the latter when α = β .
As discussed in [6], we consider the following practical algorithm.
Algorithm 2.1 (The GHSS Method for the System). (1) Given the initial guess x(0), and the positive parameters α and β;
(2) For k = 0, 1, 2, . . ., until semi-convergence, do
r (k) = b− Ax(k),
(αI + H)z

k+ 12

= r (k),
x

k+ 12

= x(k) + z

k+ 12

,
r

k+ 12

= b− Ax

k+ 12

,
(βI + S)z(k+1) = r

k+ 12

,
x(k+1) = x

k+ 12

+ z(k+1).
By eliminating the intermediate vector x(k+
1
2 ), we obtain the iteration in matrix–vector form as
x(k+1) = T (α, β)x(k) + G(α, β)b, k = 0, 1, 2, . . . , (2.2)
where
T (α, β) = (βI + S)−1(βI − H)(αI + H)−1(αI − S)
and
G(α, β) = (α + β)(βI + S)−1(αI + H)−1.
Here, T (α, β) is the iteration matrix of the GHSS method. Note that T (α, β) is similar to the matrix
L(α, β) = (αI + H)−1(βI − H)(βI + S)−1(αI − S). (2.3)
In fact, (2.2) may also result from the splitting
A = M(α, β)− N(α, β) (2.4)
of the coefficient matrix Awith
M(α, β) = 1
α + β (αI + H)(βI + S),
N(α, β) = 1
α + β (βI − H)(αI − S).
Evidently, the GHSS method can naturally induce a preconditioner M(α, β) to the matrix A, which is called the GHSS
preconditioner.
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3. The semi-convergence of the GHSS method
In this section, we study the semi-convergence of the GHSS method. Note that the convergence and semi-convergence
of the iterative scheme (2.2) have been studied extensively; e.g., see [17–19].
If A is singular, then 1 is an eigenvalue of the iteration matrix T (α, β). According to [17], the iterative method (2.2) is
semi-convergent if and only if the following two conditions are satisfied.
(1) Elementary divisors associated with λ = 1 ∈ σ(T (α, β)) are linear, i.e., rank(I − T (α, β))2 = rank(I − T (α, β)). Or
equivalently, index(I − T ) = 1.
(2) If λ ∈ σ(T (α, β))with |λ| = 1, then λ = 1, i.e., ϑ(T (α, β)) < 1, where σ(T (α, β)) denotes the spectrum of T (α, β)
and
ϑ(T (α, β)) ≡ max{|λ|, λ ∈ σ(T (α, β)), λ ≠ 1}.
When iteration (2.2) is semi-convergent, ϑ(T (α, β)) is said to be the semi-convergence factor.
For simplicity, we give the following definition.
Definition 3.1. A matrix A is said to be a matrix with property p if index(A) = 1 and null(A)⊥ is an A-invariant subspace.
Lemma 3.1. Let A ∈ Cn×n be a singular matrix. Then A is a matrix with property p if and only if A is unitarily similar to Aˆ⊕ 0,
where Aˆ is nonsingular.
Proof. The necessity is obvious. Now we show the sufficiency. The condition index(A) = 1 means that the subspace
null(A) has r linearly independent vectors η1, η2, . . . , ηr , which can be assumed to be standard orthogonal. Let V2 =
[η1, η2, . . . , ηr ], and let V = [V1, V2] be a unitary matrix. By the assumption that null(A)⊥ is A-invariant, we have AV1 ⊆ V1.
Hence V ∗2 AV1 = 0. This implies that
V ∗AV =

Aˆ 0
0 0

,
where Aˆ is nonsingular, which proves the lemma. 
From Lemma 3.1, it is easy to see that index(I − T (α, β)) = 1. By considering the semi-convergence factor ϑ(T (α, β)),
we can establish the following semi-convergence theorem for the GHSS method.
Theorem 3.1. Let A ∈ Cn×n be a singular and positive semidefinite matrix with property p, α and β be positive parameters. If α
and β satisfy
max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(S(Aˆ))

α2 + ξ 2
β2 + ξ 2 < 1,
then the GHSS method is semi-convergent.
Proof. By the assumption and Lemma 3.1, there is a unitary matrix U such that
A = U∗

Aˆ 0
0 0

U,
where Aˆ is nonsingular. By (2.2), the GHSS iteration matrix of A is unitarily similar to Tˆ (α, β)⊕ I , where
Tˆ (α, β) = (βI + S(Aˆ))−1(βI − H(Aˆ))(αI + H(Aˆ))−1(αI − S(Aˆ)),
and H(Aˆ) and S(Aˆ) are the Hermitian and skew-Hermitian parts of Aˆ, respectively. It follows that ϑ(T (α, β)) = ρ(Tˆ (α, β)).
It is easy to check that Tˆ (α, β) is similar to the matrix
Lˆ(α, β) = (αI + H(Aˆ))−1(βI − H(Aˆ))(βI + S(Aˆ))−1(αI − S(Aˆ)).
So the matrices Tˆ (α, β) and Lˆ(α, β) have the same eigenvalues. Let (λ, x) be the eigenpair of the matrix Lˆ(α, β) with
∥x∥2 = 1, i.e., Lˆ(α, β)x = λx. Then
λ = x∗(αI + H(Aˆ))−1(βI − H(Aˆ))(βI + S(Aˆ))−1(αI − S(Aˆ))x.
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It follows that
|λ| ≤ ∥(αI + H(Aˆ))−1(βI − H(Aˆ))x∥2∥(βI + S(Aˆ))−1(αI − S(Aˆ))x∥2
≤ max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(s(Aˆ))
α − iξβ + iξ

= max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(s(Aˆ))

α2 + ξ 2
β2 + ξ 2 . (3.1)
Evidently,
ϑ(T (α, β)) = ρ(Tˆ (α, β)) ≤ max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(s(Aˆ))

α2 + ξ 2
β2 + ξ 2 .
Hence if α and β satisfy
max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(S(Aˆ))

α2 + ξ 2
β2 + ξ 2 < 1,
then ϑ(T (α, β)) < 1. Therefore, the GHSS method is semi-convergent. 
By Theorem 3.1, we obtain the following practical semi-convergence theorem for the GHSS method.
Theorem 3.2. Let A ∈ Cn×n be a singular and positive semidefinite matrix, and α and β be positive parameters. The GHSSmethod
is semi-convergent if either of the following conditions holds:
(1) A is with property p, α and β satisfy η1 < β < α or α < β < η2, where
η1 =

αγ 2max − αξ 2min − 2ξ 2minγmax
γ 2max + 2αγmax − ξ 2min
, αγ 2max − αξ 2min − 2ξ 2minγmax > 0,
0, other,
and
η2 =

αξ 2max + 2ξ 2maxγmin − αγ 2min
ξ 2max − 2αγmin − γ 2min
, ξ 2max − 2αγmin − γ 2min > 0,
+∞, other;
γmin and γmax are the minimum and maximum eigenvalues of the matrix H(Aˆ), ξmin and ξmax are the minimum and maximum
moduli of the eigenvalues of the matrix S(Aˆ), respectively.
(2) null(H(A)) ⊆ null(S(A)) and η1 < β < η2.
Proof. Assume that (1) holds. In order to prove the semi-convergence, by Theorem3.1, one needs only to show the following
inequality:
max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(s(Aˆ))

α2 + ξ 2
β2 + ξ 2 < 1,
which can be rewritten as
max
γ∈σ(H(Aˆ))
 β˜ − γ˜1+ γ˜
 < miniξ∈σ(s(Aˆ))

β˜2 + ξ˜ 2
1+ ξ˜ 2 , (3.2)
where β˜ = β
α
, γ˜ = γ
α
and ξ˜ = ξ
α
.
If α < β , then 1 < β˜ , and hence
min
iξ∈σ(s(Aˆ))

β˜2 + ξ˜ 2
1+ ξ˜ 2 =

β˜2 + ξ˜ 2max
1+ ξ˜ 2max
.
Since
max
γ∈σ(H(Aˆ))
 β˜ − γ˜1+ γ˜
 = max
 β˜ − γ˜min1+ γ˜min
 ,
 β˜ − γ˜max1+ γ˜max


,
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(3.2) is equivalent to the following inequalities:
β˜ − γ˜max
1+ γ˜max
2
<
β˜2 + ξ˜ 2max
1+ ξ˜ 2max
and

β˜ − γ˜min
1+ γ˜min
2
<
β˜2 + ξ˜ 2max
1+ ξ˜ 2max
,
from which one may deduce that
(γ˜ 2min + 2γ˜min − ξ˜ 2max)β˜ + (ξ˜ 2max + 2ξ˜ 2maxγ˜min − γ˜ 2min) > 0,
(γ˜ 2max + 2γ˜max − ξ˜ 2max)β˜ + (ξ˜ 2max + 2ξ˜ 2maxγ˜max − γ˜ 2max) > 0.
(3.3)
Then (3.3) is equivalent to the following inequalities:
1 < β˜ <

γ˜ 2min − ξ˜ 2max − 2ξ˜ 2maxγ˜min
γ˜ 2min + 2γ˜min − ξ˜ 2max
, γ˜ 2min + 2γ˜min − ξ˜ 2max < 0,
+∞, other.
By the definition of η2, we have
γ˜ 2min − ξ˜ 2max − 2ξ˜ 2maxγ˜min
γ˜ 2min + 2γ˜min − ξ˜ 2max
= η2
α
.
Therefore, if 1 < β˜ < η2/α, that is, α < β < η2, then two inequalities in (3.3) always hold.
If β < α, then β˜ < 1, in this case, we have
min
iξ∈σ(s(Aˆ))

β˜2 + ξ˜ 2
1+ ξ˜ 2 =

β˜2 + ξ˜ 2min
1+ ξ˜ 2min
.
Hence (3.2) is equivalent to the following inequalities:
(γ˜ 2min + 2γ˜min − ξ˜ 2min)β˜ + (ξ˜ 2min + 2ξ˜ 2minγ˜min − γ˜ 2min) > 0,
(γ˜ 2max + 2γ˜max − ξ˜ 2min)β˜ + (ξ˜ 2min + 2ξ˜ 2minγ˜max − γ˜ 2max) > 0.
(3.4)
Similarly, if η1/α < β˜ < 1, then two inequalities in (3.4) hold when γmin and ξmin are not both equal to zero. In fact, if
γmin = ξmin = 0, we have
max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(s(Aˆ))

α2 + ξ 2
β2 + ξ 2 =
β − γminα + γmin


α2 + ξ 2min
β2 + ξ 2min
= 1.
By the proof of Theorem 3.1, we can obtain
ϑ(T (α, β)) ≤ 1
with equality if and only if x is not only the eigenvector of H(Aˆ) corresponding to the eigenvalue γmin = 0 but also the
eigenvector of S(Aˆ) corresponding to the eigenvalue ξmin = 0. That is, 0 is an eigenvalue of Aˆ corresponding to x, which
contradicts that Aˆ is nonsingular. This proves the assertion (1).
Assume that null(H(A)) ⊆ null(S(A)). We distinguish the following two cases.
For the case that α = β , one may easily check that the condition η1 < β < η2 is satisfied naturally for any β > 0.
For this case, the GHSS method reduces to the HSS method and the assumption (2) is exactly the condition ensuring the
convergence of the latter. By Corollary 3.5 in [15], we immediately obtain the desired results.
For the case that α ≠ β , from Theorem 3.4 in [15], the condition null(H(A)) ⊆ null(S(A)) is equivalent to the one that
the matrix A has property p. Then, together with the condition η1 < β < η2, the result immediately follows from (1). 
Based on the observation to the proof of Theorem 3.2(2), we give the following results.
Remark 3.1. Let null(H(A)) ⊆ null(S(A)). For the case that α = β , the GHSS method reduces to the HSS method. Hence,
the former is an extension of the latter.
Let ξmin → 0 and ξmax →∞; by Theorem 3.2, we immediately obtain the following corollary.
Corollary 3.1. Let A ∈ Cn×n be a singular and positive semidefinite matrix, andα andβ be positive parameters. The GHSSmethod
is semi-convergent if either of the following conditions holds:
(1) A is with property p, and αγmax2α+γmax < β < α,
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(2) null(H(A)) ⊆ null(S(A)), and αγmax2α+γmax < β < α + 2γmin,
where γmin and γmax are the minimum and maximum eigenvalues of the matrix H(Aˆ).
4. An upper bound of the semi-convergence factor and its optimization
By the definition of the semi-convergence factor, we obtain the following theorem.
Theorem 4.1. Let A ∈ Cn×n be a singular and positive semidefinite matrix, α and β be positive parameters, and γmin, γmax,
ξmax and ξmin be given as in Theorem 3.2. If the GHSS method is semi-convergent, then its semi-convergence factor ϑ(T (α, β)) is
bounded by
θ(α, β) =

max
 |β − γmin|
α + γmin ,
|β − γmax|
α + γmax

α2 + ξ 2main
β2 + ξ 2min
, α > β,
max
 |β − γmin|
α + γmin ,
|β − γmax|
α + γmax

, α = β,
max
 |β − γmin|
α + γmin ,
|β − γmax|
α + γmax

α2 + ξ 2max
β2 + ξ 2max
, α < β.
(4.1)
Proof. By the proof of Theorem 3.1, we have
ϑ(T (α, β)) ≤ max
γ∈σ(H(Aˆ))
β − γα + γ
 max
iξ∈σ(S(Aˆ))

α2 + ξ 2
β2 + ξ 2 ≡ θ(α, β).
It is easy to show that
max
iξ∈σ(S(Aˆ))

α2 + ξ 2
β2 + ξ 2 =


α2 + ξ 2min
β2 + ξ 2min
, α > β
1, α = β
α2 + ξ 2max
β2 + ξ 2max
, α < β
(4.2)
and
max
γ∈σ(H(Aˆ))
β − γα + γ
 = max |β − γmin|α + γmin , |β − γmax|α + γmax

, (4.3)
which gives (4.1). 
As we know that it is very difficult to obtain a minimal point of ϑ(T (α, β)), however wemay turn to minimize the upper
bound θ(α, β) of ϑ(T (α, β)) instead.
Theorem 4.2. Let A ∈ Cn×n be a singular and positive semidefinite matrix, and γmax, γmin, ξmax and ξmin be given as
in Theorem 3.2 with γmin > 0. If the GHSS method is semi-convergent, then
(i) when
√
γmaxγmin < ξmin or
√
γmaxγmin > ξmax, the quasi-optimal parameters are given by
αb = argmin
α
{θ(α, β)} =

(γ 2max + c)(γ 2min + c)− γmaxγmin + c
γmax + γmin ,
βb = argmin
β
{θ(α, β)} =

(γ 2max + c)(γ 2min + c)+ γmaxγmin − c
γmax + γmin
and the corresponding optimal upper bound θ(αb, βb) of ϑ(T (α, β)) is
θ(αb, βb) =

(γ 2max + c)(γ 2min + c)− (γmaxγmin + c)
(γmax − γmin)√c , (4.4)
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where the constant c is given by
c =

ξ 2min,
√
γmaxγmin < ξmin,
ξ 2max,
√
γmaxγmin > ξmax; (4.5)
(ii) when ξmin ≤ √γmaxγmin ≤ ξmax, the quasi-optimal parameters α˜b and β˜b are
α˜b = β˜b = √γmaxγmin
and the corresponding optimal upper bound is
θ(α˜b, β˜b) =
√
γmax −√γmin√
γmax +√γmin .
Proof. (i) First, we give the minimum of the upper bound θ(α, β). Let (α, β) be a minimum point of θ(α, β). Then it must
satisfy
γmin < β < γmax (4.6)
and
β − γmin
α + γmin =
γmax − β
γmax + α . (4.7)
Therefore,
α = (γmin + γmax)β − 2γminγmax
γmin + γmax − 2β , (4.8)
which together with (4.7) and α > 0 gives
2γminγmax
γmin + γmax < β <
γmin + γmax
2
. (4.9)
Substituting (4.8) into θ(α, β), we have
θ(α, β) =
√
f (β)
γmax − γmin , (4.10)
where the function f (β) is defined by
f (β) = (k
2
1 + 4c)β2 − 4k1(k2 + c)β + 4k22 + k21c
β2 + c
with k1 = γmax + γmin and k2 = γmaxγmin. In order to obtain the quasi-optimal parameter βb, we consider the monotone
property of the function f (β)with respect to β . A direct computation gives
f ′(β) = 4[k1(k2 + c)β
2 + 2(c2 − k22)β − k1(k2 + c)c]
(β2 + c)2 .
It follows that
f ′(β) = 4k1(k2 + c)
(β2 + c)2 (β − β1)(β − β2), (4.11)
where the roots β1, β2 of the equation f ′(β) = 0 are
β1 =

(γ 2max + c)(γ 2min + c)+ γmaxγmin − c
γmax + γmin ,
β2 =
−

(γ 2max + c)(γ 2min + c)+ γmaxγmin − c
γmax + γmin ,
respectively. Obviously, β2 < 0, which reveals β − β2 > 0. This means that f ′(β) and β − β1 have the same sign, i.e.,
f ′(β) < 0 for β < β1 and f ′(β) > 0 for β > β1. On the other hand, it is easy to check that β1 satisfies inequality (4.9). From
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the analysis, we can conclude that β1 is a minimum point of f (β). Hence, β1 is also the quasi-optimal parameter such that
the upper bound θ(α, β) attains the minimum, i.e.,
βb = β1 =

(γ 2max + c)(γ 2min + c)+ γmaxγmin − c
γmax + γmin . (4.12)
It holds from (4.8) that
αb =

(γ 2max + c)(γ 2min + c)− γmaxγmin + c
γmax + γmin . (4.13)
Substituting (4.12) into the right hand side of (4.10) gives (4.4).
From (4.12) and (4.13),
√
γmaxγmin < ξmin and
√
γmaxγmin > ξmax are equivalent to αb > βb and αb < βb, respectively.
Thus (4.5) follows from Theorem 4.1.
(ii) If ξmin ≤ √γmaxγmin ≤ ξmax, we distinguish the following three cases.
Case (a): γmin < β < γmax. For this case, (4.6)–(4.11) still hold.
By (4.8),
0 < β ≤ α ⇐⇒√γmaxγmin ≤ β ≤ γmax + γmin2 (4.14)
and
0 < α ≤ β ⇐⇒ 2γminγmax
γmin + γmax < β ≤
√
γmaxγmin. (4.15)
Consequently, instead of (4.5), the constant c in f (β) and f ′(β) is given by
c =

ξ 2min, β ≥
√
γmaxγmin,
ξ 2max, β ≤
√
γmaxγmin.
(4.16)
The condition ξmin ≤ √γmaxγmin ≤ ξmax implies that
(γ 2max + ξ 2min)(γ 2min + ξ 2min)+ γmaxγmin − ξ 2min
γmax + γmin ≤
√
γmaxγmin
and 
(γ 2max + ξ 2max)(γ 2min + ξ 2max)+ γmaxγmin − ξ 2max
γmax + γmin ≥
√
γmaxγmin.
From the above inequalities, (4.14) and (4.15) give
β1 ≤ √γmaxγmin ≤ β ≤ γmax + γmin2 , β ≤ α (4.17)
and
2γminγmax
γmin + γmax < β ≤
√
γmaxγmin ≤ β1, β ≥ α, (4.18)
respectively. Combining (4.17), (4.18) and (4.11), we have f ′(β) ≥ 0 for β ≤ α and f ′(β) ≤ 0 for β ≥ α. It follows that
the function f (β) is increasing for β ≤ α and is decreasing for β ≥ α. Immediately, the upper bound θ(α, β) attains its
minimum at the point (α(1)b , β
(1)
b ), where
β
(1)
b = α(1)b =
√
γmaxγmin (4.19)
and
θ(α
(1)
b , β
(1)
b ) =
√
γmax −√γmin√
γmax +√γmin . (4.20)
Case (b): β ≤ γmin. For this case, β ≤ γ for γ ∈ σ(H(Aˆ)). It is clear that
θ(α, β) = max
γ∈σ(H(Aˆ))
β − γα + γ


α2 + c
β2 + c =
γmax − β
γmax + α

α2 + c
β2 + c .
2346 W. Li et al. / Journal of Computational and Applied Mathematics 236 (2012) 2338–2353
Define a function f1(α, β) as follows:
f1(α, β) = θ2(α, β) = (α
2 + c)(γmax − β)2
(γmax + α)2(β2 + c) .
A simple computation gives
∂ f1(α, β)
∂α
= 2(γmax − β)
2(γmaxα − c)
(β2 + c)(γmax + α)3 ,
∂ f1(α, β)
∂β
= −2(α
2 + c)(γmax − β)(γmaxβ + c)
(γmax + α)2(β2 + c)2 < 0.
Clearly, ∂ f1(α,β)
∂α
≥ 0 for α ≥ c
γmax
and f1(α,β)
∂α
< 0 for α < c
γmax
. Therefore,
α
(2)
b = argmin
α
f1(α, β) = c
γmax
with
c =

ξ 2min, β ≤ α,
ξ 2max, β ≥ α. (4.21)
From the assumption that β ≤ γmin and√γmaxγmin ≤ ξmax, we need only to consider the case β ≤ αb. By the monotone
property of the function f1(α, β)with respect to β , we obtain the quasi-optimal parameter
β
(2)
b = argmin
β
f1(α, β) = min

ξ 2min
γmax
, γmin

= ξ
2
min
γmax
= α(2)b (4.22)
and the optimal upper bound
θ(α
(2)
b , β
(2)
b ) =
γ 2max − ξ 2min
γ 2max + ξ 2min
. (4.23)
Case (c): β ≥ γmax. For this case, β ≥ γ for γ ∈ σ(H(Aˆ)).
θ(α, β) = max
γ∈σ(H(Aˆ))
β − γα + γ


α2 + c
β2 + c =
β − γmin
α + γmin

α2 + c
β2 + c .
Define a function f2(α, β) as follows:
f2(α, β) = θ2(α, β) = (α
2 + c)(β − γmin)2
(α + γmin)2(β2 + c) .
Since 
∂ f2(α, β)
∂α
= 2(β − γmin)
2(γminα − c)
(β2 + c)(α + γmin)3 ,
∂ f2(α, β)
∂β
= 2(α
2 + c)(β − γmin)(γminβ + c)
(α + γmin)2(β2 + c)2 > 0,
we obtain that
α
(3)
b = argmin
α
f2(α, β) = c
γmin
with the constant c shown as in (4.21). From the assumptions β ≥ γmax and√γmaxγmin ≥ ξmin, we need only to consider
the case β ≥ α. It follows that
β
(3)
b = argmin
β
f2(α, β) = max

ξ 2max
γmin
, γmax

= ξ
2
max
γmin
= α(3)b . (4.24)
Correspondingly, the optimal upper bound is
θ(α
(3)
b , β
(3)
b ) =
ξ 2max − γ 2min
ξ 2max + γ 2min
. (4.25)
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Comparing the optimal upper bounds in (4.20), (4.23) and (4.25), we obtain the quasi-optimal parameters
α˜b = β˜b = √γminγmax
and the corresponding optimal upper bound
θ(α˜b, β˜b) =
√
γmax −√γmin√
γmax +√γmin .
This proves the theorem. 
Remark 4.1. For the case that ξmin ≤ √γmaxγmin ≤ ξmax, the optimal upper bound θ(α˜b, β˜b) of the GHSS method reduces
to the optimal upper bound ϱ(α∗) of the HSS method in [15], i.e.,
α∗ = α˜b = β˜b = √γminγmax (4.26)
and
ϱ(α∗) = θ(α˜b, β˜b) =
√
γmax −√γmin√
γmax +√γmin . (4.27)
However, the following theorem shows that the optimal upper bound for the GHSS method is smaller than the one for the
HSS method.
Theorem 4.3. If √γmaxγmin < ξmin or √γmaxγmin > ξmax, then we have
θ(αb, βb) < ϱ(α∗), (4.28)
where θ(αb, βb) and ϱ(α∗) are given by (4.4) and (4.27), respectively.
Proof. (4.27) can be rewritten as
ϱ(α∗) = (
√
γmax −√γmin)2
γmax − γmin . (4.29)
Comparing (4.4) with (4.29), inequality (4.28) is equivalent to
(γ 2max + c)(γ 2min + c) <
√
c(
√
γmax −√γmin)2 + (γmaxγmin + c)
2
. (4.30)
The above inequality is simplified as√
γmaxγmin −
√
c
2
> 0. (4.31)
In terms of assumptions, it holds that
√
γmaxγmin ≠ c , which ensures inequality (4.31). This completes the proof. 
5. Numerical examples
In this section, we give several examples to show the effectiveness of the GHSS method or the GHSS preconditioner for
GMRES in the sense of the iteration step (denoted as ‘‘IT’’), the CPU time in seconds (denoted as ‘‘CPU’’), and the relative
residual error (denoted as ‘‘RES’’) defined by
RES = ∥b− Ax
(k)∥2
∥b− Ax(0)∥2 ,
where A ∈ Cn×n is a coefficient matrix, x(0) ∈ Cn is a given initial vector, and x(k) ∈ Cn is the iteration sequence. All
experiments are performed in MATLAB 7.1. We stop the iteration when RES ≤ 10−6. Except for Example 5.1, we all use a
zero initial guess.
Example 5.1 ([20]). Consider the two-queue overflow system, which is equivalent to solving the linear system
Ax = 0,
xi = 1, (5.1)
where the generator matrix A for the queueing system (5.1) is given by
A = A1 ⊗ In2 + In1 ⊗ A2 + R⊗ eTn2en2
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Table 1
Numerical results for Example 5.1 with α∗ = αopt = βopt = √γmaxγmin .
(n1, n2) n (24, 24) 576 (24, 48) 1152 (24, 96) 2304 (48, 48) 2304 (48, 96) 4608
GHSS/HSS
IT 49 46 61 71 122
CPU 0.078 0.219 0.985 0.641 6.234
RES 9.738e−7 8.464e−7 5.304e−7 8.884e−7 9.380e−7
GMRES
IT 65 98 166 116 179
CPU 0.094 0.218 0.922 0.484 1.953
RES 7.306e−7 7.682e−7 6.513e−7 7.736e−7 8.814e−7
GHSSS–GMRES/HSS–GMRES
IT 26 32 44 34 52
CPU 0.453 1.031 2.688 2.532 10.234
RES 9.311e−7 7.516e−7 9.824e−7 7.983e−7 9.717e−7
with
Ai =

λi −µi 0
−λi λi + µi −2µi
. . .
. . .
. . .
−λi λi + siµi −siµi
. . .
. . .
. . .
−λi λi + siµi −siµi
0 −λi siµi

∈ Rni×ni , i = 1, 2
and
R =

λ2 0
−λ2 λ2
−λ2 . . .
. . . λ2
0 −λ2 0
 ∈ Rn1×n1;
si, ni − si − 1, λi and µi denote the number of parallel servers, the number of waiting spaces, the mean arrival rate and the
mean service rate of the servers in Queue i, respectively. en2 is the unit vector (0, 0, . . . , 0, 1) and Ini is the identity matrix
of size ni; see [21,20].
For this example, the total number of variables is n = n1n2. In particular, we set s1 = s2 = 1, λ1 = λ2 = 1, µ1 =
µ2 = 2. Since null(H(A)) ⊆ null(S(A)), Theorem 3.2 reveals that the GHSS method is semi-convergent. Moreover, a direct
computation gives
ξmin <
√
γmaxγmin < ξmax.
According to Remark 4.1, for this case, the GHSSmethod reduces to the HSSmethod in quasi-optimal case. Hence, we choose
the quasi-optimal parameters as shown in (4.26).
Table 1 lists the convergence results, where all iterations are started from the initial vector x(0) = [0, 0, . . . , 0, 1]T . It
can be seen that iteration steps for the convergence of the GHSS/HSS method are less than 9% of the size of the associated
system.Hence, ourmethod is very effective in terms of iteration steps. As a preconditioner, theGHSS/HSSmethod also is very
competitive since it greatly improves the convergence rate of GMRES. Of course, it can also be noted that GMRES costs less
time to converge than the GHSS/HSS method. This is because our method needs to compute the quasi-optimal parameters.
Example 5.2 ([15]). Consider a two-dimensional variable-coefficient second-order differential equation satisfying the
periodic boundary conditions as follows:
− ∂
∂x

c(x, y)
∂u
∂x

− ∂u
∂y

c(x, y)
∂u
∂y

+ γ

∂u
∂x
+ ∂u
∂y

= f (x, y), (x, y) ∈ (0, 1)× (0, 1),
u(x, 0) = u(x, 1), x ∈ (0, 1),
u(0, y) = u(1, y), y ∈ (0, 1),
(5.2)
with c(x, y) ≡ 1, and the right-hand side vector is taken to be b = Ax∗ with x∗ = (1, 2, . . . , n)T being the exact solution.
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We can obtain the linear system with the singular and positive semidefinite real n− by− n coefficient matrix
A =

∆ −(1− Re)I 0 . . . 0 −(1+ Re)I
−(1+ Re)I ∆ −(1− Re)I . . . 0 0
0 −(1+ Re)I ∆ . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . ∆ −(1− Re)I
−(1− Re)I 0 0 . . . −(1+ Re)I ∆

∈ Rn×n,
where∆ ∈ Rm×m is given by
∆ =

4 −1+ Re 0 . . . 0 −1− Re
−1− Re 4 −1+ Re . . . 0 0
0 −1− Re 4 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 4 −1+ Re
−1+ Re 0 0 . . . −1− Re 4

,
which arises from the centered finite difference discretization with the equidistant stepsize h = 1m and n = m2 of the two-
dimensional variable-coefficient second-order differential equation (5.2), where Re = γ h2 is the mesh Reynolds number.
In this example, the coefficient matrix A satisfies null(H(A)) ⊆ null(S(A)). Hence, by Theorem 3.2, the GHSS method for
the discrete system is semi-convergent, and by Theorem 4.2 we can obtain the quasi-optimal parameters αb and βb. Note
that the HSS preconditioner considerably accelerate the semi-convergence rate of GMRES for this example [15]. We only
compare GHSS–GMRES with HSS–GMRES to show the effectiveness of the GHSS preconditioner.
For small γ (less than 10), straightforward computation gives√
γmaxγmin > ξmax.
In this case,when theGHSS andHSSmethodswith the quasi-optimal parameters are applied to solve Example 5.2, in Tables 2
and 3 we list statistical data and the associated numerical results, respectively.
Table 2 reports that the semi-convergence factor of the GHSSmethod is smaller than the one of the HSSmethod, which is
in agreement with the theoretical result in Theorem 4.3. As predicted, Table 3 shows that the GHSSmethod is more effective
than the HSS method in the sense of iteration steps and CPU times.
For large γ , it holds that
ξmin <
√
γmaxγmin < ξmax.
In this case, Remark 4.1 shows that the GHSS method reduces to the HSS method with quasi-optimal parameter α∗ =√
γmaxγmin. Note that these quasi-optimal parameters only minimize the upper bound of the semi-convergence factor, i.e.,
the parameters αb and βb might not be optimal. Therefore, to improve the semi-convergence rate, we take α = α∗ in the
HSS method or the GHSS method but
β = α +
αγmax
2α+γmax
2
instead of βb in the GHSS method. The associated numerical results are listed in Tables 4–6. From these tables, all of these
methods can get a satisfactory approximation to a solution for the linear system. As a solver, the GHSS method outperforms
the HSS method since the former costs less iteration steps and CPU times than the latter. By similar analysis to those in [15],
for fixed n and increasing γ , or fixed γ and increasing n, both iteration steps and CPU times of the GHSS method increase
mildly.
On the other hand, Tables 3–6 show that GHSS–GMRES costs almost the same iteration steps and CPU times as
HSS–GMRES. This means that the GHSS preconditioner can also greatly improve the convergence rate of GMRES as the
HSS preconditioner does in [15].
Therefore, as a solver or a preconditioner, the GHSSmethod is very effective for solving singular and positive semidefinite
linear systems.
Example 5.3. Consider the linear system (1.1) with the coefficient matrix
A = F∗n ∧n Fn, (5.3)
where Fn is the n-by-n Fourier matrix with (j, k)-th entry
(Fn)j,k = 1√ne
i2π(j−1)(k−1)/n, (i = √−1, j, k = 1, 2, . . . , n)
2350 W. Li et al. / Journal of Computational and Applied Mathematics 236 (2012) 2338–2353
Table 2
The data for Example 5.2 with γ = 5.
n 256 576 1024
HSS α∗ 1.1036 0.7383 0.5544
ϑ(T ) 0.7575 0.8310 0.8703
GHSS (αopt , βopt ) (0.4909, 0.7048) (0.3551, 0.4505) (0.2773, 0.3310)
ϑ(T ) 0.6607 0.7621 0.8164
Table 3
Numerical results for Example 5.2 with γ = 5.
n 256 576 1024
HSS
IT 43 60 77
CPU 0.078 0.609 2.672
RES 7.842e−7 9.995e−7 9.922e−7
GHSS
IT 24 34 43
CPU 0.063 0.454 2.078
RES 7.340e−7 7.654e−7 9.987e−7
HSS–GMRES
IT 13 16 18
CPU 0.078 0.266 0.610
RES 3.464e−7 5.527e−7 8.037e−7
GHSS–GMRES
IT 12 15 17
CPU 0.078 0.250 0.578
RES 8.026e−7 6.238e−7 5.746e−7
Table 4
Numerical results for Example 5.2 with n = 256.
γ 10 102 103 104 105
HSS
IT 44 48 48 48 48
CPU 0.078 0.109 0.109 0.109 0.125
RES 8.299e−7 8.039e−7 8.529e−7 8.534e−7 8.534e−7
GHSS (β = 0.9842)
IT 40 34 33 32 32
CPU 0.078 0.094 0.94 0.078 0.079
RES 9.386e−7 8.251e−7 6.649e−7 9.959e−7 9.958e−7
HSS–GMRES
IT 14 13 10 7 5
CPU 0.172 0.156 0.125 0.110 0.141
RES 1.327e−7 4.506e−7 1.591e−7 8.519e−7 7.401e−7
GHSS–GMRES
IT 14 13 10 7 5
CPU 0.172 0.157 0.141 0.109 0.141
RES 4.777e−7 7.618e−7 1.807e−7 1.483e−7 2.654e−7
Table 5
Numerical results for Example 5.2 with n = 576.
γ 10 102 103 104 105
HSS
IT 62 70 70 70 70
CPU 0.578 0.844 0.875 0.875 0.890
RES 9.863e−7 8.849e−7 9.949e−7 9.962e−7 9.962e−7
GHSS (β = 0.6808)
IT 59 52 48 48 48
CPU 0.547 0.703 0.672 0.672 0.672
RES 9.353e−7 8.999e−7 8.013e−7 7.876e−7 7.874e−7
HSS–GMRES
IT 17 18 12 9 7
CPU 0.406 0.422 0.328 0.297 0.469
RES 9.206e−7 5.873e−7 9.536e−7 5.536e−7 3.424e−7
GHSS–GMRES
IT 18 18 12 8 6
CPU 0.438 0.453 0.328 0.281 0.422
RES 4.726e−7 8.082e−7 8.877e−7 9.031e−7 7.970e−7
and
∧n = diag

n− 1+ ni
2
, n− 2+ ni
2
, . . . , 1+ ni
2
, 0

. (5.4)
The right-hand side vector is taken to be b = Ax∗, with x∗ = (1, 2, . . . , n)T being the exact solution.
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Table 6
Numerical results for Example 5.2 with n = 1024.
γ 10 102 103 104 105
HSS
IT 80 91 93 93 93
CPU 2.500 3.640 3.782 3.843 3.859
RES 9.439e−7 9.803e−7 8.947e−7 8.968e−7 8.968e−7
GHSS (β = 0.5207)
IT 77 71 63 63 63
CPU 2.484 3.219 2.984 3.000 3.031
RES 9.321e−7 9.739e−7 8.404e−7 8.148e−7 8.146e−7
HSS–GMRES
IT 20 22 16 11 8
CPU 0.875 0.937 0.750 0.609 1.297
RES 7.477e−7 7.807e−7 3.987e−7 5.392e−7 4.767e−7
GHSS–GMRES
IT 21 23 16 10 8
CPU 0.890 0.953 0.750 0.594 1.297
RES 4.419e−7 4.795e−7 4.534e−7 9.673e−7 4.428e−7
Table 7
The data for different n for Example 5.3.
n 100 250 500 1000
HSS α∗ 9.9499 15.7800 22.3380 31.6070
ϑ(T ) 0.8173 0.8808 0.9143 0.9386
GHSS (αopt , βopt ) (79.476, 31.456) (200.82, 77.808) (403.07, 155.06) (807.57, 309.57)
ϑ(T ) 0.6015 0.6114 0.6147 0.6164
Table 8
Numerical results for different n for Example 5.3.
n 100 250 500 1000
HSS
IT 69 109 155 219
CPU 0.047 0.468 2.875 15.672
RES 8.766e−7 9.640e−7 9.196e−7 9.459e−7
GHSS
IT 28 29 29 29
CPU 0.015 0.172 0.984 5.110
RES 6.329e−7 6.199e−7 7.315e−7 7.959e−7
GMRES
IT 12 12 11 11
CPU 0.110 0.203 0.406 1.281
RES 4.645e−7 3.801e−7 8.616e−7 6.465e−7
HSS–GMRES
IT 10 10 9 8
CPU 0.047 0.406 2.422 15.859
RES 5.096e−7 6.547e−7 9.173e−7 9.893e−7
GHSS–GMRES
IT 7 6 5 4
CPU 0.031 0.281 1.547 9.563
RES 4.186e−7 4.588e−7 6.193e−7 8.099e−7
For this example, the coefficient matrix A satisfies the relation null(H(A)) ⊆ null(S(A)). In terms of Theorem 3.2, the
GHSS method is semi-convergent. It is easy to check that√
γmaxγmin < ξmin.
Hence by Theorem 4.2, we take the parameters of the GHSS method as α = αb and β = βb with c = ξ 2min. The parameter of
the HSS method is still chosen as α = α∗ = √γmaxγmin.
Table 7 shows that the semi-convergence factor of the GHSS method is smaller than the one of the HSS method, which
verifies our theoretical result in Theorem 4.3. Table 8 indicates that the GHSS method is much more effective than the
HSS method since the former requires much less iteration steps and CPU times than the latter. Moreover, GHSS–GMRES is
superior to HSS–GMRES in terms of the iteration steps and CPU times.
Example 5.4. Consider the linear system (1.1) with the coefficient matrix and the right vectors given in Example 5.3, where
∧n is given by
∧n = diag(n− 2, n− 3, . . . , 1, 10i, 0)
instead of the one in (5.4).
Obviously, null(H(A)) ⊈ null(S(A)), from Theorem 3.4 in [15] we know that the semi-convergence of the HSS iteration
method is not guaranteed. However, the first result in Theorem 3.2 implies that the GHSS method is semi-convergent.
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Table 9
Numerical results for Example 5.4 with n = 100 (α = 9.8995).
β GHSS GHSS–GMRES
IT CPU RES IT CPU RES
8.386 692 0.344 9.859e−7 11 0.062 9.018e−7
8.538 349 0.172 9.889e−7 11 0.047 8.987e−7
8.689 235 0.125 9.701e−7 11 0.046 8.956e−7
8.840 179 0.109 9.302e−7 11 0.047 8.927e−7
8.991 189 0.094 9.998e−7 11 0.047 8.898e−7
9.143 231 0.140 9.782e−7 11 0.047 8.870e−7
9.294 293 0.157 9.906e−7 11 0.047 8.843e−7
9.445 397 0.203 9.876e−7 11 0.047 8.817e−7
9.597 605 0.297 9.854e−7 11 0.047 8.792e−7
9.748 1227 0.625 9.996e−7 11 0.047 8.767e−7
GMRES 41 0.250 8.406e−7
The associated semi-convergence results are given for n = 100 in Table 9. Since the quasi-optimal parameters are not
be determined in theory, we only fix α = √λminλmax and test the different values of β ∈ ( αγmax2α+γmax , α), where λmin and λmax
are the minimum and the maximum nonzero eigenvalues of the matrix H(A).
Table 9 indicates that two methods can get satisfactory approximation to the exact solution. As the parameter β closes
to αγmax2α+γmax or α, both iteration steps and CPU times of the GHSS method increase very quickly. Taking the values of the
middle part in the above interval leads to the faster semi-convergence rate of GHSS. It is worth mentioning that the GHSS
preconditioner greatly improves the convergence rate of GMRES. In particular, the convergence rate of GHSS–GMRES is
independent of the value of β , which is a favorable property. Hence, GHSS is feasible as a solver and is very effective as a
preconditioner.
6. Conclusions
In this paper, we have proposed a generalized HSS method for solving singular linear systems. The semi-convergence of
the new method is analyzed and the better parameters are discussed. The numerical experiments show the effectiveness
of the proposed method and its Krylov acceleration. In the future, we shall further discuss the inexact version of the GHSS
method as done to the HSS method in [22]. In other words, we shall employ Krylov subspace methods to solve two linear
systems with the coefficient matrices αI + H and βI + S instead of their exact solvers in Algorithm 2.1.
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