The computational agent model presented in this paper generates prior and retrospective ownership states for an action based on principles from recent neurological theories. A prior ownership state is affected by prediction of the effects of a prepared action, and exerts control by strengthening or suppressing actual execution of the action. A retrospective ownership state depends on whether the sensed consequences of an executed action cooccur with the predicted consequences, and is the basis for acknowledging authorship of actions, for example, in social context. It is shown how a number of known phenomena can occur. For example, scenarios were shown for vetoing a prepared action due to unsatisfactory predicted effects, and for mirroring an observed action performed by another agent, without imitating the action. Moreover, it is shown how poor action effect prediction capabilities can lead to reduced retrospective ownership states, as in persons suffering from schizophrenia. The obtained computational model can be used as a basis for simulationbased training, for example, to develop a virtual patient based on the model so that a psychiatrist or psycho-therapist (e.g., during his or her education) can gain insight in the processes in certain types of patients, or to analyse how effective a certain form of therapy can be. A second type of application is in the area of gaming or virtual stories in which, for example, persons with deviations in ownership states play a role and based on that show unexpected behaviour.
Introduction
In the cognitive and neurological literature the notion of ownership of an action has received much attention: in how far does a person attribute an action to him or herself, or to another person. For example, persons suffering from schizophrenia may easily attribute self-generated actions to (real or imaginary) other persons. One of the issues that plays an important role both in the execution decisions for an action, and in its attribution, is the prediction of the (expected) effects of the action, based on internal simulation starting from the preparation of the action (e.g., Wolpert, 1997; Haggard, 2008) . If these predicted effects are satisfactory, this may entail a 'go' decision for the execution of the action, thus exerting control over action execution. In contrast, less satisfactory predicted effects may lead to vetoing a prepared action: a 'no go' decision.
Predicted action effects play an important role in attribution of the action to an agent after it has been performed. In neurological research it has been found that poor predictive capabilities are a basis for false attributions of actions, for example, for patients suffering from schizophrenia; (e.g., Synofzik et al., 2010; Voss et al., 2010) . The traditional approach is that comparison of predicted sensory effects and sensed actual effects (after execution of the action) is an important condition for proper retrospective self-attribution of a self-generated action. The so-called 'comparator model ' (e.g., Feinberg, 1978; Frith, 1992; Wolpert, 1997; Frith et al., 2000) is a computational formalisation of this idea. In contrast to this, it has been reported more recently that the predicted sensory effect and the sensed actual effect are not simply compared, but integrated with each other (e.g., Moore and Haggard, 2008; Synofzik et al., 2010; Voss et al., 2010) .
The computational agent model presented in this paper aims at providing a computational formalisation for the perspective reported, for example, in the latter recent literature. In designing this computational model, in line with this literature a distinction was made between prior ownership states, among others based on prediction of sensory effects of a prepared action, and retrospective ownership states, for which in addition the monitored execution of the action and the sensed actual effects are used. Prior ownership states play an important role in controlling the actual execution of actions (go/no-go decisions, vetoing), whereas retrospective ownership states are important for acknowledging authorship of an action in a social context, but also may play a role in reflection on one's own functioning and personal learning and development (e.g., learning from less optimal choices).
The computational model is specified at a functional cognitive modelling level, abstracting from more specific neurological details. It can be used as a basis for development of a virtual patient that can be used by therapists, for example during their education to increase their insights in the dynamics of processes involving ownership, and deviations that may occur in these processes. Moreover, in the area of gaming or (agent-based) virtual stories the model can be used to develop virtual characters that show special behaviour in relation to certain characteristics concerning ownership.
In this paper, in Section 3 the computational agent model is presented, based on neurological principles discussed in Section 2. Section 4 illustrates the model by presenting four different scenarios, among which vetoing an action because of unsatisfactory predicted effects, execution of an action with false attribution due to poor predictive capabilities as happens in schizophrenia, and mirroring an observed action of another agent and properly attributing it to the other agent. In Section 5 it is discussed how elements of the model can be related to recent neurological findings. Finally, Section 6 is a discussion.
Neurological Background
The idea developed over the years is that co-occurrence of predicted sensory effects and sensed actual effects (after execution of the action) is an important condition for proper retrospective selfattribution of a self-generated action (e.g., Moore and Haggard, 2008) . In what is called the comparator model or the central monitoring theory (e.g., Feinberg, 1978; Wolpert, 1997; Frith, 1992; Frith et al., 2000; David et al., 2008) , the predicted effect and the sensed actual effect are compared or matched. In Figure 1 a schematic overview of the comparator model is shown, comparable to similar pictures shown in (Wolpert, 1997) and (David et al., 2008) .
Figure 1 Overview of the comparator model
The notion of comparison was originally taken from the area of cybernetics, and assumes that two activation strengths are compared. For example, if a binary case is assumed, two signals 1 provide an outcome 0 (i.e., no difference: self agency), and a combination of 0 and 1 gives an outcome 1 (no self agency). Also two strengths 0 would give a comparison outcome 0 (self agency) in this model. Moreover, for the nonbinary case, for example, two equal values 0.3 (or 0.5) would give an outcome 0 as well, which is the same as the outcome for two values 1 (self agency). Such simple examples, especially for lower but equal values may not always be considered intuitive.
In recent years it has been reported in neurological literature that the predicted effect and the sensed actual effect are not simply compared or matched, as claimed in the comparator model, but in fact are added to each other in some integration process (e.g., Moore and Haggard, 2008; Synofzik et al., 2010; Voss et al., 2010) . In such a case the outcome would not always be the same as for the comparator model. For example, integrating two equal levels 1 will provide an outcome (self agency) that is quite different from the outcome for two equal lower values 0.3 or two equal values 0. Moreover, the integration process involves a temporal element which is not taken into account in the comparator model: first the predicted sensory effect starts to become active whereas later on the sensing of the actual effect in some sense is added to it.
Furthermore, another peculiar aspect that plays a role here is that within the process, based on the predicted sensory effect suppression of the sensed actual effect takes place, which has been reported since a longer time, for example, around the question 'Why can't you tickle yourself?'; e.g., (Weiskrantz, Elliot, and Darlington, 1971; Claxton, 1975; Collins et al., 1998; Blakemore et al., 1999; Blakemore et al., 2000a; 2000b; Fourneret et al., 2002; Blakemore and Frith, 2003) . This shows an interesting phenomenon. On the one hand the predicted effect suppresses the sensed effect, but on the other hand the two effects are combined with each other to obtain a basis for a (retrospective) proper attribution of the action. From a logical point of view these findings from the neurological literature may sound paradoxal, but from a dynamical systems perspective this may well be modelled adequately in a temporal manner, thus providing a more realistic type of model than would be possible in a purely logical setting.
Another element, put forward in (Moore and Haggard, 2008) , is the distinction between ownership based on prediction (prior to execution), and ownership based on inference after execution of the action (in retrospect):
'Our results suggest that both predictive and inferential processes contribute to the conscious awareness of operant action. The relative contribution of each of these processes seems to be context dependent. When we can predict the consequences of our actions, as in a high actioneffect contingency block, the awareness of action reflects these predictions. This would provide us with a predictive sense of our own agency. In addition, our results show clear evidence that inferential processes also influence the conscious awareness of operant action.' (Moore and Haggard, 2008, p. 142) Also here it is put forward that the temporal pattern may be interesting to take into account:
'The interaction between predictive and inferential processes is of particular interest. (…) The time course over which information about action is built up may be an important clue to this interaction. Specifically, predictive information about actions and effects may operate only over the brief timescale of motor preparation, and may be discarded when sensory evidence makes inference possible. Predictions may be based on an internal forward model (Blakemore et al., 2002) . This representation is available for the control of action and on-line guidance of behaviour, but does not outlast the current action. Sensory feedback provides more precise evidence about actions and their effects. This evidence becomes available only after a short sensory delay, but can then be transferred to memory. Thus, reliable and enduring sensory evidence replaces short-lived predictive estimates. We suggest that awareness of action therefore switches from a predictive to an inferential source as the action itself occurs, and as sensory information becomes available. This time-varying mixture of predictive and inferential information may ensure that our experience of our own action is an optimal reflection of the actual relation between our voluntary motor system and the outside world.' (Moore and Haggard, 2008, pp. 142-143) The issues and perspectives briefly reviewed above have been used as a basis for the computational agent model presented below. More specifically, the following have been taken as a point of departure:
(1) action effect prediction from preparation of an action a to sensory representation of effect b (2) suppressing the sensory representation of effect b after this effect was predicted and action a was initiated (3) a prior ownership state depends on preparation for the action, predicted effects, and context (4) a retrospective ownership state depends on a combination of predicted sensory effects of the action and action effects sensed afterwards (a form of integration) (5) a prior ownership state exerts control over the execution of a prepared action (go/no-go decision, vetoing) (6) a retrospective ownership state is an internal state that also can lead to acknowledging authorship of the action, for example, in social context
In Section 6 it will be discussed in some more detail how the concepts used in the model may relate to neurological concepts.
The Computational Agent Model
The computational agent model presented below has been designed with the issues discussed in Section 2 as a point of departure (in particular (1) to (6)). For a graphical overview, see Figure 2 ; here circles denote states (explained in This includes the context c which can be self or another agent B. As expressed in (3) and (4) in Section 2, the computational agent model distinguishes prior and retrospective ownership states for actions, indicated by PO(a, b, c, s) and RO(a, b, c, s) , respectively (see Figure 2 ). In accordance with (3) in Section 2, the prior ownership state PO(a, b, c, s) is affected by the preparation state PA(a) for the action a, the sensory representation SR(b) of the (predicted) effect b, the sensory representation SR(s) of the stimulus s, and the sensory representation SR(c) of the context c; see the four arrows to PO(a, b, c, s) in Figure 2 . Similarly, as expressed in (4) in Section 2, the retrospective ownership state RO(a, b, c, s) is affected by the sensory representation SR(c) of the context c, the sensory representation SR(b) of the effect b of the action, the prior ownership state PO(a, b, c, s) , and the execution EA(a) of the action a; see the arrows to RO(a, b, c, s) in Figure 2 .
Action prediction, expressed in (1) in Section 2, is modelled by the connection from the action preparation PA(a) to the sensory representation SR(b) of the effect b. Suppression of the sensory representation of the effect, expressed as (2) in Section 2, is modelled by the (inhibiting) connection from the prior ownership state PO(a, b, c, s) to sensory representation SR(b). The control exerted by the prior ownership state, expressed in (5) in Section 2, is modelled by the connection from PO(a, b, c, s) to EA(a). Finally, acknowledging of ownership, expressed in (6) in Section 2, is modelled by the connection from the retrospective ownership state RO(a, b, c, s) 
Connections between state properties (the arrows in Figure 2 ) have weights k, as indicated in 
Table 2 Overview of the connections and their weights
Below, the dynamics following the connections between the states in Figure 2 are described in more detail. This is done for each state by a dynamic property specifying how the activation value for this state is updated based on the activation values of the states connected to it (the incoming arrows in Figure 2 ). The modelling approach is based on continuous-time recurrent neural networks, as proposed by Beer (1995) , adopting elements from (Hopfield 1982 (Hopfield , 1984 . Note that modeling the causal relations discussed in neurological literature and shown in Figure 2 does not follow specific single neurons but abstracts them to cognitive or mental states. By this abstraction neurological knowledge is lifted to a mental (cognitive/affective) modelling level. See also the discussion in (Bickle, 1998) which he illustrates for the higher level (e.g., folk psychological) in relation to the lower-level (e.g., neurobiological) explanation in the context of Hawkin and Kandel's (1984a,1984b) work:
'Of course, the functional profiles assigned to cognitive states on Hawkin and Kandel's neurobiological account are much more fine-grained and detailed, for that account recognizes distinctions and connections that folk psychology either lumps together or leaves extremely vague (…) Here again, however, we can expect that injection of some neurobiological details back into folk psychology would fruitfully enrich the latter, and thus allow development of a more fine-grained folkpsychological account that better matches the detailed functional profiles that neurobiology assigns to its representational states. There is no principled reason against such enrichment.' (Bickle, 1998, pp. 207-208) According to this approach, during processing each state has an activation level or strength represented by a real number between 0 and 1; variables V (possibly with subscripts) run over these values. In dynamic property specifications, this is added as a last argument to the state property expressions (an alternative notation activation(p, V) with p a state property has not been used for the sake of notational simplicity). Activation levels of states affect activation levels of other states (to which they are causally connected; see the arrows in Figure 2 ) by some state update specification; below these are specified as Local Properties (LP) for each of the different states.
Such a state update specification uses a parameter  as a speed factor, indicating the speed by which the activation level is updated upon received input from other states. For a state causally depending on multiple other states, values for incoming activation levels are combined, using a combination function f which is a function for which different choices can be made. For example, the identity function f(W) = W can be chosen or a combination function based on some threshold function th:
This threshold function th can have different forms, for example a discontinuous one:
for some threshold value . Another option is the continuous logistic threshold function th(, , X) of the form
with  a steepness and  a threshold value. Note that for higher values of  (e.g.,  higher than 20/) this threshold function can be approximated by the simpler expression:
In the example simulations, for the states that are affected by only one state (i.e., in LP1, LP6, LP7, LP9), f is taken the identity function f(W) = W, and for the other states f is a combination function based on the logistic threshold function th(, , W). In this choice common practice is followed, but other types of combination functions might be used as well. The computational agent model has been formalised according to this approach in two different ways so that readers who are familiar with one of these two formats can easily access it: (1) using a differential equations format (see Box 1), and (2) using the hybrid LEADSTO format; cf. [Bosse et al., 2007] (see Box 2). Within LEADSTO a dynamic property or temporal causal relation a   b denotes that when a state property a (or conjunction thereof) occurs, then after a certain time delay, state property b will occur. Below, this delay will be taken as a uniform time step t.
In the text below, for each of these state update specifications a semiformal description is given, whereas a formal specification in differential equation format (one differential equation per Local Property LP) is shown in Box 1 and a formal specification in the hybrid LEADSTO format is shown in Box 2. Note that to make a graphical distinction, in the LEADSTO specification capitals are used (as in the tables and in Figure 2 ), whereas in the differential equations no capitals are used. The first property LP1 describes how sensory representations are generated for context c and stimulus s, and effect state b (together indicated by variable W).
LP1 Sensory representation for a sensor state
If the sensor state for W has level V 1 and the sensory representation of W has level V 2 then after duration t the sensory representation of W will have level
The sensory representation of an effect state b as described by property LP2 is not only affected by a corresponding sensor state for b (which in turn is affected by the world state), as in LP1, but also by two action-related states:
 via the predictive loop by a preparation state, to predict the effect b of a prepared action a (see (1) in Section 2)
 by an inhibiting connection from the prior self-ownership state, to suppress the sensory representation of the effect b of the action a, once it is initiated (see (2) in Section 2) This is expressed in dynamic property LP2. Note that for this suppressing effect the connection weight  2o from prior ownership state for action a to sensory representation for effect b is taken negative, for example  2o = -1.
LP2 Sensory representation for an effect state
If the preparation state for action a has level V 1 and the prior self-ownership of action a for b, self, and s has level V 2 and the sensor state for state b has level V 3 and the sensory representation of state b has level V 4 then after duration t the sensory representation of state b will have level
Preparation for action a is affected by a sensory representation of stimulus s (triggering the action), and also strengthened by predicted effect b of the action:
LP3 Preparing for an action
If sensory representation of s has level V 1 and sensory representation of b has level V 2 and the preparation for action a has level V 3 then after duration t the preparation state for action a will have level
Prior ownership of an action a is generated by LP4 (see (3) in Section 2). 
LP4 Generating a prior ownership state
In case the context c is self, the prior ownership state strengthens the initiative to perform a as a self-generated action: executing a prepared action depends on whether a prior self-ownership state (for the agent self) is available for this action (see (5) in Section 2). This models control over the actual execution of the action (go/no-go decision) and can, for example, be used to veto the action in a late stage of preparation. This is modelled by LP5.
LP5 Action execution
If prior ownership of a for b, self, and s has level V 1 and preparation for action a has level V 2 and the action execution state for a has level V 3 then after duration t the action execution state for a will have level
Property LP6 describes in a straightforward manner how execution of action a affects the world state b. A retrospective ownership state takes into account the prior ownership, the execution of the action, the context, and the sensory representation of the action's effect (see (4) in Section 2): 
LP6
Note that LP8 applies for context self as context, but also to an observed other agent B. For an observed other agent as context the connection strength  17 in LP8 is assumed 0 or negative; in the simulated scenarios discussed in Section 3 it was taken  17 = -1. The communication to attribute authorship (to any context c) depends on the retrospective ownership state as specified in LP9 (see (6) in Section 2). 
LP9 Communication of ownership awareness

Box 1 Formal specification of the model in differential equation format
Box 2 Formal specification of the model in LEADSTO format
Simulation of Example Scenarios
In this section simulations are discussed for a number of example scenarios, which all involve the occurrence of a preparation state for an action a, triggered by some stimulus s. These scenarios relate to phenomena in the literature, as discussed in Section 1. They have been generated based on the specification in differential equation format shown in Box 1. Alternatively, the LEADSTO software environment could be (but in this case actually has not been) used; both is equally well possible. First a scenario is addressed where the prepared action has satisfactory predicted effects and therefore is executed; in this case both prior and retrospective self-ownership states occur. Next, a case is considered where the prepared action lacks positive predicted effects, and is therefore not executed: a no-go decision, or vetoing. Only a rather low prior self-ownership state is developed and no retrospective self-ownership state. In the third case, a poor action prediction capability is modelled, which leads to a not very high prior self-ownership state, but sufficient to actually execute the prepared action. In this case no retrospective self-ownership state occurs, as the sensory representation of the effect stays low. In the fourth case, the stimulus triggering the action preparation is the observation of another agent performing the action. In this case a low prior self-ownership state is generated, but high prior and retrospective other-ownership states. This models mirroring of and attribution to the other agent. Note that the parameter values for the connection strengths used for these different scenarios are not unique. Similar patterns are obtained when they are in a certain range.
Normal Execution and Attribution of an Action
The first case considered describes a situation where the context c is the agent itself, and a stimulus s occurs. The action effect b is considered positive for the agent. To make things more specific, imagine the following: -context c is that you are working on your computer -stimulus s is that you need a certain program P -action a is clicking on a specific icon I on the desktop of your computer -effect b of action a is that program P is opened. The first scenario is as follows:
Scenario 1  external stimulus s occurs and triggers preparation of action a (to click on icon I)  based on the preparation state for a the sensory representation of predicted effect b (that program P is opened) of a is generated  based on this positive predicted effect and the other states a prior self-ownership state for action a (to click on icon I) is generated  this prior self-ownership state for action a leads to actual execution of action a (mouseclick on I)  the execution of a affects b in a positive manner (program P opens) and, via sensing, also the sensory representation of b (that program P is opened)
 at the same time the sensory representation of b is suppressed due to the prior self-ownership state  based on the generated states, after the execution of action a the agent develops a retrospective selfownership state (for opening program P by clicking on icon I)  finally the agent communicates this self-ownership ('I opened program P by clicking on icon I')
The simulation of this scenario is shown in Figure 3 . Parameter values used (in all scenarios set by hand) can be found in Table 3 . The step size taken is t = 0.25. All relevant connection strengths not mentioned in this table were taken 1. The slow value 0.3 for  was applied for external processes (action execution, effect generation and effect sensing) modelled by LP5, LP6, and LP7, and the fast value 0.6 for  for the internal processes modelled by the other LP's.
In Figure 3 it is shown that (after sensing the stimulus), the preparation for action a starts around time point 2, and the representation of the predicted effect b around time point 3. As a result of this, around time point 6 the prior self-ownership state starts to develop, which leads to the execution of the action, starting around time point 7. In the meantime the representation of the action effect b is suppressed (cf. [Blakemore et al., 1999; Blakemore et al., 2000; Fourneret et al., 2002] ), causing a dip in the graph around time point 10. When the execution of the action a is taking place, the sensing of its effect b in the world has a positive impact on the representation of b from time point 10 on, and the retrospective self-ownership state is developed, starting from around time 15. After this, the communication of the self-ownership takes place from time point 20.
Figure 3 Executing an action with ownership states (scenario 1)
Note that in this case both the prior and the retrospective self-ownership state reach levels close to 1 (prior self-ownership approaching 0.95, and retrospective self-ownership approaching 1). Moreover, note that when the stimulus is taken away, all activation levels will go down to 0, and will come up again when the stimulus reoccurs. 
Vetoing a Prepared Action Due to Unsatisfactory Predicted Effect
The second case considered describes a situation similar to the previous one (the context c is the agent itself, and a stimulus s occurs), but where the action a triggered by stimulus s has an effect b' which is not particularly positive for the agent; here a hardly has an impact on effect b which would have been positive. Prediction capabilities are assumed correct in this case, so no high level of b is correctly predicted for a. For the imagined program opening context this means that it is predicted that clicking on icon I does not open program P but a different program P'. Nevertheless it is assumed that the stumulkus triggers preparation for clicking on icon I (maybe because in the past on the same position the icon for prgram P was placed). For this situation the following variation on the previous scenario is considered:
Scenario 2  external stimulus s occurs and triggers preparation of action a (to click on icon I)  based on the preparation state of a only a low level for the sensory representation of predicted effect b of a is generated (no prediction that program P will be opened but that different program P' will be opened)
 based on this low predicted effect b and the other states a low level of a prior self-ownership state for action a is generated (low prior ownership to click on icon I)
 the low prior self-ownership state for a does not lead to actual execution of action a; the action a can be considered vetoed (no click on icon I)
 the agent develops no retrospective self-ownership state for a (no retrospective self-ownership for clicking on icon I)  the agent does not communicate self-ownership for a
The simulation of this scenario is shown in Figure 4 . This scenario was modelled by taking the connection strength for the prediction of effect b for action a low:  2 = 0.3 instead of 0.8. Values for the other parameters were the same as in Table 3 .
Figure 4
Vetoing an action with no positive prediction (scenario 2)
In Figure 4 it is shown that (after sensing the stimulus), again the preparation for action a starts around time point 2, and the representation of the predicted effect b around time point 3. However, the predicted effect is much lower compared to the previous scenario. As a result of this low prediction, the prior self-ownership state starting to develop around time point 6, also stays at a low level. Therefore the execution of the action also stays very low. Due to these circumstances, no retrospective self-ownership state and no communication of self-ownership occur.
Effects of Poor Prediction; Schizophrenia Case
The third case considered describes a situation where again the context c is the agent itself, and stimulus s occurs. The action effect for action a is b, which in principle is positive for the agent, like in the first situation above. However, due to poor prediction capabilities this effect is not (fully) internally predicted. This is what is assumed to happen in patients with schizophrenia, as discussed, for example, in (Synofzik et al., 2010; Voss et al., 2010) . For this situation the following scenario is considered:
Scenario 3  stimulus s occurs and triggers preparation of action a (to click on icon I)
 based on the preparation state for a only a relatively low level of the sensory representation of the predicted effect b of a is generated, due to poor prediction capabilities (low prediction that program P will be opened)
 based on this relatively low predicted effect and the other states a relatively low level of a prior selfownership state for action a is generated (low prior self-ownership for clicking on icon I)
 this prior self-ownership state level for action a is still sufficient to lead to actual execution of action a (mouseclick on icon I)
 the execution of a affects b (program P is opened) in a positive manner and (via sensing) the sensory representation of b  the sensory representation of b (that program P is opened) is suppressed to a certain extent due to the (relatively low) prior self-ownership state  due to the relatively low level for the sensory representation of effect b (and prior self-ownership state) the agent develops no retrospective self-ownership state for action a (no retrospective self-ownership for clicking on icon I)  the agent does not communicate self-ownership for action a
The simulation of this scenario is shown in Figure 5 . This scenario was modelled by taking the connection strength for the prediction of effect b for action a moderately low:  2 = 0.4. Values for the other parameters were again the same as in Table 3 . For this case t = 0.1 was taken instead of 0.25, and the simulation was shown up to time point 75. In Figure 5 it is shown that as in the previous scenarios, the preparation for action a starts around time point 2, and the representation of the predicted effect b around time point 3. The predicted effect is substantially lower compared to the first scenario, but higher than in the second scenario. As a result of this moderately low prediction, the prior self-ownership state, starting to develop around time point 6, also stays at a moderate level (first around 0.4, later going up to almost 0.7); this is substantially higher than in the second scenario where the lower level led to a veto for the action. Therefore, in contrast to the previous scenario, this level turns out high enough for the execution of the action starting around time point 9. Nevertheless, only a low level of the retrospective self-ownership state is developed (becoming approximately 0.15), and no communication of self-ownership takes place. 
Satisfactory Predicted Effects but Unsatisfactory Actual Effects
The fourth case considered describes a situation where again the context c is the agent itself, and stimulus s occurs. The predicted action effect for action a is b, which in principle is positive for the agent, like in the first situation above. However, after executing the action, it turns out that b is not an actual effect of the action. This is another way of modelling a mismatch between prediction and actual outcome. For this situation the following scenario is considered:
Scenario 3  external stimulus s occurs and triggers preparation of action a (to click on icon I)  based on the preparation state for a the sensory representation of predicted effect b of a is generated (that program P will be opened)  based on this positive predicted effect and the other states a prior self-ownership state for action a is generated (to click on icon I)  this prior self-ownership state for action a leads to actual execution of action a (mouseclick on icon I)  the execution of a does not affect b in a positive manner (program P is not opening, but a different program P') and; therefore b is not sensed, and no contribution occurs to the sensory representation of b  at the same time the sensory representation of b is suppressed due to the prior self-ownership state  based on the generated states, the agent develops no retrospective self-ownership state (no retrospective self-ownership for clicking on icon I)  the agent does not communicate self-ownership for action Figure 6 Deviation of actual effect from predicted effect implies no retrospective self-ownership (scenario 4)
The simulation of this scenario is shown in Figure 6 . This scenario was modelled by taking the connection strength for the actual effect b for action a very low:  12 = 0. Values for the other parameters were again the same as in Table 3 . For this case t = 0.25 was taken. In Figure 6 it is shown that as in the previous scenarios, the preparation for action a starts around time point 2, and the representation of the predicted effect b around time point 3. The predicted effect is comparable to the first scenario. As a result of this prediction, the prior selfownership state, develops from around time point 6 on going up to 0.7). Therefore, this level is high enough for the execution of the action starting around time point 9. However, the expected effect b of the action does not actually occur. Moreover due to the prior ownership state the sensory representation of the effect is suppressed. Therefore immediately after time point 6, the sensory representation of the effect goes down. As a consequence no retrospective self-ownership state is developed, and no communication of self-ownership takes place.
Mirroring Another Agent
In contrast to the first four scenarios, the fifth case describes a situation where the context c is another agent, and the stimulus s is the observation of the other agent performing action a (agent B is clicking on icon I). The action effect for action a is b (program P is opened) and is predicted in a correct manner, as in the first scenario. The scenario for this fourth case is as follows:
Scenario 5  external stimulus s which is an observed action a performed by another agent (by mirroring) triggers preparing action a (to click on icon I)
 based on the preparation state for a the sensory representation of the predicted effect b of a is generated (that program P will be opened)
 based on this predicted effect and the other states (among which the other agent as context) a high level of a prior other-ownership state for action a is generated, and a low level of a prior self-ownership state (other-ownership for clicking on icon I; no self-ownership for clicking on icon I)
 the low prior self-ownership state for action a leads to no actual execution of action a (vetoing; no own mouseclick on icon I))
 as the prior self-ownership state has a low level, not much suppression of the representation of effect b takes place  based on the generated states, the agent develops a retrospective other-ownership state, and no retrospective self-ownership state (retrospective other-ownership for agent B opening program P by clicking on icon I)  finally the agent communicates this other-ownership a ('you opened program P by clicking on icon I') The simulation of this scenario is shown in Figure 7 . This scenario was modelled by taking the connection strength  4 for mirroring from the specific stimulus representation (observed action) to preparation state 0.5. The connection strength  2 for the prediction of effect b for action a is 0.8, as in the first scenario. The threshold and steepness values for prior and retrospective otherownership states were taken 3 and 8, resp. 2.4 and 20. For this case t = 0.25 was taken. Values for the other parameters were the same as for the first scenario. In Figure 7 it is shown that after sensing the observed action, as in the first scenario the preparation for action a starts around time point 2, and the representation of the predicted effect b around time point 3. As a result of this, around time point 6 the prior other-ownership state starts to develop, whereas the prior self-ownership state stays very low. Therefore execution of a is suppressed. After time point 9 also the retrospective other-ownership state is generated, which leads to communication of other-ownership after time point 12. All other states stay low.
Relations to Neurological Findings
In this section the question is addressed how the states and dynamical relations of the model described in Section 3 relate to neurological states and mechanisms. In particular, this concerns the internal states: sensory representations, preparations, and the prior and retrospective ownership states (in Figure 2 the states in the box). First of all, for the sensory representations of stimulus and context and action effect, these are considered to be related to sensory neurological states. Secondly, the preparation state used is assumed to have a mirroring function as well, so this state may be related to (a group of) mirror neurons (in the classical sense); (e.g., Iacoboni, 2008a) . The remaining two types of states, the prior and retrospective ownership states are the most crucial states in the presented model. A prior ownership state has control over the execution of a (prepared) action as one of its most important functions. This type of state has roughly the following behaviour in relation to execution:
 it is active if a prepared action is (to be) executed  it is not active when no execution (is to) take(s) place Interestingly, in recent human single cell recording experiments, specific neurons have been found with activation patterns that have some correlation to execution of an action, in particular, in work reported in (Mukamel et al., 2010; Fried, Mukamel, Kreiman, 2011) ; see also (Keysers and Gazzola, 2010; Iacoboni, 2008a; Iacoboni, 2008b; Iacoboni and Dapretto, 2006) . For example, Iacoboni (2008b) describes these experiments in patients with epilepsy undergoing pre-surgical evaluation of the foci of epilepsy as follows; see also (Iacoboni, 2008a, pp. 201-203) .
'From a total of 14 patients, we have recorded the activity of approximately 500 neurons located in three sectors of the mesial frontal cortex: the ventral and dorsal sectors of the anterior cingulate cortex and the pre-supplementary motor cortex (SMA)/SMA proper complex.' (Iacoboni, 2008b, p. 30) Some of the main findings are that neurons with mirror neuron properties were found in all sites in the mesial frontal cortex were recording took place (approximately 12% of all recorded neurons); half of them related to hand-grasping, and the other half to emotional face expressions. For the relation of their activity to execution the following was found:
'One-third of mirror neurons had excitatory responses during both action execution and action observation. This is the most typical pattern of firing-rate changes observed in monkeys. Onethird of mirror neurons, however, had inhibitory responses during both action execution and action observation. This pattern has also been occasionally observed in monkeys, but much less frequently. The remaining third of mirror neurons in the human frontal cortex had a pattern of firing-rate changes that has never been observed in monkeys, at least not so far.' (Iacoboni, 2008b, p. 30) It is in this group of mirror neurons that neurons can be found that show behaviour that is similar to the behaviour of the prior ownership state in the presented model as indicated above. A substantial subset of these latter set of neurons…:
'…have excitatory responses during action execution and inhibitory responses during action observation. Few of these neurons have the opposite pattern, with decreased firing rate during execution and increased firing rate during observation.' (Iacoboni, 2008b, p. 30) In (Iacoboni, 2008a (Iacoboni, , 2008b Iacoboni and Dapretto, 2006) such types of neurons are termed super mirror neurons, to indicate the control function they may have with respect to the execution of an action. Given the similarity in behaviour, it is this type of neurons that can be considered a suitable candidate as a neurological counterpart of prior ownership states. One aspect to be addressed is the timing aspect: are these super mirror neurons active before the execution, or during or after? In the latter case, they could be considered more suitable as candidates for retrospective ownership states. To obtain more evidence, it would be interesting to find out more about temporal dependencies between the respective neural and execution states, for example, using methods as described in (Schippers and Keysers, 2011) .
For the remaining type of states to be considered, the retrospective ownership states, a more complex picture occurs. Retrospective ownership states have a strong relation to self-monitoring, as also emphasized in (Arbib and Mundhenk, 2005; Arbib, 2007; Moore and Taggard, 2008) . For example, in (David et al., 2008) , a number of cortical and subcortical elements are indicated that may relate as neural correlates to retrospective ownership states:
'…several brain areas have been implicated in the sense of agency (…). These include brain regions known to be involved in the motor system such as the ventral premotor cortex (vPMC), the supplementary motor area (SMA and pre-SMA) and the cerebellum as well as regions such as the dorsolateral prefrontal cortex (DLPFC), the posterior parietal cortex (PPC), the posterior segment of the superior temporal sulcus (pSTS) and the insula (…). Unfortunately, the current literature does not yet provide a consistent or clear picture with respect to the exact functions and contributions of these brain regions to the sense of agency.' (David et al. 2008, p. 529) In (David et al., 2008) 'In a classificatory attempt, the first group of brain regions (e.g., vPMC, SMA, cerebellum) constitutes a network of sensorimotor transformations and motor control, whereas the second group of brain regions rather represents a set of heteromodal association cortices implicated in various cognitive functions. (…) Accordingly, motor system-related regions may subserve 'executive' functions whereas heteromodal associative regions subserve 'supervisory' functions. However, the proposed classificatory, functional distinction remains speculative requiring further empirical validations. In the following, we summarize the available evidence on the neuroscience of agency in an attempt to putting the empirical results into perspective. The presence of different neural correlates might reflect different agency indicators, subprocesses or levels of agency processing.' (David et al. 2008, pp. 529-530) So, the possibility is left open that in the end different agency indicators may be distinguished. One of such distinctions may be between unconscious and conscious ownership states; see, for example, (Jeannerod, 2009; Schutz-Bosbach et al., 2009) .
Discussion
The computational agent model presented in this paper incorporates mechanisms for prior and retrospective ownership states, based on principles from recent neurological theories, in particular from (Moore and Haggard, 2008; Synofzik et al., 2010; Voss et al., 2010) . In the model a prior ownership state is affected by prediction of the effects of the action. Actual execution of the action and sensing of its effects can lead to a retrospective ownership state, in particular, when the sensed effects co-occur with the predicted effects. As a prior ownership state may lead to actual execution of the action, it plays an important role as control of the execution of prepared actions. A retrospective ownership state is the basis for acknowledging authorship of an action, for example, in social context, or in a self-reflection context.
In simulated scenarios it was shown how a number of known phenomena can occur. For example, scenarios were shown for vetoing a prepared action due to unsatisfactory predicted effects, and for mirroring an observed action performed by another agent, without imitating the action. Moreover, it was shown how poor action effect prediction capabilities can lead to reduced retrospective ownership states (as, for example, is shown in persons suffering from schizophrenia), and may easily lead to attribution of the self-generated action to another real or imaginary person.
Modeling causal relations discussed in neurological literature in the manner as presented here does not take specific neurons into consideration but uses more abstract cognitive or mental states. In this way abstraction takes place by lifting neurological knowledge to a mental (cognitive/affective) modelling level. The type of computational model that results shows some technical elements from the neural modelling area. More specifically, it takes states as having a certain activation level (as opposed to binary states), thus making reciprocal loops possible. To achieve this, the modelling approach exploits techniques used in continuous-time recurrent neural networks, in line with what is proposed by Beer (1995) , adopting elements from (Hopfield 1982 (Hopfield , 1984 . In particular, for a state causally depending on multiple other states, values for incoming activation levels are combined, using a combination function.
The ownership states are internal cognitive states that are not representations of currently present external things in the way that, for example, sensory representation or belief states are. If the question is posed whether they do represent anything, and if so, what, maybe they can be interpreted as temporal second-order representations or representations of the agent's own internal processes, or representations of past or future behaviour, or a combination of these. This representation question is not the focus of this paper. It may be an interesting topic for further work, for example, in the line of (Bosse, Jonker, and Treur, 2009) .
The model distinguishes itself from existing approaches such as in (Wolpert, 1997; Frith, 1992; Frith et al., 2000) , among others in that (1) instead of comparison of predicted and sensed effects, the predicted and sensed effects are integrated and provide a kind of combined level, as also indicated in, for example (Moore and Haggard, 2008; Synofzik et al., 2010; Voss et al., 2010) , (2) following (Moore and Haggard, 2008) a distinction was made between prior and retrospective ownership states, and (3) both self-ownership and other-ownership are covered. These are also differences with approaches, such as for example (Hindriks et al., 2011) , which do not take the neurological angle as a point of departure, as in the current paper.
The obtained computational model can be used as a basis for simulation-based training or in gaming or virtual stories. For the first type of application the idea is to develop a virtual patient based on the model so that, for example, a psychiatrist or psycho-therapist (e.g., during his or her education) can gain insight in the processes in certain types of patients, or it can be used by a therapist to analyse how a certain form of therapy can have its effect on these processes. For the second type of application the idea is to design a system for agent-based virtual stories in which,
