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Einleitung
Zahlreiche Prozesse in Naturwissenschaft und Technik lassen sich mit Hilfe von
Konvektions–Diffusions–Gleichungen modellieren. Eine besondere Stellung nehmen da-
bei konvektionsdominierte Konvektions–Diffusions–Gleichungen ein, die durch sehr klei-
ne Diffusionsparameter gekennzeichnet sind. Derartige Differentialgleichungen beschrei-
ben zum Beispiel die Ausbreitung eines (verschmutzenden) Stoffes in einer Flußmu¨ndung,
von Radioaktivita¨t in der Atmospha¨re oder den Transport einer im Grundwasser gelo¨sten
Substanz. In den verschiedensten technischen Zusammenha¨ngen ist ferner die approxima-
tive Lo¨sung der Navier–Stokes–Gleichungen von Interesse, etwa zur Modellierung inkom-
pressibler stationa¨rer Flu¨sse oder fu¨r das Design von Tragflu¨geln. Konvektionsdominierte
Konvektions–Diffusions–Gleichungen treten außerdem als mathematische Formulierung
von Prozessen in der Halbleitertechnik oder in der Finanzmathematik auf. Eine einfu¨hren-
de Beschreibung derartiger Anwendungen findet man in [75].
Beschra¨nkt man die Untersuchung solcher Modelle fu¨r ra¨umlich zweidimensionale Pro-
blemstellungen auf ihren stationa¨ren Zustand und linearisiert sie in geeigneter Weise,
dann erha¨lt man eine Randwertaufgabe des folgenden Typs:
Lu := −ε∆u+ b · ∇u+ cu = f in Ω ⊂ R2 (1a)
Bu = g auf Γ = ∂Ω, (1b)
wobei der Operator B geeignete Randbedingungen (Dirichlet–, Neumann– oder Robin–
Bedingungen) repra¨sentiert und ε ein kleiner positiver Parameter ist. Diese Randwertauf-
gabe widerspiegelt bereits die charakteristischen Eigenschaften der Modelle komplizierte-
rer Anwendungsprobleme.
Probleme des Typs (1) heißen singula¨r gesto¨rt, denn ihre Lo¨sung u = u(·, ε) konvergiert
fu¨r ε→ 0 nicht punktweise gegen die Lo¨sung des sogenannten reduzierten Problems. Dabei
ergibt sich das reduzierte Problem, indem in Gleichung (1) der Parameter ε = 0 gewa¨hlt
wird und geeignete Randbedingungen weggelassen werden. Das reduzierte Problem ist
hyperbolisch, wa¨hrend die Differentialgleichung (1) elliptisch ist.
Charakteristisch fu¨r die Lo¨sung von (1) ist die Ausbildung von Grenzschichten. Das sind
Teilgebiete des Grundgebietes Ω, in denen sich die Lo¨sung und ihre Ableitungen sehr
stark a¨ndern. In Abha¨ngigkeit von ihrer speziellen Gestalt unterscheidet man regula¨re
und parabolische Randgrenzschichten sowie innere Grenzschichten. In der vorliegenden
Arbeit werden nur regula¨re Randgrenzschichten betrachtet.
Aufgrund der auftretenden Grenzschichten liefern die u¨blichen, im allgemeinen isotro-
pen, numerischen Verfahren keine befriedigende Approximation der Lo¨sung von (1). Man
beobachtet die folgenden typischen Pha¨nomene:
• Die Na¨herungslo¨sungen weisen physikalisch inada¨quate Oszillationen auf, da die
Verfahren instabil sind, solange die gewa¨hlten Gitterschrittweiten gro¨ßer als der
Sto¨rungsparameter ε sind. Sehr feine Gitter hingegen verursachen einen hohen Re-
chenaufwand.
1
2 Einleitung
• Der Konsistenzfehler von Differenzenverfahren und der Approximationsfehler von
Finite–Elemente–Methoden wa¨chst unbeschra¨nkt, wenn der Sto¨rungsparameter ε
gegen Null konvergiert.
In Anbetracht dieser Schwierigkeiten fordert man von einem fu¨r Probleme des Typs (1)
geeigneten Verfahren spezielle Eigenschaften:
Robustheit. Das Verfahren soll fu¨r alle Werte des Sto¨rungsparameters ε im gesamten
Gebiet Ω konvergieren. Das bedeutet, daß die auf einem Gitter mit N2 Punkten
gewonnene Na¨herung uN zur exakten Lo¨sung u einen Fehler
‖u− uN‖ ≤ CN−k
aufweist. Ist die Konstante C nicht nur von N , sondern auch von ε unabha¨ngig,
dann heißt das Verfahren robust oder global gleichma¨ßig konvergent in der gewa¨hlten
Norm ‖ · ‖. Die Zahl k > 0 beschreibt die Konvergenzordnung des Verfahrens.
Monotonieerhaltung. Die Na¨herungslo¨sung soll wesentliche physikalische Eigenschaf-
ten der exakten Lo¨sung, insbesondere ihre Monotonie, widerspiegeln. Dies entspricht
der Forderung an den Diskretisierungsoperator, a¨hnlichen Stabilita¨tsbeziehungen
wie der Differentialoperator zu genu¨gen.
Genauigkeit. Hohe Konvergenzraten sind stets ein Ziel bei der Konstruktion numeri-
scher Verfahren. Fu¨r die hier behandelten Probleme ist insbesondere eine genaue
Auflo¨sung der Grenzschichten von Bedeutung.
Wesentliche Strategien bei der Diskretisierung von Problemen des Typs (1) sind expo-
nentielle Anpassung und die Verwendung grenzschichtangepaßter Gitter. Beide Diskreti-
sierungsprinzipien setzen voraus, daß die Lage bzw. die Art der Grenzschicht im voraus
bekannt ist1. Exponentiell angepaßte Verfahren sind so konstruiert, daß sie fu¨r gewis-
se Exponentialfunktionen (vom Grenzschichttyp) wenigstens lokal exakt sind. Sie weisen
ha¨ufig eine komplizierte Struktur auf. Grenzschichtangepaßte Gitter wurden erstmals von
Bakhvalov [9] beschrieben und spa¨ter unter anderem von Vulanovic´ [114] und Shishkin
[98] vereinfacht. Diese Gitter sind innerhalb des Grenzschichtbereiches wesentlich feiner
als im u¨brigen Gebiet. Einige Verfahren, die auf uniformen Gittern nicht gleichma¨ßig im
Sto¨rungsparameter konvergieren, konnten auf grenzschichtangepaßten Gittern als robust
nachgewiesen werden (vgl. z. B. [52, 54, 59]). Dies zeigt, daß bereits die Anpassung des
Gitters an die charakteristische Struktur der Lo¨sung eine stabilisierende Wirkung auf das
Verfahren ausu¨bt.
In der Literatur findet man viele, auf verschiedene Weise stabilisierte Finite–Differenzen–
und Finite–Elemente–Methoden, die einige der Schwierigkeiten bei der Diskretisierung
singula¨r gesto¨rter Randwertaufgaben u¨berwinden. Dazu geho¨ren Upwind–Verfahren, die
Addition ku¨nstlicher Viskosita¨t, Stromliniendiffusionsverfahren und Petrov–Galerkin–
Methoden. In den Monographien von Roos, Stynes und Tobiska [91] oder Morton [75]
werden die bekannten Methoden im Detail behandelt.
Die vorliegende Arbeit liefert einen Beitrag zur Frage der Konstruktion inversmonotoner
Verfahren, die von zweiter Ordnung konvergieren. In den fru¨hen achtziger Jahren schlug
Hemker [45, 46] vor, mit Hilfe von Defektkorrekturtechniken die Genauigkeit der na¨he-
rungsweisen Lo¨sung singula¨r gesto¨rter Aufgaben zu erho¨hen. Diesem Vorschlag folgend,
1Adaptiv mit Hilfe von a posteriori–Fehlerabscha¨tzungen an die Grenzschicht angepaßte Gitter sind
nicht Gegenstand der vorliegenden Arbeit.
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untersuchen wir einen Defektkorrekturalgorithmus, fu¨r den numerische Experimente
Konvergenz von (fast) zweiter Ordnung auf grenzschichtangepaßten Gittern indizieren
(vgl. [67, 78]).
Das Prinzip der Defektkorrektur liegt vielen numerischen Iterationsverfahren zugrun-
de. Seit den fu¨nfziger Jahren wurde es immer wieder benutzt, um gut konditionierte
Diskretisierungsverfahren ho¨herer Ordnung zur na¨herungsweisen Lo¨sung von Differenti-
algleichungen zu gewinnen. Einen U¨berblick u¨ber das Defektkorrekturprinzip und seine
Anwendungen liefern die U¨bersichtsartikel [14, 106] .
Die zugrundeliegende Idee ist folgende: Zur Approximation der Lo¨sung des Randwertpro-
blems
Lu = f in Ω
u = 0 auf Γ = ∂Ω
werden zwei verschiedene Diskretisierungsverfahren
Lsus = f s in ΩN und Lzuz = fz in ΩN
us = 0 auf ΓN uz = 0 auf ΓN
betrachtet. Der Diskretisierungsoperator Ls repra¨sentiert ein stabiles Verfahren geringer
Konvergenzordnung. Die Zieldiskretisierung Lz konvergiert formal von ho¨herer Ordnung,
ist jedoch instabil oder aufwendig zu lo¨sen. Die Na¨herungslo¨sung uz der Zieldiskre-
tisierung soll mit Hilfe eines Defektkorrekturalgorithmus iterativ (i = 0, 1, 2, . . . )
approximiert werden:
1. Bestimme eine Startna¨herung u0 aus der Gleichung Lsu0 = f s.
2. Berechne den sogenannten Defekt di = Lsui − Lzui.
3. Ermittle den Korrekturterm ki aus der Gleichung Lski = di.
4. Aktualisiere die gewonnene Na¨herung ui gema¨ß ui+1 = ui + ki.
Der Vorteil dieser Technik besteht darin, daß nur gut konditionierte diskrete Probleme,
repra¨sentiert durch Ls, gelo¨st werden mu¨ssen. Fu¨r klassische Aufgabenstellungen wird als
Zieldiskretisierung zumeist ein Verfahren hoher Ordnung gewa¨hlt, dessen Systemmatrix
eine große Zahl von Freiheitsgraden entha¨lt, wa¨hrend Ls ein kompaktes Verfahren
symbolisiert. Zur Diskretisierung der hier behandelten singula¨r gesto¨rten Aufgaben ist
es naheliegend, inversmonotone (bzw. in geeigneter Weise numerisch stabile) Methoden
erster Ordnung mit klassischen Verfahren mindestens zweiter Ordnung zu kombinieren.
Numerische Experimente deuten darauf hin, daß sich Defektkorrekturverfahren auf
grenzschichtangepaßten Gittern gut eignen, um robuste Methoden ho¨herer Ordnung zu
gewinnen (vgl. [67]). Ihre einfache Implementation macht die Technik der Defektkorrek-
tur zur Generierung von Verfahren ho¨herer Ordnung zusa¨tzlich attraktiv.
Ein analytischer Nachweis der ε–gleichma¨ßigen Konvergenz von (fast) zweiter Ordnung
stand selbst fu¨r die na¨chstliegende Verfahrenskombination von einem einfachen Upwind–
und einem zentralen Differenzenverfahren fu¨r singula¨r gesto¨rte Aufgaben bislang aus. Er-
ste theoretische Untersuchungen zur Konvergenz eines solchen Defektkorrekturverfahrens
wurden von Ervin und Layton [25] vorgelegt. Sie bewiesen auf einem uniformen Gitter
gleichma¨ßige Konvergenz außerhalb der Grenzschichtregion. In Arbeiten von Axelsson
und Nikolova [8, 79] wurde die Konvergenz dieses Verfahrens auf Shishkin–Gittern unter-
sucht. Die dort angegebenen Beweise fu¨r ε–gleichma¨ßige Konvergenz des Verfahrens sind
allerdings fehlerhaft.
Eine Kombination von Finite–Elemente–Methoden in einem Defektkorrekturalgorithmus
analysierten in den fru¨hen neunziger Jahren Axelsson und Layton [7] auf a¨quidistanten
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Gittern, ohne jedoch ε–gleichma¨ßige Konvergenz nachweisen zu ko¨nnen. Layton et al.
[18] konstruierten einen a posteriori Fehlerscha¨tzer auf der Basis eines Finite–Elemente–
Defektkorrekturverfahrens. Einen U¨berblick u¨ber weitere Beitra¨ge zu Defektkorrektur
bei singula¨r gesto¨rten Randwertproblemen liefert Abschnitt 3.3.
Die vorliegende Arbeit ist der Analysis von speziellen Defektkorrekturverfahren fu¨r
Aufgaben des Typs (1) gewidmet. Zuna¨chst werden in Kapitel 1 wesentliche Eigen-
schaften der Lo¨sung des stetigen Problems (1) und seines eindimensionalen Analogons
zusammengestellt. In Kapitel 2 werden a priori grenzschichtangepaßte Gitter beschrieben
und die in der Arbeit behandelten numerischen Verfahren definiert. Die Eigenschaften
der betrachteten Differenzenmethoden werden im Hinblick auf die Konvergenzanalysis
von Defektkorrekturalgorithmen diskutiert. Kapitel 3 gibt einen U¨berblick u¨ber die
Literatur zur Anwendung von Defektkorrekturtechniken bei der Diskretisierung von
Differentialgleichungen. Außerdem werden die wesentlichen Beweismethoden fu¨r deren
Konvergenzanalysis vorgestellt. Dies ist zum einen die Konstruktion einer asymptotischen
Entwicklung des Fehlers des stabilen Lo¨sungsverfahrens. Diese Technik setzt eine sehr
hohe Glattheit der exakten Lo¨sung voraus. Ein anderer, allgemeinerer Zugang besteht
im Konzept korrespondierender Normen (vgl. [42, 100]) und basiert auf speziellen
Stabilita¨tseigenschaften des Lo¨sungsverfahrens.
Die entscheidenden Resultate dieser Arbeit sind in den Kapiteln 4 und 5 enthalten. In
Kapitel 4 wird die gleichma¨ßige Konvergenz eines Defektkorrekturalgorithmus fu¨r eindi-
mensionale singula¨r gesto¨rte Randwertprobleme nachgewiesen. Das betrachtete Verfahren
kombiniert ein einfaches Upwind– und ein zentrales Differenzenverfahren auf einer Klasse
grenzschichtangepaßter Gitter. Zwar wurde in [52] die ε–gleichma¨ßige Konvergenz des
eindimensionalen zentralen Differenzenverfahrens auf einem derartigen Gitter bereits di-
rekt gezeigt, und auch die Lo¨sung der durch das zentrale Differenzenverfahren generierten
diskreten Systeme bereitet in diesem Fall keine wesentlichen Schwierigkeiten. Die Analysis
des Defektkorrekturverfahrens im eindimensionalen Fall liefert aber einen entscheidenden
Beitrag zum Versta¨ndnis derartiger Methoden und ihrer Anwendung auf singula¨r gesto¨rte
Probleme.
Der in der vorliegenden Arbeit gefu¨hrte Beweis basiert auf einem speziellen Stabi-
lita¨tsresultat von Andreev und Kopteva [4] und einer daraus abgeleiteten Aussage
u¨ber die Approximation der Ableitung der Lo¨sung von singula¨r gesto¨rten Zweipunkt–
Randwertaufgaben von Kopteva und Stynes [55]. Bereits vor der Publikation von [55]
wurde dasselbe Konvergenzresultat fu¨r das Defektkorrekturverfahren in [34] in a¨hnlicher
Form bewiesen. Die Aussage aus [55] ergab sich dabei mit etwas geringerer Allgemeinheit
als Nebenresultat.
Fu¨r das zweidimensionale Randwertproblem erweist sich Defektkorrektur anhand von
numerischen Experimenten als ein mo¨gliches Werkzeug, um die Probleme, die wegen der
fehlenden Stabilita¨t des zentralen Differenzenverfahrens bei der iterativen Lo¨sung der
diskreten Systeme auftreten, zu u¨berwinden. Die Konvergenzanalysis zum Defektkorrek-
turverfahren ist jedoch deutlich schwieriger als im eindimensionalen Fall. Ein analytischer
Nachweis der fu¨r die Kombination von Upwind– und zentralem Differenzenverfahren be-
obachteten ε–gleichma¨ßigen Konvergenz von fast zweiter Ordnung ist nach wie vor ein of-
fenes Problem. Im Kapitel 5 dieser Arbeit wird die Anwendbarkeit der bekannten Zuga¨nge
zur Konvergenzsanalysis fu¨r Probleme des Typs (1) ero¨rtert. Dabei kristallisieren sich fol-
gende Schwierigkeiten heraus:
Fu¨r den zum Upwind–Differenzenverfahren assoziierten diskreten Operator konnten bis-
lang keine Stabilita¨tsaussagen bewiesen werden, die stark genug sind, um daraus im Rah-
Einleitung 5
men des Konzeptes korrespondierender Normen die numerisch beobachtete Konvergenz-
rate des Defektkorrekturverfahrens abzuleiten. Infolge der unterschiedlichen Beschra¨nkt-
heitseigenschaften der Greenschen Funktion des Randwertproblems (1) und seines ein-
dimensionalen Analogons ko¨nnen wir die Gu¨ltigkeit derselben Stabilita¨tsbeziehungen im
allgemeinen weder fu¨r die Differential– noch fu¨r die Differenzenoperatoren erwarten. Um
die auftretenden Unterschiede in Abha¨ngigkeit von der Dimension des Grundgebietes zu
verdeutlichen, werden in Kapitel 2 die bekannten Stabilita¨tsresultate fu¨r das Upwind–
Differenzenverfahren im ein– und zweidimensionalen Fall zusammengetragen und ihre
Anwendung bei der Herleitung von Konvergenzaussagen demonstriert.
Die Konstruktion einer geeigneten asymptotischen Entwicklung fu¨r den Fehler des
Upwind–Verfahrens wird sowohl durch die ε–Abha¨ngigkeit der exakten Lo¨sung von (1) als
auch durch die Verwendung hochgradig nichtuniformer Gitter erschwert. In Kapitel 5 wird
anstelle der Entwicklung des Verfahrensfehlers eine Reihenentwicklung des Konsistenzfeh-
lers des Upwind–Verfahrens verwendet, um fu¨r ein spezielles zweidimensionales Problem
zumindest Teilresultate u¨ber die Konvergenz des Defektkorrekturverfahrens zu beweisen.
Die Beweisidee entstammt [36], wurde dort aber, wie sich spa¨ter herausstellte, fehlerhaft
angewendet. Sie stellt einschra¨nkende Voraussetzungen an das Ausgangsproblem und die
verwendeten Gitter. So werden konstante Koeffizienten in der Differentialgleichung und
eine hohe Glattheit der rechten Seite gefordert. Ferner du¨rfen nur stu¨ckweise unifor-
me grenzschichtangepaßte Gitter verwendet werden. Unter den genannten Bedingungen
ko¨nnen wir zeigen, daß der glatte Anteil und die Grenzschichtanteile der exakten Lo¨sung
auf jeweils spezifischen Gittern durch das Defektkorrekturverfahren von fast zweiter Ord-
nung approximiert werden.
Es gelingt uns mit Hilfe der derzeit zur Verfu¨gung stehenden Methoden nicht, die
in den numerischen Beispielrechnungen beobachtete Konvergenz des betrachteten
Defektkorrekturverfahrens in allgemeineren Fa¨llen zu beweisen. Ziel des Kapitels 5 ist
es, die Grenzen der bekannten Beweistechniken fu¨r singula¨r gesto¨rte Randwertaufga-
ben aufzuzeigen. Die bewiesenen Teilresultate untermauern die Vermutung u¨ber die
ε–gleichma¨ßige Konvergenz des Defektkorrekturverfahrens von (fast) zweiter Ordnung
auf grenzschichtangepaßten Gittern im zweidimensionalen Fall.
Zum Schluß der Arbeit wird in Kapitel 6 kurz die Konstruktion von Defektkor-
rekturverfahren auf der Basis von Finite–Element–Methoden diskutiert. Fu¨r eine
Upwind–Finite–Element–Methode und das Standard–Galerkin–Verfahren wird ein
derartiger Algorithmus formuliert und die Ergebnisse numerischer Testrechnungen
sowie erste Ansa¨tze zur Konvergenzanalysis angegeben. Außerdem gehen wir auf offene
Fragen ein, die sich stellen, wenn die Upwind–Finite–Element–Methode durch ein
Stromliniendiffusions–Finite–Elemente–Verfahren ersetzt werden soll.
Die Entstehung der vorliegenden Arbeit wurde durch ein Sa¨chsisches Landesstipendium
und die Deutsche Forschungsgemeinschaft im Rahmen des Projektes ”Stu¨ckweise unifor-
me Gitter – Theorie und Anwendungen, insbesondere zur Auflo¨sung von Grenzschichten“
gefo¨rdert. Ich mo¨chte mich an dieser Stelle bei meinem Betreuer Prof. Dr. H.–G. Roos und
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6 Einleitung
Kapitel 1
Lo¨sungsverhalten des stetigen
Problems
In diesem Kapitel werden die betrachteten ein– und zweidimensionalen Modellproble-
me und die wesentlichen Eigenschaften ihrer exakten Lo¨sungen beschrieben. Besonderen
Stellenwert nehmen das Grenzschichtverhalten und eine daraus abgeleitete Zerlegung der
Lo¨sung in eine gleichma¨ßig beschra¨nkte Funktion und exponentiell anwachsende Grenz-
schichtanteile ein. Die Darstellung stu¨tzt sich im wesentlichen auf [91] und [75].
1.1 Das eindimensionale Modellproblem
Wir betrachten im R1 das lineare Zweipunkt–Randwertproblem
Lu := −εu′′ − bu′ + cu = f in Ω := (0, 1), (1.1a)
u(0) = u(1) = 0. (1.1b)
Die Funktionen b, c und f seien auf Ω¯ stetig. Es gelte b(x) ≥ β > 0 fu¨r alle x ∈ [0, 1]
sowie 0 < ε 1. Wir ko¨nnen ohne Einschra¨nkung der Allgemeinheit annehmen, daß die
Funktion c nichtnegativ ist.
Bemerkung 1.1 Ist min
x∈Ω¯
c(x) < 0, dann wird das Problem (1.1) mittels der Transfor-
mation u(x) 7→ exp(−θx)v(x) in ein a¨quivalentes Problem fu¨r v mit einem nichtnega-
tiven Koeffizienten des Absolutgliedes u¨berfu¨hrt, wenn der Parameter θ im Intervall
(
2
β
|min
x∈Ω¯
c(x)|, β
4ε
) liegt (vgl. [108]). 2
Ebenfalls ohne Einschra¨nkung der Allgemeinheit betrachten wir das Einheitsintervall Ω =
(0, 1) als Grundgebiet und wa¨hlen homogene Dirichlet–Randbedingungen.
Bemerkung 1.2 Eine lineare Koordinatentransformation u¨bertra¨gt das Problem in ein
beliebiges Intervall (d, e). Zu allgemeinen Dirichlet–Randbedingungen
u(0) = γ0, u(1) = γ1
definiert man eine lineare Funktion u¯
u¯(x) = −γ0(x− 1) + γ1x,
so daß u∗(x) = u(x)− u¯(x) der Differentialgleichung
Lu∗ = Lu− Lu¯ = f + b · (−γ0 + γ1)
und homogenen Randbedingungen genu¨gt. 2
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Abbildung 1.1: Die exakte Lo¨sung des Randwertproblems −0.05u′′−u = 1 mit homogenen
Randbedingungen
1.1.1 Existenz und Eindeutigkeit der Lo¨sung
Unter den getroffenen Voraussetzungen besitzt das Randwertproblem (1.1) eine Lo¨sung
u ∈ C2(0, 1) ∩ C[0, 1]. Falls die Daten des Problems in Ck(0, 1) fu¨r ein k ∈ N+ liegen,
dann gilt sogar u ∈ Ck+2(0, 1) (vgl. [39, Lemma 6.18]).
Die Eindeutigkeit der Lo¨sung ergibt sich aus folgendem Vergleichssatz
Satz 1.1 [39] Es seien v und w Funktionen aus C2(0, 1) ∩ C[0, 1], die fu¨r alle x ∈ (0, 1)
der Ungleichung Lv(x) ≤ Lw(x) und weiterhin der Bedingung v(0) ≤ w(0), v(1) ≤ w(1)
genu¨gen. Dann gilt die Beziehung
v(x) ≤ w(x)
fu¨r alle x ∈ [0, 1].
Der Randwertaufgabe (1.1) ist das sogenannte reduzierte Problem
Lrur = −b(x)u′r + c(x)ur = f(x) (1.2a)
ur(1) = 0 (1.2b)
zugeordnet. Es ergibt sich aus (1.1) fu¨r ε = 0 unter Vernachla¨ssigung der Randbedingung
an jenem Rand, wo die Lo¨sung u von (1.1) eine Grenzschicht ausbildet1.
Aufgrund der Voraussetzung b(x) ≥ β > 0 fu¨r alle x ∈ Ω¯ besitzt Problem (1.2) eine
eindeutige Lo¨sung ur ∈ C1(0, 1). Die Lo¨sung u der Randwertaufgabe (1.1) konvergiert fu¨r
ε→ 0 auf dem halboffenen Intervall (0, 1] punktweise gegen ur. In einer kleinen Umgebung
von x = 0 weichen u und ur jedoch stark voneinander ab: es gilt die Grenzbeziehung
lim
x→0
lim
ε→0
u(x, ε) 6= ur(0).
Aufgrund dieser Eigenschaft bezeichnet man das Problem (1.1) als singula¨r gesto¨rt.
Die geforderte Stetigkeit der rechten Seite f und die strikte Positivita¨t des Konvektions-
koeffizienten b von (1.1) schließen die Ausbildung innerer Grenzschichten der zugeho¨rigen
Lo¨sung u aus.
1Ist das Vorzeichen des Konvektionsterms negativ, so streicht man die Randbedingung an x = 0,
andernfalls die an x = 1.
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Detaillierte Informationen u¨ber die exakte Lo¨sung werden ha¨ufig aus angepaßten asymp-
totischen Entwicklungen gewonnen. Ihre Konstruktion wird z. B. in [91] ausfu¨hrlich
dargestellt.
Manchmal erweist es sich als gu¨nstig, die Differentialgleichung (1.1) in konservativer Form
zu schreiben:
Lku := −εu′′ − (b(x)u)′ + c(x)u = f(x) fu¨r x ∈ (0, 1) (1.3a)
u(0) = u(1) = 0 (1.3b)
Unter den obigen Voraussetzungen an b gelten alle Aussagen u¨ber die Lo¨sung von (1.1)
auch fu¨r die Lo¨sung von (1.3). Die Differentialgleichung (1.3a) kann in der Form
Lku = −(Au)′ = f (1.3c)
geschrieben werden, wobei der Operator A durch
Au(x) := εu′(x) + (bu)(x)−
∫ x
0
(cu)(s)ds (1.3d)
definiert ist.
1.1.2 Stabilita¨tsabscha¨tzungen
Im folgenden Abschnitt wollen wir verschiedene a priori–Abscha¨tzungen der Lo¨sung u
von (1.1) angeben. Diskrete Analoga einiger dieser Aussagen werden uns im Kapitel
2 wieder begegnen und bei der Konvergenzanalysis von Defektkorrekturverfahren eine
entscheidende Rolle spielen.
Wa¨hlt man die Schrankenfunktion
w(x) = C(1 + x)‖Lu‖∞,
dann folgt aus dem Vergleichssatz 1.1 die Ungleichung
‖u‖∞ ≤ C‖Lu‖∞ = C‖f‖∞. (1.4)
Ist f beschra¨nkt, dann ist folglich auch u beschra¨nkt. Die Ungleichung (1.4) impliziert,
daß der inverse Operator L−1 als lineare Abbildung von L∞(Ω¯) nach L∞(Ω¯) stetig ist.
Diese Eigenschaft wird auch als L∞–L∞–Stabilita¨t von L bezeichnet.
Weitere Stabilita¨tsaussagen fu¨r L bzw. Lk, die zuerst in [5], [38] und [53] bewiesen wurden,
vereinheitlicht und verallgemeinert Andreev in [3]. Er fu¨hrt sie auf Eigenschaften der
Greenschen Funktion G von Lk (bzw. L) zuru¨ck, die als Lo¨sung der Randwertaufgabe
LkG(x, ξ) = δ(x, ξ), x ∈ (0, 1), ξ ∈ (0, 1)
G(0, ξ) = G(1, ξ) = 0.
gegeben ist. Andreev beweist zuna¨chst, daß es eine Konstante C > 0 so gibt, daß G fu¨r
alle x, ξ ∈ Ω den Abscha¨tzungen
0 ≤ G(x, ξ) ≤ C und (1.5a)∫ 1
0
∣∣∣∂G(x, ξ)
∂x
∣∣∣dx ≤ C (1.5b)
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genu¨gt. Daraus leitet er a priori–Abscha¨tzungen der Lo¨sung u von (1.1) bzw. (1.3)
bezu¨glich der Maximum–Norm ‖ · ‖∞ und der durch
‖v‖1,∞,ε := ‖v‖∞ + ε‖v′‖∞
definierten gewichteten W 1∞(0, 1)–Norm ‖·‖1,∞,ε ab. Die Schranken bilden den Dualra¨um-
en L1(0, 1) = (L∞(0, 1))∗ und W−1∞ (0, 1) = (
◦
W 11 (0, 1))
∗ entsprechende Normen2 von f
(vgl. z. B. [1]), wobei Andreev die Norma¨quivalenz
‖f‖−1,∞ = ‖f‖∗ := min
C∈R
sup
x∈(0,1)
∣∣∣ ∫ x
0
f(s)ds− C
∣∣∣
nachweist. Basierend auf der Lo¨sungsdarstellung
u(x) =
∫ 1
0
G(x, ξ)f(ξ)dξ, (1.6)
beweist er
Satz 1.2 [3] Zur Funktion b ∈ C1[0, 1] mo¨gen positive Konstanten β, β¯ so existieren ,
daß fu¨r alle x ∈ (0, 1) die Beziehung 0 < β ≤ b(x) ≤ β¯ erfu¨llt ist. Ferner sei c(x) ≥ 0 fu¨r
alle x ∈ (0, 1). Dann gibt es positive Konstanten C,C1, C2, unabha¨ngig von ε, so daß die
Abscha¨tzungen
(i) ‖u‖∞ ≤ C‖f‖1,
(ii) ‖u‖∞ ≤ C‖f‖−1,∞ ≤ C sup
x∈(0,1)
|
∫ x
0
f(s)ds| und
(iii) C1‖f‖−1,∞ ≤ ‖u‖1,∞,ε ≤ C2‖f‖−1,∞
gelten.
Die Aussage (iii) ist sta¨rker als die von Gartland in [38] bewiesene streng gleichma¨ßige
Stabilita¨t3 von (1.1), denn die Norm ‖ · ‖−1,∞ ist schwa¨cher als die Norm ‖ · ‖1.
1.1.3 Schranken fu¨r die Ableitungen
Die Stabilita¨tsabscha¨tzungen liefern Relationen zwischen der exakten Lo¨sung des Rand-
wertproblems (1.1) und der zugeho¨rigen rechten Seite f . Fu¨r die Analyse numerischer
Verfahren sind zusa¨tzlich explizite Informationen u¨ber die Gestalt der Lo¨sung u und
ihrer Ableitungen wu¨nschenswert. Am Ende dieses Abschnittes wird die Existenz einer
entsprechenden Zerlegung der Lo¨sung u von (1.1) bewiesen. Sie erweist sich als nu¨tzliches
Hilfsmittel zur Herleitung von Konvergenzabscha¨tzungen fu¨r Diskretisierungsverfahren.
Unter Glattheitsbedingungen an die Daten b, c und f , die die entsprechende Differenzier-
barkeit von u sichern, kann fu¨r die i–te Ableitung (i ∈ N0) der Lo¨sung u von (1.1) die
Schranke
|u(i)(x)| ≤ C
(
1 + ε−i exp(−βx
ε
)
)
(1.7)
2
◦
W 11 (0, 1) := {v ∈W 11 (0, 1) : v(0) = v(1) = 0} ⊂ L∞(0, 1)
3Das Problem (1.1) heißt streng gleichma¨ßig stabil, wenn es fu¨r alle ε ∈ R+ positive Konstanten c, d0
und d1, unabha¨ngig von ε, so gibt, daß die Ungleichung ‖u‖1,∞,ε ≤ C‖f‖1 + d0|u(0)|+ d1|u(1)| gilt.
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hergeleitet werden. Dieses Resultat wurde zuerst in [50] bewiesen. Ein Weg zur Herlei-
tung von (1.7) besteht in der formalen Differentiation der angepaßten asymptotischen
Entwicklung und wird in [80] beschrieben. Einen alternativen Beweis u¨ber eine explizi-
te Lo¨sungsdarstellung fu¨r (1.1), deren wiederholte Ableitung und vollsta¨ndige Induktion
findet man in [91, Abschnitt I.1.1.2].
Shishkin [99] wies erstmals die Existenz einer Zerlegung der Lo¨sung u in einen sogenann-
ten glatten und einen Grenzschichtanteil nach:
Satz 1.3 [72] Fu¨r b, f ∈ C3(0, 1) gestattet die Lo¨sung u von (1.1) eine Darstellung u =
S + E in einen glatten Anteil S, der fu¨r alle x ∈ (0, 1) den Beziehungen
LS(x) = f(x) und |S(k)(x)| ≤ C(1 + ε2−k) fu¨r k = 0, 1, 2, 3
genu¨gt, wa¨hrend die Grenzschichtkomponente E fu¨r alle x ∈ (0, 1) die Bedingungen
LE(x) = 0 und |E(k)(x)| ≤ Cε−k exp(−βx/ε) fu¨r k = 0, 1, 2, 3
erfu¨llt.
Bemerkung 1.3 1. Der in [72] gefu¨hrte Beweis des Satzes 1.3 la¨ßt sich unter ho¨heren
Glattheitsforderungen an die Daten des Problems (1.1) auch auf k > 3 erweitern.
2. Linß liefert in [60] einen alternativen Beweis des Satzes 1.3 unter schwa¨cheren Vor-
aussetzungen an die Glattheit der Daten von (1.1) fu¨r k ≤ 3.
3. In [58] diskutiert derselbe Autor die Notwendigkeit einer Shishkin–Zerlegung zum
Nachweis der Konvergenz von Diskretisierungsverfahren. Basierend auf einer geeig-
neten Integralungleichung schla¨gt er in [58, 61] eine Abscha¨tzungstechnik vor, die
nur auf (1.7) beruht. 2
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Gegenstand dieses Abschnittes ist die Randwertaufgabe
Lu := −ε∆u− b · ∇u+ cu = f in Ω := (0, 1)× (0, 1) (1.8a)
u = 0 auf Γ = ∂Ω. (1.8b)
Die Daten ε ∈ R, b : Ω¯ ⊂ R2 → R2 und c, f : Ω¯ ⊂ R2 → R des Problems (1.8) sollen
folgende Voraussetzungen erfu¨llen:
(i) Fu¨r den Parameter ε gelte 0 < ε 1.
(ii) Die Vektorfunktion b = (b1 b2)T sei strikt positiv auf Ω¯. Es gebe Konstanten β1 > 0
und β2 > 0 so, daß fu¨r alle (x, y) ∈ Ω¯ die Ungleichungen b1(x, y) ≥ β1 > 0 und
b2(x, y) ≥ β2 > 0 erfu¨llt sind.
(iii) Der Quellterm f genu¨ge in den Ecken des Gebietes den Kompatibilita¨tsbedingungen
f(0, 0) = f(1, 0) = f(0, 1) = f(1, 1) = 0. (1.9)
Wir ko¨nnen weiterhin ohne Einschra¨nkung der Allgemeinheit annehmen, daß der Koef-
fizient c des Reaktionsterms nichtnegativ ist bzw. daß die Ungleichung c +
1
2
∇ · b > 0
gilt.
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Bemerkung 1.4 Andernfalls u¨berfu¨hrt die Transformation
u(x, y)→ exp(−θ(x+ y))v(x, y)
fu¨r ein geeignet gewa¨hltes θ = θ(b, c) die Randwertaufgabe (1.8) in ein a¨quivalentes
Problem, das dieser Bedingung genu¨gt (vgl. [108]). 2
Bemerkung 1.5 Wir haben in (1.8b) homogene Dirichlet–Randbedingungen vorausge-
setzt. Dies erweist sich als geringe Einschra¨nkung der Allgemeinheit. Es seien die Funk-
tionen gW , gO, gN , gS ∈ C2[0, 1] gegeben. Ein Problem vom Typ (1.8a) mit den Randbe-
dingungen
u(0, y) = gW (y), u(x, 0) = gS(x),
u(1, y) = gO(y) und u(x, 0)= gN (x),
die den Kompatibilita¨tsforderungen
gW (0) = gS(0), gO(0)= gS(1),
gW (1) = gN (0) und gO(1)= gN (1)
genu¨gen, kann wie folgt in eine Aufgabe mit homogenen Randbedingungen u¨berfu¨hrt
werden: Wir definieren die Funktionen u¯, u∗ : Ω¯→ R gema¨ß
u¯(x, y) := gW (y)(1− x)− 12
(
gW (0)(1− x)(1− y) + gW (1)(1− x)y
)
(1.10)
+gO(y)x− 12
(
gO(0)x(1− y) + gO(1)xy
)
(1.11)
+gS(x)(1− y)− 12
(
gS(0)(1− x)(1− y) + gS(1)x(1− y)
)
(1.12)
+gN (x)y − 12
(
gN (0)(1− x)y + gN (1)xy
)
(1.13)
(1.14)
und
u∗(x, y) := u(x, y)− u¯(x, y).
Die Funktion u∗ genu¨gt fu¨r alle (x, y) ∈ Ω der Differentialgleichung
Lu∗(x, y) = Lu(x, y)− Lu¯(x, y) = f(x, y)− Lu¯(x, y)
mit modifizierter rechter Seite und homogenen Randbedingungen auf ∂Ω (vgl. [43]). 2
1.2.1 Existenz, Eindeutigkeit und Grenzschichtverhalten der Lo¨sung
Im allgemeinen kann man die Existenz einer klassischen Lo¨sung u ∈ C2,α(Ω¯) fu¨r α ∈ (0, 1]
nur erwarten, wenn b1, b2, c, f in C0,α(Ω¯) liegen und der Rand von Ω hinreichend glatt
ist.
Fu¨r Gebiete mit regula¨rem Rand4 (wie z. B. Ω = (0, 1)2) gilt folgende Existenz– und
Eindeutigkeitsaussage:
Satz 1.4 [91] Die Funktionen b1, b2, c, f seien α–Ho¨lder–stetig auf Ω¯ fu¨r ein α ∈ (0, 1],
und c sei nichtnegativ. Das Gebiet Ω besitze einen regula¨ren Rand. Dann hat das Problem
(1.8) eine eindeutige klassische Lo¨sung u ∈ C(Ω¯) ∩ C2(Ω).
4Der Rand ∂Ω heißt regula¨r, wenn er lokal durch Lipschitz–stetige Funktionen beschrieben werden
kann.
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Gelten in den Ecken von Ω zusa¨tzlich Kompatibilita¨tsbedingungen wie (iii), dann existiert
sogar eine klassische Lo¨sung u ∈ C2,α(Ω¯)∩C4,α(Ω). Weitere Kompatibilita¨tsbedingungen
sichern noch glattere Lo¨sungen (vgl. [43, Theorem 3.2]).
Der Operator L genu¨gt dem klassischen Vergleichsprinzip:
Satz 1.5 [83] Der Reaktionskoeffizient c aus Gleichung (1.8) sei nichtnegativ. Genu¨gen
die Funktionen v, w ∈ C(Ω¯) ∩ C2(Ω) den Ungleichungen
|Lv(x, y)| ≤Lw(x, y) ∀(x, y) ∈ Ω und
|v(x, y)| ≤ w(x, y) ∀(x, y) ∈Γ = ∂Ω,
dann gilt fu¨r alle (x, y) ∈ Ω¯ die Beziehung |v(x, y)| ≤ w(x, y).
Die Grenzschichten der Lo¨sung u von (1.8) entstehen in Teilgebieten des Gebietes Ω, wo
die Lo¨sung u fu¨r ε→ 0 nicht gegen die Lo¨sung ur des reduzierten Problems
Lrur := −b · ∇ur + cur = f in Ω, (1.15)
versehen mit passenden Randbedingungen, konvergiert. Die Grenzschichtbereiche sind
klein im Vergleich zu dem Teilgebiet Ωr ⊂ Ω, in dem fu¨r ε → 0 punktweise Konvergenz
von u(·, ε) gegen ur vorliegt.
Die Lo¨sung des reduzierten Problems kann ein sehr kompliziertes Verhalten aufweisen.
Existenz, Eindeutigkeit und Regularita¨t der Lo¨sung setzen eine ho¨here Glattheit der
Daten und gewisse Kompatibilita¨t der Randbedingungen und Daten in den Ecken des
Gebietes voraus. (Details hierzu werden z.B. in [91, III.1] und [57] diskutiert.)
Bemerkung 1.6 Außerhalb der Grenzschichtbereiche liefert uns das reduzierte Problem
Informationen u¨ber die exakte Lo¨sung u von (1.8). Seine Lo¨sung ur ist wesentlicher Be-
standteil der Konstruktion von asymptotischen Approximationen von u, aus denen z. B.
die hier verwendeten Zerlegungen der Lo¨sung in glatte und Grenzschichtanteile abgelei-
tet werden ko¨nnen. Die Verwandtschaft der elliptischen Randwertaufgabe zum hyperbo-
lischen reduzierten Problem beeinflußt ferner die Wahl der numerischen Verfahren zur
Approximation der Lo¨sung von (1.8). 2
Die Vorgaben an die Vektorfunktion b bestimmen die Lage der auftretenden Grenzschich-
ten. Fu¨r ein Gebiet mit regula¨rem Rand, der fast u¨berall einen eindeutig definierten
Normalenvektor n besitzt, kann der Rand in drei Typen unterteilt werden:
Γ− := {x ∈ Γ : b · n < 0} Einstro¨mrand
Γ0 := {x ∈ Γ : b · n = 0} charakteristischer Rand
Γ+ := {x ∈ Γ : b · n > 0} Ausstro¨mrand.
Bemerkung 1.7 Der Verlauf der Charakteristiken des reduzierten Problems (1.15) legt
nahe, die Randbedingung ur = 0 fu¨r diese Aufgabe auf dem Abschluß des Einstro¨mrandes
Γ− zu fixieren. 2
Der Diffusionsterm −ε∆u in (1.8) bewirkt einerseits eine Gla¨ttung der Lo¨sung des Pro-
blems. Andererseits ist sein Auftreten zusammen mit der zusa¨tzlichen Randbedingung fu¨r
die Ausbildung der Grenzschichten verantwortlich. Man unterscheidet folgende Typen von
Grenzschichten:
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Abbildung 1.2: Die Lo¨sung des Randwertproblems (5.3) mit dem Parameter ε = 10−8
Regula¨re Randgrenzschichten treten am Ausstro¨mrand Γ+ auf und sind von der
Breite O(ε ln(1/ε)). Man nennt sie auch exponentielle Grenzschichten. Sie sind die
zum gegenwa¨rtigen Zeitpunkt bestuntersuchten Grenzschichten.
Charakteristische Randgrenzschichten treten dort auf, wo der Rand parallel zu den
Charakteristiken des Vektorfeldes b verla¨uft. Mit einer Breite von O(
√
ε ln(1/ε))
sind sie weniger scharf als regula¨re Randgrenzschichten.
Innere Grenzschichten entstehen aus Unstetigkeiten der Randbedingungen am Ein-
stro¨mrand und breiten sich senkrecht zu den Charakteristiken des Vektorfeldes b
aus. Sie weisen a¨hnliche Eigenschaften wie die charakteristischen Grenzschichten
auf.
Wir wollen im folgenden nur den Fall der regula¨ren Randgrenzschichten behan-
deln. Die gewa¨hlten Randbedingungen und Voraussetzung (ii) schließen das Auf-
treten der anderen Grenzschichtarten aus. Der Einstro¨mrand unseres Gebietes ist
Γ− = {(x, y) ∈ Γ : x = 1} ∪ {(x, y) ∈ Γ : y = 1}. Regula¨re Randgrenzschichten bilden
sich entlang Γ+ = {(x, y) ∈ Γ : x = 0} ∪ {(x, y) ∈ Γ : y = 0} aus.
1.2.2 Stabilita¨tsaussagen
Aus Satz 1.5 folgt die L∞–L∞–Stabilita¨t von L und somit
‖u‖∞ ≤ C‖Lu‖∞ = C‖f‖∞.
Zweidimensionale Analoga zu den in Satz 1.2 aufgefu¨hrten Stabilita¨tsbeziehungen gibt es
(bisher) nicht. Eine Ursache dafu¨r besteht darin, daß die Greensche Funktion G(x, y, ξ, η)
von (1.8) nicht beschra¨nkt ist. Fu¨r ein Problem mit konstanten Koeffizienten und c = 0
wird in [22] das asymptotische Verhalten der Greenschen Funktion in der Form
G(x, y) ∼ 1
2piε
ln
( |b||(x, y)|
2ε
)
fu¨r |(x, y)| → 0 und (1.16a)
G(x, y) ∼ 1
2piε
( |b||(x, y)|
2ε
)−1/2
exp(−(b · (x, y)T + |b||(x, y)|)/(2ε))
fu¨r |(x, y)| → ∞ (1.16b)
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beschrieben. Die Gu¨ltigkeit von L∞–L1–Stabilita¨t und streng gleichma¨ßiger Stabilita¨t
ist im zweidimensionalen Fall folglich nicht zu erwarten.
Do¨rfler beweist in [24] verschiedene Lp–Stabilita¨tsaussagen fu¨r Probleme vom Typ (1.8).
Falls zu p ∈ [0,∞] eine Konstante γp so existiert, daß c + 1p∇ · b ≥ γp > 0 gilt, zeigt
Do¨rfler einerseits die Beziehung
‖u‖p ≤ 1
γp
‖f‖p.
Außerdem beweist er in derselben Arbeit eine gleichma¨ßige anisotrope Stabilita¨ts-
abscha¨tzung folgender Art:
Satz 1.6 [24, Theorem 2.12] Es sei c+∇ · b ≥ γ1 > 0. Dann existiert fu¨r die Lo¨sung u
von (1.8) eine Konstante C > 0 so, daß die Beziehungen
‖u‖∞ ≤ C‖f‖1⊗∞ und ‖u‖∞ ≤ C‖f‖∞⊗1
gelten. Dabei sind die anisotropen Normen ‖ · ‖1⊗∞ und ‖ · ‖∞⊗1 fu¨r f ∈ C(Ω¯) wie folgt
definiert:
‖f‖1⊗∞ := ‖x 7→ ‖f(x, ·)‖∞‖1 und ‖f‖∞⊗1 := ‖y 7→ ‖f(·, y)‖∞‖1.
Bemerkung 1.8 Ein diskretes Analogon zu dieser Aussage fu¨r das Upwind–
Differenzenverfahren bewies Andreev [2]. Es wird in Abschnitt 2.4 behandelt und im
Rahmen der Konvergenzuntersuchungen zu einem Defektkorrekturverfahren fu¨r das zwei-
dimensionale Modellproblem angewendet. 2
Bemerkung 1.9 Einen anderen Zugang zu Stabilita¨tsabscha¨tzungen fu¨r die Lo¨sung von
(1.8) bietet die zugeho¨rige schwache Formulierung. Da wir uns in der vorliegenden Arbeit
im wesentlichen auf Finite–Differenzen–Verfahren konzentrieren und dafu¨r einer klassi-
schen Lo¨sung bedu¨rfen, wollen wir darauf nicht na¨her eingehen und verweisen z. B. auf
[91]. 2
1.2.3 Schranken fu¨r die partiellen Ableitungen
Schranken fu¨r die partiellen Ableitungen der Lo¨sung des zweidimensionalen Randwert-
problems (1.8) anzugeben, erweist sich als weitaus schwieriger als im eindimensionalen
Fall. Sie ko¨nnen oft nur in Spezialfa¨llen bewiesen werden.
Falls die Bedingung (1.9) und die Ungleichung c+ 12∇·b ≥ 1 auf Ω¯ gelten und die Matrix(
b1,x + c b2,x
b1,y b2,y + c
)
eine strikt diagonaldominante L-Matrix5 ist, zeigen Adam et al. in [93], daß ein ε0 > 0
existiert, so daß fu¨r alle (x, y) ∈ Ω und alle ε ∈ (0, ε0) die Beziehungen
|∂xu(x, y)| ≤ C
(
1 + ε−1 exp(−β1 x2ε)
)
und (1.17a)
|∂yu(x, y)| ≤ C
(
1 + ε−1 exp(−β2 y2ε)
)
(1.17b)
5Eine Matrix A = (aij) heißt L-Matrix, wenn aii > 0 gilt und außerdem aij ≤ 0 fu¨r i 6= j (vgl. [41,
S.20]).
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gelten. Abscha¨tzungen fu¨r ho¨here partielle Ableitungen von u sind nur unter zusa¨tzlichen
Kompatibilita¨tsbedingungen beweisbar, die die Existenz einer entsprechend glatten
Lo¨sung des reduzierten Problems garantieren.
Aufbauend auf einer Idee von Miller et al. [72, Kap.12] und ihrer Erweiterung in [23]
beweisen Linß und Stynes in [66] die Existenz einer Zerlegung von u in eine glatte Funktion
S und Grenzschichtanteile E1, E2 sowie E12. Wir fu¨hren zur Abku¨rzung der Notation die
Bezeichnungen
L0g :=
∂
∂y
g
(
b2
b1
)
+ g
(
c
b1
)
und L1g :=
∂
∂y
g
∂
∂x
(
b2
b1
)
+ g
∂
∂x
(
c
b1
)
ein.
Satz 1.7 [66] Gegeben sei eine natu¨rliche Zahl n ≥ 2. Fu¨r ein α ∈ (0, 1] sei die Funktion
f in C4,α(Ω¯) und genu¨ge der Voraussetzung (1.9). Ferner seien die Kompatibilita¨tsbedin-
gungen
∂
∂y
(
f
b1
)
(1, 1) =
∂
∂x
(
f
b2
)
(1, 1),
∂
∂y
(
∂
∂x
(
f
b1
)
− L0
(
f
b1
))
(1, 1) =
∂2
∂x2
(
f
b2
)
(1, 1),
∂
∂y
(
∂2
∂x2
(
f
b1
)
− L0
(
∂
∂x
(
f
b1
)
− L0
(
f
b1
))
− 2L1
(
f
b1
))
(1, 1) =
∂3
∂x3
(
f
b2
)
(1, 1)
und (
b2
∂2
∂x2
(
f
b2
))
(1, 1) =
(
b1
∂2
∂y2
(
f
b1
))
(1, 1)
erfu¨llt. Ist n ≥ 4, so gelte zusa¨tzlich ∂
∂x
b2(0, 0) =
∂
∂y
b1(0, 0).
Dann besitzt die Randwertaufgabe (1.8) eine klassische Lo¨sung u ∈ C3,1(Ω¯). Diese Lo¨sung
la¨ßt sich gema¨ß
u = S + E1 + E2 + E12 (1.18)
zerlegen, wobei die Summanden aus (1.18) fu¨r 0 ≤ µ, ν ≤ 2 und 0 ≤ i + j ≤ n und alle
(x, y) ∈ Ω den Abscha¨tzungen∣∣∣∣ ∂i+j∂xi∂yj S(x, y)
∣∣∣∣ ≤ C fu¨r 0 ≤ i+ j ≤ 2, (1.19a)∣∣∣∣ ∂i+ν∂xi∂yνE1(x, y)
∣∣∣∣ ≤ Cε−ie−β1x/ε, (1.19b)∣∣∣∣ ∂µ+j∂xµ∂yjE2(x, y)
∣∣∣∣ ≤ Cε−je−β2y/ε und (1.19c)∣∣∣∣ ∂i+j∂xi∂yjE12(x, y)
∣∣∣∣ ≤ Cε−(i+j)e−β1x/εe−β2y/ε (1.19d)
genu¨gen. Ferner gelten fu¨r alle (x, y) ∈ Ω die Beziehungen
|LE1(x, y)| ≤ Cεe−β1x/ε,
|LE2(x, y)| ≤ Cεe−β2y/ε und
|LE12(x, y)| ≤ Cεe−(β1x+β2y)/ε.
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Die Funktion S beschreibt den regula¨ren Anteil der Lo¨sung u, E1 die Grenzschicht in
x–Richtung, E2 die Grenzschicht in y–Richtung und E12 die Eckgrenzschicht nahe (0, 0).
Bemerkung 1.10 Studiert man den Beweis des Satzes 1.7, der auf einer angepaßten
asymptotischen Entwicklung von u beruht, so stellt man fest, daß fu¨r eine hinreichend
glatte Lo¨sung u eine derartige Zerlegung so konstruiert werden kann, daß auch ho¨here
Ableitungen von S,E1, E2 und E12 beschra¨nkt sind. Die geforderte Glattheit von u wird
durch entsprechenden Kompatibilita¨tsbedingungen an b und f und eine hohe Glattheit
von f gesichert. Um fu¨r ein l ∈ N+ die Abscha¨tzung ∂
i+j
∂xi∂yj
|S(x, y)| ≤ C mit i + j ≤ l
zu zeigen, beno¨tigt man etwa f ∈ Ck(Ω¯) fu¨r k = 3l − 2. Eine strengere, aber einfachere
Forderung als die Kompatibilita¨tsbedingungen an f ist die Gleichung
∂i+j
∂xi∂yj
f(0, 0) = 0
fu¨r i+ j < k. 2
Bemerkung 1.11 Die Voraussetzungen des Satzes 1.7 sind hinreichend fu¨r die Existenz
der beschriebenen Zerlegung. Wir werden der Einfachheit halber in Kapitel 5 die Existenz
einer solchen Zerlegung von geeigneter Ordnung voraussetzen. 2
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Kapitel 2
Finite–Differenzen–Verfahren
In diesem Kapitel werden Standard–Differenzenverfahren zur numerischen Berechnung
der Lo¨sung der singula¨r gesto¨rten Modellprobleme (1.1) und (1.8) mit den fu¨r sie
typischen Eigenschaften vorgestellt. Besonderen Stellenwert bei der Betrachtung nehmen
Stabilita¨tseigenschaften der Differenzenoperatoren in Abha¨ngigkeit von der Dimension
des Grundgebietes Ω ein. Die Bedeutung dieser Sichtweise erschließt sich im Abschnitt
u¨ber das Defektkorrekturprinzip und die u¨blichen Beweisstrategien fu¨r die Konvergenz
von Defektkorrekturverfahren zur Approximation der Lo¨sung von Randwertaufgaben.
Die Art des zur Diskretisierung des Grundgebietes verwendeten Gitters beeinflußt das
Konvergenzverhalten der behandelten Differenzenverfahren wesentlich. Verschiedene Ty-
pen a priori grenzschichtangepaßter Gitter sind deshalb Gegenstand des Abschnittes 2.2.
2.1 Grundlegende Begriffe
Will man die Lo¨sung einer Randwertaufgabe u¨ber dem Gebiet Ω ⊂ Rd durch ein Differen-
zenverfahren approximieren, so ersetzt man zuna¨chst Ω¯ durch eine Menge von (N + 1)d
Gitterpunkten aus Ω¯. In jedem Gitterpunkt wird der Differentialoperator durch einen auf
dem Gitter ΩN erkla¨rten Differenzenoperator approximiert.
Wir werden im folgenden ein einfaches Upwind–Differenzenverfahren und ein zentrales
Differenzenverfahren definieren und Aussagen u¨ber deren Stabilita¨t, Konsistenz und Kon-
vergenz treffen. Upwind–Techniken werden ha¨ufig zur Diskretisierung hyperbolischer Auf-
gaben angewendet, wa¨hrend das zentrale Differenzenverfahren ein Standardverfahren fu¨r
regula¨re elliptische Probleme ist.
Wir trennen die Betrachtungen fu¨r das eindimensionale und das zweidimensionale
Modellproblem (1.1) bzw. (1.3) und (1.8), da in Abha¨ngigkeit von der Dimension d des
Grundgebietes unterschiedliche Stabilita¨tsaussagen gelten.
In Anlehnung an [41, 95] definieren wir zuna¨chst die charakteristischen Eigenschaften von
Differenzenverfahren. Es bezeichne im folgenden LN den Differenzenoperator und uN die
als Lo¨sung des linearen Gleichungssystems
LNuN = fN in ΩN
uN = 0 auf ΓN
ermittelte Approximation der exakten Lo¨sung u des stetigen Ausgangsproblems mit ho-
mogenen Dirichlet–Randbedingungen. Die entscheidende Eigenschaft eines Differenzen-
verfahrens ist seine Konvergenz:
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Definition 2.1 Ein Differenzenverfahren heißt konvergent von der Ordnung k > 0
in der (diskreten) Norm ‖·‖l , wenn es ein N0 ∈ N und eine von N unabha¨ngige Konstante
C > 0 gibt, so daß fu¨r alle N > N0 die Einschra¨nkung uˆ von u auf das Gitter ΩN und
uN der Ungleichung
‖uˆ− uN‖l ≤ CN−k
genu¨gen. Das Verfahren heißt robust oder ε–gleichma¨ßig konvergent, wenn die Kon-
stante C auch unabha¨ngig vom Sto¨rungsparameter ε ist.
Wir interessieren uns in der vorliegenden Arbeit vor allem fu¨r punktweise Abscha¨tzungen
des Fehlers fu¨r alle Gitterpunkte, also Konvergenzaussagen in der diskreten Maximum-
norm ‖ · ‖∞,d.
Die Konvergenzanalysis eines Differenzenverfahrens baut im allgemeinen auf dessen Kon-
sistenz und Stabilita¨t auf.
Definition 2.2 Ein Differenzenverfahren heißt konsistent von der Ordnung k
bezu¨glich der Norm ‖ · ‖r, wenn fu¨r die Lo¨sung u der Differentialgleichung und ihre Ein-
schra¨nkung uˆ sowie die Einschra¨nkung L̂u von Lu auf das Gitter ΩN die Ungleichung
‖LN uˆ− L̂u‖r ≤ CN−k
mit einer positiven, von N unabha¨ngigen Konstanten C gilt.
Bemerkung 2.1 Die Konsistenz eines Verfahrens sichert, daß LN fu¨r N →∞ gegen den
Differentialoperator L konvergiert. Fu¨r die hier betrachteten singula¨r gesto¨rten Rand-
wertaufgaben werden wir im allgemeinen keine Konsistenz gleichma¨ßig in ε nachweisen
ko¨nnen. 2
Die zweite bedeutende Eigenschaft eines Differenzenverfahrens ist seine Stabilita¨t:
Definition 2.3 Ein Differenzenverfahren heißt ‖ · ‖l − ‖ · ‖r–stabil, wenn aus den Glei-
chungen LNuN = fN in ΩN und uN = 0 auf ΓN die Beziehung
‖uN‖l ≤ C‖fN‖r
folgt.
Bemerkung 2.2 Die Stabilita¨t des Differenzenverfahrens ist gleichbedeutend mit der
Beschra¨nktheit des inversen Operators LN,−1 : (RNd , ‖ · ‖r) → (RNd , ‖ · ‖l). Aus der
Stabilita¨t des Differenzenverfahrens folgt insbesondere, daß die Lo¨sung uN stetig von den
Eingangsdaten des diskreten Problems abha¨ngt. 2
Es gilt die Implikation
Konsistenz und Stabilita¨t =⇒ Konvergenz,
d. h., aus Konsistenz von der Ordnung k in der Norm ‖ · ‖r und ‖ · ‖l − ‖ · ‖r–Stabilita¨t
von LN folgt die Konvergenz von der Ordnung k in der Norm ‖ · ‖l.
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2.2 Grenzschichtangepaßte Gitter
Der abrupten A¨nderung der Lo¨sung singula¨r gesto¨rter Randwertaufgaben in den
Grenzschichtbereichen werden Diskretisierungsverfahren auf uniformen Gittern, deren
Schrittweite nicht von der Gro¨ßenordnung des Sto¨rungsparameters ist, nur schwer
gerecht. Punktweise gleichma¨ßig bezu¨glich ε konvergieren nur Verfahren, die auf expo-
nentieller Anpassung beruhen1. Eine Alternative zur exponentiellen Anpassung ist die
Verwendung von hochgradig nichtuniformen Gittern.
Die zwei grundlegenden Zuga¨nge zur Konstruktion von grenzschichtangepaßten Gittern
sind:
a priori gewa¨hlte Gitter. Basierend auf Informationen u¨ber das Verhalten der exak-
ten Lo¨sung wird das Gitter im voraus in ”kritischen Regionen“ des Grundgebietes
verfeinert.
a posteriori verfeinerte Gitter. Zuna¨chst wird eine Approximation der exakten
Lo¨sung auf einem (uniformen) Ausgangsgitter berechnet. Aus dieser berechneten
Na¨herung werden Informationen daru¨ber gewonnen, wo das Gitter zu verfeinern
ist.
Die Konstruktion von a posteriori verfeinerten Gittern wird zum Beispiel in [91, Abschnitt
III.3.3] erla¨utert. Wir beschra¨nken uns in der vorliegenden Arbeit auf die Betrachtung a
priori gewa¨hlter Gitter. In diesem Abschnitt werden eindimensionale grenzschichtange-
paßte Gitter vorgestellt. Da das Grundgebiet unseres Modellproblems (1.8) ein Rechteck-
gebiet ist, ko¨nnen zweidimensionale Gitter leicht als Tensorprodukte der eindimensionalen
Gitter konstruiert werden.
2.2.1 Bakhvalov–Gitter
Eine Schlu¨sselstellung zur Konstruktion a priori grenzschichtangepaßter Gitter nimmt
die Arbeit [9] von Bakhvalov aus dem Jahre 1969 ein. Darin wird das gesuchte Gitter
der x–Achse als eine Projektion eines gleichabsta¨ndigen Gitters der y-Achse mittels der
Umkehrfunktion der Grenzschichtfunktion erzeugt.
Die Lo¨sung des eindimensionalen Randwertproblems (1.1) habe eine Grenzschicht bei
x = 0. Dann hat die Grenzschichtfunktion die Gestalt
y = exp(−βx
ε
),
wobei β wie in Abschnitt 1.1 gewa¨hlt ist. Ein Gitterpunkt xi ergibt sich demnach aus der
Gleichung
xi = − ε
β
ln(1− i
N
).
Zur Beschreibung des Gitters wird eine gittererzeugende Funktion ϕB : [0, 1]→ [0, 1] ein-
gefu¨hrt, die streng monoton ist und fu¨r die die Gleichungen ϕB(0) = 0 und ϕB(1) = 1
gelten. Die Funktion ϕB : t 7→ x := ϕB(t) ordnet jedem Gitterpunkt ti eines gleich-
absta¨ndigen Gitters einen Gitterpunkt xi innerhalb der Grenzschichtregion [0, λB] zu.
Die Funktion ϕ ha¨ngt zumeist von weiteren (vom Nutzer zu wa¨hlenden) Parametern ab.
Es ist
ϕB(t) =
{
µB(t) := −Aε ln(1− t/q) fu¨r t ∈ [0, λB]
µ′B(λB)(t− λB) + µB(λB) fu¨r t ∈ [λB, 1],
(2.1)
1Dies bedeutet, daß Exponentialfunktionen vom Grenzschichttyp wenigstens lokal exakt diskretisiert
werden.
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wobei die Konstanten A und q die Eigenschaften A > 2, q ∈ (0, 1) und q > Aε haben. Das
Gitter ist gleichabsta¨ndig jenseits der Grenzschichtregion. Der U¨bergangspunkt zwischen
kondensierendem und uniformem Gitterteil wird mit λB bezeichnet. Er ergibt sich aus
der Gleichung
µB(λB) + µ′B(λB)(y − λB) = 1. (2.2)
Aus geometrischer Sicht garantiert die Gleichung (2.2), daß die Tangente an µB im Punkt
(λB, µB(λB)) durch den Punkt (1, 1) verla¨uft.
Die nichtlineare Gleichung (2.2) zur Ermittlung des U¨bergangspunktes λB kann nicht
exakt gelo¨st werden. Vulanovic´ [114] schlug deshalb vor, die exponentielle Grenzschicht-
funktion durch ihre (0, 1)–Pade´–Approximation zu ersetzen:
exp
(
−β x
Aε
)
≈
(
1 + β
x
Aε
)
.
Die gittererzeugende Funktion des Vulanovic´–Gitters ist dann
ϕV (y) =
{
µV (y) := −Aεy/(q − y) fu¨r y ∈ [0, λV ]
µ′V (λV )(y − λV ) + µV (λV ) fu¨r y ∈ [λV , 1],
(2.3)
Anstelle von (2.2) ergibt sich nun eine quadratische Gleichung fu¨r λV . Derartige Vari-
anten des urspru¨nglichen Bakhvalov–Gitters, wie sie zum Beispiel von Vulanovic´ [114]
und Liseikin [68] eingefu¨hrt wurden, werden unter dem Begriff Bakhvalov–Typ–Gitter
zusammengefaßt.
2.2.2 Shishkin–Gitter
Shishkin schlug in [98] ein u¨berraschend einfaches Prinzip zur Konstruktion stu¨ckweise
uniformer grenzschichtangepaßter Gitter vor. Es sei λ0 die (formale) Konvergenzordnung
des verwendeten Diskretisierungsverfahrens und N + 1 die Anzahl der Gitterpunkte im
Intervall [0, 1]. In Anlehnung an die Grenzschichtdicke O(ε ln ε) definiert Shishkin den
U¨bergangspunkt λS zwischen grobem und feinem Gitter so, daß die Gleichung
CN−λ0 = exp(−βλS
ε
)
gilt, das heißt
λS := min{12 , λ0
ε
β
lnN}. (2.4)
Im Intervall [λS , 1] ist damit die Grenzschichtfunktion von der Gro¨ßenordnung des Verfah-
rensfehlers. Die Intervalle [0, λS ] und [λS , 1] werden gleichabsta¨ndig in N/2 Teilintervalle
unterteilt. Fu¨r die Schrittweite hi = xi − xi−1 gelten die Abscha¨tzungen
hi = 2N−1λS = CεN−1 lnN, falls 1 ≤ i ≤ N/2 (2.5a)
und
N−1 ≤ hi = 2N−1(1− λS) ≤ 2N−1, falls N/2 + 1 ≤ i ≤ N. (2.5b)
Die gittererzeugende Funktion ϕS des Shishkin–Gitters ist stu¨ckweise linear (vgl. Abbil-
dung 2.1):
ϕS(t) =
{
2tλS fu¨r t ∈ [0, 1/2]
2(1− λS)(t− 12) + λS fu¨r t ∈ [1/2, 1].
(2.6)
Vulanovic´ [115] erweiterte Shishkins Idee zu Gittern mit mehreren U¨bergangspunkten.
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Abbildung 2.1: Gittererzeugende Funktion eines Shishkin–Gitters (Bild links) und eines
Bakhvalov–Shishkin–Gitters (Bild rechts)
2.2.3 Shishkin–Typ–Gitter
In [94] haben Roos und Linß die existierenden Konzepte zur Konstruktion grenzschicht-
angepaßter Gitter unter folgendem einheitlichen Kriterium zusammengefaßt:
Gibt es eine Charakterisierung eines Gitters derart, daß daraus unmittelbare Ru¨ck-
schlu¨sse auf die gleichma¨ßige Konvergenz von Standardverfahren (einschließlich ihrer
Konvergenzrate) gezogen werden ko¨nnen ?
In [94] werden Shishkin-Typ-Gitter konstruiert, die den U¨bergangspunkt und das a¨qui-
distante grobe Gitter von Shishkin u¨bernehmen. Das feine Gitter wird durch spezielle
gittererzeugende Funktionen ϕ beschrieben, die stetig, monoton wachsend und stu¨ck-
weise stetig differenzierbar sind. Ferner gelte stets ϕ(0) = 0 und ϕ(1/2) = lnN. Man
definiert
xi :=
{
λ0ε
β ϕ(ti) fu¨r ti =
i
N , i = 1, . . . , N/2
1− (1− λ0β ε lnN)2(N−i)N fu¨r i = N/2 + 1, . . . , N.
(2.7)
Fu¨r die Schrittweite hi, i = 1, . . . , N/2, ergibt sich daraus die Darstellung
hi = xi − xi−1 = λ0ε
β
∫ ti
ti−1
ϕ′(ξ)dξ. (2.8)
Um die Frage nach einer allgemeingu¨ltigen Charakterisierung zu beantworten, fu¨hren
Linß und Roos [94] zusa¨tzlich die gittercharakterisierende Funktion ψ : [0, 1/2] → [0, 1],
definiert durch
ψ(t) := exp(−ϕ(t)), (2.9)
ein. Die Funktion ψ ist monoton fallend, und es gelten die Beziehungen ψ(0) = 1 und
ψ(1/2) = N−1. Folgende Aussage wird in [94] bewiesen:
Satz 2.1 [94] Wenn die stu¨ckweise differenzierbare gittererzeugende Funktion ϕ den Be-
dingungen
max
t∈[0,1/2]
ϕ′(t) ≤ CN (2.10)
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und ∫ 1
0
ϕ′(ξ)2dξ ≤ CN (2.11)
genu¨gt, dann konvergiert das einfache Upwind–Differenzenverfahren (vgl. (2.15)) auf dem
zugeho¨rigen Shishkin–Typ–Gitter gleichma¨ßig in ε von (fast) erster Ordnung. Es gilt die
Abscha¨tzung
|u(xi)− uui | ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|.
Die Bedingung (2.10) ist a¨quivalent zur Forderung
max
t∈[0,1/2]
ψ′(t)
ψ(t)
≤ CN (2.12)
an die gittercharakterisierende Funktion ψ.
In weiteren Arbeiten, z. B. [34, 54, 63, 97, 116], wurden von Linß und verschiedenen
Koautoren vergleichbare Konvergenzresultate fu¨r andere numerische Verfahren zur na¨he-
rungsweisen Lo¨sung von linearen und quasilinearen Konvektions–Diffusions–Gleichungen
bewiesen.
Ist das Grundgebiet eines zweidimensionalen Konvektions–Diffusions–Problems ein
Rechteckgebiet, dann wird ein ada¨quates Shishkin–Typ–Gitter als Tensorprodukt von
entsprechenden eindimensionalen Gittern erzeugt.
Die folgende Tabelle liefert eine U¨bersicht spezieller Gitter mit ihren gittererzeugenden
Funktionen ϕ : [0, 1/2] → [0, λS ] und der charakteristischen Gro¨ße max
t∈[0,1/2]
|ψ′(t)| (vgl.
[34]):
Gitter gittererzeugende Funktion ϕ max
t∈[0,1/2]
|ψ′(t)|
Standard–Shishkin–Gitter 2(lnN)t C lnN
Polynomiales Shishkin–Gitter (2t)m(lnN) C(lnN)1/m
Vulanovic´s verbessertes 4αN t fu¨r t ∈ [0, 14 ]
Shishkin–Gitter 2αN − βN + 4(βN − αN )t fu¨r t ∈ [14 , 12 ] C ln(lnN)
mit αN = ln(lnN), βN = lnN
Bakhvalov–Shishkin–Gitter − ln [1− 2(1−N−1)t] C
Modifiziertes Bakhvalov– t/(q − t) C
Shishkin–Gitter mit q = 12 +
1
2 lnN
Gitter mit rationalem ψ ln
[
1 + (N − 1)(2t)l] , l ≥ 2 CN1/l
Tabelle 2.1: Einige Shishkin–Typ–Gitter mit ihren gittererzeugenden Funktionen
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Bemerkung 2.3 In [61] leitet Linß in Anlehnung an [94] Kriterien fu¨r die Monitor-
funktion von mittels sogenannter Grid Equidistribution erzeugten grenzschichtangepaß-
ten Gittern her, auf denen die u¨blichen Verfahren fu¨r singula¨r gesto¨rte Randwertaufga-
ben gleichma¨ßig von der erwarteten Ordnung konvergieren. Auf diesen Ansatz, dessen
Erweiterung auf zweidimensionale Grundgebiete kompliziert ist, wollen wir nicht na¨her
eingehen. 2
Am Ende dieses Abschnittes u¨ber grenzschichtangepaßte Gitter zeigen wir einige Eigen-
schaften der Shishkin–Typ–Gitter, die sich aus (2.10) und (2.11) ergeben. Die angege-
benen Aussagen werden in spa¨teren Konvergenzbeweisen fu¨r Diskretisierungsverfahren
verwendet.
Lemma 2.1 [34] Wenn die Bedingung (2.10) erfu¨llt ist, dann gilt fu¨r alle k ∈ N mit
0 < k ≤ λ0 und alle Indizes i = 1, . . . , N die Ungleichung∫ xi
xi−1
[1 + ε−1 exp(−βξ/(kε))]dξ ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|.
Beweis: Fu¨r i = N/2 + 1, . . . , N folgt aus der Wahl des U¨bergangspunktes λ = λS
unmittelbar∫ xi
xi−1
[1+ε−1 exp(−βξ/(kε))]dξ ≤ hi−k
β
exp(−βξ/(kε))
∣∣∣xi
xi−1
≤ C(N−1+N−λ0/k) ≤ CN−1.
Um die Aussage fu¨r i = 1, . . . , N/2 zu beweisen, transformieren wir die Integrationsva-
riable ξ = λ0εβ−1ϕ(t) und erhalten die Ungleichungskette∫ xi
xi−1
[1 + ε−1 exp(−βξ/(kε))]dξ =
=
λ0
β
∫ ti
ti−1
[ε+ exp(−λ0t
k
)]ϕ′(t)dt
=
λ0
β
∫ ti
ti−1
[ε+ exp(−λ0ϕ(t)
k
)]
|ψ′(t)|
ψ(t)
dt
≤ λ0
β
∫ ti
ti−1
[εN + exp((1− λ0
k
)ϕ(t))]|ψ′(t)|dt
≤ C
(
ε+N−1 max
t∈[ti−1,ti]
exp((1− λ0
k
)ϕ(t)) max
t∈[ti−1,ti]
|ψ′(t)|
)
≤ CN−1 max
[0,1/2]
|ψ′(t)|.
Dabei wurden die Definition von ψ in (2.9), die Beziehungen ϕ′ = −ψ′/ψ und ψ(t) ≥ N−1
sowie die a¨quivalenten Bedingungen (2.10) bzw. (2.12) benutzt.
Lemma 2.2 [34] Wenn (2.10) erfu¨llt ist, dann gelten die Abscha¨tzungen
hi ≤ Cε und hi
ε
exp(−βxi/(λ0ε)) ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)| fu¨r i = 1, . . . , N/2.
Beweis: Unmittelbar aus (2.10) folgt die erste Aussage, denn es ist
hi = xi − xi−1 = λ0ε
β
(ϕ(ti)− ϕ(ti−1)) ≤ λ0ε
β
N−1 max
t∈[ti−1,ti]
ϕ′(t) ≤ Cε.
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Um die zweite Aussage zu beweisen, ziehen wir wiederum die Definition von ψ und die
Beziehung zwischen ϕ′ und ψ′ heran. Obiger Argumentation folgend gelten dann die
Ungleichungen
hi ≤ λ0ε
β
N−1
max
t∈[0,1/2]
|ψ′(t)|
min
t∈[ti−1,ti]
ψ(t)
≤ λ0ε
β
N−1 max
t∈[0,1/2]
|ψ′(t)| exp(βxi/(λ0ε)).
Dabei wurde auf die Gleichung
min
t∈[ti−1,ti]
ψ(t) = min
x∈[xi−1,xi]
exp(−βx/(λ0ε)) = exp(−βxi/(λ0ε))
zuru¨ckgegriffen. Die Behauptung
hi
ε
exp(−βxi/(λ0ε)) ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|
folgt nun unmittelbar.
Lemma 2.3 Die gittererzeugende Funktion ϕ besitze eine nichtfallende erste Ableitung.
Dann ist hi ≤ hi+1 fu¨r alle i = 1, . . . , N , und es gilt
hN/2 ≥
2λ0ε
β
N−1 lnN.
Beweis. Unmittelbar aus (2.8) und der Voraussetzung folgt die Ungleichung
hi =
λ0ε
β
∫ ti
ti−1
φ′(ξ)dξ ≤ λ0ε
β
∫ ti+1
ti
φ′(ξ)dξ = hi+1.
Nehmen wir an, es wa¨re hN/2 <
2λ0ε
β N
−1 lnN . Dann folgt aus der Beziehung hi ≤ hN/2
fu¨r i = 1, . . . , N/2− 1 die Abscha¨tzung
λS =
N/2∑
i=1
hi ≤
N/2∑
i=1
hN/2 < N/2
2λ0ε
β
N−1 lnN
im Widerspruch zu (2.4). Also muß hN/2 ≥ 2λ0εβ N−1 lnN gelten.
Bemerkung 2.4 Die Voraussetzung von Lemma 2.3 gilt nicht fu¨r polynomiale Shishkin–
Gitter und Gitter mit einer rationalen gittercharakterisierenden Funktion ψ. 2
2.3 Differenzenverfahren fu¨r das eindimensionale Rand-
wertproblem
Wir ersetzen das Ausgangsgebiet Ω = (0, 1) durch ein (beliebiges) Gitter mit N − 1
inneren Gitterpunkten
ΩN = {x1, . . . , xN−1 : 0 < x1 < · · · < xN−1 < 1}
und erga¨nzen das Gitter ΩN um die Randpunkte x0 = 0 und xN = 1 zu Ω¯N . Die
Gitterschrittweite ist definiert durch
hi = xi − xi−1.
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Wir fu¨hren weiterhin die gewichtet gemittelte Schrittweite ~σ,i fu¨r σ ∈ [0, 1] ein:
~σ,i = (1− σ)hi + σhi+1.
Eine Gitterfunktion vN : ΩN → R ordnet jedem Gitterpunkt xi einen Wert vi zu. Zur
Abku¨rzung der Notation verwenden wir fu¨r die punktweise Auswertung einer stetigen
Funktion g die Schreibweise
gˆi = g(xi).
Die erste Ableitung einer stetig differenzierbaren Funktion v wird im Gitterpunkt xi durch
einen der folgenden Differenzenquotienten approximiert:
die Vorwa¨rtsdifferenz D+vNi :=[v
N
i+1 − vNi ]/hi+1, (2.13a)
die Ru¨ckwa¨rtsdifferenz D−vNi :=[v
N
i − vNi−1]/hi (2.13b)
oder eine zentrale Differenz D0,ζvNi :=ζiD
+vNi + (1− ζi)D−vNi
mit dem Parametervektor ζ = {ζi}Ni=1, dessen Komponenten ζi in (0, 1) liegen. Wir werden
im folgenden stets ζi = hi+1/(hi + hi+1) wa¨hlen und schreiben dafu¨r kurz
D0vNi := [v
N
i+1 − vNi−1]/(hi+1 + hi). (2.13c)
Zur Approximation der zweiten Ableitung wird ein Differenzenquotient der Struktur
δ2σv
N
i := [D
+vNi −D−vNi ]/~σ,i (σ ∈ [0, 1]) (2.13d)
verwendet.
Ist die Funktion v entsprechend oft differenzierbar, dann ermittelt man mit Hilfe der
Taylor–Entwicklung2 von v an der Stelle xi die folgende Gestalt des Approximationsfehler
des ersten Differenzenquotienten zur ersten Ableitung von v:
D+vˆi − v′(xi) = 1
hi+1
∫ xi+1
xi
v′′(ξ)(xi+1 − ξ)dξ, (2.14a)
D−vˆi − v′(xi) = − 1
hi
∫ xi
xi−1
v′′(ξ)(ξ − xi−1)dξ, (2.14b)
Fu¨r D0,ζ folgt aus (2.14a) und (2.14b) die Darstellung
D0,ζ vˆi − v′(xi) = ζi
hi+1
∫ xi+1
xi
v′′(ξ)(xi+1 − ξ)dξ − 1− ζi
hi
∫ xi
xi−1
v′′(ξ)(ξ − xi−1)dξ
=
ζihi+1 − (1− ζi)hi
2
v′′(xi) +
ζ
2hi+1
∫ xi+1
xi
v(3)(ξ)(xi+1 − ξ)2dξ
+
1− ζi
2hi
∫ xi
xi−1
v(3)(ξ)(ξ − xi−1)2dξ.
Bemerkung 2.5 Man rechnet leicht nach, daß fu¨r ζi = hi/(hi+hi+1) der Differenzenquo-
tient D0,ζ vˆ die erste Ableitung von v auf beliebigem Gitter (formal) von zweiter Ordnung
approximiert. Dennoch ist die Wahl dieses zentralen Differenzenquotienten unu¨blich. Das
zentrale Differenzenverfahren fu¨r (1.1) mit c = 0 generiert nur dann eine M–Matrix,
wenn fu¨r alle i ∈ {1, . . . , N} neben der Ungleichung ε > Chi zusa¨tzlich die Bedingung
ε ≥ C(hi+1−hi) erfu¨llt ist. Numerische Experimente auf Shishkin–Gittern besta¨tigen die
Unbrauchbarkeit des zentralen Differenzenquotienten D0,ζ vˆ, falls die zweite Bedingung
im U¨bergangspunkt verletzt ist. 2
2Zu Taylor–Entwicklung und Restglieddarstellungen vgl. z. B. [51, Abschnitt 14.1]
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Fu¨r unsere Wahl ζi = hi+1/(hi +hi+1) folgt aus obiger Darstellung des Konsistenzfehlers
die Gleichung
D0vˆi − v′(xi) = hi+1 − hi2 v
′′(xi) +
1
2(hi+1 + hi)
(∫ xi+1
xi
v(3)(ξ)(xi+1 − ξ)2dξ
+
∫ xi
xi−1
v(3)(ξ)(ξ − xi−1)2dξ
)
. (2.14c)
Der Approximationsfehler des zweiten Differenzenquotienten zur zweiten Ableitung ergibt
sich als
δ2σvˆi − v′′(xi) =
1
~σ,i
(
(~1/2,i − ~σ,i)v′′(xi) +
1
2hi+1
∫ xi+1
xi
v(3)(ξ)(xi+1 − ξ)2dξ − 12hi
∫ xi
xi−1
v(3)(ξ)(ξ − xi−1)2dξ
)
=
1
~σ,i
(
(~1/2,i − ~σ,i)v′′(xi)−
h2i+1 − h2i
6
v(3)(xi)+
+
1
6hi+1
∫ xi+1
xi
v(4)(ξ)(xi+1 − ξ)3dξ + 16hi
∫ xi
xi−1
v(4)(ξ)(ξ − xi−1)3dξ
)
(2.14d)
Die Differenz δ2σ liefert fu¨r σ 6= 1/2 nur eine Approximation erster Ordnung. Fu¨r das
Upwind–Differenzenverfahren werden wir im folgenden Unterabschnitt aber bei der Wahl
σ = 1 eine besonders starke Stabilita¨tsaussage beweisen ko¨nnen (vgl. Bemerkung 2.10).
Dies motiviert die parametrisierte Definition des Differenzenquotienten δ2σ.
Uns stehen nun die wesentlichen Definitionen zur Verfu¨gung. Wir wenden uns im
folgenden der detaillierten Beschreibung zweier spezieller Differenzenverfahren fu¨r die
Zweipunkt–Randwertaufgabe (1.3) zu.
2.3.1 Das Upwind–Differenzenverfahren
Der Name Upwind–Differenzenverfahren widerspiegelt den Fakt, daß der Konvektionsterm
−(bu)′ in (1.3) durch einen entgegen der Stro¨mungsrichtung gerichteten Differenzenquo-
tienten ersetzt wird. Fu¨r unsere Modellprobleme verla¨uft die Stromrichtung von x = 1
zu x = 0. Folglich wird die erste Ableitung durch eine Vorwa¨rtsdifferenz approximiert.
Die Upwind–Finite–Differenzen–Diskretisierung von (1.3) auf einem (zuna¨chst) beliebigen
Gitter ist durch
Luuu := −εδ21uu −D+(bˆuu) + cˆuu = fˆ auf ΩN , (2.15a)
uu0 = u
u
N = 0 (2.15b)
definiert. Wir untersuchen die charakteristischen Eigenschaften dieser Diskretisierung auf
allgemeinen Gittern, um dann fu¨r die in Abschnitt 2.2 vorgestellten grenzschichtangepaß-
ten Gitter konkrete Abscha¨tzungen zu schlußfolgern.
Stabilita¨t
Fu¨r den Upwind-Differenzenoperator Lu gelten ‖ · ‖l–‖ · ‖r–Stabilita¨tsaussagen bezu¨glich
verschiedener Normenpaare (‖·‖l, ‖·‖r), die im folgenden angegeben werden. Die anschlie-
ßende Abscha¨tzung des Konsistenzfehlers des Verfahrens bezu¨glich der aufgetretenen Ty-
pen von ‖ · ‖r veranschaulicht deren Einfluß auf die Fehlerabscha¨tzung. Wir beweisen
zuna¨chst das folgende diskrete Vergleichsprinzip
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Satz 2.2 Fu¨r γ := min
i=1,...,N−1
{ci −D+bi} gelte
(i) 0 < ε ≤ ε0 = β
2
4|γ| , falls γ < 0 ist, bzw.
(ii) 0 < ε < β, falls γ = 0 ist.
Dann genu¨gt der Operator Lu einem diskreten Vergleichsprinzip. Das heißt, fu¨r eine
Gitterfunktion v und eine nichtnegative Gitterfunktion w folgt aus den Ungleichungen
|Luvi| ≤ Luwi fu¨r i = 1, . . . , N − 1, |v0| ≤ w0 und |vN | ≤ wN die Beziehung |vi| ≤ wi fu¨r
i = 0, . . . , N .
Beweis. Die zu Lu assoziierte Matrix ist eine L0–Matrix3. Nach dem M–Kriterium ist
es deshalb hinreichend zum Beweis der Aussage, eine Gitterfunktion z > 0 zu finden, fu¨r
die Luz > 0 gilt. Falls γ > 0 ist, dann erfu¨llt z = {zi = 1}Ni=0 diese Bedingung. Ist γ = 0,
so wa¨hlt man die Gitterfunktion z mit den Komponenten
zi = exp(−β)
N∏
j=i+1
(1 + βhi),
und findet auf direktem Wege
Luzi > β(β − ε) > 0.
Falls γ negativ ist, leistet unter obiger Voraussetzung die positive Gitterfunktion z, defi-
niert durch
zi = exp
(
−2|γ|
β
) N∏
k=i+1
(
1 +
2|γ|
β
)
,
das Gewu¨nschte: Es gilt die Abscha¨tzung
Luzi = zi+1
(
−4|γ
2|
β2
ε+ bi+1
2|γ|
β
+ ci −D+bi
)
≥ −ε
(
2γ
β
)2
+ 2|γ| − γ ≥ |γ| − ε0
(
2γ
β
)2
> 0.
Folglich ist Lu unter den getroffenen Voraussetzungen stets eine M–Matrix. Daraus ergibt
sich die Behauptung des Satzes 2.2.
Folgerung 2.1 Unter den Voraussetzungen von Satz 2.2 ist das Upwind–Verfahren
(2.15) ‖ · ‖∞,d–‖ · ‖∞,d–stabil.
Beweis: Der Operator Lu genu¨gt einem diskreten Vergleichsprinzip. In Abha¨ngigkeit
vom Vorzeichen von γ wa¨hlen wir die Schrankenfunktion w = Cw z ‖fˆ‖∞,d mit den ent-
sprechenden Gitterfunktionen z aus dem Beweis von Satz 2.2. Dann folgt sofort
Luwi ≥ Cw‖fˆ‖∞,d ≥ ‖fˆ‖∞,d ≥ Luuui ,
falls Cw ≥ ( min
i=1,...,N−1
{Luzi})−1 ist4. Es gilt ferner w0 ≥ 0 = uu0 und wN ≥ 0 = uuN .
Daraus folgt |uui | ≤ wi ≤ Cw‖fˆ‖∞,d und somit die Behauptung.
3Eine Matrix A = (aij) ∈ RN × RN heißt L0–Matrix, wenn ihre Außerdiagonaleintra¨ge nichtpositiv
sind (vgl. [41, Abschnitt 1.3.1]).
4Wir weisen darauf hin, daß unter unseren Voraussetzungen Cw unabha¨ngig von ε ist und die Unglei-
chung exp(−2|γ|/β) ≤ zi ≤ 1 gilt.
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Bemerkung 2.6 Den Beweis der ‖ · ‖∞,d–‖ · ‖∞,d–Stabilita¨t von Lu fu¨r γ ≥ 0 findet
man vielerorts in der Literatur (vgl. [91]). Der hier gefu¨hrte Beweis des Satzes 2.2 dient
der Veranschaulichung der Argumentation fu¨r beliebige Werte γ. Er liefert außerdem
ein Beispiel fu¨r die Verwendung spezieller, als Pade´–Approximationen von Exponential-
funktionen konstruierter Schrankenfunktionen, die uns im folgenden wiederholt begegnen
werden. 2
Andreev und Savin beweisen in [5] die ‖ · ‖∞,d–‖ · ‖1,σ,d–Stabilita¨t von Lu, wobei
‖vN‖1,σ,d :=
N−1∑
i=1
~σ,i|vi|
die diskrete L1–Norm von vN ∈ RN in Abha¨ngigkeit von der speziellen Wahl von δ2σ
bezeichnet. Passend zur Wahl σ = 1 in der Definition (2.15) des Upwind–Operator Lu gilt
folgende Stabilita¨tsaussage bezu¨glich der Norm ‖ · ‖1,1,d mit ‖vN‖1,1,d :=
∑N−1
i=1 hi+1|vi|
auf der rechten Seite:
Satz 2.3 [5] Falls Konstanten q > 1 und γ ≥ 0 existieren, so daß fu¨r alle i = 0, . . . , N
die Ungleichungen bˆi ≥ qβ und cˆi−D+bˆi ≥ γ erfu¨llt sind, dann gilt fu¨r jede Gitterfunktion
v mit v0 = vN = 0 die Beziehung
‖v‖∞,d ≤ C‖Luv‖1,1,d . (2.16)
A¨hnlich der Argumentation bei der Herleitung der stetigen Stabilita¨tsabscha¨tzung in
Satz 1.2 (i) beruht der Beweis von Satz 2.3 auf dem Nachweis der Beschra¨nktheit der
(diskreten) Greenschen Funktion. Fu¨r zwei Gitterfunktionen v und w, die homogenen
Randbedingungen genu¨gen, definieren wir das diskrete, vom Parameter σ abha¨ngige Ska-
larprodukt
(v, w)1 =
N−1∑
i=1
hi+1viwi.
Das zu (2.15) konjugierte Problem bezu¨glich dieses Skalarproduktes ist
Lu,∗wi := −εδ21wi + bˆi
hi
hi+1
D−wi + cˆiwi = fˆi fu¨r xi ∈ ΩN ,
w0 = wN = 0.
Fu¨r jedes feste ξi∗ ∈ ΩN definieren wir nun die diskrete Greensche Funktion Gu(·, ξi∗) als
Lo¨sung der Randwertaufgabe
LuGu(xi, ξi∗) = δN1 (xi, ξi∗) auf Ω
N ,
Gu(0, ξi∗) = Gu(1, ξi∗) = 0,
wobei die Gitterfunktion δNσ das (parametrisierte) diskrete Analogon der Dirac-δ-
Distribution bezeichnet, d. h.
δNσ (xi, ξi∗) :=
{
1
~σ,i wenn i = i
∗,
0 wenn i 6= i∗. (2.17)
Die Lo¨sung uu von (2.15) kann mit Hilfe der diskreten Greenschen Funktion in der Form
uui = (G
u(xi, ·), fˆ )1
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dargestellt werden. Weist man die Beschra¨nktheit der Greenschen Funktion nach, dann
folgt daraus unmittelbar die Behauptung des Satzes 2.3.
Alternativ zum Vorgehen in [5] wollen wir die Beschra¨nktheit der diskreten Greenschen
Funktion Gu(·, ξi∗) fu¨r jedes feste i∗ ∈ {1, . . . , N} mit Hilfe einer passenden Schranken-
funktion auf der Basis von Satz 2.2 beweisen:
Lemma 2.4 Unter den Voraussetzungen von Satz 2.3 ist die diskrete Greensche Funk-
tion Gu gleichma¨ßig in ε beschra¨nkt, d. h., es existiert eine positive, von ε unabha¨ngige
Konstante C, so daß fu¨r jedes i∗ ∈ {1, . . . , N} die Beziehung
max
i=1,...,N
|Gu(xi, ξi∗)| ≤ C
gilt.
Beweis. Fu¨r beliebiges, aber festes i∗ definieren wir die Schrankenfunktion wi∗ punkt-
weise durch
wi
∗
i := C min

i∏
j=i∗+1
(1 +
βhj
ε
)−1, 1
 .
Es gelten die Beziehungen wi
∗
i ≤ C fu¨r i > i∗ und wi
∗
i = C fu¨r i ≤ i∗ sowie in den
Randpunkten die Abscha¨tzungen
Gu(x0, ξi∗) = 0 ≤ wi∗0 und Gu(xN , ξi∗) = 0 ≤ wi
∗
N .
Fu¨r i < i∗ folgt daraus unmittelbar die Ungleichung Luwi∗i ≥ γwi
∗
i ≥ 0. Ist i > i∗, so
erhalten wir die Ungleichungskette
Luwi
∗
i = w
i∗
i
β
ε+ βhi+1
(
bˆi+1 − β
)
+ wi(cˆi −D+bˆi) ≥ C(q − 1) βmax{ε, hi+1} > 0.
Setzen wir die Gleichungen wi
∗
i∗+1 = C(1 +βhi∗+1)/ε und w
i∗
i∗ = w
i∗
i∗−1 = C fu¨r i = i
∗ ein,
dann ergibt sich die Abscha¨tzung
Luwi
∗
i∗ = C
β
ε+ βhi∗+1
(ε+ bˆi∗+1) + C(cˆi∗ +D+bˆi∗) ≥ C qβ
2
hi∗+1
.
Fu¨r C ≥ (qβ2)−1 (unabha¨ngig von i∗) folgt nun aus Satz 2.2 fu¨r alle i = 0, . . . , N und
alle i∗ = 1, . . . , N − 1 die Beziehung Gu(xi, ξi∗) ≤ wi∗i ≤ C .
Bemerkung 2.7 Ist die Konsistenzordnung eines Differenzenoperator in einer festen
Zahl von Gitterpunkten (unabha¨ngig von N) um eine Ordnung geringer als in den u¨bri-
gen, dann kann man mit Hilfe der ‖·‖∞,d–‖·‖1,σ,d–Stabilita¨t Suprakonvergenz nachweisen.
Das bedeutet, daß das Verfahren trotz geringerer Konsistenzordnung bezu¨glich der Norm
‖ · ‖∞,d global konvergent von der ho¨heren Ordnung ist. 2
Bemerkung 2.8 Eine a¨hnliche Aussage wie die des Satzes 2.3 gilt auch dann, wenn die
Randbedingungen der Differenzenaufgabe (2.15) inhomogen sind. Betrachten wir auf dem
Intervall [d, e] (z.B. einem Teilintervall von Ω = [0, 1] mit d, e ∈ ΩN ), versehen mit einem
Gitter ΩN[d,e] = {xi ∈ [d, e] : d = xm < xm+1 < · · · < xM−1 < xM = e, i = m, . . . ,M} die
Differenzengleichung (2.15a) mit den Randbedingungen
uum = u(d) = γd und u
u
M = u(e) = γe. (2.18)
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Wir definieren eine lineare Gitterfunktion u¯u gema¨ß der Vorschrift
u¯ui := −γd
xi − e
e− d + γe
xi − d
e− d
und die Gitterfunktion uu,∗ := uu − u¯u, die Lo¨sung der Differenzenaufgabe
Luuu,∗ = Luuu − Luu¯u = fˆ + g¯
mit
g¯i := bˆi
γe − γd
e− d +
D+bˆi
e− d u¯
u
i+1 − cˆiu¯ui (i = 1, . . . , N − 1)
und homogenen Randbedingungen ist (vgl. Bemerkung 1.2). Fu¨r die Lo¨sung uu,∗ dieser
Differenzenaufgabe existiert unter den Voraussetzungen des Satzes 2.3 ein C > 0, so daß
die Abscha¨tzung
‖uu,∗‖∞,d ≤ C‖fˆ‖1,1,d + ‖g¯‖1,1,d
gilt. Insbesondere folgt daraus fu¨r die Lo¨sung uu des betrachteten Problems mit inhomo-
genen Randbedingungen mit Hilfe der Dreiecksungleichung
Folgerung 2.2 Unter den Voraussetzungen des Satzes 2.3 genu¨gt die Lo¨sung uu der
Differenzenaufgabe (2.15a) auf dem Gitter ΩN[d,e] mit den inhomogenen Randbedingungen
(2.18) der Ungleichung
‖uu‖∞,d ≤ C(‖fˆ‖1,1,d + ‖g¯‖1,1,d) + |γd|+ |γe|.
2
Gartland beweist in [38] die streng gleichma¨ßige Stabilita¨t des Upwind–Verfahrens, d. h.,
es gilt die Abscha¨tzung
‖|uu‖|ε,∞,d := ε‖D+uu‖∞,d + ‖uu‖∞,d ≤ C‖Luuu‖1,1,d,
wenn das Gitter und die Daten von (2.15) die Niederdrenk-Yserentant-Bedingungen (vgl.
[77]) erfu¨llen.
Wa¨hrend Gartlands Stabilita¨tsaussage in dem Sinne sta¨rker ist als Satz 2.3, daß auf der
linken Seite die sta¨rkere Norm ‖| · ‖|ε,∞,d verwendet wird, weisen Andreev und Kopteva
in [4] auf beliebigen Gittern die ‖ · ‖∞,d–‖ · ‖∗,σ,d–Stabilita¨t des Upwind–Verfahrens mit
der Norm
‖v‖∗,σ,d := max
i=1,...,N−1
|
i∑
j=1
~σ,jvj | (2.19)
auf der rechten Seite nach. Die ‖ · ‖∗,σ,d– Norm ist schwa¨cher als die diskrete L1–Norm.
Sie wurde vermutlich zuerst von Spijker [102] zur Untersuchung von Mehrschrittverfahren
bei Anfangswertaufgaben gewo¨hnlicher Differentialgleichungen benutzt und spa¨ter zum
Beispiel in [95, 40, 26] zum Nachweis von Suprakonvergenzresultaten fu¨r eindimensionale
elliptische Randwertprobleme verwendet.
Kopteva und Stynes [55] erweitern das Ergebnis aus [4] zu einer echt sta¨rkeren Stabilita¨ts-
aussage als der streng gleichma¨ßigen Stabilita¨t Gartlands. Wir geben das Stabilita¨tsresul-
tat aus [55] fu¨r das Upwind–Verfahren (2.15), angewandt auf die Randwertaufgabe (1.3)
mit c 6= 0, an. Da die Aussage in [55] nur fu¨r c = 0 gezeigt wird und die Beweistechnik
essentiell fu¨r die Analysis des eindimensionalen Defektkorrekturverfahrens ist, fu¨hren wir
den Beweis in Anlehnung an [34].
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Satz 2.4 [55] Auf einem beliebigen Gitter ΩN gelten fu¨r eine Gitterfunktion v mit v0 =
vN = 0 die Stabilita¨tsabscha¨tzungen
‖v‖∞,d ≤ 2
β
eγ¯/β‖Luv‖∗,1,d (2.20a)
und
ε‖D+v‖∞,d ≤
(
1 + (β¯ + γ¯ + 1)
eγ¯/β
β
)
‖Luv‖∗,1,d (2.20b)
wobei die Bezeichnungen γ¯ = max
x∈[0,1]
c(x) ≥ 0 und β¯ = max
x∈[0,1]
b(x) ≥ 0 gewa¨hlt wurden.
Insbesondere gilt also die Beziehung
‖|v‖|ε,∞,d ≤ C‖Luv‖∗,1,d.
Vorbereitend zum Beweis des Satzes 2.4 zitieren wir folgendes diskrete Vergleichsprinzip
fu¨r Differenzenoperatoren MN erster Ordnung:
Lemma 2.5 [55] Seien v und w Gitterfunktionen, die fu¨r beliebiges j ∈ {1, . . . , N} den
Voraussetzungen
(i) |v0| ≤ w0 und
(ii) |(MNv)i| ≤ (MNw)i fu¨r i = 1, . . . , j
genu¨gen. Dann gilt |vi| ≤ wi fu¨r i = 0, . . . , j.
Das Lemma 2.5 ist fu¨r Differenzenoperatoren MN , die eine M–Matrix generieren, leicht
zu beweisen.
Beweis des Satzes 2.4. Der Beweis nutzt wesentlich die konservative Form
Luvi = −D+(Auv)i = fˆi, (2.21)
der Differenzengleichung (2.15) aus, wobei der Differenzenoperator Au punktweise durch
die Gleichung
Auvi := εD−vi + (bˆv)i −
i−1∑
j=1
hj+1(cˆv)j
definiert ist. Multipliziert man in (2.21) beide Seiten mit hj+1 und summiert u¨ber alle j
von 1 bis i− 1, dann erha¨lt man eine bis auf die Konstante a bestimmte Differenzenglei-
chung erster Ordnung
Auvi = a+
i−1∑
j=1
hj+1fˆj , v0 = 0.
Ihre Lo¨sung v besitzt eine Darstellung
vi =
WN
VN
Vi −Wi,
wobei die Gitterfunktionen V und W den Gleichungen
AuVi =1 fu¨r i = 1, . . . , N, V0 = 0
und AuWi =
i−1∑
j=1
hj+1(Luv)j fu¨r i = 1, . . . , N, W0 = 0
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genu¨gen. Die zu Au assoziierte Matrix ist eine L0–Matrix. Wie im Beweis von Satz 2.2
zeigen wir mit Hilfe einer geeigneten Gitterfunktion z, daß Au die Voraussetzungen des
M–Kriteriums erfu¨llt. Wir wa¨hlen
zi =
i∏
k=1
(
1 +
γ¯
β
hk
)
fu¨r i = 1, . . . , N.
Die Gitterfunktion z ist streng positiv, es gilt 1 = z0 < z1 < · · · < zN < eγ¯/β . Außerdem
folgt aus der Abscha¨tzung
Auzi = ε
γ¯
β
i−1∏
k=1
(
1 +
γ¯
β
hk
)
+ bˆi
i∏
k=1
(
1 +
γ¯
β
hk
)
−
i−1∑
j=1
hj+1cˆj
j∏
k=1
(
1 +
γ¯
β
hk
)
> β
i∏
k=1
(
1 +
γ¯
β
hk
)
− γ¯
i−1∑
j=1
hj+1
j∏
k=1
(
1 +
γ¯
β
hk
)
= β
(
1 +
γ¯
β
h1
)
> β
die Ungleichung Auz > 0. Folglich ist Au eine M–Matrix und genu¨gt dem diskreten
Vergleichsprinzip aus Lemma 2.5. Wendet man dieses auf V und β−1z an, so folgt fu¨r
i = 1, . . . , N unmittelbar die Ungleichung
0 < Vi ≤ β−1eγ¯/β fu¨r i = 1, . . . , N.
Eine geeignete Schranke fu¨r |W | bildet die Gitterfunktion V ∥∥Luv∥∥∗,1,d. Zusammenfassend
erhalten wir die Beziehung (2.20a):
‖v‖∞,d ≤ |WN |
VN
‖V ‖∞,d + ‖W‖∞,d ≤ 2
β
eγ¯/β‖Luv‖∗,1,d .
Zum Nachweis von (2.20b) verwenden wir die Definitionen von Au, V und W wie folgt.
Es ist
Auvi =
WN
VN
AuVi −AuWi = WN
VN
−
i−1∑
j=1
hj+1(Luv)j
und somit
εD−vi = −(bˆv)i +
i−1∑
j=1
hj+1(cˆv)j +
WN
VN
−
i−1∑
j=1
hj+1(Luv)j .
Insbesondere gilt also unter Einbeziehung der Abscha¨tzungen fu¨r V und W und der
Beziehung (2.20a) die Ungleichungskette
ε‖D−v‖∞,d = ε‖D+v‖∞,d ≤ (β¯ + γ¯)‖v‖∞,d + (1 + e
γ¯/β
β
)
∥∥Luv∥∥∗,1,d
≤
(
1 + (β¯ + γ¯ + 1)
eγ¯/β
β
)∥∥Luv∥∥∗,1,d .
Damit ist Satz 2.4 bewiesen.
In [3] bettet Andreev die Stabilita¨tsaussagen von Satz 2.3 (vgl. [5]), Satz 2.4 (vgl. [55])
und aus [38] in einen gemeinsamen Kontext und beweist
Satz 2.5 [3] Die Lo¨sung der Differenzengleichung (2.15) genu¨gt folgenden Stabilita¨ts-
abscha¨tzungen: Es existieren positive Konstanten C,C1, C2 so, daß die Ungleichungen
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(i) ‖uu‖∞,d ≤ C‖fˆ‖1,1,d,
(ii) ‖uu‖∞,d ≤ C‖fˆ‖∗,1,d und
(iii) C1‖fˆ‖−1,∞,d ≤ ‖|uu‖|ε,∞,d ≤ C2‖fˆ‖−1,∞,d
gelten, wobei die Norm ‖ · ‖−1,∞,d fu¨r eine Gitterfunktion v durch
‖v‖−1,∞,d := min
C∈R
max
i=1,...,N−1
|
i∑
j=0
vj~1/2,j − C|
definiert ist.
Bemerkung 2.9 1. Wie fu¨r sein stetiges Analogon, den Satz 1.2, beruht der
Beweis des Satzes 2.5 auf der Beschra¨nktheit der Greenschen Funktion (vgl.
Lemma 2.4) und der Beschra¨nktheit der diskreten L1–Norm ihres Vorwa¨rts–
Differenzenquotienten erster Ordnung.
2. Ebenso wie im stetigen Fall entha¨lt (iii) eine strengere Stabilita¨tsaussage als die
von Gartland in [38] bewiesene. Insbesondere sind keine zusa¨tzlichen Bedingungen
an das Gitter gestellt.
3. Wir haben Satz 2.4 unabha¨ngig vom Vorgehen in [3] bewiesen, um in Kapitel 4 auf
die hier angegebenen Beweisstrategie zuru¨ckgreifen zu ko¨nnen. 2
Konsistenz– und Konvergenzabscha¨tzungen
Wir interessieren uns nun fu¨r Abscha¨tzungen der Gro¨ße τu = Luuˆ− (̂Lu) in Normen, die
zu den oben aufgefu¨hrten Stabilita¨tsbeziehungen passen und folgern daraus punktweise
Abscha¨tzungen fu¨r den Diskretisierungsfehler eu = u−uu. Aus (2.14a) und (2.14d) leiten
wir folgende exakte Darstellung des Konsistenzfehlers τu ab:
τu =
ε(hi+1 − hi)
2hi+1
u′′(xi)−
ε
hi+1
(
1
hi+1
∫ xi+1
xi
u′′′(ξ)(xi+1 − ξ)2dξ − 1
hi
∫ xi
xi−1
u′′′(ξ)(ξ − xi−1)2dξ
)
− 1
hi+1
∫ xi+1
xi
(bu)′′(ξ)(xi+1 − ξ)dξ. (2.22)
Bemerkung 2.10 Der erste Summand in (2.22) resultiert aus der Differenzenapproxi-
mation δ2σ mit σ = 1 fu¨r die zweite Ableitung von u. Bei der klassischen Approximation
mit σ = 1/2 taucht dieser Term nicht auf. Die Wahl σ = 1 erfolgt im Hinblick auf die
Vertra¨glichkeit mit der Norm ‖·‖∗,1,d, die fu¨r die Betrachtungen in Kapitel 4 entscheidend
ist. 2
Wir setzen im folgenden voraus, daß die Beziehung ε < N−1 gilt. Zum Gitter Ω¯N existiere
ferner eine Konstante C > 0 so, daß fu¨r alle Indizes i, j mit 1 ≤ i ≤ j ≤ N die Bedingung
hi ≤ Chj (2.23)
erfu¨llt ist.
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Bemerkung 2.11 Diese Voraussetzung erlaubt beliebige Gitterverfeinerung nahe der
Grenzschicht bei x = 0. Fu¨r wachsende Indizes darf die Schrittweite beliebig anwachsen,
jedoch nicht mehr wesentlich kleiner werden. Shishkin–Typ–Gitter erfu¨llen diese Voraus-
setzung. 2
Zu einer beliebigen Konstanten C0 > 0 bezeichne ι = ι(C0) ∈ {0, . . . , N} den kleinsten
Index, fu¨r den die Ungleichungen
hi
ε
≤ C0 fu¨r i = 1, . . . , ι und hι+1
ε
> C0 (2.24)
gelten. Aus Voraussetzung (2.23) folgt, daß es ein positives C = C(C0) so gibt, daß fu¨r
i = ι+ 1, . . . , N die Beziehung
hi
ε
> C (2.25)
erfu¨llt ist.
Als spezielle Gitter betrachten wir Shishkin–Typ–Gitter ΩNST mit dem U¨bergangspunkt
xN/2 = λS = min{1/2,
λ0ε
β
lnN}
und der gittererzeugenden Funktion ϕ (vgl. Abschnitt 2.2) .
Konvergenzaussagen auf der Grundlage der L∞–L∞–Stabilita¨t von Lu werden oft unter
Verwendung der Shishkin–Zerlegung der stetigen Lo¨sung u aus Satz 1.3 bewiesen (vgl.
z. B. [91, Abschnitt I.2.1.3], [72, Abschnitt 2.3.4], [109], [57], [96]). Man konstruiert eine
entsprechende Zerlegung der Lo¨sung uu des Upwind-Verfahrens in Analogie zu Satz 1.3
gema¨ß
LuSu = fˆ , Su0 = S(0), S
u
N = S(1), (2.26a)
LuEu = 0, Eu0 = E(0), E
u
N = E(1). (2.26b)
Vorbereitend zeigen wir, daß Eu fu¨r beliebige, aber feste Werte q ∈ (0, 1) durch die Pade´–
Approximation B der E majorisierenden Exponentialfunktion exp(−qβx/ε) nach oben
beschra¨nkt ist. Eine Schrankenfunktion dieses Typs wurde erstmals in [50] verwendet.
Wir definieren
Bi :=
i∏
k=1
(1 +
qβhk
ε
)−1, B0 = 1. (2.27)
Die Gitterfunktion B hat folgende Eigenschaften:
Lemma 2.6 Auf dem Gitter ΩN ist B positiv, beschra¨nkt und monoton fallend. Ferner
gelten die Aussagen
(i) Falls γ := min
i=1,...,N
{cˆi − D+bˆi} nichtnegativ ist, dann gilt fu¨r i = 1, . . . , N die
Abscha¨tzung LuBi ≥ C(max{ε, hi+1})−1Bi .
(ii) Es ist exp(−βxi/ε) ≤ Bi fu¨r i = 1, . . . , N .
(iii) Zu jedem β0 ∈ (0, qβ) existiert ein ι = ι(β0) so, daß fu¨r i = 1, . . . , ι die Ungleichung
Bi ≤ exp(−β0xi/ε) erfu¨llt ist.
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Beweis: Wir zeigen zuerst die Aussage (i). Aus den Definitionen von Lu und B schließt
man die Gu¨ltigkeit der Beziehungen
LuBi = Bi
(
− ε
hi+1
[
(1 + qβhi+1ε )
−1 − 1
hi+1
− 1− (1 +
qβhi
ε )
hi
]
−
bˆi+1
(1 + qβhi+1ε )
−1 − 1
hi+1
+ cˆi −D+bˆi
)
≥ Bi qβ
ε+ qβhi+1
(
bˆi+1 − qβ
)
≥ Bi q(1− q)β
2
max{ε, hi+1} .
Um die Beziehung (ii) nachzuweisen, scha¨tzen wir den Ausdruck exp(−βxi/ε) wie folgt
ab:
exp(−βxi/ε) ≤ exp(−qβxi/ε) = exp
(
−
i∑
k=1
qβhk
ε
)
=
i∏
k=1
exp(−qβhk/ε)
≤
i∏
k=1
(1 +
qβhk
ε
)−1 = Bi.
Nun wollen wir die Aussage (iii) beweisen. Wir u¨berlegen uns zuna¨chst, daß zu jedem
C1 ∈ (0, 1) ein t1 = t1(C1) > 0 so existiert, daß ln(1 + t1) ≥ C1t1 gilt und folglich fu¨r alle
t ∈ [0, t1] die Ungleichung
(1 + t)−1 ≤ exp(−C1t) (2.28)
erfu¨llt ist. Wir setzen C1 := β0/(qβ) und definieren C0 := t1(C1)/(qβ) = C0(β0) sowie
diesbezu¨glich gema¨ß (2.24) den Index ι = ι(C0) = ι(β0). Fu¨r i = 1, . . . , ι gilt dann
0 ≤ ti := (qβhi)/ε ≤ t1(C1). Multiplikation der Ungleichung (2.28) fu¨r die entsprechenden
Werte tk von k = 0 bis k = i liefert die Behauptung (iii).
Folgerung 2.3 Auf einem Shishkin–Typ–Gitter ΩNST mit λ0 = kβ/β0 und k ≥ 1, dessen
gittererzeugende Funktion ϕ der Voraussetzung (2.10) mit einer positiven Konstanten
C = C(β0) genu¨gt, gelten die Abscha¨tzungen
(i) Bi ≤ exp(−β0xi/ε) fu¨r i = 1, . . . , N/2,
(ii) BN/2 ≤ CN−k und
(iii)
hi
ε
Bi ≤
{
CN−1 max
t∈[0,1/2]
|ψ′(t)| fu¨r i = 1, . . . , N/2
CN−k fu¨r i = N/2 + 1, . . . , N.
Beweis. Gilt (2.10) mit einer Konstanten C = C(β0) ≤ t1/(qλ0), dann ist gema¨ß Lemma
2.2 die Beziehung
qβhi
ε
≤ Cqλ0 ≤ t1 fu¨r i = 1, . . . , N/2 erfu¨llt. Also gilt die Ungleichung
(2.28) fu¨r ebendiese Indizes, und wir folgern die Gu¨ltigkeit der unter (i) angegebenen
Abscha¨tzung aus Lemma 2.6 (iii).
Weiterhin ist fu¨r λ0 = kβ/β0 die Gleichung
exp(−β0xN/2/ε) = exp(−
β0λ0
β
lnN) = N−k
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erfu¨llt. Somit folgt die Abscha¨tzung (ii) aus (i).
Wir zeigen die Ungleichung (iii) zuna¨chst fu¨r i = N/2+1, . . . , N . Aus der Monotonie von
B und Beziehung (ii) folgt die Ungleichungskette
hi
ε
Bi ≤ hi
ε
(1 +
qβhN/2+1
ε
)−1BN/2 ≤ C exp(−β0xN/2/ε) ≤ N−k.
Fu¨r i = 1, . . . , N/2 wissen wir aus Lemma 2.2, daß die Abscha¨tzung
hi
ε
exp(−βxi/(λ0ε)) = hi
ε
exp(−β0xi/(kε)) ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|
gilt. Fu¨r k ≥ 1 folgt damit aus der Beziehung (i) die Behauptung.
Wir wollen zuna¨chst eine Abscha¨tzung des Konsistenzfehlers bezu¨glich der diskreten
Maximum–Norm ‖ · ‖∞,d beweisen. Im Vergleich zu den im weiteren behandelten Schran-
ken fu¨r den Konsistenzfehler bezu¨glich schwa¨cherer Normen stellen wir fest, daß wir hier
die sta¨rksten Voraussetzungen an das Gitter stellen mu¨ssen, um daraus mit Hilfe des
Satzes 2.2 die ε–gleichma¨ßige Konvergenz des Upwind–Verfahrens ableiten zu ko¨nnen.
Satz 2.6 Die Daten des Shishkin–Typ–Gitters ΩNST mo¨gen der Beziehung (2.10), der
Ungleichung λ0 ≥ max{2, β/β0} fu¨r beliebige, aber feste Werte q ∈ (0, 1) und β0 ∈ (0, qβ)
sowie fu¨r i = 1, . . . , N/2− 1 der Schrittweitenbedingung
hi+1 − hi
hi+1
≤ CN−1
genu¨gen. Dann ist das durch Lu repra¨sentierte Upwind–Verfahren (2.15) bezu¨glich der
diskreten Maximumnorm ‖ · ‖∞,d konsistent von der Ordnung O(ε−1N−1 max
t∈[0,1/2]
|ψ′(t)|)
und konvergent von der Ordnung O(N−1 max
t∈[0,1/2]
|ψ′(t)|).
Beweis: Wir betrachten den Konsistenzfehler getrennt fu¨r den glatten Anteil S der
Lo¨sung und sein diskretes Analogon Su aus (2.26a) sowie fu¨r den Grenzschichtanteil
E und Eu aus (2.26b). Fu¨r letzteren erfolgen auch die Abscha¨tzungen in den Intervallen
[0, λS ] und (λS , 1] separat.
Aus der Darstellung des Konsistenzfehlers in Gleichung (2.22) folgt die Abscha¨tzung
|Lu(Su − Sˆ)i| ≤ ε(hi+1 − hi)
hi+1
‖S′′‖∞,d + (h2i+1 + h2i )ε‖S(3)‖∞,d + hi+1‖S′′‖∞,d
≤ ε(hi+1 − hi)
hi+1
‖S′′‖∞,d + CN−1. (2.29)
Auf dem a¨quidistanten groben Teil des Gitters verschwindet der erste Summand. Auf dem
feinen Gitter ha¨ngt dieser Term von der Gitterfunktion ϕ ab. Mit unserer Voraussetzung
(hi+1 − hi)/hi+1 ≤ CN−1 fu¨r i = 1, . . . , N/2− 1 folgt aus (2.29) fu¨r alle i = 1, . . . , N die
Beziehung
|Lu(Su − Sˆ)i| ≤ CN−1.
Unter Verwendung von Satz 2.2 bezu¨glich der Gitterfunktion Su − Sˆ und der Schran-
kenfunktion w mit wi := C(1 + xi)N−1 schließen wir daraus, daß fu¨r i = 0, . . . , N die
Ungleichung
|Su − Sˆ| ≤ CN−1 (2.30)
erfu¨llt ist.
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Den Fehleranteil |Eui −Eˆi| scha¨tzen wir fu¨r i = N/2, . . . , N mittels Satz 2.2 direkt ab. Wir
verwenden fu¨r Eu die Schrankenfunktion w = CB mit einer Konstante C = max{C1, C2},
wobei die Werte C1 und C2 so gewa¨hlt sind, daß die Ungleichungen
|Eu0 | = |E(0)| ≤ C1B0 und |EuN | = |E(1)| ≤ C2BN
gelten. Aus Lemma 2.6 (i) und Gleichung (2.26b) folgt dann fu¨r i = 0, . . . , N die
Abscha¨tzung |Eui | ≤ CBi. Aus den Beziehungen |E(x)| ≤ C exp(−βx/ε) ≤ CN−1 fu¨r
x ≥ xN/2 und |Eui | ≤ CBN/2 ≤ CN−1 fu¨r i ≥ N/2 schließen wir
|Eui − Eˆi| ≤ |Eui |+ |Eˆi| ≤ CN−1 fu¨r i = N/2, . . . , N. (2.31)
Nun wollen wir aus Beziehung (2.26), der Ungleichung E(x) ≤ CN−λ0 ≤ CN−2 und der
Dreiecksungleichung noch eine Abscha¨tzung des Konsistenzfehlers auf dem groben Gitter
herleiten. Wir bezeichnen die maximale Schrittweite kurz mit H, erinnern an (2.5b), d. h.,
es gilt C1N−1 ≤ H ≤ C2N−1, und erhalten somit die Ungleichungskette
|Lu(Eu − Eˆ)i| = |LuEˆi| ≤ C( ε
H2
+
1
H
+ 1)N−λ0 ≤ CN−1.
Fu¨r i = 1, . . . , N/2 scha¨tzen wir den Konsistenzfehler bezu¨glich des Grenzschichtanteils
unter Verwendung der Gleichungen (2.22) und (2.26b) sowie der Variablentransformation
ξ = λ0 εϕ(t) / β ab und erhalten die Beziehungen
|Lu(Eˆ − Eu)i| ≤ hi+1 − hi
hi+1
ε−1 exp(−βx/ε) + C
∫ xi+1
xi−1
ε−2 exp(−βξ/ε)dξ
≤ Chi+1 − hi
hi+1
ε−1Bi + Cε−1
∫ ti+1
ti−1
exp[−λ0ϕ(t)]ϕ′(t)dt
≤ Chi+1 − hi
hi+1
ε−1Bi + Cε−1
∫ ti+1
ti−1
ψ′(t) exp[(1− λ0)φ(t)]dt
≤ Chi+1 − hi
hi+1
ε−1Bi + Cε−1N−1 max
t∈[ti−1,ti+1]
|ψ′(t)| exp[(1− λ0)φ(ti−1)].
Fu¨r λ0 ≥ 2 folgt unter Einbeziehung von Lemma 2.2 und Lemma 2.6 die Abscha¨tzung
|Lu(Eˆ − Eu)i| ≤ Chi+1 − hi
hi+1
ε−1Bi +
Cε−1N−1 exp(−βxi/ε) exp(βhi/ε) max
t∈[ti−1,ti+1]
|ψ′(t)|
≤ C
(
hi+1 − hi
hi+1
+N−1 max
t∈[0,1/2]
|ψ′(t)|
)
ε−1Bi. (2.32)
Wiederum wenden wir den Satz 2.2 mit der Schrankenfunktion w = CB unter Beru¨ck-
sichtigung von Lemma 2.6 und Ungleichung (2.31) an und erhalten die Beziehung
|Eui − Eˆi| ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|. (2.33)
Die Ungleichungen (2.30), (2.31) und (2.33) zusammenfassend folgt
‖uu − uˆ‖∞,d ≤ ‖Su − Sˆ‖∞,d + ‖Eu − Eˆ‖∞,d ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|
und somit die Behauptung des Satzes 2.6.
Bezu¨glich der diskreten L1–Norm mit dem Parameter σ = 1 ist das Upwind–Verfahren
sogar gleichma¨ßig in ε konsistent, wenn wir den ersten Summanden aus (2.22) geeignet
beschra¨nken ko¨nnen:
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Satz 2.7 Die gittererzeugende Funktion ϕ des Shishkin–Typ–Gitter ΩNST habe eine nicht-
fallende erste Ableitung und genu¨ge der Bedingung (2.10). Fu¨r beliebige, aber feste Werte
q ∈ (0, 1) und β0 ∈ (0, qβ) sei der Gitterparameter λ0 ≥ max{2, β/β0}. Dann ist das
Upwind–Verfahren gleichma¨ßig in ε konsistent bezu¨glich der Norm ‖ · ‖1,1,d von der Ord-
nung O(N−1 lnN max
t∈[0,1/2]
|ψ′(t)|).
Beweis. Wir betrachten den glatten und den Grenzschichtanteil von u wieder getrennt.
Zuna¨chst sei bemerkt, daß unter den getroffenen Voraussetzungen an ϕ fu¨r i = 1, . . . , N
die Schrittweitenbedingung hi+1 ≥ hi gilt. Aus der Darstellung (2.22) schließt man unter
Benutzung der Dreiecksungleichung die Ungleichungskette
‖Lu(Su − Sˆ )‖1,1,d ≤
N−1∑
i=1
[ε(hi+1 − hi)‖S′′‖∞ + ε(h2i+1 + h2i ) ‖S(3)‖∞ + h2i+1 ‖S′′‖∞]
≤ ε‖S′′‖∞(hN − h1) + CN−1(ε‖S3‖∞ + ‖S′′‖∞) ≤ CN−1. (2.34)
Wie im Beweis von Satz 2.6 gezeigt, gilt fu¨r i > N/2 die Beziehung |Lu(Eu−Eˆ)i| ≤ CN−1.
Aus der Voraussetzung, daß ϕ′ nichtfallend ist, folgt gema¨ß Lemma 2.3 die Beziehung
hN/2 ≥ CεN−1. Folglich liefert die im Beweis von Satz 2.6 angewendete Argumentation
die Abscha¨tzung
|Lu(Eu − Eˆ)N/2| = |LuEˆN/2| ≤ CN−2
(
ε
h2N/2+1
+
ε
hN/2+1hN/2
+
1
hN/2+1
+ 1
)
≤ C.
Fu¨r i ≤ N/2− 1 erinnern wir an Ungleichung (2.32) und erhalten unter Verwendung der
Definition (2.4) des U¨bergangspunktes von ΩNST die Beziehungen
‖Lu(Eu − Eˆ)‖1,1,d ≤
N/2−1∑
i=1
hi+1|Lu(Eu − Eˆ)i|+ hN/2+1|Lu(Eu − Eˆ)N/2|+
+
N−1∑
i=N/2+1
hi+1|Lu(Eu − Eˆ)i|
≤ Cε−1N−1 max
t∈[0,1/2]
|ψ′(t)|λ0ε
β
lnN + C1N−1 + C2N−1
≤ CN−1( max
t∈[0,1/2]
|ψ′(t)| lnN + 1). (2.35)
Fassen wir die beiden Teilergebnisse (2.34) und (2.35) zur Abscha¨tzung
‖Lu(uu−uˆ)‖1,1,d ≤ ‖Lu(Su−Sˆ)‖1,1,d+‖Lu(Eu−Eˆ)‖1,1,d ≤ CN−1( max
t∈[0,1/2]
|ψ′(t)| lnN+1)
zusammen, so erhalten wir die Behauptung des Satzes 2.7.
Folgerung 2.4 Nach Satz 2.3 ist das Upwind–Verfahren unter den Voraussetzungen von
Satz 2.7 bis auf den Faktor max
t∈[0,1/2]
|ψ′(t)| lnN gleichma¨ßig in ε konvergent von erster
Ordnung.
Die schwa¨chsten Voraussetzungen an die Glattheit von u und das Gitter stellt folgender
Satz aus [34], dessen Beweis auf der ‖ · ‖∞,d – ‖ · ‖∗,1,d –Stabilita¨t des Upwind–Verfahrens
basiert:
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Satz 2.8 [34] Auf einem beliebigen Gitter ΩN gilt fu¨r den Konsistenzfehler des Upwind-
Verfahrens (2.15) die Beziehung
‖Lu(uu − uˆ)‖∗,1,d ≤ C max
j=1,...,N
∫ xj
xj−1
(1 + |u′(s)|)ds.
Insbesondere ist auf einem Shishkin–Typ–Gitter mit λ0 ≥ 1, dessen gittererzeugende
Funktion der Voraussetzung (2.10) genu¨gt, die Ungleichung
‖uu − uˆ‖∞,d ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|
erfu¨llt.
Beweis. Wir integrieren zuna¨chst Gleichung (1.3a) u¨ber [xi, xi+1]∫ xi+1
xi
(Lu)(s)ds = −εu′(xi+1) + εu′(xi)− (bu)(xi+1) + (bu)(xi) +
∫ xi+1
xi
(cu)(s)ds
=
∫ xi+1
xi
f(s)ds,
und leiten daraus die Beziehung
−(bu)(xi+1) + (bu)(xi) = ε
(
u′(xi+1)− u′(xi)
)
−
∫ xi+1
xi
(cu− f)(s)ds
ab. Mit Hilfe dieser Darstellung nehmen wir die folgenden Umformungen vor:
i−1∑
j=1
hj+1L
u(uu − uˆ) =
i−1∑
j=1
hj+1fˆj + ε
uˆi − uˆi−1
hi
− εuˆ1 − uˆ0
h1
+
i−1∑
j=1
[b̂uj+1 − b̂uj ] +
i−1∑
j=1
hj+1ĉuj
= ε
(
uˆi − uˆi−1
hi
− û′i
)
− ε
(
uˆ1 − uˆ0
h1
− û′1
)
+
i−1∑
j=1
(
hj+1(ĉuj − fˆj)−
∫ xj+1
xj
(cu− f)(s)ds
)
.
Fu¨r die ersten beiden Summanden gilt gema¨ß (2.14b) die Ungleichung
ε
∣∣∣∣ uˆi − uˆi−1hi − u′(xi)
∣∣∣∣ ≤ ε ∫ xi
xi−1
|u′′(s)|ds ≤
∫ xi
xi−1
|(f − cu+ (bu)′)(s)|ds.
Weiterhin ist
|hj+1(cu− f)(xj)−
∫ xj+1
xj
(cu− f)(s)ds| ≤ hj+1
∫ xj+1
xj
|(cu− f)′(s)|ds.
Da u beschra¨nkt ist, folgt aus diesen beiden Abscha¨tzungen sofort die erste Behauptung:
‖Lu(uu − uˆ)‖∗,1,d ≤ C max
j=1,...,N
∫ xj
xj−1
(1 + |u′(s)|)ds.
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Wegen Ungleichung (1.7) gilt ferner die Abscha¨tzung
‖Lu(uu − uˆ)‖∗,1,d ≤ C max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βs/ε)]ds.
Fu¨r λ0 ≥ 1 folgt unter Anwendung von Lemma 2.1 und Satz 2.4 sofort die zweite
Ungleichung.
Numerische Testrechnungen auf verschiedenen Shishkin–Typ–Gittern, die die beschriebe-
nen Konvergenzaussagen illustrieren, findet man zum Beispiel in [67, 94].
2.3.2 Das zentrale Differenzenverfahren
In diesem Abschnitt wollen wir ein zentrales Differenzenverfahren, das ha¨ufig zur Finite–
Differenzen–Diskretisierung von regula¨ren elliptischen Zweipunkt–Randwertaufgaben ver-
wendet wird, untersuchen.
Wie im vorangegangenen Abschnitt definieren wir das Schema passend zum Problem (1.3)
auf einem zuna¨chst beliebigen Gitter ΩN ⊂ [0, 1] durch
Lcuc := −εδ21/2uc −D0(bˆuc) + cˆuc = fˆ auf ΩN , (2.36a)
uc0 = u
c
N = 0 (2.36b)
und stellen im folgenden seine Eigenschaften im Vergleich zum Upwind–Differenzen-
verfahren (2.15) zusammen.
Stabilita¨t
Wir betrachten zuna¨chst die vom zentralen Differenzenverfahren (2.36) generierte tridia-
gonale Matrix
M c =

s1 t1 0 . . . 0
r2 s2 t2 0 . . . 0
0
. . . . . . . . . 0 . . . 0
... . . . rk sk tk . . .
...
...
. . . . . . . . . 0
0 . . . 0 rN−2 sN−2 tN−2
0 . . . 0 rN−1 sN−1

mit den Eintra¨gen
rk =
bk−1
hk + hk+1
− 2ε
(hk + hk+1)hk
,
sk =
2ε
hk + hk+1
(
1
hk+1
+
1
hk
)
+ (cu)k und
tk = − bk+1
hk + hk+1
− 2ε
(hk + hk+1)hk+1
.
Diese Matrix ist im allgemeinen keine L0–Matrix, denn die Außerdiagonaleintra¨ge rk
sind nur dann negativ, wenn die Ungleichung bˆk−1hk ≤ 2ε erfu¨llt ist. Fu¨r einen stetigen
positiven Konvektionskoeffizienten b muß es also ein C > 0 so geben, daß die Beziehung
hk ≤ Cε fu¨r alle k = 1, . . . , N gilt. Daraus folgt fu¨r sehr kleine Sto¨rungsparameter ε, daß
das zentrale Differenzenverfahren (2.36) nur dann eine L0–Matrix generiert, wenn man
hohen Rechen– und Speicheraufwand (N ≥ Cε−1) in Kauf nimmt.
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Bemerkung 2.12 Auf beliebigen Gittern ist die zentrale Differenz zur Approximation
des Konvektionsterms der singula¨r gesto¨rten Modellprobleme (1.1) bzw. (1.3) ungeeig-
net. Die mit (2.36) gewonnene Na¨herungslo¨sung uc weist starke, physikalisch inada¨quate
Oszillationen auf und approximiert die exakte Lo¨sung u von (1.3) nicht.
Die Verwendung grenzschichtangepaßter Gitter wirkt stabilisierend auf das Verfahren. In
[71] wird gezeigt, daß dann innerhalb der Grenzschicht keine Oszillationen mehr vorliegen,
wa¨hrend die außerhalb der Grenzschichtregion auftretenden Oszillationen beschra¨nkt sind
und mit wachsendem N verschwinden. Das zentrale Differenzenverfahren ist auf einem
Shishkin–Typ–Gitter sogar ε–gleichma¨ßig von der erwarteten zweiten Ordnung konver-
gent ([54, 56]). 2
Kopteva [52] beweist folgende Aussage u¨ber die Greensche Funktion Gc des zentralen
Differenzenverfahrens (2.36) auf grenzschichtangepaßten Gittern:
Lemma 2.7 [52] Die Daten des Problems (1.3) mo¨gen fu¨r alle x ∈ Ω¯ den Bedingungen
c(x) = 0 und 0 < β < b(x) < β¯ genu¨gen. Die Funktion b sei auf Ω Lipschitz–stetig mit
einer Lipschitz–Konstanten R > 0. Ferner sollen die Schrittweiten des Gitters ΩN fu¨r
alle i, j = 1, . . . , N die Voraussetzungen∣∣∣∣∣
N∏
i=1
(
ε
hibˆi−1
− 1
2
)(
ε
hibˆi
+
1
2
)−1∣∣∣∣∣ ≤ 14 (2.37)
und hi ≤ Chj, falls i ≤ j, erfu¨llen. Dann gilt fu¨r die Greensche Funktion Gc von Lc die
Abscha¨tzung
|Gc(xi, ξj)| ≤ C,
wobei Gc als Lo¨sung der Differenzengleichung
LcGc(xi, ξj) = δN1/2(xi, ξj), i, j = 1, . . . , N − 1
Gc(0, ξj) = Gc(1, ξj) = 0, j = 1, . . . , N − 1
mit δN1/2(xi, ξj) gema¨ß (2.17) definiert ist.
In [54] u¨bertragen Kopteva und Linß diese Aussage auf quasilineare Probleme und
Shishkin–Typ–Gitter. Die Voraussetzung (2.37) wird dabei durch die Forderung (2.10)
an die gittererzeugende Funktion ϕ ersetzt. Unmittelbar aus Lemma 2.7 ergibt sich
Folgerung 2.5 Unter den Voraussetzungen von Lemma 2.7 gilt fu¨r die Lo¨sung uc von
(2.36) die Beziehung
‖uc‖∞,d ≤ C‖Lcuc‖1,1/2,d.
Da fu¨r beliebige Gitterfunktionen v die Ungleichung ‖v‖1,σ,d ≤ meas(Ω)‖v‖∞,d gilt, kann
man aus Lemma 2.7 auch die folgende Aussage ableiten:
Folgerung 2.6 Unter den Voraussetzungen des Lemmas 2.7 ist
‖uc‖∞,d ≤ C‖Lcuc‖∞,d.
Bemerkung 2.13 Obwohl die assoziierte Systemmatrix keine L0–Matrix (und somit
keine M–Matrix) ist, erweist sich das zentrale Differenzenverfahren (2.36) auf geeigneten
grenzschichtangepaßten Gittern als ‖ · ‖∞,d–‖ · ‖∞,d–stabil. 2
Bemerkung 2.14 In [52, Theorem 3] wird gezeigt, daß Folgerung 2.5 ihre Gu¨ltigkeit
beha¨lt, wenn die Voraussetzung c = 0 durch die Bedingung |c(x)| ≤ c¯ fu¨r alle x ∈ [0, 1]
ersetzt wird. 2
44 2 Finite–Differenzen–Verfahren
Konsistenz– und Konvergenzabscha¨tzungen auf Shishkin–Typ–Gittern
Wir wollen im folgenden annehmen, daß das verwendete Gitter vom Shishkin–Typ ist
und die gittererzeugende Funktion ϕ der Voraussetzung (2.10) genu¨gt. Außerdem sei
u ∈ C4(Ω) und gestatte eine Shishkin–Zerlegung gema¨ß Satz 1.3 bis zur Ordnung q = 4.
Unter diesen Voraussetzungen untersuchen wir die Konsistenz des zentralen Differenzen-
verfahrens bezu¨glich der Normen ‖ · ‖∞,d und ‖ · ‖1,1/2,d. Unter Benutzung von (2.14c)
und (2.14d) gilt
τ ci = L
c(uc − uˆ) = L̂u− Lcuˆ
= (hi+1 − hi)(bu)′′(xi) + ε6(hi+1 − hi)u
′′′(xi) +
1
2(hi + hi+1)
(∫ xi+1
xi
(bu)′′′(ξ)(xi+1 − ξ)2dξ +
∫ xi
xi−1
(bu)′′′(ξ)(ξ − xi−1)2dξ
)
+
ε
6~1/2,i
(
1
hi+1
∫ xi+1
xi
u(4)(ξ)(xi+1 − ξ)3dξ + 1
hi
∫ xi
xi−1
u(4)(ξ)(ξ − xi−1)3dξ
)
.
(2.38)
Die punktweise Beschra¨nktheit des Konsistenzfehlers τ c durch CN−2 (ungeachtet der
ε–Abha¨ngigkeit) ist folglich an die Schrittweitenbedingung
hi+1 − hi ≤ CN−2 fu¨r alle i = 1, . . . , N
geknu¨pft. Im U¨bergangspunkt eines Shishkin–Typ–Gitters ist diese Forderung im
allgemeinen verletzt.
Bezu¨glich der schwa¨cheren diskreten L1–Norm kann man auf einem grenzschichtangepaß-
ten Gitter ε–gleichma¨ßige Konsistenz (und damit Konvergenz) von (fast) zweiter Ord-
nung nachweisen, auch wenn es eine feste Anzahl von Gitterpunkten gibt, in denen die
Konsistenzordnung des zentralen Differenzenverfahrens um eine Ordnung reduziert ist.
Satz 2.9 [52, 54] Die Gitterfunktion ϕ des Shishkin–Typ–Gitters ΩNST habe eine nichtfal-
lende erste Ableitung, die der Bedingung (2.10) genu¨gt. Außerdem sei fu¨r beliebige, aber
feste Werte q ∈ (0, 1) und β0 ∈ (0, qβ) die Ungleichung λ0 ≥ max{3, β/β0} erfu¨llt. Dann
gilt unter den Voraussetzungen von Lemma 2.7
(i) fu¨r den Konsistenzfehler des zentralen Differenzenverfahrens die Abscha¨tzung
‖τ c‖1,1/2,d ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2
(ii) und fu¨r den zugeho¨rigen Verfahrensfehler die Beziehung
‖u− uc‖∞,d ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2.
Beweis. Gema¨ß Folgerung 2.5 schließt man die Gu¨ltigkeit der Aussage (ii) unmittelbar
aus (i). Wir zeigen (i) in Anlehnung an [54]. Fu¨r u ∈ C4(Ω) und σ = 1/2 gilt nach (2.14c)
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und (2.14d) und unter Einbeziehung der Schranke (1.7) die Abscha¨tzung
~1/2,i|τ ci | =
∣∣∣h2i+1 − h2i
2
(bu)′′(xi) +
ε
12
(h2i+1 − h2i )u(3)(xi)
+
1
4
(∫ xi+1
xi
(bu)(3)(ξ)(xi+1 − ξ)2dξ −
∫ xi
xi−1
(bu)(3)(ξ)(ξ − xi−1)2dξ
)
+
ε
6
(
1
hi+1
∫ xi+1
xi
u(4)(ξ)(xi+1 − ξ)3dξ −
∫ xi
xi−1
u(4)(ξ)(ξ − xi−1)3dξ
)∣∣∣
(2.39a)
≤ C1(h2i+1 − h2i )[1 + ε−2 exp(−βxi/ε)] +
C2(h3i+1 + h
3
i )[1 + ε
−3 exp(−βxi−1/ε)]. (2.39b)
Wir wollen die durch die L1–Norm induzierte Summe u¨ber ~1/2,i|τ ci | getrennt fu¨r den
feinen Teil (i = 1, . . . , N/2 − 1) und den groben Teil (i = N/2, . . . , N − 1) des Gitters
betrachten.
Fu¨r i = 1, . . . , N/2− 1 folgt aus (2.39b) die Ungleichung
N/2−1∑
i=1
~1/2,i|τ ci | ≤ C1
N/2−1∑
i=1
(h2i+1 − h2i )[1 + ε−2 exp(−βxi/ε)] +
C2
N/2−1∑
i=1
(h3i+1 + h
3
i )[1 + ε
−3 exp(−βxi−1/ε)]. (2.40)
Fu¨r den ersten Summanden in (2.40) ergibt sich durch Umordnen der Summe
N/2−1∑
i=1
(h2i+1 − h2i )[1 + ε−2 exp(−βxi/ε)]
=
N/2−1∑
i=1
(h2i+1 − h2i ) + ε−2
N/2−1∑
i=1
(h2i+1 − h2i ) exp(−βxi/ε)
= h2N/2 − h21 + ε−2
(
− h21 exp(−βx1/ε) +
N/2−1∑
i=1
h2i [exp(−βxi−1/ε)− exp(−βxi/ε)]
+h2N/2 exp(−βxN/2−1/ε)
)
≤ CN−2 + Cε−2
(
(εN−1 max
t∈[0,1/2]
|ψ′(t)|)2 +
N/2−1∑
i=2
h3i
ε
exp(−βxi−1/ε)
)
≤ CN−2 + C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2
(
1 +
N/2−1∑
i=2
hi
λ0ε
exp(−βxi−1/(λ0ε))
)
,
(2.41)
wobei der Mittelwertsatz der Integralrechnung benutzt wurde, um
| exp(−βxi−1/ε)− exp(−βxi/ε)| ≤ hiβ
ε
exp(−βxi−1/ε)
abzuscha¨tzen. Aus den Gittereigenschaften (2.8) und (2.9) folgen die Gleichungen
βhi
λ0ε
=
∫ ti
ti−1
ϕ′(ξ)dξ =
∫ ti
ti−1
−ψ
′(ξ)
ψ(ξ)
dξ und min
t∈[ti−1,ti]
ψ(t) = exp(−βxi/(λ0ε)).
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Gema¨ß Lemma 2.2 gilt fu¨r i = 1, . . . , N/2 weiterhin die Ungleichung exp(βhi/ε) ≤ C.
Folglich ist
N/2−1∑
i=2
hi
λ0ε
exp(−βxi−1/(λ0ε)) ≤ C
∫ N/2−1
1
|ψ′(ξ)|dξ = C|ψ(tN/2−1)− ψ(t1)| ≤ C,
und wir ko¨nnen die Abscha¨tzung (2.41) abschließen:
N/2−1∑
i=1
(h2i+1 − h2i )[1 + ε−2 exp(−βxi/ε)] ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2.
Abscha¨tzungen derselben Art fu¨hren fu¨r den zweiten Summanden aus (2.40) zu
N/2−1∑
i=1
(h3i+1 + h
3
i )[1 + ε
−3 exp(−βxi−1/ε)] ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2.
Wir erhalten also auf dem feinen Gitter
N/2−1∑
i=1
~1/2,i|τ ci | ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2. (2.42)
Auf dem groben Gitter (i = N/2, . . . , N) machen wir von der in Satz 1.3 beschriebenen
Shishkin–Zerlegung u = S + E Gebrauch. Es ist
τ ci = (L̂Si − LcSˆi) + (L̂Ei − LcEˆi) =: τ cS,i + τ cE,i.
Betrachten wir zuerst τ cS,i. Nach Voraussetzung ist ‖S(k)‖∞ ≤ C fu¨r k = 0, . . . , 3. Aus
einer (2.39a) entsprechenden Darstellung fu¨r τ cS,i und i ≥ N/2 folgt unmittelbar die
Ungleichung
~1/2,i|τ cS,i| ≤ (h2i+1 − h2i )(‖S′′‖∞ + ε‖S(3)‖∞) + (h3i+1 + h3i )‖S(3)‖∞
und somit
N−1∑
i=N/2
~1/2,i|τ cS,i| ≤ ~N/2|τ cS,N/2|+
N−1∑
i=N/2+1
(h3i+1 + h
3
i ) ‖S(3)‖∞ ≤ CN−2. (2.43)
Um ~1/2,i|τ cE,i| fu¨r i = N/2, . . . , N abzuscha¨tzen, erinnern wir uns zuna¨chst an die in Satz
1.3 angegebenen Beziehungen fu¨r E. Danach gilt fu¨r i > N/2 nach Dreiecksungleichung
und unter Ausnutzung der Monotonie der Exponentialfunktion und der Definition des
U¨bergangspunktes λs = xN/2 in (2.4) die Abscha¨tzung
~1/2,i|τ cE,i| = H|LcEˆi| ≤ C(
ε
H
+ 1) exp(−βxN/2/ε) ≤ CN−λ0 ≤ CN−3,
denn nach Voraussetzung sind λ0 ≥ 3 und ε ≤ CN−1. Gema¨ß Lemma 2.2 ist fu¨r alle
i = 1, . . . , N/2 die Ungleichung exp(βhi/ε) ≤ C erfu¨llt. Nach Lemma 2.3 gilt ferner
hN/2 ≥ CεN−1. Daraus folgt fu¨r i = N/2 mit denselben Argumenten wie oben die
Beziehung
~1/2,N/2|τ cE,N/2| ≤ C
(
ε
H
− ε
hN/2
+ 2
)
exp(−βxN/2/ε) ≤ CN−λ0+1 ≤ CN−2.
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Summation zur L1–Norm u¨ber dem groben Gitter ergibt schließlich
N−1∑
i=N/2
~1/2,i|τ cE,i| ≤ ~1/2,N/2|τ cE,N/2|+
N−1∑
i=N/2+1
CN−3 ≤ CN−2. (2.44)
Fassen wir (2.42), (2.43) und (2.44) zusammen, dann erhalten wir die Aussage (i) des
Satzes 2.9.
Bemerkung 2.15 Einen ganz anderen Beweis der ε–gleichma¨ßigen Konvergenz von fast
zweiter Ordnung auf einem Shishkin–Gitter fu¨hrt Lenferink in [56]. Seine Argumenta-
tion basiert auf einer Zerlegung der Systemmatrix des zentralen Differenzenverfahrens in
spezielle M–Matrizen. 2
Auf Gittern, deren Schrittweiten hi nicht fu¨r alle Indizes i = 1, . . . , N der Voraussetzung
2ε ≥ bˆi−1hi genu¨gen, insbesondere also auf dem groben Teil von Shishkin–Typ–Gittern,
ist das zentrale Differenzenverfahren nicht ‖ · ‖∞,d–‖ · ‖∗,1/2,d–stabil5. Im Hinblick auf die
Analysis des eindimensionalen Defektkorrekturverfahrens in Kapitel 4 leiten wir dennoch
die ‖ · ‖∗,1/2,d–Konsistenz von (fast) zweiter Ordnung des zentralen Differenzenverfahrens
her, auch wenn wir daraus keine Konvergenzaussage folgern ko¨nnen.
Bemerkung 2.16 Unter den Voraussetzungen des Satzes 2.9 folgt die ‖ · ‖∗,1/2,d–
Konsistenz von (fast) zweiter Ordnung unmittelbar aus der Tatsache, daß fu¨r jede Git-
terfunktion v mit v0 = vN = 0 die Normabscha¨tzung
‖v‖∗,1/2,d := max
i=1,...,N−1
|
i∑
j=1
~1/2,jvj | ≤ max
i=1,...,N−1
i∑
j=1
~1/2,j |vj | =
N−1∑
j=1
~1/2,j |vj |
=: ‖v‖1,1/2,d
gilt. 2
In Anlehnung an den Beweis von Satz 2.8 ko¨nnen wir fu¨r das zentrale Differenzenverfahren
mit modifizierter rechter Seite und vera¨ndertem Absolutterm sogar folgende Aussage
beweisen, die – a¨hnlich dem Satz 2.8 fu¨r das Upwind–Verfahren – unter schwa¨cheren
Voraussetzungen an die Glattheit von u, unabha¨ngig von der Existenz einer Shishkin–
Zerlegung und auf beliebigen Gittern gilt:
Satz 2.10 [34] Wir wa¨hlen die Bezeichnung g˜ = (gi−1 + 2gi + gi+1)/4. Auf einem belie-
bigen Gitter ΩN genu¨gt der Konsistenzfehler τ˜ c = L˜cu− f˜ der Differenzenapproximation
L˜cuc := −εδ21/2uc −D0(bˆuc) + ˜ˆcuc = f˜ auf ΩN , (2.45)
uc0 = u
c
N = 0.
zum Randwertproblem (1.3) der Abscha¨tzung
‖τ˜ c‖∗,1/2,d ≤ C
(
max
j=1,...,N
∫ xj
xj−1
[
1 + ε−1 exp(−βξ/(2ε))] dξ)2 .
Insbesondere gilt auf einem Shishkin–Typ–Gitter mit dem Parameter λ0 ≥ 2, dessen
gittererzeugende Funktion die Bedingung (2.10) erfu¨llt, die Beziehung
‖τ˜ c‖∗,1/2,d ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2.
5Man vergleiche hierzu [4] oder den Beweis von Satz 2.4: der assoziierte Differenzenoperator erster
Ordnung Ac generiert keine L0–Matrix.
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Beweis. A¨hnlich wie im Beweis von Satz 2.8 integrieren wir die Gleichung (1.3a) u¨ber
dem Intervall [xi−1/2, xi+1/2], wobei xi−1/2 := (xi + xi−1)/2 den Intervallmittelpunkt
bezeichnet, und erhalten die Gleichung
−εu′(xi+1/2) + εu′(xi−1/2)− (bu)(xi+1/2) + (bu)(xi−1/2) +
∫ xi+1/2
xi−1/2
(cu− f)(s)ds = 0.
Die punktweise Erga¨nzung dieser Darstellung der Null und Summation u¨ber j liefern die
Beziehung
i−1∑
j=1
~1/2,j τ˜ cj = −ε
(
uˆi − uˆi−1
hi
− u′(xi−1/2)
)
+ ε
(
uˆ1 − uˆ0
h1
− u′(x1/2)
)
− (̂bu)i + (̂bu)i−1
2
+ (bu)(xi−1/2) +
(̂bu)1 + (̂bu)0
2
− (bu)(x1/2) +
i−1∑
j=1
(
~1/2,j(c˜u− f˜)j −
∫ xi+1/2
xi−1/2
(cu− f)(s)ds
)
. (2.46)
Aus (1.3a) und der Taylorentwicklung von u und u′ an der Stelle xi folgt die Abscha¨tzung
ε
∣∣∣∣ uˆi − uˆi−1hi − u′(xi−1/2)
∣∣∣∣ ≤ 3ε2
∫ xi
xi−1
|u(3)(ξ)|(ξ − xi−1)dξ
≤ 3
2
∫ xi
xi−1
|(f − cu+ (bu)′)′(ξ)|(ξ − xi−1)dξ.
In derselben Weise erhalten wir die Ungleichung∣∣∣∣∣ (̂bu)i + (̂bu)i−12 − (bu)(xi−1/2)
∣∣∣∣∣ ≤ 32
∫ xi
xi−1
|(bu)′′(ξ)|(ξ − xi−1)dξ.
Schließlich liefert die Taylor–Entwicklung von (cu − f) an der Stelle xi+1 einerseits die
Beziehung
~1/2,i(c˜u− f˜)i = ~1/2,i(cu− f)(xi+1)−
1
8
(h2i + 4hihi+1 + 3h
2
i+1)(cu− f)′(xi+1)
+~1/2,i
∫ xi+1
xi−1
(cu− f)′′(s)(s− xi−1)ds
+2~1/2,i
∫ xi+1
xi
(cu− f)′′(s)(s− xi)ds
und andererseits (mit der Notation CU − F fu¨r die Stammfunktion von cu − f) die
Darstellung∫ xi+1/2
xi−1/2
(cu− f)(s)ds = (CU − F )(xi+1/2)− (CU − F )(xi−1/2)
= ~i+1(cu− f)(xi+1)− 18(h
2
i + 4hihi+1 + 3h
2
i+1)(cu− f)′(xi+1)
−1
2
∫ xi+1
xi+1/2
(cu− f)′′(s)(s− xi+1/2)2ds+
1
2
∫ xi+1
xi−1/2
(cu− f)′′(s)(s− xi−1/2)2ds.
Daraus ergibt sich die Abscha¨tzung∣∣∣∣∣~1/2,i(c˜u− f˜)i −
∫ xi+1/2
xi−1/2
(cu− f)(s)ds
∣∣∣∣∣ ≤ C~1/2,i
∫ xi+1
xi−1
(cu− f)′′(s)(s− xi−1)ds.
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Wir setzen die Schranken fu¨r die einzelnen Summanden in Gleichung (2.46) unter Beru¨ck-
sichtigung der Ungleichung (1.7) ein und erhalten die Beziehung
‖τ˜ c‖∗,1/2,d ≤ C max
j=1,...,N
∫ xj
xj−1
[1 + ε−2 exp(−βs/ε)](s− xj−1)ds. (2.47)
Nun benutzen wir die Integralungleichung∫ b
a
g(x)(x− a)dx ≤ 1
2
(∫ b
a
g(x)1/2dx
)2
aus [20], die fu¨r jede positive monoton fallende Funktion g auf [a, b] gilt. Ferner gilt
fu¨r alle positiven Zahlen a, b die Ungleichung
√
a+ b ≤ √a + √b. Damit folgt die erste
Abscha¨tzung
‖τ˜ c‖∗,1/2,d ≤ C
(
max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βs/(2ε))]ds
)2
des Satzes 2.10 aus der Darstellung (2.47). Wir wenden Lemma 2.1 an, um daraus un-
mittelbar die zweite Aussage
‖τ˜ c‖∗,1/2,d ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2
abzuleiten.
Bemerkung 2.17 Es gibt verschiedene weitere Differenzenverfahren, die auf grenz-
schichtangepaßten Gittern von (fast) zweiter Ordnung konvergent sind, etwa exponentiell
angepaßte Verfahren wie das El–Mistikawy–Werle–Schema (vgl. [91, S. 45 ff]) oder die
in [4], [5], [109] bzw. [96] untersuchten Verfahrensklassen. Die U¨bertragung solcher Ver-
fahren, die die Daten der Differentialgleichung in Zwischenpunkten auswerten, auf das
zweidimensionale Problem ist dabei unklar.
Als geeignetes Verfahren fu¨r ein– und mehrdimensionale Probleme erweist sich die Strom-
liniendiffusions–Finite–Elemente–Methode (vgl. auch Kapitel 6). Fu¨r eindimensionale
Probleme wurde sie in [111] im Sinne eines Finite–Differenzen–Verfahrens analysiert und
Konvergenz von zweiter Ordnung nachgewiesen. In [92] wird dieses Verfahren auf sin-
gula¨r gesto¨rte Zweipunkt–Randwertaufgaben mit unstetiger rechter Seite angewandt und
hierfu¨r Konvergenz von (fast) zweiter Ordnung auf Shishkin–Typ–Gittern gezeigt. 2
2.4 Differenzenverfahren fu¨r das zweidimensionale Rand-
wertproblem
Wir wenden uns nun dem zweidimensionalen Modellproblem (1.8) zu, daß u¨ber dem
Grundgebiet Ω = (0, 1)2 definiert ist. Wie im vorangegangenen Abschnitt 2.3 werden wir
nach der Definition grundlegender Begriffe die wesentlichen Eigenschaften eines einfachen
Upwind–Differenzenverfahrens und eines zentralen Differenzenverfahrens zusammenstel-
len. Im zweidimensionalen Fall sind nur wenige Stabilita¨tsbeziehungen fu¨r die Differen-
zenoperatoren bekannt. Folglich steht uns hier eine schmalere Palette an Werkzeugen zur
Analyse der Verfahren zur Verfu¨gung.
Numerische Tests der betrachteten Verfahren, die die beschriebenen Ergebnisse illustrie-
ren, findet man zum Beispiel in [67].
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Wir diskretisieren das Gebiet Ω mit Hilfe eines (zuna¨chst beliebigen) Tensorproduktgitters
ΩN = ΩNx × ΩNy ,
wobei die eindimensionalen Gitter ΩNx und Ω
N
y durch
ΩNx := {x1, . . . , xN−1 : 0 < x1 < · · · < xN−1 < 1} und
ΩNy := {y1, . . . , yN−1 : 0 < y1 < · · · < yN−1 < 1}
definiert sind. Der Rand des Gitters sei ΓN . Er umfaßt die Teilmengen
ΓN1 = {(xi, 0) : i = 0, . . . , N} ∪ {(xi, 1) : i = 0, . . . , N} und
ΓN2 = {(0, yj) : j = 1, . . . , N − 1} ∪ {(1, yj) : j = 1, . . . , N − 1}.
Fu¨r i, j = 1, . . . , N bezeichnen wir die Gitterschrittweiten mit hx;i := xi − xi−1 und
hy;j := yj−yj−1. Wie im eindimensionalen Fall definieren wir die gemittelten Schrittweiten
~x;σ,i := (1−σ)hx;i+σhx;i+1 und entsprechend ~y;σ,j := (1−σ)hy;j +σhy;j+1. Da bei den
zweidimensionalen Betrachtungen vor allem die Gewichte σ = 1, also ~x;1,i = hx;i+1, und
σ = 1/2 eine Rolle spielen, fu¨hren wir zur Abku¨rzung noch die Notationen ~x;i := ~x;1/2,i
und ~y;j := ~y;1/2,j ein.
Eine Gitterfunktion vN : ΩN 7→ R ordnet jedem Gitterpunkt (xi, yj) ∈ ΩN einen Wert
vNij ∈ R zu. Fu¨r die gitterpunktweise Auswertung einer stetigen Funktion g verwenden
wir wie bisher die Bezeichnung gˆij = g(xi, yj).
Zur Approximation der ersten partiellen Ableitungen definieren wir folgende Differenzen-
quotienten:
• die Vorwa¨rtsdifferenzen
D+x v
N
ij := [v
N
i+1,j − vNij ]/hx;i+1 und D+y vNij := [vNi,j+1 − vNij ]/hy;j+1, (2.48a)
• die Ru¨ckwa¨rtsdifferenzen
D−x v
N
ij := [v
N
ij − vNi−1,j ]/hx;i und D−y vNij := [vNij − vNi,j−1]/hy;j , (2.48b)
• und die zentralen Differenzen (vgl. Bemerkung 2.5)
D0xv
N
ij := [v
N
i+1,j − vNi−1,j ]/(2~x;i) und D0yvNij := [vNi,j+1 − vNi,j−1]/(2~y;j). (2.48c)
Um den Laplace–Operator zu approximieren, verwenden wir die Differenzenquotienten
zweiter Ordnung
δ2xv
N
ij := [D
+
x v
N
ij −D−x vNij ]/~x;i und δ2yvNij := [D+y vNij −D−y vNij ]/~y;j . (2.48d)
Existieren alle partiellen Ableitungen einer Funktion v bis zur entsprechenden Ordnung
und sind diese stetig, dann haben in Analogie zu (2.14) die Approximationsfehler der
Differenzenquotienten zu den zugeho¨rigen partiellen Ableitungen die Gestalt
D+x vˆij −
∂v
∂x
(xi, yj) =
1
hx;i+1
∫ xi+1
xi
∫ ξ
xi
∂2v
∂x2
(t, yj)dtdξ ,
D+y vˆij −
∂v
∂y
(xi, yj) =
1
hy;j+1
∫ yj+1
yj
∫ ξ
yj
∂2v
∂y2
(xi, t)dtdξ , (2.49a)
D−x vˆij −
∂v
∂x
(xi, yj) = − 1
hx;i
∫ xi−1
xi
∫ ξ
xi
∂2v
∂x2
(t, yj)dtdξ ,
D−y vˆij −
∂v
∂y
(xi, yj) = − 1
hy;j
∫ yj−1
yj
∫ ξ
yj
∂2v
∂y2
(xi, t)dtdξ (2.49b)
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und
D0xvˆij −
∂v
∂x
(xi, yj) =
1
4
(hx;i+1 − hx;i)∂
2v
∂x2
(xi, yj)
+
1
4~x,i
(∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∂3v
∂x3
(τ, yj)dτdtdξ −
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∂3v
∂x3
(τ, yj)dτdtdξ
)
(2.49c)
sowie analog fu¨r D0y vˆij −
∂v
∂y
(xi, yj). In Abha¨ngigkeit von der Glattheit von v und der
gewu¨nschten Verfahrensordnung werden wir eine der beiden folgenden Darstellungen fu¨r
den Approximationsfehler von δ2x (und entsprechend fu¨r δ
2
y) verwenden:
δ2xvˆij −
∂2v
∂x2
(xi, y) =
=
1
~x,i
(
1
hx,i+1
∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∂3v
∂x3
(τ, yj)dτdtdξ +
1
hx,i
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∂3v
∂x3
(τ, yj)dτdtdξ
)
(2.49d)
=
1
~x,i
(
h2x,i+1 − h2x,i
6
∂3v
∂x3
(xi, yj) +
1
hx,i+1
∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∫ τ
xi
∂4v
∂x4
(σ, yj)dσdτdtdξ
+
1
hx,i
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∫ τ
xi
∂4v
∂x4
(σ, yj)dσdτdtdξ
)
(2.49e)
Bemerkung 2.18 Die in (2.49) gewa¨hlte Integralrestglieddarstellung ist a¨quivalent zu
der in (2.14) verwendeten, denn partielle Integration liefert fu¨r das Restglied zweiter
Ordnung∫ xi+1
xi
∂2g
∂x2
(ξ, yj)(xi+1 − ξ)dξ =
=
∫ ξ
xi
∂2g
∂x2
(t, yj)dt(xi+1 − ξ)
∣∣xi+1
xi
−
∫ xi+1
xi
(∫ ξ
xi
∂2g
∂x2
(t, yj)dt
)
(−1)dξ
= 0 +
∫ xi+1
xi
∫ ξ
xi
∂2g
∂x2
(t, yj)dtdξ.
Durch wiederholte Anwendung der gleichen Argumentation zeigt man die A¨quivalenz der
Restglieddarstellungen fu¨r Restglieder ho¨herer Ordnung. 2
2.4.1 Das Upwind–Differenzenverfahren
Genu¨gt der Konvektionskoeffizient b aus (1.8) der Voraussetzung (ii) aus Abschnitt 1.2,
dann definieren wir zur Approximation der Lo¨sung u von (1.8) das Upwind–Schema
Luuu := −εδ2xuu − εδ2yuu − bˆ1D+x uu − bˆ2D+y uu + cˆuu = fˆ auf ΩN , (2.50a)
uu = 0 auf ΓN . (2.50b)
Stabilita¨t
Das Upwind–Verfahren (2.50) genu¨gt einem diskreten Vergleichsprinzip:
Satz 2.11 Es seien die Voraussetzungen aus Abschnitt 1.2 erfu¨llt. Falls die Gitterfunk-
tionen v und w den Bedingungen |vij | ≤ wij fu¨r alle (xi, yj) ∈ ΓN und |(Luv)ij | ≤ (Luw)ij
fu¨r alle (xi, yj) ∈ ΩN genu¨gen, dann gilt fu¨r alle (xi, yj) ∈ Ω¯N die Ungleichung |vij | ≤ wij.
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Beweis. Die mit Lu assoziierte Systemmatrix ist eine M–Matrix.
Analog zu Folgerung 2.1 beweist man fu¨r c ≥ 0
Folgerung 2.7 Unter den Voraussetzungen von Satz 2.11 ist das Upwind–
Differenzenverfahren (2.50) ‖ · ‖∞,d–‖ · ‖∞,d–stabil.
In Abschnitt 1.2, Gleichung (1.16), wurde das asymptotische Verhalten der Greenschen
Funktion des stetigen Problems (1.8) beschrieben. Ein qualitativ a¨hnliches Verhalten der
diskreten Greenschen Funktion Gu, die der Differenzengleichung (2.50) zugeordnet ist,
zeigt Belukhina in [11]:
Um Gu zu definieren, fu¨hren wir fu¨r zwei Gitterfunktionen v und w auf ΩN das Skalar-
produkt
(v, w) :=
∑
(xi,yj)∈ΩN
vijwij~x;i~y;j
ein. Die zum Gitterpunkt (ξk, ηl) assoziierte Greensche Funktion Gu(·, ·, ξk, ηl) von Lu ist
definiert als Lo¨sung der Gleichung
LuGu(xi, yj , ξk, ηl) = δN1/2(xi, ξk)δ
N
1/2(yj , ηl) auf Ω
N ,
Gu = 0 auf ΓN .
Als Funktion des Argumentes (ξk, ηl) genu¨gt Gu fu¨r jedes (xi, yj) ∈ ΩN dem adjungierten
Problem
Lu,∗Gu(xi, yj , ξk, ηl) = δN1/2(xi, ξk)δ
N
1/2(yj , ηl) auf Ω
N , (2.51)
Gu = 0 auf ΓN ,
wobei Lu,∗ auf ΩN gema¨ß
Lu,∗vij := −εδ2xvij − εδ2yvij +D−x (bˆ1v)ij +D−y (bˆ2v)ij + cˆijvij
definiert ist. Falls der Koeffizient c des Reaktionsterms verschwindet, werden in [11] auf
einem a¨quidistanten Gitter die asymptotischen Abscha¨tzungen
Gu(x, y) ∼ 1
2piε
(ln
ε
bh
+ C) + O
(
bh
ε
ln
ε
bh
)
fu¨r |(x, y)| → 0, falls
√
ε
h
→∞ (2.52a)
und Gu(x, y) ∼ 1
bh
{
1 + C
ε
bh
+ O
(
ε2
b2h2
)}
fu¨r |(x, y)| → 0, falls ε
h
→ 0 (2.52b)
bewiesen. Die Gu¨ltigkeit von Stabilita¨tsresultaten wie Satz 2.3 oder Satz 2.4 ist folglich
fu¨r das zweidimensionale Upwind-Differenzenverfahren (2.50) nicht zu erwarten.
Andreev zeigte in [2] folgende anisotrope Stabilita¨tsabscha¨tzung fu¨r Lu, die ein diskretes
Analogon zu Satz 1.6 darstellt:
Satz 2.12 [2] Fu¨r jede Gitterfunktion v, die homogenen Randbedingungen genu¨gt, und
jede Zerlegung Luv = fˆ = fˆx + fˆy + fˆ0 existieren positive Konstanten C1, C2, C0, so daß
die Ungleichung
‖v‖∞,d ≤ C1‖fˆx‖1⊗∞,d + C2‖fˆy‖∞⊗1,d + C0‖fˆ0‖∞,d
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erfu¨llt ist, wobei die darin auftretenden Normen durch
‖fˆx‖1⊗∞,d :=
N−1∑
i=1
~x,i max
j=1,...,N−1
|fˆx,ij |, und ‖fˆy‖∞⊗1,d :=
N−1∑
j=1
~y,j max
i=1,...,N−1
|fˆy,ij |.
definiert sind.
Mit Hilfe des Satzes 2.12 werden wir in Kapitel 5 Teilresultate u¨ber die Konvergenz eines
zweidimensionalen Defektkorrekturalgorithmus beweisen. Fu¨r eine beliebige Zerlegung
der rechten Seite
fˆ = fˆx + fˆy + fˆ0
folgt seine Aussage unmittelbar aus der Lo¨sungsdarstellung
uuij =
∑
(ξk,ηl)∈ΩN
~x;k~y;lGu(xi, yj , ξk, ηl)(fˆx,kl + fˆy,kl + fˆ0,kl)
und dem folgenden
Lemma 2.8 [2] Die diskrete Greensche Funktion Gu ist nichtnegativ und genu¨gt den
Abscha¨tzungen
max
(xi,yj ,ηl)
‖Gu(xi, yj , ·, ηl)‖1,1/2,d ≤
1
β2
und max
(xi,yj ,ξk)
‖Gu(xi, yj , ξk, ·)‖1,1/2,d ≤
1
β1
,
wobei die Bezeichnung der (eindimensionalen) diskreten L1–Norm wie in Abschnitt 2.3
gewa¨hlt ist.
Beweis. Wir beschra¨nken uns darauf, das Lemma 2.8 fu¨r die Differenzengleichung
L˜uu˜u = −εδ2xu˜uij − εδ2y u˜uij − bˆ1,ijD+x u˜uij − bˆ2,ijD+y u˜uij
und die ihr zugeordnete Greensche Funktion G˜u zu beweisen. Fu¨r die diskrete Greensche
Funktion Gu von (2.50), also im Fall c ≥ 0, gilt dann 0 ≤ Gu ≤ G˜u. Unmittelbar aus Satz
2.11 folgt, daß Gu und G˜u nichtnegativ sind.
Wir beweisen die Beziehung max
(xi,yj ,ξk)
‖G˜u(xi, yj , ξk, ·)‖1,1/2,d ≤
1
β1
. Der Beweis der ersten
Ungleichung des Lemmas 2.8 erfolgt analog. Wir definieren zu beliebigem, aber festem
(xi, yj) ∈ ΩN die eindimensionale Gitterfunktion GΣ(xi, yj , ·) : ΩNx → R gema¨ß
GΣ(xi, yj , ξk) :=
∑
ηl∈ΩNy
G˜u(xi, yj , ξk, ηl)~y;l = ‖G˜u(xi, yj , ξk, ·)‖1,1/2,d.
Multiplizieren wir die Gleichung (2.51) mit ~y;l und summieren u¨ber alle ηl ∈ ΩNy , dann
erhalten wir eine Gleichung fu¨r GΣ(xi, yj , ·) bezu¨glich des dritten Argumentes:
−εδ2xGΣk +D−x (bm1 GΣ)k = δN1/2(xi, ξk)− F (xi, yj , ξk). (2.53)
mit einer Konstanten6 bm1 ∈ [β1, β¯1] und β¯1 = max
(x,y)∈Ω
{b1(x, y)}. Ferner ist die Gitterfunk-
tion F (xi, yj , ·) : ΩNx → R gegeben durch
F (xi, yj , ξk) := bˆ2;k,N−1G˜(xi, yj , ξk, ηN−1)+
ε
~y;N
G˜(xi, yj , ξk, ηN−1)+
ε
~y;1
G˜(xi, yj , ξk, η1).
6Fu¨r zwei eindimensionale Gitterfunktionen f, g auf ΩNx , die fu¨r alle i = 1, . . . , N − 1 den Be-
dingungen gi ≥ 0 und m ≤ fi ≤ M genu¨gen, existiert stets ein Zwischenwert fm ∈ [m,M ] mit
(f, g)1/2 = f
m‖g‖1,1/2,d, (vgl. [2, Lemma 1]).
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Bezeichnen wir mit G˜u,1 die Greensche Funktion des eindimensionalen Upwind–
Verfahrens
Lu1vi = δ
2
xvi − bm1 D+x vi auf ΩNx ,
v0 = vN = 0,
dann kann die Lo¨sung von (2.53) in der Form
GΣ(xi, yj , ξk) = G˜u,1(xi, ξk)−
∑
zl∈ΩNx
G˜u,1(zl, ξk)F (xi, yj , zl)~x;l
geschrieben werden. Da G˜u,1 und F nichtnegativ sind, folgt daraus die Ungleichung
GΣ(xi, yj , ξk) ≤ G˜u,1(xi, ξk).
Nach Lemma 2.4 ist G˜u,1 gleichma¨ßig beschra¨nkt, und folglich gilt die Behauptung.
Bemerkung 2.19 Wie Satz 2.3 gestattet auch Satz 2.12 eine feste Anzahl von Ausnah-
mepunkten mit um eine Ordnung reduzierter Konsistenz, ohne daß die Konsistenzordnung
bezu¨glich der anisotropen Normen ‖ · ‖1⊗∞,d bzw. ‖ · ‖∞⊗1,d verringert wird. Es ist so-
gar eine feste Anzahl von Ausnahmelinien zugelassen, deren Verlauf bei der Wahl der
Zerlegung von fˆ in fˆx, fˆy und fˆ0 beru¨cksichtigt werden sollte. 2
Bemerkung 2.20 Eine mit Satz 2.12 vergleichbare Aussage gilt auch dann, wenn die
Differenzenaufgabe (2.50) mit homogenen Randbedingungen auf Ω¯N ⊂ [0, 1]2 durch die
Aufgabe
Luvu = fˆ (2.54a)
auf einem Gitter
ΩN[d,e] = {(xi, yj) : dx = x0 < x1 < · · · < xM = ex, dy = y0 < y1 < · · · < yM = ey}
(z.B. einem Teilgitter von ΩN ) mit den Randbedingungen
vu0j = γ
W
j und v
u
Mj = γ
O
j fu¨r j = 1, . . . ,M,
vui0 = γ
S
i und v
u
iM = γ
N
i fu¨r i = 1, . . . ,M (2.54b)
ersetzt wird. Dabei sollen die eindimensionalen Gitterfunktionen γW , γO, γS , γN den
Kompatibilita¨tsbedingungen
γW0 = γ
S
0 , γ
W
1 = γ
N
0 , γ
0
0 = γ
S
1 und γ
O
1 = γ
N
1
genu¨gen. Wir definieren in Anlehnung an (1.10) die Gitterfunktion v¯u fu¨r i, j = 0, . . . ,M
durch
v¯uij :=
ex − xi
ex − dx
(
γWj −
1
2
[
γW0
ey − yj
ey − dy + γ
W
N
yj − dy
ey − dy
])
+
xi − dx
ex − dx
(
γOj −
1
2
[
γO0
ey − yj
ey − dy + γ
O
N
yj − dy
ey − dy
])
+
ey − yj
ey − dy
(
γSi −
1
2
[
γS0
ex − xi
ex − dx + γ
S
N
xi − dx
ex − dx
])
+
yj − dy
ey − dy
(
γNi −
1
2
[
γN0
ex − xi
ex − dx + γ
N
N
xi − dx
ex − dx
])
und eine weitere Gitterfunktion g¯ := Luv¯u. Aus Satz 2.12 leiten wir folgende Aussage ab:
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Folgerung 2.8 Es sei vu die Lo¨sung der Differenzenaufgabe (2.54). Fu¨r beliebige Zerle-
gungen fˆ = fˆx + fˆy + fˆ0 und g¯ = g¯x + g¯y + g¯0 existieren positive Konstanten C1, C2, C0,
so daß die Ungleichung
‖vu‖∞,d ≤ C1(‖fˆx‖1⊗∞,d + ‖g¯x‖1⊗∞,d) + C2(‖fˆy‖∞⊗1,d + ‖g¯y‖∞⊗1,d) +
C0(‖fˆ0‖∞,d + ‖g¯0‖∞,d) + ‖γW ‖∞,d + ‖γO‖∞,d + ‖γS‖∞,d + ‖γN‖∞,d
erfu¨llt ist.
Beweis: Die Gitterfunktion v¯u ist so definiert, daß v∗,u := vu−v¯u eine Differenzenaufgabe
vom Typ (2.54a) mit homogenen Randbedingungen lo¨st (vgl. Bemerkungen 1.5 und 2.8):
Luv∗,u = Luvu − Luv¯u = fˆ − g¯ auf ΩN[d,e]
v∗,u = 0 auf ∂ΩN[d,e].
Gema¨ß Satz 2.12 existieren zu einer beliebigen Zerlegung fˆ − g¯ = (fˆx − g¯x) + (fˆy − g¯y) +
(fˆ0 − g¯0) positive Konstanten C1, C2, C0, so daß die Abscha¨tzung
‖v∗,u‖∞,d ≤ C1‖fˆx − g¯x‖1⊗∞,d + C2‖fˆy − g¯y‖∞⊗1,d + C0‖fˆ0 − g¯0‖∞,d
≤ C1(‖fˆx‖1⊗∞,d + ‖g¯x‖1⊗∞,d) + C2(‖fˆy‖∞⊗1,d + ‖g¯y‖∞⊗1,d) +
C0(‖fˆ0‖∞,d + ‖g¯0‖∞,d)
gilt. Unter Anwendung der Dreiecksungleichung folgt daraus unmittelbar die Beziehung
‖vu‖∞,d ≤ ‖v∗,u‖∞,d + ‖v¯u‖∞,d
≤ C1(‖fˆx‖1⊗∞,d + ‖g¯x‖1⊗∞,d) + C2(‖fˆy‖∞⊗1,d + ‖g¯y‖∞⊗1,d) +
C0(‖fˆ0‖∞,d + ‖g¯0‖∞,d) + ‖γW ‖∞,d + ‖γO‖∞,d + ‖γS‖∞,d + ‖γN‖∞,d
und somit die Behauptung.
Man rechnet leicht nach, daß die Gitterfunktion g¯ – anders als im eindimensionalen Fall
(vgl. Bemerkung 2.8) – Differenzenquotienten der Gitterfunktionen γW , γO, γS und γN
entha¨lt. Bei der Anwendung der Folgerung 2.8 muß folglich neben der Beschra¨nktheit der
rechten Seite fˆ auch die Beschra¨nktheit von g¯, d. h. insbesondere dieser Differenzenquo-
tienten, nachgewiesen werden. 2
Konsistenz und Konvergenz
Nach (2.49a) und (2.49d) besitzt der Konsistenzfehler des Upwind–Verfahrens (2.50) fu¨r
u ∈ C3(Ω) die Gestalt
τuij := L
uuˆij − (Lu)(xi, yj) =
− ε
~x,i
(
1
hx,i+1
∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∂3u
∂x3
(τ, yj)dτdtdξ +
1
hx,i
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∂3u
∂x3
(τ, yj)dτdtdξ
)
− ε
~y,j
(
1
hy,j+1
∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∂3u
∂y3
(xi, τ)dτdtdξ +
1
hy,j
∫ yj−1
yj
∫ ξ
yj
∫ t
yj
∂3u
∂y3
(xi, τ)dτdtdξ
)
− bˆ1,ij
hx,i+1
∫ xi+1
xi
∫ ξ
xi
∂2u
∂x2
(t, y)dtdξ − bˆ2,ij
hy,j+1
∫ yj+1
yj
∫ ξ
yj
∂2u
∂y2
(x, t)dtdξ. (2.55)
Unmittelbar aus dieser Gleichung folgt
56 2 Finite–Differenzen–Verfahren
Lemma 2.9 Fu¨r eine Funktion u ∈ C3(Ω) gilt
|Luuˆij − (Lu)(xi, yj)| ≤ (4ε+ b1,ijhx;i+1) max
ξ∈[xi−1,xi+1]
|∂
2u
∂x2
(ξ, yj)|
+(4ε+ b2,ijhy;j+1) max
η∈[yj−1,yj+1]
|∂
2u
∂y2
(xi, η)|
und
|Luuˆij − (Lu)(xi, yj)| ≤ 2ε
∫ xi+1
xi−1
∂3u
∂x3
(ξ, yj)dξ + bˆ1,ij
∫ xi+1
xi
∂2u
∂x2
(ξ, yj)dξ
+2ε
∫ yj+1
yj−1
∂3u
∂y3
(xi, η)dη + bˆ2,ij
∫ yj+1
yj
∂2u
∂y2
(xi, η)dη.
Wir wollen im folgenden voraussetzen, daß das verwendete Gitter ΩN ein Shishkin–Typ–
Gitter ist, d. h., es ergibt sich als Tensorprodukt der eindimensionalen Shishkin–Typ–
Gitter ΩNx und Ω
N
y mit den U¨bergangspunkten
λS,x =
λ0,1ε
β1
lnN und λS,y =
λ0,2ε
β2
lnN (2.56)
und derselben gittererzeugenden Funktion ϕ (vgl. Abschnitt 2.2.3).
Wir setzen ferner voraus, daß eine Shishkin–Typ–Zerlegung der exakten Lo¨sung u gema¨ß
Satz 1.7 existiert und definieren eine entsprechende Aufspaltung der diskreten Lo¨sung:
uu = Su + Eu1 + E
u
2 + E
u
12, (2.57a)
wobei Su und Euν fu¨r ν = 1, 2, 12 den Gleichungen
LuSuij = (LS)(xi, yj) fu¨r (xi, yj) ∈ ΩN ,
Suij = S(xi, yj) fu¨r (xi, yj) ∈ ΓN , (2.57b)
LuEuν,ij = (LEν)(xi, yj) fu¨r (xi, yj) ∈ ΩN und
Euν,ij = Eν(xi, yj) fu¨r (xi, yj) ∈ ΓN (2.57c)
genu¨gen. Fu¨r den glatten Anteil S und seine Upwind–Approximation Su ergibt sich fu¨r
i, j = 1, . . . , N − 1 unmittelbar aus Lemma 2.9 und Satz 1.7 die Beziehung
|Lu(Sˆ − Su)ij | ≤ CN−1. (2.58a)
Wendet man das in Satz 2.11 formulierte diskrete Vergleichsprinzip auf die Gitterfunk-
tionen Sˆ−Su und wij = C(1 +xi)(1 +yj) an, so erha¨lt man aus (2.58a) die Abscha¨tzung
|(Sˆ − Su)ij | ≤ CN−1. (2.58b)
Zu jeder der drei Grenzschichtapproximationen Eu1 , E
u
2 und E
u
12 definieren wir fu¨r ein
beliebiges, aber festes q ∈ (0, 1) in Anlehnung an das Vorgehen im eindimensionalen Fall
(siehe Gleichung (2.27)) eine passende Schrankenfunktion als Pade´–Approximation der
E1, E2 und E12 beschra¨nkenden Exponentialfunktionen:
B1,ij :=
i∏
k=1
(1 +
qβ1hx,k
ε
)−1, B2,ij :=
j∏
l=1
(1 +
qβ2hy,l
ε
)−1 und B12,ij := B1,ijB2,ij .
(2.59)
Die wesentlichen Eigenschaften dieser Schrankenfunktionen sind im na¨chsten Lemma zu-
sammengestellt.
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Lemma 2.10 Fu¨r ν = 1, 2 und ein q ∈ (0, 1) sei β0,ν ∈ (0, qβν) beliebig, aber fest
vorgegeben. Die Gitterparameter λ0,ν mo¨gen der Bedingung λ0,ν ≥ kβν/β0,ν genu¨gen.
Dann gelten fu¨r die in (2.59) definierten Gitterfunktionen B1, B2 und B12 und alle i, j =
1, . . . , N die Beziehungen
LuB1,ij ≥ C1max{ε, hx,i+1}B1,ij , (2.60a)
LuB2,ij ≥ C2max{ε, hy,j+1}B2,ij sowie (2.60b)
LuB12,ij ≥
(
C1
max{ε, hx,i+1} +
C2
max{ε, hy,j+1}
)
B12,ij (2.60c)
und die Abscha¨tzungen
exp(−β1xi/ε) ≤ B1,ij , exp(−β2yj/ε) ≤ B2,ij und exp(−(β1xi + β2yj)/ε) ≤ B12,ij .
(2.61)
Ferner existiert eine Konstante C > 0 so, daß fu¨r N/2 ≤ i, j < N und ν = 1, 2 die
Ungleichung Bν,ij ≤ CN−k erfu¨llt ist.
Beweis: Der Beweis erfolgt analog zum Beweis von Lemma 2.6.
Mit Hilfe des Lemmas 2.10 und den Eigenschaften der Grenzschichtanteile Eν fu¨r ν =
1, 2, 12 beweisen wir nun folgendes
Lemma 2.11 Es sei k ∈ N und λ0,ν ≥ kβν/β0,ν fu¨r ν = 1, 2. Dann genu¨gen die
Grenzschichtfunktionen Eν und ihre Upwind–Approximationen Euν fu¨r ν = 1 und alle
i ≥ N/2, j = 0, . . . , N bzw. fu¨r ν = 2 und alle j ≥ N/2, i = 0, . . . , N den Ungleichungen
(a) |Eν(xi, yj)| ≤ CN−λ0,ν und
(b) |Euν,ij | ≤ CN−k.
Fu¨r die Eckgrenzschichtfunktion E12 und ihre Approximation Eu12 gelten die Abscha¨tzun-
gen
(c) |E12(xi, yj)| ≤

CN−(λ0,1+λ0,2) fu¨r i, j ≥ N/2,
CN−λ0,1 fu¨r i ≥ N/2, j < N/2,
CN−λ0,2 fu¨r i < N/2, j ≥ N/2
und
(d) |Eu12,ij | ≤

CN−2k fu¨r i, j ≥ N/2,
CN−k fu¨r i ≥ N/2, j < N/2,
CN−k fu¨r i < N/2, j ≥ N/2.
Beweis. Wir zeigen die Aussagen exemplarisch fu¨r ν = 1. Die Beweise fu¨r ν = 2 und fu¨r
die Aussagen (c) und (d) erfolgen analog.
(a) Aus Satz 1.7 folgt fu¨r xi ≥ xN/2 = λS,x die Ungleichung
E1(xi, yj) ≤ Ce−β1xi/ε ≤ Ce−β1λS,x/ε = CN−λ0,1 .
(b) Wir verweisen auf Satz 1.7 sowie auf die Ungleichungen (2.57c) und (2.61) und erhalten
die Abscha¨tzung
LuEu1,ij = (LE1)(xi, yj) ≤ Ce−β1xi/ε ≤ CB1,ij .
Nun wenden wir Satz 2.11 auf Eu1 und die Schrankenfunktion w mit wij = CB1,ij an.
Auf dem Rand ΓN gilt Eu1,ij = E1(xi, yj) ≤ Ce−β1xi/ε ≤ CB1,ij = wij . Nach (2.60a) ist
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ferner fu¨r i, j = 1, . . . , N − 1 die Beziehung Luwij ≥ C(max{ε, hx,i+1})−1B1,ij ≥ LuEu1,ij
erfu¨llt. Folglich gilt fu¨r alle i, j = 0, . . . , N die Ungleichung
|Eu1,ij | ≤ wij ≤ CB1,ij
und insbesondere fu¨r i ≥ N/2 die Aussage (b) von Lemma 2.11.
Unter Ausnutzung der Dreiecksungleichung ergibt sich aus (2.50), Satz 1.7 und Lemma
2.11
Folgerung 2.9 Fu¨r die Konsistenzfehler der Grenzschichtanteile Eν (ν = 1, 2, 12) gilt
unter den Voraussetzungen von Lemma 2.11
|Lu(Eˆν − Euν )ij | ≤

CN−λ0,ν+1 falls i, j > N/2,
CN−λ0,ν+2 falls i = N/2, j ≥ N/2
bzw. i ≥ N/2, j = N/2,
wobei wir die Abku¨rzung λ0,12 = λ0,1 + λ0,2 benutzen.
Bemerkung 2.21 Fu¨r die Konvergenzanalysis des Verfahrens sind weder Folgerung 2.9
noch die im folgenden hergeleiteten punktweisen Abscha¨tzungen fu¨r den Konsistenzfehler
bezu¨glich der Grenzschichtanteile außerhalb ihrer Einflußgebiete notwendig. Wir sind nur
zum Zwecke des Vergleichs an einer globalen Konsistenzaussage fu¨r das Upwind–Verfahren
bezu¨glich der diskreten Maximumnorm interessiert. 2
Lemma 2.12 Die gittererzeugende Funktion ϕ des Shishkin–Typ–Gitters ΩN genu¨ge der
Gleichung (2.10), und die Gitterparameter mo¨gen die Ungleichung λ0,ν ≥ 2βν/β0,ν fu¨r
ν = 1, 2 erfu¨llen. Dann gilt fu¨r den Konsistenzfehler des Upwind–Verfahrens bezu¨glich Eν
fu¨r ν = 1, 2 die Abscha¨tzung
‖Lu(Euν − Eˆν)‖∞,d ≤ Cε−1(N−λ0,ν + max
t∈[0,1/2]
|ψ′(t)|N−1).
Beweis. Wir fu¨hren den Beweis exemplarisch fu¨r E1 und unterscheiden die Fa¨lle
(a) i > N/2, j > N/2,
(b) i > N/2, j ≤ N/2 und
(c) i ≤ N/2, j = 0, . . . , N.
Da nach Voraussetzung die Ungleichung ε ≤ CN−1 gilt, ist die Aussage (a) bereits durch
Lemma 2.11 erfaßt. Im Fall (b) folgt aus der zweiten Abscha¨tzung in Lemma 2.9 und
Satz 1.7 bei Ausfu¨hrung der Integration die Ungleichungskette
|Lu(Eˆ1 − Eu1 )ij | ≤ Cε−2
∫ xi+1
xi−1
exp(−β1ξ/ε)dξ + C
∫ yj+1
yj−1
exp(−β1xi/ε)dη
≤ Cε−1 exp(−β1xi−1/ε) + CN−1
≤ Cε−1 exp(−β1xN/2/ε)
≤ Cε−1N−λ0,1 .
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Innerhalb der zu E1 geho¨renden Grenzschichtregion, also im Fall (c), a¨hnelt unser Vor-
gehen der Herleitung von (2.32). Aus Satz 1.7 und Lemma 2.2 folgt die Abscha¨tzung
|Lu(Eˆ1 − Eu1 )ij | ≤ C
∫ xi+1
xi−1
ε−2 exp(−β1ξ/ε)dξ + C
∫ yj+1
yj−1
exp(−β1xi/ε)dη
≤ Cε−1 exp(−β1xi/ε) exp(βhx,i/ε) max
t∈[0,1/2]
|ψ′(t)|+ CN−1
≤ Cε−1N−1 max
t∈[0,1/2]
|ψ′(t)|B1,ij . (2.62)
Der Beweis der Aussage fu¨r E2 erfolgt analog.
Folgerung 2.10 Unter den Voraussetzungen des Lemmas 2.12 und falls λ0,ν ≥ βν/β0,ν
fu¨r ν = 1, 2 gilt, genu¨gt der Fehler Eˆν − Euν der Abscha¨tzung
‖Eˆν − Euν ‖∞,d ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|.
Beweis. Wir zeigen die Aussage fu¨r ν = 1. Fu¨r i ≥ N/2 folgt die Behauptung unter
Anwendung der Dreiecksungleichung unmittelbar aus Lemma 2.11.
Ausgehend von der Ungleichung (2.62) wenden wir auf dem Teil des Gitters mit i < N/2
den Satz 2.11 auf Eˆ1 − Eu1 und die Schrankenfunktion w mit
wij = C(N−1 +N−1 max
t∈[0,1/2]
|ψ′(t)|B1,ij)
an. Unter Beachtung von Lemma 2.10 erhalten wir somit fu¨r alle i, j = 0, . . . , N die
Abscha¨tzung
|(Eˆ1 − Eu1 )ij | ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|. (2.63)
Der Beweis fu¨r ν = 2 erfolgt analog.
Schließlich wenden wir uns der Eckgrenzschicht E12 zu, fu¨r die in Analogie zu Lemma
2.12 folgende Aussage gilt:
Lemma 2.13 Auf einem Shishkin–Typ–Gitter ΩN mit Gitterparametern λ0,ν ≥ βν/β0,ν
fu¨r ν = 1, 2, dessen gittererzeugende Funktion ϕ der Gleichung (2.10) genu¨gt, gilt fu¨r den
Konsistenzfehler des Upwind–Verfahrens bezu¨glich der Eckgrenzschicht E12 die Beziehung
‖Lu(Eu12 − Eˆ12)‖∞,d ≤ Cε−1(N−λ0,1 +N−λ0,2 + max
t∈[0,1/2]
|ψ′(t)|N−1).
Beweis. Fu¨r i, j ≥ N/2 folgt die Aussage unter Verwendung der Dreiecksungleichung
unmittelbar aus Lemma 2.11, denn fu¨r ε ≤ CN−1 ist
|Lu(Eˆ12 − Eu12)ij | ≤ CN−2+2 ≤ Cε−1N−1.
In Analogie zur Argumentation im Beweis von Lemma 2.12 folgt fu¨r i ≥ N/2 und j < N/2
aus der zweiten Abscha¨tzung von Lemma 2.9 und Satz 1.7 bei Ausfu¨hrung der Integration
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die Ungleichungskette
|Lu(Eˆ12 − Eu12)ij | ≤
≤ Cε−2
∫ xi+1
xi−1
exp(−β1ξ/ε) exp(−β2yj/ε)dξ +
Cε−2
∫ yj+1
yj−1
exp(−β1xi/ε) exp(−β2η/ε)dη
≤ Cε−1 exp(−β1xi−1/ε) exp(−β2yj/ε) + Cε−1 exp(−β1xi/ε) exp(−β2yj−1/ε)
≤ Cε−1 exp(−β1xN/2/ε)
≤ Cε−1N−λ0,1 .
Fu¨r j ≥ N/2 und i < N/2 folgt in gleicher Weise
|Lu(Eˆ12 − Eu12)ij | ≤ Cε−1N−λ0,2 .
Die eindimensionalen Gitter ΩNx und Ω
N
y werden von derselben gittererzeugenden Funk-
tion ϕ generiert. Fu¨r i, j < N/2 folgen wir also in jeder Richtung der Argumentation zur
Herleitung von Abscha¨tzung (2.32). Mit Hilfe der Variablensubstitutionen ξ =
λ0,1
β1
εϕ(s)
und η =
λ0,2
β2
εϕ(t) erhalten wir die Beziehungen
|Lu(Eˆ12 − Eu12)ij | ≤
≤ Cε−2
∫ xi+1
xi−1
exp(−β1ξ/ε) exp(−β2yj/ε)dξ +
Cε−2
∫ yj+1
yj−1
exp(−β1xi/ε) exp(−β2η/ε)dη
≤ Cε−1 exp(−β2yj/ε)
∫ si+1
si−1
ψ′(s) exp((1− λ0,1)ϕ(s))ds+
Cε−1 exp(−β1xi/ε)
∫ tj+1
tj−1
ψ′(t) exp((1− λ0,2)ϕ(t))dt
≤ Cε−1N−1 max
t∈[0,1/2]
|ψ′(t)|
(
exp(−β2yj/ε) exp(−β1xi/ε) exp(−βhx,i/ε) +
exp(−β1xi/ε) exp(−β2yj/ε) exp(−β2hy,j/ε)
)
≤ Cε−1N−1 max
t∈[0,1/2]
|ψ′(t)|B12,ij .
Damit ist die Aussage des Lemmas 2.13 bewiesen.
Folgerung 2.11 Unter den Voraussetzungen von Lemma 2.13 gilt die Fehlerabscha¨tzung
‖Eˆ12 − Eu12‖∞,d ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|.
Beweis. Der Beweis erfolgt analog zum Beweis der Folgerung 2.10. Die dortige Schran-
kenfunktion wird durch ein w mit wij = CN−1 max
t∈[0,1/2]
|ψ′(t)|B12,ij ersetzt.
Setzen wir die Abscha¨tzungen (2.58), die Aussagen der Lemmata 2.12 und 2.13 sowie der
Folgerungen 2.10 und 2.11 unter Verwendung der Dreiecksungleichung zusammen, dann
erhalten wir
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Folgerung 2.12 Auf einem Shishkin–Typ–Gitter ΩN , dessen gittererzeugende Funktion
ϕ der Voraussetzung (2.10) genu¨gt, gelten fu¨r ν = 1, 2 die Abscha¨tzungen
(i) ‖Lu(uˆ− uu)‖∞,d ≤ Cε−1N−1 max
t∈[0,1/2]
|ψ′(t)|, falls λ0,ν ≥ 2β/β0 ist und
(ii) ‖uˆ− uu‖∞,d ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|, falls λ0,ν ≥ β/β0 ist.
Wir wollen nun die gewonnenen Abscha¨tzungen benutzen, um auf der Grundlage des
Satzes 2.12 eine ε–gleichma¨ßige Konsistenzaussage fu¨r das Upwind–Verfahren (2.50)
bezu¨glich der anisotropen Normen ‖ · ‖∞⊗1 bzw. ‖ · ‖1⊗∞ herzuleiten und eine entspre-
chende Konvergenzaussage zu folgern.
Wir behandeln zuna¨chst die Anteile Lu(Sˆ − Su) und Lu(Eˆν −Euν ) fu¨r ν = 1, 2, 12 jeweils
separat. Wa¨hlt man fu¨r den glatten Anteil S die triviale Aufspaltung
fS = Lu(Sˆ − Su) =: fS0 , (2.64)
dann ist nach Ungleichung (2.58a) ‖fS0 ‖∞,d ≤ CN−1.
Bemerkung 2.22 1. Die punktweisen Abscha¨tzungen der Konsistenzfehler bezu¨glich
der Grenzschichtanteile enthalten fu¨r i < N/2 bzw. j < N/2 stets einen Faktor ε−1.
Wir werden im folgenden die Aufspaltung von fEν := Lu(Eˆν −Euν ) fu¨r ν = 1, 2, 12
so wa¨hlen, daß die L1–Norm in Richtung des zugeho¨rigen feinen Gitters gebildet
wird und somit die Multiplikation mit der Schrittweite diesen Faktor kompensiert.
2. Die Wahl der im folgenden definierten Teilgitter ΩN,Eνx ,Ω
N,Eν
y und Ω
N,Eν
0 fu¨r
ν = 1, 2, 12 unterliegt einer gewissen Willku¨r. Wir beschra¨nken uns auf die Dar-
stellung einer der mo¨glichen Kombinationen, auf deren Grundlage ε–gleichma¨ßige
Konsistenz nachgewiesen werden kann.
2
Um fE1 = Lu(Eˆ1 − Eu1 ) abzuscha¨tzen, zerlegen wir das Gitter ΩN in drei Teilgitter
ΩN,E1x := {(xi, yj) : 0 < i ≤ N/2, j = 1, . . . , N − 1}, (2.65a)
ΩN,E1y := {(xi, yj) : N/2 < i < N, 0 < j ≤ N/2} und (2.65b)
ΩN,E10 := {(xi, yj) : N/2 < i, j < N}, (2.65c)
(vgl. Abbildung 2.2). Nun definieren wir die diskrete charakteristische Funktion χ eines
Teilgitters MN
χij(MN ) :=
{
1 falls (xi, yj) ∈MN ,
0 falls (xi, yj) ∈ ΩN \MN
und setzen fu¨r z ∈ {x, y, 0}
fE1z := χ(Ω
N,E1
z )f
E1 . (2.66)
Symmetrisch dazu wa¨hlen wir zur Aufspaltung von fE2 die Teilgitter
ΩN,E2x := {(xi, yj) : 0 < i ≤ N/2, N/2 < j < N}, (2.67a)
ΩN,E2y := {(xi, yj) : i = 1, . . . , N − 1, 0 < j ≤ N/2} und (2.67b)
ΩN,E20 := {(xi, yj) : N/2 < i, j < N} (2.67c)
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ΩN,E1x
ΩN,E10
ΩN,E1y
(x1, y1)
yN/2
yN−1
xN/2 xN−1
ΩN,E2y
ΩN,E20Ω
N,E2
x
(x1, y1)
yN/2
yN−1
xN/2 xN−1
Abbildung 2.2: Teilgitter ΩNν,z (ν = 1, 2, z ∈ {x, y, 0}) zur Abscha¨tzung der anisotropen
Normen von fE1z (im Bild links) und f
E2
z (im Bild rechts).
und setzen fu¨r z ∈ {x, y, 0}
fE2z = χ(Ω
N,E2
z )f
E2 . (2.68)
Fu¨r fE12 ko¨nnen wir eine Aufteilung analog zu (2.66) oder (2.68) frei wa¨hlen. Wir ent-
scheiden uns fu¨r z ∈ {x, y, 0} fu¨r die Wahl
fE12z = χ(Ω
N,E2
z )f
E12 . (2.69)
Wir zerlegen nun τu = Lu(uˆ− uu) = τux + τuy + τu0 , wobei die Summanden durch
τux := f
E1
x + f
E2
x + f
E12
x
τuy := f
E1
y + f
E2
y + f
E12
y und
τu0 := f
S + fE10 + f
E2
0 + f
E12
0
definiert seien, und beweisen
Satz 2.13 Auf einem Shishkin–Typ–Gitter ΩN mit den Gitterparametern λ0,ν ≥ 2β/β0
(ν = 1, 2) gilt fu¨r die Zerlegung Lu(uˆ − uu) = τux + τuy + τu0 des Konsistenzfehlers des
Upwind–Verfahrens mit den oben eingefu¨hrten Bezeichnungen die Abscha¨tzung
‖τux ‖1⊗∞,d + ‖τuy ‖∞⊗1,d + ‖τu0 ‖∞,d ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)| lnN.
Beweis. Wir benutzen die Lemmata 2.12 und 2.13 sowie Folgerung 2.9 und scha¨tzen wie
folgt ab:
‖τux ‖1⊗∞,d =
N−1∑
i=1
~x,i max
j=1,...,N−1
|τux,ij |
≤
N/2−1∑
i=1
~x,i max
j=1,...,N−1
(|fE1x,ij |+ |fE2x,ij |+ |fE12x,ij |)
+C~x,N/2(2N−λ0,1+2 +N−λ0,2+1)
≤ Cλ0,1ε
β1
lnNε−1N−1 max
t∈[0,1/2]
|ψ′(t)|+ CN−2
≤ CN−1 max
t∈[0,1/2]
|ψ′(t)| lnN
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Wir isolieren dabei die Linie {(xN/2, yj), j = 1, . . . , N − 1}, entlang derer die Konsistenz-
ordnung gema¨ß Folgerung 2.9 reduziert ist, von der Summe. Weiterhin nutzen wir die
Breite O(ε lnN) des feinen Gitters in der Abscha¨tzung zur Kompensation des Faktors
ε−1 aus.
Auf dieselbe Weise erha¨lt man die Ungleichungskette
‖τuy ‖∞⊗1,d =
N−1∑
j=1
~y,j max
i=1,...,N−1
|τuy,ij |
≤
N/2−1∑
j=1
~y,j max
i=1,...,N−1
(|fE1y,ij |+ |fE2y,ij |+ |fE12y,ij |)
+C~y,N/2(N−λ0,1+1 + 2N−λ0,2+2)
≤ CN−1 max
t∈[0,1/2]
|ψ′(t)| lnN.
Fu¨r τu0 folgt das Ergebnis unmittelbar aus Abscha¨tzung (2.58a) und Folgerung 2.9 fu¨r
i, j > N/2.
Folgerung 2.13 Unter den Voraussetzungen des Satzes 2.13 ist das Upwind–Verfahren
(2.50) konvergent von der Ordnung O(N−1 max
t∈[0,1/2]
|ψ′(t)| lnN).
Beweis. Die Aussage folgt aus den Sa¨tzen 2.12 und 2.13.
Auf einem stu¨ckweise a¨quidistanten Shishkin–Gitter la¨ßt sich die Aussage von Satz 2.13
noch ein wenig verscha¨rfen. Mit Hilfe des folgenden Lemmas gelingt es, den zusa¨tzlichen
Faktor lnN zu vermeiden:
Lemma 2.14 Fu¨r die in (2.59) definierten Schrankenfunktionen B1 und B2 gelten auf
einem Shishkin–Gitter ΩNS die Abscha¨tzungen
N/2−1∑
i=1
hx,i+1B1,ij ≤ Cε und
N/2−1∑
j=1
hy,j+1B2,ij ≤ Cε.
Beweis. Wir zeigen die Aussage fu¨r B1, der Beweis fu¨r B2 erfolgt analog. Zuna¨chst weisen
wir darauf hin, daß fu¨r alle i = 1, . . . , N/2 aus hx,i = hx = CεN−1 lnN die Gleichung
B1,ij =
i∏
k=1
(1 +
qβ1hx,k
ε
)−1 =
[
(1 +
qβ1hx
ε
)−1
]i
folgt. Damit ergibt sich als Oberschranke der zu betrachtenden Summe eine geometrische
Reihe und folglich die Abscha¨tzung
N/2−1∑
i=1
hx,i+1B1,ij ≤ CεN−1 lnN
∞∑
i=1
[
(1 +
qβ1hx
ε
)−1
]i
≤ CεN−1 lnN 1
1− εε+qβ1hx
≤ CεN−1 lnN ε(1 +N
−1 lnN)
εN−1 lnN
≤ Cε,
denn fu¨r alle N ∈ N gilt N−1 lnN < C.
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2.4.2 Das zentrale Differenzenverfahren
Im zweidimensionalen Fall unterscheidet sich das zentrale Differenzenverfahren vom
Upwind–Verfahren (2.50) lediglich durch die Approximation des Konvektionsterms b·∇u.
Wir definieren zum Randwertproblem (1.8) die Differenzenaufgabe
Lcuc := −εδ2xuc − εδ2yuc − bˆ1D0xuc − bˆ2D0yuc + cˆuc = fˆ auf ΩN , (2.70a)
uc = 0 auf ΓN (2.70b)
und untersuchen im folgenden ihre Eigenschaften.
Stabilita¨t
Wie schon im eindimensionalen Fall generiert das Schema (2.70) nur dann eine L0–Matrix,
wenn fu¨r alle i, j = 1, . . . , N die Schrittweiten des verwendeten Gitters den Bedingungen
b1,ijhx;i ≤ 2ε und b2,ijhy;j ≤ 2ε (2.71)
genu¨gen. Die Systemmatrix des zentralen Differenzenverfahrens ist demnach im allge-
meinen keine M–Matrix. Somit gilt die u¨bliche hinreichende Bedingung fu¨r L∞–L∞–
Stabilita¨t nicht. Andere Stabilita¨tsaussagen im hier betrachteten engeren Sinne sind fu¨r
das zentrale Differenzenverfahren (2.70) bisher nicht bekannt.
Bemerkung 2.23 1. Ist die Forderung (2.71) – insbesondere in der Grenzschichtre-
gion – verletzt, so weist die mit dem zentralen Differenzenverfahren (2.70) gewonne-
ne Approximation physikalisch inada¨quate Oszillationen auf und ist als Na¨herung
fu¨r u unbrauchbar.
2. Wie im eindimensionalen Fall (vgl. Bemerkung 2.12) hat die Verwendung grenz-
schichtangepaßter Gitter einen stabilisierenden Effekt auf das Verfahren, auch wenn
die Schrittweiten außerhalb der Grenzschichtregion nicht von der Gro¨ßenordnung
O(ε) sind. Numerische Experimente weisen allerdings darauf hin, daß das Verfah-
ren sehr empfindlich auf die Wahl des U¨bergangspunktes des Shishkin–Typ–Gitters
reagiert [64].
3. Die durch (2.70) generierten diskreten Systeme sind aufwendig zu lo¨sen. Effekti-
ve iterative Lo¨sungsalgorithmen wie Konjugierte–Gradienten–Verfahren versagen,
denn die Systemmatrix besitzt Eigenwerte mit großen Imagina¨rteilen. Direkte Fak-
torisierungsmethoden sind fu¨r große Werte von N rechenzeit– und speicherintensiv.
2
Konsistenz des zentralen Differenzenverfahrens
Ist u ∈ C4(Ω), so leiten wir aus den Gleichungen (2.49c) und (2.49e) folgende exakte
Darstellung des Konsistenzfehlers τ c = Lc(uˆ − uc) des zentralen Differenzenverfahrens
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ab:
τ c = Lc(uˆ− uc) =
= − ε
~x,i
(
h2x,i+1 − h2x,i
6
∂3u
∂x3
(xi, yj) +
1
hx,i+1
∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∫ τ
xi
∂4v
∂x4
(σ, yj)dσdτdtdξ
+
1
hx,i
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∫ τ
xi
∂4u
∂x4
(σ, yj)dσdτdtdξ
)
− ε
~y,j
(
h2y,j+1 − h2y,j
6
∂3u
∂y3
(xi, yj) +
1
hy,j+1
∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∫ τ
yj
∂4u
∂y4
(xi, σ)dσdτdtdξ
+
1
hy,j
∫ yj−1
yj
∫ ξ
yj
∫ t
yj
∫ τ
yj
∂4u
∂y4
(xi, σ)dσdτdtdξ
)
+
b1,ij
4
(hx;i+1 − hx;i)∂
2u
∂x2
(xi, yj) +
b2,ij
4
(hy;j+1 − hy;j)∂
2u
∂y2
(xi, yj)
+
b1,ij
4~x,i
(∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∂3u
∂x3
(τ, yj)dτdtdξ −
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∂3u
∂x3
(τ, yj)dτdtdξ
)
+
b2,ij
4~y,j
(∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∂3u
∂y3
(xi, τ)dτdtdξ −
∫ yj−1
yj
∫ ξ
yj
∫ t
yj
∂3u
∂y3
(xi, τ)dτdtdξ
)
.
(2.72)
Offensichtlich entfa¨llt ein Teil der Summanden in solchen Gitterpunkten (xi, yj), wo eine
der Gleichungen hx,i = hx,i+1 bzw. hy,j = hy,j+1 gilt. Aus (2.72) folgt unmittelbar
Lemma 2.15 Der Konsistenzfehler des zentralen Differenzenverfahrens genu¨gt fu¨r eine
Funktion u ∈ C4(Ω) den Abscha¨tzungen
|Lc(uˆ− uc)ij | ≤ C
(
ε
∂3u
∂x3
(xi, yj) + bˆ1,ij
∂2u
∂x2
(xi, yj)
)
(hx,i+1 − hx,i) +
+ C
(
ε
∂3u
∂y3
(xi, yj) + bˆ2,ij
∂2u
∂y2
(xi, yj)
)
(hy,j+1 − hy,j) +
+ C(ε~x,i + b1,ij~2x,i) max
ξ∈[xi−1,xi+1]
|∂
3u
∂x3
(ξ, yj)|+
+ C(ε~y,j + b2,ij~2y,j) max
ξ∈[yj−1,yj+1]
|∂
3u
∂y3
(xi, ξ)|
und
|Lc(uˆ− uc)ij | ≤ C
(
ε
∂3u
∂x3
(xi, yj) + bˆ1,ij
∂2u
∂x2
(xi, yj)
)
(hx,i+1 − hx,i)+
+ C
(
ε
∂3u
∂y3
(xi, yj) + bˆ2,ij
∂2u
∂y2
(xi, yj)
)
(hy,j+1 − hy,j)) + 2bˆ2,ij
∫ yj+1
yj−1
∂2u
∂y2
(xi, η)dη
+ 2ε
∫ xi+1
xi−1
∂3u
∂x3
(ξ, yj)dξ + 2bˆ1,ij
∫ xi+1
xi−1
∂2u
∂x2
(ξ, yj)dξ + 2ε
∫ yj+1
yj−1
∂3u
∂y3
(xi, η)dη.
A¨hnlich wie fu¨r das Upwind–Verfahren (2.50) zeigt man, daß das zentrale Differen-
zenverfahren nicht gleichma¨ßig in ε konsistent bezu¨glich der diskreten Maximumnorm ist.
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Auch bezu¨glich der anisotropen Normen im Sinne des Satzes 2.12 ko¨nnen wir keine Kon-
sistenz der Ordnung O(N−2 max
t∈[0,1/2]
|ψ′(t)|2) herleiten. Um dies zu verstehen, beschra¨nken
wir unsere Betrachtungen auf ein stu¨ckweise a¨quidistantes Shishkin–Gitter ΩNS mit den
Gitterparametern λ0,ν ≥ 3 (ν = 1, 2), das uns fu¨r alle (xi, yj) mit i 6= N/2 und j 6= N/2
der zusa¨tzlichen Summanden entledigt. Dann haben wir eine feste Anzahl von Ausnah-
melinien mit punktweise reduzierter Konsistenzordnung (ungeachtet der ε–Abha¨ngigkeit)
in jeder Koordinatenrichtung, die durch die L1–Norm bezu¨glich dieser Richtung kompen-
siert werden kann. Setzen wir zusa¨tzlich voraus, daß die exakte Lo¨sung u von (1.8) eine
Shishkin–Typ–Zerlegung gema¨ß Satz 1.7 bis zur Ordnung q = 4 gestattet, dann ko¨nnen
wir folgende Aussage beweisen:
Lemma 2.16 Fu¨r den glatten Anteil S von u existiere ein positive Konstante C so, daß
fu¨r alle x ∈ Ω und k = 0, . . . , 4 die Bedingung |S(k)(x)| ≤ C erfu¨llt ist. Die Gitterfunktion
Sc sei definiert als Lo¨sung der Differenzenaufgabe
LcSc = L̂S auf ΩN , Sc = Ŝ auf ΓN .
Dann gibt es eine Zerlegung Lc(Sˆ − Sc) =: fS = fSx + fSy so, daß die Ungleichung
‖fSx ‖1⊗∞,d + ‖fSy ‖∞⊗1,d ≤ CN−2
gilt.
Beweis. Wir beweisen Lemma 2.16, indem wir eine Zerlegung von fS = Lc(Sˆ−Sc) kon-
struieren, die die gewu¨nschten Eigenschaften hat. Aus der Voraussetzung an die Funktion
S und aus Lemma 2.15 folgt
|fSij | ≤

C1(~2x,i + ε~x,i)‖
∂3S
∂x3
‖∞,d + C2(~2y,j + ε~y,j)‖
∂3S
∂y3
‖∞,d ≤ CN−2
fu¨r i 6= N/2 und j 6= N/2
C1(hx,i+1 − hx,i)‖∂
2S
∂x2
‖∞,d + C2(hy,j+1 − hy,j)‖∂
2S
∂y2
‖∞,d + O(N−2) ≤ CN−1
fu¨r i = N/2 oder j = N/2.
Entlang der Linien {(xN/2, yj) : j = 1, . . . , N − 1} und {(xi, yN/2) : i = 1, . . . , N − 1} ist
die Konsistenzordnung auf O(N−1) reduziert. Diese Linien stehen senkrecht aufeinander.
Das linienweise Maximum max
1≤j≤N−1
|fSij | wird im Punkt (xi, yN/2) angenommen und ist
somit nur von erster Ordnung. Wir wa¨hlen deshalb im Hinblick auf das Paar anisotroper
Normen (‖ · ‖1⊗∞,d, ‖ · ‖∞⊗1,d) die Zerlegung fS = fSx + fSy in
fSx := χ(Ω
N
x )f
S und fSy := χ(Ω
N
y )f
S ,
wobei die Teilgitter durch
ΩNx := {(xi, yj) : 1 ≤ i, j ≤ N − 1, j 6= N/2} und
ΩNy := {(xi, yj) : 1 ≤ i ≤ N − 1, j = N/2}
definiert sind. Dann ist
‖fSx ‖1⊗∞,d =
N+1∑
i=1
~x,i max
j=1,...,N−1
j 6=N/2
|fSx,ij | ≤
N+1∑
i=1
i6=N/2
~x,iCN−2 + ~x,N/2CN−1 ≤ CN−2
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und
‖fSy ‖∞⊗1,d =
N+1∑
j=1
~y,j max
i=1,...,N−1
|fSy,ij | ≤ C~y,N/2N−1 ≤ CN−2.
Die gefundene Zerlegung von fS leistet also das Gewu¨nschte.
Bemerkung 2.24 Aus Lemma 2.16 und Satz 2.12 folgt, daß im Falle einer (gleichma¨ßig
in ε) hinreichend glatten Lo¨sung des Ausgangsproblems das zentrale Differenzenverfahren
auf stu¨ckweise uniformen Gittern mit einer festen Anzahl von U¨bergangslinien konvergent
von der Ordnung O(N−2) ist. 2
Fu¨r ν = 1, 2, 12 sind die Funktionen Eν durch Satz 1.7 und ihre Approximationen Ecν als
Lo¨sungen der entsprechenden Gleichungen
LcEcν = L̂Eν auf Ω
N , Ecν = Eˆν auf Γ
N
definiert. Fu¨r die zugeho¨rigen Konsistenzfehler Lc(Eˆν −Ecν) ko¨nnen wir keine zu Lemma
2.16 vergleichbare Aussage herleiten. Aus der zweiten Darstellung in Lemma 2.15 und
Satz 1.7 leiten wir zwei wesentliche Probleme ab:
(a) Auf dem groben Gitter ko¨nnen wir nicht wie fu¨r das Upwind–Verfahren (vgl. Folge-
rung 2.9) ε–unabha¨ngige Konsistenz zweiter Ordnung nachweisen, sondern erhalten
nur aus (2.72), Satz 1.7 und Lemma 2.10 die Schranke
|Lc(Eˆν − Ecν)ij | ≤ Cε−1Bν,ij fu¨r ν = 1, 2, 12 und N/2 < i, j ≤ N.
Die Schrittweite des groben Gitters kann jedoch – anders als die Schrittweite des
feinen Gitters – keine ε-Potenz kompensieren. Eine explizite Abscha¨tzung von Ecν auf
dem groben Gitter steht uns nicht zur Verfu¨gung.
(b) Entlang der U¨bergangslinien des Shishkin–Gitters ist Lc(Eˆν −Ecν) nur von der Ord-
nung O(ε−2N−1).
Bemerkung 2.25 Linß und Stynes konstruieren in [65] ein hybrides Differenzenverfah-
ren auf einem Shishkin–Gitter. Zuna¨chst fu¨hren sie die Bezeichnungen
Dxvij :=
{
D+x vij falls N/2 ≤ i < N
D0xvij falls 0 < i < N/2
und Dyvij :=
{
D+y vij falls N/2 ≤ j < N
D0yvij falls 0 < j < N/2
ein und definieren dann das Schema
Lhuhij := −εδ2xuhij − εδ2yuhij − bˆ1,ijDxuhij − bˆ2,ijDyuhij + cˆijuhij = fˆij auf ΩN
(2.73a)
uhij = 0 auf Γ
N . (2.73b)
Die Autoren zeigen, daß dieses Verfahren einem diskreten Vergleichsprinzip (analog zu
Satz 2.11) genu¨gt und von der Ordnung O(N−1), gleichma¨ßig in ε, konvergiert. 2
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Kapitel 3
Defektkorrektur: die Grundideen
Um die grundlegende Idee der Defektkorrektur zu erla¨utern, gehen wir von einer allge-
meinen Gleichung fu¨r eine Unbekannte z in der Form
F (z) = y (3.1)
aus. Dabei sei F : D ⊂ E → D′ ⊂ E′ eine Abbildung zwischen zwei Vektorra¨umen E und
E′. Wir ko¨nnen oder wollen die Lo¨sung z von (3.1) zu vorgegebenem y ∈ D′ nicht direkt
berechnen. Wir approximieren die Gleichung (3.1) durch ein geeignetes ”Nachbarproblem“
F˜ (z˜) = y˜ (3.2)
mit einer Abbildung F˜ : D → D′. Die Lo¨sung z˜ von (3.2) ko¨nnen wir fu¨r beliebige rechte
Seiten y˜ ∈ D′ mit relativ geringem Aufwand ermitteln. In dieser Ausgangssituation kann
die (iterative) Anwendung des im folgenden beschriebenen Defektkorrekturprozesses zur
Approximation von z geeignet sein:
• Gegeben sei eine Startna¨herung z0 fu¨r die Lo¨sung z von (3.1).
• Man berechne den Defekt d0 := F (z0)− y als Maß fu¨r die Qualita¨t der Approxima-
tion z0.
• Man lo¨se das einfachere Problem (3.2) mit der rechten Seite d0, um einen Korrek-
turterm zu ermitteln,
• und addiere diesen Korrekturterm zur Ausgangsapproximation, um eine (hoffentlich
bessere) Na¨herung z1 fu¨r z zu erhalten.
Bemerkung 3.1 Prototypen von Defektkorrekturverfahren sind die klassischen Metho-
den zur Ermittlung von Nullstellen nichtlinearer Funktionen einer Variabler, wie z. B.
das Newton–Verfahren und das vereinfachte Newton–Verfahren.
Die Nachiteration, die auf eine mit unbekanntem Rundungsfehler behaftete numerische
Lo¨sung eines linearen Gleichungssystems angewendet wird, beruht ebenfalls auf diesem
Prinzip1. 2
In diesem Kapitel soll zuna¨chst ein U¨berblick u¨ber die Anwendung von Defektkorrektur
in Kombination mit der Diskretisierung von Differentialgleichungen gegeben werden. Wir
orientieren uns dabei an den U¨bersichtsartikeln [14, 48, 100, 106]. In Abschnitt 3.2 stel-
len wir die wesentlichen Methoden zur Konvergenzanalysis von Defektkorrekturverfahren
vor. Schließlich wird in Abschnitt 3.3 auf bekannte Arbeiten zur Anwendung des De-
fektkorrekturprinzips bei der Diskretisierung von singula¨r gesto¨rten Randwertproblemen
eingegangen.
1Zu Newton–Verfahren und Nachiteration vgl. z. B. [107].
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3.1 Defektkorrekturtechniken zur approximativen Lo¨sung
von Differentialgleichungen
Erste Ansa¨tze zur Anwendung einer Differenzenkorrekturmethode (auch ”deferred cor-
rection“ genannt) zur (iterativen) Verbesserung der Na¨herungslo¨sung einer Zweipunkt–
Randwertaufgabe gehen auf Fox [27, 28, 29] in den spa¨ten vierziger Jahren zuru¨ck. Von
der Richardson–Extrapolation2, die ebenfalls den Zweck der iterativen Verbesserung einer
vorhandenen Approximation verfolgt, unterscheidet sich ein solcher Defektkorrekturpro-
zess vor allem dadurch, daß alle Berechnungen auf demselben Gitter durchgefu¨hrt werden.
Die Herangehensweise von Fox wurde in [81, 82] von Pereyra in den abstrakten Rahmen
von Operatorgleichungen gebettet. Er bewies allgemeine Konvergenzaussagen fu¨r solche
Verfahren auf der Grundlage von Stetters Existenzsatz fu¨r asymptotische Fehlerentwick-
lungen [104].
Der systematischen Anwendung des Defektkorrekturprinzips in Kombination mit
Diskretisierungsverfahren fu¨r Differentialgleichungen gaben die Arbeiten [117, 118] und
Zadunaiskys Vortrag auf der Konferenz zur Numerischen Analysis in Dundee 1973 neue
Impulse. Stetter [105, 106] formalisierte Zadunaiskys praktisch sehr effektive, heuristische
Ansa¨tze und konzipierte deren iterative Anwendung. Frank, Hertling und U¨berhuber
[30, 31, 32, 33] (und weitere, vgl. hierzu [106]) analysierten spezielle Defektkorrektur-
verfahren zur iterativen Verbesserung der Konvergenz von Diskretisierungsverfahren fu¨r
gewo¨hnliche Differentialgleichungen unter Verwendung von Polynom–Kollokation. Die
Konvergenzbeweise in diesen Arbeiten setzen ebenso wie Stetters U¨bersichtsartikel [106]
neben der Stabilita¨t des Diskretisierungsverfahrens die Existenz einer asymptotischen
Entwicklung des globalen Verfahrensfehlers voraus. Deshalb entstanden im Umfeld der
Arbeiten zu Defektkorrektur auch einige Ergebnisse zur Existenz von asymptotischen
Fehlerentwicklungen (z. B. [12, 13]).
Skeel [100] formulierte den theoretischen Rahmen, um Konvergenz eines Defektkor-
rekturverfahrens nachzuweisen, neu und zeigte dabei, daß nicht die Existenz einer
asymptotischen Fehlerentwicklung entscheidend ist, sondern die ”Glattheit“ des Fehlers.
Im Kontext von Finite–Differenzen–Verfahren bedeutet dies, daß gewisse Differenzen-
quotienten ho¨herer Ordnung des Fehlers beschra¨nkt sein mu¨ssen. Skeel schlug vor, die
”Fehlerglattheit“ mit Hilfe diskreter Sobolev–Normen zu messen. In einem Anwendungs-
beispiel fu¨r ein Zweipunkt–Randwertproblem erzielte er die besten Genauigkeitsresultate
unter Benutzung der Spijker–Norm3. Etwa zeitgleich mit [100] publizierte Hackbusch die
Arbeit [42], in der er einen vergleichbaren theoretischen Rahmen zur Konvergenzanalysis
von Defektkorrekturverfahren vorstellte.
Im Jahre 1984 fand ein von Bo¨hmer und Stetter organisierter Workshop in Ober-
wolfach zur Theorie und Anwendung von Defektkorrekturverfahren statt, der die
verschiedenen Facetten der Nutzung von Defektkorrektur zur Diskretisierung von Diffe-
rentialgleichungen zusammenfu¨hren sollte (vgl. [15]). In den folgenden Jahren wurden
zahlreiche weitere Artikel in dieser Richtung publiziert, von denen wir nur ausgewa¨hlte
erwa¨hnen wollen. So untersuchten Butcher et al. [17] ein Defektkorrekturverfah-
ren auf der Basis von Finite–Differenzen–Methoden auf nichta¨quidistanten Gittern4
2zu Richardson–Extrapolation vgl. z. B. [69]
3eingefu¨hrt in [102], vgl. auch Abschnitt 2.3, Gleichung (2.19) dieser Arbeit und die Diskussion hierzu
4Hochgradig nichta¨quidistante Gitter erschweren die Konstruktion asymptotischer Entwicklungen und
damit die von Stetter beschriebene Analysis.
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fu¨r ein Zweipunkt–Randwertproblem unter Verwendung diskreter Sobolev–Normen.
Moore und verschiedene Koautoren [10, 74, 19] analysierten Defektkorrekturverfah-
ren fu¨r Finite–Elemente–Methoden. Wa¨hrend sich die ersten beiden Arbeiten auf
Zweipunkt–Randwertprobleme beschra¨nken, befaßt sich [19] mit zweidimensionalen
Randwertaufgaben. Rannacher [84] und Blum [12] untersuchten Defektkorrektur
in Kombination mit Finite–Elemente–Verfahren unter Verwendung einer speziellen
asymptotischen Fehlerentwicklung. In [37] lieferten Gao et al. eine Darstellung fu¨r den
Konvergenzfehler der k-ten Iterierten eines Defektkorrekturverfahrens fu¨r FEM, basierend
auf der Fehlerabscha¨tzung fu¨r die erste Iterierte, die jedoch leider nicht spezifiziert wurde.
Zum Abschluß dieses kurzen U¨berblickes u¨ber die Entwicklung von Defektkorrekturver-
fahren sei erwa¨hnt, daß einige Autoren auch Multigrid–Methoden im Sinne von Defektkor-
rekturverfahren interpretieren [14, 42, 45, 48]. Typische Techniken zum Konvergenznach-
weis in diesem Zusammenhang sind die (diskrete) Fourieranalysis, wie sie in [21, 45, 47, 46]
angewendet wird, bzw. die Eigenwertanalyse [21, 44]. Auf diese Beweismethoden wollen
wir in der vorliegenden Arbeit nicht eingehen.
3.2 Methoden der Konvergenzanalysis
In diesem Abschnitt werden die zwei wesentlichen Methoden zur Konvergenzanalysis von
Defektkorrekturverfahren vorgestellt, die man in der Literatur findet. Ihre Anwendbarkeit
auf die Diskretisierung singula¨r gesto¨rter Randwertprobleme auf grenzschichtangepaßten
Gittern wird kurz diskutiert.
Der Einfachheit halber wollen wir von einem linearen Randwertproblem mit homogenen
Dirichlet–Randbedingungen
Lu = f in Ω ⊂ Rd, u = 0 auf Γ = ∂Ω (3.3)
ausgehen, das fu¨r f = 0 nur die triviale Lo¨sung besitzt. Die Daten sollen die im folgen-
den beno¨tigte Glattheit der Lo¨sung u gestatten. Fu¨r k, r ∈ N folge aus f ∈ Ck(Ω) die
Beziehung u ∈ Ck+r(Ω). Zum stetigen Problem seien auf einem Gitter ΩN ∪ΓN ⊂ Ω¯ eine
(stabile) Diskretisierung
Lsus = f s auf ΩN , us = 0 auf ΓN (3.4a)
der Konsistenzordnung ps und eine Diskretisierung
Lzuz = fz auf ΩN , uz = 0 auf ΓN (3.4b)
der Konsistenzordnung pz > ps gegeben. Das Defektkorrekturverfahren wird dann durch
den iterativen Algorithmus
Lsu0 = f s auf ΩN , u0 = 0 auf ΓN , (3.5a)
Lsuk+1 = Lsuk + (fz − Lzuk) auf ΩN , uk+1= 0 auf ΓN (3.5b)
beschrieben. Fu¨r den Konsistenzfehler der (k+ 1)–ten Iterierten dieses Verfahrens ergibt
sich die Darstellung
Ls(uˆ− uk+1) = (Ls − Lz)(uˆ− uk) + (Lzuˆ− fz). (3.6)
Er spaltet sich somit auf in den Konsistenzfehler der Diskretisierung Lz und einen
sogenannten relativen Konsistenzfehler, der im Kontext der Differenzenverfahren einen
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Differenzenquotienten des Fehlers u − uk widerspiegelt. In der Behandlung dieses
Fehleranteils unterscheiden sich die vorgestellten Konzepte.
Ist das Verfahren Ls (als Abbildung zwischen geeigneten normierten Ra¨umen) stabil,
dann leiten wir aus (3.6) eine entsprechende Fehlerabscha¨tzung fu¨r u− uk+1 ab.
Bemerkung 3.2 Im Hinblick auf die Anwendung auf singula¨r gesto¨rte Differentialglei-
chungen interessiert uns nicht das Konvergenzverhalten des Defektkorrekturalgorithmus
fu¨r k →∞ (das gema¨ß (3.6) durch die Konsistenzordnung pz von Lz limitiert wird), son-
dern vielmehr das asymptotische Verhalten des Fehlers uˆ− uk fu¨r h→ 0 bei einer festen
Anzahl von Iterationsschritten k. Fu¨r die spezielle, von uns gewa¨hlte Verfahrenskombi-
nation beobachten wir in numerischen Experimenten bereits nach einem Iterationsschritt
eine Erho¨hung der Konvergenzordnung auf pz. Wir wollen uns deshalb auch bei den
folgenden allgemeinen Betrachtungen auf den Fall k = 1 beschra¨nken. 2
3.2.1 Asymptotische Fehlerentwicklung
Das Ziel der Anwendung der im folgenden beschriebenen Technik bei der Analyse von
Defektkorrekturverfahren ist es, die in (3.6) vorkommenden Differenzenquotienten des
Fehlers uˆ − uk durch geeignete Ableitungen glatter Funktionen (und Restterme ho¨herer
Ordnung) auszudru¨cken. Gesucht wird zu diesem Zweck eine asymptotische Entwicklung
der Gitterfunktion uˆ− uk bezu¨glich des Gitterparameters h.
Wir orientieren uns bei der folgenden Beschreibung asymptotischer Fehlerentwicklungen
an [49] und [70].
In Abha¨ngigkeit von der Dimension d des Ausgangsproblems und der Wahl des Gitters
ist h : Rd → Rd eine vektorwertige Funktion. In der Literatur findet man asympto-
tische Fehlerentwicklungen ha¨ufig nur auf a¨quidistanten Gittern bzw. bezu¨glich der
maximalen Gitterschrittweite, also bezu¨glich eines festen Parameters h ∈ R (siehe z. B.
[14, 49, 69, 103]).
Fu¨r einen solchen Parameter h ∈ R nennen wir eine Folge von Funktionen {θn}∞n=1 eine
asymptotische Folge, falls fu¨r alle n ∈ N die Grenzbeziehung
θn+1(h)
θn(h)
−→ 0 fu¨r h→ 0
gilt. Auf einem Gitter ΩN = {xk ∈ Ω¯ : k = 0, . . . , N} seien eine reellwertige Gitterfunk-
tion vN , eine asymptotische Folge {θn}∞n=1 , reellwertige Funktionen µ1, . . . , µM : Rd → R
und eine Zahl M ∈ N gegeben. Dann heißt
M∑
n=1
θn(h)µn(xk) (3.7a)
eine asymptotische Entwicklung M -ter Ordnung von vN an der Stelle xk ∈ ΩN , falls sie
der Bedingung
lim
h→0
[
vNk −
M∑
n=1
θn(h)µn(xk)
]
= O(θM (h)) (3.7b)
genu¨gt. Die asymptotische Entwicklung heißt gleichma¨ßig gu¨ltig, wenn (3.7b) auf ganz
ΩN gilt.
3.2 Methoden der Konvergenzanalysis 73
Im Kontext von Fehlerentwicklungen fu¨r Finite–Differenzen–Verfahren wa¨hlt man im
allgemeinen die asymptotische Folge
θn(h) = hn.
Fu¨r lineare Operatoren L und Ls werden die Funktionen µn (n = 1, . . . ,M) unter den
getroffenen Voraussetzungen auf der Grundlage der Taylor–Entwicklung des Konsistenz-
fehlers bestimmt. Gilt fu¨r die exakte Lo¨sung der Differentialgleichung die Beziehung
u ∈ CM+1(Ω¯), dann gibt es eine Darstellung des Konsistenzfehlers
Ls(us − uˆ)k = (L̂u)k − Lsuˆk =
M∑
n=1
hnTn{u(xk)}+RM{u(xk)} (3.8)
mit Termen Tn{u(xk)}, die die (partiellen) Ableitungen der Ordnung n von u an der Stelle
xk enthalten. RM{u(xk)} bezeichnet das in einer Umgebung von xk gebildete Restglied
M -ter Ordnung. Ist die Konsistenzordnung ps von Ls gro¨ßer als 1, dann gilt Tn{u(xk)} = 0
fu¨r alle n < ps.
Man definiert nun die Funktionen µn (n = 1, . . . ,M) als Lo¨sungen der stetigen Probleme
Lµ1(x) = T1{u(x)} fu¨r x ∈ Ω, µ1 = 0 auf Γ und (3.9a)
Lµn(x) = Tn{u(x)}+
n−1∑
l=1
Tl{µn−l(x)} fu¨r x ∈ Ω, µn = 0 auf Γ. (3.9b)
Lemma 3.1 [49] Auf einem a¨quidistanten Gitter mit der Schrittweite h existiere fu¨r die
Lo¨sung u ∈ CM+1(Ω¯) von (3.3) eine Entwicklung (3.8) des Konsistenzfehlers des Diffe-
renzenverfahrens (3.4a). Die Funktionen µn (n = 1, . . . ,M) seien gema¨ß (3.9) definiert.
Dann ist
esk = (uˆ− us)k =
M∑
n=1
hnµn(xk) + O(hM )
eine asymptotische Entwicklung der Gitterfunktion es = uˆ− us an der Stelle xk.
Beweisskizze. Wir setzen im folgenden stets hinreichende Glattheit der Koeffizienten der
Differentialgleichung voraus. Ist u ∈ CM+1(Ω), dann gilt Tn{u(x)} ∈ CM+1−n(Ω). Gema¨ß
unserer Annahme u¨ber die Glattheit der Lo¨sung in Abha¨ngigkeit von der rechten Seite
folgt daraus µn ∈ CM−n+r+1(Ω). Unter Beru¨cksichtigung von (3.8) und (3.9) schlußfolgert
man
Lsµn(xk) = Lµn(xk) + [Lsµn(xk)− Lµn(xk)]
= Lµn(xk)−
M−n∑
l=1
hlTl{µn(xk)}+RM−n{µn(xk)}
= Tn{u(xk)}+
n−1∑
l=1
Tl{µn−l(xk)} −
M−n∑
l=1
hlTl{µn(xk)}+RM−n{µn(xk)},
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und folglich ergibt sich nach kurzer Rechnung die Beziehung
M∑
n=1
hnLsµn(xk) =
M∑
n=1
hnTn{u(xk)}+
M∑
n=1
hn
n−1∑
l=1
Tl{µn−l(xk)}
−
M−1∑
n=1
hn
M−n∑
l=1
hlTl{µn(xk)}+
M−1∑
n=1
hnRM−n{µn(xk)}
=
M∑
n=1
hnTn{u(xk)}+ O(hM ).
Daraus und aus (3.8) folgt – fu¨r lineare Differenzenoperatoren Ls und konstante Schritt-
weite h – die Darstellung
Ls
[
usk − uˆk −
M∑
n=1
hnµn(xk)
]
= O(hM ).
Die gestellten Randbedingungen ergeben die Beziehung
usk − uˆk −
M∑
n=1
hnµn(xk) = 0 fu¨r xk ∈ Γh.
Mit Hilfe eines geeigneten Stabilita¨tsresultates fu¨r Ls ergibt sich schließlich
usk − uˆk −
M∑
n=1
hnµn(xk) = O(hM ),
und somit gilt die Behauptung von Lemma 3.1.
Bemerkung 3.3 Analysiert man die Konstruktion der asymptotischen Fehlerentwick-
lung genauer, so stellt sich heraus, daß
(i) Stabilita¨t und Linearita¨t von Ls notwendig sind,
(ii) das Verhalten der Ableitungen von u die Glattheit der Koeffizienten µn unmittelbar
beeinflußt und
(iii) nichta¨quidistante Gitter zusa¨tzliche Schwierigkeiten verursachen5.
Im Hinblick auf die Konstruktion einer asymptotischen Fehlerentwicklung fu¨r ein Diskre-
tisierungsverfahren fu¨r singula¨r gesto¨rte Randwertaufgaben sind insbesondere die Punkte
(ii) und (iii) kritisch. Natividad und Stynes [76] zeigen die Existenz einer ε–gleichma¨ßi-
gen asymptotischen Fehlerentwicklung erster Ordnung fu¨r ein Problem des Typs (1.1) und
seine Upwind–Approximation auf einem Shishkin–Gitter. Sie zerlegen dabei die exakte
Lo¨sung u in einen glatten Anteil v und einen Grenzschichtanteil w und ihre diskreten
Analoga vu und wu und konstruieren jeweils eine asymptotische Entwicklung fu¨r vu − v
auf dem (a¨quidistanten) groben Teil des Shishkin–Gitters und fu¨r wu−w auf dem (a¨qui-
distanten) feinen Teil des Gitters. In den verbleibenden Regionen werden die Fehler di-
rekt abgescha¨tzt. Linß [62] erweitert das Ergebnis aus [76] auf Shishkin–Typ–Gitter (vgl.
Bemerkung 5.2). Offen sind bislang die U¨bertragung der Resultate auf Entwicklungen
ho¨herer Ordnung bzw. auf zweidimensionale Randwertprobleme. 2
5In [49] wird fu¨r nichta¨quidistante Gitter die asymptotische Entwicklung im Sinne einer Entwicklung
bezu¨glich eines festen Parameters h0 = max{hi : 1 ≤ i ≤ N} verallgemeinert.
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3.2.2 Konzept korrespondierender Normen
Zu Beginn der achtziger Jahre erschienen einige Arbeiten ([42, 100] und Referenzen
darin), in denen ein theoretischer Rahmen zur Konvergenzanalysis von Defektkorrektur-
verfahren formuliert wird, der nicht die Existenz einer asymptotischen Fehlerentwicklung
voraussetzt.
Es sei in Anlehnung an obige Notation L : Xα → Y α ein Differentialoperator zwischen
Skalen von Banachra¨umen Xα und Y α, wobei α eine Indexmenge I mit 0 ∈ I durchla¨uft6.
Die Normen von Xα und Y α sollen mit steigendem Index α sta¨rker werden, d. h., es
existiert ein C > 0, so daß fu¨r alle v ∈ Xβ bzw. alle w ∈ Y β die Ungleichungen
‖v‖Xα ≤ C‖v‖Xβ , und ‖w‖Y α ≤ C‖w‖Y β fu¨r α ≤ β, α, β ∈ I
gelten. Der inverse Operator L−1 existiere und sei fu¨r ein σ ≥ 0 als Abbildung von
Y α → Xα−σ stetig.
Den Ra¨umen Xα und Y α werden diskrete Analoga Xαh und Y
α
h zugeordnet
7, zwischen
denen die diskreten Operatoren Ls und Lz abbilden. Wie bisher bezeichne xˆ die Ein-
schra¨nkung von x ∈ Xα auf Xαh und entsprechend yˆ ∈ Y αh .
Satz 3.1 [42] Fu¨r α ∈ [ω + σ, ω + (k + 1)(σ + ps)] seien die folgenden Voraussetzungen
erfu¨llt:
(i) Der diskrete Operator Ls sei σ–stabil, d. h., es gilt
‖(Ls)−1gh‖Xα−σh ≤ C‖gh‖Y αh fu¨r alle gh ∈ Y
α
h und ein σ ≥ 0.
(ii) Das durch Ls repra¨sentierte Verfahren sei konsistent von der Ordnung ps, d. h., es
gilt
‖L̂v − Lsvˆ‖Y αh ≤ Chβ‖v‖Xα+β fu¨r alle v ∈ Xα+β, β ∈ [0, ps].
(iii) Das durch Lz repra¨sentierte Verfahren sei konsistent von der Ordnung pz, d. h., es
gilt
‖L̂v − Lz vˆ‖Y αh ≤ Chβ‖v‖Xα+β fu¨r alle v ∈ Xα+β, β ∈ [0, pz].
(iv) Es gelte die Ungleichung
‖(Ls − Lz)vh‖Y αh ≤ Chβ‖vh‖Xα+βh fu¨r alle vh ∈ X
α+β
h , β ∈ [0, ps].
Dann genu¨gt die k–te Iterierte des Defektkorrekturalgorithmus (3.5) fu¨r k = 1, 2, . . . der
Abscha¨tzung
‖ukh − uˆ‖Xωh ≤ Ckhmin{pz ,(k+1)ps}‖u‖Xω+(k+1)(ps+σ) . (3.10)
Beweis: Fu¨r k=0 ist u0h = u
s und nach Voraussetzungen (i) und (ii) gilt
‖u0h − uˆ‖Xωh ≤ C‖Ls(u0h − uˆ)‖Y ω+σh = C‖L̂u− L
suˆ‖Y ω+σh ≤ Ch
ps‖u‖Xω+σ+ps .
6Eine mo¨gliche Wahl von Xα und Y α zu einem Differentialoperator 2. Ordnung sind die Sobolev–
Ra¨ume Xα = H2+α0 (Ω) ∩H10 (Ω) und Y α = Hα(Ω) fu¨r α > −2.
7Fu¨r Ra¨ume von Gitterfunktionen Xαh , Y
α
h ∈ RN
d
werden die Normen mit Hilfe von Differenzenquoti-
enten gebildet. Der Parameter h entspricht dabei CN−1.
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Angenommen, die Ungleichung (3.10) ga¨lte fu¨r k−1. Aus (3.6) und den Voraussetzungen
(i)–(iv) folgt
‖ukh − uˆ‖Xωh ≤ C‖Ls(ukh − uˆ)‖Y ω+σh ≤ C(‖(L
s − Lz)(ukh − uˆ)‖Y ω+σh + ‖L̂u− L
zuˆ‖Y ω+σh )
≤ Chps‖uk−1h − uˆ‖Xω+σ+psh + Ch
pz‖u‖Xω+σ+pzh
≤ Chmin{pz ,(k+1)ps}‖u‖Xmin{ω+(k+1)(ps+σ),pz+σ} .
Vollsta¨ndige Induktion liefert nun die Abscha¨tzung (3.10) fu¨r alle k ∈ N.
Bemerkung 3.4 Mit fortschreitender Iteration werden die Bedingungen an die Glattheit
der Lo¨sung u und die Ordnung der Differenzenquotienten, die angewendet auf (ukh − uˆ)
beschra¨nkt sein mu¨ssen, immer strenger. Diese ”Fehlerglattheit“ wird durch wachsende
Indizes α widergespiegelt.
Der Satz 3.1 stellt keine Voraussetzungen an das Gitter. Differenzenquotienten–Normen
etwa ko¨nnen auf beliebigen Gittern sinnvoll definiert werden. Die entscheidenden (und
gegebenenfalls schwierig nachzuweisenden) Voraussetzungen des Satzes 3.1 sind (i) und
(iv). 2
3.3 Defektkorrekturverfahren fu¨r singula¨r gesto¨rte Proble-
me
In diesem Abschnitt soll ein U¨berblick u¨ber die in bisher publizierten Arbeiten unter-
suchten Defektkorrekturalgorithmen bei der Diskretisierung singula¨r gesto¨rter Differen-
tialgleichungen und die dabei verwendeten Beweistechniken gegeben werden.
3.3.1 Defektkorrekturalgorithmen fu¨r Finite–Differenzen–Verfahren
Die ersten Vorschla¨ge zur Anwendung des Defektkorrekturprinzips auf singula¨r gesto¨rte
Randwertprobleme vom Typ (1.8) gehen auf Hemker [45, 47, 46] zuru¨ck. Sein Ziel ist es,
ein – wenigstens fu¨r den glatten Anteil der Lo¨sung der Differentialgleichung außerhalb
der Grenzschichtregion – von ho¨herer Ordnung konvergentes Verfahren zu entwickeln, das
unabha¨ngig von der Konvektionsrichtung b ist. Er kombiniert auf einem a¨quidistanten
Gitter ΩN der Schrittweite h das zentrale Differenzenverfahren (2.70) mit einem zentralen
Differenzenverfahren mit ku¨nstlicher Diffusion, das fu¨r positive Vektorfunktionen b dem
Upwind–Verfahren (2.50) entspricht:
Luu0 = fˆ , auf ΩN , u0 = 0 auf ΓN , (3.11a)
Luuk+1 = Luuk − (Lcuk − fˆ) auf ΩN , uk+1 = 0 auf ΓN . (3.11b)
Hemker analysiert dieses Verfahren mittels Fourieranalysis fu¨r eine Zweipunkt–
Randwertaufgabe (1.1) mit konstanten Koeffizienten und weist fu¨r den glatten Anteil
der Lo¨sung Konvergenz von u1 gegen u von der Ordnung O(h2) in der diskreten Maxi-
mumnorm außerhalb der Grenzschichtregion nach, wa¨hrend sich der Fehler |u(xi) − u1i |
innerhalb der Grenzschicht nur wie O(1) verha¨lt. Ferner zeigt er, daß jede weitere Iterierte
des Verfahrens (3.11) eine zusa¨tzliche physikalisch inada¨quate Oszillation aufweist und
somit eine Fortsetzung der Iteration nicht sinnvoll ist.
Hemker beschreibt weiterhin, daß das Verfahren (3.11), angewandt auf zweidimensiona-
le Randwertaufgaben, nicht konvergiert und schla¨gt stattdessen die Anwendung eines
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sogenannten mixed defect correction process mit Jacobi–Relaxationsschritt vor:
Luuk+1/2 = Luuk − (Lcuk − fˆ) (3.12a)
Duuk+1 = Duuk+1/2 − (Luuk+1/2 − fˆ), (3.12b)
wobei Du = 2 diag(Lu). Hemkers numerische Experimente deuten auf gute Konvergenz-
eigenschaften des Verfahrens außerhalb der Grenzschichtregionen hin.
Das Defektkorrekturverfahren (3.11) analysieren Ervin und Layton [25] fu¨r eine Aufgabe
vom Typ (1.1) (mit variablen Koeffizienten) auf einem a¨quidistanten Gitter und geben
ε–gleichma¨ßige Fehlerschranken von der Ordnung O(h2) in Teilgebieten [δ, 1] fu¨r δ > 0
an. Sie definieren einen zum Diskretisierungsverfahren passenden stetigen Defektkor-
rekturprozess mit einer Differentialgleichung mit dem Sto¨rungsparameter ε0 = ε + B h2 ,
wobei B := max
x∈Ω¯
b(x), und spalten den Fehler in einen stetigen Iterationsfehler und
einen Diskretisierungsfehler auf. Zur Analyse des Diskretisierungsfehlers benutzen sie
das Prinzip der asymptotischen Fehlerentwicklung und setzen somit eine hohe Glattheit
der exakten Lo¨sung voraus.
Axelsson und Nikolova untersuchen in [8, 78, 79] ebenfalls den Defektkorrektural-
gorithmus (3.11), angewandt auf ein zweidimensionales Problem vom Typ (1.8) auf
einem Shishkin–Gitter. In [8] versuchen sie zuna¨chst, ε–gleichma¨ßige Konvergenz von
fast zweiter Ordnung mittels asymptotischer Fehlerentwicklung nachzuweisen. Die
Konstruktion der asymptotischen Entwicklung beru¨cksichtigt allerdings weder die
nichta¨quidistante Struktur des Gitters noch die ε–Abha¨ngigkeit der Terme µk (vgl.
(3.9)). Einen alternativen Zugang, basierend auf Ideen aus [36], den wir in Abschnitt
5.2.3 diskutieren werden, verfolgt Nikolova in [78].
Heinrichs [44] untersucht neben der Verfahrenskombination (3.11) fu¨r die Zweipunkt–
Randwertaufgabe (1.1) noch Defektkorrekturverfahren, in denen das zentrale Differen-
zenverfahren Lc durch ein Upwind–Verfahren zweiter Ordnung bzw. das Chebyshev–
Pseudospektralverfahren ersetzt wird. Er interpretiert den Algorithmus (3.11) als
Vorkonditionierung der Verfahren ho¨herer Ordnung mit Hilfe des Upwind–Verfahrens
und analysiert die Eigenwerte des diskreten Operators (Lu)−1Lc auf einem a¨quidistanten
Gitter. Da er die Null als Infimum der Eigenwerte ermittelt, ra¨t er von der Methode ab.
Im Gegensatz zu Heinrichs Betrachtungen gehen wir in unseren Untersuchungen davon
aus, daß wir die entstehenden diskreten Systeme exakt lo¨sen ko¨nnen und nur einen
Iterationsschritt ausfu¨hren.
Auch in [34, 35, 36] werden Defektkorrekturverfahren vom Typ (3.11) fu¨r ein– bzw.
zweidimensionale Konvektions–Diffusions–Probleme auf Shishkin(–Typ)–Gittern analy-
siert. Der Konvergenzbeweis in [34] basiert auf dem Stabilita¨tsresultat aus Satz 2.4 fu¨r
das Upwind–Verfahren (2.15) und ist Gegenstand von Kapitel 4. Unter verha¨ltnisma¨ßig
schwachen Voraussetzungen an die Glattheit der Lo¨sung der Differentialgleichung (1.1)
und das verwendete Gitter wird dort Konvergenz von (fast) zweiter Ordnung gleichma¨ßig
in ε nachgewiesen. Einen alternativen Beweis desselben Resultates findet man in [62].
Linß konstruiert dort - ebenfalls unter essentieller Verwendung des Satzes 2.4 – eine
asymptotische Entwicklung fu¨r den Fehler des Upwind–Verfahrens (2.15).
In [35] und [36] wurde versucht, die Schwierigkeiten bei der Konstruktion einer asym-
ptotischen Fehlerentwicklung auf nichta¨quidistanten Gittern zu umgehen, indem man an-
stelle einer solchen die Taylor–Entwicklung des Konsistenzfehlers des Upwind–Verfahrens
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ausnutzt. Dazu ist einerseits eine hohe Glattheit der exakten Lo¨sung notwendig. An-
dererseits mu¨ssen die Differenzenoperatoren Lu und Lc kommutieren. Folglich la¨ßt sich
diese Beweisidee nur auf Probleme mit konstanten Koeffizienten und Diskretisierungen
auf (stu¨ckweise) a¨quidistanten Gittern anwenden. Details daru¨ber, welche Konvergenz-
aussagen man auf der Grundlage dieser Technik zeigen kann und welche Schwierigkeiten
auftreten, werden in Kapitel 5 ero¨rtert.
3.3.2 Finite–Elemente–basierte Defektkorrekturalgorithmen
U¨ber Defektkorrekturalgorithmen auf der Grundlage von an singula¨r gesto¨rte Probleme
angepaßten Finite–Elemente–Methoden wurden bisher nur wenige Arbeiten publiziert.
Reinhardt vero¨ffentlichte eine Serie von drei Arbeiten [85, 86, 87] u¨ber Defektkorrek-
turmethoden fu¨r ein allgemeines nichtlineares singula¨r gesto¨rtes Randwertproblem.
Einerseits wendet er einen Defektkorrekturalgorithmus zur Konstruktion einer ange-
paßten asymptotischen Entwicklung der exakten Lo¨sung des Ausgangsproblems an.
Andererseits konstruiert er ein Verfahren ho¨herer Ordnung unter Benutzung der von ihm
in [88] vorgestellten symmetrisierten Variationsformulierung8.
Axelsson schla¨gt ohne Analyse in [6, Abschnitt 5] einen Defektkorrekturalgorithmus vor,
der ein mit ku¨nstlicher Diffusion stabilisiertes Stromliniendiffusionsverfahren (mit lokalen
Parametern ε˜) mit einer u¨blichen Stromliniendiffusions–Finite–Elemente–Methode kom-
biniert. Der Parameter ε˜ soll lokale Residuen auf einem Element T der Triangulierung
beru¨cksichtigen.
In [7] analysieren Axelsson und Layton einen Defektkorrekturalgorithmus, der ein mit
ku¨nstlicher Diffusion ε0 = ε + hT stabilisiertes Galerkin–Verfahren mit dem Standard–
Galerkin–Verfahren kombiniert9. Unter starken Forderungen an die Regularita¨t der rech-
ten Seite f der Differentialgleichung (und entsprechenden Kompatibilita¨tsbedingungen)
beweisen die Autoren die Konvergenz des Algorithmus. Es ist zu beachten, daß die ver-
wendeten Sobolev–Normen der exakten Lo¨sung nicht gleichma¨ßig in ε beschra¨nkt sind.
Auf der Grundlage derselben Verfahrenskombination wird in [18] ein residualer a
posteriori–Fehlerscha¨tzer zur adaptiven Gitterkonstruktion hergeleitet. Die ε–Abha¨ngig-
keit geht dabei nicht klar aus der Analysis hervor. Anwendungsbeispiele indizieren die
Wirksamkeit des Fehlerscha¨tzers.
In Kapitel 6 wollen wir kurz einige Aspekte der Konstruktion von Defektkorrekturver-
fahren auf der Basis von Finite–Elemente–Methoden und ihrer Konvergenzanalysis unter
Beru¨cksichtigung unserer Erfahrungen bei der Analyse von Finite–Differenzen–Verfahren
skizzieren.
8Man beachte [91, S.93] zu dieser Variationsformulierung
9vgl. hierzu Kapitel 6
Kapitel 4
Ein Defektkorrekturverfahren fu¨r
ein eindimensionales Problem
Wir untersuchen in diesem Kapitel ein Finite–Differenzen–basiertes Defektkorrekturver-
fahren fu¨r die Zweipunkt–Randwertaufgabe
Lu(x) := −εu′′(x)− (b(x)u(x))′ + c(x)u(x) = f(x) fu¨r x ∈ (0, 1) (4.1a)
u(0) = u(1) = 0. (4.1b)
Die Daten des Problems sollen folgende Voraussetzungen erfu¨llen:
(i) b(x) ≥ β > 0 fu¨r alle x ∈ (0, 1), b ∈ C3[0, 1],
(ii) c ∈ C2[0, 1] und
(iii) f ∈ C2[0, 1].
Dann existiert eine Lo¨sung u ∈ C4[0, 1], die fu¨r k = 0, 1, 2, 3 der Abscha¨tzung (1.7) genu¨gt
(vgl. Abschnitt 1.1).
4.1 Beschreibung des Verfahrens
Das Verfahren und die Konvergenzaussage sollen zuerst in mo¨glichst allgemeiner Form
angegeben werden. Fu¨r spezielle Gitter vom Shishkin–Typ leiten wir entsprechende
Folgerungen ab1.
Zuna¨chst definieren wir auf dem Grundgebiet Ω¯ = [0, 1] ein Gitter
ΩN = {xi : 0 < x1 < · · · < xN−1 < 1}
und seinen Abschluß Ω¯N = ΩN ∪ {0, 1} wie in Abschnitt 2.3.1, das der Voraussetzung
(2.23) genu¨gt und rekapitulieren die Definition des Index ι = ι(C0) aus (2.24) fu¨r
beliebiges, aber festes C0 > 0 sowie die Ungleichung (2.25).
Wir verwenden das Upwind–Differenzenverfahren (2.15) und das zentrale Differenzenver-
fahren (2.45) in folgender jeweils a¨quivalenter Formulierung:
L¯uuu := DuLuuu = Dufˆu =: f¯u auf ΩN , uu0 = u
u
N = 0, (4.2)
1Wir verwenden die in Kapitel 2 eingefu¨hrten Bezeichnungen.
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wobei Du = (duij) eine Diagonalmatrix mit d
u
ii = hi+1 > 0 bezeichnet, und
L¯cuc := DcL˜cu˜c = Dcf˜ =: f¯ c auf ΩN , uc0 = u
c
N = 0, (4.3)
mit Dc = diag(~) > 0. Der Defektkorrekturalgorithmus hat die Gestalt:
1. Berechne mit Hilfe von (4.2) eine Ausgangsapproximation uu mittels
L¯uuui = f¯
u
i fu¨r i = 1, . . . , N − 1, uu0 = uuN = 0.
2. Bestimme den Defekt gegenu¨ber dem zentralen Differenzenverfahren:
di = f¯ ci − L¯cuui fu¨r i = 1, . . . , N − 1.
3. Berechne den Korrekturterm k gema¨ß
L¯uki = di fu¨r i = 1, . . . , N − 1, k0 = kN = 0
und damit die endgu¨ltige Approximation udc = uu + k.
Bemerkung 4.1 Der Vorteil der Schreibweise (4.2) bzw. (4.3) besteht darin, daß wir
Aussagen in den an das jeweilige Verfahren angepaßten Normen ‖ · ‖∗,1,d bzw. ‖ · ‖∗,1/2,d
bezu¨glich derselben Norm ‖ · ‖∗,d mit
‖g‖∗,d := max
i=1,...,N−1
|
i∑
k=1
gk|
formulieren ko¨nnen. Man u¨berzeugt sich leicht, daß die Aussagen von Satz 2.4, Satz 2.8
und Satz 2.10 fu¨r die in (4.2) bzw. (4.3) definierten Verfahren bezu¨glich der Norm ‖ · ‖∗,d
gezeigt werden ko¨nnen. 2
4.2 Konvergenzanalysis
Unter Verwendung des in Abschnitt 3.2 beschriebenen Konzeptes korrespondierender Nor-
men (vgl. Satz 3.1) werden wir folgende Konvergenzaussage fu¨r dieses Verfahren beweisen:
Theorem 4.1 Das Gitter ΩN genu¨ge der Voraussetzung (2.23). Es sei β0 eine beliebige
Konstante mit 0 < β0 ≤ qβ, q ∈ (0, 1). Dann gilt fu¨r den Fehler edc = udc − uˆ des
beschriebenen Defektkorrekturalgorithmus fu¨r i = 1, . . . , ι die Abscha¨tzung
|edci | ≤ C
(
max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βξ/(2ε))]dξ
)2
+ O(N−2) +
C
hi
ε
(
max
j=1,...,N
∫ xj+1
xj
(1 + |u′(s)|)ds+ hi
ε
)
exp(−β0xi/ε) +
hi max
j=1,...,N
∫ xj+1
xj
(1 + |u′(s)|)ds (4.4a)
und fu¨r i = ι+ 1, . . . , N die Beziehung
|edci | ≤ C
(
max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βξ/(2ε))]dξ
)2
+ O(N−2) +
C
(
[hi exp(β0xι/ε) + 1] max
j=1,...,N
∫ xj+1
xj
(1 + |u′(s)|)ds+ 1
)
exp(−β0xι/ε).
(4.4b)
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Beweis von Theorem 4.1: Gema¨ß Satz 2.4 ist der Upwind–Operator L¯u aus (4.2)
‖ · ‖∞,d − ‖ · ‖∗,d–stabil, d. h., fu¨r alle Gitterfunktionen v auf ΩN gilt die Abscha¨tzung
‖v‖∞,d ≤ 2
β
exp(
γ¯
β
)‖L¯uv‖∗,d. (4.5a)
Also ist die Abbildung (L¯u)−1 : (RN+1, ‖ · ‖∗,d)→ (RN+1, ‖ · ‖∞,d) stetig. Ferner gilt die
Konsistenzaussage aus Satz 2.8:
‖τ¯u‖∗,d := ‖L¯u(uu − uˆ)‖∗,d ≡ ‖τu‖∗,1,d ≤ C max
j=1,...,N
∫ xj
xj−1
(1 + |u′(s)|)ds. (4.5b)
Fu¨r das zentrale Differenzenverfahren in der Form (4.3) gilt nach Satz 2.10 die Unglei-
chung
‖τ˜ c‖∗,1/2,d ≡ ‖f¯ c − L¯cuˆ‖∗,d ≤ C
(
max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βs/(2ε))]ds
)2
. (4.5c)
Wir fu¨hren genau einen Defektkorrekturschritt aus. Gema¨ß (3.6) ist
L¯uedc = (L¯u − L¯c)eu + (f¯ c − L¯cuˆ), (4.6)
wobei der relative Konsistenzfehler (L¯u − L¯c)eu die Darstellung
(L¯u − L¯c)eu
= −(be
u)i+1 − 2(beu)i + (beu)i−1
2
+ hi+1(ceu)i − ~i (ce
u)i+1 + 2(ceu)i + (ceu)i−1
8
= −1
2
(
[(beu)i+1 − (beu)i]− [(beu)i − (beu)i−1]
)
+hi+1
(
3(ceu)i
4
− (ce
u)i+1 + (ceu)i−1
8
)
− hi (ce
u)i+1 + 2(ceu)i + (ceu)i−1
8
besitzt. Um unter Anwendung von (4.5a) schließlich eine Abscha¨tzung fu¨r ‖edc‖∞ zu
erhalten, wollen wir ‖L¯uedc‖∗,d abscha¨tzen. Mit (4.5c) liegt uns bereits eine Abscha¨tzung
des zweiten Summanden aus (4.6) vor. Wenden wir nun die Norm ‖ · ‖∗,d auf den ersten
Summanden an, dann erhalten wir zuna¨chst
‖(L¯u − L¯c)eu‖∗,d = max
i=1,...,N−1
∣∣∣∣∣
i∑
k=1
{
−1
2
(
[(beu)k+1 − (beu)k]− [(beu)k − (beu)k−1]
)
+
hk+1
8
(
6(ceu)k − (ceu)k+1 − (ceu)k−1
)
− hk
8
(
(ceu)k+1 + 2(ceu)k + (ceu)k−1
)}∣∣∣∣ .
(4.7a)
Die Summation u¨ber k liefert zusammen mit der Voraussetzung (i) an die Differenzier-
barkeit von b die Ungleichung
i∑
k=1
(
[(beu)k+1 − (beu)k]− [(beu)k − (beu)k−1]
)
= [(beu)i+1 − (beu)i]− [(beu)1 − (beu)0]
≤ ‖b‖∞ max
i=0,...,N−1
|eui+1 − eui |+ max
i=1,...,N
hi‖b′‖∞‖eu‖∞. (4.7b)
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Mit einer Indexverschiebung und bei geeigneter Zusammenfassung der Absolutterme (ceu)
folgt weiterhin
i∑
k=1
hk+1
8
(
6(ceu)k − (ceu)k+1 − (ceu)k−1
)
−
i−1∑
k=0
hk+1
8
(
(ceu)k+2 + 2(ceu)k+1 + (ceu)k
)
= −h1
8
(
(ceu)0 + 2(ceu)1 + (ceu)2
)
+
hi+1
8
(
6(ceu)i − (ceu)i−1 − (ceu)i+1
)
+
i−1∑
k=1
hk+1
8
(
− (ceu)k−1 + 5(ceu)k − 3(ceu)k+1 − (ceu)k+2
)
.
Um die ersten beiden Summanden der rechten Seite in dieser Gleichung abzuscha¨tzen,
wenden wir die Dreiecksungleichung an und erhalten∣∣∣∣−h18 ((ceu)0 + 2(ceu)1 + (ceu)2)+ hi+18 (6(ceu)i − (ceu)i−1 − (ceu)i+1)
∣∣∣∣
≤ 2 max
i
hi‖ceu‖∞. (4.7c)
Die verbleibende Summe schreiben wir vor Anwendung der Dreiecksungleichung um:∣∣∣∣∣
i−1∑
k=1
hk+1
8
(
− (ceu)k−1 + 5(ceu)k − 3(ceu)k+1 − (ceu)k+2
)∣∣∣∣∣
=
∣∣∣∣∣
i−1∑
k=1
hk+1
8
(
[(ceu)k − (ceu)k−1]− 4[(ceu)k+1 − (ceu)k]− [(ceu)k+2 − (ceu)k+1]
)∣∣∣∣∣
≤
i−1∑
k=1
hk+1
3
4
max
j=0,...,N−1
|(ceu)j+1 − (ceu)j | ≤ 34 maxj=0,...,N−1 |(ce
u)j+1 − (ceu)j |
≤ 3
4
(
‖c‖∞ max
j=0,...,N−1
|euj+1 − euj |+ max
j
hj‖c′‖∞‖eu‖∞
)
. (4.7d)
Die Ungleichungen (4.7a) – (4.7d) zusammenfassend erhalten wir die Abscha¨tzung
‖(L¯u − L¯c)eu‖∗,d ≤ C
(
max
j=0,...,N−1
|euj+1 − euj |+ max
j
hj‖eu‖∞
)
(4.8)
des relativen Konsistenzfehlers (L¯u − L¯c)eu. Wir werden in Unterabschnitt 4.2.1 in An-
lehnung an ein Resultat aus [34] bzw. [55] den Satz 4.1 beweisen, der besagt, daß unter
den getroffenen Voraussetzungen die Beziehung
|euj+1 − euj | ≤ Chj‖τ¯u‖∗,d + O(N−2)
+
{
C
hj
ε
(
‖τ¯u‖∗,d + hjε exp(−β0xj/ε)
)
fu¨r j = 1, . . . , ι,
C (‖τ¯u‖∗,d + 1) exp(−β0xι/ε) fu¨r j = ι, . . . , N
(4.9)
gilt. Bei geeigneter Wahl von C ist unter Einbeziehung von (4.5a) und (4.5b) dieselbe
Abscha¨tzung fu¨r ‖(L¯u − L¯c)eu‖∗,d nachweisbar und somit auch eine der Voraussetzung
(iv) von Satz 3.1 entsprechende Aussage. Mittels (4.5a) folgt aus (4.5c), (4.6) und (4.9)
die Behauptung von Theorem 4.1.
Aus Theorem 4.1 folgern wir
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Folgerung 4.1 Es existiere eine positive Konstante C0 > 0 derart, daß die Ungleichung
ε < C0N
−1 gilt. Das Gitter ΩN sei ein Shishkin–Typ–Gitter mit dem Parameter λ0 ≥ 2 ββ0 ,
wobei β0 wie in Theorem 4.1 gewa¨hlt sei. Die gittererzeugende Funktion ϕ genu¨ge fu¨r ein
spezielles C = C(β0) der Bedingung (2.10) und der Ungleichung (2.11). Außerdem besitze
ϕ eine nichtfallende erste Ableitung. Dann gilt auf ΩN fu¨r den Fehler des Defektkorrek-
turverfahrens fu¨r alle N ∈ N die Abscha¨tzung
‖edc‖∞,d ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2.
Beweis von Folgerung 4.1: Unter den getroffenen Voraussetzungen genu¨gt das
Shishkin–Typ–Gitter der Bedingung (2.23) (vgl. Lemma 2.3). Nach Lemma 2.2 gilt fer-
ner hi ≤ Cε fu¨r i = 1, . . . , N/2. Da ε < C0N−1 ist, ergibt sich fu¨r alle N ≥ 2C0λ0
β
der
U¨bergangspunkt λS =
λ0
β
ε lnN . Folglich gilt fu¨r alle i = N/2+1, . . . , N die Abscha¨tzung
hi
ε
= 2
1− λS
Nε
≥ C−10 , und wir setzen ι = N/2.
Nun zeigen wir, daß alle Summanden in (4.4) durch C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2 beschra¨nkt
sind. Nach Lemma 2.1 ist fu¨r alle k ∈ (0, λ0] die Ungleichung
max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βξ/(kε))]dξ ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|
erfu¨llt. Fu¨r k = 2 ≤ λ0 folgt daraus die Beziehung(
max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βξ/(2ε))]dξ
)2
≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2.
Ebenso schlußfolgert man die Ungleichungskette
max
j=1,...,N
∫ xj+1
xj
(1 + |u′(s)|)ds ≤ max
j=1,...,N
∫ xj
xj−1
[1 + ε−1 exp(−βξ/ε)]dξ
≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|. (4.10a)
Ferner folgt aus der Voraussetzung λ0 ≥ 2β/β0 die Beziehung
exp(−β0xι/ε) = exp(−β0xN/2/ε) = exp(−β0
λ0
β
lnN) ≤ CN−2.
Fu¨r i = N/2 + 1, . . . , N folgt daraus bereits die Abscha¨tzung
|edci | ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2.
Es bleibt, fu¨r i = 1, . . . , N/2 den Ausdruck
C
hi
ε
(
max
j=1,...,N
∫ xj+1
xj
(1 + |u′(s)|)ds+ hi
ε
)
exp(−β0xi/ε)
abzuscha¨tzen. Nach Lemma 2.2 gilt die Ungleichung
hi
ε
exp(−βxi/(λ0ε)) ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|.
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Unter Hinzunahme der Voraussetzung λ0 ≥ 2β/β0, also β0 ≥ 2β/λ0, erha¨lt man die
Abscha¨tzung
h2i
ε2
exp(−β0xi/ε) ≤ h
2
i
ε2
[exp(−βxi/(λ0ε))]2 ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2. (4.10b)
Dasselbe Argument liefert unter Hinweis auf die Beschra¨nktheit von exp(−βxi/(λ0ε)) die
Beziehung
hi
ε
exp(−β0xi/ε) ≤ Chi
ε
exp(−βxi/(λ0ε)) ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|. (4.10c)
Setzt man die Abscha¨tzungen (4.10a)–(4.10c) zusammen, dann folgt die Beziehung
|edci | ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2
auch fu¨r alle i = 1, . . . , N/2.
4.2.1 Abscha¨tzung der Fehlerdifferenz
In diesem Abschnitt werden wir in Anlehnung an entsprechende Resultate aus [34] und
[55] den folgenden Satz beweisen:
Satz 4.1 Das Gitter ΩN erfu¨lle die Voraussetzung (2.23). Dann gilt fu¨r beliebige, aber
feste Werte q ∈ (0, 1) sowie β0 ∈ (0, qβ) und fu¨r i = 1, . . . , ι die Ungleichung,
|ηui | := |eui − eui−1| ≤ C
hi
ε
(
‖τ¯u‖∗,d + hi
ε
exp(−β0xi/ε)
)
+ Chi‖τ¯u‖∗,d + O(N−2),
wa¨hrend fu¨r i = ι+ 1, . . . , N die Abscha¨tzung
|ηui | ≤ C(‖τ¯u‖∗,d + 1) exp(−β0xι/ε) + Chi‖τ¯u‖∗,d + O(N−2)
erfu¨llt ist.
Voru¨berlegungen zum Beweis
Wir rekapitulieren zuna¨chst einige Details aus den Beweisen von Satz 2.4 bzw. Satz 2.8.
Der Upwind–Operator Lu gestattet gema¨ß (2.21) fu¨r jede Gitterfunktion v eine Darstel-
lung
Luvi = −D+(Auv)i,
wobei der Differenzenoperator Au fu¨r i = 1, . . . , N durch die Gleichung
Auvi = εD−vi + (bv)i −
i−1∑
j=1
hj+1(cv)j
gegeben ist. Dementsprechend gilt fu¨r den in (4.2) definierten Operator L¯u die Gleichung
L¯uvi = −[Auvi+1 −Auvi]. (4.11)
Auch das stetige Problem (4.1) liegt in konservativer Form vor, d. h., es kann in der Form
(1.3c) mit A gema¨ß (1.3d) geschrieben werden. Integriert man – wie im Beweis von Satz
2.8 – die Gleichung (4.1) u¨ber [xi, xi+1], dann erha¨lt man∫ xi+1
xi
f(x)dx = −
∫ xi+1
xi
(Au)′(x)dx = −[(Au)(xi+1)− (Au)(xi)].
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Aus den bisherigen Betrachtungen ergibt sich die Darstellung
τ¯ui = L¯
u(uui − u(xi))
= f¯ui −
∫ xi+1
xi
f(x)dx+
(
[Auuˆi+1 −Auuˆi]− [(Au)(xi+1)− (Au)(xi)]
)
= [Auuˆi+1 − (Au)(xi+1)]− [Auuˆi − (Au)(xi)] +
(
hi+1f(xi)−
∫ xi+1
xi
f(x)dx
)
.
(4.12)
Ist f ∈ C1(Ω), dann zeigt man mittels Taylor–Entwicklung leicht die Ungleichung
|hi+1f(xi)−
∫ xi+1
xi
f(x)dx| = |
∫ xi+1
xi
f ′(x)(xi+1 − x)dx| ≤ Ch2i ≤ CN−2. (4.13)
Andererseits ist
Auuˆi−(Au)(xi) = ε[D−uˆi−u′(xi)]−
i−1∑
j=0
hj+1
[
(cu)(xj)− 1
hj+1
∫ xj+1
xj
(cu)(s)ds
]
. (4.14)
Gema¨ß Satz 1.3 besitzt u eine Zerlegung u = S + E in einen glatten Anteil S und einen
Grenzschichtanteil E. Wir definieren zur Abku¨rzung der Bezeichnung die Gitterfunktio-
nen σ und ρ fu¨r i = 1, . . . , N gema¨ß
σi := D−Si − S′(xi) und (4.15a)
ρi := ε(D−Ei − E′(xi)). (4.15b)
Eine Restgliedabscha¨tzung der Taylor–Entwicklung liefert die Ungleichungen
|σi| ≤ Chi‖S′′‖∞ ≤ CN−1 (4.16a)
|ρi| = ε
hi
∫ xi
xi−1
E′′(s)(s− xi−1)ds ≤ C min{hi
ε
, 1} exp(−βxi−1/ε). (4.16b)
Weiterhin definieren wir einen Differenzenoperator Mu erster Ordnung fu¨r beliebige Git-
terfunktionen v und i = 1, . . . , N durch die Gleichung
Muvi := ε
(
vi
hi
− vi−1
hi−1
)
+ (bˆv)i. (4.17)
Offenbar generiert Mu eine L0–Matrix. Fu¨r die Gitterfunktion g mit gi := hi > 0 fu¨r
i = 0, . . . , N (wobei h0 := 1 sei) gilt
Mugi = bˆihi > 0 fu¨r i = 0, . . . , N.
Folglich erzeugt Mu sogar eine M–Matrix, und es gilt das diskrete Vergleichsprinzip aus
Lemma 2.5.
Bezu¨glich der im Beweis von Satz 4.1 zu untersuchenden Differenz ηui = e
u
i − eui−1 besitzt
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Mu folgende nu¨tzliche Eigenschaft:
(Muηu)i = ε(D−eui −D−eui−1) + bˆi(eui − eui−1)
= −L¯ueui−1 + hi(cˆeu)i−1 − hi(D+bˆ)i−1eui−1
= −
(
[(Auuˆ)i − Âui]− [(Auuˆ)i−1 − Âui−1] + [hifˆi−1 −
∫ xi
xi−1
f(s)ds]
)
+hi(cˆeu)i−1 − hi(D+bˆ)i−1eui−1
= −
[
ε(σi − σi−1) + (ρi − ρi−1)
]
+
[
hiĉui−1 −
∫ xi
xi−1
(cu)(s)ds
]
+ hi(cˆeu)i−1
−hi(D+bˆ)i−1eui−1 −
[
hifˆi−1 −
∫ xi
xi−1
f(s)ds
]
, (4.18)
wobei in der Herleitung auf die Gleichungen (4.11), (4.12), (4.14), (4.15a) und (4.15b)
zuru¨ckgegriffen wurde. Fu¨r
R :=
[
hi(ĉui−1 − fˆi−1)−
∫ xi
xi−1
(cu− f)(s)ds
]
+ hi(cˆeu)i − hi(D+bˆ)i−1eui−1
zeigt man unter Einbeziehung der Voraussetzungen (i) und (ii) sowie der Beziehungen
(4.13), (4.5a), (4.5b) und (1.7) leicht die Abscha¨tzung
|R| ≤ C
(
N−2 + max
i=1,...,N
(hi
∫ xi
xi−1
(1 + |u′(s)|)ds
)
≤ CN−2 + hi min{hi
ε
, 1} exp(−βxi−1/ε). (4.19)
Schließlich wollen wir die Gitterfunktion
B¯i :=
i∏
j=2
(1 +
qβhj
ε
)−1, B¯1 := 1
definieren. Wie im Beweis von Lemma 2.6 zeigt man, daß fu¨r beliebiges β0 ∈ (0, qβ) ein
ι = ι(β0) existiert, so daß die Beziehungen
B¯i ≤

C exp(−β0xi/ε) fu¨r i = 1, . . . , ι
C exp(−β0xι/ε)(1 + qβhiε )−1 fu¨r i = ι+ 1
C exp(−β0xι/ε)(1 + qβhi−1ε )−1(1 + qβhiε )−1 fu¨r i = ι+ 2, . . . , N
erfu¨llt sind und fu¨r alle q ∈ (0, 1) die Ungleichungen exp(−βxi/ε) ≤ exp(−qβxi/ε) ≤ B¯i
gelten. Unter Benutzung von B¯ werden wir eine Schrankenfunktion w mit wi := ChiB¯i
(i = 0, . . . , N) konstruieren, fu¨r die die Abscha¨tzung
Muwi = CB¯i
(
ε− (ε+ qβhi) + bihi
)
≥ ChiB¯i(1− q)β ≥ ChiB¯i (4.20)
gilt.
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Beweis von Satz 4.1
Nach obigen Voru¨berlegungen besteht der Beweis von Satz 4.1 im wesentlichen darin, fu¨r
alle i = 1, . . . , N den Ausdruck
|Muηui | =
∣∣− ε(σi − σi−1)− (ρi − ρi−1) +R∣∣ (4.21)
abzuscha¨tzen. Basierend auf einem Ansatz aus [55] zerlegen wir die Gitterfunktion ρ in
die Anteile
ρ¯i =
{
ρi fu¨r i = 0, . . . , ι,
0 fu¨r i = ι+ 1, . . . , N
und ρ˜i =
{
0 fu¨r i = 0, . . . , ι,
ρi fu¨r i = ι+ 1, . . . , N.
Offenbar gilt dann ρ = ρ¯+ ρ˜. Wir definieren ferner eine Hilfsgitterfunktion η¯u gema¨ß
η¯ui := η
u
i + hi
( ρ¯i
ε
+ σi
)
(i = 0, . . . , N). (4.22)
Fu¨r diese Gitterfunktion gelten wegen (4.18) und (4.21) die Gleichungen
Muη¯ui = M
uηui + (ρ¯i − ρ¯i−1) + ε(σi − σi−1) + bihi
( ρ¯i
ε
+ σi
)
= −(ρ˜i − ρ˜i−1) + bihi
( ρ¯i
ε
+ σi
)
+R fu¨r i = 2, . . . , N und (4.23a)
η¯u1 = η
u
1 + h1
( ρ¯i
ε
+ σi
)
. (4.23b)
Zur Abscha¨tzung von Muη¯u betrachten wir die Fa¨lle 1 ≤ i ≤ ι und ι+ 1 ≤ i ≤ N unter
Beru¨cksichtigung von (2.24) getrennt:
(a) Fu¨r 1 ≤ i ≤ ι ist ρ˜i = 0. Unter Verwendung von (4.16a), (4.16b) und (4.19) zeigt
man
|Muη¯ui | ≤ C
(
hi
ε
+ hi
)
hi
ε
exp(−βxi−1/ε) + ChiN−1 + CN−2
≤ Ch
2
i
ε2
(
1 +
qβhi
ε
)
B¯i + ChiN−1 + CN−2.
(b) Fu¨r i ∈ {ι+ 1, . . . , N} ist ρ¯i = 0. Unter Benutzung von (2.24) und denselben Bezie-
hungen wie unter (a) folgt nach Anwendung der Dreiecksungleichung auf die Differenz
ρ˜i − ρ˜i−1 die Ungleichungskette
|Muη¯ui | ≤ C exp(−βxi−2/ε) + ChiN−1 + CN−2
≤ C(1 + qβhi
ε
)(1 +
qβhi−1
ε
)B¯i + ChiN−1 + CN−2.
Da fu¨r alle i ∈ {1, . . . , N} die Ungleichungen
min{hi
ε
, 1}(1 + qβhi
ε
) ≤ Chi
ε
und (1 +
qβhi−1
ε
) ≥ 1
erfu¨llt sind, ko¨nnen wir fu¨r |Muη¯ui | die einheitliche Abscha¨tzung
|Muη¯ui | ≤ C
hi
ε
min{hi
ε
, 1}(1 + qβhi−1
ε
)B¯i + ChiN−1 + CN−2 (4.24a)
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schlußfolgern. Außerdem leiten wir aus (4.23b) die Ungleichung
|η¯u1 | ≤ C|ηu1 |+ Ch1 min{
h1
ε
, 1}+ Ch1N−1 (4.24b)
ab. Wir sind nun in der Lage, das in Lemma 2.5 angegebene diskrete Vergleichsprinzip
auf η¯u und die Schrankenfunktion wj , die fu¨r beliebiges, aber festes j ∈ {1, . . . , N} durch
die Gleichung
wji := C
[
hi
h1
|ηu1 |Bi +
hi
ε
min{hj
ε
, 1}(1 + qβhj−1
ε
)B¯i + hiN−1 + CN−2
]
(i = 1, . . . , j)
definiert ist, anzuwenden. Offenbar gilt fu¨r eine geeignet gewa¨hlte Konstante C > 0 und
alle j ∈ {1, . . . , N} und i = 1, . . . , j unter Beachtung von (4.20) die Abscha¨tzung
Muwji ≥ C
[
hi
h1
|ηu1 |Bi +
hi
ε
min{hj
ε
, 1}(1 + qβhj−1
ε
)B¯i + hiN−1
]
≥ |Muη¯ui |.
Außerdem ist fu¨r alle j ∈ {1, . . . , N} die Ungleichung
wj1 ≥ C
(
|ηu1 |+
h1
ε
min{hj
ε
, 1}+ h1N−1
)
≥ |η¯u1 |
erfu¨llt. Nach Lemma 2.5 folgt daraus fu¨r alle j ∈ {1, . . . , N} und i = 1, . . . , j die Beziehung
|η¯ui | ≤ wji , insbesondere also
|η¯uj | ≤ wjj .
Somit ergibt sich aus den Abscha¨tzungen (4.22), (4.16a), (4.16b), den Eigenschaften (4.20)
von B¯ sowie den Gittereigenschaften (2.23) und (2.24) die Ungleichungskette
|ηuj | ≤ C
[
wjj +
hj
ε
|ρ¯j |+N−2
]
≤ Chi|D−eu1 |B¯i + CN−2 + C

h2i
ε2
exp(−β0xi/ε) fu¨r 1 ≤ i ≤ ι
hi
ε exp(−β0xιε)(1 + qβhiε )−1 fu¨r i = ι+ 1
hi
ε exp(−β0xιε)(1 + qβhiε )−1 fu¨r ι+ 2 ≤ i ≤ N
≤ Chi|D−eu1 |B¯i + CN−2 + C
{
h2i
ε2
exp(−β0xi/ε) fu¨r 1 ≤ i ≤ ι
exp(−β0xιε) fu¨r ι+ 1 ≤ i ≤ N.
(4.25a)
Aus den Sa¨tzen 2.4 und 2.8 sowie Ungleichung (4.20) schließen wir fu¨r den ersten Sum-
manden die Abscha¨tzung
Chi|D−eu1 |B¯i ≤ C
hi
ε
‖τ¯u‖∗,d exp(−β0xi/ε)
≤ C
{
hi
ε ‖τ¯u‖∗,d fu¨r 1 ≤ i ≤ ι
exp(−β0xιε)‖τ¯u‖∗,d fu¨r ι+ 1 ≤ i ≤ N.
(4.25b)
Aus (4.25a) und (4.25b) folgt die Behauptung von Satz 4.1.
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Folgerung 4.2 Auf einem Shishkin–Typ–Gitter, das denselben Voraussetzungen wie in
Folgerung 4.1 genu¨gt, gilt fu¨r die Fehlerdifferenz ηu und alle Indizes i ∈ {1, . . . , N} die
Abscha¨tzung
|ηui | ≤ C(N−1 max
t∈[0,1/2]
|ψ′(t)|)2, (4.26)
wa¨hrend der Differenzenquotient D−eu des Verfahrensfehlers den Beziehungen
|D−eui | ≤

Cε−1N−1 max
t∈[0,1/2]
|ψ′(t)| fu¨r 1 ≤ i ≤ N/2
CN−1 max
t∈[0,1/2]
|ψ′(t)| fu¨r N/2 + 1 ≤ i ≤ N (4.27)
genu¨gt.
Beweis: Die Argumentation zum Beweis von (4.26) gleicht der im Beweis von Folgerung
4.1. Um die Gu¨ltigkeit von (4.27) nachzuweisen, folgern wir zuna¨chst aus Satz 4.1 fu¨r
i = 1, . . . , ι die Abscha¨tzung
|D−eui | = |
ηui
hi
| ≤ C 1
ε
(
‖τ¯u‖∗,d + hi
ε
exp(−β0xi/ε)
)
+ ‖τ¯u‖∗,d + 1
hi
O(N−2) (4.28a)
sowie fu¨r i = ι+ 1, . . . , N die Ungleichung
|D−eui | ≤ C
1
hi
(‖τ¯u‖∗,d + 1) exp(−β0xι/ε) + ‖τ¯u‖∗,d + O(N−1). (4.28b)
Daraus schließt man wie im Beweis von Folgerung 4.1 die Gu¨ltigkeit von (4.27).
Folgerung 4.3 Unter den Voraussetzungen von Satz 4.1 und fu¨r beliebige, aber feste
Werte q ∈ (0, 1) und β0 ∈ (0, qβ) gilt die Abscha¨tzung
|D−uui − u′(xi−1/2)| ≤ C

1
ε
(
‖τ¯u‖∗,d + hi
ε
exp(−β0xi/ε)
)
+ ‖τ¯u‖∗,d + 1
hi
O(N−2)
fu¨r 1 ≤ i ≤ ι
1
hi
(‖τ¯u‖∗,d + 1) exp(−β0xι/ε) + ‖τ¯u‖∗,d + O(N−1)
fu¨r ι+ 1 ≤ i ≤ N.
Auf einem Shishkin–Typ–Gitter, das den Voraussetzungen von Folgerung 4.1 genu¨gt, folgt
daraus
|D−uui − u′(xi−1/2)| ≤
{
Cε−1N−1 max
t∈[0,1/2]
|ψ′(t)| fu¨r 1 ≤ i ≤ N/2
CN−1 fu¨r N/2 + 1 ≤ i ≤ N.
Beweis: Es ist D−uu = D−eu +D−uˆ und folglich
|D−uui − u′(xi−1/2)| ≤ |D−eu|+ |D−uˆi − u′(xi−1/2)|.
Fu¨r den ersten Summanden wurde die Abscha¨tzung bereits in (4.28a) und (4.28b) ange-
geben. Aus einer Taylor–Entwicklung mit Restglied erster Ordnung an der Stelle xi−1/2
folgt unter Benutzung von (1.7) und (2.24) fu¨r i = 1, . . . , ι die Ungleichung
|D−uˆi − u′(xi−1/2)| ≤
1
2
∫ xi
xi−1
[1 + ε−2 exp(−βs/ε)]ds ≤ C
[
hi +
hi
ε2
exp(−βxi/ε)
]
.
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Fu¨r i = ι+ 1, . . . , N ergibt sich unter Verwendung der Dreiecksungleichung in a¨hnlicher
Weise die Beziehung
|D−uˆi − u′(xi−1/2)| ≤ C
[
1
hi
exp(−βxi−1/ε) + ε−1 exp(−βxi−1/2/ε)
]
≤ C 1
hi
exp(−βxi−1/ε),
denn es gilt
hi
2ε
exp(−hi
2ε
) ≤ C. Ersetzen wir den Index i− 1 durch ι und β durch β0 < β,
so folgt die Behauptung.
Wie im Beweis der Folgerung 4.1 leiten wir daraus die Abscha¨tzung auf dem Shishkin–
Typ–Gitter ab.
4.3 Numerische Resultate
In diesem Abschnitt wollen wir unsere theoretischen Resultate anhand von numerischen
Experimenten illustrieren. Wir wenden das beschriebene Defektkorrekturverfahren auf
verschiedenen Shishkin–Typ–Gittern (vgl. Tabelle 2.1) zur Approximation der exakten
Lo¨sung u des Problems
−εu′′ − u′ + 2u = ex−1 in (0, 1), u(0) = u(1) = 0 (4.29)
an. In der folgenden Tabelle weist das Superskript ε von edc,εN darauf hin, daß der Fehler
u−udc sowohl von N als auch von ε abha¨ngt. Die ε–gleichma¨ßige Konvergenz wird durch
den Term
edcN := max
k=2,...,10
∥∥edc,10−kN ∥∥∞,d
veranschaulicht. Die Konvergenzraten werden mit Hilfe der Vorschrift
rdcN = log2
(
edcN
/
edc2N
)
berechnet.
Bei den numerischen Testrechnungen wurden die Parameter λ0 = 3 and β = 1 zur
Definition des U¨bergangspunktes verwendet.
Bemerkung 4.2 Die Ergebnisse der Testrechnungen auf einem Gitter, dessen gittercha-
rakterisierende Funktion ψ rational ist, deuten darauf hin, daß die Voraussetzung an ϕ in
Folgerung 4.1, eine nichtfallende erste Ableitung zu besitzen, notwendig fu¨r die Gu¨ltigkeit
der Konvergenzaussage ist.
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Vulanovic´s Gitter mit
Shishkin–Gitter Bakhvalov- verbessertes rationalem ψ
Shishkin–Gitter Shishkin–Gitter ` = 2
N edcN r
dc
N e
dc
N r
dc
N e
dc
N r
dc
N e
dc
N r
dc
N
16 5.326e-3 1.10 3.829e-3 1.75 4.587e-3 1.48 3.869e-3 0.70
32 2.493e-3 1.40 1.137e-3 1.86 1.648e-3 1.42 2.381e-3 0.50
64 9.432e-4 1.34 3.125e-4 1.93 6.145e-4 1.61 1.682e-3 0.72
128 3.718e-4 1.50 8.203e-5 1.96 2.015e-4 1.72 1.020e-3 0.82
256 1.317e-4 1.61 2.103e-5 1.98 6.131e-5 1.79 5.759e-4 0.88
512 4.323e-5 1.67 5.323e-6 1.99 1.776e-5 1.83 3.128e-4 0.92
1024 1.357e-5 1.72 1.339e-6 2.00 4.982e-6 1.87 1.653e-4 0.95
2048 4.133e-6 1.75 3.359e-7 2.00 1.367e-6 1.89 8.575e-5 0.96
4096 1.229e-6 — 8.416e-8 — 3.694e-7 — 4.400e-5 —
Tabelle 4.1: Numerische Experimente zur Defektkorrektur fu¨r das Zweipunkt–
Randwertproblem (4.29)
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Kapitel 5
Ein Defektkorrekturverfahren fu¨r
zweidimensionale Probleme
Wir wollen in diesem Kapitel Techniken zur Konvergenzanalysis eines Defektkor-
rekturverfahrens fu¨r Randwertaufgaben vom Typ (1.8) diskutieren. A¨hnlich wie im
vorangegangenen Kapitel betrachten wir den Defektkorrekturalgorithmus, der das
Upwind–Differenzenverfahren (2.50) und das zentrale Differenzenverfahren (2.70) kom-
biniert, auf Shishkin–Typ–Gittern. Wir werden anhand der numerischen Resultate eine
Hypothese zur Konvergenz des Verfahrens formulieren und die Anwendbarkeit der in
Kapitel 3 vorgestellten Techniken zu deren Beweis behandeln.
Fu¨r eine spezielle Problemklasse vom Typ (1.8) mit konstanten Konvektionskoeffizienten
b1 und b2 sowie verschwindendem Reaktionsterm (c = 0) ko¨nnen wir auf stu¨ckweise
a¨quidistanten Gittern mit Hilfe eines bereits in [36] benutzten Ansatzes Teilresultate
zum Nachweis der Konvergenz von fast zweiter Ordnung erzielen.
5.1 Beschreibung des Verfahrens
Es seien Ω¯Nx ⊂ [0, 1] und Ω¯Ny ⊂ [0, 1] zwei eindimensionale Shishkin–Typ–Gitter mit
jeweils N − 1 inneren Gitterpunkten, derselben gittererzeugenden Funktion ϕ und den
U¨bergangspunkten
λx :=
λ0,1ε
β1
lnN und λy :=
λ0,2ε
β2
lnN,
wobei λ0,ν > 0 (ν = 1, 2) Gitterparameter sind, die im folgenden genauer spezifiziert
werden. Zur Diskretisierung des Grundgebietes Ω verwenden wir das Tensorproduktgitter
Ω¯N = Ω¯Nx × Ω¯Ny .
Mit Hilfe der in (2.50) und (2.70) definierten Differenzenverfahren formulieren wir auf
dem Gitter Ω¯N den Defektkorrekturalgorithmus:
1. Berechne mit Hilfe von (2.50) eine Ausgangsapproximation uu mittels
Luuuij = fˆij fu¨r (xi, yj) ∈ ΩN , uuij = 0 fu¨r (xi, yj) ∈ ΓN .
2. Bestimme den Defekt gegenu¨ber dem zentralen Differenzenverfahren (2.70):
dij = fˆij − Lcuuij fu¨r (xi, yj) ∈ ΩN .
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3. Berechne den Korrekturterm k gema¨ß
Lukij = dij fu¨r (xi, yj) ∈ ΩN , kij = 0 fu¨r (xi, yj) ∈ ΓN
und ermittle die Approximation udc = uu + k.
Dieser Defektkorrekturalgorithmus kann auch in der Form
Lu uuij = fˆij in Ω¯
N \ ΓN , uuij = 0 auf ΓN
Lu udcij = (L
u − Lc)uuij + fˆij in Ω¯N \ ΓN , udcij = 0 auf ΓN .
(5.1)
geschrieben werden.
5.1.1 Numerische Resultate
Bevor wir die bekannten Methoden zur Konvergenzanalysis von Defektkorrekturverfah-
ren und die Schwierigkeiten bei deren Anwendung auf den Algorithmus (5.1) erla¨utern,
wollen wir die Vermutung, daß Konvergenz von fast zweiter Ordnung, gleichma¨ßig im
Sto¨rungsparameter ε, vorliegt, anhand von numerischen Testrechnungen untermauern.
Wir betrachten zuerst das Beispielproblem
−ε∆u(x, y)− ∂u
∂x
(x, y)− ∂u
∂y
(x, y) = f(x, y) fu¨r (x, y) ∈ Ω = (0, 1)2, (5.2a)
u = 0 auf Γ = ∂Ω, (5.2b)
dessen rechte Seite f so gewa¨hlt ist, daß die Funktion
u(x, y) = cos
(pi
2
x
)
(1− exp
(
−x
ε
)
) · (1− y)2(1− exp
(
−y
ε
)
) (5.2c)
die gestellte Randwertaufgabe lo¨st.
Wir wenden den Defektkorrekturalgorithmus (5.1) auf verschiedenen Shishkin–Typ–
Gittern auf das Problem (5.2) an und geben in Tabelle 5.1 fu¨r N = 2n, n = 2, . . . , 9
die Fehler
edcN = max
k=2,...,8
‖edc,10−kN ‖∞,d
und die Konvergenzraten
rdcN = log2
(
edcN
/
edc2N
)
an, wobei edc,εN den Verfahrensfehler uˆ − udc auf einem Gitter Ω¯N mit (N + 1)2 Git-
terpunkten, berechnet fu¨r den Sto¨rungsparameter ε, bezeichnet. Als Gitterparameter
wa¨hlen wir λ0,1 = λ0,2 = 3.
Weiterhin betrachten wir das Beispielproblem
−ε∆u(x, y)− (2− x2)∂u
∂x
(x, y)− (3− y)∂u
∂y
(x, y) = sin
(
(1− x2)(1− y)) (5.3a)
fu¨r (x, y) ∈ Ω = (0, 1)2 mit den Randbedingungen
u = 0 auf Γ = ∂Ω. (5.3b)
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Vulanovic´s
Bakhvalov–Gitter Bakhvalov– Shishkin–Gitter verbessertes
Shishkin–Gitter Shishkin–Gitter
N edcN r
dc
N e
dc
N r
dc
N e
dc
N r
dc
N e
dc
N r
dc
N
4 7.9299e-01 1.19 5.1357e-01 1.06 5.1332e-01 0.77 5.0693e-01 1.07
8 3.4699e-01 1.80 2.4670e-01 1.43 3.0164e-01 1.03 2.4200e-01 1.02
16 9.9819e-02 1.88 9.1585e-02 1.77 1.4781e-01 0.93 1.1944e-01 1.25
32 2.7145e-02 1.87 2.6797e-02 1.85 7.7697e-02 1.17 5.0292e-02 1.38
64 7.4321e-03 1.92 7.4223e-03 1.92 3.4570e-02 1.31 1.9351e-02 1.52
128 1.9608e-03 1.96 1.9606e-03 1.96 1.3913e-02 1.45 6.7635e-03 1.64
256 5.0494e-04 1.98 5.0490e-04 1.98 5.0966e-03 1.55 2.1717e-03 1.74
512 1.2815e-04 — 1.2807e-04 — 1.7453e-03 — 6.5197e-04 —
Tabelle 5.1: Berechnete Verfahrensfehler und Konvergenzraten fu¨r das Testproblem (5.2)
Die exakte Lo¨sung u von (5.3) ist uns nicht bekannt. Deshalb ermitteln wir eine Na¨herung
fu¨r den Verfahrensfehler nach dem Zwei–Gitter–Prinzip. Zu vorgegebenen Werten ε und
N betrachten wir die Differenz
e˜dc,εN := u
dc,ε
N − udc,ε2N
zwischen der ermittelten Approximation auf einem Gitter mit (N + 1)2 Gitterpunkten
und auf einem durch Bisektion daraus hervorgegangenen Gitter mit (2N + 1)2 Punkten.
In Tabelle 5.2 wird die ε–gleichma¨ßige Konvergenz des Defektkorrekturalgorithmus (5.1)
angewendet auf das Problem (5.3) durch die Fehler
e˜dcN = max
k=2,...,8
‖e˜dc,10−kN ‖∞,d
und die Konvergenzraten
r˜dcN = log2
(
e˜dcN
/
e˜dc2N
)
veranschaulicht. Fu¨r die betrachteten Shishkin–Typ–Gitter wa¨hlen wir die Gitterpara-
meter λ0,1 = λ0,2 = 2.
Weitere numerische Tests des Defektkorrekturverfahrens (5.1) fu¨r zweidimensionale kon-
vektionsdominierte Konvektions–Diffusions–Gleichungen auf Shishkin–Gittern findet man
in [78, Kapitel 2] und [67].
Vulanovic´s
Bakhvalov–Gitter Bakhvalov– Shishkin–Gitter verbessertes
Shishkin–Gitter Shishkin–Gitter
N e˜dcN r˜
dc
N e˜
dc
N r˜
dc
N e˜
dc
N r˜
dc
N e˜
dc
N r˜
dc
N
4 7.9199e-02 1.14 2.2252e-02 0.45 2.1763e-02 0.66 2.5369e-02 0.73
8 3.5860e-02 1.75 1.6287e-02 1.07 1.3768e-02 1.07 1.5245e-02 1.29
16 1.0637e-02 1.96 7.7363e-03 1.54 6.5782e-03 1.22 6.2192e-03 1.45
32 2.7251e-03 1.94 2.6677e-03 1.80 2.8195e-03 1.28 2.2692e-03 1.53
64 7.1168e-04 1.94 7.6687e-04 1.95 1.1628e-03 1.42 7.8406e-04 1.66
128 1.8516e-04 1.98 1.9871e-04 2.01 4.3435e-04 1.54 2.4833e-04 1.76
256 4.7028e-05 — 4.9413e-05 — 1.4961e-04 — 7.3243e-05 —
Tabelle 5.2: Nach dem Zwei–Gitter–Prinzip ermittelte Konvergenzraten und Fehler zum
Problem (5.3)
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Bemerkung 5.1 Numerische Tests indizieren, daß die Glattheit der Lo¨sung tatsa¨chlich
einen Einfluß auf die Konvergenz des Defektkorrekturverfahrens (5.1) ausu¨bt. Erfu¨llt
die rechte Seite des Randwertproblems die Kompatibilita¨tsbedingungen (1.9) auf dem
Abschluß des Einstro¨mrandes nicht, so beobachtet man nur Konvergenz erster Ordnung
(vgl. Beispiel 2 in [78, Kapitel 2]).
Auf Shishkin–Typ–Gittern, deren gittererzeugende Funktion ϕ nicht der Voraussetzung
von Lemma 2.3 genu¨gt, z. B. auf solchen mit einer rationalen Funktion ψ, beobachtet
man – wie im eindimensionalen Fall – nur Konvergenz von (fast) erster Ordnung. 2
5.1.2 Konvergenzhypothese
Die in Abschnitt 5.1.1 vorgestellten numerischen Resultate geben Anlaß zu der folgenden
Vermutung u¨ber die Konvergenzordnung des Defektkorrekturverfahrens (5.1):
Hypothese 5.1 Das Defektkorrekturverfahren (5.1), angewendet auf ein Problem vom
Typ (1.8) mit hinreichend glatten Daten b, c und f , konvergiert auf einem Shishkin–Typ–
Gitter, dessen gittererzeugende Funktion ϕ den Voraussetzungen (2.10) und (2.11) genu¨gt
und eine nichtfallende erste Ableitung besitzt, von der Ordnung O(N−2 max
t∈[0,1/2]
|ψ′(t)|2),
gleichma¨ßig im Sto¨rungsparameter ε.
Im folgenden Abschnitt wollen wir die Schwierigkeiten bei der Anwendung der in Kapitel
3 vorgestellten Techniken zum Beweis der Hypothese 5.1 ero¨rtern. In Abschnitt 5.3 sollen
schließlich unter strengeren Voraussetzungen einige Aussagen u¨ber die Konvergenz des
Verfahrens (5.1) fu¨r die Grenzschichtanteile und den glatten Anteil der Lo¨sung u bewiesen
werden.
5.2 Diskussion von Techniken zur Konvergenzanalysis
Ausgangspunkt der Konvergenzanalysis des Defektkorrekturverfahrens (5.1) ist die
Abscha¨tzung des Konsistenzfehlers τdc := Lu(u − udc). Aus Gleichung (3.6) folgt die
Darstellung
τdc = (Lu − Lc )(uˆ− uu) +
(
L̂u− Lcuˆ
)
, (5.4)
die oft zur Untersuchung des Konsistenzfehlers des Verfahrens herangezogen wird. Wie
bereits in Abschnitt 3.2 erla¨utert, besteht die wesentliche Schwierigkeit bei der Analyse
von Defektkorrekturalgorithmen auf der Basis von Finite–Differenzen–Verfahren in der
Behandlung des relativen Konsistenzfehlers
τ rel := (Lu − Lc)(uˆ− uu)
= −b1,ijhx,i
2~x,i
(
D+x (uˆ− uu)ij −D−x (uˆ− uu)ij
)
−b2,ijhy,j
2~y,j
(
D+y (uˆ− uu)ij −D−y (uˆ− uu)ij
)
. (5.5)
Wir wollen im folgenden – wie bereits in Kapitel 4 – die Bezeichnungen eu = uˆ − uu
fu¨r den Fehler des Upwind–Verfahrens und edc = uˆ − udc fu¨r den Verfahrensfehler des
Defektkorrekturalgorithmus (5.1) verwenden.
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5.2.1 Das Konzept korrespondierender Normen
In Kapitel 4 wurde das Konzept korrespondierender Normen erfolgreich benutzt, um
fu¨r das in Abschnitt 4.1 definierte Defektkorrekturverfahren Konvergenz von (fast) zwei-
ter Ordnung auf Shishkin–Typ–Gittern nachzuweisen. Die entscheidende Grundlage des
Beweises bildete die Stabilita¨tsaussage aus Satz 2.4 fu¨r das eindimensionale Upwind–
Verfahren (2.15). Aufbauend auf dieser Aussage wird die Beschra¨nktheit der Differenzen-
quotienten erster Ordnung des Upwind–Fehlers bewiesen (vgl. Satz 4.1).
Aus Abschnitt 2.4.1 wissen wir, daß die sta¨rkste derzeit bekannte Stabilita¨tsaussage fu¨r
das zweidimensionale Upwind–Verfahren (2.50) die in Satz 2.12 konstatierte anisotrope
Stabilita¨t ist. Gema¨ß Definition (vgl. Satz 2.12) werden zur Berechnung der anisotropen
Normen ‖ · ‖1⊗∞,d bzw. ‖ · ‖∞⊗1,d zuna¨chst linienweise Maxima u¨ber die Betra¨ge der
lokalen Fehler gebildet. Bei der anschließenden Anwendung der diskreten L1–Norm in
der verbleibenden Richtung ko¨nnen deshalb – anders als bei der Verwendung der Norm
‖ · ‖∗,d in Kapitel 4 – keine Summationseffekte auftreten, die die Ordnung der in (5.5)
enthaltenen Differenzenquotienten reduzieren.
Wir beno¨tigen folglich explizite Abscha¨tzungen fu¨r Terme der Art
hx,i|δ2xeuij | bzw. hy,j |δ2yeuij | (5.6)
von im allgemeinen zweiter Ordnung. (Gema¨ß Bemerkung 2.19 darf die Ordnung entlang
einer festen Anzahl von Ausnahmelinien um Eins reduziert sein.) Techniken, um eine
derartige Abscha¨tzung nachzuweisen, sind uns bislang nicht bekannt1.
5.2.2 Asymptotische Fehlerentwicklung
Zwei wesentliche Schwierigkeiten bei der Konstruktion einer asymptotischen Fehlerent-
wicklung fu¨r die Upwind–Diskretisierung singula¨r gesto¨rter Randwertaufgaben sind in Be-
merkung 3.3 herausgearbeitet worden: die Verwendung hochgradig nichtuniformer Gitter
und die ε–Abha¨ngigkeit der Koeffizienten µk der Entwicklung.
Bemerkung 5.2 Linß konstruiert in [62] auf der Grundlage der in Satz 2.4 beschriebe-
nen starken Stabilita¨t des eindimensionalen Upwind–Verfahrens mit a¨hnlichen Techniken,
wie sie in Kapitel 4 verwendet werden, eine asymptotische Fehlerentwicklung mit der Ei-
genschaft2
‖uˆ− uu − Ψˆ ‖∞,d ≤
(
max
i=1,...,N
∫ xi
xi−1
[1 + ε−1 exp(−βξ/(2ε))]dξ
)2
.
Er zeigt unter anderem, daß die konstruierte Funktion Ψ stetig ist und ihre stu¨ckweise
definierte Ableitung fu¨r alle x ∈ [0, 1] \ Ω¯N der Abscha¨tzung
|Ψ′(x)| ≤ C
(
1 + ε−1 exp(−βx/ε)
)
genu¨gt. Wiederum auf der Grundlage des Satzes 2.4 leitet Linß aus dieser asymptotischen
Entwicklung erster Ordnung die Aussage des Theorems 4.1 ab. 2
1Bei Verwendung der Normen ‖ · ‖1⊗∞,d bzw. ‖ · ‖∞⊗1,d erwiesen sich selbst zu den im Satz 4.1
angegebenen Schranken vergleichbare Abscha¨tzung der Differenzenquotienten erster Ordnung im zweidi-
mensionalen Fall nicht als ausreichend. Dies liegt wiederum daran, daß bei der Berechnung der anisotropen
Normen die Bildung des Maximums der Betra¨ge eine Ordnungsreduktion der Differenzenquotienten bei
Summation verhindert.
2Man vergleiche z.B. Lemma 2.1 zur Interpretation der rechten Seite dieser Ungleichung auf Shishkin–
Typ–Gittern.
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Da uns eine Aussage wie Satz 2.4 fu¨r das zweidimensionale Upwind–Verfahren (2.50) nicht
zur Verfu¨gung steht, mu¨ssen die in Bemerkung 5.2 zitierten Ergebnisse bei den nachste-
henden Betrachtungen unberu¨cksichtigt bleiben. Wir wollen im folgenden die ε–Abha¨ngig-
keit der Koeffizienten µk einer nach dem in Abschnitt 3.2.1 vorgestellten Prinzip konstru-
ierten asymptotischen Entwicklung des Upwind–Verfahrensfehlers genauer erla¨utern. Der
Einfachheit halber legen wir unseren Betrachtungen ein uniformes Gitter ΩNu mit Schritt-
weiten hx = hy = h zugrunde.
Wie in Abschnitt 3.2.1 beschrieben, ergibt sich die Koeffizientenfunktion µ1 : Ω → R in
der asymptotischen Entwicklung
euij = hµ(xi, yj) + O(h
2) (5.7)
als Lo¨sung des (singula¨r gesto¨rten) Randwertproblems
Lµ1 = −b12
∂2u
∂x2
− b2
2
∂2u
∂y2
in Ω (5.8a)
µ1 = 0 auf Γ = ∂Ω. (5.8b)
Folglich weist µ1 eine exponentielle Grenzschicht bei x = 0 auf3 (vgl. Abschnitt 1.2.3).
Hinreichend glatte Daten des Problems (5.8) vorausgesetzt, genu¨gen die zweiten partiellen
Ableitungen von µ1 den Abscha¨tzungen
∂2µ1
∂x2
≤ C(1 + ε−2 exp(−β1x/ε)) und ∂2µ1
∂y2
≤ C(1 + ε−2 exp(−β2y/ε)).
Nun wollen wir die (formale) asymptotische Entwicklung (5.7) in die Gleichung (5.5)
einsetzen. Unter Verwendung der Gleichung (2.49d) erhalten wir eine Abscha¨tzung der
Art
|(Lu − Lc)euij | ≤ | −
b1,ijh
2
2
δ2xµ1(xi, yj)−
b2,ijh
2
2
δ2yµ1(xi, yj)|
+Ch(δ2x + δ
2
y)Rij
≤ Ch2
(∂2µ1
∂x2
+
1
h2
∫ xi+1
xi−1
∫ ξ
xi−1
∫ t
xi−1
∂3µ1
∂x3
(τ, yj)dτdtdξ
)
Ch2
(∂2µ1
∂y2
+
1
h2
∫ yj+1
yj−1
∫ ξ
yj−1
∫ t
yj−1
∂3µ1
∂y3
(xi, τ)dτdtdξ
)
+ O(h),
(5.9)
wobei gema¨ß (5.7) die Ungleichung |Rij | ∼ O(h2) gilt. Der letzte Summand in der Un-
gleichungskette (5.9) ergibt sich infolge der Anwendung der Dreiecksungleichung auf den
Term Ch(δ2x + δ
2
y)Rij .
Wir lesen aus (5.9) zuna¨chst ab, daß die Beschra¨nktheit der zweiten partiellen Ableitun-
gen von µ1, gleichma¨ßig in ε, eine entscheidende Rolle fu¨r den Nachweis von robuster
Konsistenz des Defektkorrekturverfahrens (5.1) spielt4. Ferner legt der – bei Verwendung
einer Norm, in die punktweise Maxima eingehen (L∞–, Lp–Norm) – verbleibende Term
der Ordnung O(h) nahe, die asymptotische Entwicklung (5.7) bis zur Ordnung 2 zu er-
weitern:
euij = hµ1(xi, yj) + h
2µ2(xi, yj) + O(h3).
3Dies ist auch dann der Fall, wenn wir – z. B. durch die Wahl geeigneter Randbedingungen – garantieren
ko¨nnen, daß die partiellen Ableitungen der Lo¨sung u des Ausgangsproblems bis zur zweiten Ordnung
gleichma¨ßig in ε beschra¨nkt sind.
4Lokal kann auf Shishkin–Typ–Gittern die Gitterschrittweite negative Potenzen von ε kompensieren.
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Der Koeffizient µ2 weist dabei bestenfalls dieselben Glattheitseigenschaften wie µ1 auf.
Die obigen Betrachtungen zusammenfassend ist uns nach gegenwa¨rtigem Erkenntnisstand
im zweidimensionalen Fall die Verwendung einer direkten asymptotischen Fehlerentwick-
lung wie (5.7) zur Abscha¨tzung des relativen Konsistenzfehlers (5.5) und schließlich zum
Nachweis der robusten Konvergenz von (fast) zweiter Ordnung fu¨r das Defektkorrektur-
verfahren (5.1) unklar.
5.2.3 Asymptotische Entwicklung des Konsistenzfehlers τu
In Anbetracht der in Abschnitt 5.2.2 beschriebenen Unklarheiten bei der Konstruk-
tion einer direkten asymptotischen Fehlerentwicklung fu¨r eu wurde in [36] (zuna¨chst
eindimensional) versucht, die bekannte asymptotische Entwicklung (2.55) des Konsi-
stenzfehlers τu zur Abscha¨tzung des relativen Konsistenzfehlers τ rel heranzuziehen. Die
Konvergenzanalysis fu¨r ein Defektkorrekturverfahren wie (5.1) in [78, Kapitel 2] beruht
auf demselben Ansatz. Die Grundidee ist folgende:
Wir setzen voraus, daß die Differenzenoperatoren Lu und Lu −Lc fu¨r die Gitterfunktion
eu im Gitterpunkt (xi, yj) kommutieren, d. h., es gilt die Gleichung
Lu(Lu − Lc)euij = (Lu − Lc)Lueuij . (5.10)
Wenden wir den ‖ · ‖∞,d –‖ · ‖∞,d –stabilen Upwind–Operator Lu im Punkt (xi, yj) auf
τ rel an und benutzen (5.10), dann ko¨nnen wir den Konsistenzfehler τu = Lueuij des
Upwind–Verfahrens durch seine exakte asymptotische Darstellung (2.55) ersetzen. Auf
die darin enthaltenen glatten Funktionen wenden wir den Differenzenoperator Lu − Lc
an. Die entstehenden Differenzenausdru¨cke glatter Funktionen sollen schließlich durch
Ausdru¨cke mit ho¨heren Ableitungen derselben repra¨sentiert werden.
In [78, Kapitel 2] wurde die Notwendigkeit der Kommutativita¨t von Lu und Lu − Lc
vo¨llig außer acht gelassen. In [36] wurde gezeigt, daß die Differenzenoperatoren Lu und
Lu − Lc genau dann in einem Gitterpunkt xi (i = 2, . . . , N − 2) kommutieren, wenn die
Schrittweiten der Bedingung
hi−1 = hi = hi+1 = hi+2
genu¨gen und die Koeffizienten des betrachteten Randwertproblems die Forderungen
b = const und c = 0 (5.11)
erfu¨llen (vgl. Lemma 5.1 der vorliegenden Arbeit). Um zumindest innerhalb der
a¨quidistanten Teilbereiche eines Shishkin–Gitters das oben beschriebene Beweisprinzip
anwenden zu ko¨nnen, wurde das im Defektkorrekturalgorithmus verwendete zentrale
Differenzenverfahren im U¨bergangspunkt des Shishkin–Gitters sowie in seinen Nach-
barpunkten und in Randna¨he durch das Upwind–Verfahren ersetzt. Zwar gleicht die
Verwendung der L∞–L1–Stabilita¨t des Upwind–Verfahrens den Konsistenzverlust dieses
modifizierten zentralen Differenzenverfahrens Lmc aus. Nicht beachtet wurde in [36] (und
der darauf aufbauenden Arbeit [35]) allerdings, daß der so definierte Operator Lmc nicht
mehr der Kommutativita¨tsbedingung (5.11) genu¨gt5.
5Infolge der Modifikation von Lc ist jeweils in den Nachbarpunkten der Ausnahmepunkte die Bedingung
(5.11) verletzt.
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Setzt man die Gu¨ltigkeit der Bedingung (5.11) und die Existenz einer geeigneten Shishkin–
Typ–Zerlegung
u = S + E1 + E2 + E12
(vgl. Voraussetzung 2 in Abschnitt 5.3) voraus, so kann man mit Hilfe der angegebe-
nen Idee dennoch folgende Aussagen u¨ber die Konvergenz des Defektkorrekturverfahrens
(5.1), angewandt auf ein Problem des Typs (1.8), beweisen:
• Die mittels (5.1) ermittelte Approximation Sdc des glatten Anteils S der exakten
Lo¨sung u konvergiert auf einem a¨quidistanten Gitter der Schrittweite H ∼ O(N−1)
gegen S. Es gilt die Ungleichung
‖Sˆ − Sdc‖∞,d ≤ CN−2.
• Die Approximation Edc1 des Grenzschichtanteils E1 von u konvergiert auf dem Ten-
sorprodukt ΩN1 = Ω
N
x,S ×ΩNy,u eines Shishkin–Gitters in x–Richtung und eines a¨qui-
distanten Gitters in y–Richtung gegen E1. Es gilt die Abscha¨tzung
‖Eˆ1 − Edc1 ‖∞,d ≤ CN−2(lnN)2.
• Symmetrisch zur eben beschriebenen Situation konvergiert die Approximation Edc2
des Grenzschichtanteils E2 von u auf einem Gitter ΩN2 = Ω
N
x,u × ΩNy,S , das sich
als Tensorprodukt eines uniformen Gitters ΩNx,u in x–Richtung und eines Shishkin–
Gitters ΩNy,S ergibt, gegen E2, und es gilt
‖Eˆ2 − Edc2 ‖∞,d ≤ CN−2(lnN)2.
• Fu¨r den Eckgrenzschichtanteil E12 und seine Approximationen Edc12 gilt auf einem
stu¨ckweise a¨quidistanten Shishkin–Gitter die Abscha¨tzung
‖Eˆ12 − Edc12‖∞,d ≤ CN−2(lnN)2.
Dem Beweis dieser Aussagen ist der folgende Abschnitt gewidmet. Die Abbildung 5.2 auf
Seite 112 veranschaulicht die verwendeten Gitter fu¨r N = 8.
5.3 Teilresultate zur Konvergenzanalysis
5.3.1 Voraussetzungen
Wir beschra¨nken unsere Untersuchungen des Defektkorrekturverfahrens (5.1) auf das
zweidimensionale Konvektions–Diffusions–Problem
Lu = −ε∆u− b · ∇u = f in Ω = (0, 1)2 (5.12a)
u = 0 auf Γ = ∂Ω, (5.12b)
das folgenden Voraussetzungen genu¨ge:
Voraussetzung 1: Der Konvektionskoeffizient b = (b1 b2)T sei konstant und positiv.
Voraussetzung 2: Die Lo¨sung u von (5.12) gestatte eine Shishkin–Typ–Zerlegung6
u = S + E1 + E2 + E12.
6vgl. Satz 1.7 und die Bemerkungen 1.10 und 1.11
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Dabei sollen fu¨r alle (x, y) ∈ Ω¯ die Beziehungen∣∣∣∣ ∂i+jS∂xi∂yj (x, y)
∣∣∣∣ ≤ C fu¨r i+ j ≤ 4, (5.13a)∣∣∣∣∂i+jE1∂xi∂yj (x, y)
∣∣∣∣ ≤ Cε−i exp(−β1x/ε) fu¨r i+ j ≤ 6, (5.13b)∣∣∣∣∂i+jE2∂xi∂yj (x, y)
∣∣∣∣ ≤ Cε−j exp(−β2y/ε) fu¨r i+ j ≤ 6 und (5.13c)∣∣∣∣∂i+jE12∂xi∂yj (x, y)
∣∣∣∣ ≤ Cε−(i+j) exp(−β1x/ε) exp(−β2y/ε) fu¨r i+ j ≤ 6, (5.13d)
sowie
|LE1(x, y)| ≤ Cεe−β1x/ε, (5.13e)
|LE2(x, y)| ≤ Cεe−β2y/ε und (5.13f)
|LE12(x, y)| ≤ Cεe−(β1x+β2y)/ε (5.13g)
gelten.
Zur Diskretisierung des Grundgebietes Ω wollen wir das Tensorprodukt der stu¨ckweise
a¨quidistanten Shishkin–Gitter ΩNx,S und Ω
N
y,S mit jeweils N − 1 inneren Gitterpunkten
verwenden und stellen die schwache
Voraussetzung 3: Es gelte ε < CN−1.
Wir definieren die U¨bergangspunkte
λS,x :=
λ0,1ε
β1
lnN und λS,y :=
λ0,2ε
β2
lnN
und teilen das Grundgebiet Ω in die Teilgebiete
Ω11 = [0, λS,x]× [0, λS,y], Ω21 = [λS,x, 1]× [0, λS,y],
Ω22 = [λS,x, 1]× [λS,y, 1] und Ω12 = [0, λS,x]× [λS,y, 1].
auf (vgl. Abbildung 5.1). Das Shishkin–Gitter Ω¯NS umfaßt nun fu¨r i, j = 0, . . . , N alle
Punkte (xi, yj) ∈ Ω¯ mit
xi =
{
2iλS,xN−1 fu¨r i = 0, . . . , N/2
λS,x + 2(N − i)(1− λS,x)N−1 fu¨r i = N/2 + 1, . . . , N
und
yj =
{
2jλS,yN−1 fu¨r j = 0, . . . , N/2
λS,y + 2(N − j)(1− λS,y)N−1 fu¨r j = N/2 + 1, . . . , N
Die Gitterschrittweiten sind hx,i := xi − xi−1 und hy,j := yj − yj−1. Da die Shishkin–
Gitter ΩNx,S und Ω
N
y,S stu¨ckweise a¨quidistant sind, wa¨hlen wir fu¨r i, j = 1, . . . , N/2 die
Kurznotation hx := hx,i bzw. hy := hy,j und Hx := hx,i+N/2 bzw. Hy := hy,j+N/2. Es
gelten die Beziehungen
Hx = 2(1− λS,x)/N, hx = 2λS,x/N ≤ CεN−1 lnN, (5.14a)
Hy = 2(1− λS,y)/N, hy = 2λS,y/N ≤ CεN−1 lnN. (5.14b)
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Ω11
Ω12
Ω21
Ω22
λS,y
λS,x (0, 0)
λS,y
(0, 1)
λS,x (1, 0)
Abbildung 5.1: Die Aufteilung des Gebietes Ω (Bild links) und das Shishkin–Gitter ΩNS
fu¨r N = 20 (Bild rechts).
Damit die Grenzschichtanteile der exakten Lo¨sung u von (5.12) außerhalb ihrer jeweiligen
Einflußgebiete bereits klein von der im Beweis der Sa¨tze 5.2, 5.3 bzw. 5.4 beno¨tigten
Ordnung O(N−3) sind, treffen wir
Voraussetzung 4: Fu¨r ν = 1, 2 gelte λ0,ν ≥ 3.
Auf dem Shishkin–Gitter ΩNS ko¨nnen wir nur fu¨r die Eckgrenzschicht E12 und ihre Ap-
proximation Edc12 ein Konvergenzresultat beweisen. Fu¨r alle anderen Lo¨sungsanteile wer-
den wir formal geeignete Tensorproduktgitter mit Shishkin–Gitter–Struktur in Grenz-
schichtrichtung konstruieren (vgl. Abbildung 5.2) und die Konvergenz der (formal) dar-
auf gewonnenen Approximationen gegen den entsprechenden Lo¨sungsanteil zeigen. Diese
Einschra¨nkungen sind unserer mangelhaften Beweistechnik geschuldet. Fu¨r praktische
Rechnungen wa¨re die Verwendung derartiger Gitter nur dann sinnvoll, wenn wir die defi-
nierenden Gleichungen fu¨r S, E1 und E2 mit Lo¨sungen von der beno¨tigten Gla¨tte explizit
angeben – und somit einzeln numerisch behandeln – ko¨nnten.
Bemerkung 5.3 Die explizite Konstruktion einer Shishkin–Typ–Zerlegung wird in [90]
fu¨r Probleme mit parabolischen Grenzschichten behandelt. Die dort nachgewiesene Gla¨tte
bzw. Beschra¨nktheit der Lo¨sungsanteile im Sinne der Ungleichungen (5.13b)–(5.13d)
genu¨gt nicht den in der vorliegenden Arbeit beno¨tigten Voraussetzungen. Mit relativ
hohem technischen Aufwand lassen sich nach dem in [90] verwendeten Prinzip mo¨gli-
cherweise auch explizite Vorschriften zur Berechnung von Lo¨sungsanteilen herleiten, die
strengeren Glattheitsforderungen genu¨gen. 2
5.3.2 Der Kommutant von Lu und Lu − Lc und andere Hilfsmittel
In Analogie zur Shishkin–Typ–Zerlegung (5.13) fu¨r die exakte Lo¨sung u von (5.12) zer-
legen wir die Upwind–Approximation uu aus (2.50) wie in Gleichung (2.57) angegeben.
Aufgrund der Linearita¨t des Defektkorrekturverfahrens existiert weiterhin eine Aufspal-
tung
udc = Sdc + Edc1 + E
dc
2 + E
dc
12 (5.15a)
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der korrigierten Approximation udc aus (5.1). Die Summanden Sdc, Edc1 , E
dc
2 und E
dc
12
ergeben sich als Lo¨sungen der Gleichungen
Lu Sdcij = (L
u − Lc)Suij + L̂Sij fu¨r (xi, yj) ∈ ΩN ,
Sdcij = S(xi, yj) fu¨r (xi, yj) ∈ ΓN und (5.15b)
LuEdcν,ij = (L
u − Lc)Euν,ij + L̂Eνij fu¨r (xi, yj) ∈ ΩN ,
Edcν,ij = Eν(xi, yj) fu¨r (xi, yj) ∈ ΓN , (ν = 1, 2, 12). (5.15c)
Die Voraussetzung 2 und die Darstellung (5.15a) erlauben uns folgende Aufspaltung des
Verfahrensfehlers:
|uˆ− udc| ≤ |Sˆ − Sdc|+ |Eˆ1 − Edc1 |+ |Eˆ2 − Edc2 |+ |Eˆ12 − Edc12|. (5.16)
Fu¨r die Summanden der rechten Seite von (5.16) werden wir im folgenden unter Ausnut-
zung ihrer spezifischen Eigenschaften im Rahmen der Gu¨ltigkeit des Beweisprinzips aus
Abschnitt 5.2.3 Oberschranken von (fast) zweiter Ordnung nachweisen.
Bemerkung 5.4 Wir verwenden in (5.15) die allgemeine Bezeichnung ΩN fu¨r das Gitter,
da wir formal bei der folgenden Konvergenzanalysis vier verschiedene Diskretisierungen
auf unterschiedlichen Gittern betrachten. Jeweils nur fu¨r einen Anteil der erhaltenen
Approximation udc ko¨nnen wir auf dem aktuellen Gitter Konvergenz nachweisen. 2
Ausgangspunkt der Konvergenzanalysis fu¨r die Fehleranteile des Defektkorrekturverfah-
rens (5.1) ist die Abscha¨tzung des Konsistenzfehlers τdc = Lu(u − udc). Aus Gleichung
(3.6) folgt die Darstellung (5.4), die wir meist zur Analyse des Konsistenzfehlers heran-
ziehen werden.
Gema¨ß den Voraussetzungen 2 und 4 sind die Grenzschichtfunktionen E1, E2 und E12 auf
Teilen der zugeho¨rigen Gitter durch CN−λ0,ν (ν = 1, 2) nach oben beschra¨nkt . In diesen
Fa¨llen werden wir
τdc := Lu (uˆ− udc)
unmittelbar mit Hilfe der Dreiecksungleichung abscha¨tzen.
Der Kommutant von Lu und Lu − Lc
Fu¨r die Differenzenoperatoren Lu, definiert in (2.50), und Lu − Lc , definiert in (5.5),
beweisen wir auf einem beliebigen Gitter ΩNb = {(xi, yj) ∈ Ω, i, j = 1, . . . , N − 1} und fu¨r
variable, positive Koeffizienten b1 und b2 (wie in (1.8)) folgende Kommutativita¨tsaussage:
Lemma 5.1 Fu¨r eine beliebige Gitterfunktion g gilt im Gitterpunkt (xi, yj) ∈ ΩNb
Lu(Lu − Lc)gij = (Lu − Lc)Lugij
genau dann, wenn die Bedingungen
(a) hx,i+2 = hx,i+1 = hx,i = hx,i−1 und
hy,j+2 = hy,j+1 = hy,j = hy,j−1
sowie
(b) D+x b1,ij = D
−
x b1,ij = D
+
y b1,ij = D
−
y b1,ij = 0 und
D+x b2,ij = D
−
x b2,ij = D
+
y b2,ij = D
−
y b2,ij = 0
erfu¨llt sind.
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Vorbereitend zum Beweis von Lemma 5.1 tragen wir einige Aussagen zur Arithmetik von
Differenzenoperatoren zusammen:
Lemma 5.2 Es seien v und w Gitterfunktionen u¨ber einem beliebigen Rechteckgitter.
Dann gelten die Gleichungen
(i) D+x (vijwij) = wi+1,jD
+
x vij + vijD
+
x wij und
D+y (vijwij) = wi,j+1D
+
y vij + vijD
+
y wij ,
(ii) D−x (vijwij) = wi−1,jD
−
x vij + vijD
−
x wij und
D−y (vijwij) = wi,j−1D
−
y vij + vijD
−
y wij ,
(iii) hx,i+1D+xD
−
x wij = hx,iD
−
xD
+
x wij und
hy,j+1D
+
y D
−
y wij = hy,jD
−
y D
+
y wij
sowie
(iv) D+xD
−
y wij = D
−
y D
+
x wij und D
+
xD
+
y wij = D
+
y D
+
x wij .
Beweis. Wir zeigen exemplarisch die Gu¨ltigkeit der jeweils ersten Beziehung:
(i) D+x (vijwij) = h
−1
x,i+1(vi+1,jwi+1,j−vijwi+1,j + vijwi+1,j − vijwij)
= wi+1,jD+x vij + vijD
+
x wij ,
(ii) D−x (vijwij) = h
−1
x,i (vijwij−vijwi−1,j + vijwi−1,j − vi−1,jwi−1,j)
= wi−1,jD−x vij + vijD
−
x wij ,
(iii) D+xD
−
x wij = h
−1
x,i+1(D
−
x wi+1,j −D−x wij) = h−1x,i+1(D+x wij −D+x wi−1,j)
= h−1x,i+1hx,iD
−
xD
+
x wij
und schließlich
(iv) D+xD
−
y wij = h
−1
x,i+1h
−1
y,j(wi+1,j − wi+1,j−1 − wij + wi,j−1)
= h−1x,i+1h
−1
y,j(wi+1,j − wij − wi+1,j−1 + wi,j−1) = D−y D+x wij .
Die verbleibenden Aussagen werden in gleicher Weise bewiesen.
Beweis von Lemma 5.1: Wir benutzen Lemma 5.2, um den Term Lu(Lu − Lc)gij
umzuformen und erhalten die Gleichungskette
Lu(Lu − Lc)gij =
ε
~x,i
(D+x −D−x )
(
b1,ijhx,i
2~x,i
(D+x gij −D−x gij) +
b2,ijhy,j
2~y,j
(D+y gij −D−y gij)
)
+
ε
~y,j
(D+y −D−y )
(
b1,ijhx,i
2~x,i
(D+x gij −D−x gij) +
b2,ijhy,j
2~y,j
(D+y gij −D−y gij)
)
+
b1,ijD
+
x
(
b1,ijhx,i
2~x,i
(D+x gij −D−x gij) +
b2,ijhy,j
2~y,j
(D+y gij −D−y gij)
)
+
b2,ijD
+
y
(
b1,ijhx,i
2~x,i
(D+x gij −D−x gij) +
b2,ijhy,j
2~y,j
(D+y gij −D−y gij)
)
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=
ε
~x,i
{
D+x (
b1,ijhx,i
2~x,i
)(D+x gi+1,j −D−x gi+1,j) +
b1,ijhx,i
2~x,i
(D+xD
+
x gij −D+xD−x gij)−
D−x (
b1,ijhx,i
2~x,i
)(D+x gi−1,j −D−x gi−1,j)−
b1,ijhx,i
2~x,i
(D−xD
+
x gij −D−xD−x gij)+
D+x (
b2,ijhy,j
2~y,j
)(D+y gi+1,j −D−y gi+1,j) +
b2,ijhy,j
2~y,j
(D+xD
+
y gij −D+xD−y gij)−
D−x (
b2,ijhy,j
2~y,j
)(D+y gi−1,j −D−y gi−1,j)−
b2,ijhy,j
2~y,j
(D−xD
+
y gij −D−xD−y gij)
}
+
ε
~y,j
{
D+y (
b1,ijhx,i
2~x,i
)(D+x gi,j+1 −D−x gi,j+1) +
b1,ijhx,i
2~x,i
(D+y D
+
x gij −D+y D−x gij)−
D−y (
b1,ijhx,i
2~x,i
)(D+x gi,j−1 −D−x gi,j−1)−
b1,ijhx,i
2~x,i
(D−y D
+
x gij −D−y D−x gij)+
D+y (
b2,ijhy,j
2~y,j
)(D+y gi,j+1 −D−y gi,j+1) +
b2,ijhy,j
2~y,j
(D+y D
+
y gij −D+y D−y gij)−
D−y (
b2,ijhy,j
2~y,j
)(D+y gi,j−1 −D−y gi,j−1)−
b2,ijhy,j
2~y,j
(D−y D
+
y gij −D−y D−y gij)
}
+
b1,ij
{
D+x (
b1,ijhx,i
2~x,i
)(D+x gi+1,j −D−x gi+1,j) +
b1,ijhx,i
2~x,i
(D+xD
+
x gij −D+xD−x gij)+
D+x (
b2,ijhy,j
2~y,j
)(D+y gi+1,j −D−y gi+1,j) +
b2,ijhy,j
2~y,j
(D+xD
+
y gij −D+xD−y gij)
}
+
b2,ij
{
D+y (
b1,ijhx,i
2~x,i
)(D+x gi,j+1 −D−x gi,j+1) +
b1,ijhx,i
2~x,i
(D+y D
+
x gij −D+y D−x gij)+
D+y (
b2,ijhy,j
2~y,j
)(D+y gi,j+1 −D−y gi,j+1) +
b2,ijhy,j
2~y,j
(D+y D
+
y gij −D+y D−y gij)
}
. (5.17)
In derselben Weise behandeln wir (Lu − Lc)Lugij . Es gilt
(Lu − Lc)Lugij =
b1,ijhx,i
2~x,i
(D+x −D−x )
{
ε
~x,i
(D+x gij −D−x gij) +
ε
~y,j
(D+y gij −D−y gij)
}
+
b2,ijhy,j
2~y,j
(D+y −D−y )
{
ε
~x,i
(D+x gij −D−x gij) +
ε
~y,j
(D+y gij −D−y gij)
}
=
b1,ijhx,i
2~x,i
{
D+x (
ε
~x,i
)(D+x gi+1,j −D−x gi+1,j) +
ε
~x,i
(D+xD
+
x gij −D+xD−x gij)−
D−x (
ε
~x,i
)(D+x gi−1,j −D−x gi−1,j) +
ε
~x,i
(D−xD
+
x gij −D−xD−x gij)+
ε
~y,j
(D+xD
+
y gij −D+xD−y gij −D−xD+y gij +D−xD−y gij)
}
+
b2,ijhy,j
2~y,j
{
ε
~x,i
(D+y D
+
x gij −D+y D−x gij −D−y D+x gij +D−y D−x gij)−
D+y (
ε
~y,j
)(D+y gi,j+1 −D−y gi,j+1) +
ε
~y,j
(D+y D
+
y gij −D+y D−y gij)+
D−x (
ε
~y,j
)(D+y gi,j−1 −D−y gi,j−1) +
ε
~y,j
(D−y D
+
y gij −D−y D−y gij)
}
+
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b1,ijhx,i
2~x,i
{
D+x (b1,ij)D
+
x gi+1,j + b1,ijD
+
xD
+
x gij +D
+
x (b2,ij)D
+
y gi+1,j + b2,ijD
+
xD
+
y gij−
D−x (b1,ij)D
+
x gi−1,j − b1,ijD−xD+x gij −D−x (b2,ij)D+y gi−1,j − b2,ijD−xD+y gij
}
+
b2,ijhy,j
2~y,j
{
D+y (b1,ij)D
+
y gi,j+1 + b1,ijD
+
y D
+
x gij +D
+
y (b2,ij)D
+
y gi,j+1 + b2,ijD
+
y D
+
y gij−
D−y (b1,ij)D
+
x gi,j−1 − b1,ijD−y D+x gij −D−y (b2,ij)D+y gi,j−1 − b2,ijD−y D+y gij
}
. (5.18)
Aus (5.17) und (5.18) ergibt sich nach geeigneter Zusammenfassung passender Terme
folgende Darstellung des Kommutanten:
Lu(Lu − Lc)gij − (Lu − Lc)Lugij =(
ε
~x,i
D+x (
b1,ijhx,i
2~x,i
)− εb1,ijhx,i
2~x,i
D+x (
1
~x,i
)
)
(D+x gi+1,j −D−x gi+1,j)−(
ε
~x,i
D−x (
b1,ijhx,i
2~x,i
)− εb1,ijhx,i
2~x,i
D−x (
1
~x,i
)
)
(D+x gi−1,j −D−x gi−1,j) +(
ε
~y,j
D+y (
b2,ijhy,j
2~y,j
)− εb2,ijhy,j
2~y,j
D+y (
1
~y,j
)
)
(D+y gi,j+1 −D−y gi,j+1)−(
ε
~y,j
D−y (
b2,ijhy,j
2~y,j
)− εb2,ijhy,j
2~y,j
D−y (
1
~y,j
)
)
(D+y gi,j−1 −D−y gi,j−1) +
εhy,j
~x,i~y,j
(
D+x (b2,ij)(D
+
y gi+1,j −D−y gi+1,j)−D−x (b2,ij)(D+y gi−1,j −D−y gi−1,j)
)
+
εhx,i
~x,i~y,j
(
D+y (b1,ij)(D
+
x gi,j+1 −D−x gi,j+1)−D−y (b1,ij)(D+x gi,j−1 −D−x gi,j−1)
)
+
b1,ij
(
D+x (
b1,ijhx,i
2~x,i
)(D+x gi+1,j −D−x gi+1,j) +D+x (
b2,ijhy,j
2~y,j
)(D+y gi+1,j −D−y gi+1,j)
)
+b2,ij
(
D+y (
b1,ijhx,i
2~x,i
)(D+x gi,j+1 −D−x gi,j+1) +D+y (
b2,ijhy,j
2~y,j
)(D+y gi,j+1 −D−y gi,j+1)
)
−b1,ijhx,i
2~x,i
(
D+x (b1,ij)D
+
x gi+1,j +D
+
x (b2,ij)D
+
y gi+1,j −D−x (b1,ij)D+x gi−1,j
−D−x (b2,ij)D+y gi−1,j
)
−b2,ijhy,j
2~y,j
(
D+y (b1,ij)D
+
x gi,j+1 +D
+
y (b2,ij)D
+
y gi,j+1 −D−y (b1,ij)D+x gi,j−1
−D−y (b2,ij)D+y gi,j−1
)
. (5.19)
Bevor wir den Beweis von Lemma 5.1 fortsetzen, gestatten wir uns folgende
Bemerkung 5.5 Betrachtet man die einzelnen Summanden des in (5.19) beschriebe-
nen Kommutanten na¨her, so stellt man fest, daß sie eine a¨hnliche Struktur bezu¨glich
der Gitterfunktion g aufweisen wie (Lu − Lc)gij in (5.5) selbst. Fu¨r allgemeine Gitter
und beliebige (positive) Vektorfunktionen b wird unser ”Trick“ der erneuten Anwendung
von Lu auf (Lu − Lc)gij offenbar nicht zu einer einfacheren Darstellung des relativen
Konsistenzfehlers fu¨hren. 2
Wir wollen nun die Frage beantworten, unter welchen Voraussetzungen an b1, b2 und das
Gitter ΩN die Operatoren Lu und (Lu−Lc) angewendet auf eine beliebige Gitterfunktion
g vertauschbar sind, d. h., es gilt Lu(Lu − Lc)gij − (Lu − Lc)Lugij = 0:
Gema¨ß den Voraussetzungen an die Koeffizienten von Problem (1.8) (in Verallgemeine-
rung von (5.12)) sind die Ungleichungen b1,ij > 0 und b2,ij > 0 fu¨r alle i, j ∈ {0, .., N}
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sowie ε > 0 erfu¨llt. Ferner ist klar, daß die Schrittweiten hx,i und hy,j stets positiv sind.
Ein Koeffizientenvergleich der Differenzenquotienten von g in (5.19) liefert folgende Be-
dingungen fu¨r die Kommutativita¨t von Lu und (Lu − Lc):
D+x (b1,ij) = D
−
x (b1,ij) = 0 und D
+
y (b1,ij) = D
−
y (b1,ij) = 0, (5.20a)
D+x (b2,ij) = D
−
x (b2,ij) = 0 und D
+
y (b2,ij) = D
−
y (b2,ij) = 0, (5.20b)
D+x (
b1,ijhx,i
2~x,i
) = 0 und D+y (
b1,ijhx,i
2~x,i
) = 0, (5.20c)
D+x (
b2,ijhy,j
2~y,j
) = 0 und D+y (
b2,ijhy,j
2~y,j
) = 0 (5.20d)
sowie
ε
~x,i
D+x (
b1,ijhx,i
2~x,i
)− εb1,ijhx,i
2~x,i
D+x (
1
~x,i
) = 0, (5.21a)
ε
~x,i
D−x (
b1,ijhx,i
2~x,i
)− εb1,ijhx,i
2~x,i
D−x (
1
~x,i
) = 0, (5.21b)
ε
~y,j
D+y (
b2,ijhy,j
2~y,j
)− εb2,ijhy,j
2~y,j
D+y (
1
~y,j
) = 0, (5.21c)
ε
~y,j
D−y (
b2,ijhy,j
2~y,j
)− εb2,ijhy,j
2~y,j
D−y (
1
~y,j
) = 0. (5.21d)
Die Gleichungen (5.20a) und (5.20b) entsprechen der Bedingung (b) des Lemmas 5.1. Sie
gelten genau dann, wenn
b1,i−1,j = b1,ij = b1,i+1,j = b1,i,j−1 = b1,i,j+1 und (5.22a)
b2,i−1,j = b2,ij = b2,i+1,j = b2,i,j−1 = b1,i,j+1. (5.22b)
Aus (5.22) und (5.20c) ergibt sich auf folgende Weise eine Schrittweitenbedingung: Die
Beziehung
D+x (
b1,ijhx,i
2~x,i
) =
b1,ij
hx,i+1
(
hx,i+1
~x,i+1
− hx,i
~x,i
)
= 0
ist a¨quivalent zur Gleichung
(hx,i+1)2 = hx,ihx,i+2. (5.23a)
Analog leitet man aus (5.22) und (5.20d) die Beziehung
(hy,j+1)2 = hy,jhy,j+2 (5.23b)
ab. Nach kurzer Rechnung erhalten wir aus (5.21a) und (5.22) die Bedingung
εb1,ij
~x,ihx,i+1
(
hx,i+1 − hx,i
~x,i+1
)
= 0,
also hx,i+1 = hx,i. In derselben Weise schließen wir aus (5.21b) und (5.22) die Beziehung
hx,i−1 = hx,i und aus (5.21c) bzw. (5.21d) und (5.22) die Gleichung hy,j+1 = hy,j = hy,j−1.
Zusammen mit (5.23a) und (5.23b) ergeben sich die Bedingungen
hx,i+2 = hx,i+1 = hx,i = hx,i−1 und (5.24a)
hy,j+2 = hy,j+1 = hy,j = hy,j−1. (5.24b)
Wir haben also durch a¨quivalente Umformungen nachgewiesen, daß Lu und (Lu − Lc),
angewendet auf eine beliebige Gitterfunktion g in einem Gitterpunkt (xi, yj), genau dann
kommutieren, wenn die Bedingungen (a) und (b) von Lemma 5.1 erfu¨llt sind.
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Bemerkung 5.6 Fu¨r die in Abschnitt 5.2.3 vorgeschlagene Beweistechnik ist es not-
wendig, daß Lu und (Lu − Lc) vertauschbar sind. Fu¨r Bedingung (b) ist die Voraus-
setzung 1 hinreichend. Wegen Bedingung (a) ko¨nnen wir fu¨r den glatten Anteil S der
exakten Lo¨sung von Problem (5.12) mittels der beschriebenen Idee nur auf einem a¨quidi-
stanten Gitter die Konvergenz des Verfahrens (5.1) nachweisen. Die Grenzschichtanteile
der exakten Lo¨sung sind gema¨ß Lemma 2.11 und Voraussetzung 4 außerhalb ihrer Ein-
flußregionen klein. Folglich ko¨nnen wir – dem Grenzschichtverhalten angepaßt – fu¨r die
Analyse dieser Lo¨sungsanteile Tensorproduktgitter mit Shishkin–Gittern in Grenzschicht-
richtung verwenden. Im Inneren des zugeho¨rigen feinen Gitters (i ∈ {1, . . . , N/2−2} oder
j ∈ {1, . . . , N/2−2}), wo Bedingung (a) erfu¨llt ist, ist die in Abschnitt 5.2.3 beschriebene
Technik zum Nachweis der Konvergenz des Verfahrens (5.1) anwendbar. 2
Integraldarstellungen
Wir werden im folgenden mehrfach von den in Lemma 5.3 beschriebenen Integraldarstel-
lungen Gebrauch machen:
Lemma 5.3 Die Funktion g : Ω¯→ R sei stetig.
(i) Dann gelten die Beziehungen
(D+x −D−x )
[∫ xi+1
xi
∫ ξ
xi
g(t, y)dtdξ
]
=
∫ xi+1
xi
∫ ξ
xi
(D+x −D−x )g(t, y)dtdξ,
(5.25a)
(D+x −D−x )
[∫ yj+1
yj
∫ ξ
yj
g(x, t)dtdξ
]
=
∫ yj+1
yj
∫ ξ
yj
(D+x −D−x )g(x, t)dtdξ,
(5.25b)
(D+y −D−y )
[∫ yj+1
yj
∫ ξ
yj
g(x, t)dtdξ
]
=
∫ yj+1
yj
∫ ξ
yj
(D+y −D−y )g(x, t)dtdξ,
(5.25c)
und
(D+y −D−y )
[∫ xi+1
xi
∫ ξ
xi
g(t, y)dtdξ
]
=
∫ xi+1
xi
∫ ξ
xi
(D+y −D−y )g(t, y)dtdξ.
(5.25d)
(ii) Existieren ferner alle partiellen Ableitungen zweiter Ordnung von g und sind diese
stetig, dann gibt es Konstanten θ1, . . . , θ4 ∈ (0, 1) so, daß die Gleichungen
D+x g(xi, y)−D−x g(xi, y) =
∫ xi+θ2hx,i+1
xi−θ1hx,i
∂2g
∂x2
(ξ, y)dξ und (5.26a)
D+y g(x, yj)−D−y g(x, yj) =
∫ yj+θ4hy,j+1
yj−θ3hy,j
∂2g
∂y2
(x, η)dη (5.26b)
erfu¨llt sind.
Beweis. (i) Die zweite und vierte Gleichung ergeben sich unmittelbar. Um die erste
Gleichung zu erhalten, transformiert man zuna¨chst die Variable t → t + hx,i+1 bzw.
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t 7→ t− hx,i und erha¨lt somit
(D+x −D−x )
[∫ xi+1
xi
∫ ξ
xi
g(t, y)dtdξ
]
=
1
hx,i+1
(∫ xi+2
xi+1
∫ ξ+hx,i+1
xi+1
g(t, y)dtdξ −
∫ xi+1
xi
∫ ξ
xi
g(t, y)dtdξ
)
− 1
hx,i
(∫ xi+1
xi
∫ ξ
xi
g(t, y)dtdξ −
∫ xi
xi−1
∫ ξ−hx,i
xi−1
g(t, y)dtdξ
)
=
1
hx,i+1
∫ xi+1
xi
∫ ξ
xi
(g(t+ hx,i+1, y)− g(t, y))dtdξ
− 1
hx,i
∫ xi+1
xi
∫ ξ
xi
(g(t, y)− g(t− hx,i, y))dtdξ
=
∫ xi+1
xi
∫ ξ
xi
(D+x −D−x )g(t, y)dtdξ.
Die dritte Gleichung leitet man analog her.
(ii) Die Gleichungen (5.26) folgen aus dem Mittelwertsatz der Differential– und Integral-
rechnung, denn es gilt
D+x g(xi, y)−D−x g(xi, y) =
∂g
∂x
(xi + θ2hx,i+1, y)− ∂g
∂x
(xi − θ1hx,i, y)
=
∫ xi+θ2hx,i+1
xi−θ1hx,i
∂2g
∂x2
(ξ, y)dξ
und eine entsprechende Beziehung fu¨r D+y g(x, yj)−D−y g(x, yj).
In Vorbereitung der folgenden Beweise fu¨hren wir der U¨bersichtlichkeit halber schließlich
die Bezeichnungen
Lx = −ε ∂
2
∂x2
+ b1
∂
∂x
und Ly= −ε ∂
2
∂y2
+ b2
∂
∂y
(5.27a)
sowie
Lux = −εδ2x + b1D−x und Luy = −εδ2y + b2D−y (5.27b)
ein. Es gilt L = Lx + Ly und Lu = Lux + L
u
y .
5.3.3 Konvergenzaussagen fu¨r die Lo¨sungsanteile von u
Eine Konvergenzaussage fu¨r den glatten Anteil S
Wie bereits in Bemerkung 5.6 erla¨utert, mu¨ssen wir unsere Betrachtungen bezu¨glich des
glatten Anteils S der Lo¨sung u von (5.12) und seiner gema¨ß (5.15b) definierten Ap-
proximation Sdc auf ein Gitter Ω¯Nu ⊂ Ω¯ beschra¨nken, das sich als Tensorprodukt zwei-
er a¨quidistanter Gitter Ω¯Nx,u mit Schrittweite ~x ≤ CN−1x und Ω¯Ny,u mit Schrittweite
~y ≤ CN−1y (C > 0) ergibt. Dabei genu¨gen Nx und Ny der Voraussetzung 3, und wir
setzen N := min{Nx, Ny}.
Satz 5.1 Auf dem uniformen Gitter Ω¯Nu genu¨gt der Fehler Sˆ − Sdc des Defektkorrektur-
verfahrens (5.1) der Abscha¨tzung
‖Sˆ − Sdc‖∞,d ≤ CN−2.
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Beweis: Wir gehen von der Darstellung (5.4) des Konsistenzfehlers τdc,S des Defekt-
korrekturverfahrens aus. Voraussetzung 2 liefert uns die erforderliche Glattheit von S,
um auf dem uniformen Gitter ΩNu aus Lemma 2.15 und Voraussetzung 3 die Konsistenz
zweiter Ordnung des zentralen Differenzenverfahrens (2.70) abzuleiten. Es gilt
|(LcSˆ − L̂S)ij | = |Lc(Sˆ − Sc)ij | ≤ CN−2. (5.28)
Wir wenden uns nun der Abscha¨tzung des relativen Konsistenzfehlers τ rel,S zu. Wegen
Voraussetzung 1 und der Verwendung von ΩNu sind die Voraussetzung der Kommutati-
vita¨tsaussage aus Lemma 5.1 zuna¨chst fu¨r i = 2, . . . , N − 2 erfu¨llt. Wir erweitern das
Gitter Ω¯Nu zu
Ω̂Nu = Ω¯
N
u ∪ {(x−1, yj) = (−~x, yj), (xN+1, yj) = (1 + ~x, yj) : j = 0, . . . , N}
∪ {(xi, y−1) = (xi,−~y), (xi, yN+1) = (xi, 1 + ~y) : i = 0, . . . , N}
und setzen die Gitterfunktion Sˆ − Su antisymmetrisch auf den Rand von Ω̂Nu fort7, d.h.,
wir definieren
(Sˆ − Su)−1,j := −(Sˆ − Su)1,j und (Sˆ − Su)N+1,j := −(Sˆ − Su)N−1,j fu¨r j = 0, . . . , N,
(Sˆ − Su)i,−1 := −(Sˆ − Su)i,1 und (Sˆ − Su)i,N+1 := −(Sˆ − Su)i,N−1 fu¨r i = 0, . . . , N .
Auf dem erweiterten Gitter Ω̂Nu gilt die Bedingung (a) des Lemmas 5.1 in jedem inneren
Punkt von ΩNu , also fu¨r i, j = 1, . . . , N − 1. Außerdem ist die Fortsetzung von Sˆ−Su auf
den Rand von Ω̂Nu so gewa¨hlt, daß τ
rel,S dort der Bedingung
τ rel,S = (Lu − Lc)(Sˆ − Su) = 0 (5.29)
genu¨gt.
Der in Abschnitt 5.2.3 beschriebenen Idee folgend, wenden wir auf den relativen Konsi-
stenzfehler τ rel,S den Upwind–Operator Lu an. Aus Lemma 5.1 und Gleichung (5.5) folgt
unter Verwendung der Notation (5.27) die Gu¨ltigkeit der Darstellung
|Lu(Lu − Lc )(Sˆ − Su)ij | = |(Lu − Lc )Lu(Sˆ − Su)ij |
=
∣∣∣∣(−b12 (D+x −D−x )− b22 (D+y −D−y )
)(
LuSˆij − L̂Sij
)∣∣∣∣
=
∣∣∣∣−b12 (D+x −D−x )(LuxSˆij − L̂xSij)− b12 (D+x −D−x )(Luy Sˆij − L̂ySij)
−b2
2
(D+y −D−y )(LuxSˆij − L̂xSij)−
b2
2
(D+y −D−y )(Luy Sˆij − L̂ySij)
∣∣∣∣ .
(5.30)
Setzen wir nun die Gleichung (2.55) fu¨r den Konsistenzfehler des Upwind–Verfahrens
LuSˆij − L̂Sij ein und wenden dann Lemma 5.3 an, so ergeben sich fu¨r die einzelnen
7Per Definition von Su gilt Sˆ − Su = 0 auf ΓNu = ∂ΩNu .
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Summanden in (5.30) die Ungleichungsketten
∣∣b1
2
(D+x −D−x )(LuxSˆij − L̂xSij)
∣∣
=
∣∣∣∣−b12 (D+x −D−x )
{
− b1
~x
∫ xi+1
xi
∫ ξ
xi
∂2S
∂x2
(t, yj)dtdξ
− ε
~2x
(∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∂3S
∂x3
(τ, yj)dτdtdξ +
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∂3S
∂x3
(τ, yj)dτdtdξ
)}∣∣∣∣
=
∣∣∣∣ b212~x
∫ xi+1
xi
∫ ξ
xi
∫ t+θ2~x
t−θ1~x
∂4S
∂x4
(τ, yj)dτdtdξ
+
b1ε
2~2x
(∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∫ τ+θ2~x
τ−θ1~x
∂5S
∂x5
(σ, yj)dσdτdtdξ
−
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∫ τ+θ2~x
τ−θ1~x
∂5S
∂x5
(σ, yj)dσdτdtdξ
)∣∣∣∣
≤ C‖∂
4S
∂x4
‖∞(~2x + ε~x)
≤ CN−2 (5.31a)
und∣∣−b1
2
(D+x −D−x )(Luy Sˆij − L̂ySij)
∣∣
=
∣∣∣∣∣−b12 (D+x −D−x )
{
− b2
~y
∫ yj+1
yj
∫ ξ
yj
∂2S
∂y2
(xi, t)dtdξ
− ε
~2y
(∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∂3S
∂y3
(xi, τ)dτdtdξ +
∫ yj−1
yj
∫ ξ
yj
∫ t
yj
∂3S
∂y3
(xi, τ)dτdtdξ
)}∣∣∣∣∣
=
∣∣∣∣∣b1b22~y
∫ yj+1
yj
∫ ξ
yj
∫ xi+θ2~x
xi−θ1~x
∂4S
∂x2y2
(η, t)dηdtdξ
+
b1ε
2~2y
(∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∫ xi+θ2~x
xi−θ1~x
∂5S
∂x2y3
(η, τ)dηdτdtdξ
+
∫ yj−1
yj
∫ ξ
yj
∫ t
yj
∫ xi+θ2~x
xi−θ1~x
∂5S
∂x2y3
(η, τ)dηdτdtdξ
)∣∣∣∣∣
≤ C‖ ∂
4S
∂x2y2
‖∞(~x~y + ε~x)
≤ CN−2. (5.31b)
Dabei ko¨nnen θ1 und θ2 an jeder Stelle ihres Auftretens verschiedene Werte aus dem
Intervall (0, 1) annehmen. In derselben Weise leitet man die Abscha¨tzungen∣∣∣∣b22 (D+y −D−y )(LuxSˆij − L̂xSij)
∣∣∣∣ ≤ C‖ ∂4S∂x2y2 ‖∞(~x~y + ε~y) ≤ CN−2. (5.31c)
und ∣∣∣∣−b22 (D+y −D−y )(Luy Sˆij − L̂ySij)
∣∣∣∣ ≤ C‖∂4S∂y4 ‖∞(~2y + ε~y) ≤ CN−2 (5.31d)
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her. Fassen wir (5.31a) – (5.31d) zusammen, so erhalten wir in jedem inneren Gitterpunkt
von ΩNu die Abscha¨tzung
|Lu(Lu − Lc )(Sˆ − Su)ij | ≤ CN−2. (5.32)
Der Upwind–Operator Lu erfu¨llt gema¨ß Satz 2.11 ein diskretes Vergleichsprinzip. Wir
wa¨hlen die Schrankenfunktion w, definiert durch
wij := CwN−2(1 + xi)(1 + yj). (5.33)
Es gilt laut (5.29) die Ungleichung |(Lu − Lc )(Sˆ − Su)ij | ≤ wij fu¨r alle (xi, yj) ∈ ΓNu .
Ferner folgt aus (5.32) fu¨r eine geeignet gewa¨hlte Konstante Cw > 0 die Abscha¨tzung
|Lu(Lu − Lc )(Sˆ − Su)ij | ≤ Luwij = CN−2.
Mit Hilfe des Satzes 2.11 erhalten wir somit fu¨r i, j = 1, . . . , N − 1 die Beziehung
|τ rel,Sij | = |(Lu − Lc )(Sˆ − Su)ij | ≤ CN−2. (5.34)
Aus (5.4), (5.28) und (5.34) leiten wir fu¨r i, j = 1, . . . , N − 1 die Ungleichung
|Lu(Sˆ − Sdc)ij | ≤ CN−2
ab. Wir wenden nun auf die Gitterfunktion Sˆ−Sdc und die in (5.33) definierte Schranken-
funktion w erneut Satz 2.11 an. Aus der Definition von Sdc in (5.15b) folgt Sˆ − Sdc = 0
auf ΓNu . Wir schließen wie oben fu¨r geeignetes Cw > 0 die Gu¨ltigkeit der Abscha¨tzung
‖Sˆ − Sdc‖∞,d ≤ CN−2.
Damit ist die Behauptung von Satz 5.1 bewiesen.
Nun wenden wir uns den Grenzschichtanteilen E1, E2 und E12 der Lo¨sung u von (5.12)
und ihren gema¨ß (5.15c) definierten Approximationen Edc1 , E
dc
2 und E
dc
12 zu.
ΩNu Ω
N
1 Ω
N
2 Ω
N
S
Abbildung 5.2: Die Gitter ΩNu , Ω
N
1 , Ω
N
2 und Ω
N
S fu¨r N = 8
Wir gehen jeweils davon aus, daß das Grundgebiet Ω in Einflußrichtung der betrachteten
Grenzschichtfunktion durch eines der in Abschnitt 5.3.1 definierten Shishkin–Gitter ΩNx,S
bzw. ΩNy,S diskretisiert wird. Senkrecht dazu verwenden wir ein a¨quidistantes Gitter Ω
N
y,u
bzw. ΩNx,u mit N − 1 inneren Gitterpunkten, dessen Schrittweite ~x bzw. ~y von der
Gro¨ßenordnung O(N−1) ist. Es ergeben sich die in Abbildung 5.2 dargestellten Gitter
ΩN1 fu¨r E1, Ω
N
2 fu¨r E2 und das zweidimensionale Shishkin–Gitter Ω
N
S fu¨r E12.
Die Voraussetzungen 1 bis 4 sollen im folgenden stets ihre Gu¨ltigkeit behalten.
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Der Grenzschichtanteil E1 auf Ω1
Wir wollen fu¨r den Grenzschichtanteil E1 von u und seine Approximation Edc1 den fol-
genden Satz beweisen:
Satz 5.2 Auf dem Gitter ΩN1 = Ω
N
x,S × ΩNy,u genu¨gt der Fehler Eˆ1 − Edc1 des Defektkor-
rekturverfahrens (5.1) der Abscha¨tzung
‖Ê1 − Edc1 ‖∞,d ≤ CN−2(lnN)2.
Beweis: Außerhalb der Grenzschichtregion, d. h. fu¨r alle xij ∈ Ω21∪Ω22, scha¨tzen wir den
Konsistenzfehler des Defektkorrekturverfahrens unter Ausnutzung von Lemma 2.11 direkt
ab. Aus der Dreiecksungleichung und der Definition (5.15c) von Edc1 folgt die Darstellung
|Lu(Eˆ1 − Edc1 )ij | ≤ |LuEˆ1,ij |+ |(Lu − Lc)Eu1,ij + L̂E1ij |.
Wir benutzen Lemma 2.11, Voraussetzung 3 und die Dreiecksungleichung, um fu¨r den
ersten Summanden fu¨r alle j = 1, . . . , N − 1 die Abscha¨tzungen
|LuEˆ1,ij | ≤
{
CN−λ0,1+1 fu¨r i > N/2,
CN−λ0,1+2 fu¨r i = N/2
herzuleiten. Um den verbleibenden Summanden abzuscha¨tzen, verwenden wir die in
(5.13e) angegebene Schranke fu¨r LE1, die Aussage (b) von Lemma 2.11 und die Dar-
stellung (5.5). Wir erhalten fu¨r i = N/2, . . . , N und j = 1, . . . , N − 1 unter Ausnutzung
der Dreiecksungleichung die Beziehung
|(Lu − Lc)Eu1,ij + L̂E1ij | ≤ CN−λ0,1+1.
Folglich genu¨gt der Konsistenzfehler des Defektkorrekturverfahrens fu¨r alle xij ∈ Ω21∪Ω22
der Ungleichung
|Lu(Eˆ1 − Edc1 )ij | ≤
{
CN−λ0,1+1 fu¨r i > N/2,
CN−λ0,1+2 fu¨r i = N/2. (5.35)
Wir wenden uns nun dem verbleibenden Teilgitter
ΩN1,f := {xij ∈ Ω1 : i = 0, . . . , N/2− 1, j = 0, . . . , N} ⊂ Ω11 ∪ Ω12
zu. Das Teilgitter ΩN1,f ist in jeder Richtung a¨quidistant. Die Schrittweite hx in x–Richtung
ist von der Gro¨ßenordnung O(εN−1 lnN). Wir legen den folgenden Betrachtungen die der
Gleichung (5.4) entsprechende Darstellung
Lu(Eˆ1 − Edc1 ) = (Lu − Lc)(Eˆ1 − Eu1 ) +
(
L̂E1 − LcEˆ1
)
zugrunde. Aus der Gleichung (2.72) und Voraussetzung 2 erhalten wir fu¨r den Konsi-
stenzfehler des zentralen Differenzenverfahrens die Abscha¨tzung∣∣∣L̂E1ij − LcEˆ1,ij∣∣∣ ≤ Cε−1N−2(lnN)2. (5.36)
Um eine Schranke fu¨r den relativen Konsistenzfehler τ rel,E1 = (Lu − Lc)(Eˆ1 − Eu1 ) zu
gewinnen, wenden wir – wie bereits zur Abscha¨tzung von (Lu−Lc)(Sˆ −Su) im vorange-
gangenen Unterabschnitt – das Lemma 5.1 an.
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Wir erweitern zuna¨chst ΩN1,f zu einem Gitter
Ω̂N1,f := Ω
N
1,f ∪ {(x−1, yj) = (−hx, yj), (xN/2, yj) : j = 0, . . . , N}
∪ {(xi, y−1) = (xi,−~y), (xi, yN+1) = (xi, 1 + ~y) : i = 0, . . . , N/2− 1}}
und definieren den Upwind–Fehler Eˆ1 − Eu1 in den zusa¨tzlichen Randpunkten, die nicht
zu ΩN1 geho¨ren, als antisymmetrische Fortsetzung von Eˆ1 − Eu1 , d. h. durch
(Eˆ1 − Eu1 )−1,j := −(Eˆ1 − Eu1 )1,j fu¨r j = 0, . . . , N,
(Eˆ1 − Eu1 )i,−1 := −(Eˆ1 − Eu1 )i,1 und
(Eˆ1 − Eu1 )i,N+1 :=−(Eˆ1 − Eu1 )i,N−1 fu¨r i = 0, . . . , N/2− 1.
Demnach gilt τ rel,E1ij = 0, falls die Indizes die Werte i = 0 oder j = 0 bzw. j = N
annehmen. Um auf dem verbleibenden Rand von ΩN1,f eine Abscha¨tzung fu¨r τ
rel,E1 her-
zuleiten, schließen wir zuna¨chst aus (5.13b), Lemma 2.10 und in Analogie zum Beweis
von Folgerung 2.10, daß der Fehler des Upwind–Verfahrens fu¨r alle i, j = 1, . . . , N der
Ungleichung
|(Eˆ1 − Eu1 )ij | ≤ CB1,ij
genu¨gt. Insbesondere gilt also fu¨r alle j die Abscha¨tzung
|(Eˆ1 − Eu1 )N/2−2,j | ≤ C
(
1 +
β1hx
ε
)2
B1,N/2,j ≤ CN−λ0,1 .
Wir wenden auf die Darstellung (5.5) von τ rel,E1 die Dreiecksungleichung an und erhalten
auf dem rechten Rand von ΩN1,f die Schranke
|τ rel,E1N/2−1,j | ≤ Cε−1N−λ0,1+1. (5.37)
Nach diesen Vorbereitungen sind wir in der Lage, das in Abschnitt 5.2.3 beschriebene
Vorgehen zur Abscha¨tzung von τ rel,E1 auf ΩN1,f anzuwenden. Auf dem richtungsweise
a¨quidistanten Gitter Ω̂N1,f sind fu¨r i = 1, . . . , N/2− 2 und j = 1, . . . , N − 1 die Vorausset-
zungen von Lemma 5.1 erfu¨llt. Wir wenden den Upwind–Operator Lu auf τ rel,E1 an und
erhalten die Gleichung
|Lu(Lu − Lc )(Eˆ1,ij − Eu1,ij)| = |(Lu − Lc )Lu(Eˆ1,ij − Eu1,ij)|
=
∣∣∣∣(−b12 (D+x −D−x )− b22 (D+y −D−y )
)(
LuEˆ1,ij − L̂E1ij
)∣∣∣∣
=
∣∣∣∣−b12 (D+x −D−x )(LuxEˆ1,ij − L̂xE1ij)− b12 (D+x −D−x )(Luy Eˆ1,ij − L̂yE1ij)
−b2
2
(D+y −D−y )(LuxEˆ1,ij − L̂xE1ij)−
b2
2
(D+y −D−y )(Luy Eˆ1,ij − L̂yE1ij)
∣∣∣∣ .
(5.38)
Die vier Summanden von (Lu − Lc )Lu(E1 − Eu1 ) untersuchen wir der U¨bersicht halber
getrennt. Die auftretenden partiellen Ableitungen von E1 werden durch die in Voraus-
setzung 2, Ungleichung (5.13b) angegebene Schranke abgescha¨tzt. Wir integrieren jeweils
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zweimal nach x und erhalten die Ungleichungskette
|b1
2
(D+x −D−x )(LuxEˆ1,ij − L̂xE1ij)|
=
∣∣∣∣ b212hx
∫ xi+1
xi
∫ ξ
xi
∫ xi+θ2hx
xi−θ1hx
∂4E1
∂x4
(σ, yj)dσdtdξ
+
b1ε
2h2x
(∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∫ xi+θ2hx
xi−θ1hx
∂5E1
∂x5
(σ, yj)dσdτdtdξ
+
∫ xi−1
xi
∫ ξ
xi
∫ t
xi
∫ xi+θ2hx
xi−θ1hx
∂5E1
∂x5
(σ, yj)dσdτdtdξ
)∣∣∣∣
≤ b
2
1
2hx
∫ xi+1
xi
∫ ξ
xi
∫ t+θ2hx
t−θ1hx
ε−4 exp(−β1τ/ε)dτdtdξ
+
b1
2h2x
(∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∫ τ+θ2hx
τ−θ1hx
ε−4 exp(−β1σ/ε)dσdτdtdξ
+
∫ xi
xi−1
∫ xi
ξ
∫ xi
t
∫ τ+θ2hx
τ−θ1hx
ε−4 exp(−β1σ/ε)dσdτdtdξ
)
≤ Cε−2 sinh(β1hx
ε
) sinh(
β1hx
2ε
) exp(−β1xi+1/2/ε)
≤ Cε−2N−2(lnN)2B1,ij . (5.39a)
Einmalige Ausfu¨hrung der Integration nach x und die Verwendung der Voraussetzung 2
fu¨hren zur Abscha¨tzung
|b1
2
(D+x −D−x )(Luy Eˆ1,ij − L̂yE1ij)|
=
∣∣∣∣∣b1b22~y
∫ yj+1
yj
∫ ξ
yj
∫ xi+θ2hx
xi−θ1hx
∂4E1
∂x2y2
(η, t)dηdtdξ
+
b1ε
2~2y
(
∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∫ xi+θ2hx
xi−θ1hx
∂5E1
∂x2y3
(η, τ)dηdτdtdξ
+
∫ yj−1
yj
∫ ξ
yj
∫ t
yj
∫ xi+θ2hx
xi−θ1hx
∂5E1
∂x2y3
(η, τ)dηdτdtdξ)
∣∣∣∣∣
≤ b1b2
2~y
∫ yj+1
yj
∫ ξ
yj
∫ xi+θ2hx
xi−θ1hx
ε−2 exp(−β1η/ε)dηdtdξ
+
b1ε
2~2y
(∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∫ xi+θ2hx
xi−θ1hx
ε−2 exp(−β1η/ε)dηdτdtdξ
+
∫ yj
yj−1
∫ yj
ξ
∫ yj
t
∫ xi+θ2hx
xi−θ1hx
ε−2 exp(−β1η/ε)dηdτdtdξ
)
≤ C~yε−1N−1 lnN exp(−β1xi/ε)
≤ Cε−1N−2 lnNB1,ij . (5.39b)
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Nach dem gleichen Prinzip erhalten wir die Ungleichungsketten
|b2
2
(D+y −D−y )(LuxEˆ1,ij − L̂xE1ij)|
=
b1b2
2hx
∫ xi+1
xi
∫ ξ
xi
∫ yj+θ2~y
yj−θ1~y
ε−2 exp(−β1t/ε)dηdtdξ
+
b2
2h2x
(∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∫ yj+θ2~y
yj−θ1~y
ε−2 exp(−β1τ/ε)dηdτdtdξ
+
∫ xi
xi−1
∫ xi
ξ
∫ xi
t
∫ yj+θ2~y
yj−θ1~y
ε−2 exp(−β1τ/ε)dηdτdtdξ
)
≤ Cε−1~yN−1 lnN exp(−β1xi/ε)
≤ Cε−1N−2 lnNB1,ij (5.39c)
und
|b2
2
(D+y −D−y )(Luy Eˆ1,ij − L̂yE1ij)|
=
b22
2~y
∫ yj+1
yj
∫ ξ
yj
∫ t+θ2~y
t−θ1~y
exp(−β1xi/ε)dτdtdξ
+
b2ε
2~2y
(∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∫ τ+θ2~y
τ−θ1~y
exp(−β1xi/ε)dσdτdtdξ
+
∫ yj
yj−1
∫ yj
ξ
∫ yj
t
∫ τ+θ2~y
τ−θ1~y
exp(−β1xi/ε)dσdτdtdξ
)
≤ C(~2y + ε~y) exp(−β1xi/ε)
≤ CN−2B1,ij . (5.39d)
Nun bilden wir das Maximum u¨ber die in den Abscha¨tzungen (5.39a)–(5.39d) hergeleite-
ten Schranken und erhalten fu¨r i = 1, . . . , N/2−2, j = 1, . . . , N−1 unter Beru¨cksichtigung
von Voraussetzung 3 die Beziehung∣∣∣Lu(Lu − Lc )(Eˆ1,ij − Eu1,ij)∣∣∣ ≤ Cε−2N−2(lnN)2B1,ij . (5.40)
Wir wenden das diskrete Vergleichsprinzip aus Satz 2.11 auf die Gitterfunktionen τ rel,E1
und w, punktweise definiert durch die Gleichung
wij = Cε−1
(
N−λ0,1+1 +N−2(lnN)2B1,ij
)
,
an. Aus (5.40) und (5.37) folgt demnach fu¨r i = 1, . . . , N/2 − 1, j = 1, . . . , N − 1 die
Abscha¨tzung
|(Lu − Lc)(Eˆ1 − Eu1 )ij | ≤ Cε−1
(
N−λ0,1+1 +N−2(lnN)2B1,ij
)
, (5.41)
und somit ergibt sich aus (5.35) sowie (5.4), (5.36) und (5.41) fu¨r j = 1, . . . , N − 1 die
Ungleichung
|Lu(Eˆ1 − Edc1 )ij | ≤

Cε−1(N−λ0,1+1 +N−2(lnN)2) fu¨r i = 1, . . . , N/2− 1,
CN−λ0,1+2 fu¨r i = N/2 und
CN−λ0,1+1 fu¨r i = N/2 + 1, . . . , N − 1.
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Nun wenden wir Satz 2.12 an. Wir setzen fE11 := L
u(Eˆ1 − Edc1 ), fE12 := 0 und fE10 := 0
und erinnern daran, daß (Eˆ1−Edc1 ) auf ΩN1 per Definition (5.15c) homogenen Randbedin-
gungen genu¨gt. Folglich erhalten wir unter Verwendung von Voraussetzung 4 und Lemma
2.14 die Abscha¨tzung
‖Eˆ1 − Edc1 ‖∞,d ≤ C
N−1∑
i=1
~x,i max
j=1,...,N−1
|Lu(Eˆ1 − Edc1 )|
≤ C
N/2−1∑
i=1
hxε
−1N−2(lnN)2B1,ij +
N/2−1∑
i=1
hxε
−1N−2+
hx +Hx
2
N−1 +
N−1∑
i=N/2+1
HxN
−2

≤ C(N−2(lnN)2 +N−2)
und somit die Behauptung des Satzes 5.2.
Der Grenzschichtanteil E2 auf Ω2
Analog zu Satz 5.2 beweist man
Satz 5.3 Auf dem Gitter ΩN2 = Ω
N
x,u × ΩNy,S genu¨gt der Fehler Eˆ2 − Edc2 des Defektkor-
rekturverfahrens (5.1) der Abscha¨tzung
‖Eˆ2 − Edc2 ‖∞,d ≤ CN−2(lnN)2.
Die Eckgrenzschicht E12 auf dem Shishkin–Gitter ΩNS
Fu¨r den Fehler des Defektkorrekturverfahrens (5.1) bezu¨glich der Eckgrenzschicht E12
ko¨nnen wir auf dem zur Lo¨sung des Problems (5.12) passenden Shishkin–Gitter ΩNS fol-
gende Konvergenzaussage beweisen:
Satz 5.4 Auf dem Shishkin–Gitter ΩNS = Ω
N
x,S × ΩNy,S mit den Parametern λ0,ν ≥ 4 fu¨r
ν = 1, 2 genu¨gt der Fehler Eˆ12−Edc12 des Defektkorrekturverfahrens (5.1) der Abscha¨tzung
‖Eˆ12 − Edc12‖∞,d ≤ CN−2(lnN)2.
Beweis: Wir betrachten zuna¨chst die in Ω12,Ω21 und Ω22 enthaltenen Teilgitter. Gema¨ß
Lemma 2.11 gelten die Beziehungen
|(Eˆ12 − Eu12)ij | ≤

CN−(λ0,1+λ0,2) fu¨r (xi, yj) ∈ Ω22,
CN−λ0,1 fu¨r (xi, yj) ∈ Ω21,
CN−λ0,2 fu¨r (xi, yj) ∈ Ω12.
(5.42)
Fu¨r den Konsistenzfehler τdc,E12 des Defektkorrekturverfahrens erhalten wir aus (5.42),
den Voraussetzungen 2 und 3 sowie Gleichung (5.13g) mit Hilfe der Dreiecksungleichung
fu¨r i, j = N/2 + 1, . . . , N − 1 die Abscha¨tzung
|Lu(Eˆ12 − Edc12)ij | ≤ |LuEˆ12,ij |+ |(Lu − Lc)Eu12,ij + L̂E12ij | ≤ CN−(λ0,1+λ0,2)+1, (5.43a)
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wa¨hrend fu¨r i = N/2 oder j = N/2 bei gleicher Wahl des jeweils verbleibenden Index die
Ungleichung
|Lu(Eˆ12 − Edc12)ij | ≤ CN−(λ0,1+λ0,2)+2 (5.43b)
gilt. Auf den in Ω12 bzw. Ω21 enthaltenen Teilgittern erzeugt die Gitterschrittweite hx
bzw. hy bei Anwendung der Dreiecksungleichung einen Faktor ε−1 in der Abscha¨tzung
des Konsistenzfehlers τdc,E12 . Wir erhalten fu¨r i = 1, . . . , N/2−1 und j = N/2, . . . , N −1
die Beziehung
|Lu(Eˆ12 − Edc12)ij | ≤ C
(
ε
h2x
+
1
hx
+
ε
H2y
+
1
Hy
)
exp(−[β1xi−1 + β2yj−1]/ε)
≤ Cε−1N−λ0,2+2 (5.43c)
sowie fu¨r j = 1, . . . , N/2− 1 und i = N/2, . . . , N − 1 in derselben Weise
|Lu(Eˆ12 − Edc12)ij | ≤ Cε−1N−λ0,1+2. (5.43d)
Auf dem verbleibenden Gitter
ΩNS,f := {(xi, yj) ∈ ΩNS : i, j = 0, . . . , N/2− 1} ⊂ Ω11
wollen wir die in Abschnitt 5.2.3 beschriebene Beweisstrategie anwenden. Wir zerlegen
den Konsistenzfehler τdc,E12 gema¨ß Darstellung (5.4) und betrachten die Summanden der
Gleichung
τdc,E12 = (Lu − Lc)(Eˆ12 − Eu12) + (LcEˆ12 − L̂E12).
Aus (2.72) folgt unter Verwendung von (5.13d) auf ΩNS,f die Abscha¨tzung
|LcEˆ12,ij − L̂E12ij | ≤ Cε−1N−2(lnN)2. (5.44)
Um den relativen Konsistenzfehler abzuscha¨tzen, betrachten wir zuna¨chst sein Verhalten
auf dem Rand des Teilgitters ΩNS,f , d. h. fu¨r i = 0, N/2 − 1 bzw. j = 0, N/2 − 1. Damit
τ rel,E12 dort definiert ist, erweitern wir – wie bereits in den Beweisen der Sa¨tze 5.1 und
5.2 – das Gitter ΩNS,f zu
Ω̂NS,f := Ω
N
S,f ∪ {(x−1, yj) = (−hx, yj), (xN/2, yj) : j = 0, . . . , N/2− 1}
∪ {(xi, y−1) = (xi,−hy), (xi, yN/2) : i = 0, . . . , N/2− 1}
und setzen τ rel,E12 in bekannter Weise antisymmetrisch auf die nicht in ΩNS enthaltenen
Randpunkte von Ω̂NS,f so fort, daß fu¨r j = 0, . . . , N/2− 1 bzw. i = 0, . . . , N/2− 1
(Lu − Lc)(Eˆ12 − Eu12)0,j = 0 bzw. (Lu − Lc)(Eˆ12 − Eu12)i,0 = 0
gilt. Aus Lemma 2.11 folgt fu¨r alle i, j = 1, . . . , N − 1 die Ungleichung
|(Eˆ12 − Eu12)ij | ≤ CB12,ij .
Daraus schließen wir unter Anwendung der Dreiecksungleichung fu¨r j = 0, . . . , N/2 − 1
die Gu¨ltigkeit der Beziehung
|(Lu − Lc)(Eˆ12 − Eu12)N/2−1,j | ≤ C(
1
hx
+
1
hy
)B12,N/2−2,j ≤ Cε−1N−λ0,1+1 (5.45a)
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und in derselben Weise fu¨r i = 0, . . . , N/2− 1
|(Lu − Lc)(Eˆ12 − Eu12)i,N/2−1| ≤ Cε−1N−λ0,2+1. (5.45b)
Im Inneren von ΩNS,f , d. h. fu¨r i, j = 1, . . . , N/2 − 2, sind die Voraussetzungen des Lem-
mas 5.1 erfu¨llt. Wir wenden auf τ rel,E12 den Upwind–Operator Lu an und erhalten eine
Darstellung analog zu (5.38). Die Betra¨ge von deren Summanden scha¨tzen wir unter Ver-
wendung der in (5.13d) angegebenen Schranke fu¨r E12 einzeln ab. Zweimalige Integration
nach x liefert wie bei der Herleitung von (5.39a) die Ungleichungskette
|b1
2
(D+x −D−x )(LuxEˆ12 − L̂xE12)ij |
≤ b
2
1
2hx
∫ xi+1
xi
∫ ξ
xi
∫ t+θ2hx
t−θ1hx
ε−4 exp(−β1τ/ε) exp(−β2yj/ε)dτdtdξ
+
b1
2h2x
(
∫ xi+1
xi
∫ ξ
xi
∫ t
xi
∫ τ+θ2hx
τ−θ1hx
ε−4 exp(−β1σ/ε) exp(−β2yj/ε)dσdτdtdξ
+
∫ xi
xi−1
∫ xi
ξ
∫ xi
t
∫ τ+θ2hx
τ−θ1hx
ε−4 exp(−β1σ/ε) exp(−β2yj/ε)dσdτdtdξ)
≤ Cε−2 sinh(β1hx
ε
) sinh(
β1hx
2ε
) exp(−β1xi+1/2/ε) exp(−β2yj/ε)
≤ Cε−2N−2(lnN)2B12,ij . (5.46a)
Zur Abscha¨tzung des zweiten Summanden aus der zu (5.38) analogen Darstellung fu¨hren
wir jeweils eine Integration nach x und y aus und erhalten die Ungleichungskette
|b1
2
(D+x −D−x )(Luy Eˆ12 − L̂yE12)ij |
≤ b1b2
2hy
∫ yj+1
yj
∫ ξ
yj
∫ xi+θ2hx
xi−θ1hx
ε−4 exp(−β1η/ε) exp(−β2t/ε)dηdtdξ
+
b1
2h2y
(∫ yj+1
yj
∫ ξ
yj
∫ t
yj
∫ xi+θ2hx
xi−θ1hx
ε−4 exp(−β1η/ε) exp(−β2τ/ε)dηdτdtdξ
+
∫ yj
yj−1
∫ yj
ξ
∫ yj
t
∫ xi+θ2hx
xi−θ1hx
ε−4 exp(−β1η/ε) exp(−β2τ/ε)dηdτdtdξ
)
≤ Cε−2N−2(lnN)2 exp(−β1xi/ε) exp(−β2yj/ε)
≤ Cε−2N−2(lnN)2B12,ij . (5.46b)
Symmetrisch zu Abscha¨tzung (5.46b) ergibt sich die Beziehung
|b2
2
(D+y −D−y )(LuxEˆ12 − L̂xE12)ij | ≤ Cε−2N−2(lnN)2B12,ij . (5.46c)
Ersetzt man x durch y, dann erha¨lt man schließlich analog zu Ungleichung (5.46a) die
Oberschranke
|b2
2
(D+y −D−y )(Luy Eˆ12 − L̂yE12)ij | ≤ Cε−2N−2(lnN)2B12,ij . (5.46d)
Wir fassen die hergeleiteten Schranken aus (5.46a)–(5.46d) zur Ungleichung∣∣∣Lu(Lu − Lc)(Eˆ12 − Eu12,ij)ij∣∣∣ ≤ Cε−2N−2(lnN)2B12,ij (5.47)
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zusammen. Nun wird in gewohnter Weise das diskrete Vergleichsprinzip aus Satz 2.11
angewendet. Als geeignete Schrankenfunktion erweist sich die punktweise durch die Glei-
chung
wij = Cwε−1(N−min{λ0,1,λ0,2}+1 +N−2(lnN)2B12,ij)
definierte Gitterfunktion w. Aus (5.45), (5.47) und Satz 2.11 folgt
|(Lu − Lc)(Eˆ12 − Eu12,ij)ij | ≤ wij . (5.48)
Auf dem Shishkin–Gitter ΩNS genu¨gt also der Konsistenzfehler des Defektkorrekturverfah-
rens fu¨r λ0,ν ≥ 4, (ν = 1, 2) gema¨ß (5.43a)–(5.43d), (5.44) und (5.48) den Abscha¨tzungen
|Lu(Eˆ12 − Edc12)ij | ≤

CN−2 fu¨r xij ∈ Ω¯22,
Cε−1N−2 fu¨r xij ∈ Ω12 ∪ Ω21,
Cε−1(N−2 +N−2(lnN)2B12,ij) fu¨r xij ∈ Ω11 ∩ ΩNS,f .
(5.49)
Auf dem Rand des Gitters erfu¨llt der Fehler Eˆ12 − Edc12 per Definition (5.15c) homogene
Randbedingungen. Wir wollen den Satz 2.12 anwenden, um aus (5.49) eine Abscha¨tzung
dieses Fehlers abzuleiten. Dazu zerlegen wir das Gitter ΩNS in drei Teilgitter, wie in (2.65)
angegeben (siehe auch Abbildung 2.2), und setzen fu¨r z ∈ {x, y, 0}
τE12,dcz := χ(Ω
N
z )τ
E12,dc. (5.50)
Es gilt
τE12,dc = τE12,dcx + τ
E12,dc
y + τ
E12,dc
0 .
Aus Satz 2.12 folgt unter Beru¨cksichtigung von Lemma 2.14
‖Eˆ12 − Edc12‖∞,d ≤
N/2∑
i=1
hx,i max
j=1,...,N−1
|τE12,dcx,ij |+
N/2∑
j=1
hy,j max
i=N/2+1,...,N−1
|τE12,dcy,ij |
+‖τE12,dc0 ‖∞,d
≤ CxN−2(lnN)2 + CyN−2 lnN + C0N−2
≤ CN−2(lnN)2.
Damit ist die Behauptung von Satz 5.4 bewiesen.
5.3.4 Abschließende Bemerkung
Wir ko¨nnen die Aussagen der Sa¨tze 5.1–5.4 nicht zu einer einheitlichen Konvergenzaussa-
ge von der Art der Hypothese 5.1 zusammenfassen. Explizite Vorschriften zur Berechnung
der Lo¨sungsanteile S,E1, E2 und E12 von der beno¨tigten Glattheit sind uns bisher nicht
bekannt8. Wir verstehen die in Abschnitt 5.3 bewiesenen Teilresultate zur Konvergenz-
analysis als Aussagen, die gemeinsam mit den numerischen Testrechnungen die Plausibi-
lita¨t der Hypothese 5.1 untermauern. Der Beweis dieser Aussage bleibt fu¨r die betrachtete
Verfahrenskombination (5.1) von einfachem Upwind– und zentralem Differenzenverfahren
ein ungelo¨stes Problem.
8vgl. Bemerkung 5.3
Kapitel 6
Einige Bemerkungen zu
Finite–Elemente–Methoden und
Defektkorrektur
Hauptgegenstand der vorliegenden Arbeit ist die Konvergenzanalysis von Defekt-
korrekturverfahren auf der Grundlage von Finite–Differenzen–Methoden fu¨r singula¨r
gesto¨rte Randwertaufgaben vom Typ (1.1) bzw. (1.8). In diesem abschließenden Ka-
pitel wollen wir uns kurz Finite–Elemente–basierten Defektkorrekturprozessen zuwenden.
Wir betrachten die Randwertaufgaben (1.1) bzw. (1.8) mit der zugeordneten schwachen
Formulierung:
Finde ein u ∈ V := H10 (Ω) so, daß die Gleichung
a(u, v) := ε(∇u,∇v)− (b · ∇u− cu, v) = (f, v) (6.1)
fu¨r alle v ∈ V gilt. Dabei bezeichnet (·, ·) das Skalarprodukt in L2(Ω). Bezu¨glich der
Energienorm, die fu¨r alle v ∈ H1(Ω) durch
‖v‖ε := (ε‖∇v‖22 + ‖v‖22)1/2
definiert ist, erweist sich die Bilinearform a(·, ·) : V × V → R als V –elliptisch, wenn die
Voraussetzung
c+
1
2
∇ · b ≥ c0 > 0
erfu¨llt ist.
Wa¨hlen wir einen endlichdimensionalen Teilraum V N ⊂ V , dann ergibt sich die Lo¨sung
des Galerkin–Verfahrens als diejenige Funktion uG ∈ V N , die fu¨r alle Testfunktionen
vN ∈ V N der Gleichung
a(uG, vN ) = (f, vN ) (6.2)
genu¨gt. Im folgenden sei V N der Raum der bilinearen Funktionen u¨ber einem Gitter vom
Shishkin–Typ mit N + 1 bzw. (N + 1)× (N + 1) Gitterpunkten. Das Galerkin–Verfahren
(6.2) a¨hnelt in seinen Lo¨sungseigenschaften dem zentralen Differenzenverfahren. Die ge-
nerierten diskreten Systeme sind nicht leicht zu lo¨sen. Die Verwendung grenzschichtange-
paßter Gitter wirkt sich stabilisierend auf das Verfahren aus. Man beobachtet in numeri-
schen Testrechnungen auf Shishkin–Typ–Gittern Konvergenz von (fast) zweiter Ordnung
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bezu¨glich der Maximumnorm (siehe z. B. [59, 67]). Analytisch nachgewiesen wurden die
Fehlerschranken
‖u− uG‖ε ≤ CN−1 max
t∈[0,1/2]
|ψ′(t)|
in [94] und
|(u− uG)(x, y)| ≤

C min{1, ε−1/2N−1 lnN}N−1( max
t∈[0,1/2]
|ψ′(t)|)2 ln1/2N,
falls (x, y) ∈ Ω22,
CN−3/2( max
t∈[0,1/2]
|ψ′(t)|)2 lnN, falls (x, y) ∈ Ω12 ∪ Ω21
in [59], wobei die Gebietsaufteilung wie in Kapitel 5, Abbildung 5.1, gewa¨hlt ist. Auf
einem Shishkin–Gitter kann man ferner die Gu¨ltigkeit der Ungleichung
‖u− uG‖L∞(Ω11) ≤ CN−3/2 ln3N
zeigen.
Nun stellt sich die Frage, ob die Schwierigkeiten bei der effizienten Lo¨sung der durch
das Galerkin–Verfahren (6.2) generierten diskreten Systeme mit Hilfe eines Defektkor-
rekturverfahrens u¨berwunden werden ko¨nnen. Welche und in welchem Sinne stabilere
Finite–Elemente–Methode eignet sich als Lo¨sungsverfahren in einem solchen Algorith-
mus ?
Im folgenden wollen wir kurz die Kombination des Standard–Galerkin–Verfahrens mit der
Stromliniendiffusions-FEM und dem durch Addition ku¨nstlicher Viskosita¨t generierten
Finite–Elemente–Verfahren, kurz Upwind–FEM genannt, diskutieren.
Upwind–FEM
Bereits in [7] und [18] wurden Defektkorrekturverfahren untersucht, bei denen eine
Finite–Elemente–Methode mit zusa¨tzlicher ku¨nstlicher Diffusion, proportional zu lokalen
Gitterparametern, als Lo¨sungsverfahren eingesetzt wird, wa¨hrend der Korrekturterm
mit Hilfe des Galerkin–Verfahrens (6.2) ermittelt wird.
Wir verwenden wiederum den Finite–Elemente–Raum V N ⊂ V der bilinearen Ansatz-
funktionen u¨ber einem Shishkin–Typ–Gitter. Als Lo¨sung der Upwind–Finite–Elemente–
Methode definieren wir diejenige Funktion uU ∈ V N , die fu¨r alle vN ∈ V N die Gleichung
aU (uU , vN ) := (γh∇uU ,∇vN ) + a(uU , vN ) = (f, vN ) (6.3)
erfu¨llt. Dabei ist γ = diag(γx, γy)T eine 2 × 2–Matrix mit konstanten, positiven Diago-
nalelementen. Die Matrixfunktion h = diag(hx, hy) ordnet jedem Punkt (x, y) ∈ Ω ⊂ R2
eine 2× 2–Matrix mit den Eintra¨gen
hx = hx(x, y) = hx,i fu¨r x ∈ (xi−1, xi] und
hy = hy(x, y) = hy,j fu¨r y ∈ (yj−1, yj ]
zu. Falls Ω ⊂ R gilt, ist γ eine positive Konstante, wa¨hrend h der lokalen Gitterschritt-
weite entspricht. Die zu aU (·, ·) assoziierte Energienorm ist fu¨r alle v ∈ V durch
‖v‖h := {(h∇v,∇v) + ε‖∇v‖2 + ‖v‖2}1/2
definiert. Bezu¨glich dieser Norm ist die Bilinearform aU (·, ·) koerzitiv.
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In [97] wird gezeigt, daß das Verfahren (6.3) auf einem Shishkin–Typ–Gitter bezu¨glich
der Energienorm ‖ · ‖ε von der Ordnung O(N−1 max
t∈[0,1/2]
|ψ′(t)| ln1/2N) gegen die exakte
Lo¨sung u von (1.8) konvergiert. Bezu¨glich der Maximumnorm beobachtet man in
numerischen Testrechnungen Konvergenz der Ordnung O(N−1 max
t∈[0,1/2]
|ψ′(t)|), kann aber
nur eine pessimistischere Fehlerschranke analytisch nachweisen.
Das Upwind–Finite–Elemente–Verfahren generiert im eindimensionalen Fall unter der
Bedingung, daß fu¨r alle i = 1, . . . , N die Ungleichung γi ≥ bi/2 gilt, eine M–Matrix.
Zweidimensional wird im allgemeinen keine M–Matrix erzeugt. Das Vorzeichen der
Außerdiagonalelemente der generierten Systemmatrix ha¨ngt stark vom Verha¨ltnis der
orthogonalen Gitterschrittweiten hx und hy ab. Es ist folglich unklar, ob das Verfahren
L∞–L∞–stabil ist.
Die Verfahren (6.3) und (6.2) wurden u¨ber demselben Finite–Elemente–Raum V N defi-
niert. Sie lassen sich daher leicht zu folgendem Defektkorrekturalgorithmus kombinieren:
1. Ermittle die Startapproximation uU ∈ V N , die fu¨r alle vN ∈ V N der Beziehung
aU (uU , vN ) = (f, vN ) (6.4a)
genu¨gt.
2. Finde uDC ∈ V N so, daß fu¨r alle vN ∈ V N die Gleichung
aU (uDC , vN ) = aU (uU , vN ) +
(
(f, vN )− a(uU , vN )) (6.4b)
erfu¨llt ist.
Bemerkung 6.1 Wir erwarten eine Verkleinerung des Fehlers ‖uDC − uI‖h, wobei
uI ∈ V N die Interpolierende von u bezu¨glich des Raumes V N bezeichnet. Die Fehler-
komponente ‖u − uI‖h des Verfahrensfehlers ‖uDC − u‖h kann sich nicht verringern, da
wir denselben Ansatzraum V N fu¨r beide Verfahren benutzen. 2
Ausgangspunkt unserer Fehlerbetrachtungen ist fu¨r alle vN ∈ V N die Gleichung
aU (uDC − uI , vN ) =
[
aU (uU − uI , vN )− a(uU − uI , vN )
]
+ (f, vN )− a(uI , vN )
= (γh∇(uU − uI),∇vN ) + a(uG − uI , vN ). (6.5)
In [59] wurde die Superkonvergenz des Galerkin–Verfahrens (6.2) auf Shishkin–Typ–
Gittern gezeigt. Es gilt demnach die Abscha¨tzung
|a(uG − uI , vN )| ≤ CN−2( max
t∈[0,1/2]
|ψ′(t)|)2 ln1/2N‖vN‖ε.
Offen ist bislang, ob man fu¨r den ersten Summanden von (6.5), der fu¨r Ω ⊂ R2 die Gestalt
(γh∇(uU − uI),∇vN ) =
N∑
i=1
γxhx,i
∫ yj
yj−1
∫ xi
xi−1
∂(uU − uI)
∂x
∂vN
∂x
dxdy +
N∑
j=1
γyhy,j
∫ xi
xi−1
∫ yj
yj−1
∂(uU − uI)
∂y
∂vN
∂y
dydx
aufweist, eine Abscha¨tzung derselben Gro¨ßenordnung herleiten kann.
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Wir reduzieren unsere Betrachtungen auf den eindimensionalen Fall und ein Shishkin–
Gitter ΩS ⊂ [0, 1], auf dessen feinem Teil die Schrittweite der Beziehung h ≤ CεN−1 lnN
genu¨gt. Dann liefert die Anwendung der Cauchy–Schwarz–Ungleichung auf dem feinen
Gitter ΩS,f ⊂ ΩS zusammen mit der Fehlerabscha¨tzung aus [97] unmittelbar die Unglei-
chungskette
|
N/2∑
i=1
γhi((uU − uI)′, vN ′)| ≤ CN−1 lnN
[
ε
∫
ΩS,f
(uU − uI)′2
]1/2
‖vN‖ε,ΩS,f
≤ CN−2 ln5/2N‖vN‖ε,ΩS,f . (6.6)
Auf dem groben Gitter ΩS,g ⊂ ΩS , wo die Schrittweite die Beziehung H = O(N−1) erfu¨llt,
ko¨nnen wir keine vergleichbare Abscha¨tzung herleiten. Wir beno¨tigen eine Schranke fol-
gender Art:
|uU − uI |1,ΩS,g ≤ CN−1 lnN.
Eine solche mit Finite–Elemente–Techniken nachzuweisen, ist selbst im eindimen-
sionalen Fall ein offenes Problem. Die A¨hnlichkeit der Upwind–FEM zum Upwind–
Differenzenverfahren gibt Anlaß zu der Vermutung, daß fu¨r den Gradienten des Fehlers
der eindimensionalen Upwind–FEM eine Fehlerschranke wie in Satz 4.1 bewiesen werden
kann.
Im eindimensionalen Fall deuten die Ergebnisse numerischer Testrechnungen darauf hin,
daß das betrachtete Defektkorrekturverfahren auf grenzschichtangepaßten Gittern von
(fast) zweiter Ordnung konvergiert. Die Tabellen 6.1 und 6.2 beinhalten die Energienorm
und die Maximumnorm der Fehler u − uDC und uI − uDC und Konvergenzraten zum
Testproblem
−εu′′(x)− u′(x) + 2u(x) = x− 1 fu¨r x ∈ (0, 1)
u(0) = u(1) = 0
mit dem Sto¨rungsparameter ε = 10−8.
|||u− uDC |||ε |||uI − uDC |||ε ‖u− uDC‖∞ ‖uI − uDC‖∞
N Fehler Rate Fehler Rate Fehler Rate Fehler Rate
4 9.122e-02 0.83 5.570e-02 0.57 7.679e-02 1.17 4.756e-02 0.66
8 5.141e-02 1.12 3.742e-02 1.20 3.401e-02 1.26 3.010e-02 1.33
16 2.370e-02 1.08 1.630e-02 1.14 1.424e-02 0.19 1.198e-02 -0.06
32 1.124e-02 0.96 7.383e-03 0.91 1.253e-02 0.88 1.253e-02 0.88
64 5.765e-03 1.12 3.938e-03 1.29 6.811e-03 1.38 6.811e-03 1.38
128 2.645e-03 1.17 1.607e-03 1.59 2.616e-03 1.64 2.616e-03 1.64
256 1.178e-03 1.10 5.357e-04 1.74 8.390e-04 1.77 8.390e-04 1.77
512 5.485e-04 1.04 1.603e-04 1.82 2.454e-04 1.84 2.454e-04 1.84
1024 2.661e-04 — 4.536e-05 — 6.846e-05 — 6.846e-05 —
Tabelle 6.1: Verfahrensfehler und Konvergenzraten zum Algorithmus (6.4) auf einem ein-
dimensionalen Bakhvalov–Shishkin–Gitter mit λ0 = 2 und α = 1
Angewandt auf das zweidimensionale Testproblem (5.2) mit dem Sto¨rungsparameter
ε = 10−8 sind die numerischen Testrechnungen nicht eindeutig interpretierbar (vgl. Ta-
bellen 6.3 und 6.4). Die Ergebnisse fu¨r andere Werte des Sto¨rungsparameters a¨hneln den
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|||u− uN |||ε |||uI − uN |||ε ‖u− uN‖∞ ‖uI − uN‖∞
N error rate error rate error rate error rate
4 9.264e-02 0.60 5.459e-02 0.54 7.707e-02 1.06 4.773e-02 0.61
8 6.126e-02 0.66 3.746e-02 0.79 3.696e-02 0.96 3.134e-02 1.11
16 3.881e-02 0.75 2.161e-02 0.98 1.894e-02 1.05 1.454e-02 1.10
32 2.310e-02 0.81 1.092e-02 1.16 9.170e-03 1.24 6.764e-03 1.21
64 1.322e-02 0.83 4.882e-03 1.34 3.880e-03 1.39 2.927e-03 1.38
128 7.441e-03 0.84 1.928e-03 1.49 1.476e-03 1.53 1.122e-03 1.52
256 4.168e-03 0.84 6.884e-04 1.59 5.116e-04 1.62 3.926e-04 1.61
512 2.324e-03 0.85 2.287e-04 1.66 1.664e-04 1.68 1.282e-04 1.68
1024 1.287e-03 — 7.235e-05 — 5.196e-05 — 3.997e-05 —
Tabelle 6.2: Verfahrensfehler und Konvergenzraten zum Algorithmus (6.4) auf einem ein-
dimensionalen Shishkin–Gitter mit λ0 = 2
angegebenen. Defektkorrektur verbessert offenbar das Konvergenzverhalten im Vergleich
zur Upwind–FEM. Die Konvegenzrate ist jedoch nicht klar ablesbar. Auch eine Variation
der Gitterparameter vera¨ndert die Resultate nicht wesentlich.
In [18] wird dennoch ebendiese Verfahrenskombination zur Konstruktion eines a
posteriori–Fehlerscha¨tzers verwendet, der sich den numerischen Tests zufolge sehr gut
zur Gitteradaption eignet1.
‖uI − uDC‖∞ ‖u− uDC‖∞ |||uI − uDC |||ε
N Fehler Rate Konst Fehler Rate Konst Fehler Rate Konst
4 3.634e-01 0.52 3.02 4.789e-01 0.78 3.98 3.057e-01 0.69 2.54
8 2.537e-01 0.89 3.75 2.785e-01 0.90 4.12 1.890e-01 0.85 2.79
16 1.365e-01 1.15 4.54 1.493e-01 1.09 4.97 1.051e-01 0.96 3.49
32 6.160e-02 1.28 5.25 6.993e-02 1.28 5.96 5.397e-02 1.15 4.60
64 2.542e-02 1.42 6.02 2.886e-02 1.43 6.83 2.429e-02 1.33 5.75
128 9.470e-03 1.54 6.59 1.074e-02 1.54 7.47 9.661e-03 1.47 6.72
256 3.263e-03 — 6.95 3.698e-03 — 7.88 3.482e-03 — 7.42
Tabelle 6.3: Verfahrensfehler und Konvergenzraten zum Algorithmus (6.4) auf einem zwei-
dimensionalen Shishkin–Gitter mit λ0 = 2
‖uI − uDC‖∞ ‖u− uDC‖∞ |||uI − uDC |||ε
N Fehler Rate Konst Fehler Rate Konst Fehler Rate Konst
4 3.892e-01 0.72 6.22 5.005e-01 0.62 8.00 2.961e-01 1.05 4.73
8 2.357e-01 1.39 15.08 3.264e-01 0.90 20.88 1.431e-01 1.71 9.15
16 8.996e-02 1.44 23.02 1.750e-01 1.15 44.80 4.371e-02 1.61 11.19
32 3.310e-02 0.89 33.89 7.868e-02 1.20 80.56 1.430e-02 1.23 14.64
64 1.792e-02 0.68 73.39 3.425e-02 1.13 140.30 6.091e-03 1.16 24.94
128 1.117e-02 0.79 182.9 1.560e-02 1.06 255.6 2.727e-03 1.15 44.67
256 6.463e-03 — 423.5 7.495e-03 — 491.2 1.226e-03 — 80.33
Tabelle 6.4: Verfahrensfehler und Konvergenzraten zum Algorithmus (6.4) auf einem zwei-
dimensionalen Bakhvalov–Shishkin–Gitter mit λ0 = 2 und α = 1
1Die Analyse des Fehlerscha¨tzers in [18] geht nicht na¨her auf das Problem der Robustheit ein.
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Stromliniendiffusions–Finite–Elemente–Methode
Ein sehr ha¨ufig zur numerischen Lo¨sung von Konvektions–Diffusions–Problemen ange-
wendetes Verfahren ist die Stromliniendiffusions–Finite–Elemente–Methode (kurz: SD-
FEM), die von Hughes und Brooks [16] eingefu¨hrt wurde.
Fu¨r alle v ∈ H1(Ω) und alle w ∈ H10 (Ω), die fu¨r alle Elemente T der Triangulierung TN
zusa¨tzlich in H2(T ) liegen, definieren wir die Bilinearform
aSD(w, v) = a(w, v) +
∑
T∈TN
δT (−ε∆w − b · ∇w + cw,b · ∇v)T .
Dabei bezeichnet δT einen noch zu wa¨hlenden positiven, elementweise konstanten Pa-
rameter. Wir verwenden denselben Finite–Elemente–Raum V N der bilinearen Ansatz-
funktionen u¨ber einem Shishkin–Gitter wie oben. Als Lo¨sung uSD ergibt sich diejenige
Funktion aus V N , die fu¨r alle vN ∈ V N der Gleichung
aSD(uSD, vN ) = (f, vN ) +
∑
T∈TN
δT (f,b · ∇vN ) (6.7)
genu¨gt. Im Gegensatz zur Upwind–FEM besitzt dieses Verfahren die Projektionseigen-
schaft
aSD(u− uSD, vN ) = 0 ∀vN ∈ V N .
Falls der Stromliniendiffusionsparameter fu¨r alle T ∈ TN die Bedingung
0 ≤ δT ≤ c0max
(x,y)∈T
|c(x, y)|
erfu¨llt, dann gilt fu¨r alle vN ∈ V N die Ungleichung
aSD(vN , vN ) ≥ 12‖v
N‖2SD,
wobei die Norm ‖ · ‖SD fu¨r alle v ∈ H1(Ω) durch
‖v‖SD :=
(
ε‖∇v‖22 +
∑
T∈TN
δT ‖b · ∇v‖22,T + c0‖v‖22
)1/2
definiert ist.
Im eindimensionalen Fall ist es stets mo¨glich, den Stromliniendiffusionsparameter δT so
zu wa¨hlen, daß die Systemmatrix des resultierenden diskreten Systems einem diskreten
Maximumprinzip genu¨gt. In [111] und [92] wird gezeigt, daß das Verfahren auf Shishkin–
bzw. Shishkin–Typ–Gittern gleichma¨ßig von fast zweiter Ordnung bezu¨glich der Maxi-
mumnorm konvergiert. Die SDFEM erweist sich im eindimensionalen Fall aufgrund ihrer
Stabilita¨t und Genauigkeit in gewissem Sinne als optimale Methode zweiter Ordnung
(vgl. [92, Bemerkung 6.3]). Folglich sollte sie anstelle des reinen Galerkin–Verfahrens mit
bilinearen Ansatzfunktionen angewendet werden. Eine Kombination mit demselben im
Rahmen eines Defektkorrekturalgorithmus erscheint hingegen nicht sinnvoll.
Im Falle eines zweidimensionalen Grundgebietes Ω ist es im allgemeinen nicht mo¨glich,
durch passende Wahl des Parameters δT ein inversmonotones diskretes System zu generie-
ren. Dennoch weist die SDFEM gute Stabilita¨tseigenschaften auf. Die diskreten Systeme
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ko¨nnen mit Hilfe von Standard–Iterationstechniken effektiv gelo¨st werden. In [113] wird
die Fehlerschranke
‖uI − uSD‖SD ≤ C
(
εN−1 ln1/2N +N−2 ln2N
)
und eine vergleichbare Abscha¨tzung fu¨r den Verfahrensfehler u − uSD bezu¨glich einer
diskreten Version der Norm ‖ · ‖SD bewiesen. Gema¨ß [67, 110] beobachtet man – im
Gegensatz zu pessimistischeren theoretischen Fehlerschranken aus [112] – in numeri-
schen Experimenten auf einem Shishkin–Gitter Konvergenz von fast zweiter Ordnung
bezu¨glich der Maximumnorm und somit ein a¨hnliches Konvergenzverhalten wie fu¨r das
reine Galerkin–Verfahren bei ho¨herer Stabilita¨t. Wiederum ist keine signifikante Verbes-
serung der Genauigkeit durch eine Kombination von SDFEM und Galerkin–Verfahren in
einem Defektkorrekturprozeß zu erwarten, wenn man dieselben Finite–Elemente–Ra¨ume
fu¨r beide Verfahren verwendet.
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Bezeichnungen
Mengen, Ra¨ume und Normen:
N,N0 Menge der (positiven) natu¨rlichen Zahlen, N0 = N ∪ {0}
Z Menge der ganzen Zahlen
R Menge der reellen Zahlen
Ω, Ω¯ beschra¨nktes Gebiet im Rd und sein Abschluß
Γ = ∂Ω Rand des Gebietes Ω
Ck(Ω) Raum der k–mal stetig differenzierbaren Funktionen u¨ber Ω
Ck,α(Ω) Raum der k–mal α–Ho¨lder–stetig differenzierbaren Funktionen
u¨ber Ω
Lp(Ω), ‖ · ‖p Raum der u¨ber Ω zur p–ten Potenz integrierbaren Funktionen,
1 ≤ p <∞, und die zugeho¨rige Norm
L∞(Ω), ‖ · ‖∞ Raum der beschra¨nkten Funktionen u¨ber Ω und die Maximum-
norm
W kp (Ω), ‖ · ‖k,p Sobolev–Raum der Funktionen u¨ber Ω, deren verallgemeinerte
Ableitungen bis zur Ordnung k in Lp(Ω) liegen, k ∈ Z, und seine
Norm
‖ · ‖1⊗∞, ‖ · ‖∞⊗1 anisotrope Normen, vgl. Satz 1.6
(·, ·) Skalarprodukt in L2(Ω)
‖ · ‖∞,d diskrete Maximumnorm
‖ · ‖1,σ,d diskrete L1–Norm mit Parameter σ, vgl. Satz 2.3
(·, ·)σ parametrisiertes diskretes L2–Skalarprodukt
‖ · ‖∗,σ,d, ‖ · ‖∗,d spezielle diskrete Normen, vgl. (2.19) und Bemerkung 4.1
‖ · ‖1⊗∞,d, ‖ · ‖∞⊗1,d diskrete Versionen der anisotropen Normen
Stetige und diskrete Operatoren:
L,Lk,A lineare Differentialoperatoren
∆,∇ Laplace–Operator, Nabla–Operator
L,L..., A... Differenzenoperatoren
D−, D+, D0,ξ Differenzenquotienten erster Ordnung
D−x,y, D+x,y, D0x,y gerichtete Differenzenquotienten erster Ordnung
δ2σ, δ
2
x,y Differenzenquotienten zweiter Ordnung
diag(L) Diagonalmatrix (djk) mit djj = ljj , wobei (ljk) die L zugeord-
nete Matrix bezeichnet
diag(g), g ∈ RN Diagonalmatrix (djk) mit djj = gj
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Funktionen:
u Lo¨sung der Differentialgleichung
b,b = (b1, b2)T Koeffizienten der Konvektionsterme
c Koeffizient des Reaktionsterms
f rechte Seite der Differentialgleichung
G Greensche Funktion
δ Dirac–Distribution
S,E,Eν(ν = 1, 2, 12) glatter und exponentielle(r) Anteil(e) der exakten Lo¨sung
Gitterparameter:
ΩN ,ΩN... Gitter mit (N − 1)d inneren Gitterpunkten u¨ber Ω ⊂ Rd
ΓN Menge der Gitterpunkte auf dem Rand von Ω
hi, hx;i, hy;j Gitterschrittweiten
~σ,i, ~1/2,x;i, ~1/2,y;j gewichtet gemittelte Schrittweiten
h,H Schrittweite des feinen bzw. groben Teils eines Shishkin–Gitters
ϕ,ψ gittererzeugende und gittercharakterisierende Funktionen
λ0, λ0,ν(ν = 1, 2) Parameter des U¨bergangspunktes eines Shishkin–Typ–Gitters
Gitterfunktionen:
uN , u... mit dem zu L... assoziierten Diskretisierungsverfahren erzeugte
Approximation von u
gˆ Einschra¨nkung der stetigen Funktion g auf das Gitter ΩN
G,G... diskretes Analogon der Greenschen Funktion zum Diskretisie-
rungsoperator L...
δNσ parametrisiertes diskretes Analogon zur δ–Distribution
S..., E..., E...ν Approximationen der Funktionen S,E,Eν
B,B1, B2, B12 Schrankenfunktionen
e... Fehler des zu L... assoziierten Diskretisierungsverfahrens, e... =
uˆ− u...
η... Fehlerdifferenz, η...i = e
...
i − e...i−1
τ ... Konsistenzfehler des zu L... assoziierten Diskretisierungsverfah-
rens
χ(MN ) charakteristische Funktion eines Teilgitters MN ⊂ ΩN
Konstanten und Parameter:
ε Sto¨rungsparameter
β, β1, β2 Unterschranken fu¨r b, b1, b2
q, β0 q ∈ (0, 1) beliebig, β0 ∈ (0, qβ)
C,Cν(ν = 1, 2) von ε und N unabha¨ngige Konstanten
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