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Electrical interactions between molecular vibrations can be nonlinear and thereby 
produce intermolecular coupling even in the absence of a chemical bond. We use this 
fact to detect the formation of an intermolecular complex using 
electron-vibration-vibration two-dimensional infrared spectroscopy (EVV 2DIR) and 
also to determine the distance and angle between the two molecular species. 
 
One of the great strengths of NMR has been its ability to measure the coupling 
strength between nuclear spins and from this to deduce the distance between them. 
This capability stems from the relatively simple physics that determines the spin-spin 
coupling, which allows distances to be inferred1. In essence the coupling follows a 
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dipolar distance dependence. The apparent similarities between 2D NMR methods 
and its optical analogues such as 2DIR have fueled the hope that geometric 
information might also be obtained from these techniques. It is certainly true that 
structural analysis, rather than structural determination, can be greatly assisted by 
2DIR methods, as the signals, in the form of cross peaks, can be very sensitive to 
molecular structure and vibrational cross peaks can be accurately calculated from 
known structures2-5. When it comes to structural determination however, despite some 
progress over recent years5,6, this hope has not yet been fulfilled. This is partly due to 
the more complex coupling physics that connects molecular vibrations with each 
other when compared with the Hamiltonians that are responsible for nuclear spin 
coupling. In essence there are two types of anharmonicities that result from 
vibration-vibration coupling: mechanical and electrical. When chemical bonds are 
present it is usual that mechanical anharmonicity dominates. There is currently no 
known way to map mechanical anharmonicity onto molecular geometry and therefore 
no known way to use 2DIR methods to determine molecular structures. We show here 
however there is an important class of molecular systems for which structural analysis 
is possible, namely those systems in which electrical anharmonicity dominates. This 
class of problems include those of intermolecular interactions and molecular 
complexation, prevalent in supramolecular self-assemblies and many biological 
systems7. 
EVV 2DIR spectroscopy is a coherent multidimensional spectroscopy first developed 
by Wright8, suggested by Cho4, and further developed in our group2,3,9,10. Unlike other 
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forms of 2DIR spectroscopy11, it has the unique feature of being inherently sensitive 
to electrical anharmonicity. We show here that for systems in which electrical 
anharmonicity dominates, the coupling can be well described by the physics of 
multipole coupling which, for the example given in this paper, is approximated by 
dipole-dipole coupling. We also show that for the case of a complex-forming 
molecular system, phenylacetylene (PA) and benzonitrile (BN), the cross peaks 
formed by dipolar couplings appear with the predicted strength and at the predicted 
locations in an EVV 2DIR spectrum. Finally we show how the polarization 
dependence of the cross peaks can be used to deduce the angle between the molecules 
in question and thereby estimate the distances between the two interacting modes via 
the intensities of the intermolecular cross-peaks. 
There are two types of anharmonicities intrinsic to a molecular system. The first of 
these comprises the lowest-order anharmonic terms in molecular potential energy 
surface, known as the mechanical anharmonicity, while the second is the electrical 
anharmonicity, defined as the nonlinearity (
2
i jQ Q
∂
∂ ∂
μ ) in molecular electrical dipole 
moment12. Every implementation of 2DIR spectroscopy depends in one way or the 
other on these two anharmonicities for its signals, but a unique feature of EVV 2DIR 
spectroscopy is its sensitivity to electrical anharmonicity even in the absence of 
mechanical anharmonicity. This makes it possible to use EVV 2DIR spectra for the 
determination of relative geometries of interacting chemical groups. Consider a 
molecular system composed of two or more chemical groups, which, though not 
directly bonded to each other, lie close enough to interact. The vibrations of each 
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chemical group are usually localized on the group, and the coupling between two such 
vibrations can only take place via through-space electrostatic interactions. In principle 
this coupling can be anharmonic, thereby leading to EVV 2DIR cross peaks. 
Numerous candidates for this kind of systems can be found in published X-ray crystal 
structures of proteins in the form of interacting side chains, such as the F19-Y63 pair 
in p53-mdm2 complex13. Through-space electrostatic interactions between two 
chemical groups can also lead to mechanical anharmonicities, however this effect is 
known to be much weaker. As shown by Cho14, mechanical anharmonicity induced by 
two interacting dipoles involves, as a prerequisite, second-order dipole moment 
derivatives which are usually small in magnitude. On the other hand, electrical 
anharmonicity from this same dipole-dipole interaction only involves first-order 
derivatives of dipole moments and polarizabilities (vide infra). Thus it is reasonable to 
assume that through-space-induced mechanical anharmonicity is negligible compared 
with through-space-induced electrical anharmonicity from which EVV 2DIR signals 
arise entirely. Later in this paper we also provide experimental verification of this 
theoretical assumption. 
For two uncharged chemical groups weakly interacting with each other, each carrying 
one vibrational mode (labeled as 1 and 2), the total Hamiltonian of the pair can be 
written as a sum of the non-interacting Hamiltonians of the monomers and an 
interaction potential H ′ . If we take an approximation that the interaction between the 
pair is mostly dipolar, then H ′  can be written as  following 
Buckingham
(2)
1 12 2H ′ = −μ T μ
15. iμ  is the dipole moment of group i. 
(2) 2 5
12 (3 )R R= −T RR I  is the 
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interaction tensor, with R being the distance vector pointing from group 1 to 2 and 
R = R . After taking derivatives of the total energy of the system with respect to 
external electric field and normal mode coordinates Q1 and Q2, an expression for the 
electrical anharmonicity induced by dipole-dipole interaction between the two 
vibrations can be written as 
2
(2) (2)1 2 1
12 12
1 2 1 2 1 2indQ Q Q Q Q Q
⎛ ⎞ 2∂ ∂ ∂ ∂∂ = ⋅ ⋅ + ⋅ ⋅⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
α μ μμ T T α .           (1) 
iα  is the polarizability tensor of group i. Information about the interaction geometry 
of the two chemical groups is incorporated in the induced electrical anharmonicity by 
the interaction tensor . As shown by Okumura et al.(2)12T
16, Cho14 and Hahn et al.17, 
electrical anharmonicity should be inversely proportional to R3, the same conclusion 
can be reached here. 
The complete procedure of calculating the third-order nonlinear susceptibility (3)χ  
of EVV 2DIR signals in the presence of mechanical and electrical anharmonicities has 
been given by Kwak et al4. However, when there is only electrical anharmonicity 
involved, (3)χ  can be written in a much simpler form of vector/tensor products as 
2 2
(3)
PPP
2 1 2 1 2 1 2
Tr 2
Q Q Q Q Q Q Q Q
χ ⎛ ⎞⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂∝ ⋅ + ⋅⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠ ⎝ ⎠
α μ μ α μ
1
⋅ μ ,       (2) 
with mode 1 as the αω  mode. Tr indicates the trace of the tensor. Eq. (2) is for a 
polarization configuration with all the electric fields of the three laser pulses parallel 
to each other and in the plane of propagation2 (denoted as PPP) and includes 
orientation averaging for an isotropic media. Another polarization configuration in 
EVV 2DIR spectroscopy with the polarization plane of the visible laser pulse 
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perpendicular to the other two is denoted as PPS, for which (3)χ  can be expressed as 
2 2
(3)
PPS
2 1 2 1 2 1 2
2Tr
Q Q Q Q Q Q Q Q
χ ⎛ ⎞⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂∝ ⋅ − ⋅⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠ ⎝ ⎠
α μ μ α μ
1
⋅ μ .    (2’) 
The expression of (3)χ  in the form of dot-products as in Eqs. (2) and (2’) underlines 
the dependence of signal intensity on the directional relationships between the two 
interacting chemical groups. Together with Eq. (1), they link EVV 2DIR signal 
intensities to the interaction geometry between the two chemical groups, embedded in 
the interaction tensor T and the dot-products. The observables in these experiments 
are spectral properties, such as transition dipoles etc. Therefore the “directional 
relationships” mentioned above are those between transitional properties of the 
interacting groups, thus to obtain molecular geometries we also need to know the 
orientation of molecular transition dipoles relative to the molecular axes. 
We applied the above model to the case of two linear chemical groups and the 
coupling between their stretching modes. FIG. 1(a) defines the structural parameters 
in this case. Apart from the distance R, three angles, 1θ , 2θ , and φ , are needed to 
define the spatial relationship between the two groups, with φ  defined as the angle 
between the two transition dipoles. By choosing an appropriate coordinate system, Eq. 
(1) can be used to obtain the Cartesian components of the induced electrical 
anharmonicity. However even for this special case, the resultant expressions are 
complicated. For simplicity, since the longest axis of a transition polarizability tensor 
roughly lines up with the molecular axis in a linear system, the smaller components of 
the tensor are ignored. The induced electrical anharmonicity can then be expressed in 
a simple form, and the effect of the smaller components can be corrected post hoc as 
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will be shown later. With this approximation, the magnitude of induced electrical 
anharmonicity can be obtained from Eq. (1) as 
( )2 1/ 221 2 13
1 2 1 2
cos 3cos cos 1 2 cos
ind
k k
Q Q R Q Q
2φ θ θ α μμ φ+ ∂ ∂∂ = + +∂ ∂ ∂ ∂ .    (3) 
k is a dimensionless constant defined as: 2 1 1 2
2 1 1 2
k
Q Q Q Q
α μ α μ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂= ⎜ ⎟ ⎜∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎟ . Using Eqs. 
(1), (2) and (2’), one can obtain an expression explicitly connecting (3)χ , and thus 
cross peak intensity, with the geometrical parameters defined in FIG. 1(a). In 
particular, the signal ratio of cross peak intensities measured at PPS and PPP 
configurations is 
2 2(3) (3) 2 2
PPS PPP (2 cos cos ) (1 3 cos 2cos )k kχ χ φ φ φ= + − + + φ .     (4) 
This provides us a convenient way to determine φ  from the signal ratio between PPP 
and PPS polarisation configurations. The distance R between the two groups can then 
be calculated from the absolute intensity of the signal, which in practice can also be 
determined by comparison with an intramolecular coupling of known strength. 
The dipole-dipole coupling model was used to calculate the EVV 2DIR spectrum for 
a dimer formed by BN and PA. The coupled vibrations are the CC and CN stretching 
modes. Ab initio geometry optimization for the dimer at MP2(Full)/6-31+G(d,p) level 
with BSSE correction18 led to a configuration as shown in FIG. 1(b), similar to the 
displaced parallel configuration of the benzene dimer19. The bonding energy was 
calculated to be about 4.4 kcal/mol, which is comparable to that for BN and benzene20, 
indicating that π-π interaction between the two phenyl rings is responsible for the 
complexation of BN and PA. The distance between CC and CN bond centres is about 
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3.68 Å. For the two monomers BN and PA, first-order derivatives of dipole moments 
and polarizability were calculated separately from their optimized geometries and 
listed in TABLE I, from which k is calculated to be 2.65. Then Eq. (1) was used to 
calculate the induced electrical anharmonicity between the two modes, also given in 
TABLE I. Note for this result the full transition polarizability tensors were used, 
which when compared with another calculation using only the largest tensor 
components will enable us to correct the effect of the smaller tensor components vide 
infra. From the resultant electrical anharmonicity, an EVV 2DIR spectrum was 
calculated and combined with the calculated monomeric 2DIR spectra of BN and PA 
to obtain the EVV 2DIR spectrum for the BN-PA dimer as shown in FIG.1(c). The 
cross peak at 2113/4226 cm-1 is between CC stretching fundamental and first overtone 
(CC-CC cross peak), and similarly the one at 2239/4478 cm-1 is between CN 
stretching fundamental and first overtone (CN-CN cross peak). Most significantly, the 
calculation predicts two new cross peaks at 2113/4352 and 2239/4352 cm-1 (CC-CN 
and CN-CC cross peaks), arising entirely from the electrical anharmonicity induced 
by through-space interaction between CC and CN groups. 
To verify our theoretical predictions, EVV 2DIR spectra of pure liquid BN, pure 
liquid PA and a 50%-50% liquid mixture of them were measured at room temperature 
and shown in FIG. 2(a). A description of our EVV apparatus and other experimental 
details can be found elsewhere2,3,9,10. Compared with the spectra of pure liquids, two 
new cross peaks were present at 2110/4335 and 2225/4335 cm-1 in the spectrum of the 
BN-PA mixture, as predicted by theory. The fact that the pair of cross peaks do not 
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exist in either of the two pure liquids, makes it unambiguously clear that they must 
come from the interaction between BN and PA. For comparison the FTIR spectrum of 
the BN-PA mixture as shown in FIG. 2(b), is as expected almost exactly the sum of 
the two pure liquids and betrays no traces of the intermolecular coupling. It is 
expected that the intermolecular coupling should be visible by the presence of a weak 
intermolecular combination band in the near infra-red. Indeed the formation of the 
EVV 2DIR spectrum requires excitation of this band by one of our IR pulses. In fact 
this band is both extremely weak, and the spectrum contains sufficient other 
combination bands and overtones that the intermolecular combination band is not 
reliably identifiable or assignable from FTIR data.
For the three spectra in FIG. 2(a), the pulse ordering used is that with the αω  as pulse 
1 in the pulse sequence. As a proof of our assumption that mechanical anharmonicity 
in BN-PA complexation is negligible, the pulse ordering was reversed as discussed in 
more detail in our previous papers2,3. If the anharmonicity is purely electrical, then the 
observed CC-CN and CN-CC cross peaks should disappear upon reversing the pulse 
ordering. This is confirmed in the spectra of FIG. 2(c). Thus we can conclude with 
confidence that the intermolecular mechanical anharmonicity is indeed negligible in 
this system. 
Although in a liquid mixture of BN and PA, multiple interactions between several BN 
and PA molecules may exist to some extent, the gas-phase dimer as depicted in FIG. 
1(b) was used as a starting point following Zheng et al5. We measured the PPS/PPP 
signal ratios as 0.417±0.037 for the CC-CN cross peak and 0.368±0.017 for the 
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CN-CC cross peak. To apply Eq. (4) to these ratios requires correction for the effect of 
the smaller transition polarizability components. This was done by first calculating the 
deviation of the angle φ  from two theoretical PPS/PPP ratios, one calculated with 
these smaller components and another without, then correcting the experimental 
estimation accordingly. The final result is an angle for φ  of 31° calculated directly 
from the EVD 2DIR data. In fact, transition dipoles of the CC and CN stretching 
modes of BN-PA dimer can be numerically calculated at B3LYP/6-311++G(d,p) level, 
and the angle between the two vectors is found to be 17° thus there is an apparent 14° 
error between the calculated and measured molecular geometries. One obvious source 
of error is the neglected multiple interaction which can only be addressed with a better 
knowledge of the liquid structure of the system, yet another source of error may come 
from the thermal distribution of φ  at room temperature, since the relative 
sliding-rotation between the two aromatic rings in FIG. 1(b) involves only very low 
potential barriers, hinted by a very-low vibration frequency (~13 cm-1). We note that 
bonded liquid dimers have previously been studied by other 2DIR methods5 and that 
the approximation of one dominating molecular dimer geometry even in a liquid may 
not be such a bad approximation. 
Determination of distance R between the two interacting groups requires in general 
the measurement of absolute intensity of cross peaks. However if we use the CN-CN 
cross peak in the 2DIR spectrum as an internal reference, and the chemical 
assumption that the interacting BN-PA pair should keep a roughly face-on geometry 
for efficient π-π interaction, the absolute intensity of CN-CC cross peak can be 
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roughly estimated by multiplying the CN-CC/CN-CN signal ratio with the intensity of 
the reference peak. With an experimental value of this ratio at about 0.73±0.05, 
calculations gave a distance between the CC and CN groups at about ~ 2.6 Å. 
Although this is shorter than the predicted ab initio distance (~3.7 Å), considering the 
crude approximations used throughout this is a surprisingly good result. 
As a summary, we have shown the detection of electrically-induced intermolecular 
cross peaks and subsequent determination of relative geometry of the CC and CN 
vibrations in the BN-PA complex. The acceptable agreement with the ab initio 
geometry gives us confidence in the dipole-dipole model outlined here and its 
underlying assumptions. Although we only give explicit expressions connecting EVV 
2DIR signal intensity with geometrical parameters for the case of two linear chemical 
groups, similar expressions for more complicated cases can be readily obtained. Our 
results have shown that due to its unique sensitivity to electrical anharmonicity, EVV 
2DIR spectroscopy can be used as a method for the detection of weakly interacting 
complexes and also for analysis of their interaction geometry. Though the example in 
this paper is a simple two-component liquid mixture, there is no reason why the same 
principle shown here can not be equally applied to more complicated systems. As 
EVV 2DIR spectroscopy has already been shown to be able to greatly reduce spectral 
congestion of complicated biological samples3,9,10, the ability to detect weak 
interactions between chemical groups makes it possible in principle to apply this 
approach to the study of the interaction of amino-acid side-chains. In particular, we 
foresee a future for this approach both in the detection of intra-protein, protein-protein 
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and protein-ligand interactions and in the determination of the geometry of these 
interactions. 
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 FIG. 1. (a) Geometrical parameters and molecular properties in the dipole-dipole 
model used in the text, arrows stand for transition dipoles and lobes transition 
polarizabilities; (b) BN-PA dimer optimized at MP2/6-31+G(d,p) level with BSSE 
correction; (c) theoretical EVV 2DIR spectra for BN(left), PA(centre) and BN-PA 
dimer(right), corresponding experimental spectral regions were encircled by red 
squares. 
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 FIG. 2. (a) Experimental EVV 2DIR spectra for pure liquid BN, pure liquid PA, 
50%-50% liquid mixture of BN and PA; (b) FTIR spectra of the same three samples; 
(c) experimental EVV 2DIR spectra for the BN-PA mixture at PPP, PPP with reversed 
pulse ordering and PPS configurations. 
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TABLE I Theoretical parameters used in calculations of the BN-PA systema
 C6H5-C≡N (BN) C6H5-C≡CH (PA) 
frequency (cm-1) b 2239 2113 
reduced mass (amu) b 12.6796 6.1124 
Q
⎛ ⎞∂⎜ ⎟∂⎝ ⎠
μ b,c z: 0.698 z: 0.256 
Q⎜ ⎟∂⎝ ⎠
⎛ ⎞∂α b,c
xx: 3.007 
yy: 3.612 
zz: 75.773 
xx: 4.524 
yy: 4.548 
zz: 73.755 
2
i jQ Q
⎛ ⎞∂⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
μ  x: 0.0021   y: -0.0055   z: 0.1480 
2(3)
PPPχ  (cm6/erg2) d 316.22 10−×  328.65 10−×  
2(3)
PPSχ  (cm6/erg2) d 311.01 10−×  321.25 10−×  
a in a.u. unless stated otherwise. 
b calculated at B3LYP/6-311++G(d,p) level. 
c in coordinate systems of the monomers, only non-zero Cartesian components were given. 
d with CN and CC stretching modes as αω  respectively. 
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