Abstract. Estimates for the total multiplicity of eigenvalues for Schrö-dinger operator are established in the case of compactly supported or exponentially decreasing complex-valued potential.
Schrödinger operator −∆ + V with complex potential represents an adequate and capacious perturbation-theoretic model within non-selfadjoint setting (see [1] ). Relative compactness of perturbation V guarantees conservation of continuous spectrum filling the semi-axis R + . A simple condition of relative compactness (see [2] ) is given by integrability of potential being raised to an appropriate power which provides that operator V R 0 (λ) belongs to the corresponding Schatten -von Neumann class where R 0 (λ) denotes the resolvent of free Laplacian −∆.
Investigation of discrete spectral component of operator −∆+V proves to be (see [3] ) of a considerable interest and specific difficulty in the case of complex V. Contemporary results on its location (the review of up-todate state of research see in [4] ) reduce to evaluation of the norm of the so-called Birman-Schwinger operator V
. Note that the estimates of Lieb-Thirring type obtained in non-selfadjoint case (see [5] ) for the momenta of eigenvalues hardly enable one to directly evaluate their total number. At the same time results obtained in [6] on distribution of eigenvalues located in the sector containing R + provide a certain information on their possible accumulation rate to continuous spectrum.
In the present paper an upper bound for the total number of eigenvalues (with multiplicities taken into account) is achieved for Schrödinger operator with compactly supported (section 1) and exponentially decaying (section 2) potential. To this end Nevanlinna-Jensen formula is applied to an appropriate Fredholm determinant vanishing at the eigenvalues (cf. [7] ). Note that the determinant mentioned above proves to be resolvent denominator for the iterated Lippmann-Schwinger equation and plays here the same role as Jost function in one-dimentional case (cf. [8] ).
In what follows for the sake of simplicity we consider three-dimensional configuration space; all the results formulated below admit natural extension to the case of arbitrary dimension.
1. In our setting the resolvent R 0 (λ) = (−∆ − λI) upper bound for the total multiplicity of eigenvalues for the operator −∆+ V with compactly supported potential we make use of the following
For a 0 introduce a notation
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and note that f −1
) is compactly supported. Then discrete spectrum of operator −∆ + V is located in the disc |λ| R of radius
Given arbitrary ε > 0 and T > max 2R/ε−ε/8, 2C V 1 (1+2C V 1 ) for the total multiplicity N (V ) of the eigenvalues of the operator −∆+V the estimate
holds where
The first assertion of the theorem is obtained by the usage of uniform boundedness property valid for the eigenfunctions of operator −∆ + V which belong to ker I −(R 0 (λ)V ) . Namely it reduces to norm estimation of operator
) with regard to lemma 1.
Given λ = k 2 , k ∈ C + , due to the equality
the operator R 0 (λ)V belongs to Hilbert-Schmidt class and therefore operator K(λ) is of trace class. The second claim of theorem 1 is deduced from the estimate of the value N (V ) by the number of zeroes of Fredholm determinant
Analytic in C + function D(k) admits continuation to C − , so that for Im k > −ε/4 the inequality
is valid (see [9] ). Setting ϕ(z) = D(z+iT ) and choosing ρ ∈ ( √ T 2 + R, T + ε/4) by virtue of Nevanlinna-Jensen formula one has
Lower bound for |ϕ(0)| = |D(iT )| is derived from lemma 1 by usage of Hadamard inequality (see [10] ) according to which
Corollary 1. For arbitrary ε > 0 the inequality
holds true provided that hypothesis of theorem 1 is satisfied.
provided that ε/2 L choose T = 2C V 1 (1 + 2C V 1 ) and therefore
However in both cases one has
2. The analogues of lemma 1 and theorem 1 (as well as its corollary) are formulated below for the case when |V (x)| Ae −ε|x| with certain A > 0 and ε > 0. Denote by h ε the function inverse to g ε (t) = t exp εt so that h ε (t) t and besides h ε (t) ∼ ε −1 ln t when t → ∞.
Proof of lemma 2 as well as that of lemma 1 make use of the inequality
and the following (cf. [9] ) general statement giving the estimate for the integral kernel of operator R 0 (λ)V R 0 (λ) applied to compactly supported or exponentially decreasing potential V respectively.
is valid where c = |x − y|/2 while E(x, y, r) is an ellipsoid of revolution with foci x and y and semiaxes r and √ r 2 − c 2 .
To derive lemma 1 from the proposition formulated above set d = diam(suppV ), δ = dist([x, y], suppV ) and take into account that V vanishes on ellipsoids E(x, y, r) when r < √ c 2 + δ 2 or r > c + d + δ and hence
In order to prove lemma 2 let µ = min
| x + t(y − x)| and note that the following, involving standard Heaviside step function ϑ, estimate
valid on ellipsoid E(x, y, r) implies the inequality
Theorem 2. Let V be continuously differentiable potential satisfying condition
with a certain constant A > 0 and moreover V (x) → 0 at infinity. Then discrete spectrum of operator −∆ + V is located in a disc |λ| R of radius R C V 1 2 exp 2 ε C V 1 . If additionally 
Under the assumptions of theorem 2 the inequality
holds which enables one (cf. sketch of the proof of theorem 1) to carry out analytic continuation of the corresponding Fredholm determinant D(k) from C + into the half-plane Im k > −ε/4 with the validity of boundedness condition
Note that for super-exponentially decreasing potentials V (x) this approach can be further applied to sharpen the upper bound for N (V ) obtained in theorem 2.
Corollary 2. The estimate
is valid provided that hypothesis of theorem 2 is satisfied.
In case ε 2 C V 1 choose T = g ε (2 C V 1 ) let ρ = T + ε/4 and verify
Remark. Within the setting in question for the eigenvalues λ ∈ C\R + of operator −∆ + V an upper bound
is established in [4] involving a certain constant D(γ), γ ∈ (0, 1/2]. The estimates for the "discrete spectral radius" R obtained in theorems 1 and 2 supplement and somewhat (e.g. for V small enough) strengthen the bound mentioned here. As regards homogeneity degree with respect to potential the evaluation of R from theorem 1 for large V is consistent with the best one among these indicated above (corresponding to the exponent γ = 1/2).
