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MIXED TENSORS OF THE GENERAL LINEAR SUPERGROUP
THORSTEN HEIDERSDORF
Abstract. We describe the image of the canonical tensor functor from
Deligne’s interpolating category Rep(GLm−n) to Rep(GL(m|n)) attached to
the standard representation. This implies explicit tensor product decomposi-
tions between any two projective modules and any two Kostant modules of
GL(m|n), covering the decomposition between any two irreducible GL(m|1)-
representations. We also obtain character and dimension formulas. For m > n
we classify the mixed tensors with non-vanishing superdimension. For m = n
we characterize the maximally atypical mixed tensors and show some applica-
tions regarding tensor products.
1. Introduction
In this article we describe the indecomposable summands of the mixed tensor
space V ⊗r ⊗ (V ∨)⊗s (r, s ∈ N) where V = km|n is the standard representation of
the General Linear Supergroup GL(m|n) (m ≥ n) over an algebraically closed field
k of characteristic zero. Such a summand is called a mixed tensor. These results
imply decomposition laws for the tensor product between mixed tensors, character
and dimension formulas and give us estimates about composition factors and Loewy
lengths in tensor products between maximal atypical irreducible modules.
In the category of finite-dimensional algebraic representationsRep(GL(m|n)) the
decomposition of the tensor product of two irreducible modules is known for a very
small class of representations, the direct summands occurring in a tensor power of
the standard representation V ≃ km|n. The tensor product product decomposition
is given by the Littlewood Richardson Rule. By [Ser85] [BR87] the tensor space
V ⊗r is completely reducible and the irreducible representations obtained in this way
- the covariant representations - can be parametrized by (m|n)-hook partitions. It
turns out that these representations form only a very small subset of the irreducible
GL(m|n)-representations. In this article we look at the larger space of mixed tensors
V ⊗r ⊗ (V ∨)⊗s, r, s ∈ N. Since V ∨ is not unitary, this space is not fully reducible.
The direct summands can be described via the Khovanov algebras of Brundan and
Stroppel [BS12a] and their tensor product decomposition can be understood using
Deligne’s interpolating categories. In [Del07] Deligne constructed for any δ ∈ k
a karoubian rigid symmetric monoidal category Rep(GLδ) which interpolates the
classical representation categories Rep(GL(n)) in the sense that for δ = n ∈ N
we have an equivalence of tensor categories Rep(GLn)/N → Rep(GL(n)) where
N denotes the tensor ideal of negligible morphisms [AK02]. These interpolating
categories possess a distinguished element of dimension δ which we call the standard
representation st. Deligne’s family of tensor categories are the universal tensor
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categories on a dualisable object of dimension δ in the sense of the universal property
3.1.
In particular for m − n ∈ N≥0 we have two tensor functors starting from the
Deligne category Rep(GLm−n): One into Rep(GL(m − n)), the other one into
Rep(GL(m|n)) (both determined by the choice of the standard representations
V = km−n respectively V = km|n). The tensor product decomposition in Deligne’s
category has been determined by Comes and Wilson [CW12]. If we are then able to
understand the functor Fm|n : Rep(GLm−n)→ Rep(GL(m|n)), st 7→ V , we will be
able to decompose tensor products in its image. Comes and Wilson also determine
the kernel of the functor Fm|n and show that its image is the space of mixed tensors
T : The full subcategory of Rep(GL(m|n)) of objects which are direct summands
in a tensor product V ⊗r ⊗ (V ∨)⊗s for some r, s ∈ N. However Comes and Wilson
do not describe the image Fm|n(X) of an individual object X .
1.1. Main results. The space of mixed tensors has also been studied by Brundan
and Stroppel [BS12a]. In both approaches the indecomposable mixed tensors R(λ)
are described by certain pairs λ = (λL, λR) of partitions, so-called (m|n)-cross
bipartitions. The advantage of Brundan and Stroppels results is that they permit
to analyze the Loewy structures of the mixed tensors and gives conditions on their
highest weights. This allows to identify the image of an element under the tensor
functor Rep(GLm−n)→ Rep(GL(m|n). In section 4 we define two invariants d(λ)
and k(λ) of a bipartition.
1.1 Theorem. (see 5.4, 5.9, 5.12, 6) The Loewy length of a mixed tensor R(λ)
is 2d(λ) + 1. In particular it is irreducible if and only if d(λ) = 0 and projective
if and only if k(λ) = n. Every projective module is a mixed tensor. We have an
explicit bijection θn between the bipartitions with k(λ) = n and the projective
covers of irreducible modules. Similarly we have an explicit bijection θ0 between
the bipartitions with d(λ) = 0 and the irreducible mixed tensors.
Hence we obtain a decomposition law for tensor products between projective
representations of GL(m|n). Another application is an easy description of the
dual of an irreducible representation in section 6.5. We study the effect of the
cohomological tensor functors DS : Rep(GL(m|n)) → Rep(GL(m − 1|n − 1))
of [DS05] [HW14] on mixed tensors in section 7. We show that the kernel of
DS : Rep(GL(m|n))→ Rep(GL(m− 1|n− 1) consists of the projective representa-
tions and that DS(R(λ)) = R(λ) if k(λ) < n. Our next aim is characterize which
irreducible representations occur as mixed tensors. For that recall that an irre-
ducible representation L(µ) is a Kostant module if and only if the Kazhdan-Lusztig
polynomials pλ,µ(q) are monomials for all λ ≤ µ. Using that every representation
splits into a direct sum of typical representations after repeated application of DS
and that every typical representation is a mixed tensor, we obtain the next theorem
8.2 6.6 .
1.2 Theorem. Every irreducible mixed tensor L(µ) is a Kostant module. In par-
ticular pλ,µ(q) = q
l(λ,µ) for all λ ≤ µ (and some combinatorially defined number
l(λ, µ)) and therefore
∑
i≥0 dimExt
i(K(λ), L(µ)) ≤ 1 for all λ ∈ X+. Conversely,
every Kostant module is a (known) Berezin twist of an irreducible mixed tensor.
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As an application we obtain a formula for the tensor product decomposition
between two Kostant modules. Since every singly atypical irreducible module is
a Kostant-module and every typical module is projective, the last two theorems
solve the problem of decomposing tensor products between any two irreducible
GL(m|1)-representations. Our results imply (theorem 10.2) also the equivalence of
tensor categories
T/N ≃ Rep(GL(m− n))
which is used in a crucial way in [Hei15]. Since we have character and dimension
formulas for every mixed tensor by [CW12, Theorem 8.5.2], we get character and
dimension formulas for Kostant modules and projective modules in section 8.1.
In the remaining sections 11 - 14 we study maximal atypical mixed tensors for
m = n. In the m = n case no nontrivial maximal atypical irreducible representation
of Rep(GL(n|n)) is in the image of Fn|n : Rep(GL0)→ Rep(GL(n|n)). We charac-
terise the maximal atypical mixed tensors in proposition 11.1 and show in theorem
12.3 that every maximal atypical representation can be realised (up to a Berezin-
shift) as the socle respectively highest weight constituent in a non-projective mixed
tensor. In section 13 we study the class of the smallest maximally atypical mixed
tensors (the ones of minimal Loewy length) which we call the symmetric powers
ASi , i ∈ N. We apply the results of the previous sections in section 14 to get
some general estimates about composition factors and projective modules in tensor
products of irreducible representations. In particular we obtain estimates about
the maximal Loewy length of a summand in a tensor product of two maximally
atypical irreducible representations. For applications of these results we refer the
reader to [HW15a] [HW15b].
1.2. Acknowledgements. I would like to thank the referee for many helpful sug-
gestions.
2. Representations of GL(m|n)
Representations. Let k be an algebraically closed field of characteristic 0. For
the linear supergroup G = GL(m|n), m ≥ n, over k let F be the category of super
representations ρ of GL(m|n) on finite dimensional super vectorspaces over k. We
assume throughout the article that m ≥ n for simplicity of notation. This is not a
restriction since Gl(m|n) ≃ Gl(n|m) for any m,n. The morphisms in the category
F are the G-linear maps f : V →W between super representations, where we allow
even and odd morphisms with respect to the gradings on V and W . Let F ev be the
subcategory of F with the same objects as F and HomF ev (X,Y ) = HomF (X,Y )0.
We often write F ev = Tm|n.
The category R. Fix the morphism ε : Z/2Z → G0 = GL(m) × GL(n) which
maps −1 to the element diag(Em,−En) ∈ GL(m) × GL(n) denoted ǫmn. Note
that Ad(ǫmn) induces the parity morphism on the Lie superalgebra gl(m|n) of G.
We define the abelian subcategory Rm|n = R of Tm|n as the full subcategory
of all objects (V, ρ) in Tm|n with the property pV = ρ(ǫmn); here ρ denotes the
underlying homomorphism ρ : GL(m)×GL(n)→ GL(V ) of algebraic groups over k
and pV the parity automorphism. The subcategory R is stable under the dualities
∨ (the ordinary dual) and ∗ (the graded dual [Ger98]). For G = GL(n|n) we
usually write Rn instead of R or Rnn. The abelian category Tm|n decomposes as
4 THORSTEN HEIDERSDORF
Tm|n = Rmn ⊕ Π(Rmn) by[Bru03], Cor. 4.44 where Π denotes the parity shift
functor.
The irreducible representations inR are parametrized by the (integral dominant)
highest weights X+
λ =
m∑
i=1
λiǫi +
m+n∑
j=m+1
λjδj = (λ1, . . . , λm|λm+1, . . . , λm+n)
with respect to the choice of the standard Borel group and the usual basis elements
ǫi, δj [Ger98]. Here λ1 ≥ . . . ≥ λm and λm+1 ≥ . . . ≥ λm+n are integers and
every λ ∈ Zm+n with these properties parametrises a highest weight of an irre-
ducible representation. The irreducible representations in Tm|n are given by the set
{L(λ),ΠL(λ) | λ ∈ X+}. We denote by K(λ) the Kac-module of the weight λ and
by P (λ) the projective cover of the irreducible representation L(λ).
Atypicality. If K(λ) is irreducible the weight λ is called typical. If not, λ
is called atypical. K(λ) is irreducible if and only if K(λ) is projective [Kac78].
The atypicality of a weight can be measured by a number between 0 and n. If
the atypicality is n, we say the weight is maximal atypical. Examples are the
trivial module 1 and the standard representation V = km|n of highest weight λ =
(1, . . . , 0|0, . . . , 0) for m 6= n. Another example is the Berezin determinant B =
Ber = L(1, . . . , 1 | − 1, . . . ,−1) of dimension 1. The abelian categories Tm|n and
R decompose into blocks and the degree of atypicality is a block-invariant.
Khovanov algebras. We review some facts from the articles by Brundan and
Stroppel [BS11a], [BS10], [BS11b], [BS12b], [BS12a]. We denote the Khovanov-
algebra of [BS12b] associated to GL(m|n) by K(m|n). These algebras are naturally
graded. For K(m|n) we have a set of weights or weight diagrams which parametrise
the irreducible modules (up to a grading shift). This set of weights is again denoted
X+. For each weight λ ∈ X+ we have the irreducible module L(λ), the indecom-
posable projective module P (λ) with top L(λ) and the standard or cell module
V (λ). If we forget the grading structure on the K(m|n)-modules, the main result
of [BS12b] is:
2.1 Theorem. There is an equivalence of categories E from Rm|n to the category
of finite-dimensional left-K(m|n)-modules such that EL(λ) = L(λ), EP (λ) = P (λ)
and EK(λ) = V (λ) for λ ∈ X+.
E is a Morita equivalence, hence E will preserve the Loewy structure of inde-
composable modules. This will enable us to study questions regarding extensions
or Loewy structures in the category of Khovanov modules.
Weight diagrams. To each highest weight λ ∈ X+ we associate, following
[BS12b], two subsets of cardinality m respectively n of the numberline Z
I×(λ) = {λ1, λ2 − 1, ...., λm −m+ 1}
I◦(λ) = {1−m− λm+1, 2−m− λm+2, ...., n−m− λm+n}.
The integers in I×(λ) ∩ I◦(λ) are labeled by ∨, the remaining ones in I×(λ)
respectively I◦(λ) are labeled by × respectively ◦. All other integers are labeled by
a ∧. This labeling of the numberline Z uniquely characterizes the weight λ. If the
label ∨ occurs r times in the labeling, then r is called the degree of atypicality of
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λ. Notice that 0 ≤ r ≤ n, and λ is called maximal atypical if r = n. This notion of
atypicality agrees with the previous one.
Blocks. Two irreducible representations L(λ) and L(µ) in Rm|n are in the same
block if and only if the weights λ and µ define labelings with the same position of
the labels × and ◦. The degree of atypicality is a block invariant, and the blocks
Λ of atypicality r are in 1-1 correspondence with pairs of disjoint subsets of Z of
cardinality m− r respectively n− r.
Bruhat order. The Bruhat order ≥ is the partial order on the set of weight
diagrams generated by the operation of swapping a ∨ and a ∧, so that getting
bigger in the Bruhat order means moving ∨’s to the right.
Cups and Caps. To each such weight diagram with r vertices labelled ∨ we
associate its cup diagram as in [BS11a]. Here a cup is a lower semi-circle joining
two vertices. To construct the cup diagram one goes from the left to the right
through the weight diagram until one finds a pair of vertices ∨ ∧ such that there
are only ×’s, ◦’s or vertices which are already joined by cups between them. Then
join ∨ ∧ by a cup. This procedure will result in a diagram with r cups. Now
remove all the labels of the vertices and draw rays down to infinity at all vertices
labeled with a ∨ or ∧ which are not part of a cup. If we draw the picture of a cup
diagram we will not draw the rays. Analogously we define a cap to be an upper
semi-circle joining two vertices. The cap diagram is build in the same way as the
cup diagram. It is obtained from the latter by reflecting along the numberline.
Example 2.2. As an example consider the trivial weight (0, . . . , 0|0, . . . , 0) in
GL(n|n). Its weight diagram is given by
with n ∨’s at the vertices −n+ 1, . . . , 0. Its cup diagram is given by
3. Bipartitions and indecomposable modules
For every δ ∈ k Deligne [Del07] [CW12] constructed a karoubian rigid symmet-
ric monoidal category (called Deligne’s interpolating category) which we denote by
denoted Rep(GLδ). This is a k-linear pseudo-abelian rigid tensor category. By
construction it contains an object st of dimension δ, called the standard represen-
tation.
3.1 Theorem. [Del07] Let C be a k-linear tensor category such that End(1) =
k. The functor F 7→ F (st) is an equivalence Hom⊗C (Rep(GLδ), C) of the tensor
functors Rep(GLδ) → C with the category of objects in C which are dualisable of
dimension δ and their isomorphisms.
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In particular, given a dualizable object X of dimension δ in a k-linear pseudoa-
belian tensor category, a unique tensor functor FX : Rep(GLδ)→ C exists mapping
st to X .
Let λ = (λL, λR) be a bipartition (a pair of partitions). Call |λ| = |λL| + |λR|
(where |λL| =
∑
λLi ) the size (or degree) of the bipartition (notation λ ⊢ |λ|) and
l(λ) = l(λL) + l(λR) the length of λ. We denote by P the set of all partitions,
by Λ the set of all bipartitions. To each bipartition is attached an indecomposable
object R(λ) in Rep(GLδ). By [CW12] the assignement λ→ R(λ) defines a bijection
between the set of bipartitions of arbitrary size and the set of isomorphism classes
of nonzero indecomposable objects in Rep(GLδ). By the universal property we
have a tensor functor Fm|n : Rep(GLd) → Rm|n for d = m − n given by standard
representation of superdimension m− n.
3.2 Theorem. [CW12] The image of Fm|n is the space of mixed tensors, the full
subcategory of objects which appear as a direct summand in a decomposition of
T (r, s) := V ⊗r ⊗ (V ∨)⊗s
for some r, s ∈ N. The functor Fm|n is full. If λ 6= µ, we have Fm|n(R(λ)) 6=
Fm|n(R(µ)).
A bipartition is said to be (m|n)-cross if there exists some 1 ≤ i ≤ m + 1 with
λLi +λ
R
m+2−i < n+1. The set of (m|n)-cross bipartitions is denoted Λ
x
mn or simply
Λx. By abuse of notation we use the notation R(λ) for Fm|n(R(λ)). By [CW12] the
modules R(λ) = Fm|n(R(λ)) are 6= 0 if and only if λ is an (m|n)-cross bipartition.
Up to isomorphism the indecomposable nonzero summands of V ⊗r ⊗ (V ∨)⊗s are
the modules [BS12a], Thm 8.19,
{R(λ) | λ ∈ Λ˙r,s (m|n)− cross }
where (δ = m− n)
Λr,s :={λ ∈ Λ
x | |λL| = r − t, |λR| = s− t for 0 ≤ t ≤ min(r, s)}
Λ˙r,s :=
{
Λr,s if δ 6= 0, or r 6= s or r = s = 0
Λr,s \ (0, 0) if δ = 0 and r = s > 0.
For any bipartition λ define the two sets
I∧(λ) := {λ
L
1 , λ
L
2 − 1, λ
L
3 − 2, . . .}, I∨(λ) := {1− δ − λ
R
1 , 2− δ − λ
R
2 , . . .}.
Here we use the convention that a partition is always continued by an infinite
number of zeros. To these two sets one can attach a weight diagram in the sense of
[BS11a] as follows: Label the integer vertices i on the numberline by the symbols
∧,∨, ◦,× according to the rule

◦ if i /∈ I∧ ∪ I∨,
∧ if i ∈ I∧, i /∈ I∨,
∨ if i ∈ I∨, i /∈ I∧,
× if i ∈ I∧ ∩ I∨.
We can attach to such a weight diagram a cup and cap diagram exactly as for
the weight diagram of a highest weight.
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Remark 3.3. These weight diagrams differ from the weight diagrams attached to a
highest weight. The weight diagram of a highest weight for GL(m|n) has r vertices
labeled with a ∨ where 0 ≤ r ≤ n (the degree of atypicaliy), m− r vertices labeled
with a ×, n − r vertices labeled with a ◦ and infinitely many ∧’s. In the weight
diagram of a bipartition with parameter δ the integer i in is labelled ∧ for i << 0.
If δ ∈ Z, then i is labelled by a ∨ for i >> 0 (hence for infinitely many vertices).
Example 3.4. The weight diagram of the bipartition (∅, ∅) for δ = 0 is given by
where the leftmost ∨ is at the vertex 1. The associated cup diagram has no cups.
The object R(∅, ∅) is the trivial object 1 in Rep(GLδ) for any δ.
4. Definition of the modules R(λ)
The mixed tensors can be interpreted as the images of certain Khovanov-modules
under the equivalence of categories E−1 : K(m|n)-mod → Rm|n. This will give a
way to identify the image Fm|n(R(λ)).
Some terminology of Brundan and Stroppel [BS11a] [BS10] [BS12b]. Let α, β be
weight diagrams for K(m|n). Let α ∼ β mean that β can be obtained from α by
permuting ∨’s and ∧’s. The equivalence classes of this relation are called blocks.
Given λ, µ ∼ α one can label the cup diagram λ respectively the cap diagram µ with
α to obtain λα resp. αµ¯. These diagrams are by definition consistently oriented if
and only if each cup respectively cap has exactly one ∨ and one ∧ and all the rays
labelled ∧ are to the left of all rays labelled ∨. Put λ ⊂ α if and only if λ ∼ α and
λα is consistently oriented.
Example 4.1. Let α denote the weight diagram
and consider the two weight diagrams λ1
and λ2
Then the labelled diagram λ1α is consistently oriented
but the labelled diagram λ2α
is not consistently oriented. Hence λ1 ⊂ α, but λ2 6⊂ α.
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A crossingless matching is a diagram obtained by drawing a cap diagram un-
derneath a cup diagram and then joining rays according to some order-preserving
bijection between the vertices. Given blocks ∆,Γ, a ∆Γ-matching is a crossingless
matching t such that the free vertices (not part of cups, caps or lines) at the bottom
are exactly at the same positions as the vertices labelled ◦ or × in ∆; and similarly
for the top with Γ. Given a ∆Γ-matching t and α ∈ ∆ and β ∈ Γ, one can label the
bottom line with α and the upper line with β to obtain αtβ. αtβ is consistently
oriented if each cup respectively cap has exactly one ∨ and one ∧ and the endpoints
of each line segment are labelled by the same symbol. Notation: α→t β.
For a crossingless ∆Γ-matching t and λ ∈ ∆, µ ∈ Γ, label the bottom and the
upper line as usual. The lower reduction red(λt) is the cup diagram obtained from
λt by removing the bottom number line and all connected components that do
not extend up to the top number line. Circles and lines that do not cross the top
number line are also called lower circles or lines. The upper reduction red(tµ¯) is
the cap diagram obtained from tµ¯ by removing the top line.
Example 4.2. Consider the following matching t where we have labelled the upper
number line with the weight diagram of the trival representation of GL(3|3):
We want to label the lower numberline by the weight diagram αi of a 3-fold
atypical weight of GL(3|3) such that we get a consistently oriented matching. Then
we have four choices for αi (corresponding to the four choices for the distribution
of ∨ and ∧ in the lower cups):
(1) Choice 1: ∨ ∧ ∨∧, α1 = [2, 0, 0].
(2) Choice 2: ∨ ∧ ∧∨, α2 = [3, 0, 0].
(3) Choice 3: ∧ ∨ ∨∧, α3 = [2, 1, 0].
(4) Choice 4: ∧ ∨ ∧∨ α4 = [3, 1, 0].
The weight λ = [2, 0; 0] satisfies λ ⊂ α3. We calculate the lower reduction red(λt)
by gluing the cup diagram of [2, 0, 0] under the lower numberline
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We see that the lower reduction is the cup diagram of the trivial representation.
What we have checked is that λ satisfies λ ⊂ α3 →
t red(λt) = ζ where ζ denotes
the weight diagram of the trivial representation.
If M =
⊕
j∈ZMj is a graded K(m|n)-module, write M〈j〉 for the same module
with new grading M〈j〉i := Mi−j . The modules {L(λ)〈j〉 | λ ∈ X+, j ∈ Z}
give a complete set of representatives for the isomorphism classes of irreducible
graded K(m|n)-modules. The Grothendieck group is the free Z-module with basis
the L(λ)〈j〉. Viewing it instead as a Z[q, q−1]-module so that qj [M ] := [M〈j〉],
K0(Rep(K(m|n)) becomes the free Z[q, q−1]-module with basis {L(λ) | λ ∈ X+}.
For any ∆Γ-matching t we have the special projective functors Gt∆Γ in the cate-
gory of gradedK(m|n)-modules [BS10]. The mixed tensors R(λ) will be the images
of certain special cases of these projective functors under E. Given a bipartition λ
we denote by the defect d(λ) of λ the number of caps in the cap diagram and by
the rank of λ rk(λ) = min(#×,#◦) the minimal number of ×’ or ◦’s, whichever is
smaller. For δ ≥ 0 one has rk(λ) = #◦’s. Then put
k(λ) := d(λ) + rk(λ).
We now define the modules R(λ) attached to an (m|n)-cross bipartition λ. For
this we first associate to any λ ∈ Λx a highest weight λ†. This highest weight will
be the heighest weight of the irreducucible socle of R(λ). We now define a map
θ : Λx → X+ following [BS12a]. Fix a bipartition λ ∈ Λx and denote by η the
weight diagram [BS12a, 6.1] of the trivial bipartition (∅, ∅)
where the rightmost × is at position zero, and there are δ = m− n crosses. Let
α be the weight diagram obtained from η by switching the rightmost k(λ) ∧’s with
the leftmost k(λ) ∨’s. Let t be the crossingless matching between λ¯ and α obtained
as follows: Draw the cap diagram λ underneath the cup diagram α and then join
the rays in the unique way such that rays coming from a vertex a ∈ Z get joined
with rays coming from the vertex a except for a finite number of vertices. Now
replace α with the weight diagram of the trivial representation denoted ζ. Then
adjust the labels of λ that are at the bottoms of line segments to obtain λ† such
that λ†tζ is consistently oriented.
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Let Γ be the block of ζ, ∆ be the block containing λ† and put
R(λ) = Gt∆ΓL(ζ)
where Gt∆Γ is a special projective functor from [BS10] [BS12a]. We transport R(λ)
by the equivalence of categories E : Rm|n → K(m|n)-mod. Then R(λ) agrees with
Fm|n(R(λ)) by [BS12a]. By Morita equivalence the Loewy layers are preserved. We
denote by λ† the highest weight of the irreducible socle of R(λ). This defines a map
θ : Λx → X+, λ 7→ λ†.
Example 4.3. We calculate λ† for λ = (14; 1) in R4|1. The weight diagram of λ is
with the leftmost ∨ at the vertex −3; and the weight diagram of α is
with the leftmost ∨ at the vertex −3. Hence the crossingless matching t between
α and λ¯ is
If we label the upper numberline by ζ and the lower by one by λ (so we look at
λtζ) we obtain
The matching λtζ is not consistently orientied any more since at all vertices ≥ 2
the rays have different labels (∧’s in ζ, ∨’s in λ). Adjusting the labels in λ to make
it consistent means turning all ∨’s at vertices ≥ 2 to ∧’s. The diagram obtained is
the weight diagram of the highest weight λ†
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with the ∨ at the vertex −3; and therefore the irreducible socle is given by
L(1, 1, 1, 0|0).
5. Irreducible modules and projective covers
We describe the R(λ) which are irreducible and those which are projective.
5.1 Theorem. [BS12a, Theorem 3.4] [BS10, Theorem 4.11] (i) For a given ∆Γ-
matching t, Gt∆ΓL(µ) is an indecomposable module with irreducible head and socle
which differ only by a grading shift. (ii) In the graded Grothendieck group
[Gt∆ΓL(µ)] =
∑
γ
(q + q−1)nγ [L(γ)]
where nγ denotes the number of lower circles in γt and the sum is over all γ ∈ ∆
such that a) µ is the lower reduction of γt and b) the rays of each lower line in γγt
are oriented so that exactly one is ∨ and one is ∧. (iii) If we forget the grading
then
[Gt∆ΓL(µ)] =
∑
γ⊂β→tµ, red(λt)=µ
[L(γ)].
Remark 5.2. Note that (iii) does not mean that the multiplicity of a composition
factor is always 1. In the summation over γ ⊂ β →t µ the matching t and the
labeling of the upper number line in t by µ are fixed. In a first step we determine
all possible labelings β of the lower numberline such that the labeled matching is
consistently oriented (β →t µ). In a second step we determine for each β all possible
γ with γ ⊂ β. In this way we can get composition factors L(γ) with multiplicity
> 1. In a last step we have to discard those which do not satisfy red(γt) = µ. For
an example see 5.3 below. It follows from Theorem 5.1 (ii) that the multiplicity of
a composition factor L(γ) is 2nγ .
Example 5.3. We calculate the composition factors of R(14; 1) in Gl(4|1). Note
that the composition factors depend on δ. Since β →t ζ has to be consistently
oriented, this fixes β up to the labeling of the unique cup, hence such a β is either
λ† or β˜
Since there is only one cup in λ†, the set of γ’s such that γ ⊂ λ† consists of λ†
and
with the ∨ at the vertex -4. Now for β˜ the set of γ’s such that γ ⊂ β˜ consists of
β˜ and λ†. The condition red(γt) = ζ is satisfied for all composition factors. It can
now be easily seen that the socle filtration is
 L(1, 1, 1, 0|0)L(1, 1, 1, 1| − 1) + L(1, 1, 1,−1|1)
L(1, 1, 1, 0|0)

 .
The module R(14; 1) is the projective cover of the singly atypical module
L(1, 1, 1, 0|0).
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5.4 Corollary. R(λ) has Loewy length 2d(λ) + 1. It is rigid.
Proof. Let R(j) be the submodule of R(λ) spanned by all graded pieces of degree
≥ j. Then
R(λ) = R(−d(λ)) ⊃ R(−d(λ) + 1) ⊃ . . . ⊃ R(d(λ))
with successive semisimple quotients R(j)/R(j + 1) of degree j. By [BS12b] every
block of Rmn is Koszul. We already know that the top and socle are simple. Since
Koszul algebras are quadratic, the following proposition finishes the proof. 
5.5 Proposition. [BGS96, Proposition 2.4.1] Let A be a graded ring such that i)
A0 is semisimple, ii) A is generated by A1 over A0. Let M be a graded A-module
of finite length. If soc(M) (resp. top(M)) is simple, the socle (resp. the radical)
filtration on M coincides with the grading filtration (up to a shift).
5.6 Corollary. Every indecomposable module in R with irreducible top and socle
is rigid.
5.7 Corollary. R(λ) is irreducible if and only if d(λ) = 0.
5.1. Tensor generators. A representation X of a supergroup G is a tensor gen-
erator if every representation is a quotient of a finite direct sum of representations
X⊗r ⊗ (X∨)⊗s for some r, s ≥ 0. If G is an algebraic group, every faithful repre-
sentation is a tensor generator. The same statement is true for representations of
supergroups as observed first by Weissauer.
5.8 Theorem. [CH17, Section 7.1] Let ρ : G→ GL(V ) be a faithful representation.
Then any finite dimensional k[G]-comodule is a quotient of a finite multiple of some
iterated tensor product of the k[G]-comodules V and V ∨.
5.2. Projective covers. Recall that the indecomposable projective modules in
Rep(GL(m|n)) are the irreducible typical modules and the projective covers of the
irreducible atypical modules by [Kac78] .
5.9 Lemma. Every indecomposable projective module appears as some R(λ).
Proof. The module V is a tensor generator of Rm|n. Hence every module M ∈ R
appears as a subquotient of some direct sum of T (r, s). If M is indecomposable
projective the surjection will split, hence M appears as a direct summand. 
Since every atypical weight appears in the socle and top of its projective cover
we obtain also
5.10 Corollary. The map θ : Λx → X+ is surjective.
5.11 Lemma. The crosses and circles of the bipartition λ are at the same vertices
as the crosses and circles of the highest weight λ†. In particular at(R(λ)) = n −
rk(λ).
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Proof. Only the labels ∨ or ∧ in the weight diagram of λ are changed when applying
θ. 
We use the following notation: If λ is a weight or weight diagram, we write λ(i)
for the i-th vertex.
5.12 Theorem. A mixed tensor R(λ) is projective if and only if k(λ) = n. In this
case R(λ) = P (λ†).
Proof. For every indecomposable module M with top(M) = L(λ†) there exists a
surjection P (λ†) → M by [Zou96], lemma 3.4. If M has the same composition
factors as P (λ), this surjection has to have trivial kernel and gives an isomorphism.
By [BS12b] the following formulas hold in the Grothendieck group
[P (λ†)] =
∑
µ⊃λ†
[K(µ)], [K(µ)] =
∑
γ⊂µ
[L(γ)].
On the other hand
[R(λ)] = [Gt∆ΓL(ζ)] =
∑
γ⊂β→tζ,red(γt)=ζ
[L(γ)].
We will show that we get the same composition factors for P (λ†) and R(λ) if
k(λ) = n. Assume now that k(λ) = n. Since ζ and t are fixed, the conditions
β →t ζ implies that β(i) is fixed up to the choice of the position of ∨ and ∧ in each
cup: All other coordinates are determined by the condition that the endpoints of
line segments of t must be labelled by the same symbol (and implies that β has n
cups and no free ∨’s). Hence any such β differs from λ† only by the position of
∨ and ∧ in each cup. The set of β so obtained is the set of β with β ⊃ λ†: the
condition that there cannot be free ∨’s to the left of free ∧’s forces all n ∨’s to be
bound in cups. Hence
R(λ) = Gt∆ΓL(ζ) =
∑
γ⊂β⊃λ†,red(γt)=ζ
[L(γ)].
It is easy to see that the condition red(γt) = ζ is always satisfied for k(λ) = n,
hence we know R(λ) = P (λ†) for k(λ) = n. If k(λ) = n, the condition β →t ζ is
equivalent to β ⊃ λ†. For k(λ) = n − r, r > 0, the condition β →t ζ is stricter
than the condition β ⊃ λ†. Hence the composition factors of R(λ) are just a proper
subset of the ones of P (λ†). 
6. The socle of R(λ)
As noted by [BS12a] the map θ : Λx → X+ is in general not injective.
6.1 Lemma. θ is injective a) on the set of bipartitions satisfying d(λ) = 0 and b)
on the set of bipartitions satisfying k(λ) = n.
Proof. If k(λ) = n, then R(λ) = P (λ†). If d(λ) = 0, then R(λ) = L(λ†). Both
P (λ†) and L(λ†) are determined by their socle. We are done since R(λ) = R(µ) if
and only if λ = µ. 
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Since θ is injective for minimal and maximal defect we can describe its inverse
θ−1 : X+ → Λ in these two cases. Here and in the following we use implicitely the
following obvious lemma. For the notation λtα see the beginning of section 4. In
the next lemma α refers to the weight diagram used in the definition of R(λ).
6.2 Lemma. For λ ∈ Λx the labelled matching λtα is consistently oriented.
As a consequence any vertex where α(i) 6= ζ(i) will result in a switch of a label
in λ when passing from λ→ λ†. This results in the following simplified description
for λ 7→ λ†.
6.1. An algorithm. We now give a more explicit description of the map θ, i.e. we
describe how to transform the weight diagram of the bipartition λ into the weight
diagram of the highest weight λ†. The weight diagram α differs from ζ in the
following way: To the left of the m−n crosses we have n−k(λ) different labels and
to the right of the m−n crosses infinitely many. Define M to be the largest vertex
labelled with a × or ◦ or part of a cup in the weight diagram of λ. The matching
t will be the identity (meaning t connects the i-th vertex of α with the i-th vertex
of λ) from vertices greater or equal to
T = max(k(λ) + 1,M + 1).
Since α(i) 6= ζ(i) for all i ≥ T , all labels in λ at vertices greater or to T will be
switched (i.e. a ∨ turns into a ∧ and vice versa) when passing from λ to λ†. Now
define
X =
{
0 M + 1 ≤ k(λ) + 1
M − k(λ) else.
A free vertex is one which does not have a cross, or a circle or is not part of a cup.
6.3 Corollary. The weight diagram of λ† is obtained from the weight diagram of
λ by switching all labels at vertices ≥ T and switching the first X + n− k(λ) free
vertices < T .
Example. Let us consider typical weights. Say the × are at position v1 > v2 >
. . . > vm and the circles at position w1 > . . . > wn. Then
λ†1 = v1,λ
†
2 = v2 + 1, . . . , λ
†
m = vm +m− 1, λ
†
m+1 = wn +m− 1, . . . ,
λ†m+n = w1 +m− n.
The inverse λ† 7→ λ: Given any typical weight λ† we distinguish two cases. Either
T =M + 1 where M is the rightmost vertex labelled with × or ◦, or T = n+ 1. If
T = n+1, all the free vertices up to n are labelled with ∧’s and the remaining ones
to the right with ∨’s. Otherwise there will be ∨’s in the T − n − 1 free positions
to the left of the rightmost cross or circle. If T = M + 1 we switch all the labels
(from ∧ to ∨ and vice versa) at vertices ≥ M + 1 as well as the labels at the first
M − n free vertices left of M . This describes θ and θ−1 for λ† typical.
6.2. The map θ in the typical case. If λ† is typical, an explicit expression for the
two maps θ and θ−1 can be given in terms of the coordinates of the bipartition using
[MVdJ04], [MVdJ06]. The authors define a subset Λst ⊂ Λx and attach to such
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a bipartition (µ, ν) (called gl(m|n)-standard) the highest weight Θ˜(µ, ν) = λµ,ν .
Conversely to any typical weight λ† there is an attached bipartition (µ, ν) [Moe06,
lemma 3.15].
6.4 Lemma. Let λ be such that R(λ) = L(λ†) is typical. Then λ† = λλL,λR and
the inverse θ−1(λ†) is given by the rule of [Moe06, lemma 3.15]
Proof. The set Λst is a subset of Λx. Hence both λ† and λµ,ν are defined on Λ
st.
Every typical weight in X+ is in the image of θ˜ by [Moe06, lemma 3.15]. The
character of L(λµ,ν) is computed in [MVdJ06] and is given by the supersymmet-
ric Schur function sµ,ν . Similarly the character of R(λ) = L(λ
†) is computed in
[CW12]. The two characters are equal. Since the character determines the irre-
ducible representation the result follows. 
Note that the condition gl(m|n)-standard of loc.cit is not equivalent to the con-
dition (m|n)-cross. Furthermore the map which associates to any bipartition the
weight λµ,ν does in general not agree with λ 7→ λ†.
6.3. Kostant weights. A weight µ is called a Kostant weight if the cup diagram
of L(µ) is completely nested. In other words if its weight diagram is ∧∨∧∨-avoiding
in the sense that there are no vertices i < j < k < l labelled in this order by ∧∨∧∨.
6.5 Lemma. Every irreducible mixed tensor is a Kostant module.
Proof. This follows from the simplified algorithm since the weight diagram of a
bipartition with d(λ) = 0 looks like
after removing the crosses and circles. Applying θ means specifying a vertex, say V ,
and switching all free labels at vertices ≥ V . This will not create any neighbouring
vertices labelled ∨ ∧ ∨∧. 
6.6 Corollary. If L(µ) is an irreducible mixed tensor then:
(1) The Kazhdan-Lusztig polynomials are monomials: pλ,µ(q) = q
l(λ,µ)
for all λ ≤ µ and l(λ, µ) as defined in [BS10, 5.2]. In particular∑
i≥0 dimExt
i(K(λ), L(µ)) ≤ 1 for all λ ∈ X+.
(2) L possesses a resolution by multiplicity free direct sums of Kac modules
(BGG-resolution).
Proof. This are properties of Kostant weights [BS10], lemma 7.2 and theorem 7.3.

Remark 6.7. In fact Kostant modules are precisely the irreducible representations
whose associated Kazhdan-Lusztig polynomials are monomials. Note also that
this corollary is a generalization of [CKL08] who dealt with the case of covariant
representations.
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6.4. Tensor products. We recall a formula for the decomposition Fm|n(R(λ)) ⊗
Fm|n(R(µ)) based on the decomposition in Deligne’s category.
Caps. We attach to the weight diagram of a bipartition a cap-diagram as in
[BS11a]. For integers i < j one says that (i, j) is a ∨∧-pair if they are joined by
a cap. For λ, µ ∈ Λ one says that µ is linked to λ if there exists an integer k ≥ 0
and bipartitions ν(n) for 0 ≤ n ≤ k such that ν(0) = λ, ν(k) = µ and the weight
diagramm of ν(n) is obtained from the one of ν(n−1) by swapping the labels of some
pair ∨∧-pair. Then put
Dλ,µ(m− n) = Dλ,µ =
{
1 µ is linked to λ
0 otherwise.
One has Dλ,λ = 1 for all λ. Further Dλ,µ = 0 unless µ = λ or |µ| = (|λL| −
i, |λR|− i) for some i > 0. Let t be an indeterminate and Rδ respective Rt the split
Grothendieck rings of Rep(GLδ) over k respective of Rep(GLt)) over the fraction
field k(t). Now define liftδ : Rδ → Rt as the Z-linear map defined by liftδ(λ) =∑
µDλ,µµ. By [CW12, Theorem 6.2.3] liftδ is a ring isomorphism for every δ ∈ k.
Tensor products. To get the tensor product in Rm|n the tensor product is com-
puted in Rep(GLd) and then pushed to Rep(GL(m|n)) by means of the tensor func-
tor Fm|n. We identify elements of Rδ and Rt with formal linear combinations of
bipartitions. We also often use a ; to separate λL and λR in order to avoid brackets.
For example (i; 1j) denotes the element in Rδ corresponding to the indecomposable
element R((i), (1j)). By [CW12, Theorem 7.1.1] the following decomposition holds
for arbitrary bipartitions in Rt:
λµ =
∑
v∈Λ
Γνλµν
with the numbers [CW12, Theorem 5.1.2]
Γνλµ =
∑
α,β,η,θ∈P
(
∑
κ∈P
cλ
L
καc
µR
κβ ) (
∑
γ∈P
cλ
R
γη c
µL
γθ ) c
νL
αθc
νR
βη ,
where the c-coefficients are the Littlewood-Richardson numbers. In particular if
λ ⊢ (r, s), µ ⊢ (r′, s′), then Γνλµ = 0 unless |ν| ≤ (r + r
′, s + s′). As a special case
we obtain
(λL; 0) (0;µR) =
∑
ν
∑
κ∈P
cλ
L
κνLc
µR
κνR
ν
in Rt. So to decompose tensor products in Rep(GLδ) apply the following three
steps: Determine the image of the lift liftδ(λµ) in Rt, use the formula above and
then take lift−1δ .
Projective modules. Note that Proj is a tensor ideal in Rm|n, i.e. the tensor
product of a projective module with any other module will split in a direct sum of
projective modules. Since every projective module is in the image of Fm|n and we
have an explicit bijection θ between the projective modules and bipartitions with
k(λ) = n, the tensor product formula in the Deligne category gives us an algorithm
for the decomposition.
Example 6.8. We compute the tensor product P (1, 1, 1, 0|0) ⊗ P (1, 1, 1, 0|0) in
Rep(GL(4|1)). The corresponding bipartition is θ−1(1, 1, 1, 0|0) = (14; 1). We have
lift(14; 1) = (14; 1)⊕ (13; 0).
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So we have to compute the tensor product
((14; 1) + (13; 0))⊗ ((14; 1) + (13; 0)
in Rt. This decomposes in Rt as
(24; 2) + (24; 12) + ((23, 12); 12) + 4((23, 1); 1) + 2(23; 0) + ((22, 14); 2)
+ ((2, 14); 12) + 4((22, 13); 1) + 4((22, 12); 0) + ((2, 16); 2) + ((2, 16); 12)
+ 4((2, 15); 1) + 4((2, 14); 0) + (18; 2) + (18; 12) + 4(17; 1) + 4(16; 0)
and gives in R4|1 the decomposition
P (1, 1, 1, 0|0)⊗ P (1, 1, 1, 0|0) =
P (2, 2, 2, 1| − 1)⊕ P (2, 2, 2,−1|1)⊕ 2P (2, 2, 2, 0|0)
⊕ L(2, 2, 1,−1|2)⊕ L(2, 1, 0, 0|1)⊕ 4L(2, 2, 1, 0|1)⊕ 4L(2, 2, 0, 0|0)
⊕ L(2, 1, 1,−1|3)⊕ L(2, 1, 0, 0|3)⊕ 4L(2, 1, 1, 0|2)⊕ 4L(2, 1, 1, 1|1)
⊕ L(1, 1, 1,−1|4)⊕ L(1, 1, 0, 0|4)⊕ L(1, 1, 1, 0|3)⊕ L(1, 1, 1, 1|2).
6.5. Duals. We also obtain a description of the dual of any irreducible module.
Brundan [Bru03] gave an algorithm using certain operators on crystal graphs. For
an algorithm on the cup diagram λ see [BS10]. Any irreducible module occurs as
socle and head in its projective cover. Clearly P (λ†)∨ = P ((λ†)∨). On the other
hand P (λ†)∨ = R(λL, λR)∨ = R(λR, λL) = P ((λ†)∨). So to compute the dual of
an irreducible module, take its highest weight and associate to it the unique (m|n)-
cross bipartition (λL, λR) labelling its projective cover, switch it to λ˜ = (λR, λL)
and then compute λ˜†. Then L(λ†)∨ = L(λ˜†). For an explicit description of the dual
of an irreducible GL(n|n)-module using this see [HW14].
Example 6.9. We compute the duals of the irreducible modules in the maximal
atypical block of R2. Since every such module is a Berezin-twist of one of the
Si := [i, 0] = L(i, 0|0,−i), i ∈ N, we may restrict to this case. The projective cover
of Si is the module R((i + 1, 1); (2, 1i)). Hence the dual of the projective cover
P [i, 0] is the module R((2, 1i), (i + 1, 1)). The irreducible module in the socle has
weight [1, 1− i], hence
(Si)∨ = [1, 1− i],
i.e. Si = Beri−1(Si)∨. In particular the representations Ber−lS2l+1 are selfdual.
6.6. Contravariant modules for m = n. The contravariant modules are the
modules in the decomposition T (0, r) = (V ∗)⊗r. Hence they are the duals of the
covariant modules {λ} = Sλ(V ). Recall that the highest weight of {λ} =: L(µ) is
obtained as follows: Put µi = λi for i = 1, . . . , n and µn+i = max(0, λ
∗
i − n) for
i = 1, . . . , n where λ∗ is the conjugate partition and λ is an (n, n)-hook partition
[BR87] [Ser85]. The set of this partitions is denoted by H(n, n). Put further
(λ1, . . . , λr)
v = (−λr, . . . ,−λ1). Recall that for λ ∈ H(n, n) we have λ∗ ∈ H(n, n).
6.10 Lemma. {λ}∨ has highest weight µv where µ is the highest weight of {λ∗}.
Proof. We compute the weight diagram of {λ}∨ in two different ways. The highest
weight of {λ}∨ is the highest weight in the socle of the mixed tensor R(0, λ), and its
weight diagram can be calculated using the description of θ. Now we compute the
highest weight of µv. The highest weight of {λ} is given by µi = λi for i = 1, . . . , n
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and µn+i = max(0, λ
∗
i − n) for i = 1, . . . , n. For the transposed partition λ
∗
i =
#{λi | λi ≥ i}. Hence the highest weight of λ∗ is given by µi = λ∗i = #{λi | λi ≥ i}
for i = 1, . . . , n and µn+i = max(0, λi−n) for i = 1, . . . , n. Applying ()v yields the
proposed highest weight of {λ}∨
µ = (−max(0, λn − n), . . . ,−max(0, λ1 − n) | − λ
∗
n, . . . ,−λ
∗
1)).
Now we determine I× and I◦ of this weight according to the rules of Brundan-
Stroppel. It is a tedious but elementary inspection to see that one obtains the same
weight diagram in both cases. 
7. The Duflo-Serganova functor
Let M be a g = gl(m|n)-module. For any x ∈ X = {x ∈ g1 | [x, x] = 0} there
exists g ∈ GL(m)×GL(n) and isotropic mutually orthogonal linearly independent
roots α1, . . . , αk such that Adg(x) = x1 + . . . + xk with xi ∈ gαi . The number k
is called the rank of x [Ser11]. For any x of rk(x) = k we have the cohomological
tensor functor M 7→ Fx(M) from Rm|n → Tm−k|n−k = Rm−k|n−k ⊕ ΠRm−k|n−k
[DS05] [Ser11] [HW14]. We quote [Ser11, Theorem 2.1] [Ser11, Corollary 2.2].
7.1 Theorem. If at(M) < rk(x), then Fx(M) = 0. If at(M) = rk(x), then Fx(M)
is a typical module. If rk(x) = r, then at(Fx(M)) = at(M)− r.
From now on we will study the Duflo-Serganova tensor functor for special x. We
define
xr =
(
0 ǫr
0 0
)
, ǫr = diag(1, . . . , 1, 0, . . . , 0)
with r 1’s on the diagonal. We denote the corresponding tensor functor by DSxr .
If r = 1 we simply write DS. An easy computation shows the next lemma.
7.2 Lemma. DSxr maps V to the standard representation of GL(m− r|n− r).
7.3 Proposition. Under DSxr
R(λ) 7→
{
0 k(λ) > n− r
R(λ) else.
In the case r = 1 this specialises to
R(λ) 7→
{
0 R(λ) projective
R(λ) else.
.
Proof. This follows from the diagram
Rep(GLm−n)
Fm|n

Fm−r|n−r
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
Tm|n
DSxr
// Tm−r|n−r
.
Since DSxr maps the standard representation to the standard representation, the
universal property of Deligne’s category implies that the diagram is commutative.
In the case r = 1 the kernel of DSx consists of the (m− 1|n− 1)-cross bipartitions
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which are not (m|n)-cross. This is equivalent to k(λ) = n which is equivalent to
R(λ) projective. 
Remark. This is a special case of a more general result [BKN11]: If M is
∗-invariant, then M is projective if and only if Fx(M) = 0 for some x of rank 1.
Example. If M := R((n − 1, n − 2, . . . , 1); (n − 1, n − 2, . . . , 1)∗) in GL(n|n),
then the socle has weight (n− 2, n− 3, . . . , 1, 0, 0 | 0, 0,−1, . . . ,−n+2). We obtain
Mx = P (n− 2, n− 3, . . . , 1, 0 | 0,−1, . . . ,−n+ 2) in Rep(GL(n− 1|n− 1)) for x of
rank 1.
7.4 Lemma. Let y ∈ X be of rank r such that DSy maps the standard repre-
sentation to the standard representation. Then DSy = DSxr when restricted to
T .
Proof. This follows from the diagram above and the universal property of Deligne’s
category. 
7.5 Lemma. If R(λ) is irreducible, so is DSxr (R(λ)).
Proof. R(λ) is irreducible if and only if d(λ) = 0. The defect of a bipartition only
depends on the difference m− n = (m− r)− (n− r). 
8. Irreducible representations in the image
8.1 Lemma. Let Γ be a block of atypicality k ≤ n. Then Γ contains a unique
irreducible mixed tensor.
Proof. The block is characterized by the position of the m − k crosses and n − k
circles on the number line. Denote by Lcore the typical GL(m − k|n − k)-module
which is given by this position of the circles and crosses. Then Lcore = R(λΓ)
for a unique bipartition λΓ of rk(λΓ) = n − k and d(λΓ) = 0. This bipartition
defines also an irreducible mixed tensor in Γ ⊂ Rm|n since the weight diagram of
a bipartition depends only on m − n = m − k − (n − k). Assume that we would
have two irreducible mixed tensors R(λΓ) and R(λ
′
Γ) in Γ. Then both map to L
core
when applying DS k times or DSxk one time. Since DS(R(λ)) = R(λ) this implies
R(λΓ) = R(λ
′
Γ). 
8.2 Theorem. Every Kostant module is a Berezin-twist of an irreducible mixed
tensor.
Proof. If m = n, the maximal atypical Kostant modules are the Berezin powers
Berr, r ∈ Z. Since Ber0 = 1 is a mixed tensor, the assertion is clear in this
case. We now exclude this case and describe the Berezin twist explicitely. We
use the description how to obtain λ† from R(λΓ) in the typical GL(m− k|n − k)-
case from section 6. The highest weight λ† of the mixed tensor R(λΓ) in Rm|n is
then obtained as follows from the weight diagram of the bipartition λ: If M is the
rightmost vertex labelled × or ◦ we distinguish the two cases a) n − k ≥ M or b)
M ≥ n − k. If n − k ≥ M we switch exactly the labels at vertices > n − k. In
case b) we switch all labels at vertices > M and the first M − n + 2k free labels
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< M . If L is a k-fold atypical Kostant module, consider the weight diagram of
its highest weight. We denote by ∨min the vertex with the leftmost label ∨, by z
the number of crosses and circles at vertices > ∨min and < M , and by ∨max the
vertex with the leftmost label ∨. If ∨max > M , we move ∨max with a Berezin-twist
to the vertex n − k. If ∨max < M we move ∨min with a Berezin twist to the
position M − (M − n+ 2k)− z = n− 2k − z. In both cases we get an irreducible
mixed tensor. Indeed we find a typical GL(m − k|n − k)-module Lcore
′
= R(λΓ′)
with the same ×, ◦-labeling as Ber... ⊗ L. By the rules of λΓ′ 7→ λ
†
Γ′ we get
R(λΓ′) ≃ Ber... ⊗ L ∈ Rm|n. 
In particular we have now an algorithm to decompose the tensor product between
any two Kostant-modules in Rm|n: Given two λ, µ Kostant weights we shift both
into T
L(λ)⊗Berλ
′
= L(λ˜) ∈ T, L(µ)⊗Berµ
′
= L(µ˜) ∈ T
where λ′, µ′ are described in the proof of 8.2 . Therefore
L(λ)⊗ L(µ) = (L(λ˜)⊗ L(µ˜)) ⊗ (Berλ
′
⊗Berµ
′
)
=
⊕
ν
dν
λ˜,µ˜
L(ν)⊗Berλ
′+µ′
for certain coefficients dν
λ˜,µ˜
which can be calculated explicitely as in section 6.4. In
particular the tensor product of two such modules can be decomposed explicitely
(see an example below).
Example 8.3. The irreducible module with weight (6, 4, 2, 1, 1, 0|− 2,−2,−2,−2)
is a 3-fold atypical Kostant module in R6|4. Twisting with B
−1 gives the mixed
tensor R(λΓ′) = R((5, 3, 1); 5).
Example 8.4. The highest weight µ = (12, 12, 10, 10, 10, 10, 0| − 11,−11,−12) of
GL(7|3) is maximal atypical with rightmost ∨ at position 8 and two crosses at
position 11 and 12 to the right. Now twist L(µ) with Ber−10 to move ∨ to position
-2 and obtain µ˜ = (2, 2, 0, 0, 0, 0,−10| − 1,−1,−2). We get Ber−10 ⊗ L(µ) =
R(2, 2; 13, 1).
Example 8.5. It is an easy exercise to check that the (n− 1)-times atypical irre-
ducible mixed tensors in Rn are the
R(i; 1j), i ≥ 0, j 6= i, (i, j) 6= (0, 0) and their duals R(1j ; i).
For λ = (i; 1j) we get R(λ) = L(λ†) = L(i, 0, . . . , 0|0, . . . , 0,−j).
8.1. Character and dimension formula. By Comes and Wilson [CW12], thm
8.5.2, we have a character and dimension formula for mixed tensors which is much
easier than the general formulas of [SZ07]. By loc.cit the character of a mixed
tensor is given as
ch R(λ) =
∑
µ
Dλ,µ(m− n)sµ
where the sum runs over the bipartition’s occurring in lift(λ) and sµ is the composite
supersymmetric Schur polynomial associated to λ. Given an arbitrary Kostant
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module L(λ) (which is not a Berezin power) and the unique Berezin-twist Berr
with Berr ⊗ L(µ) = R(λΓ′), the character of L(λ) is
ch L(λ) = ch Ber−r · chR(λΓ′)
= ch Ber−r · sλΓ′ .
A similar formula has been obtained before in [CHR15]. Since the dimension does
not change after tensoring with Ber−rwe get
dim L(λ) = dim R(λΓ′) = dλΓ′ .
8.2. The case GL(m|1). In the case GL(m|1) and SL(m|1) every weight is a
Kostant weight. Since Ber is trivial in the SL-case we obtain:
8.6 Corollary. Up to a twist of a suitable power of Ber every irreducible module
of GL(m|1) is in T . Every irreducible module of SL(m|1) is in T .
By [Ger98] [GQS07] the indecomposable modules in Rm|1 are the (Anti-)ZigZag-
modules Zr(λ), Z¯r(λ) and the projective hulls of the irreducible atypical represen-
tations.
8.7 Corollary. If l(λ) ≤ m−1, R(λ†) is irreducible singly atypical. If l(λ) > m−1
and d(λ) = 0 then R(λ) = L(λ†) is typical. If λ is any bipartition with d(λ) = 1
then R(λ) = P (λ†).
8.8 Corollary. In the decomposition L(λ) ⊗ L(µ) between two irreducible
GL(m|1)-modules no (Anti)ZigZag module Z l(a) with l ≥ 2 appears as a direct
summand.
Since any irreducible GL(m|1)-module is up to an explicit Berezin-Twist in T ,
the tensor product formula in Deligne’s category and the description of the image of
Fm|1 solves the problem of decomposing the tensor product of any two irreducible
GL(m|1)-representations.
Example. We compute L(2, 0, 0, 0|0)⊗ L(1, 0, 0, 0| − 1) in R4|1. Applying θ
−1
we see that the corresponding bipartitions are (2; 0) and (1; 1). Since the defect is
zero, we only have to compute (2; 0)⊗ (1; 1) in R3. By [CW12], example 7.1.3, we
have
(2; 0)⊗ (1; 1) = ((2, 1); 1) + (3; 1) + (12; 0) + (2; 0)
for δ = 3 in Rδ. Hence
L(2, 0, 0, 0|0)⊗ L(1, 0, 0, 0| − 1) =
L(1, 1, 0, 0|0)⊕ L(2, 0, 0, 0|0)⊕ L(3, 0, 0, 0| − 1)⊕ L(2, 1, 0, 0| − 1)
in Rep(GL(4|1)).
ZigZag modules [Ger98] [GQS07] of length greater than 1 never occur in the
image of Fm|1. However the tensor product between an indecomposable projective
module with a ZigZag-module is easily reduced to the known cases by the following
well-known fact:
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8.9 Proposition. Let P be projective andM any module. Then P ⊗M =
⊕
i P ⊗
Mi where the sum runs over the composition factors Mi of M .
Proof. Use induction on the length of M . If M is of length n consider a sequence
0 // Mi // M // M
′ // 0
with length(M ′) = n− 1. Tensoring with P and using that Proj is a tensor ideal
we see that the sequence splits. 
8.10 Corollary. Let P be an indecomposable projective GL(m|1)-Module. Then
P ⊗ Zr(a) =
⊕
ai
P ⊗ L(ai), P ⊗ Z
r
(a) =
⊕
ai
P ⊗ L(ai)
where the sums run over the composition factors L(ai) of Z
r(a) respectively Z
r
(a).
All in all the only remaining unknown tensor products in the GL(m|1)-case
are the tensor products Zr(a) ⊗ Zs(b), (r or s ≥ 2) and vice versa for the Anti-
ZigZag-modules. If r, s are odd their tensor product decomposes as given by the
Littlewood-Richardson Rule for GL(m−n) modulo contributions of superdimension
0 [Hei15].
8.3. Irreducible maximal atypical mixed tensors for m > n. For two weights
λ = (λ1, . . . , λm | λm+1, . . . , λm+n) and µ = (µ1, . . . , µm | µm+1, . . . , µm+n) say that
λ  µ if there exists i ∈ {1, . . . ,m} with the property λj = µj for all j < i and
λi > µi. We will see in lemma 9.1 that {λL} ⊗ {λR}∨ = R(λ) ⊕
⊕
R(µj) with
|µj | < |λ|.
8.11 Lemma. Let R(λ) be maximally atypical irreducible. Then R(λ) = L(λ†)
with L(λ†) ≻ L(µ†j) for all j.
Proof. Define Imaxx (λ) = largest vertex with a × or ∨. Then the statement amounts
to show that Imaxx (λ) ≥ I
max
x (µj) for all j. This is a combinatorial exercise using
our description of θ. 
Hence the maximally atypical R(λ) form > n of sdim 6= 0 could be characterized
as follows: Take all the tensor products of two (m|n)-Hook partitions λL, λR such
that (λL, λR) is (m|n)-cross. Then the R(λ) are the indecomposable modules in
the decomposition {λL} ⊗ {λR}∨ which satisfy R(λ) = L(λ†) ≻ L(µ†j) for all j.
9. Elementary properties of the R(λ)
Given two (m|n)-Hook partitions λL, λR we form the bipartition (λL, λR). It is
in general not (m|n)-cross.
9.1 Lemma. Let λL, λR be two (m|n)-Hook partitions such that λ = (λL, λR)
is (m|n)-cross. Then {λL} ⊗ {λR}∨ contains R(λ) as a direct summand. In the
decomposition
{λL} ⊗ {λR}∨ = R(λ)⊕
⊕
R(µj)
all µj satisfy (µj)Li ≤ λ
L
i and (µ
j)Ri ≤ λ
R
i for all i and |µ
j | < |λ|.
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Proof. In Rt
(λL, 0)⊗ (0, λR) =
∑
ν
∑
κ∈P
cλ
L
κ,νLc
λR
κ,νR ν.
Putting κ = 0 yields νL = λL, νR = λR. Hence
(λL, 0)⊗ (0, λR) = (λL, λR) +
∑
ν
∑
κ∈P,κ 6=0
cλ
L
κ,νLc
λR
κ,νR ν.
All other bipartitions ν = (νL, νR) will have degree stricty smaller than (λL, λR)
and length ≥ than l(λ). By Comes-Wilson liftd(λ) = λ + . . . where the other
bipartitions are obtained by swapping successively ∨∧-pairs, i.e. decreasing the
coefficients of the bipartition. Since λ is the largest bipartition, R(λ) will occur
with multiplicity one in the decomposition. 
For any two partitions λL, λR such that the pair (λL, λR) is (m|n)-cross we define
AλLλR := {λ
L} ⊗ {λR}∨.
Recall from section 2 that ()∗ denotes the graded dual.
9.2 Proposition. R(λL, λR) is ∗-invariant
Proof. Clearly AλLλR is
∗-invariant since irreducible modules are ∗-invariant. In
the decomposition
AλLλR = R(λ
L, λR)⊕
⊕
i
R(µj)
R(λL, λR) occurs as a direct summand with multiplicity 1; and |λ| > |µj |. Assume
R(λ) would not be ∗-invariant. Then there exists a µj occuring with multiplicity
1 in the decomposition with R(λ)∗ = R(µj). Write µj = ((µj)L, (µj)R). As for λ,
R(µj) occurs with multiplicity 1 in the decomposition of the ∗-invariant
A(µj)L,(µj)R = R(µ
j)⊕
⊕
j
R(νj)
with degree strictler larger then the other bipartitions νj . Hence there exists a νj
with R(µj)∗ = R(νj). Since applying ∗ is the identity, this forces νj = λ. However
|λ| > |µj | > |νj |, a contradiction. 
9.3 Lemma. If R(λ) is maximally atypical then d(λ) ≥ d(µj) for all j. If R(λ) is
maximally atypical and irreducible then {λL}⊗ {λR}∨ is completely reducible and
splits into maximally atypical irreducible summands.
Proof. R(λ) is maximally atypical if and only if rk(λ) = 0. Hence k(λ) ≥ k(µj)
implies the first statement. If R(λ) is additionally irreducible, then d(µj) = 0 for
all j. 
9.4 Lemma. In the tensor product
R(λ)⊗R(µ) =
∑
i
κν
i
λµR(ν
i)
all νi satisfy
k(νi) ≥ max(k(λ), k(µ)).
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Proof. Let n′ = max(k(λ), k(µ)). Apply DSn−n′ : Rm|n → Rm′|n′ ⊕ ΠRm′|n′ .
Without loss of generalisation n′ = k(λ). Then R(λ) is projective in Rm′|n′ . The
projective modules form an ideal, hence R(λ)⊗R(µ) decomposes in Rm′|n′ into in-
decomposable projective modules. Since the tensor product comes from the Deligne
category
Rep(GLm−n)
Fm′|n′
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
Fm|n
xxqq
qq
qq
qq
qq
q
Rm|n
DSn−n′
// Rm′|n′ ⊕ΠRm′|n′
we have in Rm|n ∑
i
κνiλµR(νi)⊕ ker(DSn−n′)
with k(νi) ≥ n′ for all i. Further ker(DSn−n′) are the mixed tensors R(γ) with
n′ < k(γ) ≤ n. 
Example 9.5. Any irreducible summand in R(λ) ⊗ R(µ) has atypicality ≤ n −
max(k(λ), k(µ)).
We denote by T imn the subset of mixed tensors with k(λ) ≥ i. Recall that a set
of objects I in a tensor category C is an ideal if X ⊗ Y ∈ I whenever X ∈ C and
Y ∈ I.
9.6 Corollary. The T i are ideals in T . We have strict inclusion
T 0 ) T 1 ) . . . ) T n
with T 0 = T and T n = Proj.
By [Ser11] any two irreducible objects of atypicality k generate the same ideal
in Rm|n. Therefore write Ik for the ideal generated by an irreducible object of
atypicality k. Clearly I0 = Proj and In = Tn since it contains the identity. This
gives the following filtration of R
Proj = I0 ( I1 ( . . . In−1 ( In = Rm|n
with strict inclusions by [Ser11] and [Kuj12].
9.7 Lemma. Ik|T = T
n−k for all k = 0, . . . , n.
Proof. For any atypicality k there exists an irreducible mixed tensor with that
atypicality, hence Ik|T ⊂ T n−k. Conversely let R(λ) ∈ T n−k. It occurs as a direct
summand in R(λL, 0) ⊗ R(0, λR). Then max(k(λL, 0), k(0, λR)) ≤ n − k, hence
rk(λL, 0), rk(0, λR) ≤ n− k, hence at(R(λL, 0), at(R(0, λR)) ≥ k, hence R ∈ Il for
any l ≥ k. 
9.1. The constituent of highest weight. We have seen that the irreducible
modules in T are the ones with d(λ) = 0. We describe the constituent of highest
weight of R(λ) for d(λ) > 0. The constituents of R(λ) are given by [R(λ)] =
[Gt∆ΓL(ζ)] =
∑
γ⊂β→tζ, red(γt)=ζ [L(γ)]. The condition γ ⊂ β implies β ≥ γ in the
Bruhat order, hence the constituent of highest weight must be among the β →t ζ.
We define Aλ by taking the weight diagram of λ
† and by labelling all caps in the
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matching t by ∧∨. This is the maximal element in the Bruhat order among all the
possible β. It will give the constituent of highest weight if Aλ satisfies the condition
red(Aλt) = ζ. This is an easy combinatorial exercise.
9.8 Lemma. Aλ is the constituent of highest weight of R(λ). It occurs with
multiplicity 1 in the middle Loewy layer.
9.9 Corollary. Two direct sums
⊕
Pi,
⊕
Qj of projective modules are equal in
Rm|n if and only if they are equal in K0.
Proof. It suffices to test this for a single block Γ. It is easy to see thatAλ andR(λ) =
P (λ†) determine each other. Hence it is equivalent to give the direct sum
⊕
i∈I Pi
in K0 or the set {Ai}i∈I . Hence
⊕
Pi =
⊕
Qj if and only if {Ai}i∈I = {Aj}j∈J .
We are done if we can determine the set {Ai} uniquely from the decomposition
[
⊕
Pi] in K0. We will give an algorithm to do so. The block is represented by the
numberline with k ∨’s (with variable position) and m−k × and n−k ◦ (with fixed
position). Let P be the set of composition factors of
⊕
Pi. It may be identified
with the set of the corresponding weight diagrams. We go from the right to the left
through these diagrams. Let i1 be the rightmost position with a ∨ in P . We restrict
to the subset Pi1 of P of diagrams with a ∨ at position i1. From i1 we move to the
left. Let i2 be the next position with a ∨ among the diagrams in Pi1 . Let Pi1i2 the
set of weight diagrams with a ∨ at position i1 and i2. Iterating this procedure we
obtain Pi1i2...ik . This set consists of the weight diagram of a unique weight, possibly
with multiplicity ≥ 1 (since ×, ◦ and ∨’s are fixed). We claim that this weight is
of the form Ai for some Pi. This is clear: The weight determines a composition
factor L(...) of some P (a). If L(...) 6= Aa, then Aa > L(...) in contradiction to the
construction above. The factor Ai determines the corresponding projective module
Pi. We remove all the composition factors of the copies of Pi from P . Now we
apply the same algorithm again to the set P \ r[Pi] to obtain again a weight of
the form Al with corresponding projective module Pl. We remove its composition
factors etc until there are no weights left in P . Hence we have constructed all the
weights Ai from the K0-decomposition. 
10. Multiplicities and tensor quotients
By the universal property of Deligne’s category there exists for δ = d ∈ N a full
tensor functor Fd : Rep(GLd)→ Rep(GL(d)). Given a bipartition λ = (λL, λR) of
length ≤ d, λL = (λL1 , . . . , λ
L
s , 0, . . .), λ
L
s > 0, λ
R = (λR1 , . . . , λ
L
t , 0, . . .), λ
R
t > 0,
put
wt(λ) = λL1 ǫ1 + . . .+ λ
L
s ǫs − λ
R
t ǫd+1−t − . . .− λ
R
1 ǫd.
This defines the irreducible GL(d)-module L(wt(λ)) with highest weight wt(λ). By
[CW12]
Fd(R(λ)) =
{
L(wt(λ)) l(λ) ≤ d
0 l(λ) > d.
26 THORSTEN HEIDERSDORF
This defines a bijection between bipartitions of length ≤ d with highest weights of
GL(d). For d = m− n > 0 we have the two tensor functors
Rep(GLm−n)
Fm−n
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Fm|n
xxqq
qq
qq
qq
qq
q
Rm|n Rep(GL(m− n))
given by mapping the standard representation to the two standard representations
(form = n, GL(m−n) is the empty group). Another tensor functor is the following:
By [Wei10] there exists a purely transcendental field extensionK/k of transcendence
degree n and a K-linear weakly exact tensor functor
ρ : Rm|n ⊗k K → Rep(GL(m− n))⊗ svecK .
By [Wei10] each simple maximal atypical object L(µ) maps to the isotypic represen-
tation Πp(µ)m(µ)ρ(V ) where m(µ) is a positive integer, V is the ground state (see
loc.cit) of the block of µ and p(µ) is the parity of µ. After a suitable specialisation
of ρ we may assume that ρ is defined over k and maps the standard to the standard
representation. Hence we get the commutative diagramm of tensor functors (due
to Deligne’s universal property)
Rep(GLm−n)
Fm|n
tt❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
Fm−n⊗svec

Rep(GL(m|n))
ρ
**❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
Rep(GL(m− n))⊗ svec.
Here the functor Fm−n ⊗ svec maps R(λ) to the even representation
L(wt(λ)) ∈ Rep(GL(m− n)) ⊂ Rep(GL(m− n))⊗ svec.
10.1 Lemma. R(λ) has superdimension 6= 0 if and only if l(λ) ≤ m− n.
Proof. This follows from the commutative diagram above. Use the bijection be-
tween the highest weights of GL(d) and bipartitions of length ≤ m − n to choose
for any (m|n)-cross bipartition λ the irreducible highest weight module L(wt(λ)).
By the commutativity the indecomposable module R(λ) has to map to L(wt(λ)).
Its superdimension is the dimension of L(wt(λ)). 
The mixed tensors form a pseudoabelian tensor subcategory T of Rm|n. It is
closed under duals (T (r, s)∨ = T (s, r)) and contains the identity. The functor of
Weissauer
ρ : Rm|n → Rep(GL(m− n))⊗ svec
can be restricted to T . Let us denote by N the tensor ideal of negligible morphisms
[Hei15] [AK02].
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10.2 Theorem. The functor ρT : T → Rep(GL(m − n)) ⊗ svec factorises over
T/N and defines an equivalence of tensor categories
T/N ≃ Rep(GL(m− n)).
It maps the element R(λ) to the irreducible element L(wt(λ)).
Proof. The functor will factorize if ρT is full [Hei15]. This follows from the com-
mutative diagram since an indecomposable module maps to an irreducible module.
R(λ) 7→ L(wt(λ)) is forced by the commutativity of the diagram. By the bijection
between highest weights of GL(m − n) and bipartitions of lenght ≤ m − n the
functor is one-to-one on objects. Fully faithful follows from Schur’s lemma in the
semisimple tensor category T/N . 
Theorem 10.2 plays a crucial role in [Hei15]. An analogous theorem holds in the
orthosymplectic case [CH17]. The following proposition is a simple combinatorial
exercise.
10.3 Proposition. Let λ be a bipartition of length ≤ m− n. Then d(λ) = 0. In
particular the maximal atypical R(λ) with sdimR(λ) 6= 0 are irreducible.
The equivalence T/N ≃ Rep(GL(m − n)) means that for λ, µ bipartitions of
lenght ≤ m − n, the tensor product R(λ) ⊗ R(µ) is given by the Littlewood-
Richardson rule for GL(m− n) up to superdimension 0.
10.4 Corollary. Let λ and µ be such that l(λ)+ l(µ) ≤ m−n. Then R(λ)⊗R(µ)
splits completely into irreducible maximally atypical modules. The decomposition
rule is given by the Littlewood-Richardson rule for GL(m− n).
10.1. An alternative approach. We provide an alternative proof that T/N ≃
Rep(GL(m − n)) which does not use the existence of a tensor functor
Rep(GL(m|n)) → Rep(GL(m − n)) ⊗ svec. Assume we have proven that l(λ) ≤
m− n implies d(λ) = 0 and therefore that R(λ) is irreducible in Rep(GL(m|n)).
10.5 Lemma. Let λ, ν be bipartitions of lenght≤ m−n. Then their tensor product
is given by the Littlewood-Richardson rule for GL(m−n) up to superdimension 0.
More precisely
R(λ)⊗R(µ) =
⊕
ν, l(ν)≤m−n
c
wt(ν)
wt(λ),wt(µ)R(ν) mod N
where c
wt(ν)
wt(λ),wt(µ) denotes the multiplicity of theGL(m−n)-representation L(wt(ν))
in the decomposition L(wt(λ)) ⊗ L(wt(µ)).
Proof. (cf. the proof of 7.1.1 in [CW12]) Let ν1, . . . νk be bipartitions such that
λµ = ν1 + . . . νk
in Rt. Since lift(λ) = λ, lift(µ) = µ we may assume mod N that all νi have length
≤ m− n = d. So d satisfies d ≥ l(νi) for all i and liftd fixes λ, µ, ν1, . . . νk. Hence
λµ = ν1 + . . . νk holds in Rd as well. Using the tensor functor Fd : Rep(GLd) →
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Rep(GL(d)) which maps R(λ) to L(wt(λ)) we obtain
L(wt(λ)) ⊗ L(wt(µ)) = L(wt(ν1))⊕ . . .⊕ L(wt(νk))
=
⊕
ν,l(ν)≤m−n
c
wt(ν)
wt(λ),wt(µ)R(ν)
by the Littlewood-Richardson rule in Rep(GL(d)). Taking the preimage one obtains
modulo N the result. 
It is now easy to recover the equivalence T/N ≃ Rep(GL(m− n)) . Since
Fm|n : Rep(GLm−n)→Rm|n
has its image in T we can consider the diagram
Rep(GLm−n)
Fm|n
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
Fm−n

T

T/N // Rep(GL(m− n)).
Using the bijection between the irreducible elements R(λ) and the irreducible el-
ements in Rep(GL(m − n)), we define the lower horizontal functor by putting
R(λ) 7→ L(wt(λ)) on objects. Since both categories are semisimple tensor cate-
gories, Schur’s lemma holds and the functor sends the morphism id : R(λ)→ R(λ)
to id : L(wt(λ)) → L(wt(λ)). The results on the tensor products show that this
defines a tensor functor. It is clearly fully faithful.
——————————————————
11. Maximally atypical R(λ) for m = n
Form = n no nontrivial maximally atypical irreducible modules are in T because
their superdimension does not vanish [Ser11], [Wei10]. Assume from now on that
λ† is in the maximal atypical block Γ, i.e. the weight diagram has no ×, no ◦
and exactly n ∨’s. Recall that a maximal atypical irreducible representation is
irreducible if and only if its weight is of the form (λ1, . . . , λn | − λn, . . . ,−λ1). In
this case we write [λ1, . . . , λn] for this representation.
11.1 Proposition. R(λL, λR) is maximal atypical if and only if λR = (λL)∗.
Proof. Since there are no ◦ and no ×
I∨ ∪ I∧ = Z, I∨ ∩ I∧ = ∅.
Hence λL and λR determine each other uniquely. It is easy to see that the conjugate
partition satisfies these conditions.

11.2 Corollary. T (r, s) contains a maximally atypical summand only for r = s.
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Proof. By [BS12a] and the characterisation of maximally atypical R(λ)
prΓ T (r, s) =
⊕
R(λ, λ∗)
where |λ| = r− t, |λ∗| = s− t. Since |λ| = |λ∗| this can only happen for r = s. 
Notation. From now on we always write R(λ) where λ is a partition such that
(λ, λ∗) is (n|n)-cross.
11.1. The involution I. Recall that the dual of an indecomposable element in T
is given by R(λL, λR)∨ = R(λR, λL). Similarly we define
IR(λL, λR) := R((λR)∗, (λL)∗).
11.3 Lemma. This is a well-defined operation on T for m = n (ie. ((λR)∗, (λL)∗)
is again (n|n)-cross). I is an involution and commutes with Tannaka duality. I is
the identity if and only if R(λ) is maximally atypical.
Proof. Let i ∈ 1, . . . , n have the property λLi+1 + λ
R
n−i+1 ≤ n, so λ
L
i+1 ≤ k and
λRn−i+1 ≤ n − k for some k. Then (λ
L
k+1)
∗ ≤ i and (λRn−k+1)
∗ ≤ n − i, hence
(λLk+1)
∗ + (λRn−k+1)
∗ ≤ n. The other statements are clear. 
Remark 11.4. Form > n the bipartition ((λR)∗, (λL)∗) may fail to be (m|n)-cross.
11.5 Lemma. I preserves dimensions.
Proof. Since the dimension is preserved under dualising (λL, λR) 7→ (λR, λL), we
only have to take care of (λL, λR) 7→ ((λL)∗), (λR)∗)). By [CW12, (43)]
dimR(λ) =
∑
µ⊂λ
Dλ,µdµ
where dµ is obtained from the composite supersymmetric Schur polynomial sµ(x, y),
x = (x1, . . . , xn), y = (y1, . . . , yn) by setting xi = 1 = yi for all i = 1, . . . , n. By
[Moe06, 2.39] sµ(x|y) = sµ∗(y|x), hence dµ = dµ∗ . Let λ ⊢ (r, s). Then λ
∗ ⊢
(r, s). By [CDV11] the number Dλµ is the decomposition number [∆r,s(λ) : Lr,s(µ)]
where ∆r,s is a cell module for the walled Brauer algebra Brs. It is clear that
Dλµ = Dλ∗,µ∗ , hence if
∑
µ⊂λDλµdµ = dµ1 + . . . + dµr , then
∑
µ′⊂λ∗ Dλ∗µ′dµ′ =
dµ∗
1
+ . . . dµ∗r . 
Example 11.6. I((i; 1j)) = (j; 1i), hence λ† = [i, 0|0,−j] and Iλ† = [j, 0|0,−i].
12. Existence of maximal atypical mixed tensors for m = n
Our aim in the next sections is to obtain some information about the tensor
products of maximal atypical irreducible modules by embedding them either in
the socle or as the constituent of highest weight (in the Bruhat order) in a mixed
tensor. Of course every irreducible representation occurs in the socle and top of its
projective cover, but it is preferable for the applications in section 14 to work with
modules of smaller Loewy length. Let [λ] = [λ1, . . . , λn] be maximally atypical in
Rn. We normalize [λ] so that λn = 0. More generally a weight with λn ≥ 0 will be
called positive. If k ∈ {1, . . . , n} is the biggest index with λk 6= 0 we say that the
weight is of length k. Such a weight defines a partition λ of length k.
30 THORSTEN HEIDERSDORF
12.1 Lemma. If l(λ) ≤ k, then d(λ) ≤ k. If λ1 ≤ k, then d(λ) ≤ k. In particular
a (maximal atypical) mixed tensor can be projective only if l(λ) ≥ n and λ1 ≥ n.
Example 12.2. There is a unique projective mixed tensor R(λ) with λ of smallest
degree. It is given by λ = (n, n− 1, . . . , 1) and gives the projective cover of [λ†] =
[n− 1, n− 2, . . . , 1, 0].
12.3 Theorem. 1) For every positive weight λ† = [λ†1, . . . , λ
†
n] of length k exists a
unique mixed tensor R(λ) of defect k and length(λL) = k and socle(R(λ)) = [λ†].
2) For every positive weight [λ] of length k the mixed tensor R(λ) has defect ≤ k
and contains [λ] with multiplicity 1 in the middle Loewy layer. [λ] is the constituent
of highest weight in R(λ).
In particular [λ]→ R(λ) gives a bijection between the positive weights of length
k and mixed tensors given by partitions of length k.
Proof. Proof of 1). We construct R(λ) explicitly. To an irreducible highest weight
we associate its cup diagram with n cups. Since the length of [λ†] is k, exactly k
∧’s are are bound in a cup with a ∨ associated to one of the λ†1, . . . , λ
†
k. Label the k
∧’s from the rightmost to the leftmost position by {v1, v2, . . . , vk}. Then define the
partition λ = (v1, v2+1, v+3+2, . . . , vk+k−1). Then l(λ) = d(λ) = k. The k cups
of λ agree with the k cups of [λ†] associated to the nontrivial λ†i . By construction
(and the positivity of [λ†]) the largest label in a cup in the cup diagram of λ is at a
vertex ≥ k. We obtain the highest weight in R(λ) according to the rules of section
6 by switching all labels at vertices ≥ v1 and the first v1 + n− 2k labels at vertices
≤ v1 which are not part of a cup. Since the leftmost cup has its leftmost label at a
vertex ≥ 2−k, this means switching exactly all the free labels at vertices ≥ −n+1.
This switches all labels ∨ at vertices ≤ v1. Since the length is k we have ∧
′s at all
vertices k. The n−k rightmost ∧’s at the positions −n+1,−n+2, . . . ,−n+(n−k)
will be switched to ∨’s. These n − k ∧’s give the n − k zeros in λ†. Uniqueness:
We apply DS′ := DSn−k : Rn → Rk. Then DS′(R(λ)) is the projective cover of a
unique irreducible module and the mixed tensors of defect k are in bijection with the
projective covers of irreducible modules. We show soc(DS′(R(λ))) = [λ†1, . . . , λ
†
k]
which implies our assertions about the uniqueness of the mixed tensor of length k
with prescribed socle. Since λ does not depend on n we get the same weight and
cup diagram of λ. The highest weight of the socle is obtained as above by switching
all labels at vertices ≥ V1 and the first v1+ k− 2k labels at vertices ≤ v1 which are
not part of a cup. This means that we do not switch the n − k leftmost labels at
the vertices −n+ 1,−n+ 2, . . . ,−n+ (n− k).
Proof of 2). We use 1). We start with the partition λ. We have seen that l(λ) ≤ n
means switching the free ∧’s at vertices ≥ −n+ 1 and ≤ max(k(λ),M) to ∧’s and
vice versa. Similarly all the free vertices ≥ max(k(λ),M) are labelled by ∨’s which
are switched to ∧’s. We obtain Aλ from [λ†] by interchanging the ∨’s with the ∧’s in
the d(λ) cups of λ. Hence to get the weight diagram of Aλ from the weight diagram
of λmeans switching all labels at vertices≥ −n+1. The ∧’s at the vertices≥ −n+1
are at the vertices λ1, λ2 − 1, . . . , λk − k + 1,−k, . . . ,−n+ 1, hence the ∨’s in the
weight diagram of Aλ are at the vertices λ1, λ2−1, . . . , λk−k+1,−k, . . . ,−n+1. 
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Example 12.4. Assume [λ†] = [λ†1, . . . , λ
†
k, 0, . . . , 0] with λ
†
1 > λ
†
2 > . . . > λ
†
k.
The k ∧’s in the k cups are at the vertices λ†1 + 1, λ
†
2, λ
†
3 − 1, . . . , λ
†
k − k + 2, hence
λ = (λ†1 + 1, λ
†
2, λ
†
3 − 1, . . . , λ
†
k − k + 2).
Remark 12.5. If the ∧’s of [λ†] in the k cups are at the vertices v1, . . . , vk so that
λ = (v1, v2 + 1, . . . , vk + k − 1), then Aλ = [v1, v2 + 1, . . . , vk + k − 1, 0, . . . , 0].
12.6 Lemma. Let λ be an (n|n)-cross partition. The socle of R(λ) is positive if
and only if l(λ) ≤ n. The highest weight constituent Aλ is positive if l(λ) ≤ n.
Proof. This is an exercise using the algorithm for θ in section 6. 
We define the degree deg[λ] of an arbitrary maximally atypical highest weight
as
∑n
i=1 λi. With this definition the constituent of highest weight in R(λ) is the
constituent of largest degree. If [λ] is positive, it defines a partition λ and deg[λ] =
|λ|.
12.7 Lemma. We have degAλ ≤ |λ| with equality if and only if l(λ) ≤ n.
Proof. If l(λ) ≤ n we have seen this in 12.3. If l(λ) > n, then for the n ∨ in
the weight diagram of [λ] there are at least n ∧’s {∧1, . . . ,∧n} corresponding to n
non-trivial λi {λi1 , . . . , λin} at vertices greater or equal to the vertices of the n ∨.
Then degAλ ≤
∑n
i=1 λij . Since the length of λ is larger than n, |λ| >
∑n
i=1 λij . 
Example 12.8. i) The mixed tensors with soc(R(λ)) = Bk, k 6= 0, are the pro-
jective covers P (Bk). We have
P (Bk) = R((n+ k)n) k ≥ 1
P (Bn−r) = R(nr) r > n.
The mixed tensors with socle 1 are the modules R(kk), k ∈ {1, . . . , n}. We remark
that the constituent of highest weight in R(kk) is [k, . . . , k, 0, . . . , 0] and the con-
stituent of highest weight in R((n+k)n) is [n+k, n+k, . . . , n+k] for k ∈ [−n+1,∞).
ii) The mixed tensors R(λ) with Aλ = B
... are the projective covers P (Bk) with
constituent of highest weight Bk+n and the R(kn) for 1 < k < n with highest
weight constituent Bk and defect k.
13. The symmetric and alternating powers
We specialise the results of the previous section now to the case d(λ) = 1. We
define
ASi := R(i; 1
i) = R(i) and AΛi := (ASi)
∨ = R(1i; i) = R(1i).
13.1 Lemma. If d(λ) = 1, then R(λ) = ASi or AΛi for some i > 0.
Proof. For d(λ) = 1 there can be at most one jump λj > λj+1 in the partition,
hence λ = (a, 0, . . .) for some a or λ = (b, b, . . . , b︸ ︷︷ ︸
a times
, 0, . . .) for a > 1. For b > 1 two ∨
will occur, hence d(λ) > 1. 
13.2 Lemma. ASi = R(i; 0)⊗R(0; 1
i) and AΛj = R(1
j; 0)⊗R(0; j).
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Proof. We want to compute ((i); 0) ⊗ (0; 1i) in Rt, hence the sum∑
ν
∑
κ∈P c
(i)
κ,νL
c
(1i)
κ,νR
, hence we search the pairs (κ, ν), (κ, ν∗) such that cλκ,ν re-
spectively cλ
∗
κ,ν∗ 6= 0. The Pieri rules tells one that the only such pairs are the
pairs
((0), (i))←→ ((0), (1i)) and ((1), (i− 1))←→ ((1), (1i−1)).
Hence
(i; 0)⊗ (0; 1i) = (i)⊕ (i− 1).
in Rt. Now clearly lift(i) = (i)⊕ (i− 1), hence the result. 
We define Si = [i, 0, . . . , 0] for integers i ≥ 1.
13.3 Lemma. The Loewy structure of the ASi is given by (n ≥ 2)
AS1 = (1, S
1,1)
ASi = (S
i−1, Si ⊕ Si−2, Si−1) 1 < i 6= n
ASn = (S
n−1, Sn ⊕ Sn−2 ⊕B−1, Sn−1).
Proof. We sketch the computation for ASi , 1 < i < m. The module in the socle
can be computed by applying θ. The matching t looks schematically like (picture
for i = 4)
with the upper cup at the vertices (0, 1) and the lower one at the vertices (i−1, i).
To determine the remaining composition factors we search the γ with γ ⊂ β →t
ζ, red(γt) = ζ. Since t and ζ are fixed and the matching has to be consistently
oriented this determines β up to the position at the unique cup in t at position
(i − 1, i). Now consider γ where γ is obtained from λ† = Si−1 by moving the ∨
at position i − 1 to position i − 2. This gives a cup at position (i − 2, i− 1). The
lower reduction property is satisfied and gives the weight Si−2. No other γ ⊂ λ†
fulfill the summation conditions. The second possible case for β (switching the ∧
with the ∨ in the rightmost cup, hence moving ∨ one to the right) gives the module
[Si] = [i, 0, . . . , 0]. As in the case of β = λ† a second γ ⊂ [Si] may be obtained by
moving the rightmost ∨ one to the left. The corresponding module is [Si−1] and
gives the second copy of [Si−1]. One can check that no other weight diagrams fulfill
the summation conditions. The Loewy layers can be determined from the number
of lower circles in red(γt) = 1. The remaining cases can be treated in the same
way. 
Remark 13.4. We obtain a recursive algorithm to compute the tensor product
L(v) ⊗ Si where L(v) is a typical module in the m = n-case. The tensor product
L(v)⊗ A (where A = AS1) is known since both modules are in the image of Fn|n.
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Since L(v) is projective and A = (1, S1,1), it splits into 2L(v)⊕L(v)⊗S1. Removing
the two L(v) we obtain L(v) ⊗ S1. Similarly L(v) ⊗ AS1 = L(ν) ⊗ S
2 ⊕ 2L(ν) ⊗
S1 ⊕ L(v) which gives a formula for L(v) ⊗ S2. Iterating this procedure gives the
decomposition of L(v)⊗Si for any i since a projective representation is determined
by its composition factors by theorem 9.9. In particular it gives an algorithm to
decompose L(v) ⊗ L[a, b] where L(v) is a typical GL(2|2)-module and L[a, b] is a
maximal atypical representation of GL(2|2). For the psl(2|2)-case see also [GQS05].
Example 13.5. We want to compute L(2, 2|1, 1)⊗L(2, 1|−1,−2) in R2. We have
L(2, 2|1, 1) = R(23; 0), so we compute (23; 0)⊗ ((1; 1) + (0; 0) in Rt. This gives us
L(2, 2|1, 1)⊗ A =
L(3, 1|4, 3)⊕ L(3, 2|1, 0)⊕ L(2, 1|3, 1)⊕ L(2, 2|2, 0)⊕ 2L(2, 2|1, 1).
Removing 2L(2, 2|1, 1) we get the decomposition of L(2, 2|1, 1)⊗S1 and after twist-
ing with B we get
L(2, 2|1, 1)⊗ L(2, 1| − 1,−2) =
L(4, 2|3, 2)⊕ L(4, 3|0,−1)⊕ L(3, 2|1, 1)⊕ L(3, 2|2, 0)⊕ L(1, 1|1,−1).
Remark 13.6. For m > n the tensor product R(i, 0)⊗ R(0, 1i) splits into a sum
of two irreducible modules
R(i, 0)⊗R(0, 1i) = R(i; 1i)⊕R(i− 1, 1i−1).
In particular the adjoint representation V ⊗ V ∨ decomposes as
V ⊗ V ∨ = 1⊕ L(1, 0, . . . , 0 | 0, . . . , 0,−1).
14. Remarks on tensor products
We can embed any positive [λ] of length k in the socle of a mixed tensor of defect
k or as highest weight constituent. In the Si⊗Sj-case this permits us to obtain the
decomposition of Si⊗ Sj [HW15a] using a closed formula for the ASi ⊗ASj tensor
product. Copying the approach in the ASi⊗ASj -case seems to be hopeless because
general R(λ) have lots of composition factors which are difficult to determine. We
content ourselves with the following observations. The estimate in proposition 14.7
on the composition factors could be obtained from a restriction to GL(n)×GL(n),
but the approach for the proof shows more and is also needed for 14.2.
14.1. Composition factors. As before we consider only bipartitions of the form
(ν, ν∗) and and we identify such a bipartition with the partition ν.
14.1 Lemma. Γνλµ is zero unless l(ν) ≤ l(λ) + l(µ).
Proof. The Littlewood-Richardson coefficients cνλµ are zero unless l(ν) ≤ l(λ)+ l(µ)
and l(ν) ≥ max(l(λ), l(µ)). In the sum∑
κ∈P
cλ
L
καc
µ∗
κβ
cλ
L
κα = 0 unless l(α) ≤ l(λ
L). Similarly cµ
L
γθ = 0 unless l(θ) ≤ l(µ
L). Hence any νL
with non-vanishing cν
L
αθ satisfies l(ν
L) ≤ l(α) + l(θ) ≤ l(λL) + l(µL). 
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14.2 Lemma. If Γνλµ 6= 0, then ν1 ≤ (λ+ µ)1.
Proof. Follows at once from the corresponding property of the cνλµ. 
14.3 Lemma. If cνλµ 6= 0, then Γ
ν
λµ = (c
ν
λµ)
2. These ν are exactly the ν with
degree |λ|+ |µ|. If ν is any other partition with Γνλµ 6= 0, then |ν| < |λ|+ |µ|.
Proof. We get Γνλµ = (c
ν
λµ)
2 by putting κ = 0 and γ = 0 in the expression for
Γνλ,µ: If κ = 0, then α = λ
L and β = µR. If γ = 0, then η = λR and θ = µL.
Then Γνλ,µ = c
νL
λLλR
cν
R
(λL)∗(λR)∗ . Since c
ν
λµ = c
ν∗
λ∗µ∗ we get Γ
ν
λµ = (c
ν
λµ)
2 if we only
consider maximally atypical contributions ν = (ν, ν∗). In general cνλµ 6= 0 implies
|λ|+ |µ| = |µ|, hence
|νL| = |λ|+ |µ| − |κ| − |γ|
|νR| = |λ|+ |µ| − |κ| − |γ|.
and for non-trivial κ or γ the partition ν cannot satisfy cνλµ 6= 0. 
Notation. We call any ν with cνλµ 6= 0 a classical solution of λµ or Γ
ν
λµ.
14.4 Lemma. In R0
R(λ)⊗R(µ) =
⊕
|ν|=|λ|+|µ|
(cνλµ)
2R(ν)⊕
⊕
|ν|<|λ|+|µ|
dνλµR(ν)
for some coefficients dνλµ.
Proof. To calculate the tensor product in Rt we have to compute lift(λ)⊗ lift(µ) in
Rt. Now lift(λ) = λ +
∑
i λ
i with partitions λi of degree strictly smaller then the
degree of λ. Likewise for µ. Hence the partitions ν of maximal degree cannot occur
in any other tensor product from the partitions obtained from lift(λ) respectively
lift(µ) other then λ⊗µ. To pass from Rt to R0 we have to take lift
−1 of the tensor
product. Since the lift is strictly degree decreasing, none of the partitions ν can
occur in in the lift of another partition. 
Note that in general a classical solution ν will not be (n|n)-cross. Hence in Rn
the sum above only incorporates ν which are (n|n)-cross. However the mixed tensor
R(λ+ µ) occurs always in the decomposition R(λ) ⊗R(µ) in Rn due to following
lemma.
14.5 Lemma. If l(λ) ≤ n, then λ is (n|n)-cross.
Proof. A bipartition λ is (n|n)-cross if and only if at least one of inequalities λi +
λ∗n+2−i ≤ n for i = 1, . . . , n + 1 is satisfied. If l(λ) ≤ n, then λ
∗
1 ≤ n, hence
λn+1 + λ
∗
1 ≤ n. 
14.6 Lemma. Let ν be a classical solution of length ≤ n in R(λ)⊗R(µ). Let [ν′]
be a constituent in R(λ) ⊗R(µ). Then deg[ν′] ≤ deg Aν with equality if and only
if [ν′] = Aν′ with ν
′ a classical solution of length ≤ n.
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Proof. This follows from the degree estimates in section 12. 
14.7 Proposition. Assume ν is a classical solution with l(ν) ≤ n. Then [λ] ⊗ [µ]
contains the composition factor [ν] with multiplicity (cνλµ)
2.
Proof. We know that [λ] and [µ] are the constituents of highest weight in R(λ) and
R(µ). Let
[R(λ)] =
∑
i
[λi] + [λ], [R(µ)] =
∑
j
[µj ] + [µ]
with [λ] > [λi] and [µ] > [µj ] for all i, j in the Bruhat order. Assume first that all
[λi] and [µj ] are positive. Then they define the mixed tensors R(λi) and R(µj) and
|λ| > |λj | and |µ| > |µj | for all i, j. Accordingly none of the mixed tensors R(ν)
with |ν| = |λ|+ |µ| can appear in a tensor product
R(λ)⊗R(µj), R(λi)⊗R(µ), R(λi)⊗R(µj).
Now
[R(λ]⊗ [R(µ)] = [λ]⊗ [µ]
+
∑
j
[λ]⊗ [µj ] +
∑
i
[λi]⊗ [µ] +
∑
i,j
[λi]⊗ [µj ]
and similarly for R(λ) ⊗ R(µj), R(λi) ⊗ R(µ) and R(λi) ⊗ R(µj). We claim:
Since the R(ν) do not appear in any of these tensor products, their constituent
of highest weights does not appear as a composition factor in any of these tensor
products. If this claim is true, none of the tensor products [λ]⊗ [µj ], [λi]⊗ [µ] and
[λi]⊗ [µj ] can contain [ν] as a composition factor, hence [ν] must be a composition
factor of [λ] ⊗ [µ]. For the proof of the claim we distinguish two cases. Since
l(ν) ≤ n, [ν] is positive. Consider first a summand R(θ) with l(θ) ≤ n. Then
[θ] is positive and
∑
θi <
∑
νi. Since [θ] is the constituent of highest weight of
R(θ), all constituents are smaller then [ν]. If R(θ) is a summand with l(θ) > n,
deg Aθ < deg[ν]. This proofs the claim. Finally we remove the assumption that all
[λi] and [µj ] are positive. If [λi] is not positive we twist with Ber−λ
i
n . Similarly for
[µj ]. Call these modules [λ˜] respectively [µ˜]. Then deg(λ˜) = deg(λi)+n(−1)λin and
deg(µ˜) = deg(µj)+n(−1)µjn. Embed the modules [λ˜] respectively [µ˜] as constituents
of highest weight in R(λ˜) respectively R(µ˜) as in 12.3. In R(λ˜) ⊗ R(µ˜) =
⊕
R(ν˜)
all constituents [ν] have degree
deg[ν] ≤ deg(λ˜) + deg(µ˜)
= deg(λi) + n(−1)λin + deg(µ
j) + n(−1)µjn
< deg(λ) + n(−1)λin + deg(µ) + n(−1)µ
j
n
= deg(ν) + n(−1)λin + n(−1)µ
j
n.
Since [λi]⊗ [µj ] = B−λ
i
n⊗B−µ
j
n([λ˜]⊗ [µ˜]), every constituent in [λi]⊗ [µj] has degree
≤ deg(λi) + deg(µj) < deg(λ) + deg(µ). 
Example 14.8. Si ⊗ Sj in R2 with i > j: In this case one can show [HW15a]
ASi ⊗ ASj = ASi+j +R(i+ j − 1, 1)⊕R(i+ j − 2, 2)⊕ . . .⊕R(i, j)⊕ R˜
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where R˜ represents the summands with degree < i + j. All the classical solutions
have length ≤ 2, hence their highest weights occur in the Si ⊗ Sj tensor product.
The corresponding irreducible representations are
Si+j , BSi+j−2, . . . , BjSi.
In fact [HW15a] these constituents give half of the constituents in the middle Loewy
layer of M = Si ⊗ Sj , the other half given by their twists with B−1:
B−1(Si+j +BSi+j−2 + . . .+BjSi).
14.2. Projective covers. Projective covers in a tensor product of irreducible rep-
resentations or in iterated tensor products are particularly interesting. The main
reason is that an indecomposable module in Rn which is a direct summand in
an iterated tensor product of irreducible representations is in the kernel of DS if
and only if its is projective. [HW15b]. We show that we can exclude projective
summands in L(λ)⊗ L(µ) if the weights are small.
14.9 Lemma. If P is a projective cover occurring as a direct summand in the
decomposition [λ†] ⊗ [µ†] with multiplicity k, then R(λ) ⊗ R(µ) contains P as a
direct summand with multiplicity at least k.
Proof. We embed [λ†] and [µ†] as the socles of the mixed tensors R(λ) and R(µ).
Projection of these modules on the top gives
0 // ker(ϕ) // R(λ)
ϕ
// [λ†] // 0
0 // ker(ψ) // R(µ)
ψ
// [µ†] // 0.
This gives the surjection R(λ) ⊗R(µ)։ [λ†]⊗ [µ†]. If [λ†]⊗ [µ†] =
⊕
Mi ⊕
⊕
Pi
we get a surjection R(λ)⊗R(µ)։
⊕
Pi. Since the Pi are projective this surjection
has to split and hence the
⊕
Pi are direct summands in R(λ)⊗R(µ). 
This result implies that some tensor products [λ†]⊗ [µ†] do not have maximally
atypical projective summands. Indeed if |λ|+ |µ| < n(n+ 1)/2 or l(λ) + l(µ) < n,
no projective cover can occur in R(λ)⊗R(µ) since the smallest degree of a partition
defining a projective cover is n(n+1)/2 and the smallest length is < n (the minimal
projective cover is R(n, n− 1, . . . , 1) = P [n− 1, n− 2, . . . , 1, 0]). More generally the
Loewy length of any subquotient of a module M is smaller or equal to the one of
M , hence we have
ll(R(λ)⊗R(µ)) ≥ ll(L(λ† ⊗ L(µ†)).
14.10 Corollary. If l([λ]) + l([µ]) < k, the Loewy length of any maximal atypical
direct summand is < 2k + 1. In particular if l([λ]) + l([µ]) < n, [λ] ⊗ [µ] does not
have a maximal atypical projective summand.
Example 14.11. Si ⊗ Sj does not contain any atypical projective summands.
Indeed for n = 2 this follows from [HW15a]. For n ≥ 3 none of the mixed tensors in
the decomposition of ASi+1⊗ASj+1 is projective. In fact one can show that S
i⊗Sj
does not have maximal atypical summands of superdimension 0 [HW15b].
14.12 Lemma. Suppose ν is a classical solution cνλµ 6= 0 and l(ν) ≤ n. If [ν] is a
composition factor in an indecomposable projective module P = R(θ) occuring in
[λ]⊗ [µ], then [ν] = Aθ.
Proof. By definition (Aθ)i ≥ νi for all i ∈ {1, . . . , n}. In particular [θ] is positive.
Hence l(θ) ≤ n. Hence
|θ| =
n∑
i=1
(Aθ)i.
Since P = R(θ) is a summand in R(λ) ⊗ R(µ), |θ| ≤ ν|. But if [ν] 6= Aθ, then∑n
i=1(Aθ)i >
∑n
i=1 νi, a contradiction. 
14.13 Corollary. If ν satisfies cνλµ 6= 0 and l(ν) ≤ n and d(ν) < n, [ν] is not a
composition factor of a projective module P in [λ]⊗ [µ].
Proof. By the last lemma we have P = R(ν). But R(ν) is projective if and only if
d(ν) < n. 
Remark 14.14. For the significance of some of these estimates see [HW15a]
[HW15b]. Indeed if we know that a projective cover cannot occur in a tensor prod-
uct, we can often exclude the existence of other maximal atypical direct summands
of superdimension 0.
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