The paper concerns a nonlinear Neumann-type boundary value problem for a system of hyperbolic integro -differential equations of order 2pwith two independent variables. The problem is reduced to a system of integro functional equations and hence the existence and unique ness of a local solution is proved by using the Banach fixed point theorem. 
Introduction
Neumann and mixed boundary value problems for second order hyperbolic equations and systems have been dealt with in many papers (cp. [6, 11, 16 -19, 221 and the references therein). Papers devoted to higher order equations were not so numerous and, except paper [9] where the right-hand side of the equation may depend on the unknown function but not on its derivatives, concerned only linear problems (cp. [1, 2, 5, 7 -10, 12 -15, 21] ). In most of these papers the domain considered is a half-space.
In this paper we examine a nonlinear Neumann-type problem for a system of hyperbolic integro-differential equations of order 2p (where p is any positive integer) with two independent variables. The method of treating the problem is different from those in the quoted papers and similar to that in bur paper [4] -we reduce the problem to a system of nonlinear integro-functional equations, via an auxiliary boundary value problem analogous to that in [201, and hence prove the existence of a local solution by using the Banach fixed point theorem.
To the best of our knowledge, the problem in question has not been examined so far. are given functions of class C'. Denote by n 1 and ñ, the unit vectors normal to r i and r. respectively. We examine the following boundary value problem.
The problem
Problem (1'): Find a solution u of system (1.3) in V satisfying the boundary
((x,y)EV; i=0,l,...,p-l).
We make the following assumptions I -IV: I. Let 
are satisfied.
Remark 1.1. Let us assume that r0,r',
.,p-1) and fo(A)=B,h0(B)= A
and that the curves F () and to do not intersect one another apart from the points (0,0) and (A, B). Setting F = ro U to and denoting by V the domain bounded by r, we can assert that problem (7') is, in the considered case a Neumann-type problem for the domain V, with the boundary conditions (1.5) given on its boundary F. The compatibility conditions for M, and Ni are in this case
M(0,,ij ) = N1 (0,,r) and M,(A,,i7 ) = N1(B,,ij)
((.rl)ERñ;i=0,l,...,p_l).
(1.15) Example 1.1. We give an example of curves satisfying Assumption I. Let riro,r',r0(i=o,1,...,p-i), A=B and 7E(1,2j.
. Assumption I is satisfied with = 1/7,Co = = 1,80 = -l,rn0 = 1/ 7 ,ao = 7 and a) the same parameters as for fo(x) b) b0 = bo,o = = 1,o = s 0 ,ñi0 = 1 1(7( 1 -e)),ào = 71( 1 -), where 0 < E < 1 -(1/7) 1/2P (we assume that A is sufficiently small, so that 0 < A < [arccos(1 -_2)]'/").
Auxiliary considerations
We begin this section with the following lemma whose inductive proof will be omitted. As an immediate consequence of Lemma 2.1, we get the following corollary (cp. relations (1.2)). c Basing on Corollary 2.1 and using formulas (2.4), we can assert that, in' the class X, problem (P) is equivalent to , the following problem () (cp. with those in [3, 201).
Problem (E):
Find a solution u E ftC i ' of system (1.3) in V satisfying the boundary
H,(y)=1,(y)+H,(y) foryE(0,B]
We shall use the following lemma whose validity follows from Taylor's formula with the integral remainder. If 
Solution of the problem
In this section we shall prove the existence and uniqueness of a solution of problem (E) (and hence of problem (P)) by using the Banach fixed point theorem.
Let S be the set of all systems 4) (cp. 
(4' = (V, W) and 4' = (V, W)).
It is easily observed that S is a complete metric space. Let us consider the set 2 of all points 4' € S such that
B, <K, (3.2)
where ,c E (0, 1). This is a closed subset of S and hence it is itself a complete metric space with the metric given by (3.1). In view of system (2.12), we map 2 by the transformation T defined by formulas (cp. 
+c(x(P)fl2 +x" +X'4)] (3.5')
(m_ia_j)"'m_1Kx" + const(1 + where /3 = min(/3,(p+ 1)min(3 2 ,8 4 ),/33 ). Inequalities (1.13) and (3.5') yield
where is a positive constant, and using (3.5) and (3.6) we obtain
.. ,p -1), where 9 are positive constants.
We proceed to the examination of G(x) (cp. (2.9) and (2.13)). Let us observe that, by Assumption I, Corollary 1.1 and relations (2.5) and (3.4), we obtain
where 9' are positive constants and z = 0,1,... ,p -i. Moreover, basing on Assumption I and using formulae (2.10) and (3.2), we get the sequence of inequalities
Thus, it remains to estimate the expressions
lLP+1(xy)
I I Y=Mz) (i=0,1,...,p-2 
e( p-a-2 ( (-x)) p-i e(x) I )
A,(x) = \f: (x) (3.11)
where
Basing on Assumption I and relations (2.5), (2.10) and (3.2), we have (x) const ,c + whence (cp. the derivation of (3.9)) we get 6 1,(x) <constKA# (3.15)
with &, being understood as in (3.5). In the same way we obtain 
