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LETTERS TO THE EDITORPopulation Structure Can
Inflate SNP-Based
Heritability EstimatesTo the Editor: Recently, Lee et al.1 presented a method to
estimate the proportion of phenotypic variation explained
by common SNPs for case-control phenotypes. This
extends the work of Yang et al.2 for estimating the propor-
tion of phenotypic variation that can be explained by
common SNPs for quantitative traits. Yang et al.2 found
that 45% of variation in height in Australian individuals
of European descent can be explained by common SNPs.
Lee et al. showed that a high proportion (22%–38%) of
the variation in liability for Crohn disease, bipolar
disorder, and type 1 diabetes in the Wellcome Trust Case-
Control Consortium (WTCCC) data can be explained by
common SNPs.1
Under theLee et al.1 andYang et al.2 framework, common
SNPs explain aproportionof thevariationof the trait if indi-
viduals who are more genetically similar at the common
SNPs are also more phenotypically similar. Genetic simi-
larity is estimated with genome-wide allele sharing, and
the proportion of variation explained is estimated with
a variance componentsmodel.1,2 These analyses are suscep-
tible to confounding by population structure. Confound-
ing can occur because individuals who aremore genetically
similar also tend to be geographically proximal or in the
same social class and thus have a shared environment,3 so
that it is unclear whether phenotypic similarity is caused
by shared genetic factors or by shared environment. Addi-
tionally, in case-control studies, ascertainment of a larger
proportion of cases than of controls from a geographic
region can inflate estimates of the proportion of variance
explained by SNPs because relatednesswithin regions tends
to be higher than relatedness across regions. For example,
theWTCCC bipolar disorder study ascertained a dispropor-
tionate number of cases from Wales, and the participants
from Wales and Scotland had much higher rates of recent
identity by descent than participants from all other regions
within theUK.4 This excess relatedness in cases due to ascer-
tainment would be expected to inflate estimates of pheno-
typic variance explained by the genetic data.
In this letter, we illustrate the problem of confounding
due to population structure in estimating the proportion
of phenotypic variation explained by common SNPs, and
we show that inclusion of principal components (PCs) as
fixed effects does not fully correct for population structure
in this setting. We use real genetic data from the WTCCC5
controls with simulated phenotypes as well as simulated
genotype and phenotype data.
The WTCCC control data consist of 2938 population
controls, each of which has a reported geographic region,The Amwhich is one of 12 regions within the UK.5 In addition
to the WTCCC’s quality control filters, we required
a 0.99 posterior probability to call a genotype and
removed SNPs with more than 0.5% missing data.
Following Lee et al.,1 we also removed SNPs with minor
allele frequency <0.05 and SNPs showing differential
missingness between the two control cohorts (NBS and
58C) or deviation from Hardy-Weinberg disequilibrium
at a 0.05 significance level; 206,103 SNPs remained after
application of these filters. We removed individuals
with more than 1% missing data and both individuals
in pairs with GCTA a relatedness value > 0.05. This left
2861 individuals.
We used the reported geographic region to simulate the
phenotype for each individual without consideration of
the genetic data. The relationship between geographic
region and simulated trait distribution could potentially
be explained by environmental factors such as diet or occu-
pation that vary with geographic region, or for case-control
data by ascertainment scheme. By construction, each
phenotype is independent of genotype within each
geographical region, and consequently the phenotypes
have no heritability.
We used the GCTA software6 version 0.91.0 to analyze
the data, and simulated phenotypes are described below.
For each simulated phenotype, we used the software to
estimate the proportion of phenotypic variability ex-
plained by the autosomal SNPs without adjustment for
PCs and with adjustment for 20 PCs that were calculated
by GCTA.
We simulated case-control phenotype data for the
WTCCC control individuals. For simplicity, we combined
all regions except Scotland and Wales, and we refer to
the combined regions as ‘‘England.’’ A randomly selected
90% of individuals from Scotland andWales were assigned
to be ‘‘cases,’’ and the remaining 10% ‘‘controls,’’ whereas
in England 10% of individuals were assigned to be ‘‘cases’’
and the remaining 90% ‘‘controls.’’ We assumed a preva-
lence of 1% for the disease and used this to convert case-
control variation onto the liability scale, which accounts
for case-control ascertainment.1 The genotype data
explain 51% (standard error [SE] ¼ 7%) of the case-control
variation on the liability scale without adjustment for PCs
and 31% (SE ¼ 7%) of the case-control variation on the
liability scale when adjusting for 20 PCs. With adjustment
for imperfect linkage disequilibrium (LD),2,6 common
SNPs are estimated to explain 60% (SE ¼ 9%) of the case-
control variation on the liability scale without PCs and
37% (SE ¼ 9%) with 20 PCs. We used 20 PCs to follow
Lee et al.,1 but Table S1, available online demonstrates
that 10 PCs provide the same level of correction for the
WTCCC data. Results for other case-control ascertainment
schemes and for other relationship cut-off values are
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Table 1. Average Estimated Inflation in Estimates of Variation
Explained for Several Case-Control Ascertainment Schemes in
WTCCC Control Data
Ascertainment
scheme
A (80%
and 20%)a
B (75%
and 30%)b
Null Model
(50% and 50%)c
Average estimated
variance explained
8.1% 3.9% 2.1%
Standard error 0.6% 0.4% 0.3%
We computed the mean estimated variance of phenotype explained for
100 realizations of each ascertainment scheme. The estimated percentage of
variance explained is constrained to be nonnegative, so even the null model
gives a small average estimated variance explained, however the difference
between the null results and the results from schemes A and B is statistically
significant. The ascertainment in scheme B is similar to ascertainment in the
WTCCC Bipolar study in which 72% of Welsh were cases, whereas 34% of
English were cases. All results were generated with 20 PCs, a 0.025 cut-off
on relatedness and no adjustment for incomplete LD, and are reported on
the liability scale with 1% prevalence. We note that although scheme B is
designed to give similar regional proportions to those in the WTCCC Bipolar
data, the regional information for the WTCCC data is crude and does not fully
capture the population structure in the data. Thus, we are not able to fully
model the geographical (and possibly socio-economic) ascertainment differ-
ences between the cases and controls, which limits the effect sizes that we
can observe in our simulations.
a Ascertainment scheme A has 80% of Welsh and Scots designated as cases
and 20% of English designated as cases.
b Ascertainment scheme B has 75% of Welsh and Scots designated as cases
and 30% of English as designated as cases.
c The null scheme has equal ascertainment of cases and controls across all
subpopulations (50% cases). A scheme with 30% as cases in all subpopulations
gave identical results (data not shown).We also simulated quantitative trait phenotype data for
these individuals from a normal distribution in which
the mean depends on the geographic region. The mean
simulated trait values in Scotland, England, and Wales
were 1, 2, and 3, respectively, with a standard deviation
of 0.4 within each region. For this phenotype, the geno-
type data explain 50% (SE ¼ 9%) of the phenotypic varia-
tion without adjustment for PCs and 42% (SE ¼ 9%) with
adjustment for 20 PCs. With adjustment for imperfect LD,
common SNPs are estimated to explain 60% (SE ¼ 11%) of
the phenotypic variation without adjustment for PCs and
50% (SE ¼ 11%) with 20 PCs.
The results of analyzing the WTCCC control genotypes
with simulated phenotypes show that estimates of pheno-
typic variance explained by genotypes can be biased
upward in the presence of confounding with population
structure. Comparison of the analysis with and without
PCs shows that PCs are absorbing some of the confound-
ing due to population structure but are unable to fully
adjust for population structure in these data. The
geographic region information for the WTCCC data is
a crude surrogate for population structure, and our simula-
tions might understate the potential inflation in the esti-
mates of phenotypic variance explained by common
SNPs in these data.
We also simulated genotype data for individuals located
on a 5 3 5 grid. Each grid point can be thought of as
a geographic region such as a county. We simulated a pop-
ulation of 2 million individuals, initially unrelated, and
simulated forward for 200 generations with a constant192 The American Journal of Human Genetics 89, 191–195, July 15, 2population size in each generation. We generated cross-
overs according to Haldane’s model7 on 20 chromosomes
each 150 cM long. The initial geographic region of each
founder was chosen at random. At each generation, an
individual from the previous generation was chosen at
random to be parent 1, and then another individual
from the same region was chosen to be parent 2. The prob-
ability that the child would be placed in the same region as
the parents was 0.5; children not placed in the same region
as the parents were placed in a randomly chosen region
located one horizontal or vertical grid unit away. Genotype
data were generated for 300,000 SNPs with minor allele
frequency uniformly distributed between 0.05 and 0.5.
The SNPs were simulated to be in linkage equilibrium in
the founder generation.
We sampled 10,000 individuals at the final generation of
which 9340 individuals remained after removing closely
related individuals (with a relatedness cut-off of 0.05). We
generated simulated phenotypic traits that were based on
the geographic origin of the individuals without consider-
ation of the genotype so that the traits have zero herita-
bility. We simulated a case-control trait with ascertained
case proportions 0, 0.25, 0.50, 0.75, or 1 according to the
value of the first dimension of the individual’s location.
When assuming a population prevalence of 1%, with or
without the use of 20 PCs, 27.2% (SE ¼ 4.5%) of the
variance was explained on the liability scale (without
adjustment for imperfect LD).Wealso simulated aquantita-
tive traitwith amean equal to 0, 1, 2, 3, or 4 according to the
value of the first dimension of the individual’s location and
with a standard deviation of 1 in each region. Without the
use of PCs, 53.6% (SE¼ 8.1%) of variance of the trait was ex-
plained by the genotype data. With 20 PCs, 52.0% (SE ¼
8.1%) of the variance was explained. Thus, in these simu-
lated data not only do the PCs not correct for population
structure, but a comparison of estimates with and without
PC adjustment does not give a clear indication of the pres-
ence of the population structure as it did in the WTCCC
control data. Additionally, a test for interchromosomal
correlation in relatedness described in Yang et al.2 did not
yield evidence of population structure in these data.
Other methods for adjusting for population structure
used in association analysis are not necessarily applicable
in this context. For example, in association testing,
one tests a single locus at a time and assumes that the rest
of the genome has essentially no effect (on average).
However, in estimating the proportion of variance ex-
plained one uses either the whole genome or a very large
portion of the genome. Thus, one does not have a large
number of other similar units that mostly have no effect
touseas a control.Clearly, genomic control is not applicable
here. As another example,mixed linearmodels that are very
similar to themodel used by Yang et al.2 and Lee et al.1 have
been applied to association testing, with the relationship
between estimated kinship andphenotypic similarity being
used to correct for population structure and cryptic related-
ness8 rather than to estimate the proportion of variance011
explained. Unfortunately, one cannot simultaneously use
this relationship for both purposes.
In this study, we considered the effect of population
structure in the absence of a genetic effect. For heritable
traits, estimated phenotypic variance explained by
common SNPs could include both true genetic effect and
inflation due to confounding factors. However, if the
data have been ascertained to avoid biases and ensure
homogeneity, this inflation should be a very small part
of the estimate.
The role of common variants in contributing to pheno-
type variability is an important question with crucial
implications for study design. The results presented here
suggest that confounding with fine-scale population
structure is a serious concern when estimating phenotypic
variability explained by common SNPs and that there is
a need for more sensitive methods that can detect and
quantify population structure in this context.
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and BrowningWe thank Browning and Browning for questioning the
effect of fine-scale population structure on variance
explained by consideration of all SNPs together in
methods we have proposed and implemented. Recently,
we have taken the methodology further and have parti-
tioned additive genetic variation across the genome.1
Browning and Browning investigate the effect of two sour-
ces of bias in estimates of the variance explained by SNPs—
these sources are population stratification and correlationbetween environment and genotype—but their examples
refer mainly to the latter.
We agree with Browning and Browning that an envi-
ronmental factor that is correlated with genotype and
has a large effect on phenotype will bias estimates of
the genetic variance. This is not a problem specifically
for our methods but for all genetic studies, including
pedigree studies and genome-wide association studies
(GWASs). For example, common environmental effects
within a family will bias traditional estimates of herita-
bility. Our method uses very distantly related individuals,
so we would expect that our estimates are less likely
to be biased than estimates based on close relatives.
Such a correlation between genotype and environmentalerican Journal of Human Genetics 89, 191–195, July 15, 2011 193
