A grid is a geographically distributed resource sharing environment across multiple organizations. The most typical grid resources are clusters with high performance/cost ratio. In general, these clusters are shared as non-dedicated grid resources since local users may run their jobs simultaneously. Local jobs are usually queued and processed in a batch mode with uncertain waiting time, while grid jobs always require advance reservations with guaranteed resource allocation.
Introduction
A grid environment provides uniform access to distributed computing resources that belong to multiple organizations. 1 The grid enables cross-domain resource sharing so that users from different organizations can collaborate with each other as a virtual organization (VO). 2 Clusters are the most popular computational grid resources that can achieve high performance with relatively low cost.
3
Traditional job scheduling on clusters is dominated by batch queuing mechanisms. Different local users can submit their jobs simultaneously. One job can be allocated with a number of required processors and a fixed period of time. Jobs are queued on a first-come-first-serve basis or according to different priorities. Some backfilling mechanisms are usually applied for small jobs arriving late or with lower priorities to start earlier so that better resource utilization can be achieved.
Grid computing brings new challenges on job scheduling issues. If a cluster is shared within a grid environment, it allows remote users to launch jobs locally. Most of these clusters are not fully dedicated to the grid, which means local users still want to use their own resources. On the other hand, remote users usually require some level of quality of services (QoS) support. Instead of queuing with uncertain waiting time as local users, grid users prefer to obtain guaranteed grid resources, which can be implemented using advance reservation mechanisms. 4 When local queues are combined with advance reservations for grid jobs, previous experimental results show that advance reservations will increase queue waiting time and decrease resource utilization. 5 That is to say, an advance reservation should cost higher than traditional batch queuing jobs. No previous work is focused on exactly how much higher an advance reservation required by grid users should cost. Our work presented in this paper is an initial effort to address this issue in a quantitative way and provide an empirical formula for cost estimation of advance reservations over queued jobs. The rest of the paper is organized as follows. A summary of related work is included in Sec. 2; Sec. 3 provides a detailed description of job scheduling scenarios; in Sec. 4, the cost estimation method for advance reservations over queued jobs is proposed so that quantitative analysis can be carried out; experimental results are illustrated in Sec. 5 with an empirical cost model proposed; the paper concludes in Sec. 6 with a brief future research plan.
Related Work
There are many existing job scheduling systems for clusters, e.g. Condor, 6 EASY, Most clusters shared in a grid are not fully dedicated to grid users, since local users with queued jobs may also compete for CPU cycles with grid users. In general, QoS support for grid jobs is implemented using advance reservations, which become essential for cluster schedulers. In Refs. 5 and 22 the impact of advance reservations on queue scheduling is investigated. There is no system implementation associated with the simulation study included in Ref. 22 In this work, we focus on cost estimation of advance reservations to achieve grid job QoS support, compared with local queued jobs. This is somehow related to the research topic, so-called grid economy, 28 a metaphor for effective management of resources and job scheduling. For example, a market-based resource reservation system is developed in Ref. 29 that utilizes a trustworthy Vickrey auction to make combinatorial allocations of resources. In the work described in Ref. 30 , revenue management is proposed to determine pricing of advance reservations in order to increase profits, where prices are periodically updated according to resource demands. A latest summary of similar work and future trends is included in Ref. 31 .
Instead of the market-driven approach as mentioned above, we use a different approach for cost estimation of advance reservations. Several basic principles are concluded from quantitative experimental results, regarding the impact of advance reservations on queued jobs, in terms of both resource utilization and job waiting time. This is described in Secs. 3 and 4 and investigated in Sec. 5 using a lightweight implementation of a cluster scheduler and a simulated workload.
Job Scheduling
In this section, several job scheduling mechanisms are illustrated. These are all involved in cost estimation of advance reservations described in Sec. 4.
Queue scheduling
Queue scheduling considered in this work is based on the first-come-first-served policy. In general, jobs are parallel programs using MPI or PVM interfaces, which require multiple CPU resources to execute. Local users submit jobs for queuing by specifying the required number of CPU nodes and time duration. The system queues jobs one-by-one according to arrival time. This is illustrated in Fig. 1 with four jobs and six CPUs.
In Fig. 1 , the job Q1 is the currently running job using five CPUs. As there are not enough CPU resources, the job Q2 has to wait until Q1 is finished. Jobs Q3 and Q4 also have to wait in the queue for future resource allocation. There could be additional support to the queue scheduling scenario described in Fig. 1 . Users may want to select nodes by providing a list of preferred or disallowed nodes when submitting a job. Especially when nodes are heterogeneous, they can be classified into different node sets so that users are allowed to specify preferred node sets. Also job scheduling can support multiple queues with different priorities. There can also be job priorities that are associated with corresponding users. A user can have different priorities in different queues. For example, a grid user may be deferred in day and preferred at night. In our work, cost estimation of advance 
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reservations is investigated using several statistics where job and queue priorities are not major concerns; these features are not included in our implementation. Another mechanism, called backfilling, which is very essential to improve resource utilization, is considered in our work and discussed below.
Backfilling
While the basic queue scheduling policy is first-come-first-served, the backfilling mechanism can be utilized to improve resource utilization and decrease queue waiting time, as illustrated in Fig. 2 .
In the scenario described in Fig. 2 , though the job Q4 arrives later than Q3, there exists an opportunity that if Q4 is queued before Q3, Q3 would not be delayed and meanwhile some previously idle CPU resources are utilized. Later jobs can be executed first as long as enough resources are available and no other queued jobs are delayed. This backfilling mechanism is obviously essential to improve resource utilization without increasing queue waiting time. In our work, backfilling is applied to queue scheduling when we investigate performance impact of advance reservations.
Advance reservations
Queued jobs do not have a fixed starting time that can be expected, which has difficulties in providing QoS supports. A grid job usually requires a certain level of QoS supports, for example, a fixed starting time, instead of waiting in a queue, to coordinate multiple related jobs at multiple sites. Advance reservations can be applied to guarantee resource allocation.
Compared with jobs shown in Fig. 2 , an additional advance reservation R5 arrives after Q4, as shown in the scenario of Fig. 3 .
R5 requires 4 CPUs with a fixed starting time, which has significant impact on queued jobs Q2-4. Q2-4 have to be queued after R5, which increases queue waiting time. While there is still a time slot between Q1 and R5, no jobs could fit in. Instinctively, advance reservations would decrease resource utilization. In our work, we guarantee an accepted advance reservation to be started exactly at the scheduled starting time. This means a scheduled reservation will not be changed due to queued jobs. Sometimes users may be required to meet a deadline before which the job must be finished. In this case, advance reservation is scheduled to be completed exactly at the deadline (rejected if not possible) and later may be rescheduled to earlier possible CPUs. These are all implemented and deployed in the experiments of this work. Also some applications in a grid computing environment include QoS negotiation processes. An application may book resources for a job at multiple sites simultaneously and finally confirm one of them with the best QoS support. In this situation, cluster schedulers are required to support the two phase commitment. In a default mode, an advance reservation is booked and confirmed immediately if accepted. With additional supports, users can choose to book a reservation and confirm it later. If a reservation is not confirmed within a certain period of time, say five minutes, the schedule can be released automatically without actual execution.
As qualitatively shown in Fig. 3 , advance reservations should cost more than queued jobs. In this work, we estimate cost of advance reservations using a quantitative method so that a empirical cost model can be proposed for advance reservations in comparison with queued jobs.
Cost Estimation
In our opinion, the main reasons that advance reservations should cost higher than queued jobs lie in the following two aspects:
• Advance reservations cause resource fragmentations that decrease queue scheduling efficiency and lead to lower overall resource utilization.
• An advance reservation may require a very short notice time and take starting time advantages over queued jobs.
Actually if ample notice time were given, it would be possible for a cluster to incorporate advance reservations without sacrificing queue efficiency. Our strategy for cost estimation of advance reservations is to identify the shortest notice time that should be given by advance reservations to avoid impact on queued jobs. Then cost of advance reservations with shorter notice time should be increased accordingly. Also even advance reservations with enough notice time that do not delay queued jobs can also decrease resource utilization. This also has to be taken into account for cost estimation.
In our work, cost estimation of advance reservations follows several principles concluded from quantitative results of queue scheduling combined with advance reservations. Two aspects of performance evaluation are considered in this work using different system configurations. Experiments are carried out using a lightweight implementation under a standard workload model. These are introduced in details below.
Performance metrics
Cost estimation of advance reservations is associated with the following performance metrics in our work:
• Mean waiting time, w(h). The average amount of time that jobs have to wait before being executed.
• Resource utilization, u(%). The average percentage of CPU time that is utilized by jobs.
The mean waiting time can be applied to both queued jobs and advance reservations and we are particularly interested in the interaction between them. Resource utilization is a common performance metric that is also used in other job scheduling research.
The workload model
A representative workload is important to evaluate job scheduling algorithms and policies. Too light or heavy workload may result in a situation where impact of different policies cannot be observed. In this work, the workload used for all the experiments is the same and generated by the Cirne and Berman archive 32 of parallel workload models included in Ref. 33 .
The Argonne National Laboratory (ANL) arrival pattern is applied to generate the workload file. The resource model is a 32-CPU cluster. For each experiment, 100 requests are generated that represent over one week's actual operation time.
The submission time, required time and number of CPUs are retrieved from the workload file for each request. Experiments are also simplified by assuming that (1) only one queue is supported, (2) all users have the same priority, (3) two phase commitment for advance reservations is not involved, and (4) all cluster nodes are homogeneous and belong to one node set.
System implementation
System implementation includes a front-end scheduling daemon and node daemons. Daemons are implemented using C++ that performs job scheduling and execution. Command line user interfaces are provided to submit both queuing and reservation requests. When the scheduling daemon is started, basic configurations on queues and resources are loaded from a predefined XML file. Resource monitoring is carried out periodically to check CPU availability so that the scheduler can adapt to the scheduling space dynamically. Scheduling processes are logged and all information is restored in the database. If the scheduling daemon crashes, errors can be traced and user requests can be recovered from log and database supports.
Job execution is guided by the scheduling information and responsible for actual allocating/releasing CPU access to the corresponding user when a job is started/finished. The system takes care of job execution by releasing resources for early completed jobs and terminating uncompleted jobs when scheduled end time arrives.
System configurations
The main purpose of our experiments is to identify the shortest notice time for reservation requests so that impact on queue efficiency can be avoided. Since the impact of advance reservations on queue efficiency is evaluated using the mean waiting time of queued jobs, this statistic can be used as feedback for the runtime configuration of the notice time constraint for each reservation.
The main advantage is that decision making on how much a reservation should cost can adapt to the workload of queued jobs in real time. For example, if the system load is very low, i.e. there are practically no jobs waiting in the queue, notice time constraints for reservation requests would not make much sense. On the other hand, if the queue is very long, advance reservations should also be postponed accordingly to avoid postponing execution of queued jobs. The drawback is that the statistics have to be recalculated every time the scheduling daemon receives a reservation request.
The implementation described above is straightforward. In each experiment, we randomly turn a certain percentage of jobs in the workload model into advance reservations. The exact starting time of each reservation request is equal to the shortest notice time plus the submission time.
More experiments are configured to investigate whether the mean waiting time of queued jobs can remain the same as if there were no advance reservations by applying a longer notice time for each reservation request. The result is that the mean waiting time of advance reservations will be longer than that of queued jobs so that postponing advance reservations can compensate the loss of queue efficiency and result in a shorter queue waiting time.
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In summary, each experiment is carried out using the same workload with two parameters configured:
• Percentage of advance reservations, p(%). The percentage of advance reservations is increased from 5% to 20%.
• Shortest notice time of advance reservations, n. This is represented as a multiple of the mean waiting time of queued jobs. Given a certain p, n represents the minimum value of the notice time of advance reservations. Under such a constraint, the mean waiting time of queued jobs is as short as if no advance reservations were involved.
After each experiment, two performance metrics included in Sec. 4.1 are evaluated. The corresponding experimental results and cost estimation suggestions according to these results are included in the next section.
Experimental Results
The first experiment is carried out without advance reservations (p = 0). The mean job waiting time in this situation, which is 46 hours, is taken as a reference value. Also the resource utilization is 74% when no advance reservations are involved. 
Mean waiting time
The mean waiting time of queued jobs for each experiment is illustrated in Fig. 4 . It is apparent that the queue waiting time increases with the number of advance reservations involved. This effect is strongly related to the added constraints at the time dimension so that the queue scheduling efficiency is decreased. It can also be noticed that in the case where n is equal to 1, which means advance reservations do not take start time advantages, the values of mean waiting time w are greater than that of n = 0, given any percentage of advance reservations involved, which means queue scheduling efficiency is decreased in any case. For example, the mean waiting time of queued jobs is increased by almost 20% in the experiment where n = 1 and p = 5% and over 100% in experiments when p is increased to over 15%. We are mainly interested in how much longer the shortest notice time should be applied to advance reservations for better queue efficiency. It is apparent that as n increases, w does decline in any case. On the one hand, when advance reservations are configured with longer notice time constraints and, thus, have to be started later, queued jobs may start earlier. On the other hand, longer notice time constraints somehow enforce that advance reservations are scheduled with larger intervals, which provides more opportunities for queued jobs to be scheduled between these reservation intervals. When more reservation requests are involved, it will be more difficult to improve the queue efficiency. For example, when 5% requests are advance reservations and the notice time constraint is configured with two times of mean waiting time of queued jobs, queue scheduling is already as efficient as if there were no advance reservations. But as shown in Fig. 4 , in order to reach a similar efficiency when 15% requests are reservations, the notice time constraint has to be configured to as long as four times the mean waiting time of queued jobs.
Resource utilization
As illustrated in Fig. 5 , when more advance reservations are involved, the average resource utilization rate decreases. This is also observed in the work described in Ref. 5 .
It seems that postponing advance reservations does not lead to an improvement of resource utilization but slightly reduces it, especially in the situation when advance reservations are largely postponed (e.g. n > 3). However, further investigation of the raw data of these experiments proves that the statistics cannot reflect situations of real world systems. Since experiments have an explicit end point in time, in situations when advance reservations are postponing largely, some of the advance reservations are scheduled to be started very late when all queued jobs are already finished. Thus, no queue jobs are left that could utilize the last idle resources caused by these reservations. Since real world systems are continuously operational, there will be more requests that can continue to utilize these last idle resources. This issue is also discussed in the simulation study described in Ref. 22.
An empirical cost model
According to experimental results achieved in the above section, we provide suggestion on cost estimation of advance reservations.
According to results shown in Fig. 5 , we find that the overall resource utilization decrease (u − ) has an almost linear relationship with the increase of the percentage of advance reservations, as illustrated in Fig. 6 . For example, when there are 10% advance reservations involved, the overall resource utilization will be decreased by 10%. And when the percentage of advance reservations increases to 20%, the overall resource utilization will also decrease by 20%.
From the resource utilization point of view, the cost of an advance reservation is doubled, compared with a local queued job. A double charge has to be applied to an advance reservation so that the loss of resource utilization caused by the advance reservation can be compensated. For example, if a normal queued job costs 1,100 such jobs would cost 100. If 20 of such queued jobs are turned to be reservations, since the utilization is decreased by 20% according to Fig. 6 , the total cost would become 120. If 80 queued jobs are still charged 1 as normal, each of 20 reservations has to be charged 2 so that the total cost 120 can be covered.
The cost of advance reservations should also be related to its impact on queue waiting time. When a reservation request arrives, there exists a shortest notice time (n * ) so that queue waiting is not prolonged. As explicitly illustrated in Fig. 7 , the notice time threshold for advance reservations is represented as a multiple of mean waiting time of queued jobs and increase linearly from 1 to 5 as the percentage of advance reservations increases from 0% (not inclusive) to 20%. For example, when 10% jobs are advance reservations, these reservations should give at least a notice time of three times of current mean waiting time of queued jobs so that queue waiting is not prolonged. In this case, no additional charge should be applied. In terms of job waiting time, there exists a shortest notice time for an advance reservation with which the reservation does not prolong queue waiting and thus no additional charge should be applied. Otherwise if a shorter notice time is required, additional charge has to be applied. An empirical formula is provided below for cost estimation of advance reservations, c. Detailed results are also illustrated in Fig. 8 .
For each p, there exists a notice time threshold n * , as shown in Fig. 7 . If the required notice time of an advance reservation is larger than n * , the cost would be double of that of similar queued jobs to compensate resource utilization loss. If a shorter notice time less than n * is given, the cost would be higher.
As shown in Fig. 8 , the cost increases dramatically especially when the notice time of advance reservations is shorter than the current mean queue waiting time (n * < 1). For example, in a busy scenario where 20% reservation requests are involved, a request with a notice time of half of mean queue waiting time is charged as highly as 20 times of a similar queued job. Since the reservation tries to take start time advantages, it is reasonable that a higher charge is applied. In our empirical formula, it is impossible for a reservation to get resource allocation immediately without any notice time (n * = 0). 
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The empirical model included in the formula (1) and illustrated in Fig. 8 is only one example of cost estimation. The resource owner can actually define exactly how much higher the cost of an advance reservation with very short notice time over queued jobs is according to his own preference. But it is suggested that basic principles proposed in this work should still be followed, since are they concluded using quantitative experimental results with standard scheduling algorithms and workload models.
In general, when the percentage of advance reservations is higher than 20%, it will be very difficult to carry out queue scheduling properly. This can be investigated by looking into experimental raw data. In such an experiment, reservation requests arrive so frequently that some large queue jobs cannot be scheduled in any interval of these advance reservations. In real world systems, these jobs would have no chance to be scheduled and will wait for ever. If many queued jobs starve, it means queue scheduling does not work at all. In Ref. 34 , concepts from computational geometry are utilized to tackle resource fragmentations caused by advance reservations. This is beyond the scope of this paper.
There are of course many other factors that should be considered for advance reservation pricing, e.g. job execution time and market demands, etc. In the work described in Ref. 35 , data parallelism is also considered for scheduling with advance reservations. Our work described in this paper only suggests a relative cost estimation method for advance reservations in comparison with queued jobs. Future work will incorporate more factors for cost estimation and pricing.
Conclusions
It is widely accepted that advance reservation of grid resources is a feasible way to implement QoS supports for grid jobs, especially when some grid workflows may require to co-allocate related jobs on geographically distributed grid sites. It is also widely known that such reservations cost higher than traditional batch queuing jobs. No previous work is focused on exactly how much higher an advance reservation should cost than a local queued job. In this work we try to address this issue in a quantitative way and provide an empirical formula for cost estimation of advance reservations.
In this work, quantitative study of impact of advance reservations on local job queuing is investigated first using a representative workload model and a lightweight implementation of cluster schedulers, in terms of both resource utilization and job waiting time.
From the point of view of, resource utilization a double charge has to be applied to an advance reservation so that the loss of resource utilization caused by the reservation can be compensated. In terms of job waiting time, there exists a shortest notice time for an advance reservation with which the reservation does not prolong queue waiting and thus no additional charge should be applied. Otherwise if a shorter notice time is required, additional charge has to be applied. Following these principles, an empirical formula is provided in this work.
Future work includes larger scale experiments for quantitative analysis and incorporating more factors in advance reservation pricing, using existing open source or commercial implementation of cluster schedulers.
