Abstract-In freehand elastography, quasi-static tissue compression is applied through the ultrasound probe, and the corresponding axial strain is estimated by calculating the time shift between consecutive echo signals. This calculation typically suffers from a poor signal-to-noise ratio or from the decorrelation between consecutive echoes resulting from an erroneous axial motion impressed by the operator. This paper shows that the quality of elastograms can be improved through the integration of two distinct techniques in the strain estimation procedure. The first technique evaluates the displacement of the tissue by analyzing the phases of the echo signal spectra acquired during compression. The second technique increases the displacement estimation robustness by averaging multiple displacement estimations in a high-frame-rate imaging system, while maintaining the typical elastogram frame-rate. The experimental results, obtained with the Ultrasound Advanced Open Platform (ULA-OP) and a cyst phantom, demonstrate that each of the proposed methods can independently improve the quality of elastograms, and that further improvements are possible through their combination.
I. Introduction M odifications of a tissue's elasticity are often correlated with pathological processes: breast [1] , [2] , prostate [3] , and thyroid [4] , [5] carcinomas appear as hard nodules; cirrhosis of the liver brings on a diffuse reduction of its elasticity [6] ; benign tumors such as cysts are softer than the surrounding tissue. Manual palpation, allowing the examiner to feel for abnormalities, is the simplest and the most widely used technique to reveal such diseases. In recent years, a new ultrasound imaging technique, elastography, has been developed [7] . It allows imaging the stiffness of tissue, in so-called elastograms, with improved sensitivity, objectivity, and accuracy compared with manual palpation.
The different elastography approaches can be divided into three main groups: quasi-static, transient and harmonic. In the first case, the stress is applied by compressing the medium and in the other two it is dynamically applied by the generation and propagation of shear waves [8] , [9] . In freehand quasi-static elastography, the topic of this paper, the operator applies compression over the region of interest through an ultrasound probe to induce strain inside the tissue. The response to such compression depends on the tissue stiffness. The consecutive rF ultrasonic echoes, recorded during compression, are used to calculate displacement, which, in gradient-based strain estimators, is differentiated to obtain the strain field.
The displacement can be estimated from the time shift between consecutive echo-signals by considering either the maximum of the cross-correlation function [7] , [10] , the correlation phase [11] , [12] , or the weighted phase separation [13] . For example, the reference method proposed by pesavento [11] , consists of an iterative phase zero estimation algorithm that estimates the time shifts from the phase of the correlation function and converges to the position of the maximum of the cross-correlation function. such phase-sensitive methods are called coherent methods and are distinguished from the incoherent methods, which directly estimate strain without computing displacement [14] , [15] . as reported in [16] and [17] , the accuracy of incoherent methods suffers from the low signal-to-noise ratio of elastograms obtained at low strain values. However, the robustness of coherent methods suffers from the possible decorrelation of consecutive echoes. such decorrelation can stem from undesired lateral and elevational motion of tissue; from an imperfect axial movement of the operator's hand; or from any other phase noise source [14] . although 2-d and 3-d techniques take into account lateral and elevational displacements [18] [19] [20] , they are time-consuming and require the development of a computationally efficient code.
The goal of the paper is to improve elastogram quality by integrating two distinct approaches. First, we propose a method for time shift estimation, based on the calculation of the phase shift between the spectra of consecutive rF echo signals. This method can accurately evaluate the time shift by considering only a small number of points in the frequency domain. second, it is proposed that the large amount of echo data available in high-frame-rate (HFr) imaging systems be used to improve the signal-to-noise ratio of elastography images. This latter goal is met by performing multiple displacement estimations, which are averaged while maintaining the usual elastogram frame rate (of the order of tens of hertz). It is shown that the two approaches, which are independent of each other, can individually provide significant benefits in terms of image quality and that their integration leads to greater benefits.
The paper is organized as follows. section II reports details of the two proposed approaches and the methods adopted to evaluate their robustness. The following section describes the set-up used in the experimental tests, based on the Ultrasound advanced open platform (Ula-op) [21] and on a dedicated elastography phantom. In section IV, the results are discussed, and an appendix presents a simplified version of the proposed displacement estimation method that allows reduction of the computational cost of the algorithm in the context of a real-time algorithm.
II. Methods

A. Displacement and Strain Estimation in the Frequency Domain
let us consider two rF signals, s and s, referring to the same line on consecutive images during a quasi-static elastography exam. In the following, we will refer to them as pre-and post-compression signals, respectively.
If such signals are sampled at the rate f s and gated over an interval of length N W /f s , we obtain the sequences 
where n is the index of the sequence and N W is the number of points in the window considered. although, in general, S n may represent a compressed and time-shifted version of the pre-compression sequence S n [11] , the two signals are usually considered to be only time shifted, so that
where τ is the time shift that must be calculated. The discrete Fourier transform (dFT) of the sequence s n is given by X se
accordingly, the dFT of the post-compression sequence s n can be expressed as
Hence, the phase shift between the post-and pre-compression spectra is
By reversing (5), the time shift, τ, can be calculated for any index f:
The time shift, here expressed in number of samples, can be converted to displacement through the multiplication by c/(2f s ), where c is the speed of sound. In practice, because the phase information extracted at a single frequency is usually very noisy, it is worth averaging the time shifts calculated at different frequencies around the central frequency of the signal. In the following paragraphs, the indexes related to six frequencies linearly spaced from 5 to 9 MHz were chosen. The gating window over the preand post-compression signals is a Hanning window, 100 samples long (N W = 100), which offers a good trade-off between resolution and signal-to-noise ratio. Because the displacement and the time shift are directly correlated, the displacement gradient, i.e., the strain, can be computed from the newton's difference quotient, i.e.,
where τ n is the depth-dependent time shift, i.e., the time shift computed for each position, n, of the gating window. note that to calculate τ n+1 , the gating window over the post-compression signal is shifted by τ n with respect to the window over the pre-compression signal. a low-pass filter can be applied to the series of Δτ n , calculated during compression, to obtain smoother variations, after considering that sharp variations are not expected in tissue. In the experiments, a low-pass finite impulse response filter with a cut-off frequency of 400 kHz was used to obtain smoother variations without appreciably degrading the axial resolution.
Finally, the elastogram is computed as the moving average of the strain calculated through subsequent displacement estimations.
B. High-Frame-Rate Averaging Method
The frame rate of elastograms (F E ) is usually equivalent to that of standard B-mode images (F B ). In HFr imaging systems, the availability of images at high F B (of the order of kilohertz) can be exploited to average multiple displacement estimations. In particular, the following procedure can be adopted. First, for an available F B and a desired F E , let us consider P as the integer closest to the F B /F E ratio and N a positive integer number lower than P/2. Then, the N avg = 2N + 1 strain values calculated from the pairs of frames:
are averaged, see Fig. 1 . It must be noted that the temporal separation between the pairs of frames is not constant. This is equivalent to locally varying the elastogram frame rate. The number of frames that can contribute to averaging depends on the actual values of F B and F E . Examples are given in the following section. The proposed method was tested with two different HFr imaging methods. In both methods, multiple steered plane waves, covering a sector angle, are consecutively transmitted by a linear array transducer to reconstruct a single compounded B-mode frame. In the so-called Fourier method, proposed in [22] and [23] , the rF echo signals are received and weighted to produce limited-diffraction beams. The elaborated signals are then used to calculate the spatial Fourier transform of the region of interest. The Fourier domain images are compounded and the final Bmode image is reconstructed by an inverse spatial Fourier transform. In the coherent plane-wave compounding method, proposed by Tanter et al. [9] , [24] , the reception consists of the coherent sum of backscattered echoes from all illuminations and the images are compounded in the time domain. The use of different steering angles increases the quality of the B-mode images in terms of noise, artifacts, and resolution, while reducing the frame rate.
C. Elastogram Non-Uniformity Level and Elastographic Contrast-to-Noise Ratio
The different elastograms were compared using the nonuniformity (nU) level as a quality index [25] , [26] together with the elastographic contrast-to-noise ratio (cnr e ) [27] .
nU is mainly used in magnetic resonance imaging (MrI) and is adapted here to ultrasound elastograms. To calculate the overall non-uniformity level, the raw strain image is smoothed using a 2-d low-pass spatial filter. The region of interest (roI), i.e., the inclusion, is segmented and the average strain µ inside the roI is calculated. Then, the nU level is defined as
where roI i are the elastogram's pixels inside the roI and N roI is the total number of roI points. nU represents the extent to which the value of each pixel in the elastogram deviated, on average, from µ. In an roI where the strain should be constant, a good algorithm should give an elastogram presenting a low nU. cnr e is defined as [27] CNR e
where µ and µ B are the average strain values and σ 2 and σ B 2 represent the strain variances inside the roI and in the background region, respectively.
Image quality is evaluated quantitatively on phantoms containing spherical inclusions which are harder or softer than the surrounding medium. The border of each inclusion highlighted in the elastogram is first semi-automatically estimated, and then the cnr e and the nU level within the inclusion are measured. The border extraction algorithm is initialized by the operator, who selects a point inside the inclusion in the smoothed elastogram. a squared region centered on the selected point and including only pixels belonging to the inclusion is defined (Fig. 2, left) . The mean strain value, ē, is calculated in this region and it is associated with the inclusion. If the inclusion is harder than the background, a threshold, Th, is heuristically set at 1.2 times the mean strain value, ē, in such a region; otherwise Th is set at 0.8 × ē. The strain corresponding to each pixel is then compared with the threshold, producing a white pixel in a new map if the value is higher than Th and a black one otherwise, conversely if the inclusion is softer than the background. on this map, the algorithm searches for the first white pixel in both the z-and x-directions starting from the previously selected point. at the end of this process, a closed region of interest will be obtained (Fig. 2, right) .
III. Experiments
A. Experimental Setup
The ultrasound system used for acquisition is the Ulaop, a research sonograph characterized by high flexibility and ease of access to raw data [21] .
Ula-op was programmed to provide HFr images by driving the 64 central elements of a 192-element linear array (la533, Esaote spa, Florence, Italy), featuring a 9 MHz bandwidth with 8 MHz central frequency. The excitation signal was a five-cycle sinusoidal burst at 6 MHz, weighted by a Hanning window. steered plane waves were transmitted with steering angles of −6.5°, −3.25°, 0°, 3.25°, 6.5° over five consecutive pulse repetition intervals (prIs), thus covering a total sector of 13°. The pulse repetition frequency (prF) was 6.25 kHz so that F B could be set at 1.25 kHz. rF echo signals (32 µs) received during each prI by each active element of the probe were acquired. The acquisition was repeated on multiple consecutive prIs for a total acquisition time of 0.64 s. The acquired data were then post-processed according to both of the HFr imaging methods [22] [23] [24] , as described in section II-B.
an elastography-dedicated phantom (cIrs, model 049, norfolk, Va), composed of a background tissue with 29-kpa elasticity containing eight inclusions of four different stiffnesses (elasticity: 6, 17, 54, and 62 kpa) and two different dimensions (diameter, 10 and 20 mm), was used. data were acquired for the smallest inclusions that are 
B. Validation of the Frequency Domain Displacement Estimation Method
The proposed displacement estimation method, based on the phase shift in the frequency domain, was estimated by comparing the related elastograms with those obtained according to the method proposed by pesavento [11] . although other approaches, such as those proposed in [28] and [29] could be used, we have chosen the pesavento method as reference because it is considered to be particularly efficient and suitable for real-time implementation [30] , [31] . In the comparison, the non-uniformity level estimated inside the borders of the inclusions was used as a quality index. Fig. 3 reports the raw elastograms (i.e., with no 2-d spatial filtering) obtained by compressing the tissue around the 62-kpa inclusion with a compression speed of 25 mm/s and F B equal to 1.25 kHz. The HFr imaging method used in this experiment was the one based on limited diffraction beams, referred to as the Fourier method in section II-B. The inclusion can be clearly detected by both elastography techniques (our method and the reference method), for low F E (12.5 Hz and 25 Hz). However, the elastograms obtained with the proposed method present nU levels that are lower than those obtained with the reference method, and higher cnr e . Furthermore, it can be noted that the reference method fails at higher frame rates (F E equal to 50 and 75 Hz), while our technique remains consistent for smaller inter-frame displacements.
C. Validation of the HFR Averaging Method
This section evaluates the performance enhancement provided by the HFr averaging method. The elastograms obtained performing both the pesavento algorithm and the proposed algorithm are compared considering different numbers of averaged frames. Fig. 4 shows the raw elastograms obtained by compressing the tissue around the 54-kpa inclusion with a To compute the elastographic contrast-to-noise ratio (cnr e ), a background region is defined which corresponds to the area between the two dotted lines, excluding the roI (the inclusion) . Fig. 3 . raw elastograms obtained using (a) the pesavento method and (b) the frequency-domain method, considering different F E (12.5, 25, 50, 75 Hz). The non-uniformity (nU) levels and the elastographic contrast-to-noise ratio (cnr e ) of the pesavento method are worse than those of the frequency-domain method, particularly at higher frame rates, where the reference method fails. The color scale represents the strain percentage. The contour of the inclusion was calculated over the first image of (b), and superimposed on all other images. Equivalent results were obtained for all compression speeds used and for all investigated inclusions. compression speed of 35 mm/s and F B equal to 1.25 kHz. The values of F E are here equal to 25, 40, 50, and 75 Hz and the algorithms without averaging are compared with those computed by averaging nine frames (N avg = 9). although a higher N avg could be used, it would not appreciably increase the elastograms quality.
The standard pesavento method fails for high F E : indeed, in Fig. 4(a) , the nU level is high, the cnr e is low, and the inclusion is not detectable for 40, 50, and 75 Hz. In Fig. 4(b) , the effect of averaging is appreciable for the lowest elastogram frame rates (F E ≤ 40 Hz), where nU is reduced and the inclusion is detectable. at 50 Hz, nU is reduced and cnr e is increased, but not enough to allow the visual detection of the inclusion. at 75 Hz, the averaging method has no effect and the algorithm fails.
considering the standard frequency domain displacement estimation method [ Fig. 4(c) ], the algorithm fails at 75 Hz and is noisy at 40 and 50 Hz, as confirmed by the high nU level and the poor cnr e , but the inclusion is still detectable. averaging several strain images obtained using the proposed method [ Fig. 4(d) ] produces a significant reduction of the nU level and a gain in terms of cnr e . Indeed, in all the elastograms, nU is reduced to a value around 9%. Fig. 4 . raw elastograms obtained using the pesavento method (a) without high-frame-rate (HFr) averaging and (b) with 9 averaged frames, and using the frequency-domain displacement estimation method (c) without HFr averaging and (d) with 9 averaged frames. The 54-kpa inclusion, harder than the background, is investigated, compressing the tissue with a speed of 35 mm/s and producing the elastograms at different frame rates (25, 40, 50 , and 75 Hz). The HFr averaging method reduces the non-uniformity (nU) level and increases the elastographic contrast-to-noise ratio (cnr e ), making the inclusion easier to detect in the elastogram with both displacement estimation algorithms. The color scale represents the strain percentage.
To evaluate whether the averaging effect is influenced by the HFr imaging method, the same acquired data were used to reconstruct the rF images with the two HFr imaging methods described in [23] and [24] , respectively, the Fourier method and the coherent compounding method. Fig. 5 shows the raw elastograms obtained by investigating the 6-kpa inclusion, i.e., softer than the background, and compressing the tissue with a speed of 35 mm/s. only the elastograms for the frame rates of 50 and 75 Hz are reported, i.e., the more critical cases.
Both of the HFr imaging methods, the method based on limited diffraction beams [Figs. 5(a) and 5(b)] and the coherent compounding method [ Fig. 5(c) and 5(d) ], are performed: the frequency-domain displacement estimation produces very noisy elastograms, particularly at 75 Hz. averaging (N avg = 9) reduces the nU level and increases cnr e equivalently in both cases.
Using the same inclusion selected for Fig. 5 , the trend of the nU level over time during a compression sequence was obtained and is reported in Fig. 6 . These graphs are useful to better understand the effect of averaging during compression.
The selected F E was 75 Hz and the effects of three different N avg values (1, 3, and 9) are compared. The dotted line at 15% represents a heuristic threshold under which the inclusion is considered to be recognizable in the elastogram. The averaging assures a lower nU level, with both HFr imaging methods, during the entire compression period. In particular, the curves with N avg = 9 (bottom pair of lines in Fig. 6 ) always remain under the threshold of 15%. The curves decrease slightly because the nU level is progressively reduced by the cumulative sum of the elastograms.
IV. discussion and conclusion a displacement estimation method based on the calculation of the frequency-domain phase shift of rF signals has been presented and its suitability for improving elastography has been highlighted.
In the proposed test conditions, considering the nonuniformity level and the elastographic contrast-to-noise ratio as quality indices, the elastograms obtained with the new method present higher quality compared with the reference pesavento method (Fig. 3) . although both indices can be used to compare different elastograms, the nU level seems more suitable to quantify the quality of an algorithm because its value does not depend on the applied stress or on tissue stiffness.
an HFr averaging method has also been presented. The proposed approach is different from that proposed in [9] ; we obtain decorrelated strain images by locally varying F E , whereas in [9] , the decorrelation of the images is obtained by estimating the strain for each insonation angle. The results in Fig. 4 show that when the elastogram frame rate is appropriate with respect to the compression speed, the averaging method does not introduce significant improvements. However, in all other cases, averaging is demonstrated to significantly increase the quality of elastograms, whatever the displacement estimation algorithm. averaging has the effect of increasing the signal- to-noise ratio of elastography images, thus increasing the highest achievable frame rate.
although the averaging and the frequency domain displacement estimation are independent, optimal results are obtained by combining them, as highlighted in Fig. 5 . In addition, it is shown that the HFr imaging algorithm does not influence image quality. Indeed, the behavior of the non-uniformity level during compression time depends only on N avg , the number of images involved in the averaging step, as reported in Fig. 6 .
In terms of computational cost, the proposed method is equivalent to the pesavento method, used here as the reference. However, in our approach the computational cost can be reduced by downsampling the number of depths at which the displacements are estimated. as shown in the appendix, in most cases it is expected that this simplification does not influence the quality of images. This could further expand the implementation of the novel method in standard ultrasound machines, because no extra equipment is needed.
In conclusion, strain estimation robustness, image uniformity, and contrast can be improved by exploiting both the frequency-domain displacement estimation and the HFr averaging method. With the proposed techniques, freehand probe handling is made less critical because the requirement for an appropriate compression speed in relation to the frame rate is de-emphasized. The next steps of this research will consist of ex vivo and in vivo tests to evaluate the performance of the proposed approaches in biological tissues. appendix a modified version of the frequency-domain displacement estimation method, capable of reducing its computational cost, is presented here. This approach is based on the hypothesis that sharp strain variations in biological tissues are not present and the strain signal is inherently a smooth signal.
This hypothesis reduces the depths over which the displacement is evaluated by a downsampling factor, K. This means that the position of the gating windows over the pre-and post-compression rF signals is changed in steps of K samples.
The computational cost is assessed by considering three different cost functions, i.e., the number of multiplications (N mult ), sums (N sum ), and phase extractions (N ph-ext ).
where N l is the number of lines of the elastogram, N s is the number of samples of the rF signal, N avg is the number of averaged frames, N W is the number of points of the local window over the rF signal, and N p is the number of frequencies considered. Eq. (11) clarifies the trend of the cost functions that are directly proportional to the number of lines, the samples of the signal, the averaged frames, the window samples, and the dFT points, and are in inverse proportion to the downsampling factor. considering that N l and N s are imposed by the spatial dimensions of a frame and that N avg , N p , and N W affect the quality of the elastograms, the downsampling factor is the only parameter that can be modified to reduce the computational cost without excessively degrading image quality. Table I reports the number of multiplications, sums, and phase extractions for each frame considering different downsampling factors. The setting used in these experiments, i.e., N s = 2048, N W = 100, N l = 64, N avg = 1, and N p = 6, have been considered here. It is important to note that when downsampling by a factor of 9, the reduction of the computational cost is by approximately one order of magnitude, suggesting that a stronger downsampling is feasible, although not necessary. Fig. 7 shows the elastograms obtained with and without downsampling, by compressing the tissue around the 54-kpa inclusion with a compression speed of 35 mm/s and F E equal to 12.5 Hz. The resulting images maintain good quality in each case; indeed the non-uniformity level is quite constant and the cnr e decreases slightly. This confirms that the downsampling does not significantly affect the final image but considerably reduces the computational cost. In general, the maximum downsampling factor is limited by the speed of compression; when the latter is high, K must be decreased. references
