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Partial Gaussian bounds
for degenerate differential operators II
A.F.M. ter Elst1 and E.M. Ouhabaz2
Abstract
Let A = −∑ ∂k ckl ∂l be a degenerate sectorial differential operator
with complex bounded mesaurable coefficients. Let Ω ⊂ Rd be open
and suppose that A is strongly elliptic on Ω. Further, let χ ∈ C∞b (Rd)
be such that an ε-neighbourhood of suppχ is contained in Ω. Let ν ∈
(0, 1] and suppose that the ckl|Ω ∈ C0,ν(Ω). Then we prove (Ho¨lder)
Gaussian kernel bounds for the kernel of the operator u 7→ χSt(χu),
where S is the semigroup generated by −A. Moreover, if ν = 1 and
the coefficients are real, then we prove Gaussian bounds for the kernel
of the operator u 7→ χStu and for the derivatives in the first variable.
Finally we show boundedness on Lp(R
d) of various Riesz transforms.
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1 Introduction
If A is a strongly elliptic second-order operator on Rd in divergence form with complex
bounded Ho¨lder continuous coefficients, then it is well known that it generates a holomor-
phic semigroup S which satisfies Gaussian kernel bounds and Gaussian bounds for first
order derivatives in each of the variables. If A is merely partially strongly elliptic on an
open set Ω ⊂ Rd then in general Gaussian bounds on Rd fail, but in a previous paper
[EO1] we showed Gaussian kernel bounds on good parts of Ω if the coefficients of A are
real and measurable. Precisely, if χ ∈ C∞b (Ω,R) and if A is strongly elliptic on suppχ,
then for all t > 0 the operatorMχ StMχ has a Ho¨lder continuous kernel satisfying (Ho¨lder)
Gaussian bounds, where Mχ is the multiplication operator with the function χ. In this
paper we extend this to (Ho¨lder) derivatives of the kernel if the coefficients of the oper-
ator A are complex Ho¨lder continuous on Ω and the distance d(suppχ,Ωc) > 0, that is
an ε-neighbourhood of suppχ is still in Ω. If in addition the coefficients are in W 1,∞(Ω)
and real on Rd, then we also show that for all t > 0 the operator Mχ St has a kernel Kt
satisfying Gaussian bounds. This is remarkable, since there is no cut-off for the operator
Mχ St on the right. Moreover, we show that there exists a representative of the kernel
Kt such that (t, x, y) 7→ Kt(x, y) is measurable on (0,∞)× Rd × Rd and x 7→ Kt(x, y) is
once differentiable for all y ∈ Rd and t > 0, and the derivatives satisfy (Ho¨lder) Gaussian
bounds. This allows to prove boundedness of the Riesz transforms ∇Mχ (I + A)−1/2 on
Lp(R
d) for all p ∈ (1,∞).
Throughout this paper the field is C. Fix d ∈ N and for all k, l ∈ {1, . . . , d} let
ckl:R
d → C be a measurable bounded function. Suppose that the matrix C(x) := (ckl(x))
is uniformly sectorial for all x ∈ Rd, i.e., there exists a θ ∈ [0, pi
2
) such that
d∑
k,l=1
ckl(x) ξk ξl ∈ Σθ
for all (ξ1, . . . , ξd) ∈ Cd and x ∈ Rd, where
Σθ = {r eiα : r ≥ 0 and α ∈ [−θ, θ]}.
Define the form a:W 1,2(Rd)×W 1,2(Rd)→ C by
a(u, v) =
d∑
k,l=1
∫
Rd
ckl (∂ku) ∂lv.
Then a is a densely defined sectorial form. In general a is not closable, but nevertheless
one can assign a semigroup generator A with a as follows. If u, f ∈ L2(Rd) then u ∈ D(A)
and Au = f if and only if there exist u1, u2, . . . ∈ W 1,2(Rd) such that lim un = u in
L2(R
d), supRe a(un) < ∞ and lim a(un, v) = (f, v) for all v ∈ W 1,2(Rd). The operator A
is well defined and is m-sectorial by Theorem 1.1 in [AE]. If a is closable then A is
the operator associated with the closure a of the form a in the sense of Kato [Kat3].
We call A the sectorial degenerate differential operator with coefficients (ckl). Formally,
A = −∑k,l ∂l ckl ∂k. We denote by S = (St)t>0 the contraction semigroup generated by
−A on L2(Rd). Then S is holomorphic on the sector Σ◦θa , where throughout this paper we
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define θa =
pi
2
− θ. Let Ω ⊂ Rd open. We suppose that the coefficients of A are strongly
elliptic on Ω, that is, there exists a µ > 0 such that
Re
d∑
k,l=1
ckl(x) ξk ξl ≥ µ |ξ|2
for all ξ ∈ Cd and a.e. x ∈ Ω.
The main results of this paper are the following. The first theorem is for complex
Ho¨lder continuous coefficients on Ω, but with a multiplication operator on both sides of
the semigroup.
Theorem 1.1 Let A be a sectorial degenerate differential operator with coefficients (ckl),
where ckl:R
d → C is a bounded measurable function for all k, l ∈ {1, . . . , d}. Let Ω $
Rd be open and suppose that (ckl) is strongly elliptic on Ω. Let ν ∈ (0, 1) and suppose
that ckl|Ω ∈ C0,ν(Ω) for all k, l ∈ {1, . . . , d}. Let χ ∈ C∞b (Rd) with χ 6= 0 and suppose
d(suppχ,Ωc) > 0. Then there exists a continuous function (z, x, y) 7→ Kz(x, y) from
Σ◦θa ×Rd ×Rd into C such that the following is valid.
• The function Kz is the kernel of the operator Mχ SzMχ for all z ∈ Σ◦θa, where S is
the semigroup generated by −A.
• The function Kz is once differentiable in each variable and the derivative with respect
to one variable is differentiable in the other variable.
• For every multi-index α, β with |α|, |β| ≤ 1, κ > 0 and τ ∈ [0, 1) there exist a, b > 0
such that
|(∂αx ∂βy Kz)(x, y)| ≤ a |z|−d/2 |z|−(|α|+|β|)/2 (1 + |z|)
d+|α|+|β|
2 e−b
|x−y|2
|z|
and
|(∂αx ∂βy Kz)(x+ h, y + k)− (∂αx ∂βy Kz)(x, y)|
≤ a |z|−d/2 |z|−(|α|+|β|)/2
(
|h|+ |k|
|x− y|+√|z|
)ν
(1 + |z|) d+|α|+|β|+ν2 e−b |x−y|
2
|z|
for all z ∈ Σ◦θa and x, y, h, k ∈ Rd with |h|+ |k| ≤ τ |x− y|+ κ
√|z|.
The second result is for merely one multiplication operator on the left of the semigroup,
but it requires that the coefficients of the operator are real on Rd and uniformly Lipschitz
on Ω.
Theorem 1.2 Let A be a sectorial degenerate differential operator with real coefficients
(ckl), where ckl:R
d → R is a bounded measurable function for all k, l ∈ {1, . . . , d}. Let S
be the semigroup generated by −A. Let Ω $ Rd be open and suppose that (ckl) is strongly
elliptic on Ω. Suppose that ckl|Ω ∈ W 1,∞(Ω) for all k, l ∈ {1, . . . , d}. Let χ ∈ C∞b (Rd)
with χ 6= 0 and suppose d(suppχ,Ωc) > 0. Then there exists a measurable function
(t, x, y) 7→ Kt(x, y) from (0,∞)×Rd ×Rd into R such that the following is valid.
2
• The function Kt is a kernel of Mχ St for all t > 0.
• The function x 7→ Kt(x, y) is continuously differentiable on Rd for all t > 0 and
y ∈ Rd.
• The function t 7→ Kt(x, y) is continuous for all x, y ∈ Rd.
• For every multi-index α with |α| ≤ 1, ν ∈ (0, 1), ε > 0, κ > 0 and τ ∈ [0, 1) there
exist a, b > 0 such that
|(∂αxKt)(x, y)| ≤ a t−d/2 t−|α|/2 eεt e−b
|x−y|2
t
and
|(∂αx Kt)(x+ h, y)− (∂αx Kt)(x, y)| ≤ a t−d/2 t−|α|/2
( |h|
|x− y|+√t
)ν
eεt e−b
|x−y|2
t
for all t > 0 and x, y, h ∈ Rd with |h| ≤ τ |x− y|+ κ√t.
In Theorem 1.1 the function (t, x, y) 7→ Kt(x, y) is continuous, whilst it is not clear
whether the function (t, x, y) 7→ Kt(x, y) is continuous in the setting of Theorem 1.2.
Likely, there even does not exists a continuous function which is equal to this function
almost everywhere on (0,∞)×Rd×Rd. On the other hand, we prove measurability jointly
in the three variables and do not work with an equivalent class of functions, for which
the representative changes all the time. Since there are uncountable many y ∈ Rd this
complicates the proof.
We also investigate boundedness on Lp of Riesz transform type operators. We obtain
the following result.
Theorem 1.3 Let A be a sectorial degenerate differential operator with complex coeffi-
cients (ckl). Let Ω $ Rd be open and suppose that (ckl) is strongly elliptic on Ω. Let
χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then one has the following.
(a) Let ν ∈ (0, 1) and suppose that ckl|Ω ∈ C0,ν(Ω) for all k, l ∈ {1, . . . , d}. Then the
Riesz transforms ∇Mχ (I + A)−1/2Mχ are bounded on Lp(Rd) for all p ∈ (1,∞).
(b) Suppose that ckl|Ω ∈ W 1,∞(Ω) and ckl is real valued for all k, l ∈ {1, . . . , d}. Then
the Riesz transforms ∇Mχ (I + A)−1/2 are bounded on Lp(Rd) for all p ∈ (1,∞).
(c) Let ν ∈ (0, 1) and suppose that ckl|Ω ∈ C0,ν(Ω) for all k, l ∈ {1, . . . , d}. Then the
Riesz transforms ∇Mχ (I + A)−1/2 are bounded on L2(Rd).
Using Morrey and Campanato spaces we prove Theorem 1.1 as in [EO1], if the operator
is strongly elliptic on Rd and the coefficients are Ho¨lder continuous on Rd. We carefully
control all the constants and show that they depend only on the ellipticity constant on
Ω and on the Ho¨lder continuity of the coefficients on Ω. Then the Arze´la–Ascoli theorem
together with two approximations give the theorem. We prove a quantitive version of
Theorem 1.1 in Section 2.
Since
M2χ St = Mχ StMχ +Mχ [Mχ, St]
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and one can use Theorem 1.1 to handle the first term, it suffices to obtain good estimates
on the commutator to derive the bounds of Theorem 1.2. This is done in Section 3.
Finally, in Section 4 we prove the boundedness of the Riesz transforms of Theorem 1.3
and the boundedness of several other Riesz transforms. For strongly elliptic operators
in divergence form with complex bounded measurable coefficients the boundedness of the
Riesz transforms on L2(R
d) was the longstanding open Kato problem until it was solved
by Auscher–Hofmann–Lacey–McIntosh–Tchamitchian [AHLMT]. For Ho¨lder continuous
coefficients the Kato problem was solved earlier by McIntosh [McI] and a simplified proof
was given in [ER1]. In the proof of Theorem 1.3(a) we adapt this simplified proof. In
[EO2] Theorem 1.2 we proved Theorem 1.3(a) for merely measurable coefficients, but with
the restriction that the coefficients are real symmetric and p ∈ (1, 2].
In the proofs we need various times to transfer semigroup estimates into Gaussian
bounds, with control of large time behaviour, using the Davies perturbation method. Note
that we deduce polynomial growth for large time for the kernel bounds in Theorem 1.1. The
techniques are more or less folklore, however scattered over the literature. In the appendix
we collect them together for the convenience of the reader. Finally, by decomposing χ into
its real and imaginary part, for simplicity we may and do assume throughout the rest of
this paper that the various cut-off functions χ, χ˜,. . . are always real valued.
2 Complex Ho¨lder continuous coefficients
We start this section with the definition of a number of classes of coefficients and operators.
The main aim is to obtain results for elements of these classes and that the constants
involved are uniformly for a given class.
Let θ ∈ [0, pi
2
) and M > 0. Define S(θ,M) to be the set of all measurable C:Rd → Cd×d
such that
〈C(x) ξ, ξ〉 ∈ Σθ for all x ∈ Rd and ξ ∈ Cd, and,
‖C(x)‖ ≤ M for all x ∈ Rd,
where ‖C(x)‖ is the ℓ2-norm of C(x) in Cd and 〈·, ·〉 is the inner product on Cd. For all
C ∈ S(θ,M) define the sectorial form form aC :W 1,2(Rd)×W 1,2(Rd)→ C by
aC(u, v) =
∫
Rd
d∑
k,l=1
ckl (∂ku) (∂lv)
and let AC and S
C be the associated operator and semigroup. Here and in the sequel ckl(x)
is the appropriate matrix coefficient of C(x). If no confusion is possible then we drop the
C and write a = aC , A = AC and S = S
C . For all C ∈ S(θ,M) define ℜC:Rd → C by
(ℜC)(x) = 1
2
(
C(x) + C(x)∗
)
.
Then ℜC ∈ S(0,M) and AℜC is self-adjoint. Moreover, aℜC(u) = Re a(u) for all u ∈
W 1,2(Rd). Next, let E(θ,M) be the set of all C ∈ S(θ,M) such that there exists a µ0 > 0
such that Re〈C(x) ξ, ξ〉 ≥ µ0 |ξ|2 for all x ∈ Rd and ξ ∈ Cd. We emphasise that the
constant µ0 depends on C.
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Let Y ⊂ Rd be a set, θ ∈ [0, pi
2
) and µ,M > 0. Let S(Y, θ, µ,M) be the set of all
C ∈ S(θ,M) such that
Re〈C(x) ξ, ξ〉 ≥ µ |ξ|2 for all x ∈ Y and ξ ∈ Cd
and define
E(Y, θ, µ,M) = S(Y, θ, µ,M) ∩ E(θ,M).
Next, let ν ∈ (0, 1] and suppose that Y contains at least two elements x, y with 0 <
|x− y| ≤ 1. The space C0,ν(Y ) is the space of all Ho¨lder continuous functions on Y with
seminorm
|||u|||C0,ν(Y ) = sup{|u(x)− u(y)||x− y|ν : x, y ∈ Y, 0 < |x− y| ≤ 1}.
Let Sν(Y, θ, µ,M) be the set of all C ∈ S(Y, θ, µ,M) such that
|||ckl|Y |||C0,ν(Y ) ≤ M for all k, l ∈ {1, . . . , d},
and define
Eν(Y, θ, µ,M) = Sν(Y, θ, µ,M) ∩ E(θ,M).
Finally, let EHν(Y, θ, µ,M) be the set of all C ∈ Eν(Y, θ, µ,M) such that |||ckl|||C0,ν(Rd) <∞
for all k, l ∈ {1, . . . , d}. If C ∈ Sν(Y, θ, µ,M) then AC is sectorial on L2(Rd), whilst AC is
strongly elliptic on Rd if C ∈ Eν(Y, θ, µ,M). Finally, AC is strongly elliptic with Ho¨lder
continuous coefficients on Rd if C ∈ EHν(Y, θ, µ,M). In any case, AC is strongly elliptic
on the set Y with ellipticity constant at least µ.
In the proof of the theorems we frequently need the Davies perturbation. For all ρ ∈ R
and ψ ∈ W 1,∞(Rd) define the multiplication operator Uρ by Uρu = e−ρψu. For all n ∈ N
let
Dn = {ψ ∈ W n,∞(Rd,R) : ‖
∑
1≤|α|≤n
|∂αψ|2 ‖∞ ≤ 1}.
Thus
D1 = {ψ ∈ W 1,∞(Rd,R) : ‖∇ψ‖∞ ≤ 1}.
Let C ∈ S(θ,M). Define S(C,ρ)t = S(ρ)t = UρStU−ρ to be the Davies perturbation of St for
all t > 0. Let −AC,ρ = −Aρ be the generator of S(C,ρ). Moreover, define the form aC,ρ by
aC,ρ(u, v) = aC(U−ρu, Uρv)
with form domain D(aC,ρ) = W
1,2(Rd). Then AC,ρ is the operator associated with aC,ρ.
We frequently need the following lemma for estimates on L2.
Lemma 2.1 Let θ ∈ [0, pi
2
) and µ,M > 0. Then one has the following.
(a) If C ∈ S(θ,M) then ‖S(ρ)t ‖2→2 ≤ eωρ2t for all t > 0, ψ ∈ D1 and ρ ∈ R, where
ω = 3(1 + tan θ)2(1 + d2M).
(b) Let Y ⊂ Rd and α ∈ (−θa, θa). Then
eiαC ∈ S(Y, θ + |α|, µ cos(θ + |α|)
cos θ
,M)
for all C ∈ S(Y, θ, µ,M).
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(c) If χ ∈ W 1,∞(Rd) and C ∈ S(supp χ, θ, µ,M), then MχD(A1/2ℜC) ⊂W 1,2(Rd) and
d∑
m=1
‖(∂mMχ −M∂mχ)u‖22 ≤
‖χ‖2∞
µ
‖A1/2ℜCu‖22 (1)
for all u ∈ D(A1/2ℜC).
(d) If χ ∈ W 1,∞(Rd) and C ∈ S(supp χ, θ, µ,M), then MχSt L2(Rd) ⊂W 1,2(Rd) and
‖(∂mMχ −M∂mχ)Stu‖2 ≤
‖χ‖∞√
µ sin θa
t−1/2 ‖u‖2
for all t > 0, u ∈ L2(Rd) and m ∈ {1, . . . , d}.
Remark 2.2 Note that ∂mMχ −M∂mχ ⊃Mχ ∂m in Statements (c) and (d).
The rotational invariance of Statement (b) allows to consider various bounds on kernels
Kz merely for z ∈ (0,∞). Then the uniform bounds for z in a sector Σ◦θ′ with θ′ ∈ (0, θa)
follow since all bounds depend only on χ, Ω, µ, M , ν and θ.
Proof ‘(a)’. This follows from (14) in [AE].
‘(b)’. Let x ∈ Y and ξ ∈ Cd. Then
Re〈eiαC(x) ξ, ξ〉 = cosα Re〈C(x) ξ, ξ〉 − sinα Im〈C(x) ξ, ξ〉
≥ cosα Re〈C(x) ξ, ξ〉 − sin |α| tan θRe〈C(x) ξ, ξ〉
=
cos(θ + |α|)
cos θ
Re〈C(x) ξ, ξ〉
≥ µ |ξ|2 cos(θ + |α|)
cos θ
.
This proves Statement (b).
‘(c)’. Let ε > 0 and n ∈ N. Set Cn = C + 1n I. Then Cn ∈ E(suppχ, θ, µ,M + 1). Let
u ∈ W 1,2(Rd). Then
d∑
m=1
‖(∂mMχ −M∂mχ)u‖22 =
d∑
m=1
∫
|χ ∂mu|2 ≤ 1µ
∫
Re
d∑
k,l=1
(ckl +
1
n
δkl)χ
2 (∂ku) ∂lu
≤ ‖χ‖
2
∞
µ
‖A1/2ℜCnu‖22
≤ ‖χ‖
2
∞
µ
‖(εI + AℜCn)1/2u‖22.
Now let u ∈ L2(Rd), v ∈ W 1,2(Rd) and m ∈ {1, . . . , d}. Then
|((εI + AℜCn)−1/2u, ∂m(χ v))| = |((∂mMχ −M∂mχ)(εI + AℜCn)−1/2u, v)| ≤
‖χ‖2∞
µ
‖u‖2 ‖v‖2.
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Taking the limit n→∞ and using [AE] Theorem 3.7 (cf. [Sim] Theorem 3.2), one deduces
that
|((εI + AℜC)−1/2u, ∂m(χ v))| ≤ ‖χ‖
2
∞
µ
‖u‖2 ‖v‖2.
So
|(u, ∂m(χ v))| ≤ ‖χ‖
2
∞
µ
‖(εI + AℜC)1/2u‖2 ‖v‖2
for all u ∈ D(A1/2ℜC), v ∈ W 1,2(Rd) and m ∈ {1, . . . , d}. Taking the limit ε ↓ 0 one obtains
|(u, (Mχ ∂m +M∂mχ)v)| ≤
‖χ‖2∞
µ
‖A1/2ℜCu‖2 ‖v‖2. (2)
Therefore
|(Mχu, ∂mv)| ≤
(‖χ‖2∞
µ
‖A1/2ℜCu‖2 + ‖∂mχ‖∞ ‖u‖2
)
‖v‖2
for all v ∈ W 1,2(Rd) and m ∈ {1, . . . , d}. So Mχu ∈ W 1,2(Rd) and then the estimate (1)
follows from (2).
‘(d)’. Let α ∈ (0, θa). Then it follows from Statements (a) and (b) that ‖S(ρ)z ‖2→2 ≤
eω ρ
2 |z| for all z ∈ Σ◦α, ρ ∈ R and ψ ∈ D1, where ω = 3(1 + tan(θ + α))2(1 + d2M). Hence
the Cauchy representation formula gives
‖Aρ S(ρ)t ‖2→2 ≤
1
t sinα
e2ωρ
2t (3)
for all t > 0, ρ ∈ R and ψ ∈ D1. If C ∈ E(suppχ, θ, µ,M) then
‖(∂mMχ −M∂mχ)SCt u‖22 ≤
‖χ‖2∞
µ
‖A1/2ℜC SCt u‖22
=
‖χ‖2∞
µ
Re(AC S
C
t u, S
C
t u)
≤ ‖χ‖
2
∞
µ
‖AC SCt u‖2 ‖SCt u‖2
≤ ‖χ‖
2
∞
µ
1
t sinα
‖u‖22.
Now take the limit α ↑ θa. Finally, let C ∈ S(suppχ, θ, µ,M). For all n ∈ N define
Cn = C +
1
n
I. Since limn→∞ S
Cn
t = S
C
t strongly in L(L2(Rd)) by [AE] Corollary 3.9, now
Statement (d) follows as in the proof of Statement (c). ✷
The next theorem is a uniform version of Theorem 1.1.
Theorem 2.3 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1), κ > 0, τ ∈ [0, 1),
θ′ ∈ (0, θa) and χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exist a, b > 0
such that for every C ∈ Sν(Ω, θ, µ,M) there exists a function (z, x, y) 7→ Kz(x, y) from
Σ◦θa ×Rd ×Rd into C such that the following is valid.
(a) The function (z, x, y) 7→ Kz(x, y) is continuous from Σ◦θa ×Rd ×Rd into C.
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(b) For all z ∈ Σ◦θ′ the function Kz is the kernel of the operator MχSzMχ.
(c) For all x, y ∈ Rd the function z 7→ Kz(x, y) is holomorphic from Σ◦θ′ into C.
(d) For all z ∈ Σ◦θ′ the function Kz is once differentiable in each variable and the deriva-
tive with respect to one variable is differentiable in the other variable. Moreover, for
every multi-index α, β with 0 ≤ |α|, |β| ≤ 1 one has
|(∂αx ∂βy Kz)(x, y)| ≤ a |z|−d/2 |z|−(|α|+|β|)/2 (1 + |z|)
d+|α|+|β|
2 e−b
|x−y|2
|z|
and
|(∂αx ∂βy Kz)(x+ h, y + k)− (∂αx ∂βy Kz)(x, y)|
≤ a |z|−d/2 |z|−(|α|+|β|)/2
(
|h|+ |k|
|x− y|+√|z|
)ν
(1 + |z|) d+|α|+|β|+ν2 e−b |x−y|
2
|z|
for all x, y, h, k ∈ Rd with |h|+ |k| ≤ τ |x− y|+ κ√|z|.
Proof We first prove the theorem with Sν(Ω, θ, µ,M) replaced by EHν(Ω, θ, µ,M). For
strongly elliptic operators on Rd in divergence form and Ho¨lder continuous coefficients all
the kernels with stated holomorphy and continuity properties are well known. The main
point is to derive the uniform bounds. We emphasise that the constants in the proof do not
depend on the ellipticity constant µ0 for elements in EHν(Ω, θ, µ,M), nor on the Ho¨lder
continuity of the coefficients on Ωc. Then we will approximate elements of Eν(Ω, θ, µ,M) by
elements of EHν(Ω, θ, µ,M) and finally approximate elements of Sν(Ω, θ, µ,M) by elements
of Eν(Ω, θ, µ,M).
Without loss of generality we may assume that d ≥ 3. Let F ⊂ Ω be a closed set with
F 6= ∅ and d(F,Ωc) > 0. Let r0 = 13d(F,Ωc). There exist χ1, χ2 ∈ C∞b (Rd) such that
0 ≤ χ1, χ2 ≤ 1 and
χ1(x) =
{
0 if d(x, F ) < r0,
1 if d(x,Ωc) < r0,
(4)
χ2(x) =
{
1 if d(x, F ) < 2r0,
0 if x /∈ Ω, (5)
for all x ∈ Rd. Let M ′ = 2‖χ2‖W 1,∞(Rd)M + ‖χ1‖W 1,∞(Rd) + 1. Let C ∈ EHν(Ω, θ, µ,M).
Define C ′ = χ2C + χ1 I. Then C ′ ∈ EHν(Rd, θ, µ ∧ 1,M ′). Since the operator AC′ is a
strongly elliptic operator on Rd with C0,ν-coefficients, it satisfies various kinds of De Giorgi
estimates. On bounded open sets these are proved by Giaquinta [Gia], [GM], or Xu–Zuily
[XZ]. The global estimates follow from [ER3] Proposition 3.5 and [ER2] Proposition 2.6.
Precisely, there exist c′DG, c
′′
DG > 0 and for all ν
′ ∈ (0, 1) a cDG > 0, depending only on µ,
M ′, ν and ν ′, such that∫
B(x,r)
|∇u|2 ≤ cDG
( r
R
)d−2+2ν′ ∫
B(x,R)
|∇u|2 (6)
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and
d∑
k=1
∫
B(x,r)
|∂ku− 〈∂ku〉x,r|2
≤ c′DG
( r
R
)d+2ν˜ d∑
k=1
∫
B(x,R)
|∂ku− 〈∂ku〉x,R|2 + c′′DGR2ν
d∑
k=1
∫
B(x,R)
|∇u|2 (7)
for all R ∈ (0, 1], r ∈ (0, R] and u ∈ W 1,2(B(x,R)) satisfying AC′u = 0 weakly on B(x,R),
where ν˜ = 1
2
(1 + ν).
Write a = aC , A = AC and S = S
C . It is well known that the semigroup generated
by S has a kernel KS satisfying continuity, holomorphy and Gaussian properties similar
to (a)–(d) in the theorem. Define Kz(x, y) = χ(x)K
S
z (x, y)χ(y). Then Kz is the kernel of
Mχ SzMχ. Moreover, K satisfies Properties (a)–(c).
Note that a(u, v) = aC′(u, v) for all u, v ∈ W 1,2(Rd) with supp u ⊂ F . For all γ ∈ [0, d]
let M2,γ(R
d) be the Morrey space and for all γ ∈ [0, d+2) letM2,γ(Rd) be the Campanato
space as defined in [EO1] Section 2.
For all γ ∈ [0, d) let P (γ) be the hypothesis
For all χ ∈ C∞b (Rd) with suppχ ⊂ F there exist a1, ω1 > 0, depending only on
χ, Ω, θ, µ, M and ν, such that
‖Mχ S(ρ)t u‖M2,γ(Rd) ≤ a1 t−γ/4 eω1(1+ρ
2) t ‖u‖2
and
‖∇Mχ S(ρ)t u‖M2,γ(Rd) ≤ a1 t−γ/4 t−1/2 eω1(1+ρ
2) t ‖u‖2
uniformly for all t > 0, u ∈ L2(Rd), ρ ∈ R and ψ ∈ D1.
Arguing as in the proof of Lemma 3.3 in [EO1] it follows from (3) and the De Giorgi
estimates (6) that P (γ) is valid for all γ ∈ [0, d).
Next, for all γ ∈ [0, d+ 2ν] let P ′(γ) be the hypothesis
For all χ ∈ C∞b (Rd) with suppχ ⊂ F there exist a1, ω1 > 0, depending only on
χ, Ω, θ, µ, M and ν, such that
‖Mχ S(ρ)t u‖M2,γ(Rd) ≤ a1 t−γ/4 eω1(1+ρ
2) t ‖u‖2
and
‖∇Mχ S(ρ)t u‖M2,γ(Rd) ≤ a1 t−γ/4 t−1/2 eω1(1+ρ
2) t ‖u‖2
uniformly for all t > 0, u ∈ L2(Rd), ρ ∈ R and ψ ∈ D2.
SinceM2,γ∩L2 =M2,γ∩L2 for all γ ∈ [0, d), with equivalent norms, one deduces from P (γ)
that also P ′(γ) is valid for all γ ∈ [0, d). But arguing as in [ER2], proof of Proposition 3.2
and the proof of Lemma 3.3 in [EO1] it follows from the De Giorgi estimates (7) that P ′(γ)
is valid for all γ ∈ [0, d+ 2ν]. Hence there are a, ω > 0, depending only on χ, Ω, θ, µ, M
and ν, such that
‖∂αMχS(ρ)t u‖∞ ≤ a t−d/4 t−|α|/2 eω(1+ρ
2) t ‖u‖2 (8)
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and
‖(I − L(h))∂αMχS(ρ)t u‖∞ ≤ a t−d/4 t−|α|/2
( |h|√
t
)ν
eω(1+ρ
2) t ‖u‖2
for all multi-indices α with |α| ≤ 1, t > 0, u ∈ L2(Rd), ρ ∈ R and ψ ∈ D2. Here L(h)
denotes left translation, defined by (L(h)u)(x) = u(x−h). Next, ‖S(ρ)t ‖2→2 ≤ eω0ρ2t for all
t > 0, where ω0 = 3(1 + tan θ)
2(1 + d2M) by Lemma 2.1(a).
Then the bounds of Property (d) follow from Lemma A.1 in Appendix A uniformly for
all z ∈ Σ◦θ′ and C ∈ EHν(Ω, θ, µ,M). This proves the theorem with Sν(Ω, θ, µ,M) replaced
by EHν(Ω, θ, µ,M).
Let χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Let r0 = 12d(suppχ,Ωc) and let
Ω′ = {x ∈ Ω : d(x, suppχ) < r0}. Then Ω′ is open, d(suppχ, (Ω′)c) > 0 and d(Ω′,Ωc) ≥
r0 > 0.
Let α, β be multi-indices with |α|, |β| ≤ 1. Using the Cauchy representation formula on
the sector Σ◦θa one deduces that ∂t∂
α
x∂
β
yK
C
z satisfies Ho¨lder type Gaussian bounds uniformly
for all C ∈ EHν(Ω′, θ, µ,M), whereKC is the kernel associated with z 7→Mχ SCz Mχ. Hence
the set of functions
{(z, x, y) 7→ (∂αx∂βyKCz )(x, y) : C ∈ EHν(Ω′, θ, µ,M)}
is equicontinuous on compact subsets of Σ◦θa ×Rd ×Rd.
Fix τ ∈ C∞c (B(0, r0)) with τ ≥ 0 and
∫
τ = 1. For all n ∈ N define τn ∈ C∞c (Rd)
by τn(x) = n
d τ(nx). Now let C ∈ Eν(Ω, θ, µ,M). For all n ∈ N and k, l ∈ {1, . . . , d}
define c
(n)
kl = ckl ∗ τn and define C(n) = (c(n)kl ). Then C(n) ∈ EHν(Ω′, θ, µ,M) for all n ∈ N.
Write S(n) = SC
(n)
, etc. Since {(z, x, y) 7→ (∂αx ∂βyK(n)z )(x, y) : n ∈ N} is equicontinuous on
compact subsets of Σ◦θa × Rd × Rd for all |α|, |β| ≤ 1 it follows with a diagonal argument
from the Arze´la–Ascoli theorem that there exists a subsequence (K(nk))k∈N of (K(n))n∈N
such that K(α,β) = limk→∞ ∂αx ∂
β
yK
(nk) exists uniformly on compact subsets of Σ◦θa×Rd×Rd
and every multi-index α, β with |α|, |β| ≤ 1. Then (z, x, y) 7→ K(α,β)z (x, y) is continuous
on Σ◦θa × Rd × Rd. Set K = K(α,β) where |α| = |β| = 0. Obviously for every z ∈ Σ◦θa the
function Kz is once differentiable in each variable and the derivative with respect to one
variable is differentiable in the other variable. Also Kz satisfies all the Gaussian bounds
from the theorem and the constants in the Gaussians depends only on χ, Ω, θ′, µ, M
and ν. Let z ∈ Σ◦θa. Let u, v ∈ C∞c (Rd). We shall prove below in Lemma 2.4 that
limn→∞ S
(n)
z u = SCz u in L2(R
d). Hence
(SCz u, v) = lim
k→∞
(S(nk)z u, v)
= lim
k→∞
∫ ∫
K(nk)z (x, y) u(y) v(x)dx dy
=
∫ ∫
Kz(x, y) u(y) v(x)dx dy.
Since K satisfies Gaussian bounds it follows that Kz is the kernel of S
C
z . This proves the
theorem with Sν(Ω, θ, µ,M) replaced by Eν(Ω, θ, µ,M).
Finally, let C ∈ Sν(Ω, θ, µ,M). For all n ∈ N define Cn = C + 1n I. Then Cn ∈Eν(Ω, θ, µ,M + 1) for all n ∈ N. Since limn→∞ SCnz u = SCz u in L2(Rd) for all z ∈ Σ◦θa and
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u ∈ L2(Rd) by [AE] Corollary 3.9, a similar approximation argument as in the previous
step completes the proof of Theorem 2.3. ✷
It remains to show the next lemma.
Lemma 2.4 Let θ ∈ [0, pi
2
) and M > 0. Let C ∈ E(θ,M) and τ ∈ C∞c (Rd) with τ ≥ 0 and∫
τ = 1. For all n ∈ N define τn ∈ C∞c (Rd) by τn(x) = nd τ(nx) and set C(n) = (c(n)kl ),
where c
(n)
kl = τn ∗ ckl for all k, l ∈ {1, . . . , d}. Then C(n) ∈ E(θ,M) for all n ∈ N. Write
S(n) = SC
(n)
, S = SC, etc. Then limn→∞ S
(n)
z = Sz strongly in L(L2(Rd)) for all z ∈ Σ◦θa.
Proof Let η ∈ L∞(Rd) and u ∈ L2(Rd). Then(
(I − L(x))η
)
u = (I − L(x))(η u)− (L(x)η) (I − L(x))u
for all x ∈ Rd. So
‖(η − τn ∗ η)u‖2 ≤ ‖η u− τn ∗ (η u)‖2 + ‖η‖∞
∫
Rd
τn(x) ‖(I − L(x))u‖2 dx
for all n ∈ N and lim ‖(η − τn ∗ η)u‖2 = 0.
There exists a µ0 > 0 such that Re〈C(x) ξ, ξ〉 ≥ µ0 |ξ|2 for all x ∈ Rd and ξ ∈ Cd.
Then Re〈C(n)(x) ξ, ξ〉 ≥ µ0 |ξ|2 and ‖C(n)(x)‖ ≤ M for all x ∈ Rd, ξ ∈ Cd and n ∈ N.
Hence there exists a c > 0 such that ‖∇S(n)t u‖2 ≤ c t−1/2‖u‖2 for all t > 0, u ∈ L2(Rd)
and n ∈ N (cf. the proof of (13) in [EO1]). By increasing c if necessary, it follows similarly
that ‖∇Stu‖2 ≤ c t−1/2‖u‖2, and ‖∇S(n)∗t u‖2 ≤ c t−1/2‖u‖2 for all t > 0 and u ∈ L2(Rd).
Without loss of generality we may assume that z ∈ (0,∞). Next, let u, v ∈ L2(Rd).
Then
((S(n)z − Sz)u, v) =
∫ z
0
d
ds
(Sz−su, S(n)∗s v) ds
=
∫ z
0
(ASz−su, S
(n)∗
s v)− (Sz−su,A∗n S(n)∗s v) ds
=
∫ z
0
a((Sz−su, S(n)∗s v)− an((Sz−su, S(n)∗s v) ds
=
d∑
k,l=1
∫ z
0
((ckl − c(n)kl )∂kSz−su, ∂lS(n)∗s v) ds
for all n ∈ N. So
‖(S(n)z − Sz)u‖2 ≤ c
d∑
k,l=1
∫ z
0
‖(ckl − c(n)kl )∂kSz−su‖2 s−1/2 ds
and the lemma follows from the Lebesgue dominated convergence theorem. ✷
The proof of Theorem 2.3 together with Lemma 2.4 gives estimates which we need in
the proof of Proposition 3.7.
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Lemma 2.5 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1) and χ ∈ C∞b (Rd)
with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exist a, ω > 0 such that for every C ∈
Sν(Ω, θ, µ,M) one has Mχ Stu ∈ W 1,∞(Rd) and
‖∂αMχ Stu‖∞ ≤ a t−d/4 t−|α|/2 eωt ‖u‖2
for all multi-indices α with |α| ≤ 1, t > 0 and u ∈ L2(Rd).
Proof Let χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Let r0 = 12 d(suppχ,Ωc) and
Ω′ = {x ∈ Ω : d(x, suppχ) < r0}. By (8) there exist a, ω > 0 such that
‖∂αMχ SCt u‖∞ ≤ a t−d/4 t−|α|/2 eωt ‖u‖2 (9)
for all C ∈ EHν(Ω, θ, µ,M), multi-indices α with |α| ≤ 1, t > 0 and u ∈ L2(Rd). Let
C ∈ Eν(Ω, θ, µ,M). Let τ ∈ C∞c (B(0, r0)) with τ ≥ 0 and
∫
τ = 1. For all n ∈ N let C(n)
be as in Lemma 2.4. Then C(n) ∈ EHν(Ω, θ, µ,M). Let t > 0 and u ∈ L2(Rd). Then
|(SC(n)t u,Mχ ∂αv)| = |(∂αMχ SC
(n)
t u, v)| ≤ a t−d/4 t−|α|/2 eωt ‖u‖2 ‖v‖1
for all multi-indices α with |α| ≤ 1, v ∈ C∞c (Rd) and n ∈ N. Now take the limit n → ∞
and use Lemma 2.4. It follows that
|(Mχ SCt u, ∂αv)| ≤ a t−d/4 t−|α|/2 eωt ‖u‖2 ‖v‖1 (10)
for all v ∈ C∞c (Rd) and |α| ≤ 1. Choosing |α| = 0, it follows that Mχ Stu ∈ L∞(Rd). Next
|α| = 1 and the density of C∞c (Rd) in W 1,1(Rd) give that (10) is valid for all v ∈ W 1,1(Rd)
and |α| = 1. Hence Mχ Stu ∈ W 1,∞(Rd) and (9) is valid.
Finally, if C ∈ Sν(Ω, θ, µ,M) use the approximation Cn = C + 1n I as at the end of the
proof of Theorem 2.3 and argue similarly. ✷
3 Real W 1,∞-coefficients
Let Ω ⊂ Rd be open, θ ∈ [0, pi
2
) and µ,M > 0. Define S1(Ω, θ, µ,M, real) to be the
set of all C ∈ S1(Ω, θ, µ,M) such that ckl is real valued for all k, l ∈ {1, . . . , d}. If
C ∈ S1(Ω, θ, µ,M, real) then aC is closable. Moreover, if χ ∈ C∞b (Rd) with suppχ ⊂ Ω
then there exists an a > 0 such that ‖Mχu‖W 1,2(Rd) ≤ a ‖u‖D(aC) for all u ∈ W 1,2(Rd).
Hence Mχ(D(aC)) ⊂ W 1,2(Rd) and ‖Mχu‖W 1,2(Rd) ≤ a ‖u‖D(aC) for all u ∈ D(aC). In
particular, MχStu ∈ W 1,2(Rd) for all t > 0 and u ∈ L2(Rd).
Throughout the remaining of this paper we set
c˜kl = ckl + clk
for all k, l ∈ {1, . . . , d}, whenever C ∈ S(θ,M).
Lemma 3.1 Let Ω ⊂ Rd be open, θ ∈ [0, pi
2
) and µ,M > 0. Let C ∈ E1(Ω, θ, µ,M, real).
Let ω = 3d2M . Then
‖S(ρ)t ‖∞→∞ ≤ eω(|ρ|+ρ
2)t
for all t > 0, ρ ∈ R and ψ ∈ D2.
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Proof Let ρ ∈ R and ψ ∈ D2. Obviously the form aρ is real. Integration by parts gives
aρ(u, v) = a(u, v)− ρ
∫ ∑
c˜kl (∂ku) (∂lψ) v − ρ
∫ ∑
(∂lckl) (∂kψ) u v
− ρ
∫ ∑
ckl (∂k ∂lψ) u v − ρ2
∫ ∑
ckl (∂kψ) (∂lψ) u v
for all u, v ∈ W 1,2(Rd,R). Then the lemma follows from [Ouh1] Corollary 4.10. ✷
It follows from Lemma 3.1 that the conditions of the next lemma are valid for p = 1.
Lemma 3.2 Let Ω ⊂ Rd be open, θ ∈ [0, pi
2
), µ,M > 0 and p ∈ [1,∞). Suppose that for
all ε > 0 and χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0 there exist a, ω > 0 such that
‖Mχ S(ρ)t u‖p ≤ a t−
d
2
(1− 1
p
) eωρ
2t eεt ‖u‖1
for all C ∈ E1(Ω, θ, µ,M, real), t > 0, u ∈ L1 ∩ L2, ρ ∈ R and ψ ∈ D2. Then for all
q ∈ [p,∞], ν ∈ (0, 1), ε > 0 and χ ∈ C∞b (Rd) with 1p− 1q < 1−νd , χ 6= 0 and d(suppχ,Ωc) > 0
there exist a, ω > 0 such that
‖Mχ S(ρ)t u‖q ≤ a t−
d
2
(1− 1
q
) eωρ
2t eεt ‖u‖1 and
‖(I − L(h))Mχ S(ρ)t u‖q ≤ a |h|ν t−
d
2
(1− 1
q
) t−
ν
2 eωρ
2t eεt ‖u‖1
for all C ∈ E1(Ω, θ, µ,M, real), t > 0, u ∈ L1 ∩ L2, ρ ∈ R, ψ ∈ D2 and h ∈ Rd.
Proof Let C ∈ E1(Ω, θ, µ,M), ε > 0, ρ ∈ R, ψ ∈ D2, χ ∈ C∞b (Rd) and suppose χ 6= 0
and d(suppχ,Ωc) > 0. Then
aρ(Mχ u, v)− aρ(u,Mχ v) = −
∑
(M∂lχ ∂kMc˜klu, v) +
∑
(M(∂lχ)(∂kckl)u, v) (11)
−
∑
(M∂l∂kχMcklu, v)− ρ
∑
(Mc˜kl M∂kψM∂lχu, v)
for all u, v ∈ W 1,2(Rd). Note that (∂lχ)(∂kckl) is a bounded function onRd since suppχ ⊂ Ω
and ckl ∈ W 1,∞(Ω). Since C is elliptic for all u, v ∈ L2(Rd) one deduces
(Mχ S
(ρ)
t u− S(ρ)t Mχu, v) = −
∫ t
0
d
ds
(Mχ S
(ρ)
t−su, S
(ρ)∗
s v) ds
=
∫ t
0
(
− (MχAρ S(ρ)t−su, S(ρ)∗s v) + (Mχ S(ρ)t−su,A∗ρ S(ρ)∗s v)
)
ds
=
∫ t
0
aρ(Mχ S
(ρ)
t−su, S
(ρ)∗
s v)− aρ(S(ρ)t−su,Mχ S(ρ)∗s v) ds
= −
d∑
k,l=1
∫ t
0
(S(ρ)s M∂lχ ∂kMc˜klS
(ρ)
t−su, v) ds+R,
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where R is the contribution of the last three terms in (11), which do not have a derivative.
Therefore
Mχ2 S
(ρ)
t −Mχ S(ρ)t Mχ = Mχ [Mχ, S(ρ)t ]
= −
d∑
k,l=1
∫ t
0
Mχ S
(ρ)
s M∂kχ∂lMc˜kl S
(ρ)
t−s ds+R
′, (12)
with R′ the contribution of the last three terms in (11).
Fix k, l ∈ {1, . . . , d}. Then∫ t
0
Mχ S
(ρ)
s M∂kχ∂lMc˜kl S
(ρ)
t−s ds
=
∫ t/2
0
Mχ S
(ρ)
s M∂kχ∂lMc˜kl S
(ρ)
t−s ds+
∫ t
t/2
Mχ S
(ρ)
s M∂kχ∂lMc˜kl S
(ρ)
t−s ds (13)
for all t > 0. By Theorem 2.3 there are a, ω > 0 such that
‖Mχ S(ρ)s M∂kχ∂l‖1→q ≤ a s−
d
2
(1− 1
q
) s−1/2 eωρ
2s eεs and
‖(I − L(h))Mχ S(ρ)s M∂kχ∂l‖1→q ≤ a |h|ν s−
d
2
(1− 1
q
) s−
1+ν
2 eωρ
2s eεs
for all s > 0, ρ ∈ R, ψ ∈ D2 and h ∈ Rd. Suppose from now on that C is real valued. Since
the matrix of coefficients is real it follows from Lemma 3.1 that there exists an ω′ > 0 such
that ‖S(ρ)t ‖1→1 ≤ eω′ρ2t eεt for all t > 0, ρ ∈ R and ψ ∈ D2. Then
‖
∫ t
t/2
Mχ S
(ρ)
s M∂kχ∂lMc˜kl S
(ρ)
t−s u ds‖q
≤ 2aM
∫ t
t
2
s−
d
2
(1− 1
q
) s−1/2 eωρ
2s eεs eω
′ρ2(t−s) eε(t−s) ‖u‖1 ds
≤ 2d+1 aM t− d2 (1− 1q ) t1/2e(ω+ω′)ρ2t eεt ‖u‖1
≤ 2d+1 a ε−1/2M t− d2 (1− 1q )e(ω+ω′)ρ2t e2εt ‖u‖1
for all t > 0, u ∈ L1 ∩ L2, ρ ∈ R and ψ ∈ D2. Similarly,
‖
∫ t
t/2
(I − L(h))Mχ S(ρ)s M∂kχ∂lMc˜kl S(ρ)t−s u ds‖q
≤ 2d+1 a ε−1/2M |h|ν t− d2 (1− 1q ) t− ν2 e(ω+ω′)ρ2t e2εt ‖u‖1
for all t > 0, u ∈ L1 ∩ L2, ρ ∈ R, ψ ∈ D2 and h ∈ Rd.
Next we estimate the L1 → Lq norm of the first term in (13). There exists a χ˜ ∈ C∞b (Rd)
such that χ˜(x) = 1 for all x ∈ suppχ and d(supp χ˜,Ωc) > 0. Then by assumption there
exist a, ω > 0 such that
‖χ˜ S(ρ)t u‖p ≤ a t−
d
2
(1− 1
p
) eωρ
2t eεt ‖u‖1
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for all t > 0, u ∈ L1 ∩ L2, ρ ∈ R and ψ ∈ D2. By Theorem 2.3 there are a′, ω′ > 0 such
that
‖Mχ S(ρ)s M∂kχ∂l‖p→q ≤ a′ s−
d
2
( 1
p
− 1
q
) s−1/2 eω
′ρ2s eεs and
‖(I − L(h))Mχ S(ρ)s M∂kχ∂l‖p→q ≤ a′ |h|ν s−
d
2
( 1
p
− 1
q
) s−
1+ν
2 eω
′ρ2s eεs
for all s > 0, ρ ∈ R, ψ ∈ D2 and h ∈ Rd. Then
‖
∫ t/2
0
Mχ S
(ρ)
s M∂kχ∂lMc˜kl S
(ρ)
t−s u ds‖q
≤
∫ t/2
0
‖Mχ S(ρ)s M∂kχ∂l‖p→q ‖Mc˜kl Mχ˜ S(ρ)t−s u‖p ds
≤ 2a a′M
∫ t
2
0
s−
d
2
( 1
p
− 1
q
) s−1/2 eω
′ρ2s eεs(t− s)− d2 (1− 1q ) eωρ2(t−s) eε(t−s) ‖u‖1 ds
≤ 2
d
2
( 1
p
− 1
q
)+1a a′ ε−1/2M
1
2
− d
2
(1
p
− 1
q
)
t−
d
2
(1− 1
p
)e(ω+ω
′)ρ2t e2εt ‖u‖1
for all t > 0, u ∈ L1 ∩ L2, ρ ∈ R and ψ ∈ D2. Similarly
‖
∫ t/2
0
(I − L(h))Mχ S(ρ)s M∂kχ∂lMc˜kl S(ρ)t−s u ds‖q
≤ 2
d
2
( 1
p
− 1
q
)+1a a′ ε−
1
2M |h|ν
1−ν
2
− d
2
(1
p
− 1
q
)
t−
d
2
(1− 1
p
)t−
ν
2 e(ω+ω
′)ρ2t e2εt ‖u‖1
for all t > 0, u ∈ L1 ∩ L2, ρ ∈ R, ψ ∈ D2 and h ∈ Rd.
The term R′ in (12) can be estimated similarly. Using Theorem 2.3 to estimate the
L1 → Lq norms ofMχ S(ρ)t Mχ and (I−L(h))Mχ S(ρ)t Mχ one deduces that there are a, ω > 0
such that
‖Mχ2 S(ρ)t u‖q ≤ a t−
d
2
(1− 1
q
) eωρ
2t eεt ‖u‖1 and
‖(I − L(h))Mχ2 S(ρ)t u‖q ≤ a |h|ν t−
d
2
(1− 1
q
) t−
ν
2 eωρ
2t eεt ‖u‖1
for all t > 0, u ∈ L1 ∩ L2, ρ ∈ R, ψ ∈ D2 and h ∈ Rd. Then the lemma follows. ✷
Lemma 3.3 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1), ε > 0 and χ ∈ C∞b (Rd)
with χ 6= 0 and d(suppχ,Ωc) > 0. There there exist a > 0 and ω ≥ 0 such that
‖Mχ S(ρ)t u‖∞ ≤ a t−d/2 eωρ
2t eεt ‖u‖1 and
‖(I − L(h))Mχ S(ρ)t u‖∞ ≤ a |h|ν t−d/2 t−ν/2 eωρ
2t eεt ‖u‖1
for all C ∈ S1(Ω, θ, µ,M, real), t > 0, u ∈ L1 ∩ L2, ρ ∈ R, ψ ∈ D2 and h ∈ Rd. In
particular, Mχ Stu ∈ C0,ν(Rd) for all t > 0 and u ∈ L1(Rd).
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Proof It follows by induction from Lemmas 3.1 and 3.2 that the current lemma is valid if
S1(Ω, θ, µ,M, real) is replaced by E1(Ω, θ, µ,M, real). Then by approximating C by C+ 1
n
I
the lemma follows. ✷
Next we turn to derivatives of the semigroup.
Lemma 3.4 Let u ∈ W 1,2(Rd), v ∈ L2(Rd) and k ∈ {1, . . . , d}. Then
(∂ku, v) =
1
c0
∫ ∞
0
((I − L(r ek))2u, v)
r
dr
r
=
1
c0
∫ ∞
0
(I − L(r ek))u, (I − L(−r ek)v)
r
dr
r
,
where c0 =
∫∞
0
(1−e−r)2
r
dr
r
.
Proof Write D = d
dxk
, the skew-adjoint operator in L2(R
d). Then ((I − L(r ek))2u, v) =
((I − e−rD)2u, v). Now the lemma follows from Fourier theory (or spectral theory). ✷
Lemma 3.5 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1), ε ∈ (0, 1] and
χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exists an a > 0 such that
‖∂mMχSt‖1→∞ ≤ a t−d/2 t−1/2 eεt and
‖(I − L(h))∂mMχSt‖1→∞ ≤ a t−d/2 t−1/2
( |h|√
t
)ν
eεt
for all C ∈ E1(Ω, θ, µ,M, real), t > 0, m ∈ {1, . . . , d} and h ∈ Rd.
Proof We only prove the second estimate, the proof of the first one is similar. We argue
as in the proof of Lemma 3.2 and use the commutator (12). There exists a χ˜ ∈ C∞b (Rd)
such that χ˜(x) = 1 for all x ∈ suppχ and d(supp χ˜,Ωc) > 0. Now we have
(I − L(h))∂m
(
Mχ2 St −Mχ StMχ
)
= −
d∑
k,l=1
∫ t
0
(I − L(h))∂mMχ SsM∂kχ∂lMc˜kl Mχ˜ St−s ds+R, (14)
where R is the contribution of the second and third term in (11), which do not have a
derivative. Note that the last term in (11) vanishes since ρ = 0. Again we split the integral
in two parts. Fix k, l ∈ {1, . . . , d}. Then∥∥∥ ∫ t
t/2
(I − L(h))∂mMχ SsM∂kχ∂lMc˜kl Mχ˜ St−s ds
∥∥∥
1→∞
≤
∫ t
t/2
‖(I − L(h))∂mMχ SsM∂kχ∂l‖1→∞ ‖Mc˜kl Mχ˜ St−s‖1→1 ds
≤ a t−d/2
( |h|√
t
)ν
eεt
for a suitable a > 0, by the estimates of Theorem 2.3 and Lemma 3.1.
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For the integral over (0, t
2
) we use Lemma 3.4 and write
∥∥∥ ∫ t/2
0
(I − L(h))∂mMχ SsM∂kχ∂lMc˜kl Mχ˜ St−s ds
∥∥∥
1→∞
= c−10 sup
u,v∈W 1,2(Rd)∩L1(Rd)
‖u‖1,‖v‖1≤1
∣∣∣ ∫ t/2
0
∫ ∞
0
((I − L(rel))Mc˜kl Mχ˜ St−su,
(I − L(−rel))M∂kχS∗sMχ∂m(I − L(−h))v)
dr
r2
ds
∣∣∣
≤ c−10 sup
u,v∈W 1,2(Rd)∩L1(Rd)
‖u‖1,‖v‖1≤1
∫ t/2
0
∫ ∞
0
‖(I − L(rel))Mc˜kl Mχ˜ St−su‖∞ ·
‖(I − L(−rel))M∂kχS∗sMχ∂m(I − L(−h))v‖1
dr
r2
ds,
where c0 is as in Lemma 3.4. Next split the integral over (0,∞) in two parts: (0, 1] and
[1,∞). There exist ν1, ν2 ∈ (0, 1) such that ν2 + ν < 1 and ν1 + ν2 > 1. By Theorem 2.3
and Lemma 3.3 there exists an a > 0 such that
‖(I − L(h1))Mc˜kl Mχ˜ Ss‖1→∞ ≤ a s−d/2
( |h1|√
s
)ν1
eεs,
‖Mc˜kl Mχ˜ Ss‖1→∞ ≤ a s−d/2 eεs,
‖(I − L(h1))M∂kχS∗sMχ∂m(I − L(h2))‖1→1 ≤ a s−1/2
( |h1|√
s
)ν2 ( |h2|√
s
)ν
eεs and
‖M∂kχS∗sMχ∂m(I − L(h2))‖1→1 ≤ a s−1/2
( |h2|√
s
)ν
eεs
for all s > 0 and h1, h2 ∈ Rd. Let u, v ∈ W 1,2(Rd) ∩ L1(Rd). Then∫ t/2
0
∫ 1
0
‖(I − L(rel))Mc˜kl Mχ˜ St−su‖∞‖(I − L(−rel))M∂kχS∗sMχ∂m(I − L(−h))v‖1
dr
r2
ds
≤ a2
∫ t/2
0
∫ 1
0
(t− s)−d/2
(
r√
t− s
)ν1
eε(t−s)s−1/2
( |h|√
s
)ν (
r√
s
)ν2
eεs ‖u‖1 ‖v‖1 dr
r2
ds
= a′ t−d/2 t−1/2
( |h|√
t
)ν
eεt t
2−(ν1+ν2)
2 ‖u‖1 ‖v‖1
≤ a′ ε− 2−(ν1+ν2)2 t−d/2 t−1/2
( |h|√
t
)ν
e2εt ‖u‖1 ‖v‖1
for a suitable a′ > 0. Similarly, since left translations are isometries, one deduces∫ t/2
0
∫ ∞
1
‖(I − L(rel))Mc˜kl Mχ˜ St−su‖∞‖(I − L(−rel))M∂kχS∗sMχ∂m(I − L(−h))v‖1
dr
r2
ds
≤ 4a2
∫ t/2
0
∫ ∞
1
(t− s)−d/2 eε(t−s)s−1/2
( |h|√
s
)ν
eεs ‖u‖1 ‖v‖1 dr
r2
ds
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= a′′ t−d/2 t1/2
( |h|√
t
)ν
eεt‖u‖1 ‖v‖1
≤ a′′ ε−1 t−d/2 t−1/2
( |h|√
t
)ν
e2εt ‖u‖1 ‖v‖1
for a suitable a′′ > 0. As before, the contribution of the term R in (14) can be estimated
similarly and we leave the rest of the proof to the reader. ✷
We next replace E1(Ω, θ, µ,M, real) by S1(Ω, θ, µ,M, real) in Lemma 3.5.
Lemma 3.6 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1), ε ∈ (0, 1] and
χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. There there exists an a > 0 such that
‖∂mMχSt‖1→∞ ≤ a t−d/2 t−1/2 eεt and
‖(I − L(h))∂mMχSt‖1→∞ ≤ a t−d/2 t−1/2
( |h|√
t
)ν
eεt
for all C ∈ S1(Ω, θ, µ,M, real), t > 0, m ∈ {1, . . . , d} and h ∈ Rd. In particular, MχStu ∈
W 1+ν,∞(Rd) for all t > 0 and u ∈ L1(Rd).
Proof By Lemma 3.5 there exists an a > 0 such that
‖∂mMχSt‖1→∞ ≤ a t−d/2 t−1/2 eεt (15)
for all C ∈ E1(Ω, θ, µ,M + 1, real), t > 0 and m ∈ {1, . . . , d}. Fix C ∈ S1(Ω, θ, µ,M, real).
For all n ∈ N define C(n) = C + 1
n
I. Let t > 0, m ∈ {1, . . . , d} and u, v ∈ C∞c (Rd). Then
it follows from (15) that
|(Mχ SC(n)t u, ∂mv)| ≤ a t−d/2 t−1/2 eεt ‖u‖1 ‖v‖1
for all n ∈ N. Since limSC(n)t = SCt strongly in L2(Rd) by [AE] Corollary 3.9 it follows
that
|(Mχ SCt u, ∂mv)| ≤ a t−d/2 t−1/2 eεt ‖u‖1 ‖v‖1 (16)
for all u, v ∈ C∞c (Rd). By continuity it then follows that (16) is valid for all u ∈ L1(Rd)
and v ∈ C∞c (Rd). This implies that Mχ SCt u ∈ W 1,∞(Rd) and the first estimate of the
lemma is valid. The second one follows similarly. ✷
It follows from Lemma 3.3 that for each t > 0 there exists a measurable function
Lt:R
d ×Rd → R such that Lt is a kernel of Mχ St and Lt satisfies Gaussian bounds. But
then it is unclear whether x 7→ Lt(x, y) is Ho¨lder continuous or differentiable for some
y ∈ Rd. Even worse, there is no reason that the combined map (t, x, y) 7→ Lt(x, y) from
(0,∞)×Rd×Rd into R is measurable. In order to circumvent this measurability problem
with the uncountable many null sets, we first obtain a measurable map on (0,∞)×Rd×Rd
for the kernels of Mχ St and its derivatives ∂mMχ St and then consider continuity and
differential properties in Theorem 3.9.
18
Proposition 3.7 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0 and χ ∈ C∞b (Rd) with
χ 6= 0, ε > 0 and d(suppχ,Ωc) > 0. There there exist a, b > 0 such that for all C ∈
S1(Ω, θ, µ,M, real) and m ∈ {1, . . . , d} there exist measurable functions (t, x, y) 7→ Kt(x, y)
and (t, x, y) 7→ K(m)t (x, y) from (0,∞) × Rd × Rd into R such that Kt is a kernel of the
operator Mχ St and K
(m)
t is a kernel of the operator ∂mMχ St for all t > 0. Moreover,
|Kt(x, y)| ≤ a t−d/2 eεt e−b
|x−y|2
t and
|K(m)t (x, y)| ≤ a t−d/2 t−1/2 eεt e−b
|x−y|2
t
for all t > 0 and (x, y) ∈ Rd ×Rd.
Proof Let a, ω be as in Lemma 3.3 (with ν = 1
2
). Let C ∈ S1(Ω, θ, µ,M, real). Then
Mχ St is a continuous operator from L2(R
d) into L∞(Rd) for all t > 0 by Lemma 2.5.
Moreover, z 7→ Sz is a holomorphic contraction semigroup on Σ◦θa . Hence Mχ Sz maps
L2(R
d) continuously into L∞(Rd) for all z ∈ Σ◦θa and z 7→ MχSzu is holomorphic for all
u ∈ L2(Rd). It follows from the discussion after Definition 1.8 in [AB] and [AB] Theorem 3.1
that there exists a measurable function (z, x, y) 7→ Kz(x, y) from Σ◦θa × Rd × Rd into C
such that z 7→ Kz(x, y) is holomorphic for all x, y ∈ Rd and Kz is the kernel of Mχ Sz
for all z ∈ Σ◦θa. In particular, Kt is a kernel of Mχ St for all t > 0. By the usual
minimising argument the estimates of Lemma 3.3 give Gaussian bounds for the kernel
Kt for each t > 0. Precisely, for each t > 0 one has |Kt| ≤ Gt a.e. on Rd × Rd, where
Gt(x, y) = a t
−d/2 eεt e−b
|x−y|2
t for all t > 0 and x, y ∈ Rd, where b depends only on ω
and d. Obviously (t, x, y) 7→ Gt(x, y) is a continuous function from (0,∞)×Rd ×Rd into
R, therefore it is measurable. Then (−Gt)∨Kt∧Gt is also a kernel ofMχ St for each t > 0.
Now the proposition follows for Mχ St with Kt replaced by (−Gt) ∨Kt ∧Gt.
The argument for ∂mMχ St is similar. ✷
The next lemma is also valid for complex coefficients. The complex version will be used
in the proof of Proposition 4.11.
Lemma 3.8 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, C ∈ S1(Ω, θ, µ,M) and χ ∈
C∞b (R
d) with χ 6= 0 and d(suppχ,Ωc) > 0. Let χ˜ ∈ C∞b (Rd) be such that d(supp χ˜,Ωc) > 0
and χ˜(x) = 1 for all x ∈ suppχ. Then
M2χSt =MχStMχ −
d∑
k,l=1
∫ t
0
Mχ SsM∂kχ ∂lMc˜kl Mχ˜ St−s ds (17)
+
d∑
k,l=1
∫ t
0
Mχ Ss
(
M∂lc˜kl M∂kχ St−s −Mckl M∂k∂lχ St−s
)
ds
for all t > 0, where the operators act in L2(R
d).
Proof It follows from Lemma 2.1(d) that the integrals on the right hand side of (17) are
convergent.
If C ∈ E1(Ω, θ, µ,M) then (17) follows from (12). For all n ∈ N let Cn = C+ 1nI. Then
Cn ∈ E1(Ω, θ, µ,M + 1). We use (17) with respect to C(n). Write S = SC and S(n) = SCn .
It follows from Lemma 2.1(d) that there exist a, ω > 0 such that
‖Mχ S(n)s M∂kχ ∂l‖2→2 ≤ a s−1/2 eωs
19
for all s > 0 and n ∈ N. Obviously ‖S(n)s ‖2→2 ≤ 1 for all s > 0 and n ∈ N.
Let u, v ∈ L2(Rd). Then limn→∞ S(n)s u = Ssu in L2(Rd) for all s ∈ (0, t] by [AE]
Corollary 3.9. Note that Mχ˜ Ssu ∈ W 1,2(Rd) for all s > 0. Let k, l ∈ {1, . . . , d}. Then
|(Mχ S(n)s M∂kχ ∂lM˜c(n)kl Mχ˜ S
(n)
t−su, v)− (Mχ SsM∂kχ ∂lMc˜kl Mχ˜ St−su, v)|
≤ 1
n
|(Mχ S(n)s M∂kχ ∂l S(n)t−su, v)|
+ |(Mc˜kl (S(n)t−su− St−su), ∂lM∂kχ S(n)s
∗
Mχv)|
+ |(∂lMc˜kl Mχ˜ St−su,M∂kχ (S(n)s
∗
Mχv − S∗sMχv))|
for all s ∈ (0, t) and n ∈ N. So
lim
n→∞
(Mχ S
(n)
s M∂kχ ∂lM˜c(n)kl
Mχ˜ S
(n)
t−su, v) = (Mχ SsM∂kχ ∂lMc˜kl Mχ˜ St−su, v)
for all s ∈ (0, t). Moreover,
|(Mχ S(n)s M∂kχ ∂lM˜c(n)kl Mχ˜ S
(n)
t−su, v)| ≤ a s−1/2 eωs ‖u‖2 ‖v‖2
for all s ∈ (0, t) and n ∈ N. So
lim
n→∞
∫ t
0
(Mχ S
(n)
s M∂kχ ∂lM˜c(n)kl
Mχ˜ S
(n)
t−su, v) ds =
∫ t
0
(Mχ SsM∂kχ ∂lMc˜kl Mχ˜ St−su, v) ds
by the Lebesgue dominated convergence theorem.
One can treat similarly the last term on the right hand side of (17) and the lemma
follows. ✷
The next theorem is a uniform version of Theorem 1.2.
Theorem 3.9 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1), κ > 0, τ ∈ [0, 1),
ε ∈ (0, 1] and χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exist a, b > 0 such
that for all C ∈ S1(Ω, θ, µ,M, real) there exists a measurable function (t, x, y) 7→ Kt(x, y)
from (0,∞)×Rd ×Rd into R such that the following is valid.
(a) For all t > 0 the function Kt is a kernel of Mχ St.
(b) For all t > 0 and y ∈ Rd the function x 7→ Kt(x, y) is continuously differentiable on
Rd.
(c) The function t 7→ (∂αxKt)(x, y) is continuous for all x, y ∈ Rd and multi-index α with
|α| ≤ 1.
(d) For every multi-index α with |α| ≤ 1 one has
|(∂αxKt)(x, y)| ≤ a t−d/2 t−|α|/2 eεt e−b
|x−y|2
t (18)
and
|(∂αx Kt)(x+ h, y)− (∂αx Kt)(x, y)| ≤ a t−d/2 t−|α|/2
( |h|
|x− y|+√t
)ν
eεt e−b
|x−y|2
t
for all t > 0 and x, y, h ∈ Rd with |h| ≤ τ |x− y|+ κ√t.
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(e) (∂αMχ Stu)(x) =
∫
Rd
(∂αxKt)(x, y) u(y) dy for all t > 0, u ∈ L1(Rd), x ∈ Rd and
multi-index α with |α| ≤ 1.
Proof Without loss of generality we may prove the proposition with Mχ St replaced by
M2χ St. We consider each of the operators in the terms on the right hand side of (17). It
is possible to differentiate all terms in (17) at least once in L2-sense. Let α be a multi-
index with |α| ≤ 1. Clearly ∂αMχStMχ has a kernel satisfying the stated requirements by
Theorem 2.3. Let k, l ∈ {1, . . . , d}. For all t > 0 consider the operator∫ t
0
∂αMχ SsM∂kχ ∂lMc˜kl Mχ˜ St−s ds. (19)
By Theorem 2.3 there exist a continuous function (t, x, y) 7→ L(1,α)t (x, y) from (0,∞) ×
Rd ×Rd into R and suitable constants a1, b1 > 0 such that for all t > 0 the function L(1,α)t
is a kernel of the operator ∂αMχ StM∂kχ,
|L(1,α)t (x, y)| ≤ a1 t−d/2 t−|α|/2 eεt e−b1
|x−y|2
t and
|L(1,α)t (x+ h, y)− L(1,α)t (x, y)| ≤ a1 t−d/2 t−|α|/2
( |h|√
t
)ν
eεt e−b1
|x−y|2
t
for all t > 0 and x, y, h ∈ Rd with |h| ≤ 1
2
|x − y| + √t. Next, by Proposition 3.7 there
exist a measurable function (t, x, y) 7→ L(2)t (x, y) from (0,∞)×Rd×Rd into R and suitable
constants a2, b2 > 0 such that for all t > 0 the function L
(2)
t is a kernel of the operator
∂lMc˜kl Mχ˜ St and
|L(2)t (x, y)| ≤ a2 t−d/2 t−1/2 eεt e−b2
|x−y|2
t
for all t > 0 and x, y ∈ Rd. Define the function (t, x, y) 7→ L(3,α)t (x, y) from (0,∞)×Rd×Rd
into R by
L
(3,α)
t (x, y) =
∫ t
0
∫
Rd
L(1,α)s (x, z)L
(2)
t−s(z, y) dz ds.
Since the convolution of two Gaussians is a Gaussian, it follows that the integral is con-
vergent and L(3,α) has appropriate Gaussian bounds. Moreover, (t, x, y) 7→ L(3,α)t (x, y) is
measurable and L
(3,α)
t is a kernel of the operator (19) for all t > 0. Define L
(3)
t = L
(3,β) if
|β| = 0. It is an elementary exercise in integration theory to prove that x 7→ L(3,α)t (x, y) is
continuous for all t > 0 and y ∈ Rd, that t 7→ L(3,α)t (x, y) is continuous for all x, y ∈ Rd
and that for all t > 0 and y ∈ Rd the function x 7→ L(3)t (x, y) is differentiable and
(∂αxL
(3)
t )(x, y) = L
(3,α)
t (x, y) for all x ∈ Rd.
The last term in (17) can be treated in a similar way and Statements (a)–(c) and the
first part of Statement (d) follow. Let K be the so obtained kernel.
Next, let t > 0 and u ∈ L1(Rd). Since (x, y) 7→ (∂αxKt)(x, y) is a kernel of ∂αMχ St
it follows that (∂αMχ Stu)(x) =
∫
Rd
(∂αxKt)(x, y) u(y) dy for a.e. x ∈ Rd. Hence this is
valid for all x ∈ Rd since ∂αMχ Stu is continuous by Lemmas 3.3 and 3.6. This proves
Statement (e).
Finally we the Ho¨lder Gaussian bounds of Statement (d). Set ν˜ = 1
2
(1 + ν). By
Lemma 3.6 there exists an a1 > 0, depending only on Ω, θ, µ, M , ν, ε and χ, such that
‖(I − L(h))∂mMχ St‖1→∞ ≤ a1 t−d/2 t−1/2
( |h|√
t
)ν˜
eεt
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for all t > 0, m ∈ {1, . . . , d} and h ∈ Rd. Let x, h ∈ Rd, t > 0 and m ∈ {1, . . . , d}. Then
it follows from Statement (e) that∣∣∣ ∫ ((∂x,mKt)(x, y)− (∂x,mKt)(x− h, y))u(y) dy∣∣∣ = ∣∣∣((I − L(h))∂mMχ Stu)(x)∣∣∣
≤ a1 t−d/2 t−1/2
( |h|√
t
)ν˜
eεt ‖u‖1
for all u ∈ L1(Rd). Hence there exists a null set Nx,h,t,m ⊂ Rd such that
|(∂x,mKt)(x, y)− (∂x,mKt)(x− h, y)| ≤ a1 t−d/2 t−1/2
( |h|√
t
)ν˜
eεt (20)
for all y ∈ Rd \Nx,h,t,m. Then
N =
⋃
x,h∈Qd
⋃
t∈(0,∞)∩Q
d⋃
m=1
Nx,h,t,m
is a null set in Rd and (20) is valid for all y ∈ Rd \ N , x, h ∈ Qd, t ∈ (0,∞) ∩ Q and
m ∈ {1, . . . , d}. Then by density and continuity (Statements (b) and (c)) one deduces that
(20) is valid for all y ∈ Rd \N , x, h ∈ Rd, t > 0 and m ∈ {1, . . . , d}.
Let a, b be as in (18). Then it follows as in the proof of Step 7 of Lemma A.1 that there
are a2, b2 > 0, depending only on a, b, a1, κ, τ , ε, ν and ν˜, such that
|(∂x,mKt)(x, y)− (∂x,mKt)(x− h, y)| ≤ a2 t−d/2 t−|α|/2
( |h|
|x− y|+√t
)ν
eεt e−b2
|x−y|2
t
for all y ∈ Rd \ N , x, h ∈ Rd, t > 0 and m ∈ {1, . . . , d} with |h| ≤ τ |x − y| + κ√t.
Now the theorem follows by replacing (t, x, y) 7→ Kt(x, y) by the function (t, x, y) 7→
Kt(x, y)1Rd\N(y). ✷
Corollary 3.10 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0 and χ ∈ C∞b (Rd) with χ 6= 0
and d(suppχ,Ωc) > 0. Then there exists a c > 0 such thatMχ (I+A)
−1Lp(Rd) ⊂W 1,p(Rd)
and
‖∂mMχu‖p ≤ c ‖(I + A)u‖p
for all C ∈ S1(Ω, θ, µ,M, real), p ∈ [1,∞], u ∈ D(A) and m ∈ {1, . . . , d}.
Proof The Gaussian bounds of Theorem 3.9 imply bounds ‖∂mMχ St‖p→p ≤ c t−1/2 et/2.
Then the corollary follows by a Laplace transform. ✷
4 Riesz transforms
In this section we shall prove that various Riesz transforms like ∂kMχ(I + A)
−1/2 and
∂kMχ(I + A)
−1/2Mχ are bounded on L2 or Lp. The first results on L2 for the Riesz
transform merely use that χ ∈ W 1,∞(Rd).
If η ∈ W 1,∞(Rd), then
Re aC(η u) ≤ 2‖η‖∞Re aC(u) + 2M ‖∇η‖2∞ ‖u‖22
22
for all u ∈ W 1,2(Rd), θ ∈ [0, pi
2
), M > 0 and C ∈ S(θ,M). Therefore for self-adjoint
operators the boundedness of the Riesz transforms on L2(R
d) is trivial. Throughout this
section let L = −∑dk=1 ∂2k be the Laplacian and let H = AℜC .
The first lemma is a variation of Lemma 2.1(c).
Lemma 4.1 Let θ ∈ [0, pi
2
), µ,M > 0, χ ∈ W 1,∞(Rd) and C ∈ S(suppχ, θ, µ,M). Then
MχD(H
1/2) ⊂W 1/2(Rd) and
‖∂kMχu‖2 ≤ ‖(I + L)1/2Mχu‖2 ≤ c1 ‖(I +H)1/2u‖2
for all u ∈ D(H1/2) and k ∈ {1, . . . , d}, where
c1 =
(
‖χ‖2∞ + 2
‖χ‖2∞
µ
+ 2‖∇χ‖2∞
)1/2
.
Proof We only have to prove the last estimate. It follows from Lemma 2.1(c) that
‖(I + L)1/2Mχu‖22 = ‖Mχu‖22 +
d∑
k=1
‖∂kMχu‖22
≤ ‖χ‖2∞ ‖u‖22 + 2
d∑
k=1
‖(∂kMχ −M∂kχ)u‖22 + 2
d∑
k=1
‖M∂kχu‖22
≤ ‖χ‖2∞ ‖u‖22 + 2
‖χ‖2∞
µ
‖H1/2u‖22 + 2‖(∇χ)u‖22
≤ c21 ‖(I +H)1/2u‖22
as required. ✷
Lemma 4.2 Let θ ∈ [0, pi
2
), µ,M > 0, γ ∈ (0, 1) and χ ∈ W 1,∞(Rd). Then there exists a
c2 > 0 such that MχD(A
γ/2) ⊂ D(Lγ/2) and
‖(I + L)γ/2Mχu‖2 ≤ c2 ‖(I + A)γ/2u‖2
for all C ∈ S(suppχ, θ, µ,M) and u ∈ D((I + A)γ/2).
Proof Let c1 be as in Lemma 4.1. Then Mχ is continuous from D((I + H)
1/2) into
D((I + L)1/2) with norm bounded by c1. Then by interpolation, Proposition G together
with Theorem G in [ADM], it follows that MχD((I +H)
γ/2) ⊂ D((I + L)γ/2) and
‖(I + L)γ/2Mχu‖2 ≤ c′1 ‖(I +H)γ/2u‖2
for all u ∈ D((I + L)γ/2), where c′1 = cγ1 ‖χ‖1−γ∞ . But D((I +H)γ/2) = D((I + A)γ/2) with
equivalent norms by [Kat1] Theorem 3.1. Explicitly,
‖(I +H)γ/2u‖2 ≤ 1
1− tan pi γ
4
‖(I + A)γ/2u‖2
for all u ∈ D((I + A)γ/2). Then the lemma follows. ✷
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Lemma 4.3 Let θ ∈ [0, pi
2
), µ,M > 0, χ ∈ W 1,∞(Rd) and C ∈ E(suppχ, θ, µ,M). Then
‖(I +H)1/2Mχu‖2 ≤ 2‖(I +H)−1/2Mχ (I + A)u‖2 + 4M1/2 ‖∇χ‖∞ ‖u‖2
for all u ∈ D(A).
Proof The proof is a variation of the proof of Lemma 1 in [Kat2]. If u ∈ D(A) then
‖(I +H)1/2Mχu‖22 = Re a(Mχu) + ‖Mχu‖22
= Re a(u,M2χu)− Re
∑
(ckl ∂k(χu), (∂lχ) u)
+ Re
∑
(ckl (∂kχ) u, (∂lχ) u) + Re
∑
(ckl (∂kχ) u, ∂l(χu)) + ‖Mχu‖22.
But
Re a(u,M2χu) + ‖Mχu‖22 = Re(Au,M2χu) + ‖Mχu‖22
= Re((I +H)−1/2Mχ (I + A)u, (I +H)1/2Mχu)
≤ ‖(I +H)−1/2Mχ (I + A)u‖2 ‖(I +H)1/2Mχu‖2
≤ 1
4
‖(I +H)1/2Mχu‖22 + ‖(I +H)−1/2Mχ (I + A)u‖22
and
−Re
∑
(ckl ∂k(χu), (∂lχ) u) + Re
∑
(ckl (∂kχ) u, (∂lχ) u) + Re
∑
(ckl (∂kχ) u, ∂l(χu))
≤ 2(Re a(Mχu))1/2
(
Re
∑∫
ckl (∂kχ) (∂lχ) |u|2
)1/2
+ Re
∑∫
ckl (∂kχ) (∂lχ) |u|2
≤ 2(Re a(Mχu))1/2M1/2 ‖∇χ‖∞ ‖u‖2 +M ‖∇χ‖2∞ ‖u‖22
≤ 1
4
‖(I +H)1/2Mχu‖22 + 5M ‖∇χ‖2∞ ‖u‖22.
So
‖(I +H)1/2Mχu‖22 ≤ 2‖(I +H)−1/2Mχ (I + A)u‖22 + 10M ‖∇χ‖2∞ ‖u‖22
and the lemma follows. ✷
The next lemma is well known, but we need uniform constants.
Lemma 4.4 Let 0 < γ < ν < 1 and η ∈ C0,ν(Rd) ∩ L∞(Rd). Let u ∈ D(Lγ/2). Then
Mη u ∈ D(Lγ/2) and
‖(I + L)γ/2Mηu‖2 ≤ c4 (‖η‖∞ ∨ |||η|||C0,ν) ‖(I + L)γ/2u‖2,
where c4 = 1 + c
−1
γ 2
d+3 Γ(ν−γ
2
) and cγ =
∫∞
0
t−1−
γ
2 (1− e−t) dt.
Proof Let T be the semigroup generated by −L and for all t > 0 let Gt be the kernel of
Tt. If u ∈ L2(Rd) and t > 0 then
([Tt,Mη]u)(x) =
∫
Gt(y)
(
η(x− y)− η(x)
)
u(x− y) dy
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for all x ∈ Rd. But∣∣∣Gt(y)(η(x− y)− η(x))∣∣∣ ≤ 2M Gt(y) |y|ν ≤ 2d+3M tν/2G2t(y)
for all x, y ∈ Rd, where M = ‖η‖∞ ∨ |||η|||C0,ν . Therefore ‖[Tt,Mη]u‖2 ≤ 2d+3M tν/2 ‖u‖2.
Next,
(I + L)γ/2 =
1
cγ
∫ ∞
0
t−1−
γ
2 (I − e−t Tt) dt.
So for all u ∈ C∞c (Rd) one obtains
[(I + L)γ/2,Mη]u = − 1
cγ
∫ ∞
0
t−1−
γ
2 e−t[Tt,Mη]u dt.
Therefore
‖[(I + L)γ/2,Mη]u‖2 ≤ 2
d+3M
cγ
∫ ∞
0
t−1+
ν−γ
2 e−t dt ‖u‖2 =
2d+3M Γ(ν−γ
2
)
cγ
‖u‖2
and
‖(I + L)γ/2Mηu‖2 ≤ c4 ‖(I + L)γ/2u‖2.
Then by density the lemma follows. ✷
Lemma 4.5 Let θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1) and χ ∈ W 1,∞(Rd). Set γ = ν
2
. Then
there exists a c5 > 0 such that M
2
χD(L
(1+γ)/2) ⊂ D(A(1+γ)/2) and
‖(I + A)(1+γ)/2M2χu‖2 ≤ c5 ‖(I + L)(1+γ)/2u‖2
for all C ∈ Eν(suppχ, θ, µ,M) and u ∈ D(L(1+γ)/2).
Proof The proof is a variation of the proof in [ER1]. Let u ∈ D(L(1+γ)/2) ⊂ W 1,2(Rd)
and v ∈ D(A∗) ⊂W 1,2(Rd). Then
(M2χu, (I + A
∗)(1+γ)/2v)
= (M2χu, (I + A
∗)(I + A∗)−(1−γ)/2v)
=
∑
(ckl ∂kM
2
χu, ∂l (I + A
∗)−(1−γ)/2v) + (M2χu, (I + A
∗)−(1−γ)/2v)
=
∑
(cklMχ ∂ku, ∂lMχ (I + A
∗)−(1−γ)/2v) (21)
−
∑
(cklMχ ∂ku, (∂l χ) (I + A
∗)−(1−γ)/2v)
+ 2
∑
(ckl (∂kχ) u, ∂lMχ (I + A
∗)−(1−γ)/2v)
− 2
∑
(ckl (∂kχ) u, (∂l χ) (I + A
∗)−(1−γ)/2v)
+ (Mχu,Mχ (I + A
∗)−(1−γ)/2v).
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Fix k, l ∈ {1, . . . , d}. Then χ ckl ∈ C0,ν(Rd)∩L∞(Rd) and |||χ ckl|||C0,ν(Rd) ≤ 2M ‖χ‖W 1,∞ .
So
|(cklMχ ∂ku, ∂lMχ (I + A∗)−(1−γ)/2v)|
= |((I + L)γ/2Mχ ckl ∂ku, (I + L)−γ/2 ∂lMχ (I + A∗)−(1−γ)/2v)|
≤ ‖(I + L)γ/2Mχ ckl ∂ku‖2 ‖(I + L)−γ/2 ∂lMχ (I + A∗)−(1−γ)/2v‖2.
If c4 is as in Lemma 4.4, then
‖(I + L)γ/2Mχ ckl ∂ku‖2 ≤ 2c4M ‖χ‖W 1,∞ ‖(I + L)γ/2 ∂ku‖2
≤ 2c4M ‖χ‖W 1,∞ ‖(I + L)(1+γ)/2u‖2.
Alternatively,
‖(I + L)−γ/2 ∂lMχ (I + A∗)−(1−γ)/2v‖2 ≤ ‖(I + L)(1−γ)/2Mχ (I + A∗)−(1−γ)/2v‖2.
By Lemma 4.2 there exists a c2 > 0, depending only on θ, µ, M , ν and χ, such that
‖(I + L)(1−γ)/2Mχw‖2 ≤ c2‖(I + A∗)(1−γ)/2w‖2
for all w ∈ D((I + L)(1−γ)/2). Hence
‖(I + L)−γ/2 ∂lMχ (I + A∗)−(1−γ)/2v‖2 ≤ c2 ‖(I + A∗)(1−γ)/2 (I + A∗)−(1−γ)/2v‖2 = c2 ‖v‖2.
The other four terms in (21) can be estimated similarly.
Combining the contributions, it follows that there exists a c > 0, depending only on θ,
µ, M , ν and χ, such that
|(M2χu, (I + A∗)(1+γ)/2v)| ≤ c ‖(I + L)(1+γ)/2u‖2 ‖v‖2
for all v ∈ D(A∗). Since D(A∗) is a core for (I + A∗)(1+γ)/2, one deduces that M2χu ∈
D(A(1+γ)/2) and
‖(I + A)(1+γ)/2M2χu‖2 ≤ c ‖(I + L)(1+γ)/2u‖2
as required. ✷
Now we are able to prove a uniform version of Theorem 1.3(c).
Theorem 4.6 Let θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1) and χ ∈ W 1,∞(Rd). Then there exists
a c > 0 such that M3χu ∈ W 1,2(Rd) and
‖∂kM3χu‖2 ≤ c ‖(I + A)1/2u‖2
for all C ∈ Sν(suppχ, θ, µ,M), u ∈ D(A1/2) and k ∈ {1, . . . , d}.
Proof First suppose that C ∈ Eν(Ω, θ, µ,M). Let c5 > 0 be as in Lemma 4.5. Then
by interpolation, Proposition G together with Theorem G in [ADM], one establishes that
M2χD((I + L)
1/2) ⊂ D((I + A)1/2) and
‖(I + A)1/2M2χ u‖2 ≤ c′5 ‖(I + L)1/2u‖2
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for all u ∈ W 1,2(Rd) = D(L1/2), where c′5 = c
1
1+γ
5 ‖χ‖
γ
1+γ∞ . Hence if c1 > 0 is as in Lemma 4.1
then
‖(I + A)1/2M3χ u‖2 ≤ c′5‖(I + L)1/2Mχ u‖2 ≤ c1 c′5 ‖(I +H)1/2u‖2.
So
‖(I + A)1/2M3χ (I +H)−1/2‖2→2 ≤ c1 c′5
and then by duality
‖(I +H)−1/2M3χ (I + A∗)1/2‖2→2 ≤ c1 c′5. (22)
Since Eν(Ω, θ, µ,M) is invariant under taking adjoints, one may replace A∗ by A in (22).
Then Lemma 4.3 gives
‖(I +H)1/2M3χu‖2 ≤ 2‖(I +H)−1/2M3χ (I + A)u‖2 + c6 ‖u‖2
≤ 2c1 c′5 ‖(I + A)1/2u‖2 + c6 ‖u‖2
≤ (2c1 c′5 + c6) ‖(I + A)1/2u‖2
for all u ∈ D(A), where c6 = 4M ‖∇(χ3)‖∞. Therefore
‖∂kM3χu‖2 ≤ µ−1/2 ‖(I +H)1/2M3χu‖2 ≤ µ−1/2 (2c1 c′5 + c6) ‖(I + A)1/2u‖2.
This extends to all u ∈ D(A1/2) by density. It follows that
|(M3χ (I + A)−1/2u, ∂kv)| ≤ µ−1/2 (2c1 c′5 + c6) ‖u‖2 ‖v‖2 (23)
for all u ∈ L2(Rd), v ∈ W 1,2(Rd), k ∈ {1, . . . , d} and C ∈ Eν(suppχ, θ, µ,M). By approx-
imating C by C + 1
n
I it follows as before that (23) extends to all C ∈ Sν(suppχ, θ, µ,M)
and the theorem follows. ✷
The theorem has many corollaries.
Corollary 4.7 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1), p ∈ (1,∞) and
χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exists a c > 0 such that
‖∇Mχ (I + A)−1/2Mχ‖p→p ≤ c
for all C ∈ Sν(Ω, θ, µ,M).
Proof For all t > 0 let Kt be the continuous kernel of the operator Mχ StMχ. Fix
m ∈ {1, . . . , d}. By Theorem 2.3 there are a > 0 and b ∈ (0, 1) such that
|(∂x,mKt)(x, y)| ≤ a t−d/2 t−1/2 et/2 e−b
|x−y|2
t
and
|(∂x,mKt)(x+ h, y + k)− (∂x,mKt)(x, y)| ≤ a t−d/2 t−|α|/2
( |h|+ |k|√
t
)ν
et e−b
|x−y|2
t
for all t > 0 and x, y, h, k ∈ Rd with |h| + |k| ≤ 1
2
|x − y|. For all x, y ∈ Rd with x 6= y
define
L(x, y) =
1√
π
∫ ∞
0
t−1/2 e−t (∂x,mKt)(x, y) dt.
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Then
(∂mMχ (I + A)
−1/2Mχu)(x) =
∫
Rd
L(x, y) u(y) dy
for all u ∈ L2(Rd) and x ∈ Rd \ supp u. Moreover, for all x, y, h ∈ Rd with |h| ≤ 12 |x− y|
one has
|L(x+ h, y)− L(x, y)| ≤ a√
π
∫ ∞
0
t−d/2 t−1
( |h|√
t
)ν
e−b
|x−y|2
t dt = c
( |h|
|x− y|
)ν
1
|x− y|d ,
where c = a√
pi
∫∞
0
t−1−
d+ν
2 e−
b
t dt. Similarly,
|L(x, y + k)− L(x, y)| ≤ c
( |h|
|x− y|
)ν
1
|x− y|d
for all x, y, k ∈ Rd with |k| ≤ 1
2
|x− y|. In addition,
|L(x, y)| ≤ a√
π
1
|x− y|d
∫ ∞
0
t−1−
d+ν
2 e−
b
t dt
for all x, y ∈ Rd with x 6= y. Therefore ∂mMχ (I + A)−1/2Mχ is a Caldero´n–Zygmund
operator. Since it is bounded on L2(R
d) by Theorem 4.6, it is also bounded in Lp(R
d) for
all p ∈ (1,∞) by Theorem L in [ADM], or [Ste]. ✷
Corollary 4.8 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, ν ∈ (0, 1), p ∈ (1,∞), k, l ∈
{1, . . . , d} and χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exists a c > 0
such that
‖∂kMχ (I + A)−1Mχ ∂l‖p→p ≤ c
for all C ∈ Sν(Ω, θ, µ,M).
Proof Note that in L2 the operator ∂kMχ (I + A)
−1/2 is bounded by Theorem 4.6. So
by duality the theorem follows for p = 2. Then the rest of the proof is similar to the proof
of Corollary 4.7. ✷
Corollary 4.9 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, p ∈ (1,∞), m ∈ {1, . . . , d} and
χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exists a c > 0 such that
‖∂mMχ (I + A)−1/2‖p→p ≤ c
for all C ∈ S1(Ω, θ, µ,M, real).
Proof It suffices to prove the corollary with Mχ replaced by M
2
χ. We use again a
commutator. It follows from Lemma 3.8 that on L2(R
d) one has
∂mM
2
χ (I + A)
−1/2 − ∂mMχ (I + A)−1/2Mχ
=
1√
π
∫ ∞
0
t−1/2 e−t ∂mMχ [Mχ, St] dt
= − 1√
π
d∑
k,l=1
∫ ∞
0
∫ t
0
t−1/2 e−t ∂mMχ SsM∂kχ ∂lMc˜kl Mχ˜ St−s ds dt+R,
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where R is the contribution of the last term in (17) and χ˜ ∈ C∞b (Rd) is such that
d(supp χ˜,Ωc) > 0 and χ˜(x) = 1 for all x ∈ suppχ. Using the Gaussian bounds of Theo-
rem 3.9 it follows that there exists a c > 0 such that
‖∂mMχ StM∂kχ‖p→p ≤ c t−1/2 et/2 and
‖∂lMc˜kl Mχ˜ St‖p→p ≤ c t−1/2 et/2
for all k, l ∈ {1, . . . , d} and t > 0. Then∥∥∥ ∫ ∞
0
∫ t
0
t−1/2 e−t ∂mMχ SsM∂kχ ∂lMc˜kl Mχ˜ St−s ds dt
∥∥∥
p→p
≤ c2
∫ ∞
0
∫ t
0
t−1/2 e−t/2 s−1/2 (t− s)−1/2 ds dt
= c2 π
√
2π.
The contribution of R can be estimated similarly and the current corollary follows from
Corollary 4.7. ✷
We end with two propositions on second-order Riesz transforms.
Proposition 4.10 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, p ∈ (1,∞), m,n ∈
{1, . . . , d} and χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exists a
c > 0 such that Mχ (I + A)
−1Lp(Rd) ⊂W 2,p(Rd) and
‖∂m ∂nMχ (I + A)−1‖p→p ≤ c
for all C ∈ S1(Ω, θ, µ,M, real).
Proof First let C ∈ EH1(Ω, θ, µ,M, real). Let F = suppχ and define χ1, χ2 as in (4)
and (5). Let M ′ = 2‖χ2‖W 1,∞(Rd)M + ‖χ‖W 1,∞(Rd) + 1 and C ′ = χ2C + χ1 I. Then
C ′ ∈ EH1(Rd, θ, µ ∧ 1,M ′). By [ER2] Proposition 5.1 there exists a suitable c > 0 such
that (I + A′)−1Lp(Rd) ⊂W 2,p(Rd) and
‖∂m ∂nu‖p→p ≤ c ‖(I + A′)u‖p
for all u ∈ W 2,p(Rd), where A′ = AC′ . Then
‖∂m ∂nMχu‖p→p ≤ c ‖(I + A′)Mχu‖p = c ‖(I + A)Mχu‖p.
But
(I + A)Mχu = Mχ(I + A)u−
d∑
k,l=1
(
(∂lχ) ckl ∂ku+ ∂l ckl (∂kχ)u
)
.
Hence it follows from Corollary 3.10 that there exists a suitable c′ > 0 such that
‖∂m ∂nMχu‖p→p ≤ c′ ‖(I + A)u‖p
for all u ∈ W 2,p(Rd) = D(A). Then the proposition follows by approximation. ✷
On L2 the same argument works for operators with complex coefficients.
Proposition 4.11 Let Ω $ Rd be open, θ ∈ [0, pi
2
), µ,M > 0, p ∈ (1,∞), m,n ∈
{1, . . . , d} and χ ∈ C∞b (Rd) with χ 6= 0 and d(suppχ,Ωc) > 0. Then there exists a
c > 0 such that Mχ (I + A)
−1L2(Rd) ⊂W 2,2(Rd) and
‖∂m ∂nMχ (I + A)−1‖2→2 ≤ c
for all C ∈ S1(Ω, θ, µ,M).
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A Gaussian bounds
The main aim of this appendix is to transfer weighted semigroup bounds into Gaussian
kernel bounds, with optimal large time behaviour and optimal control of the constant in the
Gaussian, including the Ho¨lder bounds. Throughout this appendix we write Cν = C0,ν(Rd)
for all ν ∈ (0, 1).
Lemma A.1 Let N,N∗ ∈ N0 and ν, ν∗ ∈ (0, 1). Let S be a C0-semigroup on L2(Rd)
and T1, T2 ∈ L(L2(Rd)) such that T1 St(C∞c (Rd)) ⊂ WN+ν,∞(Rd) and T ∗2 S∗t (C∞c (Rd)) ⊂
WN
∗+ν∗,∞(Rd) for all t > 0. Assume that [T1, Uρ] = [T2, Uρ] = 0 for all ρ ∈ R and ψ ∈ D1.
Let a0, a1, ω1, ω > 0 and suppose that
‖Uρ St U−ρ‖2→2 ≤ a0 eωρ2t
for all t > 0, ρ ∈ R and ψ ∈ D1. Moreover, suppose that
|||∂α Uρ T1 St U−ρu|||Cν ≤ a1 t−d/4 t−|α|/2 t−ν/2 eω1(1+ρ2)t ‖u‖2,
|||∂β Uρ T ∗2 S∗t U−ρu|||Cν∗ ≤ a1 t−d/4 t−|β|/2 t−ν
∗/2 eω1(1+ρ
2)t ‖u‖2
for all t > 0, ρ ∈ R, ψ ∈ D|α|∨|β|∨1, u ∈ C∞c (Rd) and multi-indices α, β with |α| ≤ N and
|β| ≤ N∗. Let c > 0 be such that
sup{ψ(x)− ψ(y) : ψ ∈ DN∨N∗∨1} ≥ c |x− y| (24)
for all x, y ∈ Rd and set b = c2
4ω
.
Then for all t > 0 the operator T1 St T2 has a continuous kernel Kt which is N1-times
differentiable in the first variable and N2-times in the second one, in any order. Moreover,
there exists an a > 0, depending only on a0, a1, ω, ω1, N , N
∗, ν, ν∗, ‖T1‖ and ‖T2‖ such
that
|(∂αx ∂βyKt)(x, y)| ≤ a t−
d+|α|+|β|
2
(
1 + t+
|x− y|2
t
) d+|α|+|β|
2
e−b
|x−y|2
t (25)
for all x, y ∈ Rd, t > 0 and multi-indices α, β with |α| ≤ N and |β| ≤ N∗.
Finally, let γ, γ∗ ∈ (0, 1), κ > 0, τ ∈ [0, 1),
0 < b1 < b (1− τ)2 c
c+ 2τ
and α, β multi-indices with |α| ≤ N , |β| ≤ N∗, |α|+ γ ≤ N + ν and |β| + γ∗ ≤ N∗ + ν∗.
Then there exists an a > 0, depending only on a0, a1, b1, N , N
∗, ν, ν∗, γ, γ∗, κ, τ , ‖T1‖
and ‖T2‖ such that
|(∂αx ∂βyKt)(x+ h, y + k)− (∂αx ∂βyKt)(x, y)| (26)
≤ a t− d+|α|+|β|2 (1 + t) d+|α|+|β|+γ+γ
∗
2
(( |h|√
t + |x− y|
)γ
+
( |k|√
t+ |x− y|
)γ∗)
e−b1
|x−y|2
t
for all x, y, h, k ∈ Rd and t > 0 with |h|+ |k| ≤ κ√t+ τ |x− y|.
In the proof of Lemma A.1 we need some estimates which are of independent interest.
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Lemma A.2 Let ν ∈ (0, 1).
(a) If u ∈ Cν ∩ L2 then u ∈ L∞ and
‖u‖∞ ≤ dd+ν εν |||u|||Cν + |B(1)|−1/2 ε−d/2 ‖u‖2
for all ε ∈ (0, 1].
(b) If k ∈ {1, . . . , d} and u ∈ W 1+ν,∞(Rd) then
‖∂ku‖∞ ≤ 11+ν εν |||∂ku|||Cν + ε−(1−ν) |||u|||Cν
for all ε ∈ (0, 1].
(c) If u ∈ W 1,∞(Rd), then
|||u|||Cγ ≤ 2 ‖∇u‖γ∞ ‖u‖1−γ∞
for all γ ∈ (0, 1).
(d) If 0 < γ < ν, then
|||u|||Cγ ≤ 2 |||u|||
γ
ν
Cν ‖u‖
1− γ
ν∞
for all u ∈ Cν ∩ L∞.
Proof Let x ∈ Rd and h ∈ B(ε). Then |u(x)| ≤ |u(x) − u(x + h)| + |u(x + h)| ≤
|h|ν |||u|||Cν + |u(x+ h)|. Integration over h gives
εd |B(1)| |u(x)| ≤ |||u|||Cν
∫
B(ε)
|h|ν dh+
∫
B(ε)
|u(x+ h)| dh
≤ |||u|||Cν d |B(1)|
∫ ε
0
ρν ρd−1 dρ+ |B(ε)|1/2 ‖u‖2
= |||u|||Cν d
d+ ν
|B(1)| εd+ν + |B(1)|1/2 εd/2 ‖u‖2
from which Statement (a) follows.
For Statement (b) note that
u(x+ ε ek)− u(x) =
∫ ε
0
(∂ku)(x+ t ek) dt
= ε (∂ku)(x) +
∫ ε
0
(
(∂ku)(x+ t ek)− (∂ku)(x)
)
dt.
So
|(∂ku)(x)| ≤ 1
ε
∣∣∣u(x+ ε ek)− u(x)∣∣∣+ 1
ε
∫ ε
0
∣∣∣(∂ku)(x+ t ek)− (∂ku)(x)∣∣∣ dt
≤ ε−(1−ν)|||u|||Cν + 1
ε
∫ ε
0
tν |||∂ku|||Cν dt
= ε−(1−ν)|||u|||Cν + 1
1 + ν
εν |||∂ku|||Cν
31
for all x ∈ Rd.
The proof of Statements (c) and (d) is easy. ✷
Proof of Lemma A.1. We follow arguments as in [ER3], [ER4] and [Ouh2]. Set N0 =
N ∨N∗ ∨ 1.
Step 1 Since T1 and T2 commute with Uρ one has estimates
‖Uρ T1 St U−ρ‖2→2 ≤ a0 ‖T1‖ eωρ2t
and similarly for T2. It then follows from the first two statements of Lemma A.2 with
ε = t1/2 e−t that
‖∂α Uρ T1 St U−ρu‖∞ ≤ 12 a2 t−d/4 t−|α|/2 eω2(1+ρ
2)t ‖u‖2,
‖∂β Uρ T ∗2 S∗t U−ρu‖∞ ≤ 12 a2 t−d/4 t−|β|/2 eω2(1+ρ
2)t ‖u‖2
for all t > 0, ρ ∈ R, ψ ∈ DN0 , u ∈ C∞c (Rd) and multi-indices α, β with |α| ≤ N and
|β| ≤ N∗, where a2 = 4 a1 + 2|B(1)|−1/2 (‖T1‖ ∨ ‖T2‖)a0 and ω2 = (ω1 + 1− ν) ∨ (ω + d2).
Then using the last two statements of Lemma A.2 one deduces that
|||∂α Uρ T1 St U−ρu|||Cγ ≤ a2 t−d/4 t−|α|/2 t−γ/2 eω2(1+ρ2)t ‖u‖2,
|||∂β Uρ T ∗2 S∗t U−ρu|||Cγ ≤ a2 t−d/4 t−|β|/2 t−γ
∗/2 eω2(1+ρ
2)t ‖u‖2
for all t > 0, ρ ∈ R, ψ ∈ DN0 , u ∈ C∞c (Rd), multi-indices α, β and γ, γ∗ ∈ (0, 1) with
|α|+ γ ≤ N + ν and |β|+ γ∗ ≤ N∗ + ν∗.
Step 2 Let γ ∈ (0, 1) and α be a multi-index with |α| + γ ≤ N + ν. Note that
Uρ ∂k = ∂k Uρ + ρM∂kψ Uρ and |ρ| t(n+1)/2 ≤ n! e(1+ρ
2)t for all n ∈ N0. Hence it follows by
induction to |α′′| that
|||∂α′ Uρ ∂α′′ T1 St U−ρu|||Cγ ≤ (1 +N ! 2N)|α′′| a2 t−d/4 t−(|α′|+|α′′|)/2 t−γ/2 e(ω2+|α′′|)(1+ρ2)t ‖u‖2
for all t > 0, ρ ∈ R, ψ ∈ DN0 , u ∈ L2 and multi-indices α′, α′′ with |α′| + |α′′| ≤ |α|. In
particular,
|||Uρ ∂α T1 St U−ρu|||Cγ ≤ a2 c1 t−d/4 t−|α|/2 t−γ/2 e(ω2+N)(1+ρ2)t ‖u‖2,
where c1 = (1 +N ! 2
N)N . Similarly,
‖Uρ ∂α T1 St U−ρu‖∞ ≤ a2 c1 t−d/4 t−|α|/2 e(ω2+N)(1+ρ2)t ‖u‖2.
If h ∈ Rd with |h| ≥ 1 then
‖(I − L(h))Uρ ∂α T1 St U−ρu‖∞ ≤ 2a2 c1 t−d/4 t−|α|/2 e(ω2+N)(1+ρ2)t ‖u‖2
≤ 2a2 c1 t−d/4 t−|α|/2
( |h|√
t
)γ
e(ω2+N+1)(1+ρ
2)t ‖u‖2.
So
‖(I − L(h))Uρ ∂α T1 St U−ρu‖∞ ≤ a3 t−d/4 t−|α|/2
( |h|√
t
)γ
eω3(1+ρ
2)t ‖u‖2
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for all t > 0, h ∈ Rd, ρ ∈ R, ψ ∈ DN0 and u ∈ L2, where a3 = 2a2 c1 and ω3 = ω2 +N + 1.
Step 3 Let γ ∈ (0, 1) and α be a multi-index with |α|+γ ≤ N+ν. Let h ∈ Rd, ψ ∈ DN0 ,
ρ ∈ R and u ∈ L2. Set t0 = 1ω3(1+ρ2) . If t ∈ (0, t0] then
‖(I − L(h))Uρ ∂α T1 St U−ρu‖∞ ≤ a3 e t−d/4 t−|α|/2
( |h|√
t
)γ
‖u‖2
and if t ∈ (t0,∞) then
‖(I − L(h))Uρ ∂α T1 St U−ρu‖∞
= ‖(I − L(h))Uρ ∂α T1 St0 U−ρ Uρ St−t0 U−ρu‖∞
≤ a3 e t−d/40 t−|α|/20
( |h|√
t0
)γ
‖Uρ St−t0 U−ρu‖2
≤ a0 a3 e
(
ω3(1 + ρ
2)t
) d
4
+ |α|+γ
2
t−d/4 t−|α|/2
( |h|√
t
)γ
eωρ
2(t−t0)‖u‖2.
Hence
‖(I − L(h))Uρ ∂α T1 St U−ρu‖∞ ≤ a4
(
1 + ω3(1 + ρ
2)t
) d
4
+
|α|+γ
2
t−d/4 t−|α|/2
( |h|√
t
)γ
eωρ
2t‖u‖2
for all t > 0, where a4 = a3(1 ∨ a0)e. Similarly,
‖Uρ ∂α T1 St U−ρu‖∞ ≤ a4
(
1 + ω3(1 + ρ
2)t
) d
4
+
|α|
2
t−d/4 t−|α|/2 eωρ
2t‖u‖2
for all ψ ∈ DN0, ρ ∈ R, t > 0, |α| ≤ N and u ∈ L2. Also similar bounds are valid with T ∗2
and S∗t .
Step 4 Let h, k ∈ Rd, ψ ∈ DN0 , ρ ∈ R, t > 0, γ, γ∗ ∈ (0, 1) and α, β be multi-indices
with |α|+ γ ≤ N + ν and |β|+ γ∗ ≤ N∗ + ν∗. Then
‖L(h)Uρ ∂α T1 St T2 ∂β U−ρ L(−k)− Uρ ∂α T1 St T2 ∂β U−ρ‖1→∞
≤ ‖(I − L(h))Uρ ∂α T1 St/2 U−ρ‖2→∞ ‖(I − L(k))Uρ ∂β T ∗2 S∗t/2 U−ρ‖2→∞
+ ‖(I − L(h))Uρ ∂α T1 St/2 U−ρ‖2→∞ ‖Uρ ∂β T ∗2 S∗t/2 U−ρ‖2→∞
+ ‖Uρ ∂α T1 St/2 U−ρ‖2→∞ ‖(I − L(k))Uρ ∂β T ∗2 S∗t/2 U−ρ‖2→∞
≤ a5
(
1 + ω3(1 + ρ
2)t
)d+|α|+|β|+γ+γ∗
2
t−
d+|α|+|β|
2 eωρ
2t · (27)
·
(( |h|√
t
)γ( |k|√
t
)γ∗
+
( |h|√
t
)γ
+
( |k|√
t
)γ∗)
,
where a5 = 2
(d+|α|+|β|+2)/2 a24. Similarly,
‖Uρ ∂α T1 St T2 ∂β U−ρ‖1→∞ ≤ a5
(
1 + ω3(1 + ρ
2)t
)d+|α|+|β|
2
t−
d+|α|+|β|
2 eωρ
2t. (28)
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Step 5 Let t > 0 and α, β be multi-indices with |α| ≤ N and |β| ≤ N∗. Choosing ρ = 0
it follows from (28) and the Dunford–Pettis theorem that the operator ∂α T1 St T2 ∂
β has
a kernel K
(α,β)
t ∈ L∞(Rd ×Rd). If L˜ denotes the w∗-continuous left regular representation
of Rd ×Rd in L∞(Rd ×Rd), then it follows from (27) that
‖(I − L˜(h, k))K(α,β)t ‖∞
≤ a5 t−
d+|α|+|β|
2
(
1 + ω3 t
) d+|α|+|β|+ν+ν∗
2
(( |h|√
t
)ν( |k|√
t
)ν∗
+
( |h|√
t
)ν
+
( |k|√
t
)ν∗)
for all (h, k) ∈ Rd×Rd. So lim(h,k)→(0,0) ‖(I− L˜(h, k))K(α,β)t ‖∞ = 0 and K(α,β)t is uniformly
continuous on Rd ×Rd.
Define Kt = K
(α,β)
t if |α| = |β| = 0. Thus Kt is the kernel of T1 St T2.
Let |α| ≤ N , |β| ≤ N∗ and t > 0. Then for all u, v ∈ C∞c (Rd) one has
(−1)|α|+|β|
∫
Rd
∫
Rd
Kt(x, y) (∂
αu)(x) (∂βv)(y) dx dy
= (−1)|α|+|β|(T1 St T2 ∂βv, ∂α u) = (−1)|β|(∂α T1 St T2 ∂βv, u)
= (−1)|β|
∫
Rd
u(x) (∂α T1 St T2 ∂
βv)(x) dx
= (−1)|β|
∫
Rd
∫
Rd
K
(α,β)
t (x, y) u(x) v(y) dx dy.
So by density
(−1)|α|+|β|
∫
Rd×Rd
Kt(x, y) (∂
α
x ∂
β
y w)(x, y) d(x, y) = (−1)|β|
∫
Rd×Rd
K
(α,β)
t (x, y)w(x, y) d(x, y)
for all w ∈ C∞c (Rd×Rd) and the (−1)|β|K(α,β)t are the successive distributional derivatives
of Kt. Since the K
(α,β)
t are continuous one deduces from the lemma of Du Bois–Reymond
that Kt is N times differentiable in the first variable, the derivatives are N
∗-times differ-
entiable in the second variable and all derivatives are continuous.
Step 6 Let |α| ≤ N , |β| ≤ N∗, t > 0 and x, y ∈ Rd. Then it follows from (28) that
|K(α,β)t (x, y)| ≤ a5
(
1 + ω3(1 + ρ
2)t
)d+|α|+|β|
2
t−
d+|α|+|β|
2 eωρ
2t e−ρ(ψ(x)−ψ(y))
for all ρ ≥ 0 and ψ ∈ DN0 . Minimizing over ψ and using (24) gives
|K(α,β)t (x, y)| ≤ a5
(
1 + ω3(1 + ρ
2)t
)d+|α|+|β|
2
t−
d+|α|+|β|
2 eωρ
2t e−ρc|x−y|
and with the choice ρ = c |x−y|
2ωt
one deduces that
|K(α,β)t (x, y)| ≤ a5
(
1 + ω3(t+
c2 |x− y|2
4ω2 t
)
) d+|α|+|β|
2
t−
d+|α|+|β|
2 e−b
|x−y|2
t . (29)
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This proves the bounds (25).
Step 7 Let α, β be multi-indices, γ, γ∗ ∈ (0, 1) and suppose that |α|+ |γ| ≤ N + ν and
|β|+ γ∗ ≤ N∗ + ν∗. Let κ > 0 and τ ∈ [0, 1). There exists a τ1 ∈ (τ, 1) such that
b1 = b (1− τ1)2 c
c+ 2τ
.
Set λ = b
b1
≥ 1. Further, let ε, η ∈ (0, 1). Let x, y, h, k ∈ Rd, t > 0 and suppose that
|h|+ |k| ≤ κ√t + τ |x− y|. Let ρ ∈ R and ψ ∈ DN0 .
If RHS = a5 . . . denotes the right hand side of (27), then it follows from (27) that∣∣∣e−ρψ(x)K(α,β)t (x, y) eρψ(y) − e−ρψ(x−h)K(α,β)t (x− h, y − k) eρψ(y−k)∣∣∣ ≤ RHS.
So∣∣∣K(α,β)t (x, y)− eρ(ψ(x)−ψ(x−h))K(α,β)t (x− h, y − k) e−ρ(ψ(y)−ψ(y−k))∣∣∣ ≤ RHS · eρ(ψ(x)−ψ(y))
and∣∣∣K(α,β)t (x, y)−K(α,β)t (x− h, y − k)∣∣∣
≤ RHS · eρ(ψ(x)−ψ(y)) +
∣∣∣1− eρ(ψ(x)−ψ(x−h)) e−ρ(ψ(y)−ψ(y−k))∣∣∣ |K(α,β)t (x− h, y − k)|
≤ RHS · eρ(ψ(x)−ψ(y)) + |ρ| (|h|+ |k|) e|ρ|(|h|+|k|) |K(α,β)t (x− h, y − k)|.
Suppose ρ ≥ 0. Optimizing over ψ gives∣∣∣K(α,β)t (x, y)−K(α,β)t (x− h, y − k)∣∣∣
≤ RHS · e−cρ|x−y| + ρ (|h|+ |k|) eρ(|h|+|k|) |K(α,β)t (x− h, y − k)|
≤ a5
(
1 + ω3(1 + ρ
2)t
)E
t−E˜ eωρ
2t e−cρ|x−y|
(( |h|√
t
)γ( |k|√
t
)γ∗
+
( |h|√
t
)γ
+
( |k|√
t
)γ∗)
+ ρ (|h|+ |k|) eρ(|h|+|k|) |K(α,β)t (x− h, y − k)|, (30)
where for briefety we set E = d+|α|+|β|+γ+γ
∗
2
and E˜ = d+|α|+|β|
2
. Choose ρ = c|x−y|
2λωt
. Before
we estimate both terms in (30) we need one more estimate to replace the denominator
√
t
by
√
t + |x− y|.
Since |x−y|√
t
≤ 1√
ε
eε
|x−y|2
t it follows that
t−1/2(
√
t+ |x− y|) = 1 + |x− y|√
t
≤ 2√
ε
eε
|x−y|2
t
and
t−1/2 ≤ 2√
ε
1√
t + |x− y| e
ε
|x−y|2
t .
Therefore( |h|√
t
)γ
+
( |k|√
t
)γ∗
≤ 2√
ε
(( |h|√
t + |x− y|
)γ
+
( |k|√
t+ |x− y|
)γ∗)
eε
|x−y|2
t
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and ( |h|√
t
)γ( |k|√
t
)γ∗
≤ 4
ε
( |h|√
t + |x− y|
)γ( |k|√
t+ |x− y|
)γ∗
e2ε
|x−y|2
t
≤ 4
ε
(κ+ τ)γ
∗
( |h|√
t+ |x− y|
)γ
e2ε
|x−y|2
t .
We estimate both terms in (30) separately.
For the first term note that
ω ρ2 t− c ρ |x− y| = −c
2 |x− y|2
4ω t
2λ− 1
λ2
≤ − b
λ
|x− y|2
t
= −b1 |x− y|
2
t
.
Therefore the first term in (30) can be estimated by
6
ε
a5 (1 + κ)
(
1 + ω3 t+
ω3 c
2 |x− y|2
4λ2 ω2 t
)E
t−E˜
(( |h|√
t+ |x− y|
)γ
+
( |k|√
t+ |x− y|
)γ∗)
e−(b1−2ε)
|x−y|2
t.
For the second term we use (29) to estimate
|K(α,β)t (x− h, y − k)| ≤ a5
(
1 + ω3(t+
c2 |x− y − h + k|2
4ω2 t
)
)E˜
t−E˜ e−b
|x−y−h+k|2
t .
Clearly
|x− y − h+ k|2 ≤ 2|x− y|2 + 2(|h|+ |k|)2 ≤ 6|x− y|2 + 4κ2 t.
For the exponential set η = τ1
1−τ1 > 0 and δ =
τ21
τ2
− 1 > 0. Then
−b |x− y − h+ k|
2
t
≤ −b |x− y|
2
(1 + η)t
+ b
|h− k|2
η t
≤ −b |x− y|
2
(1 + η)t
+
b
η t
(
(1 + δ) τ 2 |x− y|2 + (1 + δ−1) κ2 t
)
= −b (1 − τ1)2 |x− y|
2
t
+ b κ2
τ1 − τ 21
τ 21 − τ 2
.
So
|K(α,β)t (x− h, y − k)|
≤ a5
(
1 +
ω3 c
2 κ2
ω2
+ ω3 t +
3ω3 c
2 |x− y|2
2ω2t
)E˜
t−E˜ e−b(1−τ1)
2 |x−y|
2
t exp(b κ2
τ1 − τ 21
τ 21 − τ 2
).
Next we estimate the factor ρ (|h|+ |k|) eρ(|h|+|k|). One has
ρ(|h|+ |k|) ≤ c |x− y|
2λω t
(κ
√
t+ τ |x− y|) ≤ c (τ + η κ)
2λω
|x− y|2
t
+
c κ
2η λ ω
.
and alternatively
ρ(|h|+ |k|) ≤ c |x− y|
2λω
√
t
|h|+ |k|√
t
≤ c |x− y|√
ε λ ω
√
t
|h|+ |k|√
t+ |x− y| e
ε |x−y|
2
t
≤ c (1 + κ)
2
ε λ ω
e2ε
|x−y|2
t
(( |h|√
t + |x− y|
)γ
+
( |k|√
t+ |x− y|
)γ∗)
.
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So
ρ (|h|+ |k|) eρ(|h|+|k|) ≤ c (1 + κ)
2
ε λ ω
exp
( c κ
2η λ ω
)
exp
(
(
c (τ + η κ)
2λω
+ 2ε)
|x− y|2
t
)
·
·
(( |h|√
t+ |x− y|
)γ
+
( |k|√
t+ |x− y|
)γ∗)
.
Using the identity b (1 − τ1)2 − cτ2λω = b1 one deduces that the second term in (30) can be
estimated by
a5 c (1 + κ)
2
ε λ ω
exp
( c κ
2η λ ω
)
exp(b κ2
τ1 − τ 21
τ 21 − τ 2
)
(
1 +
ω3 c
2 κ2
ω2
+ ω3 t +
3ω3 c
2 |x− y|2
2ω2t
)E˜
·
·t−E˜
(( |h|√
t+ |x− y|
)γ
+
( |k|√
t+ |x− y|
)γ∗)
e−(b1−2ε−
cκη
2λω
) |x−y|
2
t
Then (26) follows. ✷
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