Due to their easy-to-deploy and self-healing features, WMNs 
To illustrate the functionality of every mesh node type, Figure 1 depicts a scenario where an end user, e.g., a Wi-Fi enabled station, is browsing the Internet. The end-user, at station sta1, is connected to a legacy 802.11 network through a mesh access point (MAP).
The MAP is forwarding/routing user data towards/from the WMN and has mesh point (MP2) as a next hop. Mesh point (MP2) has mesh point (MP4) as its next hop and MP7 afterwards. This later forwards data towards the Mesh Portal Point (MPP1) which serves as a gateway towards the Internet where the web server is. The role of the routing protocol is to determine the best sequence of next hops for a data frame to get to its nal destination. In 802.11s, routing is performed using MAC addresses and uses Airtime [10] as a routing metric.
Routing at MAC Layer
Multi-hop routing is a key element in 802.11s. 802.11s performs routing using MAC addresses and uses either four or six MAC addresses depending on the nature of the traf c. When both the source and destination are mesh points in the WMN, only four addresses are used. When at least the source or the destination is outside the WMN, i.e., a non-mesh point, e.g., a 802.11s legacy station, six addresses are used. 802.11s frame header bear an AE (Address Extension) mode bit that discriminates between the two modes. In the case where WMNs are used for last-mile Internet access, the AE bit is set to 1 as both the destination and the source are non-mesh points.
Adding two extra MAC addresses, to the ordinary four 802.11 addresses, is meant to track the MAC addresses of the non-mesh source and non-mesh destination as they would be lost once the frame enters/quits the mesh network. The six MAC addresses are:
1. Destination MAC Address: It corresponds to the next hop MAC address.
2. Source MAC Address: MAC address of the source. 6. Originator Address: The MAC address of the non-mesh station that originated the frame.
IEEE 80.2.11s set HWMP [11] as a mandatory routing protocol for all 802.11s compliant devices. Furthermore, Airtime [10] was set as a mandatory routing metric too. This is in order to ensure compatibility between different 802.11s devices manufacturers. HWMP and Airtime are detailed in next sections.
MAC ROUTING IN 802.11S
HWMP is a hybrid protocol as it is reactive and a proactive. The two behaviors can be used separately or at the same time depending on the application.
Reactive Routing in HWMP
RM-AODV (Radio-Metric Ad hoc On Demand Distance Vector) [14] is the reactive protocol in HWMP. RM-AODV is an adaptation of the AODV [19] protocol that uses Airtime [10] as link quality metric. Reactive routing protocols initiate route discovery requests only when needed, e.g., route failure.
In RM-AODV, when a node needs a path to a certain destina- To conclude, there is a trade-off deal between the adoption of proactive PREQ or proactive RANN. The rst one exhibits less overhead while the other one has more overhead but allows more adaptation to network dynamism: The kind of the application is to decide.
3.3 802.11s Radio-Aware Airtime Metric 802.11s set Airtime as a default routing metric for all 802.11s compliant devices. Airtime metric is a radio-aware metric which is meant to measure the amount of consumed channel resources when transmitting a frame over a particular wireless link [10] . Airtime is computed as follows:
where Oca, Op and Bt are constants quantifying respectively the Channel Access Overhead, the Protocol Overhead and the number of Bits in a probe frame. r is the transmission rate (in Mbps) for a frame of size Bt and frame error rate e f r . IEEE 802.11s did not set a speci c way to measure e f r , it is left as an implementation issue [8] .
Unlike ETX (Expected Transmission Count) [12] which accounts solely for frame error rate, Airtime accounts for both frame error rate and link bandwidth as well, which is the case with ETT (Expected Transmission Time) [22] as well. However, Airtime does further account for channel and protocol overhead. The next sections highlight ETX and ETT main traits.
ETX (Expected Transmission Count)
De Couto et. al proposed ETX [12] . ETX accounts solely for frame loss rate and does so by measuring the expected number of transmissions needed to successfully transmit a frame. To compute ETX, every node periodically broadcasts a constant number of probe frames N over a certain constant time period T. The receiver counts the number of received frames and computes the forward delivery ratio as follows:
where R f is the number of received frames in the forward direction.
When the receiver broadcasts its N probe frames over the same period T, it does piggyback in its probe frames the computed d f values for all its neighbors. Upon receiving a probe frame, every node counts the received probe frames in order to compute the reverse delivery ratio d r -in a similar way to computing d f , equation
(2) -and does at the same time extract the corresponding embedded d f value that was computed at the sender. This way every node has both the forward and reverse delivery ratios. These later are used to compute ETX as follows:
However, ETX suffers from the major shortcoming of not accounting for link bandwidth. To cope with this problem ETT has been proposed.
ETT (Expected Transmission Time)
R. Draves et al. proposed ETT [22] . ETT is meant to cope with the major shortcoming of ETX in not accounting for link bandwidth. In [22] authors are aliasing ETT as Bandwidth-adjusted ETX. ETT accounts for both frame loss rate and bandwidth as well. ETT measures the needed time for a frame to be successfully transmitted. ETT is computed as follows:
where t is the average time for a single frame to be transmitted regardless of the transmission being it successful or not. Figure 3 . Besides, by using Datalink Raw Sockets, the user-space generated 802.11s frames bypasses the TCP-IP stack. This way, the TCP-IP stack becomes transparent to our user-space implementation, hence ideally approximating a ker-
The system is made of three modules, see 
Data Forwarding Module
The Data Forwarding module implementation depends on the type of the mesh node.
Data Forwarding in MPPs
MPPs have two network interfaces: an 802.3 interface and an 802.11
ad-hoc interface, a fact which results in processing two different types of frames.
• Upon reception of an 802. frame is then forwarded using the MPP 802.11 interface.
• Upon reception of an 802.11s frame in its ad-hoc interface, the MPP reads the 802.11s header frame, gets the originator MAC address and its IP address and creates an entry for it in the MPP association The timestamps correspond to the time at which the MPP routing entry was last updated. This way we select the MPP that has the better route as well as a fresher route by comparing its timestamp to the current time. We set a time threshold which is twice the MPP broadcast periods. We choose a twice period to account for the case when a PREQ broadcast has been accidentally lost. The best MPP is marked in the proxying table.
Once the proxying table is updated, a RREP message is formed and sent back to the selected MPP. The RREP message acknowledges the receipt of the MPP PREQ message and it plays also the role of an association message telling the MPP to associate the MAP with it. The RREP message bears mainly the MAC address of the MAP as well as the corresponding routing metric.
Airtime Measurement Module
As presented in Section 3.3, Airtime is computed as follows: The frame error rate e f r and the bit rate r. The other constants are given in Table 1 .
To compute the frame error rate, we used the techniques highlighted in ETX [12] in order to compute the reverse and the forward delivery ratios. The ETX module implementation is highlighted in next section.
Once the forward and reverse delivery ratios d f and d r are available, the frame error rate is approximated as follows:
To compute the bit rates we used the "/Proc" system les: The rate adaptation algorithm is SampleRate [3] .
ETX Module
To compute ETX, we need both the forward and the reverse delivery ratios. Our implementation of the ETX module consists on two sub-modules: The ETX-Broadcast module and the ETXCollect module.
• The ETX-Broadcast module periodically broadcasts probe frames embedding the number of probe frames received in the reverse path from neighboring MPs during a certain time period T . The ETX-Broadcast gets these values from the ETX-Collect module.
• The ETX-Collect module is the module that computes the ETX values towards every neighbor. To get the reverse delivery ratios, the module counts the probe frames broadcasted by every neighboring MP during a certain period of time T . Once computed, the delivery ratios are sent to the ETXBroadcast module which embeds them in the broadcasted probe frames. While reading the received probe frames, every ETX-module extracts his corresponding forward delivery ratios that were embedded by the ETX-Broadcast modules of the neighboring MPs.
IMPLEMENTATION PROBLEMS
During implementation, we faced three basic problems: 1. clients association, 2. internetworking and 3. addressing multiple gateways. The next sections highlight these problems and suggest solutions.
The Clients Association Problem
The clients association problem arises when an 802.11s frame leaves the WMN, i.e., passes through the MPP gateway. In such a scenario, the MAC address of the source 802.11 legacy station as well as the MAC address of the MAP who originated the frame are lost forever since the IEEE 802.11s frame headers would be stripped off at the level of the gateway. The problem is that when the MPP will receive back a frame as a response to the already sent frame, the MPP cannot remember which MAP sent the frame. As a consequence, the MPP cannot forward the frame to the right destination as it does not know the MAC address of the corresponding MAP.
To solve this problem, we propose two alternatives: To cope with this problem, we timestamp every routing entry with the time when the entry was created. This way, we select the MPP that has the best route as well as a still-valid route. To determine the validityof a route we heuristically set a threshold which depends on the MPP broadcast period. The experimental value of the threshold was presented in Section 4.3.3.
TESTBED DEPLOYMENT INSTRUCTIONS
All the les referred to in this section are available online [7] and use the same names.
Deploying the Net lter Modules
Two Net lter kernel modules must placed at the PRE-ROUTING and LOCAL-OUT hooks of Net lter as explained in Section 4.1.
To hook the two modules, do "make" and "insmod" the following two kernel les: "preModule.c" and "localOutModule.c".
Deploying Mesh Access Points (MAPs)
• Deploying the Data Forwarding module: Compile and run the "MAP_ Data_Forwarding.c" le.
• • Deploying the Link Quality Measurement module: The deployment of this module is the same for all of the three types of mesh node, i.e., MAPs, MPPs and MPs. Hence, it will be separately covered in section 6.5
Deploying Mesh Portal Points (MPPs)
• Deploying the Data Forwarding module: Compile and run the "MPP_ Data_Forwarding.c" le.
• Deploying the Routing module: Compile and run the following two les: "MPP_PREQ_Broadcast.c" and "MPP_RREP _Processing.c".
• Deploying the Link Quality Measurement module: See Section 6.5
Deploying Mesh Points (MPs)
• Deploying the Data Forwarding module: Compile and run the "MP_ Data_Forwarding.c" le.
• Deploying the Routing module: As with MAPs, you need to compile one of the following two les depending on whether the WMN is using ETX or Airtime as a routing metric: "MP_ PREQ_Processing_ETX.c" or "MP_PREQ_Processing_Airtime.c".
Link Quality Measurement
This module is the same for all WMN nodes and it must be deployed in all WMN nodes. The deployment of this module depends on whether the WMN is using ETX or Airtime as a routing metric:
• Deploying ETX: Compile and run the following two les:
"ETX_ Broadcast.c" and "ETX_Collect.c". • Deploying Airtime: Compile and run the "Airtime.c" le.
However, you need to compile and run also the "ETX_Broadcast. 
Topologies
We used two different topologies for running experiments:
1. In the rst topology, see Figure 4 , we deployed a wireless mesh network composed of 11 mesh nodes. This later is located in the same building and is connected to the Internet. Both topologies were deployed at the second oor of the Shelby center at Auburn university.
Besides the WMN nodes, we deployed an 802.11 legacy station (which serves as a client and is connected to the WMN through a MAP) and a 802.3 station (which serves as a server). Using Iperf
[2], we created UDP and TCP connections between the client and the server. In topology 1, the server resides on the Internet while in topology 2 the server lies on a WMN.
Settings
In both topologies, the mesh nodes network interface cards (NICs)
are operating in the 802.11g channel 1 while the 802. periodically sent every 1 second [12] .
During experiments, the TCP and UDP sessions were repeatedly run over periods of 20 seconds and averaged to plot the network throughput in function of client bandwidth.
Results
First, during experimentation, we noticed a "ping-pong" effect in the behavior of the Airtime metric. This behavior is basically due to Airtime implicitly accounting for the load by means of accounting for the bit rate: The bit rate is dynamic as Madwi uses the default SampleRate rate adaptation algorithm [3] which adapts the transmission bit rate according to the observed link quality. Thus, when Airtime advises a less-loaded path, this later will soon become loaded, a fact that incites Airtime to favor another less-loaded path which will become soon loaded too, thus resulting in a "pingpong" effect. Hence, we strongly advise for a more stable routing metric.
Besides, we do clearly notice that, in both topologies, Airtime and ETX have a quite similar performance for both TCP and UDP, The actual performance is quite poor when comparing the network throughput to client bandwidth, i.e., very low network efciency. We explain this poor performance by the following two main reasons:
• The testbed is using only a single channel: Performance degradation is a very known fact in single-channel single-radio multi-hop wireless networks [15] , e.g., WMNs. This is mainly due to the fact that neighboring nodes, which are in the carrier sense range of each other, cannot transmit simultane- Still, we need to remind that evaluating the performance of IEEE 802.11s is out of the scope of this work.
CONCLUSION AND FUTURE WORK
We presented a real-world IEEE 802.11s WMN testbed implementation which is an open-source and an easy-to-deploy one. We highlighted most important implementation problems and suggested suitable solutions. The implementation is an easy-to-deploy one as it does not involve any 802.11 MAC driver alteration, thus it can be deployed using using off-the-shelf 802.11 wireless cards. The We have a strong belief that the presented implementation will be of great input to the WMN research community, especially in academia, as it easily provides a way for deploying a testbed and hence being able to perform more concise and real-world experimental research.
The experiments we lead with HWMP, and with Airtime as a routing metric, showed a clear "ping-pong" behavior. On the other hand, ETX and Airtime exhibited quite similar performances.
As a future work, and after getting feedback from interested WMN research community about the testbed, we aim to continuously maintain the current web site about the testbed and work for further versions with further enhancements, thus paving the way towards a widely used open-source WMN testbed. We are, also, intending to add the support for the multi-channel multi-radio technology and implement a more stable routing metric: A more stable routing metric might involve "looking" for a more stable link quality metric, e.g., Interferences.
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