Abstract-Two variants of multi-robot search for a stationary object in a priori known environment represented by a graph are studied in the paper. The first one is generalization of the Traveling Deliveryman Problem where more than one deliveryman is allowed to be used in a solution. Similarly, the second variant is generalization of the Graph Search Problem. A novel heuristics suitable for both problems is proposed which is furthermore integrated into a cluster-first route second approach. A set of computational experiments was conducted over the benchmark instances derived from the TSPLIB library. The results obtained show that even a standalone heuristics significantly outperforms the standard solution based on kmeans clustering in quality of results as well as computational time. The integrated approach furthermore improves solutions found by a standalone heuristics by up to 15% at the expense of higher computational complexity.
I. INTRODUCTION
Assume a mobile robot autonomously operating in a priori known environment, in which a stationary object of interest is randomly placed. The objective is to find the object, whose position is not known in advance, in a minimal time. This problem is formulated as the Traveling Deliveryman Problem (TDP) provided that the environment is represented by a graph and probability of appearance of the object is the same for all vertices in the graph. Although TDP is similar to the Traveling Salesman Problem (TSP), objectives of these problems differ and thus an optimal solution for one problem is not necessarily optimal for the second problem [1] .
TDP, which is NP-hard [2] , has been studied from various perspectives during the last few years. Besides exact algorithms introduced by several authors [3] , [4] , Integer Linear Programming with Branch-and-Cut and Branch-Cutand-Price approaches were proposed [5] , [6] , [7] for timedependent TSP which generalizes TDP. The best exact algorithm [5] , nevertheless, is able to solve instances with up to 107 vertices to optimality in several hours.
More useful are heuristics and meta-heuristics which provide good quality solutions with much lower computational effort. These rely particularly on Greedy Randomized Adaptive Search Procedure (GRASP), introduced originally by Feo and Resende [8] , and Variable Neighborhood Search (VNS), proposed by Hansen and Mladenovic [9] . Salehipour et al. [10] employ a GRASP for TDP and compare the impact of VNS procedure as a local search phase with Variable Neighborhood Descent. Mladenovic et al. [11] propose a General VNS (GVNS), which improves Salehipour's results. Further improvements were achieved by Silva et al. [12] who propose a simple multi-start heuristic combined with an Iterated Local Search procedure. To the best of our knowledge, the approach by Silva is thus the one producing the best results, nevertheless, time needed to compute problems containing 100 vertices is more than ten seconds and instances with 200 vertices are computed in approximately one minute.
Approaches used by the robotics community are simpler. Sarmiento et al. [13] propose a modification of breadthfirst algorithm which iteratively constructs all possible routes of the defined length, fixes the most promising one and starts the next search from this route as a prefix. Finally, a modified depth-first search algorithm with pruning and limited branching was introduced in our previous work [1] .
The Graph Search Problem (GSP), introduced in Kutsoupias et al. [14] , is formulated under the same settings as TDP, with the only difference that each vertex has assigned probability of finding the object when visiting the vertex and probabilities of the vertices differ in general. Besides some theoretical results regarding approximation schemes presented in Ausiello et al. [15] , no further developments are present in the related literature. The only exception is our recent work [16] , in which a tailored GRASP meta-heuristic for the GSP is introduced which is able to find near-optimal solutions for TDP and GSP problems up to 107 vertices in about one second of computing time.
Little attention has been paid to multi-robot variants of TDP and GSP. On the other hand, some inspiration can be found in approaches to the Multiple Traveling Salesman Problem (mTSP) or other routing problems. Besides genetic algorithms, neural networks, or ant colony optimization, the cluster-first route-second approach plays an important role. The key idea of this approach is to split all vertices into M clusters based on their location in space (M is the number of salesmen) and solve the traditional Traveling Salesman Problem for each cluster separately. For example, Sathyan et al. [17] use k-means clustering for the first phase followed by application of a genetic algorithm or 2-opt heuristic. Boone et al. [18] employ an initial k-means clustering and modify it by taking points from the cluster with the largest tour distance and adding them to one of the smaller clusters. Convex hulls, fuzzy logic, and the TSP solution are used to determine which points to switch. Geetha et al. [19] improved k-means algorithm for the Capacitated Clustering Problem by incorporating a priority measure to the criterion on which are vertices assigned to clusters. We use kmeans clustering followed by solution of Traveling Salesman Problem for each cluster by Chained Lin-Kernighan as a base of a goal assignment strategy in multi-robot exploration [20] . The presented experimental results indicate that this method provides more efficient assignment than former approaches.
In this paper we build on experience from the works mentioned above and present a cluster-first route-second approach for the Multiple Traveling Deliveryman Problem (mTDP) and the multi-vehicle case of GSP (mGSP). The approach extends our GRASP-based meta-heuristic for the single-vehicle problems [16] by incorporating the clustering phase. The key contribution thus lies in design of a novel clustering method which respects special aspects of mTDP and mGSP. The proposed solution is evaluated computationally and compared with an algorithm based on k-means. The experimental results show that our solution has potential to be applied in practice as it provides better results than the k-means based approach in almost all problem instances.
The rest of the paper is organized as follows. The problem is defined in Section II, the proposed clustering is presented in Section III, while the key ideas of the tailored GRASPapproach for TDP and GSP are summarized in Section IV. Computational results including instances of both mTDP and mGSP are presented and discussed in V. Finally, Section VI is dedicated to concluding remarks and future directions.
II. PROBLEM FORMULATION
That is, formally, given
• a complete undirected graph G = (V, E), where V = {v 1 , v 2 , . . . , v N } stands for a finite set of vertices and E is a set of edges between these vertices: E = {e 1 , e 2 , . . . e n 2 }, e ij = (v i , v j ), v i , v j ∈ V , i = j, • t : E → R: a cost t ij associated with each edge e ij representing time needed to traverse the shortest path from i to j, • p : V → 0, 1 : a weight for each vertex representing probability of presence of the searched object at the vertex, • the number of the vehicles M , and • s i ∈ V, i ∈ 1, M : starting vertices of the vehicles (note that several vehicles can start from the same vertex in general). Define a walk ω = ω 1 , ω 2 , . . . ω k as a sequence of vertices of G, i.e. ω i ∈ V for i ∈ 1, k . The overall objective is then to find a tuple of M walks Ω = ω 1 , ω 2 , . . . , ω M that visits all vertices of V at least once (i.e. ∀v ∈ V ∃ω i j ∈ ω i : ω i j = v) and which minimizes the expected time to find the object:
where
is the time when the vertex w i j , the j-th vertex of the walk W i ∈ W is visited and Θ is a set of all possible sets of walks in G. Moreover, all the walks have to start in the given starting vertices, i.e. w i 1 = s i for i = 1 . . . M . The minimal expected time is then
In summary, the aim is to minimize the average time the vertices are visited weighted by probabilities assigned to the vertices.
The multi-vehicle Traveling Deliveryman Problem is a special variant of mGSP with the only difference that the probability of finding the object is the same for all the vertices in the graph. These probabilities can be omitted from the equations for this case.
III. PROPOSED CLUSTERING APPROACH
The proposed method for solving both mTDP and mGSP follows the cluster-first route-second schema. This means that all vertices of the graph are divided into M clusters assigned to the vehicles in the first phase. A TDP/GSP solver is then run for each cluster separately to optimize the order in which the vertices in the clusters are visited.
The clustering approach whose scheme is depicted in Algorithm 1 has a greedy nature. The algorithm starts with initialization of clusters: each cluster contains the starting vertex of the vehicle it is assigned to and current time needed to traverse each route is set to zero (lines 1-3). Moreover, the set of all not assigned graph vertices V REST is set (line 4).
The main part of the algorithm is a loop between lines 5 and 18 which is processed until V REST is empty. In each iteration of the loop, each not yet assigned vertex is examined to attach to each of the routes. Time in which the vertex is visited is computed first (line 9, followed by evaluation of a penalty function (line 10). This function was designed to prefer vertices that are visited earlier and with higher probability of the object of interest at them.
The pair v min , ω min with the lowest value of the penalty function is chosen and the vertex v min is attached to the end of ω min (line 13) and time needed to traverse the ω min is updated accordingly (line 14). Finally, v is removed from V REST (line 15). Note that the algorithm does not only return partition of vertices into clusters, but also their orders within the clusters (line 19). The result can be thus used as a solution of mTDP/mGSP. An example of a solution found by the algorithm is shown in Fig. 1 .
IV. META-HEURISTIC FOR A SINGLE-VEHICLE CASE
Having the vertices partitioned into clusters, the second step is to find the best order for each cluster. To do that, we employ the greedy randomized adaptive search procedure (GRASP) meta-heuristic tailored for TDP and GSP [16] . The general scheme of the GRASP is shown in Algorithm 2.
The value of the best already found solution is initially set to a high number in the algorithm (line 1). The meta-heuristic then consecutively constructs initial solutions using some simple, typically greedy, heuristic (line 4). The obtained solution is improved by a sequence of local search steps (line 5) and its cost is updated accordingly (line 6). If the improved solution is better than the current best solution, the best solution and its cost are updated (lines 7-9). After all initial solutions are processed, the best solution found is returned (line 10). More detailed description of the particular steps of the GRASP follows in the next paragraphs.
We consider two heuristics for initial construction of routes, both using the same general greedy scheme as shown in Algorithm 3. The algorithm starts with a route containing only the start vertex (line 1), consecutively finds the best vertex from vertices not yet connected according to the penalty function f . The found vertex is then appended at the end of the route (line 4) and removed from the set of not connected vertices (line 5).
The difference between the two heuristics lies in the definition of f , which affects the selection of the next vertex to be visited (line 4). We consider the standard distancebased function, f dist (u, v) = t(u, v). In order to incorporate the weights for each candidate, we further consider the function f ratio (u, v) = t(uv)/(1 + p(v)). As both heuristics are deterministic, we employ Monte Carlo randomization to generate various initial solutions -the lower the penalty function value for the vertex, the higher probability that the vertex is selected.
After obtaining an initial feasible solution, an improvement phase is performed. In our case, a Variable Neighborhood Descent (VND) [10] is used. The idea of VND is simple: a neighborhood of the current solution is completely searched and the best neigbor replaces the solution. This process is repeated until no improvement is possible. A neighborhood of the route ω defined by an operator is a set of all routes which are formed from ω by application of this operator. Two different neighborhoods are considered which are formed by two local search operators:
• Swap: Select two vertices in the tour and swap them.
• 2-opt: Select two non-adjacent arcs and replace them by two new arcs, obtaining a new route as a result. When the result obtained by VND with Swap and 2-opt is promising, i.e. its cost is less than 10% of the current best solution, the LK-op operator is applied to this result. LKop is an adaptation of Lin-Kernighan operator [22] designed for TSP. It starts with a feasible solution and considers each edge sequentially as a seed for an improvement procedure.
Algorithm 1: Proposed clustering algorithm.
Input: M -the number of vehicles G = (V, E) -a graph t ij -costs of edges p(i) -probabilities associated with vertices s i ∈ V, i ∈ 1, M -start vertices of vehicles Output: ω = ω 1 , ω 2 , . . . ω M -a tuple of sequences representing clusters
The procedure attempts to obtain an improved route by application of a sequence of 2-opt moves, not necessarily improving the current solution, with a limited backtracking. If such a better path is found, it is accepted as the new initial solution and the procedure is restarted again from the first edge. Otherwise, the algorithm moves to the next edge, until all edges have been considered as a seed. As LK-op is computationally demanding, the search space is reduced in two ways. First, a length of a sequence of performed 2-opt moves is limited to a maximum depth α. Moreover, not all edges are considered for each vertex, only limited number of shortest edges β is evaluated instead. Detailed description of the method as well as discussion about complexity of the particular steps can be found in [16] .
V. RESULTS
Performance of the proposed approach has been evaluated for both mTDP and mGSP. The experiments for mTDP were run on a set of standard instances from TSPLIB [21] with sizes between 52 and 1002. As there are no benchmark instances for mGSP, instances from TSPLIB were also used for which probabilities of vertices were generated randomly. To ensure repeatability of experiments, a generator from random.org was utilized for generating 10000 normally Algorithm 2: GRASP scheme.
Obtain a feasible route ω using h. Improve route ω by applying a local search step 6 Update cost z of ω. Input: G = (V, E) -a graph t ij -costs of edges p(i) -probabilities associated with vertices s -starting vertex
Return path P . distributed random numbers between 1 and 10 and the string "2016-09-11" was set as a seed 1 . Random numbers were assigned to vertices respecting the order, i.e. i-th vertex of an TSPLIB instance has assigned i-th random number. Moreover, the numbers were normalized so that the sum of probabilities of all vertices for an instance is 1.
Regarding the parameters of the method, we set α = 20, limiting the size of sequences of 2-opt moves, β = 5 for first 4 depths of backtracking, and β = 1 for the rest. N it was set to 50, generating 100 initial solutions in total. Start positions of all vehicles were set to the first vertex of the instance.
The proposed cluster-first route-second approach was compared with pure clustering as proposed in Section III and with an approach combining k-means clustering and our GRASP meta-heuristic. More specifically, we employed k-means++ -an augmentation of k-means which significantly improves both the speed and the accuracy of k-means [23] . We refer to the methods as proposed, clustering, and k-means.
All experiments were performed within the same computational environment: a workstation with the Intel R Core i7-3770 CPU at 3.4 Ghz running Linux with the kernel 4.4.0. The algorithms have been implemented in C++ and compiled by clang 3.8.1. with "-O2" flag. 50 runs were run for each setup consisting of an instance, a number of vehicles, and a method to provide statistically significant results.
The results for mTDP are presented in Table I . Meaning of the symbols is following: M stands for the number of 1 We are ready to publish the generated sequence if the paper is accepted.
vehicles, BKS for the best known solution (to the best of our knowledge, there is no other mTDP solver and BKS is thus the best solution found by one of the evaluated methods), SD is standard deviation, and T is execution time. PDB is the percent deviation to BKS of the best solution values found by the algorithm (denoted as best), i.e. PDB=(best-BKS)/BKS. Similarly, PDM is the percent deviation of the mean solution value to BKS. PDBs for the method which found the best solution are highlighted in bold. Note that clustering is a deterministic algorithm, therefore SD is always zero and PDM=PDB and are thus omitted.
The results show that proposed outperforms k-means in all cases except six, sometimes by more than 20% in PDB and by more than 30% in PDM. On the other hand, k-means produces better results for small numbers of robots, where the highest difference of PDM is less than 6%. clustering lies between these two. Its benefit is much lower computational complexity in comparision to the other methods, with no large gap of produced results to the best found solution. Difference of computational burden between k-means and the other methods increases with an increasing number of vertices as the k-means clustering is much slower that the proposed one. This applies especially for higher M s, for which the influence of complexity of GRASP is reduced in comparison to clustering and k-means is thus more than 2 times slower than proposed.
The results for mGSP are presented in Table II in the same way as for mTDP. The running time of all methods slightly increased in comparison to mTDP, but the situation remains the same regarding quality of solutions. proposed produces best results in the majority of cases, followed by clustering. Again, k-means found best solutions for several instances and M = 2, but the gap does not exceed 6%.
VI. CONCLUSION
We formulated mutli-vehicle variants of two routing problems -the Traveling Deliveryman Problem and the Graph Search Problem and introduced a novel clustering approach which is designed especially for these two problems. The proposed clustering was then used together with the GRASP metaheuristics in the cluster-first route-second scheme as an integrated approach to the problems. The proposed integrated approach is, based on the performed experimental results, suitable to solve both problems as it outperforms the standard approach based on k-means clustering in quality of found solutions in the majority of cases with lower computational burden. Moreover, the proposed clustering can be used as a standalone solver as it produces solutions slightly worse than the integrated approach, but substantially faster.
Future research will go in two directions. We would like to use the proposed clustering in GRASP as a constructive heuristic and together with design of neighborhoods for exchanging vertices between routes extend pure GRASP for mTDP and mGSP. The second stream will focus on application of the proposed approach in other robotic applications. Similarly to using a mTSP solver for the exploration 
