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Summary
Any branch in science experiences measurement error to some extent. This maybe due to
conditions under which measurements are taken, which may include the subject, the
observer, the measurement instrument, and data collection method. The inexactness
(error) can be reduced to some extent through the study design, but at some level further
reduction becomes difficult or impractical. It then becomes important to determine or
evaluate the magnitude of measurement error and perhaps evaluate its effect on the
investigated relationships. All this is particularly true for blood pressure measurement.
The gold standard for measunng blood pressure (BP) is a 24-hour ambulatory
measurement. However, this technology is not available in Primary Care Clinics in South
Africa and a set of three mercury-based BP measurements is the norm for a clinic visit.
The quality of the standard combination of the repeated measurements can be improved
by modelling the measurement error of each of the diastolic and systolic measurements
and determining optimal weights for the combination of measurements, which will give a
better estimate of the patient's true BP. The optimal weights can be determined through
the method of structural equations modelling (SEM) which allows a richer model than the
standard repeated measures ANOVA. They are less restrictive and give more detail than
the traditional approaches.
Structural equations modelling which is a special case of covariance structure modelling
has proven to be useful in social sciences over the years. Their appeal stem from the fact
that they includes multiple regression and factor analysis as special cases. Multi-type
multi-time (MTMT) models are a specific type of structural equations models that suit
the modelling of BP measurements. These designs (MTMT models) constitute a variant
of repeated measurement designs and are based on Campbell and Fiske's (1959)
suggestion that the quality of methods (time in our case) can be determined by comparing
them with other methods in order to reveal both the systematic and random errors.
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MTMT models also showed superiority over other data analysis methods because of their
accommodation of the theory of BP. In particular they proved to be a strong alternative to
be considered for the analysis of BP measurement whenever repeated measures are
available even when such measures do not constitute equivalent replicates. This thesis
focuses on SEM and its application to BP studies conducted in a community survey of
Mamre and the Mitchells Plain hypertensive clinic population.
11
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Opsomming
Elke vertakking van die wetenskap is tot 'n minder of meerdere mate onderhewig aan
metingsfout. Dit is die gevolg van die omstandighede waaronder metings gemaak word
soos die eenheid wat gemeet word, die waarnemer, die meetinstrument en die data
versamelingsmetode. Die metingsfout kan verminder word deur die studie ontwerp maar
op 'n sekere punt is verdere verbetering in presisie moeilik en onprakties. Dit is dan
belangrik om die omvang ven die metingsfout te bepaal en om die effek hiervan op
verwantskappe te ondersoek. Hierdie aspekte is veral waar vir die meting van bloeddruk
by die mens.
Die goue standaard vir die meet van bloeddruk is 'n 24-uur deurlopenee meting. Hierdie
tegnologie is egter nie in primêre gesondheidsklinieke in Suid-Afrika beskikbaar nie en
'n stel van drie kwik gebasseerde bloedrukmetings is die norm by 'n kliniek besoek. Die
kwaliteit van die standard kombinasie van die herhaalde metings kan verbeter word deur
die modellering van die metingsfout van diastoliese en sistoliese bloeddruk metings. Die
bepaling van optimale gewigte vir die lineêre kombinasie van die metings lei tot 'n beter
skatting van die pasiënt se ware bloedruk. Die gewigte kan berekening word met die
metode van strukturele vergelykings modellering (SVM) wat 'n ryker klas van modelle
bied as die standaard herhaalde metings analise van variansie modelle. Dié model het
minder beperkings en gee dus meer informasie as die tradisionele benaderings.
Strukurele vergelykings modellering wat 'n spesial geval van kovariansie strukturele
modellering is, is oor die jare nuttig aangewend in die sosiale wetenskap. Die aanhang is
die gevolg van die feit dat meervoudige lineêre regressie en faktor analise ook spesiale
gevalle van die metode is. Meervoudige-tipe meervoudige-tyd (MTMT) modelle is 'n
spesifieke strukturele vergelykings model wat die modellering van bloedruk pas. Hierdie
tipe model is 'n variant van die herhaalde metings ontwerp en is gebaseer op Campbell en
Fiske (1959) se voorstel dat die kwaliteit van verskillende metodes bepaal kan word deur
dit met ander metodes te vergelyk om sodoende sistematiese en stogastiese foute te
onderskei. Die MTMT model pas ook goed in by die onderliggende fisiologies aspekte
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van bloedruk en die meting daarvan. Dit is dus 'n goeie alternatief vir studies waar die
herhaalde metings nie ekwivalente replikate is nie.
Hierdie tesis fokus op die strukturele vergelykings model en die toepassing daarvan in
hipertensie studies uitgevoer in die Mamre gemeenskap en 'n hipertensie kliniek
populasie in Mitchells Plain.
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CHAPTER 1
BLOOD PRESSURE JVIEASUREJVIENT
1.1 What is blood pressure?
Arterial blood pressure (BP) is the lateral pressure, or force exerted by the
blood on a unit area of the blood vessel wall. This arterial blood pressure
constantly changes during the course of the cardiac cycle. The highest pressure
in this cycle is the systolic blood pressure (SBP); the lowest is the diastolic blood
pressure (DBP). The numerical difference between the two is the pulse pressure.
In the Systeme International de) Unites the basic unit for pressure is newton per
square meter, known as the pascal (Pa). Blood pressure is traditionally measured
in millimeters of mercury (mmHg), where 1mmHg=7.5kPa [1].
1.2 Why measure blood pressure?
There is evidence that links high BP to medical conditions, such as stroke,
angina, heart attack and renal failure [1][2][3]. In elderly or diseased persons it
is common for arteries to lose their elasticity, resulting in the elevation of these
persons' BP. People who are overweight, eat salty or fatty foods or those who are
physically inactive develop high BP. Other factors that contribute towards high
1
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BP are peripheral vascular resistance, viscosity of the blood, cardiac output and
the volume of blood in the artery. Peripheral resistance and cardiac output seem
to have the greatest influence on blood pressure [11]. Early detection of high BP
is important, because this allows the patient to take preventive measures that
include lifestyle changes, such as regular exercising.
1.3 Conditions of measuring blood pressure
Blood pressure is a physiological variable and is affected by various factors,
such as anxiety, distention of the urinary bladder, extreme changes in temperature,
exertion, pain and even recent smoking or food intake. The ideal BP measurements
should thus be taken in a quiet environment and comfortable temperature, after
the patient has been seated or lying down for at least five minutes. A single BP
reading provides a predictive value of a patient's BP, but this needs to be con-
firmed by two or more readings taken at one examination. The level of the average
of these readings will determine whether or not the patient should be rechecked.
For example, a patient is classified as hypertensive according to the American
Heart Association (AHA) [1] guidelines for high BP, if the DBP is greater than
100 mmHg for at least three measurements taken on different days.
Potential errors in diagnosing high BP are:
1) false positive diagnostic error
This error occurs when a person is labelled hypertensive, and is treated, when
2
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in fact his or her underlying mean (true) BP is below a chosen cut point
2) false negative diagonistic error
This results in declaring persons normotensive (normal BP) when in fact the
underlying true BP is above the high BP level. A false negative error is more
serious, as it can lead to fatalities.
1.4 Measuring blood pressure
Blood pressure can either be measured directly or indirectly. Direct measurement
of blood pressure is done by inserting a needle or catheter into the arterial tree and
connecting it to a calibrated transducer. This provides a continuous measurement
of the beat-by-beat arterial pressure. Indirect measurement is done with the
use of manometers (viz., sphygmomanometers, aneroid manometers, electronic
manometers etc.). Indirect methods of measuring BP are based on the occluding-
cuff auscultatory technique based on the work of Riva-Rocci (1896), Hill and
Barnard (1897) and Korotkoff (1905). The following are techniques for indirect
measurement of BP:
1.4.1 Palpatory technique
The palpatory technique is used to estimate, and not measure BP. It involves
palpating the radial pulse and rhythm to estimate SBP. Diastolic blood pressure
cannot be easily estimated by this technique. Only manual manometers can be
3
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used for this technique.
1.4.2 Auscultatory technique
For this procedure a stethoscope is used. A cuff with a bladder is placed
over the brachial artery around the upper arm. The bladder is inflated until its
pressure exceeds that of the arterial pressure. This blocks the blood flow and stops
the radial pulse from palpitating. When the pressure is released the blood in the
artery starts flowing intermittently, producing sharp rythmic and knocking sounds
(Korotkoff) with each cardiac beat. As the pressure continues to drop these sounds
change in their quality and intensity and gradually fade. They finally disappear
when the pressure in the bladder is smaller than that of the artery.
There are five Korotkoff phases:
Phase I: Sharp and clear sounds that are proportional to the intensity of the cuff
deflation.
Phase II: Blowing or swishing sounds.
Phase III: Softer thud than Phase 1.
Phase IV: Softer blowing sounds that disappear
Phase V: Silence
Phase I determines the SBP, whereas Phase IV is the DBP for children and
Phase V the DBP for adults. In patients with hypertension brachial artery sounds
4
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may disappear when the pressure in the cuff is very high and reappear later as
the pressure is reduced. This is the so-called auscultatory gap and occurs in the
latter part of Phase I and Phase II. This may lead to serious underestimation of
the SBP or overestimation of the DBP.
1.5 Measuring devices
Blood pressure measuring devices are divided into two broad categories: man-
ual manometers and automated manometers (comprising of devices for clinical
use in hospitals, for self-use and for ambulatory BP). The former type is of simple
design with standard components, thus it is assumed that it will be similar in
accuracy. The latter type is used for measuring BP in community settings. It is
almost impossible to assess the accuracy of these automated manometers.
1.5.1 Manual devices
These include mercury and aneroid manometers. For accurate results, they
require the user to be trained and cautious. Techniques for using these are outlined
in Section 1.4.2.
1.5.2 Automated devices
In recent years, automated devices are used more frequently. They are bat-
tery operated and display the readings digitally. They are either semi-automatic
5
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(inflated manually) or fully automatic (inflated by pressing a button on the ma-
chine). They are useful for ambulatory blood pressure monitoring (ABPM). A
patient wears the small ABPM device with a belt or strap over the shoulder.
This device is usually set to measure BP at pre-set times, thus making it easy to
investigate BP over longer periods of time.
1.6 Sources of error in BP measurement
Inaccurate measurements of BP arise either from observer error, defective
equipment or failure to standardize the measurement technique.
1.6.1 The observer
An observer who is unable to dearly see the calibration marks on the manome-
ter, or to dearly hear the Korotkoff sounds, or who is unskilled in interpreting the
readings, will cause an error to BP measurements. Unskillful application of BP
measurement techniques can result in the following errors:
1. Incorrect positioning of the extremity (limb). Care should be taken that the
position of the limb that is used for the EP measurement is at the level of
the heart.
2. Failure to place the mercury column vertically. The mercury column must
be placed at the level of the heart in a vertical position.
3. Incorrect deflation of the cuff. Pressure should be lowered at 2 mmHg per
6
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heartbeat.
4. Recording of the first BP. Spasm of the artery upon initial compression,
anxiety, or apprehension of the subject can cause abnormal readings, because
of this the first reading should not be recorded.
5. Auscultatory gap. Very low systolic readings can be avoided by recording the
BP by the palpatory method.
6. Incorrect cuff positioning. Both bulging and ballooning result in very high
readings.
1.6.2 Defective equipment
Faulty equipment includes a number of things, among these are:
1. Faulty air-release valve or tubing connections.
2. Leaking mercury reservoir, resulting in insufficient mercury.
3. Dirty column or bubbles in the column, preventing the flow of mercury.
4. Variations of microphone sensitivity in identifying Korotkoff sounds can
cause errors in BP measurement.
1.6.3 Failure to standardize the measurement technique
Periodical review of recent methods of BP measurements are essential for
people taking BP measurements. Standardized training for BP reading should in-
7
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elude the most recent information on detection and referral. For example, filmed
BP measurements may be used to standardize techniques, test accuracy and re-
producibility, and to identify and correct the observer error.
1.7 Discussion
Each individual has a 'true' underlying BP measure around which the observed
BP measurements vary by week, day or minute. The true BP estimated at a
particular time will depend on the situation surrounding the patient at that time.
For example, the true BP under a stressful work environment will differ from that
under a relaxed environment.
_ White coat wirnlow Nig:hl Normal blood pressure
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Figure 1.1: Systolic and Diastolic BP monitored over 24 hours
Figure 1.1 shows a typical true BP at different times of the day. Observed
8
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BP measurements, on the other hand will vary according to the measurement
technique, variables that are associated with the test subjects and the measurers,
as well as the testing apparatus and the environment. The problem of white coat
BP measurements (this is a condition in which a subject's BP rises during BP
measurement and then falls to normal levels outside the medical environment) can
also produce misleading readings. A simple description of the variability in BP
measurements is insufficient, and a proper analytical model is needed to quantify
the different sources of random variation. One clinical way of looking at the
variation of the observed BP measurement from the 'true' one is to divide it into
within-visit (between minutes apart) and between-visit (between days or weeks
apart) components. The between-visit variability is a larger component of the BP
variability and affects the accuracy of BP assessment.
It is known that both random and systematic measurement errors (ME) occur
in the measurement of BP [4]. For example, a bladder of inappropriate size for
a subject's limb circumference will cause a systematic error in the BP measure-
ment. If the bladder is too broad the pressure will be underestimated and if it
is too narrow an overestimation of the pressure occurs. On the other hand, BP
cuffs from different manufacturers can cause random errors if used on the same
subject. Recent medical methods of dealing with ME make use of random error
variances. A random error variance is usually estimated by computing the cor-
relation between several measurements on the same subject or by estimating the
9
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within-subject variance across several measurements by means of some form of
analysis of variances (ANOVA) model.
Random error causes differences even between repeated measurements taken
under exactly the same conditions. Systematic error on the other hand becomes
apparent only if some conditions are changed across measurements. Such system-
atic errors can be decomposed into bias (constant across subjects) and variance
(variant across subjects) components [4]. Bias here is defined as the extent to
which the expected value of an estimator differs from the population parameter.
Unlike the random error, bias cannot be reduced or eliminated by increasing the
sample size.
The accuracy of BP measurements has always been improved by averaging
several measurements. In this thesis other recent methods in medical science that
are used for improving the quality of measurements, particularly BP measure-
ments will be investigated. This is especially important in public health research
since an error of only a few millimeters of mercury is enough to misclassify a
subject as either normotensive or hypertensive.
The research by Batista et al. [4] on structural equations modelling inspired
the work done in this thesis. Structural equations models show superiority over
other data analysis methods because of their accommodation of the theory of BP.
In particular they prove to be a strong alternative to be considered for the analysis
of BP measurements whenever repeated measures are available even when such
10
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measures do not constitute equivalent replicates. In this work the focus will be
on structural equations models and their application to BP studies conducted
in a community survey of Mamre and the Mitchells Plain hypertensive clinic
population.
11
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CHAPTER2
BLOOD PRESSURE STUDIES
2.1 Introduction
Blood pressure measurements are made on a physiological process that is not
homogeneous or in a steady state over time. The instruments that are used to
measure the systolic and the diastolic BP at a specific moment, produce a unique
measurement that cannot necessarily be repeated exactly at the same level. Such
repeated measurements are often analyzed as if they were true replicates, which
in essence they are not. In this chapter data from two differently designed studies
are introduced with the intention of exploring their nature. Through exploratory
data analysis it is expected that the structural equation model most suitable for
the specific data will be found. The two studies concerned are the Mamre study
and the Mitchells Plain study.
2.2 Exploratory data analysis
For each of the studies, Tables containing summary statistics will be presented.
The univariate statistics used in the analysis are the mean and the standard
deviation (SD) of each of the BP measures in the data set. The mean gives
12
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the average BP readings and the SD indicates how much the BP readings vary
around the average. A Table of bivariate statistics, for meaningful pairs of BP
readings, is also presented. For each pair, the mean, the difference (DIFF) and
the measurement error (ME) (calculated as the square root of the mean square
error) is given.
Side-by-side boxplots are drawn for SBP and DBP readings. These plots
provide information about the location and the variability of the data and any
extreme data values. The minimum and the maximum values are shown and the
median is the horizontal line inside the box. The box represents the middle 50%
of the data. A rough impression is given of the symmetry of the distribution by
examining the symmetry of the boxplot. The whiskers extend from the box as far
as the smallest or largest data value or at the most a distance of 1.5 interquartile
units. Points further away from the box are outliers and are shown individually.
Scatterplots are drawn to represent the relationship between different BP read-
ings on the same subject at different times. These scatterplots are drawn for all
pairs of BP readings with the corresponding mean-difference plots next to them.
The scatterplots always have a chronological reading i (i = 1,2) on the y-axis and
the reading j (j > i = 2,3) on the x-axis. The difference is always calculated
as: reading i-reading j. If the pairs of BP readings lie close to the 45 degree line
through the origin, it means that there are small differences between the readings
and hence a good reliability. This is desirable since the more reliable the readings
13
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are, the less the measurement error will be.
In the scatterplots of the difference against the mean small homogeneous dif-
ferences (close to zero) over the mean range for a reliable measure is expected.
When the mean difference is above or below the zero line on the mean-difference
plot, it indicates some form of systematic bias. The shapes emanating from the
mean-difference plots for the data are also interpreted .
• If a "uniform band" like shape is observed, it suggests a consistent or ho-
mogeneous measurement error throughout the BP readings .
• If a "funnel" like shape is observed, it suggests a non-consistent or hetero-
geneous measurement error.
A lowess smooth curve is fitted to the differences in the mean-difference plot.
This is a non-parametric regression function calculating the mean expected value
using the local data. The lowess curve provides an estimate of the extent and
consistency of the differences.
2.3 Mamre study
The first data set, the Mamre study [57J, is from a health survey that was car-
ried out in the community of Mamre in 1989. The aim of the Mamre study was to
determine the prevalence of hypertension and other risk factors for cardiovascular
diseases. The random sample consisted of 975 community members ranging from
14
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Notation Meaning
SIST systolic BP
DIAS diastolic BP
MSIST mean of SBPs
DSIST difference between SBPs
MDIAS mean of DBPs
DDIAS difference between DBPs
Table 2.1: Notation for BP measures in the Mamre data
14 to 86 years old. Blood pressure readings were taken in a seated position at
three time points, five minutes apart in the same visit, using a mercury manome-
ter. Both the SBP and DBP were recorded at each time point. The notation
given in Table 2.1 was used for naming the BP measures and transformations in
Table 2.3, boxplots [figure 2.1] and scatterplots [figures 2.2 and 2.3].
Univariate descriptive statistics of the Mamre data are given in Table 2.2.
There was a small decrease in the mean SBP and DBP over time. The SD indicates
that systolic readings varied more than diastolic readings, and that there was a
decrease in variation for both the SBP and DBP from the first to the third reading.
Table 2.3 shows pairwise descriptive statistics for the Mamre data. The small-
est difference between the SBP readings is between the second and the third sys-
tolic readings. There is almost no difference between the second and the third
DBP readings. The largest difference (approximately 3.5 mmHg) is between the
15
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Systolic
Mean SD
Repeat
1 133.44 25.65
2 131.14 25.24
3 129.98 24.87
Diastolic
Mean SD
78.85 13.96
77.57 13.95
77.06 13.93
Table 2.2: Summary statistics of the Mamre data
first and the third SBP readings.
The boxplots (figure 2.1) reveal that there is skewness in the systolic BP
measures, and less so in the DBP readings.
Figure 2.2 shows the comparisons between the SBP readings. The majority of
the differences between the SBP readings fall between -20 and 20 mmHg. There
is a slight indication of non-zero differences among the systolic readings according
to figure 2.2. The mean-difference plot between the first and the second SBP
readings shows a uniform band. The comparison of the third SBP with either the
first or the second SBP readings produced a funnel shape. Thus, it appears that
involvement of the third systolic reading produces non-consistent measurement
error.
Figure 2.3 shows the scatterplots of the diastolic readings against each other
with corresponding mean-difference plots. The majority of the differences between
the DBP readings fall between -10 and 15 mmHg. The mean-difference plots
16
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Pair MEAN DIFF M.E
SISTI SIST2 132.29 2.3 25.45
SIST2 SIST3 130.56 1.16 25.06
SISTI SIST3 131.71 3.46 25.26
DIASI DIAS2 78.21 1.28 13.96
DIAS2 DIAS3 77.32 0.51 13.94
DIASI DIAS3 77.96 1.79 13.95
Table 2.3: Statisties for pairs of BP readings in the Mamre study
indicate the presence of very slightly non-zero differences among the DBP readings.
The comparisons of the DBP readings mostly produced a uniform band. There
is more variation between the first and the third readings, than there is between
consecutive pairs. There is an indication of a homogeneous measurement error
among the DBP readings.
210
o,
ttl
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Figure 2.1: Boxplots of the six consecutive BP readings in the Mamre study
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2.4 Mitchells Plain study
The second data set is from a community health centre in the Cape Penin-
sula. The aim of this Mitchells Plain study [56] was to assess the treatment
status, knowledge and experience of hypertensive patients. Two hundred and
two hypertensive patients were first interviewed, and their BP was then measured
electronically with a digital machine (Dinamap Vital Signs monitor) (D) and then
manually with a mercury manometer (HG). The Dinamap Vital Signs monitor is
a fully automatic monitor and was set to give readings at two minute intervals.
After three sets of readings were recorded, a mercury manometer was used to take
three more sets of BP readings at two minute intervals.
The descriptive statistics for the Mitchells Plain study are displayed in Table
2.4. The statistics indicate that there is a decrease in the mean value of the SBP
over all six readings and a decrease in the DBP readings within each measuring
method. A jump occurs in the DBP readings with the switch from the digital to
the mercury machine. Whereas there is no clear pattern of the variance of the
BP readings within a machine, the digital machine gave slightly higher variances
than the mercury machine. It can also be seen that the digital machine gave, on
average, higher readings for the SBP than the mercury manometer.
In figure 2.4 boxplots of the BP readings from different machines are displayed.
There seems to be many high outliers and no low ones, indicating positive skew-
ness in the data. This is understandable, given that these data are taken from
20
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Systolic Diastolic
Method Repeat Mean SD Mean SD
Digital 1 169.00 29.99 90.77 14.80
2 165.00 29.50 89.19 14.32
3 162.30 30.01 88.46 14.99
Mercury 1 158.36 28.46 91.11 14.04
2 156.30 28.69 90.28 14.16
3 154.61 28.49 89.42 14.44
Table 2.4: Summary of descriptive statistics for the Mitchells Plain data
people with high BP. It can also be seen that the mercury manometer gave more
outliers than the digital machine for the SBP reading. There were no clear differ-
ences between readings within these machines when measuring DBP. Variations
among the systolic readings are almost double those of the diastolic BP readings,
confirming what was found with the summary statistics of Table 2.4. There is a
slight decrease of the median through the digital and mercury systolic readings.
There is no evidence of such a decrease among the diastolic readings.
Figure 2.5 contains scatterplots and mean-difference plots showing the re-
lationship between all pairs of digital systolic BP measurements. The mean-
difference plots show that the differences lie between -30 to 30 mmHg. The
largest difference between the SBP readings, is between the first and the third,
which is approximately 7 mmHg, and the average difference between the SBP
21
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Pair MEAN DIFF M.E
Dig. SBP1 Dig. SBP2 167.00 4.00 29.75
Dig. SBP2 Dig. SBP3 163.65 2.7 29.80
Dig. SBP1 Dig. SBP3 165.65 6.7 30.00
Dig. DBP1 Dig. DBP2 89.98 1.58 14.56
Dig. DBP2 Dig. DBP3 88.83 0.73 14.66
Dig. DBP1 Dig. DBP3 89.62 2.31 16.90
Table 2.5: Summary statistics for pairs of digital BP measures in the Mitchells
Plain study
readings is just above 4 mmHg. There is a slight increase in the differences be-
tween data points from adjacent pairs to those that are further apart (first and the
third measures) and an indication of the non-zero differences (the first measure-
ment is often larger than the second, as indicated by the majority of the points
being above the zero line and the fitted lowess curve). All three mean-difference
plots in figure 2.5 show a uniform band, suggesting the presence of a consistent
measurement error.
Figure 2.6 shows the relationship between pairs of mercury SBP readings. The
mean-difference plots show that the differences lie between -30 to 30 mmHg. In
fact, Table 2.6 shows that the largest difference is between the first and the third
readings, approximately 3.8 mmHg. The average difference for these mercury
systolic readings is approximately 2.5 mmHg. There is also a slight increase in
22
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Pair MEAN DIFF M.E
Mer. SBP1 Mer. SBP2 157.33 2.06 28.58
Mer. SBP2 Mer. SBP3 155.46 1.69 28.59
Mer. SBP1 Mer. SBP3 156.49 3.75 28.48
Mer. DBP1 Mer. DBP2 90.70 0.83 14.10
Mer. DBP2 Mer. DBP3 89.85 0.86 14.30
Mer. DBP1 Mer. DBP3 90.27 1.69 14.24
Table 2.6: Summary statistics for pairs of mercury BP in the Mitchells Plain study
the spread of the data points from adjacent pairs to those that are further apart
(first and the third measures). The mean-difference plots for all these comparisons
has almost a uniform band shape, indicating a homogeneous measurement error.
Figure 2.7 shows pairs of mercury DBP readings against each other. The
mean-difference plots show that there are very small differences between the read-
ings. The lowess curve also confirms this in that it lies very close to the zero line.
The majority of the differences fall between -15 to 15 rnrnHg. Table 2.6 shows
that the average difference is approximately 1 mmHg. The largest difference which
is between the first and the third readings is almost 1.7 mmHg. Both pairwise
comparisons between the second reading with either the first or the third readings
produced a difference of less than 1 mmHg. There is consistency in the reading
of the DBP using the mercury manometer.
Relationships between the digital DBP measures are shown in figure 2.8. The
23
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mean-difference plots show that the differences lie between -20 to 20 mrnHg.
Table 2.5 reveals that there is almost no difference between the second and the
third diastolic readings. The smallest difference is between the second and the
third readings, approximately 0.7 mmHg. The largest difference (which is approx-
imately 2.3 mmHg) is between the first and the third readings. The average of
the differences between the digital diastolic readings is almost 1.5 mmHg. From
the plots in figure 2.8 there is an indication of small differences between readings.
The first diastolic reading is clearly higher than the rest (differences fall mostly
above the zero line). The mean-difference plots reveal a uniform band, thus there
is a consistent measurement error among digital diastolic readings.
Figure 2.9 shows the comparison of the SBP readings of the different machines.
One can see from the mean-difference plots that not only is there an indication of
the presence of large differences between the readings, but also that these differ-
ences appear to be non-constant (see the fitted curve). The mean-difference plots
show that the differences lie between - 20 and 30 mmHg. These mean-difference
plots reveal a funnel shape form. Table 2.7 shows that the smallest difference is
between the third systolic readings, which is approximately 7.7 mmHg, and the
largest difference is between the first readings and is approximately 10.6 mmHg.
The average of the differences is approximately 9 mmHg. Hence, there may exist
a heterogeneous measurement error between these pairs.
Figure 2.10 reveals how the DBP measurements from the different machines
24
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Pair MEAN DIFF M.E
Dig. SBP1 Mer. SBP1 163.68 10.64 29.23
Dig. SBP2 Mer. SBP2 160.65 8.70 29.10
Dig. SBP3 Mer. SBP3 158.46 7.69 29.25
Dig. DBP1 Mer. DBP1 90.94 -0.34 14.42
Dig. DBP2 Mer. DBP2 89.74 -1.09 14.24
Dig. DBP3 Mer. DBP3 88.94 -0.96 14.72
Table 2.7: Summary statistics for pairs of BP measures from different machines
in the Mitchells Plain study
compare. The mean-difference plots show that the differences lie between - 20 and
20 mmHg. It appears that there is no obvious difference between the two machines
when measuring the DBP. This is supported by the lowess smooth curves since
they are very close to zero. In Table 2.7 the means of the digital diastolic readings
are shown to be smaller than those of the mercury diastolic readings. The average
of the differences between the diastolic readings from the different machines is less
than 1 mmHg, thus confirming that there were very small differences due to the
machine when measuring the diastolic BP. There is an indication of homogeneous
measurement error.
25
http://scholar.sun.ac.za/
300
* ** ~ **
=200
o, 0 0co 0;ti *
+
* ;ti
~
100 + 9 ~ +*
0
Figure 2.4: Boxplots representing all twelve consecutive BP readings in the
Mitchells Plain study
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Figure 2.8: Scatterplots and mean-difference plots for comparison of digital
diastolic BP readings in the Mitchells Plain study
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Figure 2.9: Scatterplots and mean-difference plots for comparison of mercury
and digital systolic BP readings in the Mitchells Plain study
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Figure 2.10: Scatterplots and mean-difference plots for comparison of mercury
and digital diastolic BP readings in the Mitchells Plain study
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2.5 Summary
• For both the studies and all BP readings, there was larger differences be-
tween the first and the third BP readings than between the consecutive
pairs,
• The Mitchells Plain data showed a slight time-related bias in the SBP read-
ings for both methods.
• Time ordered differences between DBP readings showed no bias for any of
the studies. Therefore, DBP readings are closer to being "replicates" than
SBP readings in the two studies.
• In the Mitchells Plain data the differences between SBP measurements taken
by different methods reveal a mixture of machine and time-related bias (fig-
ure 2.9).
• Data will be modelled within a machine in the Mitchells Plain study when
fitting the structural equation models in Chapter 6, thus homogeneous mea-
surement error will be assumed. Hence aspects such as the calibration of
the machines were not considered and are thus deemed unnecessary in this
respect.
• These properties will be incorporated into the model for estimation of BP
measurement error in Chapter 5.
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CHAPTER3
MEASUREMENT ERROR
3.1 Introduction
Every measure taken by a clinician or a scientist will have a shadow component,
termed, error, which represents the difference between the observed value and the
unknown true value. For example an observed BP reading may differ from the true
underlying value. Theoretically the true value remains unknown, thus it becomes
crucial to estimate errors associated with observed values as a means of gaining
confidence in devices and the techniques used. It must be kept in mind that errors
can be either random or systematic. Determining the distribution of the random
errors is of interest, and can be achieved by taking repeated measurements of the
same phenomenon. If repeated measurements are accurate and reliable (standard
deviation of the distribution of errors is small), then the measurement error is
small, and the observed values are assumed to be close approximations of the true
values. Under such conditions one can regard measuring devices and techniques
employed as reliable.
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3.2 Replicated measurements
Replicated measurements arise when several measurements of the same entity
are taken of the same subject (individual) during the same session. Such measure-
ments are viewed as independent and equivalent replicates with the same expected
value. Blood pressure measures do not satisfy these conditions even if they are
taken at one visit, since the true underlying BP varies with time (see figure 1.1).
Thus BP measures cannot be replicates of each other. Furthermore, replicates are
interchangeable whereas BP readings cannot be even under the same conditions.
3.3 Repeated measurements
Repeated measurements occur when several measurements of the same entity
are taken of the same subject at different times and/or conditions. An example is
various BP readings taken at one visit or once at different visits. In the models for
this thesis the BP measurements at one visit are regarded as repeated. A repro-
ducibility study with repeated measurements of exposure variables (for example,
observed BP measures) can be deployed to estimate random measurement error.
On the other hand to evaluate systematic measurement error, a validation study
of the device used against a "gold standard" or another device known to be supe-
rior to it is required. In BP measurement, for example, a sphygmomanometer's
validity can be measured by comparing its readings with intra-arterial pressures
taken directly by inserting a catheter or a needle.
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3.4 Statistical Model
Suppose BP measurements are taken on more than one patient at one visit.
The observed BP measures will be subject to error just as described above. Let
Xij be the observed value j of the BP of patient i. The classical unbiased additive
model for the observed BP measurements, if replication of measures is assumed
is:
Xij = /-Li + Eij for i = 1,2, ... ,n; j = 1,2, ... ,m (3.1)
where /-Li is the true underlying measurement of the BP of patient i and Eij
are assumed to be independent random errors from a distribution with a zero
expectation. The Eij are assumed to be independent and are normally distributed
with E( Eij)2 = (J2.
3.4.1 Estimation of error for m=2
Suppose two BP measurements are made on the same day with the same
device, the observed measurements can be modelled as follows:
Xij = /-Li + Eij for all i = 1,2,3, ... ,n; j = 1,2 (3.2)
Using the method of moments' estimation, let
Êij = Xij - /ii i = 1,2,3, ... ,n; j = 1,2 (3.3)
~~=l Êij = 0 then the following equations can solved
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Xi! - Xi2 = Êi! - Êi2 and Êil + Êi2 = 0 simultaneously, and it follows that
XiI + Xi2 = 2~ + 0 which leads to:
j=1 -
/-ti = --- = X
2
(3.4)
The main interest here is to estimate the error variance, where E( Eij - 0)2 = a2
and its estimator is be given by
2
LÊ~j
2 j=1s·= i=1,2, ... ,n
t 2 - 1 (3.5)
3.4.2 Estimation of error for m >2
The above equation is extendable to values of m beyond two, in fact in general
it is
m
- 2(X·· - X·)tJ t.
m""'--2z:»
j=1
for i= 1,2 ... , nand j = 1,2, ... ,m
m-1
(3.6)j=1
n-1
For illustration purposes the following data, which is a sample from the Mamre
study described in Chapter 2 is introduced.
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IDNO DIASl DIAS2 DIAS3 MEAN SD VARIANCE
1 65 78 64 69.00 7.81 61.00
2 86 88 86 86.67 1.15 1.33
3 78 78 78 78.00 0.00 0.00
4 96 96 94 95.33 1.15 1.33
5 84 80 78 80.67 3.06 9.36
6 88 86 86 86.67 1.15 1.33
7 92 88 96 92.00 4.00 16.00
8 72 72 68 70.67 2.31 5.33
9 68 68 68 68.00 0.00 0.00
10 94 92 92 92.67 1.15 1.33
Table 3.1: Repeated DBP measurements from a sample of ten subjects.
For a case with three measurements (m = 3).
For subject with IDNO=l in Table 3.1
~ _ 65 + 78 + 64 _ 69
I-Ll- -3
(3.7)
also
(3.8)
An extension of the above sf is used in the ANOVA of repeated measurements.
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Here several measurements of the same quantity are measured, for example, BP
measurements taken at the same visit. The standard deviation of repeated mea-
surements on the same subject enables one to measure the size of the measurement
error. In such a case it can be assumed that this SD is the same for all subjects
(or variances are equal and hence homogeneous). This can be checked by plotting
each individual subject's SD against their means and to look for obvious relations.
The main exception would be a case where measurement error depends on the size
of the measurement, a situation that will not be discussed here. This particular
SD of repeated measurements is known as the within-subject standard deviation,
that will be denoted by Sw and is given by:
(3.9)
TnL€;j2
where S2 = j=l are variances of each of the ti subj ects.
t m-l
In an ANOVA setting s; (within-subject variance) is the so-called residual
mean square. Measurement error can be quoted as Sw. This method proves to
be very useful since it automatically takes care of the case where subjects have
different numbers of observations (when there are missing or extra values). This
can be illustrated by an example.
Using the above data from Table 3.1 (n=lO) Sw, for ti = 10, is calculated as
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follow:
(7.81)2 + (1.15)2 + ... + (1.15)2 = J9.699 = 3.11
10
(3.10)
By making the usual one-way ANOVA assumptions, such as independence of
errors, homogeneity of variances, and normality of errors a one way ANOVA can
be described as follow. The subjects' mean square represents the between groups
sum of squares and the residual means square is the within-group sum of squares.
The ANOVA Table (Table 3.2) decomposes the variance of the data into two
components, which are the between-group component and the within-group com-
ponent. The F ratio for groups, which in this case is 32.5, is a ratio of the
between-group to the within-group estimate. Since the p-value which is the upper
tail of the F distribution whose numerator degrees of freedom are those associated
with between-groups and whose denominator degrees of freedom are those associ-
ated with the within-groups is far less than 0.05, there is a statistically significant
difference between the means of the various groups at 5% significance level.
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Source of Degrees of Sum of Mean Var p-Value
Variation Freedom Squares Square ratio
Subjects (between-grps) 9 2838.987 315.443 32.5 < 0.0001
Residual (within-grps) 20 193.980 9.699
Total 29 3032.967
Table 3.2: One way ANOVA table:
3.4.3 The joint model for the systolic and diastolic blood pressures
Assuming that the SBP and DBP taken at one visit can be modelled in the
manner described above (unbiased additive error model), let XSij denote the jth
observed SBP measure and Xdij the jth observed DBP measure for subject i, then
the joint model of the pair (XSij' Xdij) will be a bivariate additive error model.
Let /-Li be the true underlying BP and let Oi represent the amplitude difference
from the true mean and assume that the E'S are independent of each other. The
underlying SBP is modelled as /-Li + Oi and the underlying DBP as /-Li - Oio Then:
XSij = /-Li + Oi + ESij i = 1,2, ... ,n; j = 1,2, ... ,m (3.11)
and
Xdij = /-Li - Oi + Edij i = 1,2, ... ,n; j = 1,2, ... ,m (3.12)
and subsequently the joint model will be
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(3.13)
Hence
(3.14)
and also
(3.15)
where p is the correlation between the SBP and DBP and a; and a~ are
variances of the respective random errors. Here f.1i and bi are constant for each
subject and only the random errors (E~ijS) and (E~ijS) are varying.
If two pairs of BP measurements are given, namely
(
x., ) ( XSi2 )and , it could be estimated that:
xs; Xdi2
t: = XSil +Xdi1 + XSi2 + Xdi2
t""t 4
XSi +Xdi
2
(3.16)
and
XSi - Xdi
2
(3.17)
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The estimated error for the SBP would be:
and the variance is estimated by
2
LÊ;ij
~2 j=l
CJ Si = -2---1-
j=l
2-1
i= 1,2, ... ,n
For m pairs there would be
Ii. = XSi1 + Xdi1 + XSi2 + Xdi2 + ... + XSi-rn + Xdi-rn
t 2m
and
;s. - XSi1 - Xdi1 + XSi2 - Xdi2 + ...+ XSi-rn - Xdi-rn
t- 2m
XSi +Xdi
2
(3.18)
(3.19)
(3.20)
(3.21)
and hence the variance estimate for SBP measurements would be given by
m
Ltij
~2 j=l
CJ = ---
Si m-l
m
j=l-------for i=I,2, ... ,n
m-l
(3.22)
A symmetrical argument is used for the estimation of error for DBP measure-
ments:
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leading to
m
L~ij
~2 j=l
CJ di = ":"_m---1-
m
j=l.:.__------ for i = 1,2, ... , ti
m-1
(3.24)
One pair of observed SBP /DBP will not be enough to estimate the BP error
of measurement, because it is not possible to estimate variation with only one
observation. Having obtained both a=;i and a=~i an obvious estimate of p from the
data of subject i is:
m
~ j=lP = -------::---,-------- i = 1, 2, ... ,n
CJ Si CJ di
(3.25)
Allow the mean BP to be given by
(3.26)
then }ij will be the mean of the j-th BP pair of patient i. Now
and
(3.27)
where Eij = eSij :edij , is random with a mean of zero and a variance CJ~ and Mi
is fixed. Giving
44
http://scholar.sun.ac.za/
2 ESij + Edij 1 0"; O"~ pa sO"d
O"E= var( 2 )= 4{var(EsiJ+var(EdiJ+2coV(ESij' Edij)} = 4+4+-2-
(3.28)
which can be estimated by
(3.29)
or by
n m
~2 i=l j=l
0"E = -__;_n--:(-m---1""")-- (3.30)
It can be seen from equation 3.28 that the greater the covariance between
the SBP and DBP is, the greater the measurement error is. For fixed 0"; and O"~
the measurement error would reduce if p is negative. All these parameters are
estimated by SEM in chapter 5.
3.4.4 Random effects model
Assume the following simple model:
(3.31)
Equivalently
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Xij = !Li + Eij for i = 1,2 ... ,n; j = 1,2, ... ,m (3.32)
Let !Li be random with a mean !L and a variance a2 and let Eij also be
random with a mean of zero and a variance of a;. Assume also that !Li and Eij are
independent, then the above model is a random effects model and the expected
values of the observed measurements are given by:
E(Xij) = !L (3.33)
and their variances are:
(3.34)
Let the Within-sum of squares be denoted by W SS and the Between-sum of
squares by BSS, then according to Searle [52]:
n m
SSE = WSS = LL(Xij - Xi.)2
i=1 j=1
(3.35)
and
n
BSS = m L(Xi. - X.Y
i=1
(3.36)
and the total sum of squares (SST) is
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n m
SST = SSE + BSS = L L(Xij - X.Y
i=l j=l
(3.37)
Hence the variance components can be estimated as follow:
~2 (MSB-MSE) (3.38)(J" =
ti
where
MSB= BSS (3.39)
n-1
and
MSE=
SSE
(3.40)n(m - 1)
and also
(i; = MSE (3.41)
is an estimate of measurement error. Using the data in Table 3.1 the following
sum of squares can be calculated:
For ti = 10 ; m = 3
n m
let N = mn = 30 then L L Xi~ = 204589 and Ii = X .. = 81.967
i=l j=l
hence
n m n
SSE = LLxt - m LX~. = 193.980
i=l j=l i=l
(3.42)
Therefore, the measurement error is estimated as:
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(j2 = M SE = 193.98 = 9.699
e 20 (3.43)
and the total sum of squares as:
SST = 3032.967 (3.44)
Hence
n
ESS = m LX;. - NX~ = 2838.987
i=l
(3.45)
leading to
M SE = 2838.987 = 315.443
9
(3.46)
The between-subject variance component estimate is:
(j2 = (315.443 - 9.699) = 101 913 . (3.47)
3.4.5 Mixed effects model
Assume the following model:
Xijk = Jl + ai + /3j + lij + Eijk i = 1, ... ,n; j = 1, ... ,m; k = 1, ... ,l (3.48)
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where
ft is the general mean
o, is the effect of level i of factor A
{Jj is the effect of level j of factor B
lij is the interaction effect of level i of factor A and level j of factor B
Eijk is the error term.
Let ai be a fixed effect, {Jj be a random effect with a mean of zero and a
variance of a~, lij be a random effect with a mean of zero and a variance of a;,
and Eijk be a random effect with a mean of zero and a variance of a;. Assume
also that none of the random effects are correlated. Thus, the above model is a
two-way mixed effects model with interaction.
The sum of squares are calculated as follow:
the total sum of squares (SST):
n m l
SST= LLLX~k
i=1 j=1 k=1
(3.49)
the mean sum of squares:
SSM = NX2 (3.50)
where N = nml
the sum of squares due to factor A (SSA):
49
http://scholar.sun.ac.za/
nSSA = ml2:)Xi .. - X ..Y
i=l
(3.51)
the sum of squares due to factor B (SSB):
m
SSB = nl_2:)X.j. - X ..Y
j=l
(3.52)
the sum of squares due to the interaction (SSAB)
n m
SSAB = l L L(Xij. - Xi .. - x; + X ..Y
i=l j=l
(3.53)
and the sum of squares due to error (SSE)
n m I
SSE = L L L(Xijk - Xij.)2
i=l j=l k=l
(3.54)
The mean squares are then calculated by dividing the sum of squares by the
corresponding degrees of freedom, for example:
MSB= SSB
m-1
(3.55)
MSAB= SSAB
(n - l)(m - 1) (3.56)
and
MSE= SSE
nm(l - 1)
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Hence the variance components are estimated as follow:
(j2 = MSEe (3.58)
~2 (MSB - MSAB)
(J" f3 = nl
(3.59)
~2 (MSAB - MSE)
(J" '"Y = nl (3.60)
3.4.6 Discussion
There are different ways of estimating these variance components, and max-
imum likelihood among others is used. As shown above a one-way fixed effects
model and a one-way random effects model end up with the same ANOVA Ta-
ble. Thus, the same estimate of measurement error is achieved. Yet a distinction
must be noted in that, in a fixed effects model, factors have fixed levels consisting
of a series of identifiable populations (or samples), each with its own mean (f-ti).
The interest here lies in estimating the mean of each of those distinct popula-
tions (or samples) hence the best linear unbiased estimator (BLVE). On the other
hand, in a random effects model setting, random factors have levels from a single
population that are investigated. Interest here may lie in the variability within
the population from which the sample came (variance component), or perhaps in
the prediction of the mean of a particular level, hence the best linear unbiased
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CHAPTER4
STRUCTURAL EQUATION MODELLING
4.1 Introduction
Epidemiological methods have traditionally been seen as the best to follow
when studying public health problems. Most epidemiological research has been
focused on establishing the etiology of disease, but recently the view developed
that diseases are the result of a complex mix of social, economic, political and
environmental factors. In Chapter I, for example, we mentioned a few factors that
affect EP measurement, and those that lead to the condition of being hypertensive.
As public health has broadened its focus on medical and behavioural problems
to incorporate a more socio-environmental approach, some questions that public-
health researchers are asking have become more complex. Social science offers a
range of analytical methods that have evolved to deal with these complex questions
asked by public-health researchers. One such tool is structural equation modelling
(SEM). The general theory of SEM is partially covered in this chapter. It is
impossible to cover the theory in detail, since SEM is a broad concept. Relevant
topics will be discussed later when investigating measurement error in the taking
of EP measurements.
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4.2 History and development of SEM
The history of SEM can be traced back to the early work of Spearman (1904)
on factor analysis, and Sewall Wright (1918) on path analysis. Goldberger (1972)
modified the work of Wright and used his ideas in economics. People like Jëreskog
(1973), Keesling (1972), Wiley (1973) and others built up from the existing foun-
dations of path analysis and they developed it to the existing general structural
equations. In the 1960s and early 1970s the conceptual synthesis of latent variable
and measurement models were developed in sociology. The late 1970s and early
1980s saw a development of estimation procedures, which led to the development
of computer software. The work of Jërcskog and Sërbom on LISREL (Linear
Structural Relations) programs popularized SEM even more in social sciences.
Bentley (1985) and others developed other computer software that performed
SEM and were "user-friendly". According to Bollen [9] LISREL still remains the
most popular software for peforming SEM.
4.3 What is structural equation modelling?
Structural equation modelling or SEM is a very general statistical modelling
technique. Factor analysis, path analysis and multiple regression all represent
special cases of SEM. Although SEM is similar to multiple regression and analysis
of variance in some way, it differs from them markedly. The similarity lies in the
ability to examine relationships, but regression and ANOVA can only examine
54
http://scholar.sun.ac.za/
one relationship at a time, whereas SEM can examine complex relationships all
at once. SEM is a confirmatory rather than an exploratory technique, that is, a
researcher is more likely to use it to determine whether a certain model is valid
or not, rather than using SEM to "find" a suitable model. The basic idea here is
to test whether variables are interrelated through a set of linear relationships by
examining their variances and covariances.
In SEM interest usually focuses on concepts or the so-called latent constructs
(abstract, hard to measure psychological variables), for example "attitude toward
a specific treatment", "socio-economic status of an individual", or "quality of
life". Latent constructs vary in their degree of abstractness, the above mentioned
examples fall in a category of highly abstract constructs. There are less abstract
constructs such as income, age, BP (Bollen, [9]). No distinction will be made
between the less and highly abstract latent variables in this thesis as theory re-
veals that they all can be treated in a similar manner. Latent variables or latent
constructs are assumed here to be one and the same thing, hence throughout this
thesis the term latent construct will be used. These can either be exogenous (inde-
pendent) or endogenous (dependent), where the latter are caused or predicted by
any other variables in the model. Variables called manifest or indicator variables
and sometimes even proxies are associated with latent constructs, such variables
are observed and are used to measure these latent constructs. The term indicator
will be used throughout this thesis. Theory and practice reveal that there will be
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measurement error involved in measuring these latent variables, and SEM takes
this into account. Through indicator variables the concept of measurement error
is then introduced into the model estimation.
SEM is made up of two types of models, namely structural and measurement
models. The structural model relates latent variables only (endogenous constructs
to exogenous constructs), whereas the measurement model accounts for the mea-
surement of latent constructs through manifest indicators. A measurement model
is a sub-model in SEM that:
1. specifies the manifest indicators for each latent variable
2. assesses the reliability of each latent variable for use in causal relationships,
and
3. measures the variance extracted by each of the latent constructs.
Measurement error is not always caused by inaccurate responses, but also
occurs when abstract concepts are used. SEM accounts for the measurement error
in the measurement model. By explicitly modelling measurement error, SEM users
seek to derive unbiased estimates for the relations between latent constructs. The
measurement model is very similar to factor analysis and is often referred to as
confirmatory factor analysis (eFA) in the literature, (Bollen, [9]). Measurement
is recognized as difficult and error-prone.
The primary goal of factor analysis is to explain covariances or correlations
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between indicators by means of relatively few constructs. Thus, factor analysis
can be classified as a data reduction technique. There are two approaches to factor
analysis, namely the exploratory and the confirmatory approach. Both confirma-
tory factor analysis (eFA) and exploratory factor analysis (EFA) are submodels in
SEM where only the measurement model is applicable. Some differences between
eFA and EFA are that in EFA:
• a detailed model, relating constructs to indicators, is not specified in ad-
vance,
• the number of constructs is not determined before the analysis,
• all constructs influence all indicators,
• measurement errors are assumed to be uncorrelated,
• underidentification is common,
On the other hand, in eFA:
• a model is constructed in advance,
• the number of constructs is set by the analyst,
• the analyst determines whether or not a given construct influences a partic-
ular indicator, and
• some parameters may be fixed or be estimated empirically, and measurement
errors may be correlated.
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In this work EFA will not be demonstrated, but a suitable data set for CFA
will be analyzed in Chapter 5. General models for CFA are given and discussed
in Section 4.5, and these appear to accommodate the theory of BP (as shown in
Chapter 5). Because of the limitations mentioned above EFA reflects an inability
to accommodate theoretical knowledge. On the other hand CFA overcomes short-
comings found in EFA, and thus, indicates being a more powerful tool in research.
4.4 Methodology of SEM
Hair et al. [27]recommend the following step-by-step approach to ensure that
structural models are correctly specified and the results are valid.
These steps are:
1. Develop a theory-based model, which explains how variables are inter-related.
2. Construct a corresponding path diagram of the causal relationships between
all the variables.
3. Convert the path diagram into a set of structural equations and measurement
equations.
4. Collect the data for analysis.
5. Estimate the proposed model.
6. Do SEM statistical model evaluation.
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7. Modify the model if necessary and if it is theoretically justified return to
step6.
8. Interpret the results.
These steps will now be explained using the description given by Hair et al.
[27].
4.4.1 Development of a theory-based model
Like most multivariate techniques, SEM is based on causal relationships,
where a change in one variable results in a change of another. Causal relationships
can take many forms and meanings, from the strict causation found in physical
processes, such as a chemical reaction to less well defined relationships encoun-
tered in behavioural research. Justification of causality between variables does
not lie in the analytical method used but in the theory. Thus, it is advised that
SEM be employed when theory guides the analysis. A scientist may come up with
the theory on which the model is based, but it is up to the analyst to specify the
model and then test it with the data at hand. Theory may be based on empirical
research from academic sources or be derived from practical experience. The most
critical error in the development of a theory-based model is the omission of one
or more key predictive variables, this is called specification error. This will cause
a bias with respect to the importance of the other variables.
The following example (The Stability of alienation) will be used to illustrate
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a theory-based model and some other SEM concepts. In the study by Wheaton
et al. [63]conducted on 932 people in 1967 and 1971, attitudes such as alienation
were studied in relation to background variables, such as education and occupation
(Jëreskog, [31]).
The graphical display of the model is given in Figure 4.1. Alienation (the la-
tent construct) is represented at two time points by indicator measurements
anomia (lack of social standards) (anomi67, anomi71) and powerlessness (powrl67,
powrl71). The latent constructs of alienation (alnt67, alnt71) are linked in the
structural part of the model to the exogenous latent construct socio-economic
status (ses) which is represented by education (eductn) and socio-economic index
(sei). This example will be referred to as simply the "stability" when cited in
the following sections. This example is used below in the construction of a path
diagram and random error terms (El, ... ,E4) or (61,62) are included to reveal im-
perfection of indicator variables in constructing latent variables.
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Figure 4.1: Relationships between variables in the Stability of Alienation
example
In the following Section the way a path diagram is constructed from a theory
based model will be discussed.
4.4.2 Constructing a path diagram
A series of causal relationships can be represented graphically by a method
called path diagrams. These path diagrams are similar to flow charts that show
variables interconnected with lines that indicate causal flow. When a path dia-
gram is carefully drawn it will not only communicate the basic conceptual ideas
about the given model effectively, but it will also represent the exact correspond-
ing algebraic equations of the model and the assumptions regarding errors. The
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following general conventions are used in path diagrams:
1. Observed manifest variables or indicators are enclosed in squares or rec-
tangles. Latent variables are enclosed in circles or ellipses, in the stability
example we have:
lanomi67
2. A one-way straight arrow between two variables indicates a direct influence.
~f------"''''~ lanOmi67
3. A direct influence of one variable on another is indicated by a one-way
arrow, so that an absence of an arrow means that there is no assumed direct
relationship.
4. A curved two-way arrow indicates a correlation between the two variables.
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The above-shown correlation arrow is sometimes referred to as a covariance
path. These covariance paths are permitted only between exogenous variables.
Covariance paths indicate an association or correlation between the two variables
that are pointed. This association may be due to both variables depending on
another third variable or the variables may have a causal relationship that still
remains unspecified. An absence of a curved two-way arrow between two exoge-
nous constructs means then that there is no assumed correlation between them.
In SEM path diagrams are critically important as they provide means of arriving
at algebraic equations. It is a common practise for SEM users to write error terms
(El, ... ,E4) or (01,02) without a circle or ellipse.
4.4.3 Converting a path diagram into a set of structural equations
Once the theoretical model has been developed and path diagrams have been
drawn to illustrate the causal relationships, the next move would be to specify a
series of equations which define:
• the structural equations linking latent constructs,
• the measurement model defining which manifest variables measure which
latent variables,
and also
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• a set of matrices indicating all hypothesized variances and covariances of the
latent constructs.
This is illustrated in Section 4.4.3.5 by using the stability example. To
simplify the models, all variables are written as deviations from their means.
4.4.3.1 The structural model
The structural model links latent constructs to one another. Here each en-
dogenous construct (a construct with one or more straight arrow pointing to it)
is the dependent variable in one equation. The exogenous constructs (construct
with no straight arrow pointing to it) are independent variables. Each equation
will contain at least one endogenous variable and one or more exogenous variables
with an error term. The fundamental model where only variances (and not means)
are estimated is presented below. Mathematically it can be shown as follows:
Suppose that there are m exogenous constructs and n endogenous constructs.
The basic structural model is given by:
T] BT] + r~+ (
(I - B)T] = r~+ ( (4.1)
which is a model relating only latent constructs (endogenous to exogenous),
where:
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B n x n is a matrix of coefficients of the endogenous latent variables. The
main diagonal of B must be fixed at zero, otherwise n would have a direct
effect on itself.
ïl : ti x 1 is a vector of endogenous latent variables
r :n x m is a matrix of coefficients of the exogenous latent variables
~ : m x 1 is a vector of exogenous latent variables
( : n x 1 is a vector of residuals
<I> : is the covariance matrix of ~
'li : is the covariance matrix of (
The covariance matrix of ".,is a function of B, r, <I> andwand does not have
a special symbol. This is shown in Section 4.4.3.3.
4.4.3.2 The measurement model
The measurement model specifies how latent variables or hypothetical con-
structs are measured in terms of the observed manifest variables or indicators.
The procedure is similar to factor analysis, but is much more powerful. Most
indicators of constructs contain sizeable amounts of measurement error and the
measurement model takes this measurement error into account. Ignoring mea-
surement error leads to inconsistent estimators and inaccurate assessment of the
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relationship between the underlying latent constructs. Suppose there are p ex-
ogenous construct indicators and q endogenous construct indicators. The basic
equations for the measurement model are:
y (4.2)
x : p X 1 is a vector of indicators of the exogenous construct ~
y : q X 1 is a vector of indicators of the endogenous construct rt
c5 : p X 1 is a vector of measurement errors of x
é : q X 1 is a vector of measurement errors of y
Ax : p x m is a coefficient matrix relating x to ~
Ay : q x n is a coefficient matrix relating y to rt.
Ax and Ay are known as loading matrices and their elements (say Ai) are known
as the indicator loadings.
4.4.3.3 The hypothesized correlation/covariance matrices
The covariance matrices of errors are 8" = E(c5c5') and 8,s = E(éé'). The
main diagonals of these matrices are error variances associated with corresponding
-indicators. For example, 8" is apxp matrix with error variances of the x indicators
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on the diagonal and the off-diagonal entries are their covariances. Naturally, when
indicators are not correlated these covariance matrices become diagonal matrices.
A researcher specifies the correlations or covariances between exogenous latent
variables or between endogenous latent constructs. It is common for the exoge-
nous latent constructs to be correlated because of their sharing influence on the
endogenous latent constructs. The following assumptions are required for solving
the SEM equations in 4.1:
1. E(rJ) = E(~) = E(() = E(é) = E(b) = 0,
2. (is uncorrelated with ~,
3. e is uncorrelated with ït and ~,
4. (, é and b are mutually uncorrelated, and
5. I-B is non-singular, where I:n x n is the identity matrix.
These assumptions are used in determining the implied covariance matrices
for the exogenous x indicators and endogenous y indicators. From point one above
and equations 4.2, it follows that the expected value of these indicators is zero.
Thus indicators considered here are deviations from their means. Details of the
mathematics involved in the derivations of these are provided by Bollen [9],[10]
and Hayduk [29]. The (n+m) x (n+m) covariance matrix I;of the stacked vector
z where z = [;] can be represented as:
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~ =r+ 'lI)C' + 8E
Ax <l>rc'
(4.3)
where C = Ay(! - B)-I.
When the model is in terms of deviations from means, SEM consists of a selec-
tion of values for the elements of Ay, Ax,B, r, <1>, 'li, 8" and 8E so that ï: (sometimes
called ~ (e)) matches the covariance matrix of the observed variables. In appli-
cations some of these elements are fixed or set equal to assigned values. This is
particularly true for elements of Ay, Ax, Band r. This is done to ensure that
there are fewer parameters to be estimated than unique moments of the observed
indicators. Calculations are illustrated by the example in Section 4.4.3.5 below.
4.4.3.4 Standardized solutions
The Calis procedure of SAS reports residual covariances and standardized
residuals which helps to locate the largest residuals and patterns that may appear
in the residuals. The standardized residuals (sometimes called "Normalized resid-
uals") are estimates of the number of standard deviations the observed residuals
are away from the zero residuals that would be provided by a perfectly fitting
model. Each one is calculated by dividing each residual covariance by the square
root of its asymptotic variance (Hayduk [29]).
The Calis procedure also reports the standardized loadings. Standardized
loadings are defined as the unstandardized loadings multiplied by the ratio of the
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standard deviation of the construct (of which the loading is a coefficient) to the
standard deviation of its indicator (Bollen [9], p38).
4.4.3.5 Example
In the stability example introduced in Section 4.4.1 from which the path
diagram figure 4.1 is drawn, there is one exogenous construct (ses), two endoge-
nous constructs (alnt67 and alnt71) and manifest or predictor variables for all
these latent variables (both exogenous and endogenous). The structural equations
for the endogenous constructs or variables are as follows. From Section 4.4.3.1 and
equation 4.1 the stability example indicates that
m = 1 and n = 2
~= [::::::]. B = ~:1:l (= [~:]
r -- [:2
1
1I and ~ =ses
thus
[
alnt67] [0 0] [alnt67] [11] [( 1]
alnt71 = (321.0 alnt71 + 12 ses+ (2
and written as equations in Table 4.1.
Equations of the measurement model represent relationships between exogenous
indicators (eductn and sei) and the exogenous (ses) construct and are:
69
http://scholar.sun.ac.za/
Endogenous construct Exogenous variable Error
alnt67
alnt71
Table 4.1: Structural Equations.
Exogenous indicators Exogenous constructs Error
eductn
set
Table 4.2: Measurement model for exogenous latent variables
[
eductn] [0l] ['\~1]x= . ; °= , Ax = x and ~ =ses
set 02 \2
Substituting these in equations 4.2 leads to the equations in Table 4.2.
The relationship between endogenous indicators (anomi67, anomi71, powrl67
and powrl71) and their latent constructs can be represented as follow:
anomi67 '\~1 0 El
powrl67 ,\Y 0 E2
[.:,Ay = 21 and ry =y= E=,anomi71 0 '\~2 E3 alnt71
pounl/Il 0 '\;2 E4
and when substituted into the second sub-equation of equation 4.2 leads to
the equations in Table 4.3: Covariance paths between the exogenous constructs
El and E3 and between E2 and E4 are indicated by curved arrows as defined in
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Endogenous indicators Endogenous constructs Error
anomi67
powrl67
anomi71
powrl71 ).y . alnt71 + C422
Table 4.3: Measurement model for endogenous latent variables
Section 4.4.2.
Figure 4.2 is a representation of the stability example, including loadings and
covariance paths.
eo13
Figure 4.2: Graphical representation of the "stability" example.
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4.4.4 Implied moment matrix
Once a model is specified, it implies that the second moments (variances and
covariances ) of the observed variables are functions of the model parameters. Most
structural equation models focus on the implied covariance matrix, I:(B) defined in
Section 4.4.3.3. For example, for x defined in equation 4.2 the implied covariance
matrix is given by
(4.4)
where Ax are loading matrices of Section 4.4.3.2, 8" is the diagonal matrix of
measurement errors defined in Section 4.4.3.2 and <I> is the matrix of variances and
covariances among constructs. I:x(B) is the matrix at the lower right quadrant
of I:(B). For illustration purpose consider the stability example as formulated in
Section 4.4.3.5:
then
From equation 4.4
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[('\~J2var(~) + BÓ1
'\~2'\~1var(~)
(4.5)
resulting in the following set of equations:
(4.6)
The implied matrix for y is determined as follow:
rer- + 'li [~ll+1 ~,l+ [~11 0 1
'Y2 0 'l/J22
[~11>+~11 717,¢ ] (4.7)
'Y2'Yl¢ 'Y~¢ + 'l/J22
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Ail 0
A~l 0 [~:I:]C Ay(I - B)-l = 0 Ai2
0 A~2
Ail 0
A~l 0
(4.8)
Ai2/321 Ai2
A~2/321 A~2
Ail 0
A~l 0 [ 'Y14>+ ,p11 'YJ'Y2¢ ] [All A~l Ai2/321 A~2~21]C(f<I>f'+w)C' =
Ai2/321 Ai2 r2rl¢ r§¢ + 'l/J22 0 0 Ai2 A~2
A~2/321 A~2
(4.9)
Hence:
I:y(e) = C(f<I>f' + w)C' + et: = [Z]ij (4.10)
where [Z]ij is a 4x4 symmetric matrix with the following lower half entries:
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where
(4.11)
The set of equations for the variances and covariances of the corresponding
observed indicators then follow as:
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var(Yl)
COV(Yll Y2)
Var(Y2)
COV(Yll Y3)
COV(Y2l Y3)
Var(Y3)
COV(Yll Y4)
COV(Y2l Y4)
COV(Y3l Y4)
Var(Y4)
(>'il)2var(rh) + eEll
>'il>'~lvar(rh)
(>'~1)2var(rh) + eE22
>'il>'~1{;)2lvar(rh) + 1I')'2¢} + eEl3
>'i2>'~1{;)2lvar(7h) + 1112¢}
>.i2;)2l{>.i2;)2lvar(rh) + >.i21I12¢} + >'i2{>.i2;)2l1l12¢ + >'~2var(172)}
>'il>'~2{;)2lvar(17l) + 1112¢}
>'~1>'~2{;)2lvar(17l)+ 1112¢} + eE24
>'~2;)2l{>.i2;)2lvar( 171)+ >'i2ll 12¢} + >'~2{>.i2;)2lIl 12¢ + >'~2var( 172)}
>'~2;)2l{>'~2;)2lvar(17l)+ >'~2Il12¢} + >'~2{>'~2;)2l1l12¢
(4.12)
The implied covariance matrix for Y and X, namely I:xy(e) is determined by
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~xy(e) Cr<l>A~
AYI 0
A~l 0 [~:lvar(~) k A~,l
AY2,621 AY2
A~2,62l A~2
AY2Afl,62lIl ¢ + AY212Afl ¢ AY2Af2,62lIl ¢ + Af2AY212¢
A~2Afl,62l Il ¢ + A~2Afl 12¢ A~2Af2,62l Il ¢ + A~2Af212¢
Then the final set of equations follows as:
AYlAflll¢
AflA~lll¢
Af2AYlIl¢
Af2A~lIl¢
(4.13)
COV(Xll Yl) AYIAfl Il ¢
COV(X21 Yl) Af2AYlIl¢
COV(Xll Y2) Afl A~lIl ¢
COV(X21 Y2) Af2A~lll¢
COV(Xll Y3) AY2Afl,62l Il ¢ + AY212Afl ¢
COV(X21 Y3) AY2Af2,62lIl ¢ + Af2AY212¢
COV(Xll Y4) A~2Afl,62l Il ¢ + A~2Afl 12¢
COV(X21 Y4) A~2Af2,62l Il ¢ + A~2Af212¢ (4.14)
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These SEM equations (equations 4.6, 4.12 and 4.14) are then solved simulta-
neously. Furthermore, these relations are critical to the issues of the identification,
estimation and fit assessment as they will be discussed below.
4.4.5 Estimation
As shown in the example above, parameter estimation involves solving the
equations: ~ = ~(e) where the matrix on the left is a population matrix and the
one on the right is the matrix of free model parameters. In this thesis the CALIS
procedure of SAS is used for parameter estimation. There are several estimation
methods in SEM and estimation is done under the following assumptions:
1. independence of observations,
2. random sampling of the respondents (indicators),
3. linearity of all relationships, and
4. multivariate normality.
The choice of estimation technique is often determined by the distributional
properties of the variables being analyzed. The following estimation methods are
generally used [9], [27], [28].
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4.4.5.1 Maximum Likelihood (ML)
This is the most widely used estimation method in SEM. The fitting function
IS:
FML = log 1L:(t9)1 + tr(SL:-1(t9)) -log ISI- (p + q) (4.15)
where S is the sample covariance matrix, (p+q) = tr(I) and L: is the covariance
matrix of Section 4.4.3.3.
The covariance matrices used in the ML function (FM L) must be nonsingular
to avoid the undefined logarithm of zero. When a model fits perfectly the values
of the sample covariance give FML = O. To verify that FML = 0 when L: = S, we
substitute ~ for I:(t9) in the above equation.
4.4.5.2 Unweighted least squares (ULS)
The unweighted least squares (FULS) function minimizes the deviations be-
tween the observed elements of the sample covariance matrix and the correspond-
ing elements of the predicted covariance matrix.
4.4.5.3 Generalized least squares (GLS)
Generalized least squares weights observations to correct for unequal variances
or nonzero covariances of the disturbances(errors). The function of FULS is a
special case of the generalized least squares' function (FaLs) where all deviations
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between the indicators and constructs are given the same weights as if they had
the same variance.
4.4.5.4 Two-stage least squares (TSLS),
In the first stage the independent variables are regressed on the instrumental
variables. In the second stage the dependent variable is regressed on the predicted
values of the independent variables (from the first stage).
4.4.5.5 Generally weighted least squares (WLS),
When non-normality or excessive kurtosis threatens the validity of the ML or
GLS significance tests, this method provides an alternative as it accommodates
these problems. It makes minimal assumptions about the distribution of the
observations.
The last two methods above are popular in econometric procedures. In each
case the parameter vector is estimated iteratively by an optimization algorithm.
4.4.6 Sample size and the data format
According to Hair et al. [27], sample size is important in the estimation and
interpretation of the SEM results:
• A minimum sample size of a hundred is required for the use of ML.
• Very large samples of more than five hundred bring a risk of getting all
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goodness-of-fit measures to indicate poor fit due to over-sensitivity in de-
tecting differences in the data .
• The sample size provides a basis for estimating sampling error, which is
critical in ML estimation.
• The sample should be large enough to include five observations for each
estimated parameter.
4.4.7 Choosing the data for analysis
Input data for the CALIS procedure in SAS can be a covariance matrix,
correlation matrix, or the raw data. Inputting a covariance or a correlation matrix
has an advantage of using less computer time but will not allow computing of the
measures of kurtosis or identification of outliers. When the data has variances of
some of the variables much larger than those of others the correlation matrix would
be preferred. A correlation matrix is permissible when patterns of relationships
among constructs are investigated [27]. Raw data is essential when intercept terms
are to be estimated.
4.4.8 Statistical evaluation of a SEM model
A SEM model is specified in accordance to the causality theory which is briefly
discussed in Section 4.4.1. Initially hypothesized relationships between the con-
structs and the indicators are specified. Care must be taken in making sure that
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the model is identified (identification is discussed in the next Section). Once the
model has been correctly specified, estimation is done by a computer program.
The process of estimation is iterative, with the initial part of it concerned solely
with working the model fit before the estimation of model parameters and the
interpretation of the results. Initial procedures (identification, goodness-of-fit and
modification indices) that are of concern in SEM evaluation will be discussed
before parameter estimation and the interpretation of the results.
4.4.8.1 Identification
Model identification concerns the question of whether it is possible to deter-
mine the parameters of a model from means, variances and covariances of the
observed variables uniquely. A model is said to be identified or exactly iden-
tified if it has as many linearly independent equations as unknowns. If it has
more equations than unknowns it is said to be overidentified. An identified model
will produce a unique set of parameter estimates (for a given sample). A model is
identified if it is either exactly identified or overidentified. Alternatively an under-
identified model has fewer linearly independent equations than unknowns and will
not give unique parameter estimates. Clearly, parameter estimates from an under-
identified model are useless. A problem of identification in SEM is associated with
incorrect modelling of the data.
A necessary but not sufficient condition for the identification of a model is
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the assignment of a scale to each construct. One way of doing this is to choose
an indicator with a loading equal to one for each construct. The intercept for
that same indicator should be set to zero (see Section 4.5). With this scaling,
the construct has a metric or scale that is similar to that of the indicator. In
the stability example of Section 4.4.3.5 for instance, Ail' Ai2 and A~l could be set
equal to one in order to assign scales to 'Th, "72 and ~ respectively.
4.4.8.2 Assessing the identification of the structural model
The output of a computer program can be used to assess whether there is an
identification problem. Indications are:
1. very large standard errors for one or more coefficients,
2. the inability of the program to invert the information matrix,
3. unreasonable estimates, such as negative error variances,
4. high correlations (approx. 0.90) among the estimated coefficients.
If an identification problem is indicated, then one can check the problem at
the following three possible sources:
1. a large number of estimated coefficients relative to the number of covariances
or correlations, indicated by a small number of degrees of freedom (similar
to the problem of over-fitting the data in multivariate techniques),
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2. the use of reciprocal effects (two-way causal arrows between two constructs),
and
3. failure to fix the scale of a construct.
A solution is to define more constraints (or fix some parameters) in the model
to provide more constraints relative to the number of causal relationships exam-
ined. When the model is identifiable then one can examine the fit of the model.
4.4.8.3 Goodness of fit
Goodness of fit is assessed at several levels: first for the overall model and then
for the measurement and structural models separately. Once the assumptions (of
sections 4.4.3.1, 4.4.3.2, 4.4.3.3) have been checked, the results are then examined
for estimated coefficients that exceed acceptable limits, called offending estimates.
Common examples of offending estimates are:
1. negative error variance or non-significant error variances for any construct,
2. standardized coefficients exceeding or very close to 1.0, or
3. very large standard errors for one or more of the estimates.
4.4.8.4 Overall model fit
If all assumptions are met and there are no offending estimates one needs to
assess one or more of the following goodness of fit measures:
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1. absolute fit,
2. incremental fit measure,
3. parsimonious fit measures.
Absolute fit: This determines the degree to which the overall model predicts the
observed covariance or correlation matrix. The three absolute measures of fit are:
1. Chi-squared statistics
This is the only goodness of fit measure in SEM with distributional prop-
erties. If there is a large chi-square relative to the degrees of freedom then
the observed and estimated matrices differ to a large degree. On the other
hand low chi-squared values which result in significant levels greater than
0.05 indicate that the difference between the actual and predicted is not
significant.
2. Goodness of fit index (GFI)
This measures ranges in values from 0 (poor fit) to 1 (perfect fit). The data
do not fit the model if the GFI is negative or much greater than one.
3. Root mean square residual (RMSR)
This is the root of the mean square residual. If covariances are used it is the
average residual covariance, while if a correlation matrix is used, it is then
written in terms of an average residual correlation.
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Incremental fit measures: These measures compare the proposed model to a
comparison model, often referred to as the null model [29]. A null model is the
simplest model that can be theoretically justified. The most common example of
a null model is a model with a single construct related to all indicators with no
measurement error. The following are two of the incremental fit measures:
1. Normed fit index (NFl)
The normed fit index D.1, proposed by Bentler and Bonett (1980) is
2 2
J\ _ Xb - Xm
L..l.l-
X~
(4.16)
where X~ is the chi-squared estimate for the null model and X~ being the
chi-squared estimate for the proposed model. The best possible fit is when
Fm is zero, which results in a D.1 of one. The worst fit is when the proposed
model is not different to the null model, which results in a D.1 of zero.
2. Non-normed index Delta 2
Bollen (1988) proposed a modification of D.1 (above) that lessens the depen-
dence of its mean on the sample size (N) and takes into account the degrees
of freedom corresponding to the proposed model (dim).
2 2
J\ Xb - Xm
L..l.2 = 2
Xb - dim
(4.17)
Fb - dim/(N - 1)
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The recommended value for each of the incremental fit measures is 0.9 or
greater.
Parsimonious fit measures: This is used to check if the model fit has been
achieved by "overfitting" the data with too many coefficients. The following mea-
sures of parsimonious fit are among the used ones:
1. Adjusted goodness-of-fit Index (AGFI).
AGFI is an extension of the GFI defined previously. AGFI is adjusted by
the ratio of the degrees of freedom for the proposed model to the degrees of
freedom for the null model. The recommended level of acceptance is 0.90 or
greater.
2. Akaike's information criterion (AlG).
This is a criterion for selecting the best model among a number of candidate
models. The final measure of AIC is calculated as follows
AlG = X2 - 2df. (4.18)
AIC value closest to zero indicate the best fit [9], [51].
4.4.8.5 Measurement Model Fit
Once the overall model fit is evaluated, the measurement of each latent variable
can be assessed by:
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• examining the indicator loadings (coefficients of constructs which are ele-
ments of Ax and Ay) for statistical significance, and
• assessing the construct's reliability and variance extracted.
The construct's reliability is the measure of internal consistency of the indicators,
depicting the degree to which they "indicate" a common construct. It is given by:
[2::::(standardized loading j)] 2
Construct Reliability= 2
[2::::(standardized loading j)] + 2::::var(Ej)
(4.19)
where the standardized loadings are defined as in Section 4.4.3.4. The sum is over
all indicators j loading on the construct and Ej is the measurement error variance
of indicator j. A commonly accepted value for reliability is 0.7.
Another measure of reliability is the variance extracted measure. This measure
gives the overall amount of variance in the indicators accounted for by a given
construct. Higher values of variance extracted occur when the indicators are truly
representative of the construct. This measure is given by:
2::::(standardized loading j) 2
Variance extracted = ----==-----------==----
2::::(standardized loading j)2 + 2:::: var(Ej)
(4.20)
Guidelines suggest that acceptable variance extracted values should exceed
0.5 (Hair et al., [27]).
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4.4.8.6 Structural Model fit
When a structural model is estimated, tests of significance are done on the
estimated coefficients. Structural equation modelling provides estimated coeffi-
cients with standard errors and t values for each coefficient. Overall coefficient
of determination R2 is also calculated for each endogenous equation. This gives
the measure of fit for the entire structural equation, and gives an indication of
the amount of variation or correlation of the endogenous variable accounted for
by the exogenous variable.
4.4.9 Modification of the model
Modelling data by SEM can never be "exact", but the estimated model will
be close to the true model. Hence if the model indicates an adequate fit, one needs
to examine possible modifications that will improve both theoretical explanations
and the goodness of fit of the model. The necessity for model improvement will be
indicated by residuals of the predicted covariance or correlation matrix. Possible
modifications to the proposed model will be indicated through the examination of
the normalized residuals and the so-called modification indices. Normalized resid-
uals (sometimes known as standardized residuals, of Section 4.4.3.4, [29]) greater
than ±2.0 can be regarded as statistically significant at the 0.05 level. When the
normalized residuals are greater than 2 then the proposed model is far off from the
predicted one, hence changes must be made in the model. Modification indices
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suggest what changes should be.
There are three equivalent modification indices that are usually used, namely
likelihood ratio (LR) test, Lagrangian Multiplier (LM) test and Wald (W) test.
The frequently used ones are the LM and Wald tests. The LM test estimates the
reduction in the model chi-square that would result from freeing a fixed parameter
and allowing it to be estimated. However, only exogenous construct are allowed
to have an association (correlation), as discussed in section 4.4.2. The Wald test
on the other hand can be thought of as acting opposite the LM test since it
identifies paths and covariances that should possibly be deleted from the model.
It is possible to have a computer output that does not contain a Wald test, and
this means that it is probably not possible to drop any of the parameters without
significantly hurting the model's fit. If no further modifications are necessary then
the estimation of the parameters can be taken as done.
4.5 A model with means and intercepts
The SEM models discussed so far, assume that model indicators and con-
structs have zero means. The analysis has been restricted to covariance matrices
and their deviations from their means. Hence, the use of covariance or correla-
tion matrices for the input data. This assumption restricts the ability of these
models in answering certain research questions, for example, means of constructs
cannot be estimated. Attempts to model means using SEM, for example, Coles
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and Maxwell (1985) and Faulbaum (1987); McArdle and Epstein (1987) have not
been widespread despite several discussions of this topic by Jëreskog and Sërbom
(1979-1982). Other factors contributing to the lack of use of models with inter-
cepts are the late appearances of the procedures for handling means. Another
fundamental reason for the avoidance of means is the fact that it requires changes
in the basic model and the input data. In fact, the use of means does not allow
the use of covariance or correlation matrices for input data, but the raw data.
In SEM intercepts are required in order to derive the mean (expected values)
of dependent variables. A model with means and intercepts is an extension of
models represented by equations 4.1 and 4.2. When vectors of intercepts are
added to those equations they become:
(4.21)
and:
y (4.22)
where 0: is a ti x 1 vector of intercepts for the equation of the endogenous construct,
V« and Vv are p x 1 and q x 1 vectors of intercepts for equations of measurement
for x and y respectively. Model assumptions are the same as those in Section 4.4.3
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except that means of the exogenous construct ~ is taken to be an n x 1 column
vector /'i" hence, the means of endogenous construct ry are given by:
E(ry) (I - B)-IE(a + r~+ ()
(I - B)-I[a + rE(~)]
(I - B)-I(a + I'x)
(4.23)
since E( () = O. The expectations of x and yare:
E(x)
E(y) (4.24)
The identification becomes even more complicated because of additional para-
meters. It will be shown how this type of a model works in the main BP example.
Table 4.4, which is borrowed from Bollen [10] shows how common statistical mod-
els can be derived from the above model (SEM with means and intercepts). For
example, if we assume a scalar, continuous dependent response variable (y), no
measurement error in the dependent or explanatory variables, and only dummy
explanatory variables, we end up with an ANOVA model. The vectors Ty and Tx
are vectors of threshold parameters which determine the values taken by y and x
respectively.
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CHAPTER5
INVESTIGATING l\IIEASUREl\IIENT ERROR IN
SPECIFIC STUDY DESIGNS
5.1 Introduction
The accuracy of BP measurements has always been improved by averaging
several measurements [25], but recent medical scientific methods improve such
accuracy even more by the introduction of the so-called weighted averages [4].
They also make use of the quality of measurement index, which is the ratio of the
variance of the true values (constructs) over the total variance of an indicator.
Hence, both the systematic and random errors contribute towards this quality of
measurement. The lower their contribution is to the total variance of an indicator,
the higher the quality of the measurement is. In this chapter the relationship be-
tween the ANOVA and SEM will be investigated. SEM will also be demonstrated
as an efficient measurement tool in BP studies. Batista et al. [4] modelled BP
via the SEM using multi-type multi-trait (MTMT) models, which are a partic-
ular case of mean-and-covariance structure confirmatory factor analysis models.
These constitute a variant of repeated measurement designs based on Campbell
and Fiske's (1959) suggestion that the quality of the measurement instrument
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(time, in our BP examples) can be determined by comparing them with other
instruments in order to reveal both systematic and random errors. MTMT data
allow for the evaluation of the quality of an indicator through the isolation of both
the systematic error variance (because of an instrument used) and random error
variance from the total variance [4]. The SEM approach outlined in this chap-
ter follows the MTMT structure very closely but with measurement instruments
(traits) replaced by observation times, hence the multi-type multi-time (MTMT)
models. The BP studies introduced in Chapter 2 will be analyzed by SEM in this
chapter. Using these studies specific models for BP measurement which enable
estimation of measurement error will be formulated.
5.2 Modelling the data
5.2.1 ANOVAmodel for the BP measurements
In the Mamre study measurements were taken at five-minute intervals during
a single visit using a single machine. On the other hand in the Mitchells Plain
study two machines were used and readings were taken at two-minute intervals.
Measurement error will be taken as within-visit variability [4]in both these cases,
since measurements are taken at a single visit. The BP measurements will be
taken as repeated because of their consistent pattern over time. The underlying
SBP will be called systolic blood pressure construct (SBP), the underlying DBP
is called diastolic blood pressure construct (DBP), and patients are taken to be
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subjects. The BP type is taken as fixed since the entire population of types (DBP
and SBP) are included. Time effects are also taken as fixed since they do not
constitute a sample of all possible times. Let
ai be the main effect of type i of BP, taken to be fixed
f3 j be the main effect of time j, taken as fixed
'Yk be the main effect of the subject k, taken to be random,
then the following mixed effects model is obtained:
where
Xijk is the reading for type i at time j for the subject k,
I-l is the overall mean, and is fixed,
Wij is a term representing the type-time interactions, and is fixed,
'Yk is a random variable to accommodate variation between subjects. This term
is independent of Wik, Wjk and Cijk with mean of zero and variance (j2('Yk),
Wik is a random variable to accommodate variation between types within subjects.
This term is independent of 'Yk' Wjk and Cijk with a mean of zero and a
common variance (j2(Wik),
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Wjk is a random variable to accommodate variation between times within sub-
jects. This term is independent of Ik' Wik and [ijk with a mean of zero and
a common variance 0"2(Wjk)' and
[ijk is a simple error term with a mean of zero and a common variance 0"2([ijk).
Then the total pooled variance across subjects and types will be given by:
where 7f2 represents the variance of fixed factors, which are not variance com-
ponents. Consider the six readings (three pairs of DBP and SBP) taken on one
subject, if one reading is randomly selected from each subject in the study, there
will be a variation according to the type selected which is given by 7f2(ai). On
the other hand, random effects are represented by 0"2, which are variance compo-
nents. The variance of the type main effects (7f2(ai)) has no interpretation with
respect to the quality of measurement. The 7f2((3j) estimates the extent of bias
of different time measures to each other, and 7f2 (Wij) estimates the extent of bias
of the different time measures due to types. The 0"2(!k) is the contribution of the
main effects of subject k to the overall variation, the 0"2(Wik) is the contribution
of the type-subject interaction on the variance of the true BP (both systolic and
diastolic). The contribution of the main effect of the subject k and the time j is
97
http://scholar.sun.ac.za/
given by (J2(Wjk), which is mainly the sum of systematic measurement error. The
(J2(éijk) is a third order interaction (type by time by subjects) variance which is
an overall measure of the random error variance for all six of the measurements.
All the variance components can be estimated by the ANOVA as was shown in
Section 3.4.5.
5.2.2 Random effects model
Make the following substitution in the above mixed effects model: let
/-lij = /-l + ai + (3j + Wij (5.3)
where u, ai, (3j and Wij are fixed. The /-lij will also be fixed and represents the
expectation of measurements of type i at time j. From equation 5.1 follows that
a reading for each subject k for type i at time j can be written as
(5.4)
The variance decomposition of Xijk - /-lij conditional on a given type i and
time j is
(5.5)
The covariance between measurements on the same subject k of the same
type i but at different times j and j' is
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(5.6)
since the same realization of the same subject random variable Ik' and the type-
within-subject random variable Wik, is applied to different time realizations j and
.1
J .
The covariance between measurements on the same subject k, at the same
time j but different types i and i' is
(5.7)
since the same realization of the subject random variable Ik' and the time-within-
subject random variable, Wjk is applied to different type realizations (namely, i
and i).
The covariance between measurements on the same subject k, between differ-
ent times j and j' and different types i and i' is
(5.8)
since only the same realization of the subject random variable Ik' is applied to
different type (i and i') and time (j and j') observations.
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The above random effects model can be represented as the simplest SEM
model by making the following substitutions
~Tik = (,k +Wik) represents the true values of DBP and SBP within subjects,
~Mjk = Wjk represents the time-within-subjects effect,
bijk = Cijk represents the random error, and
Tij = !-lij be fixed.
Equation 5.4 can then be rewritten as:
Xijk = Tij + ~Tik + ~Mjk + bijk (5.9)
where Tij is an intercept term, ~Tik is a type construct, ~Mjk is a time construct
and bijk is an error term.
Furthermore, let
var( Ik + Wik)
var(rk) + var(Wik)
¢T' (5.10)
var(~Mjk) var(Wjk)
¢M' (5.11)
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= e. (5.12)
Then the decomposition of the variance of Xijk is
(5.13)
It has been shown that the simplest SEM model given in equation 5.9 is in
fact an ANOVA model. It fails to provide information on errors associated with
the individual types or times. Only overall estimates are provided. Thus, such
a model is more restrictive than a general MTMT framework as described by
Batista et al. [4]. The random effects model defined by equation 5.9 is a special
case of SEM of equation 4.21, as defined by Bollen [10]with:
• Type constructs with a common variance.
• Time constructs with a common variance.
• Loadings of eTik and eMjk all equal to one.
• There are no correlations between constructs.
5.2.3 Generalization to a SEM model for BP
Equation 5.9 represents the simplest form of the MTMT models [5]. A more
general form of that model can be constructed, which will enable the estimation
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individual variance components as explained by the type of BP or time or errors
by:
• Introducing the type loadings (ATij) which will enable estimation of the
magnitude of the expected change in the indicator (Xijk) for a unit change
in the BP type.
• Set the type variances and covariances free so that they may differ and allow
estimation of the variances and covariances.
• Set the time variances free so that they may also differ and thus be estimated.
• Estimate six different error variances individually, one for each time and
type combination.
Except for the type covariance, all independence assumptions of model (5.9)
are maintained. Incorporating all these aspects in model 5.9 results in the follow-
ing model
(5.14)
where
Tij are intercept terms essential for the estimation of the mean BP,
~Tik is a random variable with a mean ""i, unequal variances E(~Tik - ""i)2 = ¢Tii
and covariance E (~Tik - ""i) (~Til k - ""il) = ¢Tiil. This variable represents the
type construct,
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eMjk is a random variable with E(eMjk) = 0 and unequal variances <PMjj' This
variable represents a time construct, and
6ijk is random and is associated with error such that, E( 6ijk) = 0 and variances
(Jij unequal for the time and type.
Hence, the decomposition of the variance of Xijk is:
(5.15)
The generalization from 5.13 to 5.15 shows that the variance of each type and
time combination can be individually decomposed. The mean of Xijk is given by:
T·· + AT··JL"·'J 'J ""
*/-tij' (5.16)
The covariance between any two measurements of subject k for a given type
i, at times j and j' is:
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E(Xijk - J-L:j) (Xij1k - J-L:jl)
E(Tij + ATij~Tik + ~Mjk + bijk - Tij - ATij/'\,i)
(5.17)
Similarly the covariance between any two measurements of subject k for a
given time j, between types i and i' is calculated as:
E(Xijk - J-L:j)(Xi1jk - J-L:)
ATijE(~Tik - /'\,i)(~Tilk - /'\,il)ATi'j + E(~~jk) (5.18)
The covariance between any two measurements of subject k, for different types
and times is similarly calculated as:
(5.19)
Model 5.14 can be written formally as a SEM model of the form of Section
4.5 with the structural model
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~Tik = /'l,i + C;ik (5.20)
where C;ik is a disturbance term, which is random with a mean of zero and a
variance <PTii and covariance <PTiiI. The measurement model is:
(5.21)
Further generalizations of the model can be done by introducing:
• Time loadings (AMij).
• Covariances between time constructs
• Covariance between time and type constructs
None of these extensions were implemented in our SEM model for the estima-
tion and modelling of the measurement error of BP in order to avoid overparame-
terization. Overparameterization will lead to underidentification of the model. In
practise [31J this problem is addressed by constriction or fixation of the parame-
ters. In order to avoid this problem it is common practise to allow a single loading
in each group of loadings from a particular construct to be fixed at one and also
one of the intercepts to be set to zero [4],[9J. For example, in our applications
with model 5.14 we have set one loading (ATij) to one for each type in order
to identify type variances (<PTii). Similarly, in order to identify the type means
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(~i) one Tij must be constrained to zero for each type. Not only will these serve
to facilitate the identification of the model and scale the loadings, they will also
serve as a testing tool as will be demonstrated in the results below. According to
Batista-Foguet et al [4] from models of the form of equation 5.14 it is possible to
• Assess the bias as will be discussed below.
• Estimate the quality of the six measurements.
To test biasedness among different time constructs, one is fixed and then
compared with rest. This tests if the estimated parameters are systematically
different from those fixed in a particular time construct. For example one would
test if time two was biased relative to time one in a repeated BP data set by
testing;
ATij = 1, Tij = 0 for i = 1,2, j = 2 (5.22)
given that ATij = 1, Tij = 0 for i = 1,2 and j = 1. Tests are usually done by
maximum likelihood or any of the other full-information methods that are related
to the generalized method of moments family.
The quality of the measurements for these types of models (MTMT models)
is given by the so-called standardized loadings Ahj calculated as follows
(5.23)
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This measure can be used as a basis for choosing the best quality measure-
ments among the times [4]. Blood pressure theory reveals that measures taken at
different times will have different measurement qualities [4].
5.2.4 SEM solution
= 1
Cf)
+
Figure 5.1: Path diagram for the SEM model of equation 5.14
The SEM model given by equation 5.14 is represented pictorially in figure 5.1
according to the conventions of Section 4.4.2. BP readings are represented by
rectangles and the BP type and time constructs by ellipses. In figure 5.1, the
BP type construct ~Tik from model 5.14 is represented by DBP and SBP. The
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covariance ¢T12 between ~Tlk and ~T2k is represented by a connecting path. The
DEP readings Xljk where j = 1,2,3 are represented by DIASI, DIAS2, DIAS3 in
the figure 5.1 SISTI, SIST2, SIST3 are the corresponding representations for the
SEP readings X2jk for j = 1,2,3. The time construct ~Mjk with j = 1,2,3 has
representation by means of TIMEI, TIME2, TIME3. All other elements of the
model 5.14 are directly indicated with their respective constraints.
The CALIS procedure of SAS [28]was used for the estimation of parameters of
the model5.14. The SAS program for modelling the data is given in the Appendix.
The LINEQS model specification was used in the program since it corresponds
directly to the path diagram given in figure 5.1 From the path diagram it can
also be seen that model parameters were fixed at time two (ATi2 = 1, Ti2 = 0)
since that construct (time two) has shown the lowest variances in Chapter 2 (thus
indicating it was the most stable). Some variables were given initial values as a
means of speeding up the iterative estimation process.
The SEM model 5.14 is applied to each of the following data sets:
• Mamre EP data (Mamre)
• Mitchells Plain digital EP data (MP dig)
• Mitchells Plain mercury EP data (MP mer)
As outlined in Chapter 2 the two studies were done on different populations
and the results are presented together in some Tables to facilitate comparisons.
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A list of Tables relevant to a specific study and statistical measures are given in
Table 5.1. Results will be presented in three main sections, namely:
• Estimated parameters,
• ANOVA versus SEM,
• Goodness of fit.
The specific details of the goodness of fit statistics are given in Section 4.4.8.3.
The specific details of the estimated parameters are given in model 5.14 and the
standardized loadings are defined in Section 5.2.3, equation 5.23. The residuals
discussed in Section 5.2.5.3 are the standardized residuals of Section 4.4.9. The
distribution of standardized residuals is illustrated by stem and leaf plots (Tables
5.16, 5.17 and 5.18). In these plots the stem is made of the residual interval
(RANGE). The leaf is made up of the number of residuals in that particular
interval (FREQ) and the percentage they constitute over the entire population of
residuals. These residuals are represented by asterisks (*).
Table 5.7 contains the estimates of variance components as estimated in model
5.4. The random-factor ANOVA was done by PROe MIXED of SAS to obtain the
results in Table 5.7, whereas the similar results were obtained by approximating
the ANOVA by SEM as described in Section 5.2.2. SAS programs for both the
approximation of ANOVA by SEM and ANOVA, using Proe Mixed are in the
Appendix. Raw data was used for the estimation according to the discussion of
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Mamre MPdig MPmer
Model Parameters Table Table Table
ATij, Tij 5.2 5.2 5.2
A~ .. 5.3 5.3 5.3tJ
eij 5.5 5.5 5.5
¢Mij 5.4 5.4 5.4
ANOVA versus SEM
Analysis of variance 5.7 5.7 5.7
Model Fit
Residual Matrix 5.13 5.14 5.15
Residual Histogram 5.16 5.17 5.18
Goodness of fit statistics 5.8 5.8 5.8
LaGrange multiplier 5.9 5.11 5.12
Table 5.1: Reference table for the Study Results and Statistical Measures
Section 4.5.
5.2.5 Results
5.2.5.1 Estimated parameters
Table 5.2 shows estimates of the unstandardized loadings and intercepts (for
all three sets of data) for the free parameters. From this Table we can test for the
presence of bias as discussed in Section 5.2.3. We can test the hypotheses: Tij = 0,
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Data ATU AT13 AT21 AT23 TU ' T13 T21 T23
Mamre 0.982 0.993 l.005 0.980 2.673 0.005* l.669 l.393
MP dig 0.988 l.001 0.989 0.966 2.688* -0.834* 5.405* 2.375*
MP mer 0.960 0.999 0.986 0.978 4.497 -0.774* 4.266* l.816*
Table 5.2: Estimates for the unrestricted parameters
ATij = 1. We find that there is a presence of bias between the first and the second
diastolic readings in the Mamre data at 5% level of significance (TU = 2.673 and
the t-value= 4.351), whereas there is no indication of bias presence between the
second and the third reading (T13 = 0.005 with t-value= 0.012). This confirms
what is seen in chapter 2 (see the fitted curve of figure 2.3). Intercept values
without the asterix in Table 5.2 are significantly different from zero at a = 0.05
level of significance. All the loadings are statistically different from one at a = 0.05
level of significance. For example, ATU = 0.982 with a t-value of 126.0 hence we
reject the null hypothesis: ATij = l.
The standardized loadings of Table 5.3 are estimates of the quality of the six
measurements. From this Table, time two appears to give the best measurement
estimates since it has the highest standardized loadings for the SBP readings. For
example in the Mamre data the second standardized loading for systolic BP is
l.000 against the first SBP loading (0.988) and the third systolic loading (0.989).
On the other hand there is no difference between the second and the third DBP
readings. The Mitchells Plain results (both digital and mercury) reveal that the
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Data A~ll Ah2 Ah3 AhI Ah2 Ah3
Mamre 0.966 0.999 0.999 0.988 1.000 0.989
MP dig 0.969 0.999 1.007 0.968 0.999 0.984
MP mer 0.951 0.999 1.008 0.973 0.999 0.988
Table 5.3: Standardized Loadings estimates
Data ¢Mll ¢M22 ¢M33
Mamre 2.048 0.283 1.436
MP dig 5.543 4.007 14.236
MP mer 5.815 0.555 4.478
Table 5.4: Time variances
second SBP reading is the best whereas among the diastolic BPs the third DBP
reading is the best. Thus for all these groups of data the first DBP readings is
not as good quality as the second and the third, whereas the second SBP readings
have the best quality.
The variance estimates of Table 5.4 indicate that time two has lower variances
than the other time constructs (0.283 for the Mamre data, 4.007 for MP digital
and 0.555 for the MP mercury). This is also confirmed by Table 5.5 since time two
has the lowest measurement error variances. For example the second diastolic BP
measurement error variance in the Mamre data is approximately 1.953 compared
to 7.061 and 2.746 for the first and the third measurements respectively. This
agrees with the exploratory data analysis results of chapter 2.
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Data
Mamre 7.061 1.953 2.746 14.766 2.154 7.678
MP dig 29.302 12.459 16.901 64.293 22.308 98.327
MP mer 10.947 5.101 8.826 22.459 19.126 36.445
Table 5.5: Measurement error variances
Table 5.6 shows construct score regression coefficients for all three data sets.
Batista-Foguet et al. [4] propose that the factor scores as given in Table 5.6
can be used to calculate a weighted average that gives a better measurement
quality for systolic and diastolic BP than an unweighted average. Such a weighted
average minimizes the sum of squared measurement errors and thus optimizes
measurement quality. From Table 5.6 we see for example that we can estimate
the SBP for any subject in the Mamre group as follows:
systolic 0.002 * DIAS1 + 0.013 * DIAS2 - 0.010 * DIAS3
+0.103 * SIST1 + 0.708 * SIST2 + 0.187 * SIST3. (5.24)
From Table 5.6 there appears to be some negative diastolic score loading
when for example, an average systolic BP is estimated by diastolic scores. Besides
equation 5.23 measurement quality can also be estimated by an average of the six
standardized loadings of Table 5.3 [4]. According to Table 5.6 time two has the
highest factor scores (except for the mercury diastolic), which also confirms that
113
http://scholar.sun.ac.za/
Group Type DIAS1 DIAS2 DIAS3 SISTI SIST2 SIST3
Mamre Systolic 0.002 0.013 -0.010 0.103 0.708 0.187
Diastolic 0.135 0.553 0.304 -0.003 0.030 -0.023
MP dig Systolic 0.028 -0.013 0.010 0.227 0.616 0.137
Diastolic 0.217 0.466 0.255 0.015 0.015 -0.013
MP mer Systolic -0.069 0.093 -0.014 0.327 0.453 0.215
Diastolic 0.185 0.559 0.241 -0.011 0.024 -0.008
Table 5.6: Construct score regression coefficients
time two measures have higher measurement quality than the rest.
5.2.5.2 ANOVA versus SEM
Figure 5.2 is a pictorial representation of the random effects model estimated
by an SEM as discussed in Section 5.2.2. A mathematical representation of
the model is given by equation 5.9. Table 5.7 shows the SEM approximation
of ANOVA, in particular the variance components estimates. The sub * time vari-
ance component represents ¢M of equation 5.13 and the error variance represents
(). Comparing the ¢M of the three data sets in Table 5.7 to the ¢Mjj of Table
5.4 we observe that the small variances of time two are masked by the ANOVA
model. Similarly, this is observed for the comparison of () versus ()ij of Table 5.5.
The common measurement error variance ()masks the smaller measurement error
associated with DBP. The () of 41.208 for the MP digital versus 17.351 for the
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MP mercury confirms the larger measurement error associated with the digital
instrument found in Table 5.5.
Figure 5.2 Path diagram for the SEM model of equation 5.9
The goodness-of-fit tests show very high chi-squared statistics for all three
sets of data indicating that restrictions imposed in order to fit an ANOYA model
are not acceptable. Investigating factor scores coefficients for this setting showed
that they were 1/3 and 0, thus, unweighted averages. This means that for the
estimation of the SBP, a third of each of the observed SBP measures is taken, and
none of the observed DBP measurements are used. Similarly for the estimation
of the DBP only the observed DBP measures are used. The program for fitting
the ANOYA model as an SEM is given in the Appendix.
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Data sub sub*type sub*time Error .JQ:; X2 (17 dI)
Mamre 252.993 155.481 1.247 6.138 0.982 1198.5
MP dig 261.572 242.929 7.623 41.208 0.912 280.9
MP mer 225.808 261.804 3.561 17.351 0.959 240.5
Table 5.7: ANOVA variance components
5.2.5.3 Goodness of fit
Table 5.8 shows a selection of the goodness-of-fit measures (Section 4.4.8.3)
for the three data sets. The GFI measures for the Mamre (0.999), MP digital
(0.9874) and MP mercury (0.9966) all agree with residual analyses above that we
have good model fit for all of the three data sets. The Chi-square values are fairly
low (2.926, 8.9187, 2.4494). One can see from these Chi-squared values that the
proposed model did not fit the MP digital data as well as the other data sets did.
This was also evident from the distribution of residual plot of Table 5.17. All the
p-values for the three data sets suggests that there are nonsignificant differences
between the data sets and the proposed model. The Bentley & Bonnet and the
Bollen tests were 1.0003 and 1.0001 respectively for the Mamre data, 0.9972 and
0.9993 for the MP digital and 1.0017 and 1.0004 for the MP mercury. These
values confirm that all three data sets fitted perfectly since they are far beyond
the cut-off point of 0.90.
Table 5.9 shows the ten largest Lagrange Multipliers (LM) for the Mamre
data. This Table suggests that a covariance path between DBP construct and
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Mamre MP dig MPmer
Goodness of Fit Index (GFI) 0.999 0.9874 0.9966
GFI Adjusted for Degrees of Freedom (AGFI) 0.9952 0.9293 0.9810
Root Mean Square Residual (RMR) 0.711 6.5725 2.1481
Chi-Square 2.926 8.9187 2.4494
Chi-Square DF 5 5 5
Pr > Chi-Square 0.711 0.1124 0.7841
Bentler's Comparative Fit Index 1.000 0.9993 1.0000
Akaike's Information Criterion -7.074 -1.0813 -7.5506
Bentler & Bonett's (1980) Non-norrned Index 1.0003 0.9972 1.0017
Bollen (1988) Non-norrned Index Delta2 1.0001 0.9993 1.0004
Table 5.8: Goodness-of-fit Measures for the three data sets
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time 3 might improve the model fit more than any other modification (the largest
LM is between DBP and TIME3). But since all these modification indices are
non-significant at 5% level of significance, these suggestions are ignored. Hence,
we assume the model chi-squared cannot be improved for this data set at this
level. The Wald test (shown in table 5.10) also came out non significant con-
firming that the proposed model cannot be improved by dropping any of the
covariance paths. The right-hand side of this table under the heading "univariate
increment" suggests the change in the model that would result from deleting the
indicated parameter from the model, when on the other hand the left hand side
under "cumulative statistics" estimate how much chi-squared would change if all
parameters involved in an identified path were deleted. Tables for the Wald tests
for other remaining data sets looked similar and were thus omitted in this report.
In Table 5.11 the ten largest LMs for the MP digital data are displayed.
The largest LM here is between DIAS2 and TIME3 with a p-value of 0.0183
(significant). However, this suggestion cannot be accepted since a covariance path
is not allowed between a construct and an indicator (see Section 4.4.2). Thus, none
of the suggested modifications here either are feasible, thus we assume there can
be no improvement of this model. Similarly, the Wald test was non-significant.
Similarly, Table 5.12 shows that none of the LMs are significant and further-
more the suggested modifications are not feasible. The largest LM (p-value of
0.2510) is between SIST1 and TIME3, which is non-significant at 5% and not
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Pair Chi-Square Pr > ChiSq
DBP TIME3 1.5175 0.2180
SBP TIME3 1.3147 0.2516
SIST2 TIME3 1.9551 0.3284
DIAS2 TIME1 0.8389 0.3597
DIAS2 TIME3 0.8329 0.3615
DBP TIME2 0.8093 0.3683
DIAS3 TIME1 0.6004 0.4384
DIAS3 TIME2 0.4916 0.4832
SIST3 TIME2 0.4615 0.4969
SIST2 TIME1 0.3852 0.5348
Table 5.9: 10 Largest Lagrange Multipliers for the Mamre data
Cumulative Stats Univariate Increment
Parameter Chi-square DF Prob Chi-square Prob
alf3 0.0001
varTime2 1.1665
1
2
0.9908 0.0001
0.5581 1.1664
0.9908
0.2801
Table 5.10: Wald test for the Mamre data
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Pair Chi-Square Pr > ChiSq
DIAS2 TIME3 5.5650 0.0183
DIAS2 TIME1 4.7777 0.0288
SIST2 TIME3 4.0921 0.0431
SISTI TIME2 3.5688 0.0589
SIST3 TIME2 3.0279 0.0818
DBP TIME3 2.9470 0.0860
SISTI TIME3 2.2880 0.1304
SIST2 TIME1 1.7200 0.1897
SBP TIME1 1.4797 0.2238
DBP TIME1 1.3738 0.2412
Table 5.11: 10 Largest Lagrange Multipliers in the MP digital data
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Pair Chi-Square Pr > ChiSq
SIST1 TIME3 1.3180 0.2510
DIAS3 TIME2 1.0493 0.3057
SIST2 TIME3 0.9092 0.3403
DIAS3 TIME1 0.9071 0.3409
SIST1 TIME2 0.8064 0.3692
SIST3 TIME2 0.6634 0.4154
DIAS1 TIME2 0.5029 0.4782
DIAS1 TIME3 0.4900 0.4840
DIAS2 TIME3 0.4646 0.4955
DIAS2 TIME1 0.3789 0.5382
Table 5.12: 10 Largest Lagrange Multipliers in the MP mercury data
permissible. The Wald test also was not significant.
Table 5.13 shows the residual matrix (Section 4.4.9) for the Mamre data. From
this Table the Mamre data seems to have a very good fit since all residuals are
far smaller than 2. The average absolute residual (0.0008) and the off-diagonal
residual (0.0009) indicate an excellent fit since they are very small. The largest
residual is 0.0046, while the smallest is 0.0000.
Table 5.14 shows that the MP digital data also fit the proposed model very
well. All residuals are far below the cut-off point of 2. The average residual
(0.0026) and the average off-diagonal residual (0.0030) reveal that we also have
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DIAS1 DIAS2 DIAS3 SIST1 SIST2 SIST3 Intercept
DIAS1 0.0006 0.0001 0.0007 0.0046 0.0027 0.0046 0.0000
DIAS2 0.0001 -0.0002 0.0003 0.0014 -0.0006 0.0016 0.0000
DIAS3 0.0007 0.0003 0.0008 0.0002 -0.0022 0.0000 0.0000
SIST1 0.0046 0.0014 0.0002 0.0009 0.0004 0.0001 0.0000
SIST2 0.0027 -0.0006 -0.0022 0.0004 0.0000 -0.0003 0.0000
SIST3 0.0046 0.0016 0.0000 0.0001 -0.0003 -0.0006 0.0000
Intercept 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5.13: Standardized Residual Matrix for the Mamre data
DIAS1 DIAS2 DIAS3 SIST1 SIST2 SIST3 Intercept
DIAS1 -0.0005 -0.0009 0.0016 0.0033 0.0040 0.0153 0.0000
DIAS2 -0.0009 -0.0010 0.0027 -0.0054 -0.0040 0.0107 0.0000
DIAS3 0.0016 0.0027 0.0052 -0.0004 -0.0029 0.0108 0.0000
SIST1 0.0033 -0.0054 -0.0004 0.0009 0.0003 0.0000 0.0000
SIST2 0.0040 -0.0040 -0.0029 0.0003 -0.0006 -0.0005 0.0000
SIST3 0.0153 0.0107 0.0108 0.0000 -0.0005 -0.0002 0.0000
Intercept 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5.14: Standardized Residual Matrix for the MP digital data
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DIAS1 DIAS2 DIAS3 SIST1 SIST2 SIST3 Intercept
DIAS1 0.0010 0.0005 0.0009 0.0014 -0.0018 0.0016 0.0000
DIAS2 0.0005 -0.0002 0.0003 0.0003 -0.0031 0.0012 0.0000
DIAS3 0.0009 0.0003 0.0008 0.0045 0.0002 0.0046 0.0000
SIST1 0.0014 0.0003 0.0045 -0.0000 -0.0000 0.0004 0.0000
SIST2 -0.0018 -0.0031 0.0002 -0.0000 -0.0001 0.0004 0.0000
SIST3 0.0016 0.0012 0.0046 0.0004 0.0004 0.0010 0.0000
Intercept 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5.15: Standardized Residual Matrix for the MP mercury data
an excellent fit. The largest residual is 0.0040, while the smallest is 0.0000.
Table 5.15 shows that the MP mercury data fitted very well also. The residuals
are far less than 2. The average residual (0.0009) and the average off-diagonal
residual (0.0010) are also convincingly low. The largest residual is 0.0046, while
the smallest is 0.0001.
Table 5.16 shows the distribution of the residuals (for the Mamre data) which
is bell-shaped, hence the assumption of normality appears to be supported by this
data. Furthermore these residuals are centred around zero (approximately 78.57%
were at zero).
The MP digital data also supports the assumption of the normally distributed
residuals as can be seen from Table 5.17. Close to 75% of the residuals were at
zero. But there appears to be a slight skewness to the right that is revealed by
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--Range-- Freq %
-0.0023 -0.0011 1 3.6 *
-0.0011 0.0000 5 17.9 *****
0.0000 0.0011 17 60.7 *****************
0.0011 0.0023 2 7.1 **
0.0023 0.0034 1 3.6 *
0.0034 0.0046 0 0.0
0.0046 0.0057 2 7.1 **
Table 5.16: Distribution of Residuals for the Mamre data
this representation.
The MP mercury data is symmetric around zero according to Table 5.18.
Approximately 78.58% of the residuals were at zero. Thus this data also appears
to support the assumption of normality of the residuals as well.
5.2.5.4 Comparison between the standard method and SEM for the clinical di-
agnosis of hypertension
In this Section a clinical diagnosis of the hypertension is analyzed. This di-
agnosis is comprised of the combination of the SBP and DBP. From Section 5.1
we know the best BP measurement estimate is given by the average, which is the
mean of the observed BP measurements using the standard method (STD) or can
be obtained by the use of weights similarly to those in Table 5.6 if the SEM is
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--Range--- Freq %
-0.0069 -0.0035 2 7.14 **
-0.0035 0.0000 8 28.57 ********
0.0000 0.0035 13 46.43 *************
0.0035 0.0069 2 7.14 **
0.0069 0.0104 0 0.00
0.0104 0.0138 2 7.14 **
0.0138 0.0173 1 3.57 *
Table 5.17: Distribution of Residuals for the MP digital data
--Range--- Freq %
-0.0038 -0.0026 1 3.57 *
-0.0026 -0.0013 1 3.57 *
-0.0013 0.0000 4 14.29 ***
0.0000 0.0013 18 64.29 ******************
0.0013 0.0026 2 7.14 **
0.0026 0.0038 0 0.00
0.0038 0.0051 2 7.14 **
Table 5.18: Distribution of Residuals for the MP mercury data
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used.
The clinical diagnosis of hypertension is made on the following cutpoints and
combinations of diastolic and systolic BP measurements:
• If the mean SB P ::; 140 mmHg and the mean DB P ::; 90 mmHg then a
subject is normal (NRML)j has a normal BP.
• If the mean SBP > 160 mmHg or the mean DBP > 95 mmHg then a
subject is hypertensive (HYPT)j has hypertension.
• Otherwise the subject is a borderline case (BDRL).
The means of systolic and diastolic BP obtained by SEM and the standard
procedure were compared. The following results were obtained:
The Mamre data: The results for the Mamre data in Table 5.19 indicate that
there is a slight overestimation of the number of hypertensives by the standard
procedure. In fact, there are ten patients that are classified as hypertensive by
the standard method, but they are borderline cases according to the SEM. There
is only one patient, who is classified as a borderline case by the standard method
but is hypertensive according to the SEM.
The Mitchells Plain digital data: The Mitchells Plain digital data displayed in
Table 5.20 indicated almost similar results with the two methods. Three patients
are classified as hypertensive by the standard method, but they are borderline
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SEM
NRML BDRL HYPT TOTAL
NRML 157 1 0 158
STD BDRL 8 102 1 111
HYPT 0 10 697 707
TOTAL 165 113 698 976
Table 5.19: SEM versus the standard procedure for the Mamre data
SEM
NRML BDRL HYPT TOTAL
NRML 112 4 0 116
STD BDRL 4 36 2 42
HYPT 0 3 41 44
TOTAL 116 43 43 202
Table 5.20: SEM versus the standard procedure for the MP digital data
cases according to the SEM, on the other hand, classifications are similar for the
two methods.
The Mitchells Plain mercury data: The Mitchells Plain mercury data displayed
in Table 5.21 show slight overreporting by the standard method. Five of the
hypertensives were classified as borderline cases by the SEM, whereas they are
hypertensive according to the standard method. Also, eight of the borderline
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SEM
NRML BDRL HYPT TOTAL
NRML 91 0 0 91
STD BDRL 8 42 0 50
HYPT 0 5 56 61
TOTAL 99 47 56 202
Table 5.21: SEM versus the standard procedure for the MP mercury data
cases were classified as normal by the standard method.
5.2.6 Discussion
In order to fit the SEM models, BP types and the different times were modelled
as constructs. The BP measures are taken as repeated because of the equal time
spacings between them and the measurement error as a within-visit variability.
Since the type of BP and measurement times are regarded as constructs the BP
measurements followed an MTMT design as described by Campbell and Fiske
(1959). The assessment of measurement quality for the six measurements (three
DBP and three SBP) showed that the second readings were more stable than
the first or the third in all three data sets. This is in line with the theory of
BP measurement since it means that a reliable measure is the one that is taken
after a patient has been seated a little while. This is what Batista-Fognet et al.
also observed in their study [4]. Table 5.5 shows for the Mitchells Plain study
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that the digital BP readings have larger measurement errors than the mercury
BP readings. This was not expected since the digital machine is supposed to
be more accurate than the manual one. The community study of Mamre also
has a lower measurement error compared to a hypertensive population. This is
understandable given that some of the hypertensives are under medication and
thus there are bound to be variations in their BP readings.
Groups analyzed had to be homogenous since homogeneity of the population
influences measurement quality [4], and hence it affects the measurement error.
As a result of this we analyzed the Mitchells Plain data as two groups (separated
by the machine). This helped us to avoid analyzing groups with big variations
between them (heterogeneity).
SEM models are flexible, in that parameters can be constrained or set free in
accordance with the theory of the concept being studied. Tests can be done to see
if the data supports such constraints. In our BP data studies, the goodness-of-fit
measures informed us that some parameters (loadings and variances) are better
off set free than being constrained.
The random-effects ANOVA approach has always been used for the analysis of
MTMT data despite its rigid assumptions [4]. This approach proved to be simple
and effective for the analyses of these types of data, but lacks the generalization to
accommodate the theory of a complex concept like BP. Fitting a random-effects
ANOVA to the BP data showed that restrictions implied by this SEM model are
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not acceptable. However using a more general model in SEM we could break the
overall BP type, time and error variances into individual components.
The comparison of the clinical diagnoses shows that there were no significant
differences between the SEM and the standard method. For the mercury-based
BP measurements (for both Mamre and MP) the SEM classification is slightly
more conservative than the standard procedure.
The measurement error estimate of a true BP as viewed in chapter 3 can now
be estimated, by substituting systolic and diastolic measurement error estimates
of table 5.5 in equation 3.29. For each of the data the Calis procedure also provides
the correlation estimate between SBP and DBP.
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CHAPTER6
CONCLUSION
6.1 Context
Blood pressure studies have always generated a lot of scientific interest over
the years. These studies revealed that BP has a highly reproducible profile, with
higher values when the patient is awake, mentally and physically active, but much
lower values during rest and sleep. In the light of this, ambulatory BP monitoring
(ABM) in particular became the subject of main interest (White, 2003 [64]). In
fact Clement et al. [13] found that 24-hour ambulatory blood pressure predicts
the risk of cardiovascular events even after adjustment for classic risk factors
including office BP. Thus, ABM can be thought of as a gold standard for the
diagnosis of hypertension. However, only first world countries can afford this
technology whereas South African clinics and general practitioners still have to
use mercury-based system for this purpose in the public-health setting. Hence,
the relevance of a good quality BP measurement is still evident.
The study of BP measurement is also very important because high BP is an
indicator for other serious illnesses as discussed in Section 1.2. Thus, inaccurate
measures of BP will lead to misdiagnoses which can have serious consequences.
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Therefore, highly skilled and experienced personnel are needed to monitor BP
equipment and as well as taking the measurements. The work presented in the
earlier chapters established that there is indeed measurement error present in BP
reading. The question that follows is that of the analysis method of measurement
that will take into account this measurement error.
It was shown in Section 1.7 that there is more than one type of measurement
error present in the BP measurement. These include random error that causes
differences between repeated measurements taken under the same measurement
conditions, and systematic error which occur if some conditions are changed across
the measurements. The systematic error decomposes into variance components
(variant across subjects) and bias (constant across subjects) [4]. Recent analysis
methods deal with measurement error by;
• Estimating measurement error variances, based on the calculation of cor-
relation between measurements of the same subject or estimation of the
within-subject variance in a repeated ANOVA model.
• Calculating composite measures to improve accuracy of BP measurements
such as calculating weighted averages that will increase the measurement
accuracy.
• Correcting the bias effect of measurement error by using previous informa-
tion on measurement error variances.
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Thus a statistical method that will take into consideration the conditions un-
der which BP is measured will be the most useful in the estimation of measurement
error. SEM has been demonstrated as one of such statistical methods.
6.2 Technical discussion
In this work particularly, different times were modelled in a repeated measures
scenario as different constructs. This was done since it is well documented in BP
measurement theory ([1]-[4])that time is a significant factor in BP measurement.
Although SEM is broad the focus was mainly restricted to the analysis of the
longitudinal data. Most applications of SEM use raw data and most analyses of
experimental data employ ANOVA or regression techniques. However, both the
ANOVA and regression are special cases of structural equation modelling as was
shown in Table 4.4 [10]. When applying the SEM technique one is likely to en-
counter problems such as specification error. This basically means the researcher
is using a "wrong model". Hence, caution is needed in using SEM models and
making sure that one's model is always based on theory and no important vari-
ables are omitted. This is achieved through causation, which is the principle by
which cause and effect is established between two variables. This requires that
there be sufficient degree of association (correlation) between two variables (con-
structs), that one construct occurs before the other (i.e., one construct is clearly
an outcome of the other), and that there be no other reasonable causes for the
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outcome. Although in its strictest terms causation is rarely found, in practise
strong theoretical support can make empirical estimation of causation possible as
discussed in Section 4.4.1.
Recent work on SEM employs the raw data and expands the ability of SEM
to include the estimation of the mean (Bollen, [10]). On the other hand use of
covariance or correlation matrices used shorter computer time for the estimation
of parameters, whereas the estimation of the mean could not be done [28]. From
the results of chapter 5 SEM appeared to be a less restrictive tool for analyzing
the data than the traditional ANOVA methods. SEM models give more detailed
information about the data, and enable researchers to compute averages of indi-
vidual measures with optimal measurement quality. Measurement error is allowed
to differ and can be quantified for each BP measurement.
Since in SEM each BP measurement is individually evaluated, factor scores,
which are estimates of the subjects' true BPs with optimal measurement quality,
can allocate the highest weights to the highest quality measurements.
From the results in Section 5.2.5 equal error variances across measurements
was not supported by the data, judging by the different measurement quality
values for each method (time). This is inline with the fact that BP measurement
is affected by a number of factors (for example, time) as discussed in Section 1.3.
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6.3 Extension of this work
Batista et al. [4] looked at a study design where a single machine is used
to measure BP but measurements are taken at different positions or "methods".
Although the three measures they obtained for each subject did not constitute
replicates due to the change of method, the average of the three measurements
was taken as the best estimate of the subject's true BP. Their models are multi-
trait multi-method (MTMM) models. In this study focus was at a study design
where BP measurements are also taken by a single machine at a single position
(namely, sitting) as explained in Section 5.2.6, with equal time intervals between
them. These models were named MTMT models.
This work can be extended to study designs where two or more machines are
used, which could be done for the MP data. Thus, resulting in the so-called multi-
type multi-method multi-time models (MTMMMT). However, caution will be
needed for the specification of such a models since there would be many unknown
parameters thus, an identification problem might exist.
Factors such as gender, body mass, age are also known to be significant in
BP measurement [55] as discussed in Section 1.2, thus the data could have been
adjusted for these factors provided the groups formed were large enough. Further-
more groups analyzed might be heterogenous and thus a different methodology
to the one used in this thesis might be needed. In SEM correction of bias due to
measurement error can also be done on the results of substantive studies by using
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external measurement quality estimates.
6.4 Some disadvantages and advantages of SEM
SEM has often been criticized when it comes to its goodness-of-fit measures.
Assessing the goodness-of-fit is not straightforward in SEM. To begin with, there is
no single statistical test which best describes the "strength" of the model's predic-
tion, instead a number of them are used. Presently there is only one goodness-of-fit
measure with known distributional properties, namely the chi-squared statistics.
The chi-squared measure is very sensitive to both large and small sample sizes
and to departures from multivariate normality of the observed variables. Conse-
quently, any model is likely to be rejected if the sample size is sufficiently large
simply because of the differences between the corresponding elements of the ob-
served and predicted covariance matrices.
Other goodness-of-fit measures in Table 5.8 have a recommended threshold of
0.90 and greater. However, it is frequently found that even models with measures
of 0.90 can be rejected [9]. Furthermore the theory of SEM reveals that the choice
of cutoffs for indices can be influenced by standards set by prior work.
The RMSEA measure of Table 5.8 is unfavourable for use when the sample
size is small, whereas the comparative fit index (CFI) is preferred. However, CFI
is suitable in more exploratory contexts, while RMSEA is more suitable to confir-
matory situations. The RMSEA is also good at detecting model misspecifications.
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With these in mind, care must then be taken when interpreting goodness-of-fit
measures as there are no strict rules to adhere to.
6.5 Final discussion
It has been shown in this and other work (for example, Batista et al. [4]) that
the strength of SEM lies in its ability to deal with multiple relationships simultane-
ously in an easy manner, while still providing statistical efficiency. SEM embodies
several multivariate techniques, for example multiple regression, ANOVA and fac-
tor analysis (see Table 4.4). It is demonstrated in this thesis that SEM models are
a strong alternative to be considered for the analysis of BP measurement when-
ever repeated measures are available even when such measures do not constitute
equivalent replicates. Unlike in social sciences, applications of SEM in BP studies
where there are repeated measurements do not often lead to artificial environment
with undesirable consequences such as memory effects. Although SEM is a famil-
iar tool in sociology it becomes clear from this work and other recent applications
of SEM, like Batista et al. [4], that public health can certainly benefit from SEM.
In medicine repeated observations constitute natural strategies to reduce mea-
surement error and SEM in such cases offers a number of advantages over other
methodologies.
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APPENDICES
The SAS program for the SEM as defined by equation 5.14 implemented
in Section 5.2.4. The values in brackets are the initial values for the
model.
proe calis aug ucov data=mp.sdata pestim maxit200 platcov modification
residual stderr;
var dias1 dias2 dias3 sist1 sist2 sist3;
LINEQS
dias1=alf1(-2.7) intercept + Ldias1DBP(1.0) DBP + TIME1 + El,
dias2= DBP + TIME2 + E3,
dias3=alf3(-2.7) intercept + Ldias3DBP(1.0) DBP + TIME3 + E3,
sist1=alf4(-2.7) intercept + Lsist1SBP(1.0) SBP + TIME1 + E4,
sist2= SBP + TIME2 + E5,
sist3=alf6(-2.7) intercept + Lsist3DBP(1.0) SBP + TIME3 + E6,
DBP=kappa (80.0) intercept + Dl,
SBP=kappa (130.0) intercept +D2;
STD
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El-E6=varEl-varE6,
Dl-D2=varDl-varD2,
TIME 1-TIME3=varTIME 1-varTIME3;
COY
Dl D2=CDlD2;
run;
SAS program for SEM estimation of the ANOVA as defined by
equation 5.9 implemented in Section 5.2.5.2.
proe calis aug ucov data=mp.sdata pestim maxit200 platcov modification
residual stderr;
var dias1 dias2 dias3 sist1 sist2 sist3;
LINEQS
diasl=alfl intercept + DBP + TIME I + El,
dias2= alf2 intercept + DBP + TME2 + E3,
dias3=alf3 intercept + DBP + TIME3 + E3,
sist1=alf4 intercept + SBP + TIME1 + E4,
sist2= alf5 intercept + SBP + TIME2 + E5,
sist3=alf6 intercept + SBP + TIME3 + E6;
STD
E1-E6=varError,
DBP-SBP=var'IIait,
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TIME 1-TIME3=varTime;
COY
Dl D2=Ctrait;
run;
The SAS program for modelling the variance components in Section
5.2.5.2 using Proe Mixed.
proe mixed data=set4 method=REML lognote;
class time type idno;
model pbretypeltime/ DDFM=BW;
random time jsubjeet=idno;
run;
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