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Introduction Ge´ne´rale
E´, a gente quer valer o nosso amor
A gente quer valer nosso suor
Gonzaguinha, E´
Afin de satisfaire des cahiers de charges de plus en plus exigeants, l’inge´nieur
en Automatique doit avoir une connaissance pre´cise des divers phe´nome`nes lie´s au
syste`me dynamique sous e´tude. La connaissance que l’on peut avoir sur un syste`me se
traduit par le niveau de de´tails du mode`le utilise´ pour de´crire sa dynamique. Dans la
plupart des cas, c’est a` l’aide d’un mode`le que les diffe´rentes e´tapes telles que l’analyse
en stabilite´, la conception de lois de commande et les simulations nume´riques sont
mene´es. Pourtant un mode`le fide`le au comportement du syste`me peut s’ave´rer plus
complexe et il est donc ne´cessaire de ponde´rer entre une mode´lisation plus riche et
les outils pour l’e´tude de ce mode`le a` disposition.
De nombreuses avance´es sur les me´thodes de mode´lisation, d’analyse et de syn-
the`se pour les syste`mes dynamiques non-line´aires ont vu le jour au cours de ces
dernie`res de´cennies [52]. Les syste`mes line´aires sont une classe particulie`re pour la-
quelle il existe un panel de me´thodes et outils d’analyse et de synthe`se bien e´tablis
[67]. Classifier un syste`me comme non-line´aire en ge´ne´ral implique que les outils
conc¸us pour les syste`mes line´aires ne peuvent plus eˆtre utilise´s. Notons cependant
que ces outils peuvent s’appliquer directement, ou eˆtre e´tendus, a` certaines classes
de syste`mes non-line´aires : citons par exemple, les syste`mes line´aires avec certains
types de non-line´arite´s isole´es (saturations), les non-line´arite´s pouvant eˆtre de´crites
via les LFT ou via les conditions de secteur [47].
La plupart des proble`mes en Automatique peuvent eˆtre formule´s comme des pro-
ble`mes d’e´tude de la stabilite´ des trajectoires du syste`me conside´re´. Dans ce cadre,
les re´sultats de la the´orie de Lyapunov permettent de ve´rifier cette proprie´te´ sans
re´soudre les e´quations diffe´rentielles, c’est-a`-dire sans calculer explicitement les tra-
jectoires du syste`me [33]. De ce fait ce sont des re´sultats qui s’appliquent a` l’e´tude des
syste`mes non-line´aires pour lesquels il peut eˆtre ge´ne´ralement difficile de connaˆıtre
des solutions analytiques. En outre, il existe une diversite´ de comportements dans le
contexte des syste`mes non-line´aires, comme par exemple des trajectoires chaotiques,
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des cycles limites, des trajectoires qui divergent en temps fini ou la possibilite´ d’avoir
de multiples points d’e´quilibre [25]. Ainsi la stabilite´ des trajectoires peut eˆtre une
proprie´te´ satisfaite seulement de fac¸on locale, c’est-a`-dire dans une re´gion autour
d’un point d’e´quilibre. Nous pouvons donc appliquer les re´sultats de Lyapunov pour
calculer des ensembles invariants et contractifs, de´finissant ainsi des re´gions ou` la
stabilite´ asymptotique est garantie [5]. Plus rarement, lorsqu’il y a un seul point
d’e´quilibre, la stabilite´ globale des trajectoires du syste`me peut eˆtre satisfaite [47].
Pour des classes particulie`res de syste`mes non-line´aires, il est possible de calculer
des lois de commande qui garantissent la stabilite´ des trajectoires de fac¸on globale.
Nous avons par exemple, dans le cadre de stabilite´ au sens de Lyapunov, la me´thode
de backstepping [66], qui s’applique aux syste`mes sous forme triangulaire stricte.
Des lois de commande line´aires peuvent garantir la stabilite´ des syste`mes ou` les non-
line´arite´s sont borne´es par des contraintes line´aires, et la boucle ferme´e du syste`me
sans les termes non-line´aires est un syste`me passif [47].
Re´cemment, le proble`me de ve´rifier la positivite´ d’un polynoˆme a e´te´ aborde´ avec
des outils de programmation se´mi-de´finie si ce polynoˆme s’e´crit comme une somme
de carre´s [63]. Ce re´sultat a permis l’e´tude des syste`mes polynomiaux de fac¸on nume´-
rique [42]. Les syste`mes polynomiaux permettent de repre´senter plusieurs types de
syste`mes re´els, notamment certains syste`mes biologiques, chimiques ou e´lectriques.
Ces syste`mes peuvent aussi eˆtre obtenus par une approximation de syste`mes de´-
crits par des fonctions analytiques [10]. Des fonctions de Lyapunov polynomiales,
re´cemment utilise´es dans le contexte d’analyse de robustesse face a` des incertitudes
parame´triques [6], [13], [35] peuvent s’ave´rer adapte´es aux syste`mes polynomiaux.
Dans le contexte de synthe`se de lois de commande pour des syste`mes polynomiaux,
quelques me´thodes nume´riques permettent le calcul de lois de commande garantissant
la stabilite´ locale de la boucle ferme´e [93].
Une caracte´ristique omnipre´sente dans l’e´tude des syste`mes de controˆle est la
pre´sence des limites dans l’action de la commande. Des contraintes physiques, tech-
nologiques ou impose´es par des consignes de se´curite´ se traduisent par des limitations
sur les entre´es, les e´tats ou les sorties du syste`me, conduisant naturellement a` prendre
en compte les saturations de ces variables [45]. Des techniques pour traiter ces non-
line´arite´s sont maintenant bien connues pour les syste`mes line´aires mais encore peu
de´veloppe´es pour l’e´tude des syste`mes non-line´aires [70]. Il peut s’ave´rer qu’une loi
de commande globalement stabilisante, conc¸ue sans tenir compte de la saturation
en entre´e, ne garantit la stabilite´ que localement si le syste`me sature en entre´e. Il
est alors souhaitable de disposer d’outils pour la synthe`se de lois de commande sa-
turantes ou pour l’analyse des syste`mes saturants afin d’e´valuer l’apport des lois de
commande non-line´aires vis-a`-vis des saturations. Une autre approche envisageable
pour traiter les saturations est l’introduction des correcteurs anti-windup [27], qui
n’interviennent que lorsque l’actionneur sature. Ces correcteurs sont introduits apre`s
le calcul d’un controˆleur, en conside´rant le syste`me sans les saturations.
3Dans ce contexte, nous nous sommes inte´resse´s a` l’e´tude des syste`mes polyno-
miaux saturants. En effet, si des re´sultats pour l’analyse en stabilite´ des syste`mes
polynomiaux et pour l’analyse des syste`mes line´aires saturants en entre´e sont rela-
tivement bien de´veloppe´s, peu d’e´tudes sur les syste`mes polynomiaux saturants ont
e´te´ mene´s. En outre, des me´thodes existantes pour la synthe`se de lois de commande
polynomiales garantissant la stabilite´ locale requie`rent une de´finition pre´alable de la
re´gion de stabilite´. Or, un des objectifs de la synthe`se peut eˆtre l’optimisation de
cette re´gion, c’est pourquoi nous cherchons une me´thode de synthe`se pour laquelle
cette re´gion est une des variables du proble`me. L’objectif poursuivi est donc l’ob-
tention de me´thodes nume´riques, base´s sur des outils de programmation semi-definie
pour l’analyse en stabilite´ et la synthe`se de lois de commande polynomiales ayant
pour objectif l’optimisation des estimations de la re´gion d’attraction. La pre´sentation
des re´sultats s’organise de la manie`re suivante.
Une revue bibliographique constitue le premier chapitre ou` quelques concepts
fondamentaux pour l’e´tude du proble`me de stabilite´ des trajectoires de syste`mes non-
line´aires sont pre´sente´s. Des me´thodes pour la de´finition de la re´gion d’attraction de
points d’e´quilibre stables de syste`mes non-line´aires sont rappele´es, notamment celles
permettant d’obtenir des solutions en utilisant des outils de programmation semi-
de´finie.
Le chapitre 2 introduit les repre´sentations des syste`mes e´tudie´s dans ce manuscrit,
a` savoir des syste`mes polynomiaux autonomes et des syste`mes commande´s par des
lois polynomiales possiblement saturantes. Ce chapitre pre´sente notamment les bases
des monoˆmes homoge`nes et non-homoge`nes, et des matrices qui e´tablissent les liens
entre les repre´sentations des syste`mes polynomiaux de´crits dans ces diffe´rentes bases.
Dans le chapitre 3 nous pre´sentons des re´sultats pour l’analyse en stabilite´ des
syste`mes polynomiaux autonomes. Un re´sultat permettant de tester la positivite´ d’un
polynoˆme dans une re´gion autour de l’origine est obtenu a` partir d’une ine´galite´ va-
lable localement. Ce re´sultat est ensuite applique´ pour obtenir un ensemble invariant
et contractif, de´finissant une estimation de la re´gion d’attraction d’un point d’e´qui-
libre stable d’un syste`me polynomial. Quelques me´thodes pour l’optimisation de ces
estimations, base´es sur diffe´rentes mesures de la taille des ensembles polynomiaux,
sont aussi pre´sente´es.
Par la suite, dans le chapitre 4 des me´thodes permettant la synthe`se de lois de
commande polynomiales sont pre´sente´es. En nous inspirant des techniques pour la
synthe`se des gains de retour d’e´tat pour des syste`mes line´aires, nous proposons une
me´thode pour le calcul des gains de retour d’e´tat de´finissant une loi de commande
polynomiale. Nous pre´sentons le changement de coordonne´es qui rend possible un
changement de variables d’optimisation e´liminant le produit entre les e´le´ments d’une
matrice de Lyapunov et ceux de la matrice de gain. La condition permet alors de
calculer simultane´ment les gains et la re´gion d’attraction associe´e a` l’origine. De cette
fac¸on il est possible de formuler un proble`me d’optimisation permettant le calcul de
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gains afin d’e´largir la re´gion d’attraction de l’origine. Une me´thode pour calculer des
gains polynomiaux afin d’e´largir l’ERA d’un syste`me en boucle ferme´e avec une loi
de commande de retour de sortie est e´galement pre´sente´e.
La prise en compte des saturations en entre´e est a` l’origine des re´sultats du cha-
pitre 5. L’analyse en stabilite´ des syste`mes dont on permet la saturation est construite
avec des fonctions de Lyapunov polynomiales. L’incorporation des saturations dans
les conditions de stabilite´ est obtenue a` partir d’une ge´ne´ralisation d’une condition
de secteur modifie´e (maintenant bien connue dans le contexte des syste`mes line´aires
sature´s) pour des fonctions polynomiales. Un re´sultat pour la synthe`se des lois de
commande polynomiales est pre´sente´ dans le cadre du calcul d’un correcteur anti-
windup pour un syste`me polynomial de degre´ 2.
Le manuscrit se termine avec des observations sur l’ensemble des re´sultats obtenus
et de´crit de possibles directions de recherche.
Chapitre 1
E´tat de l’art
1.1 Introduction
Ce chapitre est consacre´ a` une synthe`se bibliographique de quelques proble`mes
lie´s aux syste`mes non-line´aires, plus pre´cise´ment ceux de´die´s a` l’e´tude des re´gions
d’attraction des points d’e´quilibre stables, a` l’obtention de lois de commande sta-
bilisantes et a` l’e´tude des entre´es saturantes. Quelques the´ore`mes fondamentaux,
ne´cessaires pour une bonne compre´hension des outils pre´sente´s, sont rappele´s sans
donner les de´monstrations. Celles-ci peuvent eˆtre trouve´es dans les re´fe´rences cite´es
tout au long du chapitre. Il est cependant difficile d’aborder les syste`mes non-line´aires
sans introduire les concepts pour les syste`mes line´aires. Nous de´crivons ainsi certaines
proprie´te´s des syste`mes line´aires pour mieux pre´senter les proble`mes traite´s. Le texte
ne se pre´tend pas exhaustif de sorte que les re´fe´rences choisies le sont pour mettre en
avant les derniers progre`s dans le domaine ainsi que pour aider a` souligner les atouts
et les inconve´nients des me´thodes de´veloppe´es jusqu’a` pre´sent.
1.2 Concepts Fondamentaux
L’e´tude des proprie´te´s d’un syste`me dynamique passe d’abord par le choix du
mode`le qui le repre´sente. C’est le moment ou` nous faisons face au dilemme d’avoir un
mode`le simple auquel un ensemble de techniques ge´ne´riques et bien e´tablies peuvent
s’appliquer, ou avoir un mode`le plus complexe, et de ce fait plus riche, au prix de
disposer de moins de techniques fiables et de devoir effectuer des analyses ad hoc.
La description d’un syste`me dynamique par des e´quations diffe´rentielles line´aires
est sans doute la repre´sentation la plus simple possible et pour laquelle nous avons
le plus de me´thodes disponibles pour l’e´tude des proprie´te´s du syste`me. Malgre´ ses
limitations, l’e´tude d’un mode`le line´aire est inte´ressante dans la mesure ou` nous
avons des garanties locales, c’est-a`-dire que les proprie´te´s du syste`me line´arise´ seront
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valables dans la re´gion ou` le mode`le est repre´sentatif de la dynamique du syste`me.
Le mode`le n’est qu’un outil pour e´tudier les proprie´te´s d’un syste`me, comme par
exemple la stabilite´ des trajectoires. Comment ve´rifier si les trajectoires du syste`me
sont stables sans re´soudre les e´quations diffe´rentielles de´crivant le syste`me ? Nous
pouvons certainement affirmer que ce sont les re´sultats de Lyapunov [56] qui ont guide´
la grande majorite´ des re´ponses a` cette question. Formule´es comme des conditions
ge´ne´riques, a` savoir applicables a` toute classe de syste`mes dynamiques, les travaux
de Lyapunov ont eu, et ont toujours, une grande influence sur les travaux en the´orie
de la commande.
Comme souligne´ pre´ce´demment, pour les syste`mes line´aires de dimension finie
nous avons une multitude de me´thodes pour l’e´tude de la stabilite´ et la synthe`se de
controˆleurs et notamment base´es sur la the´orie de Lyapunov.
Mettre en e´vidence les limites des mode`les line´aires et les outils d’analyse asso-
cie´s est peut-eˆtre la meilleure fac¸on d’introduire la classe des syste`mes non-line´aires.
Un mode`le line´aire peut repre´senter correctement la dynamique d’un syste`me autour
d’un point d’e´quilibre. Afin d’obtenir une repre´sentation plus fide`le au comporte-
ment du syste`me re´el dans des domaines plus grands de l’espace d’e´tat nous devons
certainement introduire des termes non-line´aires dans les mode`le. Par conse´quent
nous ne pouvons plus utiliser les meˆmes techniques et le de´veloppement de me´thodes
nume´riques adapte´es a` ces syste`mes devient ne´cessaire.
Nous allons de´crire des syste`mes non-line´aires invariants dans le temps, par un
mode`le de´terministe :
x˙(t) = f (x)+G(x)u(x) (1.1)
ou` f (x) : D→ Im est un champs de vecteur ge´ne´rique avec des e´le´ments possiblement
non-diffe´rentiables et D ∈ℜn, Im ∈ℜn sont respectivement le domaine et l’image de
f (x). G(x) : DG → ImG est une matrice ge´ne´rique avec des e´le´ments possiblement non-
diffe´rentiables et DG ∈ ℜn, ImG ∈ ℜn×m sont respectivement le domaine et l’image
de la matrice G(x), u(x) : Du → Imu est la loi de commande et Du ∈ ℜn, Imu ∈ ℜm
sont respectivement le domaine et l’image de u(x). Le syste`me est dit autonome
si u(x) = 0. Afin de pre´senter les techniques pour l’e´tude de (1.1) nous pre´sentons
quelques de´finitions [47].
De´finition 1.1 (Solution). Conside´rons un e´tat initial, x(0) = x0. La solution de
(1.1) avec u(x) = 0, est la trajectoire s(t,x0) qui satisfait
d
dt s(t,x0) = f (s(t,x0)) (1.2)
Des solutions auxquelles nous nous inte´ressons sont des points d’e´quilibre.
De´finition 1.2 (Point d’e´quilibre). Tout point xe satisfaisant
x˙e = f (xe) = 0 (1.3)
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est un point d’e´quilibre du syste`me (1.1).
Nous pouvons maintenant de´finir le concept de stabilite´ d’un point d’e´quilibre :
De´finition 1.3 (Stabilite´). Un point d’e´quilibre de l’e´quation (1.1) est stable si pour
chaque ε > 0, il existe un δ = δ(ε)> 0 tel que
‖x(0)‖< δ⇒‖x(t)− xe‖< ε,∀t ≥ 0 (1.4)
Le point est dit asymptotiquement stable s’il est stable et δ peut eˆtre choisi tel que
‖x(0)‖< δ⇒ lim
t→∞x(t)→ xe (1.5)
La satisfaction de l’expression limt→∞x(t)→ xe de´finit que le point d’e´quilibre est
attractif. Ainsi un point est asymptotiquement stable (AS) s’il est stable et attractif.
Ayant de´fini la stabilite´ asymptotique d’un point d’e´quilibre nous pouvons pre´-
senter la de´finition de la re´gion d’attraction, associe´e a` un point d’e´quilibre AS.
De´finition 1.4 (Re´gion d’attraction). Supposons que xe est un point d’e´quilibre at-
tractif pour le syste`me. La re´gion d’attraction (ou domaine d’attraction) Ω(xe) est
de´finie par
Ω(xe) = {x0 ∈ℜn;s(t,x0)→ xe quand t → ∞} (1.6)
En d’autres termes il s’agit de l’ensemble des points a` partir desquels les tra-
jectoires convergent au point d’e´quilibre xe. De ce fait, la re´gion d’attraction (RA)
pre´sente l’inte´reˆt pratique de de´finir une re´gion d’ope´ration autour d’un point d’e´qui-
libre et est le point de de´part pour la de´finition des classes de perturbation pour les-
quelles nous avons des garanties que les trajectoires perturbe´es convergent au point
d’e´quilibre [17], [47]. Nous disons que la stabilite´ est globale si Ω(xe) = ℜn. Quelques
proprie´te´s de cet ensemble peuvent eˆtre obtenues a` partir de quelques notions de
topologie [47], [88] :
Lemme 1.1. Supposons que xe est un point d’e´quilibre du syste`me (1.1). Alors Ω(xe)
est ouvert, connexe et invariant. La frontie`re de Ω(xe) est forme´e par des trajectoires.
Dans le cas des syste`mes line´aires, on s’inte´resse en ge´ne´ral seulement a` l’origine
comme point d’e´quilibre. Ce sera d’ailleurs le seul point d’e´quilibre du syste`me lors-
qu’il est asymptotiquement stable. Alors si celle-ci est stable nous savons que la RA
correspond a` tout l’espace. C’est pourquoi pour des syste`mes line´aires nous parlons
souvent de stabilite´ du syste`me, au lieu de stabilite´ des trajectoires.
En revanche, pour des syste`mes non-line´aires nous n’avons la stabilite´ globale que
pour des cas particuliers. Alors pour des points d’e´quilibre AS une caracte´risation
de la RA s’impose. Cependant une repre´sentation analytique de cet ensemble peut
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rarement eˆtre obtenue [33]. C’est pourquoi les techniques pour l’estimation de la re´-
gion d’attraction (ERA) s’ave`rent ne´cessaires. En particulier nous voulons des ERA
qui soient des ensembles repre´sente´s sous une forme ferme´e, dans le sens ou` un test
simple (avec peu de calculs) nous permet d’affirmer si un point quelconque appar-
tient ou pas a` la ERA. Notons que toute re´gion R qui contient le point d’e´quilibre,
conside´re´ de´sormais comme l’origine ( f (0) = 0), telle que R ⊂ Ω(0) est une estima-
tion de la re´gion d’attraction de ce point. Ces ensembles ne doivent pas force´ment
eˆtre des re´gions de forme simple, car il est peu probable que la vraie re´gion le soit
[28]. Nous sommes cependant souvent contraints a` chercher des formes simples, telles
qu’un ellipso¨ıde, e´tant donne´ les outils nume´riques disponibles.
Suivant une classification des me´thodes pour l’estimation de la RA propose´e
par [28], nous pouvons distinguer les me´thodes de Lyapunov et les me´thodes non-
Lyapunov. Pour pre´senter les me´thodes base´es sur les re´sultats de Lyapunov nous
rappelons d’abord les deux the´ore`mes de Lyapunov [47] :
The´ore`me 1.1 (Me´thode indirecte de Lyapunov). Soit xe un point d’e´quilibre pour
le syste`me (1.1) ou` f (x) est continuement diffe´rentiable et D est un voisinage de xe.
Soit
A =
∂ f
∂x (x)|xe (1.7)
Alors
1. xe est asymptotiquement stable si Re(λi)< 0 pour toutes les valeurs propres de
A
2. xe est instable si Re(λi)> 0 pour au moins une valeur propre de A
Ce the´ore`me formule une condition suffisante pour la stabilite´ asymptotique de
l’origine base´e sur la line´arisation du syste`me. Ainsi a` un syste`me avec une partie
line´aire stable nous pouvons associer une RA. La plupart des me´thodes de´veloppe´es
pour l’estimation de la RA tiennent compte de ce re´sultat car exigent que la matrice
Jacobienne de f (x) soit Hurwitz. Pour les cas ou` nous avons les valeurs propres de la
matrice A a` partie re´elle ne´gative ou e´gale a` ze´ro, ce sont des termes non-line´aires qui
pourront de´finir si l’origine est asymptotiquement stable. Le re´sultat suivant pose le
proble`me de la de´finition de la stabilite´ d’un point d’e´quilibre comme un proble`me
d’existence d’une fonction satisfaisant certaines contraintes.
The´ore`me 1.2 (Me´thode directe de Lyapunov). Soient xe = 0 un point d’e´quilibre
pour le syste`me (1.1) et D ⊂ ℜn un domaine qui contient l’origine. Soit V : D → ℜ
une fonction continuement diffe´rentiable telle que
V (0) = 0 et V (x)> 0 dans D−{0} (1.8)
˙V (x)≤ 0 dans D (1.9)
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Alors, xe = 0 est stable. En outre, si
˙V (x)< 0 dans D−{0} (1.10)
alors xe = 0 est asymptotiquement stable.
Il s’agit sans doute de la me´thode la plus utilise´e pour l’e´tude de la stabilite´ des
syste`mes dynamiques. A` la diffe´rence de la me´thode indirecte, elle ne requiert pas
que la partie line´aire soit stable. La stabilite´ (asymptotique) du point d’e´quilibre est
garantie par l’existence d’une fonction V (x) satisfaisant (1.8)-(1.9) (ou (1.8)-(1.10)).
Pourtant la classe des fonctions a` laquelle V (x) doit appartenir n’est pas impose´e.
Nous savons qu’un point d’e´quilibre AS est associe´ a` une re´gion d’attraction,
alors s’il existe une fonction V (x) satisfaisant (1.8)-(1.10) nous pouvons trouver des
estimations de cet ensemble. Le fait d’avoir seulement (1.10) satisfaite ne garantit
pas que l’ensemble D est une ERA car le fait que ˙V (s)< 0 dans D ne garantit pas que
les trajectoires ne sortent pas de l’ensemble D. Ceci est garanti seulement si D est
une re´gion d’invariance. Rappelons qu’un ensemble M est dit positivement invariant
si
x0 ∈ M ⇒ x(t) ∈ M,∀t ≥ 0 (1.11)
Ainsi une estimation de la RA peut eˆtre de´finie par la fonction de Lyapunov
V (x), plus pre´cise´ment par l’ensemble a` l’inte´rieur d’une courbe de niveau de cette
fonction. De ce fait les ERA obtenues a` partir du the´ore`me 1.2 doivent eˆtre aussi des
ensembles invariants [5]. Les re´sultats de LaSalle [54] et de Zubov [94] permettent de
trouver une fonction de Lyapunov et la courbe de niveau qui correspond a` une ERA.
La plupart des methodes pour l’estimation de la RA sont base´es sur le re´sultat
suivant :
The´ore`me 1.3 (Principe d’Invariance de LaSalle). Soit Ω⊂D un ensemble compact
positivement invariant par rapport au syste`me (1.1). Soit V (x) : D→ℜ une fonction
continuement diffe´rentiable telle que ˙V (x)≤ 0 dans Ω. Soit E l’ensemble de tous les
points dans Ω ou` ˙V (x) = 0. Soit M l’ensemble invariant le plus grand inclus dans E.
Alors toute solution initialise´e dans Ω converge vers M quand t → ∞.
Bien que ce the´ore`me rende possible l’analyse de stabilite´ avec des fonctions
de Lyapunov semi-de´finies positives, nous allons nous concentrer sur le cas ou` les
fonctions V (x) sont de´finies positives. :
Si les ine´galite´s
V (x)> 0, ∀x ∈ℜn−{0} (1.12)
˙V (x)< 0, ∀x ∈ {x ∈ ℜn;V (x)≤ c} (1.13)
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sont satisfaites, alors nous avons E = {0}, M = {0} et l’ensemble Ω = {x∈ℜn;V (x)≤
c} est l’ensemble invariant qui de´finit l’ERA.
D’autre part nous avons la me´thode de Zubov [94] qui impose une expression
pour ˙V (x) dans un ensemble S :
The´ore`me 1.4 (Me´thode de Zubov). Soient deux fonctions scalaires V (x) et h(x)
avec les proprie´te´s suivantes :
1. V (x) est continue et de´finie positive dans un ensemble S et satisfait dans cet
ensemble l’ine´galite´ 0 <V (x)< 1, x 6= 0 ;
2. h(x) est de´finie pour tout x fini, h(0) = 0, h est continue et positive pour x 6= 0 ;
3. pour x ∈ S nous avons
˙V (x) =−h(x)(1−V (x))
√
1+‖ f (x)‖2 (1.14)
4. si x→ ∂S, ou` ∂S est la frontie`re de l’ensemble S, ou si ‖x‖→ ∞ dans le cas ou`
S est non-borne´, nous avons lim
‖x‖→∞
V (x) = 1
Alors S est le domaine d’attraction de l’origine du syste`me x˙ = f (x).
Autrement dit, une condition ne´cessaire et suffisante pour la stabilite´ asympto-
tique de l’origine pour toute condition initiale dans l’ensemble S est l’existence d’une
fonction de Lyapunov pour (1.1) dans S. Notons qu’un inconve´nient de cette me´-
thode est l’exigence de la diffe´rentiabilite´ du champs des vecteurs, car la fonction
de Lyapunov est obtenue en re´solvant l’e´quation a` de´rive´es partielles (1.14). Alors
nous ne pouvons pas traiter des syste`mes avec des non-line´arite´s telles que backlash,
saturation ou hyste´re´sis.
A` cause de ces difficulte´s peu de re´sultats ont e´te´ propose´s pour obtenir des
ERA de fac¸on syste´matique avec le The´ore`me 1.4. Dans [86] une simplification des
conditions a permis l’obtention des ERA de´crites a` partir de fonctions de Lyapunov
rationnelles. Plus re´cemment, des fonctions avec des incertitudes parame´triques afin
d’obtenir des ERA robustes ont e´te´ e´tudie´es dans [8].
1.3 Solutions Nume´riques
Notons que ni le The´ore`me 1.3 ni le The´ore`me 1.4 n’imposent la classe des fonc-
tions a` laquelle V (x) doit appartenir. Restreindre cette fonction a` une classe spe´cifique
se traduit par des restrictions quant aux formes possibles des courbes de niveau de
V (x) et par conse´quent des ERA. Pour un syste`me line´aire nous savons qu’une fonc-
tion quadratique est suffisante pour ve´rifier la stabilite´ asymptotique de l’origine. De
ce fait pour des syste`mes non-line´aires qui posse`dent une line´arisation stable nous
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pouvons toujours utiliser une fonction quadratique pour certifier la stabilite´ asymp-
totique localement. Afin d’autoriser des formes mieux adapte´es aux trajectoires des
syste`mes non-line´aires, d’autres fonctions, telles que des fonctions polynomiales posi-
tives ont aussi e´te´ prises en compte pour l’estimation de la RA. D’ailleurs l’existence
d’une fonction de Lyapunov sous cette forme est garantie pour certaines classes de
syste`mes [64]. En effet, les travaux de Zubov [33], avaient de´ja` propose´ des solutions
aproxime´es pour (1.9) sous la forme
V (x) =V2(x)+V3(x)+V4(x)+ . . . (1.15)
ou` Vi indique une fonction polynomiale de degre´ i.
Les re´sultats utilisant des fonctions quadratiques pour l’obtention des ERA sont
nombreux, voir par exemple : [1], [2], [15], [24], [26], [29], [34], [53], [74], [75], [76],
[77], [78], [90], qui n’est pas une liste exhaustive. Des fonctions polynomiales de´crites
par des sommes de carre´s (SOS de l’anglais sum-of-squares) ont e´te´ propose´es par
[12], [75], [77], [78], [80]. Ces fonctions ont connu un de´veloppement notable a` partir
des re´sultats de [91] ou` elles ont e´te´ utilise´es dans le contexte d’analyse robuste
d’un syste`me line´aire. Parmi d’autres fonctions nous pouvons citer des fonctions
quadratiques de´pendantes des parame`tres [10], [11], une interpolation des fonctions
quadratiques non-centre´es a` l’origine [43], des fonctions rationnelles [21], [31], [81],
[86] ou des fonctions polynomiales par morceaux [68].
Bien que nous puissions trouver des fonctions mieux adapte´es a` chaque syste`me,
c’est de´cide´ment la possibilite´ de traiter le proble`me de fac¸on nume´rique qui va guider
le choix de la classe des fonctions de Lyapunov qui sera utilise´e pour estimer la RA.
L’utilisation des me´thodes nume´riques, notamment avec des logiciels d’optimisa-
tion semi-de´finie, pour rendre possible l’analyse des syste`mes non-line´aires de fac¸on
syste´matique comme dans le cas des syste`mes line´aires s’est beaucoup de´veloppe´e
ces dernie`res anne´es. Ces me´thodes s’ave`rent avantageuses vis-a`-vis de l’e´tude des
syste`mes d’ordre e´leve´.
Le de´veloppement des logiciels de programmation semi-de´finie, conc¸us pour re´-
soudre des proble`mes d’optimisation avec des contraintes donne´es par des matrices
semi-de´finies, et donc de´finissant des ensembles convexes, a sans doute oriente´ plu-
sieurs recherches en the´orie de la commande. Dans le cadre des syste`mes line´aires, la
formulation avec des ine´galite´s matricielles line´aires a permis une re´solution efficace
de plusieurs proble`mes d’analyse et de synthe`se, en particulier l’analyse de robus-
tesse des syste`mes line´aires [7]. L’extension pour traiter des syste`mes non-line´aires
est apparue naturellement. Dans le contexte des estimations de la RA nous pouvons
citer les travaux de [26], [74], [30] comme les premiers a` proposer des solutions avec
des LMIs. Par la suite la plupart des travaux ont suivi cette ligne, c’est-a`-dire ont
cherche´ a` formuler le proble`me d’estimer une RA comme un proble`me d’optimisation
sujet a` des contraintes donne´es par des LMIs.
Tandis que les travaux proposant des solutions nume´riques re´alise´s auparavant
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e´taient spe´cifiques pour des syste`mes de dimension re´duite [28], [29] ou avec de se´-
rieuses limitations dues a` la complexite´ nume´rique croissante avec l’ordre du syste`me,
la formulation comme un proble`me de Programmation Se´mi-De´finie (SDP de l’an-
glais Semi-Definite Programming) est capable de traiter des syste`mes d’ordre plus
e´leve´. Bien suˆr, des limites de calcul sont toujours pre´sentes mais nous pouvons es-
timer a priori les limites en fonction du nombre de variables et de contraintes ou
pre´voir l’effort de calcul une fois le proble`me formule´.
Plus re´cemment [63] a de´montre´ que tester la positivite´ d’un polynoˆme SOS est
un proble`me de SDP line´aire, c’est-a`-dire correspond a` un test de positivite´ d’une
LMI. Ceci a permis notamment la formulation du proble`me d’analyse de stabilite´
avec des fonctions polynomiales comme un proble`me SDP.
Lorsqu’il n’est pas possible de formuler le proble`me sous contraintes LMI, des
strate´gies pour re´soudre les proble`mes qui pre´sentent des produits entre variables
de de´cision ont e´te´ propose´es : citons en particulier l’utilisation des recherches al-
terne´es ou` une des variables est fixe´e et l’optimisation est re´alise´e dans l’espace des
autres variables de de´cision qui sont ensuite fixe´es pour rendre possible l’optimisation
dans l’espace des variables pre´alablement fixe´es. Une relative maturite´ des techniques
d’optimisation non-convexe a permis le de´veloppement de logiciels pour re´soudre des
contraintes biline´aires (BMIs, bilinear matrix inequalities) [48]. Dans la plupart des
cas, ce proble`me n’est pas convexe et donc la solution peut eˆtre fortement de´pendante
de l’initialisation des variables de de´cision.
Dans le cadre de l’estimation de la RA, une solution pour e´viter le produit des
variables consiste a` imposer la fonction de Lyapunov. C’est l’approche adopte´e dans
[10], [11], [12], [15], [24], [31], [32], [34], [44], [53], [74], [75], [76], imposant des fonctions
quadratiques ; dans [32], [44] imposant des fonctions polynomiales et dans [31] ou` des
fonctions rationnelles sont fixe´es. Pour une fonction ve´rifiant la stabilite´ asymptotique
autour de l’origine, nous cherchons alors le plus grand ensemble satisfaisant (1.12)-
(1.13), c’est-a`-dire, nous cherchons la valeur c⋆ satisfaisant
E ⋆ = {x ∈ ℜn;V (x)≤ c⋆} (1.16)
c⋆ = inf
x∈ℜn
V (x) tel que ˙V (x) = 0 (1.17)
Malgre´ les conditions convexes obtenues, imposer la fonction de Lyapunov peut
pre´senter quelques inconve´nients. Une fois choisie, la fonction qui ve´rifie les crite`res
de Lyapunov pour le voisinage du point d’e´quilibre, nous n’avons pas de garantie
que la taille de la ERA optimale E ⋆ soit comparable a` la RA. Dans [11], l’auteur
a ainsi souligne´ que le choix de la fonction de Lyapunov reste un proble`me ouvert.
L’exemple ci-dessous pre´sente ce cas de figure.
Exemple 1.1 Conside´rons le syste`me
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{
x˙1 = −x1 +2x2 + x22
x˙2 = −3x1− x2 +0.5x1x2
La fonction V (x) = x′Px avec
P =
[
9.72 2.16
2.16 10.8
]
(1.18)
permet de prouver la stabilite´ locale et l’ensemble E (P) = {x ∈ℜ2;x′Px≤ 1} est une
ERA optimale comme nous le voyons dans la figure 1.1.
−1 −0.8 −0.4 0 0.4 0.8 1−1
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Figure 1.1 – Ellipso¨ıde qui “touche” la courbe ˙V (x) = 0.
Pourtant cette ERA est petite par rapport a` la RA de l’origine comme nous
pouvons le constater dans la figure 1.2.
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x2
Figure 1.2 – Estimation petite par rapport a` la re´gion d’attraction de l’origine.
D’autre part, parmi les me´thodes utilisant une fonction de Lyapunov variable
nous pouvons mettre en avant des formulations faisant apparaˆıtre les variables d’e´tat
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dans les contraintes matricielles [1], [2], [19], [21], [23], [26], [81], [90]. Dans ce cas,
nous obtenons des ine´galite´s matricielles qui de´pendent des variables d’e´tat de fac¸on
line´aire. La strate´gie adopte´e est de garantir que les contraintes sont satisfaites dans
une re´gion convexe qui contient l’origine et ensuite de trouver le plus grand ensemble
invariant a` l’inte´rieur de cette re´gion. Le proble`me majeur devient alors le choix de
la re´gion convexe, qui est souvent un ensemble polye´dral. Ceci permet de formuler
le proble`me avec un nombre fini d’ine´galite´s devant eˆtre satisfaites en chacun des
sommets d’un polytope, et d’un ensemble d’ine´galite´s garantissant l’inclusion d’une
courbe de niveau de la fonction de Lyapunov dans cette re´gion.
Les inconve´nients de cette approche sont la croissance exponentielle des points a`
tester lorsque l’ordre du syste`me augmente, le besoin d’utiliser les deux repre´senta-
tions pour l’ensemble polye´dral, a` savoir ses sommets et ses facettes, et l’imposition
de la re´gion dans laquelle la ERA devra eˆtre incluse. Or, ce n’est que pour des cas
ou` nous connaissons une forme approxime´e de la RA que l’on pourrait choisir la
forme de l’ensemble polye´dral la plus ade´quate afin de favoriser l’obtention d’une
ERA de taille satisfaisante. Dans certains cas nous pouvons nous contenter de de´finir
simplement des directions particulie`res suivant lesquelles nous aimerions optimiser
l’estimation [2].
Une autre formulation utilisant des fonctions de Lyapunov variables tient compte
des re´sultats de [63]. A` partir d’une ge´ne´ralisation de la S-proce´dure des fonctions
polynomiales variables peuvent eˆtre utilise´es [80]. Cependant des conditions ainsi
formule´es pre´sentent des produits entre les variables de de´cision. Ceci n’empeˆche pas
l’obtention de re´sultats satisfaisants avec des strate´gies de recherche alterne´e [15] ou
des logiciels pour re´soudre des BMIs [80].
Lorsque nous avons des fonctions de Lyapunov variables, il est ne´cessaire de pro-
poser un crite`re d’optimisation pour maximiser la taille de la ERA. La question qui
se pose est comment mesurer la taille d’une ERA? Prenons le cas d’un ellipso¨ıde
E = {x ∈ ℜn;x′Px ≤ α}. Son volume satisfait
vol(E ) ∝
√
αn
det(P)
(1.19)
Pour un α fixe´ nous pourrions minimiser le de´terminant de la matrice P afin d’obtenir
un volume optimal. Pourtant, il ne s’agit pas d’un proble`me d’optimisation convexe
car la fonction de´terminant n’est pas convexe en P. De ce fait, le proble`me est re´solu
de fac¸on approximative en re´solvant
min Trace(P) (1.20)
L’exemple suivant montre un cas ou` une re´gion avec un volume plus petit peut
eˆtre plus significative autour du point d’e´quilibre qu’une re´gion avec un volume plus
grand
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Exemple 1.2 Conside´rons le syste`me{
x˙1 = −x1
x˙2 = −x2 +4x22− (x21−3)2x2
(1.21)
Les ensembles E1 = {x ∈ℜ2;x′P1x ≤ 1} et E2 = {x ∈ ℜ2;x′P2x ≤ 1} avec
P1 =
[
0.002 0
0 20
]
;P2 =
[
0.5 0
0 0.25
]
(1.22)
sont des estimations de la re´gion d’attraction de l’origine de (1.21). Nous pouvons
visualiser ces ensembles avec la courbe ˙V (x) = 0 dans la figure 1.3.
−5 −3 −1 0 1 3 5−5
−2.5
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Figure 1.3 – Ensembles touchant les courbes ˙V = 0 donnant une ERA pour l’origine :
E1 (vert) et E2 (rouge) .
Nous obtenons que le volume (dans ce cas la surface) des re´gions obe´it a` la relation
vol(E1) = 2.5vol(E2), pourtant autour de l’origine nous pouvons voir que l’ensemble
E2 estime mieux la RA. La figure 1.4 pre´sente les deux ensembles E1 et E2.
Faute d’expressions analytiques du volume d’une re´gion polynomiale, la strate´gie
d’optimisation adopte´e est l’e´largissement d’un ensemble inte´rieur a` la ERA. Ceci
peut se faire en de´finissant des directions prioritaires [2], [26], [78] ou en e´largissant
un ensemble de´fini par une courbe de niveau d’une fonction de Lyapunov de´finie
positive [42], [68], [80]. Le crite`re consistant a` minimiser la trace de la matrice de
Lyapunov polynomiale a e´te´ utilise´e dans [12], [18] et [20].
Des me´thodes d’estimation de la RA autres que celles utilisant les The´ore`mes
de Lyapunov exploitent les proprie´te´s topologiques de la frontie`re de la RA [17],
[16]. Une repre´sentation nume´rique de cet ensemble peut eˆtre obtenue a` partir de
l’inte´gration a` temps reverse´ de l’e´quation diffe´rentielle. Pour autant son application
demeure restreinte a` des syste`mes d’ordre petit non seulement a` cause des maillages
ne´cessaires pour de´finir des points de de´part pour l’inte´gration [24], [28], [87], [49],
mais aussi de par la complexite´ des comportements qui peuvent apparaˆıtre avec un
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Figure 1.4 – Ellipso¨ıde qui “touche” l’ensemble ˙V (x) = 0.
ordre croissant et de ce fait l’impossibilite´ d’exprimer la frontie`re de la RA avec un
nombre fini de trajectoires comme pour des syste`mes d’ordre n = 2. Notons que ces
approches ont e´te´ peu poursuivies apre`s l’apparition des logiciels de SDP.
Ne´anmoins des informations sur des trajectoires convergentes a` l’origine peuvent
eˆtre combine´es avec des approches Lyapunov. Nous pouvons citer l’e´largissement
des RA donne´es par des courbes de niveau d’une fonction de Lyapunov [55], ou
chercher des fonctions de Lyapunov garantissant l’invariance d’une re´gion contenant
un ensemble de trajectoires convergentes [80], [43].
Le calcul d’une ERA pour un mode`le nominal peut eˆtre seulement le point de
de´part pour une analyse plus substantielle, a` savoir une analyse a` laquelle plus de
crite`res sont rajoute´s. La prise en compte des incertitudes parame´triques garantissant
une estimation de la re´gion d’attraction robuste (ERAR) constitue l’objet d’e´tude
de [10], [20], [21], [81] ou` les parame`tres incertains sont conside´re´s a` l’inte´rieur d’un
polytope. Dans [19], les auteurs tiennent compte des retards dans les variables. L’in-
corporation de crite`res de performance est a` l’origine des conditions pour calculer la
re´gion dans laquelle les trajectoires donnent des sorties borne´es en e´nergie [26], [80],
[79] ou des ensembles dans lesquels les trajectoires restent pour une entre´e d’e´nergie
finie.
1.4. SYSTE`MES POLYNOMIAUX 17
1.4 Syste`mes polynomiaux
La classe des syste`mes non-line´aires la plus e´tudie´e dans le contexte de l’estima-
tion de la RA est certainement celle de´finie par des champs de vecteurs polynomiaux
f (x) = Ax+A2x2 +A3x3 + . . .+Agxg (1.23)
ou` xi est le vecteur contenant les monoˆmes de degre´ i. Une se´paration de cette classe
de celle des syste`mes non-line´aires plus ge´ne´raux est mise en e´vidence lorsque les
auteurs traitent des syste`mes non-polynomiaux [12], [23] [21], [28], [81], [12], [62].
Dans ce cas ce sont des approches conside´rant des fonctions analytiques approxime´es
par des syste`mes polynomiaux [59] ou des bornes pour l’influence de ces termes dans
le cas contraire [12]. Une classe beaucoup e´tudie´e est celle des syste`mes rationnels
[26] c’est-a`-dire des syste`me ou` f (x) est donne´e par la division de deux polynoˆmes.
Plusieurs syste`mes peuvent eˆtre repre´sente´s par l’e´quation (1.23), des dynamiques
de population [36], [60], [37] des syste`mes e´lectriques [46], me´caniques [3], e´lectro-
me´caniques [58] ou chimiques [57]. Le plus simple des syste`mes s’e´crivant comme
(1.23), sont les syste`mes quadratiques. Cette classe est meˆme e´tudie´e se´pare´ment
e´tant donne´e leur applicabilite´ a` des syste`mes re´els [2], [49], [50].
A` la diffe´rence des syste`mes line´aires, (1.23) peut pre´senter plusieurs racines iso-
le´es. Bien que le calcul de ces racines s’ave`re lourd nume´riquement, l’obtention du
mode`le autour d’un point d’e´quilibre est facile si ce point d’e´quilibre est connu. Le
syste`me associe´ a` cette e´quation peut e´galement pre´senter des trajectoires pe´rio-
diques, un comportement chaotique et des trajectoires divergentes en temps fini.
Dans [25] une liste d’exemples de syste`mes polynomiaux et les particularite´s de ces
solutions est pre´sente´e.
Le choix des fonction de Lyapunov pour des syste`mes polynomiaux n’est pas non
plus bien e´tabli. Certes si la matrice A est Hurwitz nous pouvons utiliser des fonctions
quadratiques afin d’estimer la RA. Dans la suite du manuscrit nous verrons comment
aborder l’analyse en stabilite´ et le choix de la fonction de Lyapunov pour y parvenir.
1.4.1 Me´thodes de synthe`se
Si l’origine n’est pas un point d’e´quilibre stable, nous nous inte´ressons au calcul
d’une loi de commande u(x) pour stabiliser, au moins localement, les trajectoires
du syste`me (1.1). Meˆme pour une classe particulie`re de syste`mes, telle que celle ou`
f (x) est donne´e par (1.23) et G(x) est polynomiale, le choix de la structure de u(x)
peut s’ave´rer difficile. Pour un syste`me commandable autour de l’origine [41], des
lois de commande line´aires peuvent garantir la stabilite´ asymptotique de l’origine.
La stabilite´ globale peut eˆtre garantie pour des syste`mes de phase minimale avec des
lois de commande construites a` partir des concepts de ge´ome´trie diffe´rentielle. Ces
lois sont base´es sur la notion d’inversion de la dynamique (NDI de l’anglais nonlinear
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dynamic inversion). Cette me´thode a pour objectif la line´arisation de la relation
entre´e-sortie pour permettre l’utilisation de lois de commande line´aires pouvant eˆtre
obtenues suivant ou pas des crite`res de stabilite´ de Lyapunov.
Pour des syste`mes pre´sentant une structure bloc-triangulaire, il est possible de
construire a` la fois la loi de commande et la fonction de Lyapunov garantissant la
stabilite´ globale [66].
Une application de ces me´thodes de fac¸on nume´rique reste difficile, et de ce fait,
ces me´thodes sont mieux adapte´es pour des syste`mes d’ordre re´duit. Des me´thodes
nume´riques, notamment celles utilisant SDP ont e´te´ propose´es associe´es a` des crite`res
d’optimisation visant l’e´largissement de la RA. Un retour d’e´tat statique avec des
termes quadratiques a e´te´ propose´ par [1] ; un retour d’e´tat statique tenant compte
d’un crite`re optimisant le gain L2 par rapport a` des perturbations a e´te´ pre´sente´
dans [21] ; [23] propose la synthe`se d’un controˆleur dynamique line´aire. Le retour de
sortie est e´tudie´ par [9] pour des syste`mes polynomiaux avec des lois de commande
polynomiales ; [26] propose la construction d’une loi de commande avec l’acce`s aux
variables d’e´tat pre´sentes dans les termes non-line´aires.
Plus re´cemment, des conditions pour la synthe`se de lois de commande pour des
syste`mes polynomiaux ont e´te´ rendues possibles graˆce a` la formulation des proble`mes
de positivite´ de polynoˆmes avec des relaxations de somme des carre´s (SOS de l’anglais
Sum of Squares). Nous pouvons citer notamment les re´sultats de [25] qui formule des
conditions pour e´tablir la passivite´ d’un syste`me polynomial, [39] dans lequel une
loi de commande est cherche´e pour satisfaire des crite`res de performance et [93] qui
propose le calcul d’une loi de commande garantissant la stabilite´ locale de l’origine
pour une classe de syste`mes dans une re´gion impose´e par des limites sur les de´rive´es
de l’e´tat.
Un autre facteur qui doit eˆtre absolument pris en compte lors de la synthe`se est la
saturation des actionneurs. L’analyse de l’influence des saturations dans la de´finition
de la RA d’un syste`me non-line´aire est une e´tape de´cisive car comme souligne´ par [4]
“Line´ariser un syste`me non-line´aire instable peut cacher les vraies limites de stabilite´
du syste`me sature´, celles-ci seront certainement plus petites que celles obtenues pour
le mode`le line´aire re´sultant”.
Dans le cadre des syste`mes line´aires, des techniques base´es sur SDP pour la syn-
the`se de lois saturantes et pour une analyse locale se sont beaucoup de´veloppe´es ces
dernie`res anne´es. L’analyse est re´alise´e notamment avec des fonctions quadratiques
ou des fonctions quadratiques par morceaux [70] ou` la saturation est traite´e soit avec
la de´finition des re´gions de saturation [38], soit a` l’aide de conditions de secteur mo-
difie´es [71]. En revanche, des re´sultats pour des syste`mes non-line´aires sont moins
nombreux [22]. Quelques me´thodes aident a` de´finir des re´gions dans lesquelles les
saturations ne seront pas actives [26].
Lorsque l’ERA est peu satisfaisante ou lorsque les performances sont trop de´-
grade´es a` cause de la saturation, une de´marche consiste a` modifier le controˆleur par
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l’introduction d’un correcteur anti-windup. Ces correcteurs, active´s de`s que la satura-
tion est atteinte, sont employe´s pour ame´liorer la performance et ramener le syste`me
a` une zone non-sature´e. La synthe`se de ces correcteurs s’est beaucoup de´veloppe´e
dans le cadre des syste`mes line´aires [72], [70], [27]. En revanche peu de re´sultats ont
e´te´ obtenus pour des syste`mes ayant des non-line´arite´s autres que la saturation, nous
pouvons pour autant faire re´fe´rence a` quelques publications proposant des sche´mas
anti-windup pour des syste`mes avec lois de commande NDI [40], [61].
1.5 Conclusion
Nous avons pre´sente´ diffe´rentes me´thodes de la litte´rature donnant des solutions
pour les proble`mes traite´s dans ce manuscrit, a` savoir l’analyse en stabilite´ et la
synthe`se de controˆleur pour les syste`mes non-line´aires polynomiaux pouvant eˆtre
soumis a` des saturation sur la commande. Ce chapitre nous permettra donc de mieux
situer nos re´sultats dans le domaine, en mettant en avant leurs apports mais aussi
leurs limites.
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Chapitre 2
Repre´sentations des Syste`mes
2.1 Introduction
Ce chapitre de´taille les repre´sentations choisies pour de´crire les syste`mes polyno-
miaux. Dans un premier temps nous pre´sentons des choix de vecteurs des monoˆmes
dans les variables d’e´tat qui guident la construction des matrices de´finissant un sys-
te`me autonome. Par la suite, des syste`mes commande´s par des lois de commande
polynomiales sont e´galement de´crits, ainsi que le cas ou` l’entre´e est sature´e.
2.2 Syste`mes Polynomiaux Autonomes
Nous allons traiter les syste`mes dont la dynamique est de´finie par un champ de
vecteurs polynomial invariant dans le temps :
x˙(t) = f (x(t)) (2.1)
ou` chaque composante de f (x) : Rn 7−→ Rn est un polynoˆme homoge`ne en x. Par la
suite, nous allons simplifier la notation en supprimant la de´pendance par rapport au
temps, c’est-a`-dire, nous allons utiliser x˙ = f (x). Le syste`me sera dit de degre´ g f si
g f est le degre´ le plus grand des monoˆmes pre´sents dans f (x).
Afin de rendre possible l’analyse des syste`mes polynomiaux avec des outils nu-
me´riques, notamment avec des outils de SDP, il sera ne´cessaire de trouver une repre´-
sentation pour (2.1) au moyen de matrices construites a` partir des coefficients des
monoˆmes composant f (x). Ceci sera fait en de´finissant des vecteurs contenant les
monoˆmes dans les variables d’e´tat [15]. Conside´rons x ∈ℜn,
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x =


x1
x2
...
xn

 (2.2)
Les e´le´ments d’un vecteur xr sont des monoˆmes de degre´ r ordonne´s comme
xr =


xr(1)
xr(2)
...
xr(n)

 (2.3)
ou` xr(i), i = 1, . . .n, est le vecteur qui contient tous les monoˆmes de degre´ r avec la
variable xi a` l’exception de ceux avec les variables x j, j < i. Pour illustrer, nous avons
pour i = 1 :
xr(1) =


xr1
x
(r−1)
1 x2
...
x
(r−1)
1 xn
x
(r−2)
1 x
2
2
x
(r−2)
1 x1x2
...
x
(r−2)
1 x
2
n
...
x1x
(r−1)
2
...
x1x
(r−1)
n


= x1x
(r−1) (2.4)
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pour i = 2 :
xr(2) =


xr2
x
(r−1)
2 x3
...
x
(r−1)
2 xn
x
(r−2)
2 x
2
3
x
(r−2)
2 x3x4
...
x
(r−2)
2 x
2
n
...
x2x
(r−1)
3
...
x2x
(r−1)
n


= x2x
(r−1)(2) (2.5)
et ainsi jusqu’a` i = n :
xr(n) = xrn = xnx
(r−1)(n) (2.6)
Exemple 2.1 Pour n = 3, r = 4, nous avons
x4 =
[
x41 x
3
1x2 x
3
1x3 x
2
1x
2
2 x
2
1x2x3 x
2
1x
2
3 x1x
3
2 x1x
2
2x3
x1x2x
2
3 x1x
3
3 | x42 x32x3 x22x23 x2x33 | x43
]′
x4 =
[
x4′(1) x4′(2) x4′(3)
]′
Notons que, suivant (2.4)-(2.6), nous avons
x4 =

 x1x3(1)x2x3(2)
x3x
3(3)


Lemme 2.1 ([15]). Le nombre de termes σ(n,r) dans le vecteur d’ordre n et de degre´
r est donne´ par
σ(n,r) =
(r+n−1)!
r!(n−1)! (2.7)
Notons que le vecteur xr est construit de sorte a` ne pas pre´senter de termes
re´pe´te´s. De ce fait, pour un polynoˆme de degre´ g, il existe une repre´sentation unique
et donc minimale par rapport au nombre de coefficients du polynoˆme qui peut eˆtre
construite avec les vecteurs xi, i = 1, . . . ,g.
Nous pouvons alors e´crire f (x) en fonction des vecteurs xi, i = 1, . . . ,g f , avec des
matrices Ai ∈ ℜn×σ(n,i), i = 1, . . . ,g f , comme
f (x) = A1x+A2x2 +A3x3 + . . .+Ag f xg f (2.8)
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Exemple 2.2 La fonction polynomiale d’ordre 2 et de degre´ 3 de´finie par :
f (x) =
[
ax2 +bx1x2
cx1 +dx21x2
]
(2.9)
s’exprime aussi comme
f (x) = A1x+A2x2 +A3x3
avec
A1 =
[
0 a
c 0
]
; A2 =
[
0 b 0
0 0 0
]
; A3 =
[
0 0 0 0
0 d 0 0
]
La relation entre le vecteur xr et le vecteur x(r−1) est e´tablie via la matrice IIr ∈
ℜnσ(n,r−1)×σ(n,r) satisfaisant 1.
IIrxr = x(r−1)⊗ x (2.10)
E´tant donne´ que les matrices IIr posse`dent toujours un rang complet de colonnes,
il est possible d’e´tablir la relation
xr = ILr
(
x(r−1)⊗ x
)
(2.11)
avec ILr ∈ ℜσ(n,r)×nσ(n,r−1) la pseudo-inverse de la matrice IIr :
ILr =
(
II′rIIr
)−1 II′r (2.12)
Exemple 2.3 Pour l’instant nous illustrons le cas n = 2 et r = 2. Nous avons :
x2 =

 x21x1x2
x22


et
x⊗ x =


x21
x1x2
x1x2
x22


Alors la matrice II2 est de´finie par :
II2 =


1 0 0
0 1 0
0 1 0
0 0 1


1. Un algorithme pour la construction des matrices IIr est donne´ dans l’annexe B. Nous pre´sentons
e´galement quelques proprie´te´s des produits de Kronecker dans l’annexe A.
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et la matrice IL2 est donne´e par
IL2 =

 1 0 0 00 0.5 0.5 0
0 0 0 1


Les matrices IIr et ILr nous aident a` definir la relation entre le vecteur xr et le
vecteur xr⊗, donne´e par
xr⊗ = x(r−1)⊗⊗ x ∈ℜnr
Ainsi, nous avons
xr = ILr
(
x(r−1)⊗ x
)
= ILr
(
ILr−1
(
x(r−2)⊗ x
)
⊗ x
)
= ILr (ILr−1⊗ In)
(
x(r−2)⊗ x⊗ x
)
...
= Mc(r)xr⊗
avec Mc(r) ∈ℜσ(n,r)×nr donne´e par
Mc(r) = ILr (ILr−1⊗ In)(ILr−2⊗ In2) . . .(IL2⊗ Inr−2) (2.13)
De fac¸on similaire, nous pouvons obtenir la relation
xr⊗ = Me(r)xr
avec Mc(r) ∈ℜnr×σ(n,r) donne´e par 2
Me(r) = (II2⊗ Inr−2)(II3⊗ Inr−3) . . .(IIr−1⊗ In) IIr (2.14)
Ainsi nous pouvons de´crire f (x) par
f (x) = ¯A1x+ ¯A2x2⊗+ ¯A3x3⊗+ . . .+ ¯Ag f xg f⊗ (2.15)
ou` les matrices ˜Ai ∈ℜn×nr , i = 1, . . . ,g f , peuvent eˆtre calcule´es par
¯Ai = AiMc(i) (2.16)
ou` Ai, i = 1, . . . ,gg, sont les matrices de (2.8).
2. Nous pouvons exprimer e´galement Me(n,r) Mc(n,r) pour faire apparaˆıtre la de´pendance de
ces matrices dans la dimension du vecteur x.
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Exemple 2.4 La fonction f (x) de (2.9) est de´crite par
f (x) = ¯A1x+ ¯A2x2⊗+ ¯A3x3⊗
avec
¯A1 =
[
0 a
c 0
]
; ¯A2 =
[
0 b2
b
2 0
0 0 0 0
]
; ¯A3 =
[
0 0 0 0 0 0 0 0
0 d4
d
4 0
d
2 0 0 0
]
Remarque 2.1. Notons que cette repre´sentation n’est pas unique car les vecteurs
xr⊗ contiennent des e´le´ments re´pe´te´s. Nous avons que la matrice
Rr = null(Me(r)′)′ (2.17)
satisfait
Rrxr⊗ = RrMe(r)xr = 0 (2.18)
Alors quelle que soit la matrice Sr ∈ℜn×dn avec dn = dim(null(Me(r)′)′) = nr−σ(n,r)
on a la relation suivante :
¯Arxr⊗ =
(
¯Ar +SrRr
)
xr⊗ (2.19)
Exemple 2.5 Afin d’illustrer cette multiplicite´ de repre´sentations, conside´rons les
termes quadratiques de l’exemple 2.4 pre´ce´dent :
¯A2 =
[
0 b2
b
2 0
0 0 0 0
]
Nous avons, en appliquant (2.17), R2 =
[
0 1 −1 0 ], et avec S2 = [ s1 s2 ]′,
nous obtenons pour (2.19)
(
¯A2 +S2R2
)
x2⊗ =
[
0 b2 + s1
b
2 − s1 0
0 s2 −s2 0
]
x2⊗
2.2.1 De´finition d’un espace augmente´
Nous pouvons de´crire les syste`mes polynomiaux sous une forme compacte a` l’aide
du vecteur ξr constitue´ par les vecteurs xi, i = 1, . . . ,r :
ξr =


x
x2
...
xr

 (2.20)
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Nous avons ξr ∈ ℜσt(n,r), avec
σt(n,r) =
r
∑
i=1
σ(n, i) =
(n+ r)!
n!r!
−1 (2.21)
Nous pouvons ainsi e´crire f (x), (de´finie dans (2.8)) en fonction de ξg f ∈ ℜσt(n,g f )
comme
f (x) = [ A1 A2 . . . Ag f ]ξg f
= Acξg f (2.22)
Nous pouvons e´galement exprimer la dynamique du syste`me (2.1) dans les co-
ordonne´es ξr. L’expression de ˙ξr = fr(x) contient des monoˆmes en x de degre´ g fr =
1, . . . ,g f +(r−1), alors nous avons
fr(x) = Ar1x+Ar2x2 +Ar3x3 + . . .+Arg fr xg fr (2.23)
ou` Ari ∈ ℜσt(n,r)×σ(n,i), ou bien
fr(x) = Arcξg fr (2.24)
avec
Arc =
[
Ar1 Ar2 . . . Arg fr
]
(2.25)
Exemple 2.6 Avec r = 2 nous avons pour le syste`me (2.9) g fr = 4 et
d(x2)
dt =
˙(x2) =

 2ax1x2 +2bx21x2cx21 +ax22 +bx1x22 +dx31x2
2cx1x2 +2dx21x22

 (2.26)
Nous pouvons donc obtenir une expression sous la forme de (2.24) a` partir de
˙ξ2 =
[
x˙
˙(x2)
]
= fr(x)
Ar1 =


0 a
c 0
0 0
0 0
0 0

 ; Ar2 =


0 b 0
0 0 0
0 2a 0
c 0 a
0 2c 0

 ; Ar3 =


0 0 0 0
0 d 0 0
0 2b 0 0
0 0 b 0
0 0 0 0


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Ar4 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 d 0 0 0
0 0 2d 0 0


et l’on obtient
˙ξ2 = [ Ar1 Ar2 Ar3 Ar4 ]ξ4 (2.27)
De´finissons aussi le vecteur ηr, constitue´ par les vecteurs xi⊗, i = 1, . . . ,r
ηr =


x
x2⊗
...
xr⊗

 (2.28)
Nous avons donc ηr ∈ℜgt , gt =
r
∑
i=1
ni, et nous pouvons de´crire (2.15) par
f (x) = [ ¯A1 ¯A2 . . . ¯Ag f ]ηg f
= ¯Acηg f
(2.29)
Lorsque l’on utilise la relation (2.10), nous pouvons obtenir une contrainte alge´-
brique qui e´tablit une relation entre les e´le´ments de ξr. Pour le terme de degre´ i nous
avons
IIixi =
(
x(i−1)⊗ x
)
=
(
Iσ(n,i−1)⊗ x
)
x(i−1) (2.30)
Ceci nous conduit a` la relation suivante :

II2x2−
(
Iσ(n,1)⊗ x
)
x
II3x3−
(
Iσ(n,2)⊗ x
)
x2
...
IIνxr−
(
Iσ(n,r−1)⊗ x
)
xr−1

 = 0


II2x2
II3x3
...
IIνxr

−


(
Iσ(n,1)⊗ x
)
x(
Iσ(n,2)⊗ x
)
x2
...(
Iσ(n,r−1)⊗ x
)
xr−1

 = 0
(2.31)
En de´finissant IIt(r) = diag{II2, . . . , IIr}, (2.31) s’exprime par
([
0nσt(n,r−1)×n IIt(r)
]− [ (Iσt(n,r−1)⊗ x) 0nσt(n,r−1)×σ(n,r) ])ξr = 0 (2.32)
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Nous avons e´galement
x =
[
In 0n×σt (n,ν)−n
]ξν (2.33)
et donc(
Iσt(n,r−1)⊗ x
)
=
(
Iσt(n,r−1)⊗
[
In 0n×σt(n,ν)−n
])(
Iσt(n,r−1)⊗ξν
)
(2.34)
De´finissons alors les matrices N1(n,r) et N2(n,r,ν)
N1(n,r) =
[
0nσt(n,r−1)×n IIt(r)
] ∈ℜnσt(n,r−1)×σt (n,r)
N2(n,r,ν) = −
(
Iσt(n,r−1)⊗
[
In 0n×σt(n,ν)−n
]) ∈ℜnσt (n,r−1)×σt(n,r−1)σt(n,ν)
(2.35)
Ainsi ces matrices satisfont :(
N1(n,r)+
[
N2(n,r,ν)
(
Iσt(n,r−1)⊗ξν
)
0nσt(n,r−1)×σ(n,r)
])ξr = 0 (2.36)
ou bien
N1(n,r)ξr +N2(n,r,ν)(Iσt(n,r−1)⊗ξν)ξr−1 = 0 (2.37)
2.3 Syste`mes non-autonomes
Dans cette section, nous introduisons une repre´sentation pour des syste`mes com-
mande´s par une loi de commande polynomiale.
Nous conside´rons donc le syste`me :
x˙ = f (x)+G(x)u(x)
= ˜f (x) (2.38)
ou` f (x) ∈ ℜn 7−→ ℜn, G(x) ∈ ℜn 7−→ ℜn×m et u(x) ∈ ℜn 7−→ ℜm sont des fonctions
polynomiales en x. Les degre´s respectifs sont g f , gG et gu. Le degre´ de la fonction
polynomiale ˜f (x) est donc donne´ par g
˜f =max(g f ,gu+gG). Nous ve´rifions e´galement
que g
˜f > gG car nous allons traiter seulement des cas ou` gu ≥ 1.
La matrice G(x) peut eˆtre de´crite par l’expression
G(x) = B0 +B1(x⊗ Im)+B2(x2⊗ Im)+ . . .+BgG(xgG ⊗ Im)
= Bt
(
¯ξgG ⊗ Im
) (2.39)
avec
¯ξgG =


1
x
x2
...
xgG

 ∈ ℜ
σt(n,gG)+1; Bt =
[
B0 B1 . . . BgG
] ∈ ℜn×m(1+σt (n,gG))
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ou` Bi ∈ℜn×mσ(n,i), i = 0, . . . ,gG.
Exemple 2.7 Conside´rons n = 2, m = 1 et G(x) ∈ ℜ2×1 donne´e par
G(x) =
[
e+ f x2
gx1x2
]
(2.40)
Nous pouvons exprimer G(x) (2.39) avec les matrices :
B0
[
e
0
]
;B1 =
[
0 f
0 0
]
; B2 =
[
0 0 0
0 g 0
]
La repre´sentation (2.39) est en particulier utilise´e dans le chapitre 5 pour formuler
des conditions d’analyse de stabilite´ des syste`mes saturants. Pour l’obtention des
conditions de synthe`se nous utilisons la repre´sentation suivante :
G(x) = ˜B0 + ˜B1(x⊗ Im)+ ˜B2(x2⊗⊗ Im)+ . . .+ ˜BgG(xgG⊗⊗ Im)
= ˜Bt ( ¯ηgG ⊗ Im)
(2.41)
avec
¯ηgG =


1
x
x2⊗
...
xgG⊗

 ∈ℜ
nt+1; ˜Bt =
[
˜B0 ˜B1 . . . ˜BgG
] ∈ℜn×mnt
nt =
gG∑
i=0
ni avec ˜Bi ∈ℜn×mni , i = 0, . . . ,gG.
Des lois de commande polynomiale u(x) sont de´crites par
u(x) = K1x+K2x2 + . . .+Kguxgu
= Ktξgu (2.42)
avec Ki ∈ ℜm×nσ(n,i) et Kt =
[
K1 K2 . . . Kgu
] ∈ ℜm×σt(n,gu)).
Nous pouvons e´galement e´crire
u(x) = ˜K1x+ ˜K2x2⊗+ . . .+ ˜Kguxgu⊗
= ˜Ktηgu
(2.43)
avec ˜Ki ∈ ℜm×ni et ˜Kt =
[
˜K1 ˜K2 . . . ˜Kgu
] ∈ℜm×ntu , ntu = gu∑
i=1
ni.
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Exemple 2.8 Conside´rons m = 1, n = 2 et la loi de commande
u(x) = k1x1 + k2x2 + k3x22 (2.44)
Nous obtenons
K1 = ˜K1 =
[
k1 k2
]
; K2 =
[
0 0 k3
]
; ˜K2 =
[
0 0 0 k3
]
E´tant donne´es les matrices d’entre´e (2.39) et les matrices de gain (5.13), nous
obtenons
G(x)u(x) = Bt(¯ξgG ⊗ Im)Ktξgu
= Bt(¯ξgG ⊗Ktξgu)
= Bt(Iσt(n,gG)+1⊗Kt)(¯ξgG ⊗ξgu)
(2.45)
Nous pouvons ensuite calculer une matrice M f g(gg,gu) satisfaisant 3
(¯ξgG ⊗ξgu) = M f gξgG+gu (2.46)
et ainsi obtenir
G(x)u(x) = Bt(Iσt(n,gG)+1⊗Kt)M f gξgG+gu (2.47)
Exemple 2.9 Prenons G(x) et u(x) donne´es respectivement par (2.40) et (2.44),
nous avons gG+gu = 4 et
Bt(Iσt(n,gG)+1⊗Kt)MGu
=
[
ek1 ek2 0 f k1 (ek1 + f k2) 0 0 0 f k3 0 0 0 0 0
0 0 0 0 0 0 k1g k2g 0 0 0 0 k3g 0
]
(2.48)
Dans le manuscrit nous allons e´tudier aussi les syste`mes saturants de´crits par
x˙ = f (x)+G(x)satu0(u(x)) (2.49)
ou` u0 ∈ ℜm+ est le vecteur dont chaque e´le´ment est le seuil de saturation de l’entre´e
correspondante. Nous avons alors pour chaque composante
satu0(u(i)(x)) =


−u0(i) si u(i)(x)<−u0(i)
u(i)(x) si −u0(i) ≤ u(i)(x)≤ u0(i)
u0(i) si u(i)(x)> u0(i)
i = 1, . . . ,m
3. L’algorithme pour la construction de cette matrice est pre´sente´ dans l’annexe B.
32 CHAPITRE 2. REPRE´SENTATIONS DES SYSTE`MES
En utilisant la fonction zone-morte φu0(u(x)) = satu0(u(x))−u(x), une repre´senta-
tion e´quivalente a` (2.49) est donne´e par
x˙ = f (x)+G(x)u(x)+G(x)φu0(u(x))
ou encore
x˙ = ˜f (x)+G(x)φu0(u(x)) (2.50)
2.4 Repre´sentation multiple des formes quadra-
tiques
Soient deux polynoˆmes f (x) : ℜn 7→ ℜ et g(x) : ℜn 7→ ℜ correspondant a` des
fonctions polynomiales respectivement de degre´ g f et gg sous la forme
f (x) = Fξg f
g(x) = Gξgg (2.51)
ou` F ∈ ℜ1×σt(n,g f ), G ∈ℜ1×σt (n,g f ). Le vecteur (F⊗G) issu du produit
f (x)g(x) = Fξg f Gξgg
= Fξg f ⊗Gξgg
= (F⊗G)(ξg f ⊗ξgg)
(2.52)
peut avoir des repre´sentations multiples car le vecteur (ξg f ⊗ ξgg) contient des e´le´-
ments re´pe´te´s. Autrement dit, il existe des matrices R f g telles que R f g(ξg f ⊗ξgg) = 0.
Afin de parame´trer ces repre´sentations multiples, conside´rons le vecteur
˜ξg f+gg =


x2
x3
...
xg f +gg

 ∈ ℜσt(n,g f+gg)−n
et la matrice M f g ∈ℜσt(n,g f )σt(n,gg)×σt(n,g f+gg)−n satisfaisant 4
M f g ˜ξg f+gg = (ξg f ⊗ξgg) (2.53)
Conside´rons donc la matrice R ∈ ℜσt(n,g f )σt(n,gg)−(σt(n,g f+gg)−n)×σt(n,g f )σt(n,gg) telle que
RM f g = 0. Quelle que soit la matrice S ∈ ℜσt(n,g f )σt(n,g f )×σt(n,g f+gg)−n la relation sui-
vante est satisfaite
4. La construction de cette matrice est pre´sente´e dans l’annexe B.
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(F⊗G)(ξg f ⊗ξgg) = (F⊗G+SR)(ξg f ⊗ξgg) (2.54)
Nous pouvons ainsi parame´trer toutes les repre´sentations de (2.52) avec des matrices
S ∈ℜσt (n,g f )σt(n,g f )×σt(n,g f+gg)−n.
De fac¸on similaire, le polynoˆme repre´sente´ par la forme quadratique
q(x) = ξ′rQrξr (2.55)
peut avoir de multiples repre´sentations pour r > 2. Ces repre´sentations sont parame-
tre´es par les matrices C(n,r) ∈ℜσt(n,r)×σt(n,r) satisfaisant ξ′rC(n,r)ξr = 0
ξ′rQrξr = ξ′r(Qr +C(n,r))ξr (2.56)
En effet, les matrices C(n,r) peuvent eˆtre calcule´es a` partir d’une repre´sentation
e´quivalente a` (2.55) donne´e par
q(x) = MQ(ξr⊗ξr)
= (MQ +SQRQ)(ξr⊗ξr) (2.57)
nous pouvons donc calculer C(n,r) en re´e´crivant la fonction quadratique (2.57), telle
que
ξ′rC(n,r)ξr = SQRQ(ξr⊗ξr) (2.58)
Dans [14] les matrices C(n,r) sont introduites pour de´finir le CSMR (complete
square matrix representation) qui parame`tre toutes les repre´sentations d’un poly-
noˆme homoge`ne de degre´ pair sous forme matricielle.
2.5 Conclusion
Nous avons de´crit un certain nombre de repre´sentations des syste`mes polyno-
miaux autonomes, et avec entre´e sature´e, qui seront utilise´es pour l’obtention de
conditions pour l’analyse en stabilite´ et la synthe`se de lois de commande polyno-
miales. Ces conditions, comme nous le verrons dans la suite du manuscrit, peuvent
eˆtre teste´es a` l’aide des outils nume´riques puissants de programmation semi-de´finie.
Des proprie´te´s telles que les relations entre les e´le´ments des vecteurs contenant
les monoˆmes ou la multiplicite´ des repre´sentations jouent un roˆle particulier comme
nous le verrons par la suite.
Afin d’e´tudier la stabilite´ du syste`me avec des fonctions de Lyapunov polyno-
miales, nous avons e´galement introduit une description de la dynamique du syste`me
avec un vecteur dont les composantes sont des monoˆmes de diffe´rents degre´s dans les
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variables du syste`me. Nous avons aussi de´fini des vecteurs constituant une base non-
homoge`ne, dans lesquels nous retrouvons des e´le´ments re´pe´te´s. Ces vecteurs seront
utilise´s dans la construction des conditions de synthe`se.
Les repre´sentations propose´es dans ce chapitre rendent possible l’e´criture d’une
repre´sentation alge´bro-diffe´rentielle (DAR) pour des syste`mes polynomiaux, telle que
celle pre´sente´e dans [20], [21] par exemple, les relations diffe´rentielles e´tant de´crites
par (2.1) et les relations alge´briques par (2.37).
Chapitre 3
Analyse de stabilite´ des syste`mes
polynoˆmiaux
3.1 Introduction
Dans ce chapitre, nous pre´sentons des re´sultats pour l’estimation de re´gions d’at-
traction de points d’e´quilibre stables pour des syste`mes polynomiaux. A` partir d’un
lemme qui nous permettra d’effectuer l’analyse localement, c’est-a`-dire dans une re´-
gion autour du point d’e´quilibre e´tudie´, nous pre´sentons les conditions pour l’obten-
tion de fonctions polynomiales pour lesquelles l’inte´rieur d’une courbe de niveau est
une ERA. Pour clore le chapitre nous pre´sentons des ERA obtenues avec diffe´rentes
me´thodes d’optimisation.
3.2 Tester la positivite´ d’un polynoˆme localement
Afin de rendre possible l’obtention des ERA de´finies par les ensembles a` l’in-
te´rieur des courbes de niveau des fonctions polynomiales positives, nous utilisons
une parame´trisation des points sur la frontie`re d’un ellipso¨ıde donne´e par le lemme
suivant.
Lemme 3.1. Conside´rons la matrice P ∈ ℜn×n, P = P′ > 0 et un vecteur v tel que
‖v‖ = 1. Tout point appartenant a` la frontie`re d’un l’ellipso¨ıde ∂E (P) = {x ∈ ℜn;
x′Px = 1}, peut eˆtre repre´sente´ par x=P− 12 T (x)v, avec T (x) une matrice orthogonale,
T ′(x)T (x) = I.
De´monstration. Si x ∈ ∂E alors ‖P 12 x‖2 = 1, ainsi pour tout x ∈ ∂E (P) il existe une
matrice orthogonale T (x), c’est-a`-dire T (x)′T (x) = I, telle que T (x)′P
1
2 x = v, ce qui
implique que x peut eˆtre exprime´ par x = P−
1
2 T (x)v.
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Conside´rons le the´ore`me suivant qui pre´sente un sous-ensemble des fonctions po-
lynomiales de´finies positives.
The´ore`me 3.1 ([18]). Un polynoˆme p(x) : ℜn 7→ℜ+ de degre´ 2r a une de´composition
en somme de carre´s si et seulement s’il existe une matrice de´finie positive Q telle
que
p(x) = ¯ξ′rQ¯ξr (3.1)
¯ξ =


1
x
x2
...
xr

 ∈ℜ
1+σt (n,r) (3.2)
Par la suite nous conside´rons des fonctions Vr(x) : ℜn 7→ ℜ+ avec Vr(0) = 0, qui
appartiennent a` l’ensemble des fonctions somme de carre´s de degre´ 2r, Vr(x) ∈ Σr.
Ces fonctions sont parame´tre´es par des matrices Pr ∈ℜσt(n,r)×σt(n,r), Pr = P′r > 0, telles
que
Vr(x) = ξ′rPrξr (3.3)
avec
ξr =


x
...
xr

 ∈ℜσt(n,r) (3.4)
Ainsi, dans le cas des fonctions quadratiques, nous pouvons parame´trer la frontie`re
d’une courbe de niveau de cette fonction comme cela est montre´ dans le corollaire
suivant.
Corollaire 3.1. La frontie`re de la re´gion
E (Pr) =
{
ξr ∈ ℜσt(n,r);ξ′rPrξr ≤ 1
}
(3.5)
avec Pr = P′r > 0 est donne´e par
∂E (Pr) =
{
x ∈ℜn;ξr = P−
1
2
r T v, T ′T = I, ‖v‖= 1
}
(3.6)
avec T ∈ℜσt (n,r)×σt(n,r) et v ∈ℜσt(n,r).
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L’ensemble ∂E (Pr) correspond a` une courbe de niveau d’une fonction polynomiale
de degre´ 2r dans la variable x. Comme nous avons Pr = P′r > 0, l’ensemble E (Pr)
est un ensemble connexe et ferme´. Les courbes de niveau {x ∈ℜn;ξ′rPrξr = c}, sont
parame´tre´es avec v satisfaisant ‖v‖2 = c.
Cette parame´trisation rend possible l’obtention d’ine´galite´s valables a` l’inte´rieur
d’une courbe de niveau d’une fonction SOS. Par la suite, on de´finit une ine´galite´ qui
est valable dans l’ensemble E (Pr) = {x ∈ℜn;ξ′rPrξr ≤ 1}.
Lemme 3.2. Soient les matrices G ∈ ℜσt(n,a)×σt(n,b)σt(n,r), Pr ∈ ℜσt(n,r)×σt(n,r), Pr =
P′r > 0, une matrice M ∈ℜσt (n,b)×σt(n,b), M = M′ > 0, des vecteurs ξa ∈ ℜσt(n,a), ξb ∈
ℜσt(n,b) et ξr ∈ℜσt (n,r). L’ine´galite´
ξ′aG
(
Iσt(n,b)⊗ξr
)ξb + ξ′b (Iσt(n,b)⊗ξ′r)G′ξa ≤ ξ′bMξb + ξ′aG(M−1⊗P−1r )G′ξa (3.7)
est valable dans l’ensemble E (Pr) = {x ∈ℜn;ξ′rPrξr ≤ 1}.
De´monstration. Les points de l’ensemble ∂E (Pr) satisfont
ξ′aG
(
Iσt(n,b)⊗ξr
)ξb +ξ′b (Iσt(n,b)⊗ξ′r)G′ξa
= ξ′aG
(
Iσt(n,b)⊗P
− 12
r T v
)
ξb +ξ′b
(
Iσt(n,b)⊗ v′T ′P
− 12
r
)
G′ξa
(3.8)
En effet, ∀x ∈ ∂E (Pr) nous avons ξr = P−
1
2
r T v avec ‖v‖ = 1. Alors conside´rons une
matrice M ∈ ℜσt(n,b)×σt(n,b), M = M′ > 0, on a donc (M⊗P) > 0 et dans ∂E (Pr) on
obtient
ξ′aG
(
Iσt(n,b)⊗ξr
)ξb +ξ′b (Iσt(n,b)⊗ξ′r)G′ξa
≤ ξ′b
(
Iσt(n,b)⊗ v′T ′P
− 12
r
)
(M⊗Pr)
(
Iσt(n,b)⊗P
− 12
r T v
)
ξb
+ξ′aG
(
M−1⊗P−1r
)
G′ξa
= ξ′b (M⊗ v′T ′T v)ξb +ξ′aG
(
M−1⊗P−1r
)
G′ξa
= ξ′bMξb +ξ′aG
(
M−1⊗P−1r
)
G′ξa
(3.9)
Comme dans E (Pr) nous avons ξr = P−
1
2
r T v avec ‖v‖ ≤ 1, l’ine´galite´ (3.9) est aussi
valable dans l’ensemble E (Pr).
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Remarque 3.1. De fac¸on similaire, nous pouvons montrer que l’ine´galite´
ξ′aG
(
Iσt(n,b)⊗ξr
)ξb + ξ′b (Iσt(n,b)⊗ξ′r)G′ξa ≥ −ξ′bMξb − ξ′aG(M−1⊗P−1r )G′ξa
(3.10)
est valable dans l’ensemble E (Pr) = {x ∈ ℜn;x′Prx ≤ 1}.
Le Lemme 3.2 rend possible la ve´rification des ine´galite´s ayant une de´pendance
dans la variable x dans une re´gion autour de l’origine. C’est-a`-dire, nous pouvons
ve´rifier si une ine´galite´ telle que
ξ′νS(x)ξν < 0 (3.11)
est satisfaite dans E (Pr) avec ξ′rPrξr ∈ Σr. Nous conside´rons des matrices S(x) = S(x)′
et S(x) = S0 + s(x) avec s(x) contenant des monoˆmes de degre´ r en x. Ces tests de
positivite´ de polynoˆmes dans une re´gion autour de l’origine seront effectue´s a` l’aide
de la proposition suivante :
Proposition 3.1. Conside´rons S(x)∈ℜσt(n,ν)×σt(n,ν), une matrice syme´trique donne´e
par
S(x) = S0 +S1(Iσt(n,ν)⊗ξr)+(Iσt(n,ν)⊗ξr)′S′1 (3.12)
ou` S0 ∈ ℜσt(n,ν)×σt(n,ν) et S1 ∈ℜσt(n,ν)×σt(n,ν)σt(n,r). Si l’ine´galite´
SB =
[
S0 +M+C(n,ν) S1
S′1 −(M⊗Pr)
]
< 0 (3.13)
est satisfaite avec M ∈ ℜσt (n,ν)×σt(n,ν), M = M′ > 0, Pr ∈ ℜσt(n,r)×σt(n,r), Pr = P′r > 0,
et la matrice C(n,ν) de´finie dans la section 2.4, alors ξ′νS(x)ξν < 0 ∀x ∈ E (Pr).
De´monstration. Conside´rons l’expression
ξ′νS(x)ξν = ξ′ν(S0+S1(Iσt(n,ν)⊗ξr)+(Iσt(n,ν)⊗ξr)′S′1)ξν (3.14)
Comme dans E (Pr) nous avons
ξ′ν(S1(Iσt(n,ν)⊗ξr)+(Iσt(n,ν)⊗ξr)′S′1)ξν ≤ ξ′νMξν +ξ′νS1(M−1⊗P−1r )S′1ξν (3.15)
l’ine´galite´ suivante est ve´rifie´e
ξ′νS(x)ξν ≤ ξ′ν
(
S0 +M+S1(M−1⊗P−1r )S′1
)ξν, ∀x ∈ E (Pr) (3.16)
Alors si
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S0 +M+S1(M−1⊗P−1r )S′1 < 0 (3.17)
ou bien si (3.13) est satisfaite nous avons ξ′νS(x)ξν < 0, ∀x ∈ E (Pr).
L’ensemble de re´sultats pre´sente´s dans ce manuscrit sont des cas particuliers de
la proposition 3.1. Pour la plupart, nous partons des expressions des polynoˆmes
sous la forme (3.11) avec S(x) = S, S ∈ ℜσt(n,ν)×σt(n,ν) e´tant une matrice constante.
Afin de retrouver une expression qui de´pende de la variable x et ainsi obtenir une
expression similaire a` (3.12) nous pouvons introduire des polynoˆmes s(x) satisfaisant
ξ′νS(x)ξν = ξ′ν(S+ s(x))ξν, c’est-a`-dire ξ′νs(x)ξν = 0. Pour ceci nous pouvons utiliser
les matrices N1(n,ν) et N2(n,ν,r) pre´sente´es dans la sous-section 2.2.1 telles que
ξ′νG
(
N1(n,ν)+
[
N2(n,ν,r)
(
Iσt(n,ν−1)⊗ξr
)
0nσt(n,ν−1)×σ(n,ν)
])ξν = 0
avec G ∈ ℜσt(n,ν)×nσt(n,ν−1). Ainsi, a` partir de S(x) = S+ s(x) avec
s(x) = G
(
N1(n,ν)+
[
N2(n,ν,r)
(
Iσt(n,ν−1)⊗ξr
)
0nσt(n,ν−1)×σ(n,ν)
])
nous retrouvons l’expression (3.12) avec
S0 = S+GN1(n,ν)+N′1(n,ν)G′
S1 = G
[
N2(n,ν,r) 0nσt(n,ν−1)×σ(n,ν)σt(n,r)
]
En outre, des polynoˆmes tels que le polynoˆme s(x) = 0, correspondant a` des
contraintes alge´briques entre les e´le´ments de ξν (dans les variables du syste`me)
peuvent eˆtre introduits dans l’expression de S(x). Ceci permet notamment de ve´ri-
fier des ine´galite´s dans une varie´te´ de´finie par une fonction polynomiale, c’est-a`-dire
dans un sous-ensemble de l’espace d’e´tat de´fini par {x ∈ℜn; p(x) = 0} ou` p(x) est
une fonction polynomiale.
Remarque 3.2. Si nous multiplions la matrice SB de (3.13) par le vecteur
η =
[ ξν
ξν⊗ξr
]
(3.18)
on retrouve l’expression
ξ′ν(S0 +M)ξν +ξ′νS1(ξν⊗ξr)+(ξν⊗ξr)′S′1ξν +(ξν⊗ξr)′(M⊗Pr)(ξν⊗ξr)
= ξ′ν(S0 +S1(Iσt(n,ν)⊗ξr)+(Iσt(n,ν)⊗ξr)′S′1)ξν +ξ′νMξν−ξ′νMξνξ′rPrξr
= ξ′νS(x)ξν−ξ′νMξν
(ξ′rPrξr−1) (3.19)
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Comme nous avons ξ′rPrξr − 1 ≤ 0, ∀x ∈ E (Pr) et M = M′ > 0, nous pouvons
identifier les termes ξ′νS(x)ξν, ξ′νMξν et −(ξrPrξr −1) respectivement comme g1(x),
s2(x) et g2(x) termes de la S -proce´dure ge´ne´ralise´e du Lemme 2 de [80]. Comme
ξ′νMξν est un polynoˆme SOS, et donc, un polynoˆme positif, et comme (ξ′rPrξr−1)≤
0 dans E (Pr), nous avons −ξ′νMξν(ξ′rPrξr − 1) ≥ 0. Ceci nous permet d’obtenir la
relation
ξ′νS(x)ξν−ξ′νMξν(ξ′rPrξr−1)< 0⇒ ξ′νS(x)ξν < 0 (3.20)
Nous pre´sentons maintenant des conditions pour tester l’inclusion d’un ensemble
limite´ par une courbe de niveau d’une fonction de degre´ 2a, Va(x) = ξ′aPaξa, Pa ∈
ℜσt(n,a)×σt(n,a), Pa = P′a > 0 dans l’ensemble limite´ par une courbe de niveau d’une
fonction de degre´ 2b, Vb(x) = ξ′bPbξb, Pb ∈ℜσt(n,b)×σt(n,b), Pb = P′b > 0. De´finissons les
ensembles :
E (Pa) = {x ∈ ℜn;ξ′aPaξa ≤ 1}
E (Pb) =
{
x ∈ℜn;ξ′bPbξb ≤ 1
} (3.21)
Nous voulons garantir l’inclusion de E (Pb) dans E (Pa) comme illustre´ dans la
figure 3.1 pour le cas n = 2
−0.8 −0.4 0 0.4 0.8−0.8
−0.4
0
0.4
0.8
x1
x2
E (Pa)
E (Pb)
Figure 3.1 – Inclusion de l’ensemble polynomial E (Pb) dans E (Pa).
Une condition ne´cessaire et suffisante pour que E (Pa)⊇ E (Pb) est que dans l’en-
semble E (Pa) nous ayons Va(x)≤Vb(x).
Corollaire 3.2. Soient deux ensembles E (Pa) et E (Pb), et soit m = max(a,b). S’il
existe une matrice G∈ℜσt(n,m)×nσt(n,m−1), une matrice syme´trique M ∈ℜσt(n,m−1)×σt (n,m−1),
M > 0, telles que
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[
Mi + ¯M+GN1(n,m)+N′1(n,m)G′+C(n,m) GN2(n,m,a)
N′2(n,m,a)G′ −(M⊗Pa)
]
≤ 0 (3.22)
avec
Mi = ¯Pa− ¯Pb (3.23)
¯Pa = diag(Pa,0σt(n,m)−σt(n,a)×σt(n,m)−σt(n,a))
¯Pb = diag(Pb,0σt(n,m)−σt(n,b)×σt(n,m)−σt(n,b))
(3.24)
et
¯M = diag(M,0σ(n,m)×σt(n,m)) (3.25)
et les matrices N1(n,m), N2(n,m,a) et C(n,m) de´finies dans les sections 2.2.1 et 2.4,
alors E (Pa)⊇ E (Pb).
De´monstration. Avec m = max(a,b), nous avons
Va(x)−Vb(x) = ξ′m( ¯Pa− ¯Pb)ξm = ξ′mMiξm (3.26)
Conside´rons donc les expressions
ξ′mG
(
N1(n,m)ξm+N2(n,m,a)(Iσt(n,m−1)⊗ξa)ξm−1
)
= 0 (3.27)
et
ξ′mC(n,m)ξm = 0 (3.28)
Avec le lemme 3.2, on a :
ξ′mGN2(n,m,a)(Iσt(n,m−1)⊗ξa)ξm−1 +ξ′m−1(Iσt(n,m−1)⊗ξa)′N2(n,m,a)′G′ξm
≤ ξ′m−1Mξm−1 +ξ′mGN2(n,m,a)(M−1⊗P−1a )N2(n,m,a)′G′ξm (3.29)
avec M ∈ ℜσt(n,m−1)×σt(n,m−1), M = M′ > 0.
Ainsi si
ξ′m
(
Mi + ¯M+C(n,m)+GN1(n,m)+N1(n,m)′G′
+GN2(n,m,a)(M−1⊗P−1a )N2(n,m,a)′G′ξm
)ξm < 0 (3.30)
ou de fac¸on e´quivalente si la relation (3.22) est satisfaite, nous avons Mi ≤ 0 dans
E (Pa) ainsi Va(x)≤Vb(x) et de ce fait E (Pa)⊇ E (Pb).
Une me´thode pour optimiser la taille de la ERA sera propose´e en utilisant le Co-
rollaire 3.2. Ce re´sultat sera e´galement utile pour la de´finition des ERA des syste`mes
sature´s.
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3.3 Analyse de stabilite´ avec des fonctions de Lya-
punov polynomiales
L’analyse de stabilite´ des syste`mes non-line´aires doit prendre en compte le fait
que la stabilite´ d’un point d’e´quilibre peut eˆtre seulement locale. Si l’origine est le
point d’e´quilibre, nous pouvons trouver une approximation de la RA avec une courbe
de niveau d’une fonction polynomiale. D’apre`s le the´ore`me 1.3 pour que cette re´gion
corresponde a` une estimation de la re´gion d’attraction d’un point d’e´quilibre, nous
devons ve´rifier que la de´rive´e de cette fonction est ne´gative a` l’inte´rieur de la re´gion
limite´e par la courbe de niveau. Ainsi, nous avons une garantie que cet ensemble sera
contractif et invariant, et de ce fait, que les trajectoires convergent asymptotiquement
a` l’origine.
Nous allons e´tudier la stabilite´ de l’origine de
x˙ = f (x) (3.31)
ou` f (x) est un polynoˆme de degre´ g f . Nous utilisons des fonctions de polynomiales
de la forme
Vν(x) = ξ′νPνξν (3.32)
comme fonctions de Lyapunov candidates afin d’obtenir des ERA de l’origine du
syste`me (3.31).
Corollaire 3.3. Supposons qu’il existe une matrice Pν ∈ℜσt(n,ν)×σt(n,ν), Pν = P′ν > 0,
une matrice G ∈ ℜσt(n,r)×σt(n,r−1)σt(n,ν), une matrice Mr ∈ ℜσt(n,r−1)×σt(n,r−1), Mr =
M′r > 0, telles que l’ine´galite´ suivante est ve´rifie´e
[
¯M
˙V + ¯Mr +GN1(n,r)+N1(n,r)′G′+C(n,r) GN2(n,ν,r)
N2(n,ν,r)′G′ −(Mr⊗Pν)
]
< 0 (3.33)
avec
¯Mr = diag(Mr,0σ(n,r)×σ(n,r)) (3.34)
et
¯M
˙V = diag(M ˙V ,0(σt(n,r)−σt(n,d))×(σt (n,r)−σt(n,d))) (3.35)
ou` M
˙V satisfait
˙Vν(x) = 2ξ′νPνAtνξg f ν = ξ′dM ˙V ξd (3.36)
et d =
⌈
g fν+ν
2
⌉
, g fν = g f +ν−1. Alors E (Pν) est une ERA de l’origine du syste`me
polynomial (3.31).
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De´monstration. Conside´rons la fonction polynomiale
Vν(x) = ξ′νPνξν (3.37)
Nous conside´rons sa de´rive´e le long des trajectoires du syste`me (3.31) e´crite comme
˙Vν(x) = ξ′dM ˙V ξd (3.38)
La relation suivante, est satisfaite :
ξ′rG(N1(n,r)ξr +N2(n,r,ν)(Iσt(n,r−1)⊗ξν)ξr−1) = 0 (3.39)
ou` N1(n,r) et N2(n,r,ν) sont donne´es par (2.37). Nous allons conside´rer r ≥ d. Nous
avons aussi l’ine´galite´
ξ′rGN2(n,r,ν)(Iσt(n,r−1)⊗ξν)ξr−1 +ξ′r−1(Iσt(n,r−1)⊗ξν)′N2(n,r,ν)′G′ξr
≤ ξ′rGN2(n,r,ν)(M−1r ⊗P−1ν )N2(n,r,ν)′G′ξr +ξ′r−1Mrξr−1 (3.40)
satisfaite dans E (Pν) avec Mr ∈ℜσt(n,r−1)×σt(n,r−1), Mr = M′r > 0. Ainsi nous avons
˙Vν(x)≤ ξ′dM ˙V ξd +ξ′rGN1(n,r)ξr +ξ′rN1(n,r)′G′ξr
+ξ′rGN2(n,r,ν)(M−1r ⊗P−1ν )N2(n,r,ν)′G′ξr +ξ′r−1Mrξr−1 (3.41)
Nous pouvons donc conclure que, si (3.33) est satisfaite nous avons ˙Vν(x) < 0 dans
E (Pν).
Remarque 3.3. Nous pouvons utiliser des fonctions ξ′r−1Mrξr−1 de degre´ r≥ d avec
r arbitraire.
L’ine´galite´ (3.33) contient le produit (Mr⊗Pν), ce qui peut eˆtre un inconve´nient
pour la solution avec des outils de programmation semi-de´finie. D’une part, si nous
voulons satisfaire l’ine´galite´ avec Mr et Pν e´tant des variables nous aurons plus de
degre´s de liberte´ mais en devant re´soudre une Ine´galite´ Matricielle Biline´aire (BMI
de l’anglais Bilinear Matrix Inequality). D’autre part, si Mr ou Pν est fixe´e, la relation
(3.33) devient une LMI, mais des degre´s de liberte´ sont perdus et la possibilite´ de
trouver une ERA satisfaisante est re´duite, surtout si nous fixons Pν car dans ce cas
la forme des courbes de niveau est de´finie a priori. Remarquons pour autant que le
produit (Mr⊗Pν) est tre`s particulier car il s’agit d’un produit entre les e´le´ments de
deux matrices de´finies positives apparaissant dans la diagonale de l’ine´galite´ (3.33).
On peut explorer des proprie´te´s de la RA afin d’utiliser des matrices Mr variables
ayant une structure impose´e, c’est-a`-dire des matrices Mr = αMα avec α ∈ℜ+ et Mα
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une matrice donne´e permettant ainsi la formulation d’un proble`me de programmation
convexe pour calculer des ERA.
La re´gion d’attraction de l’origine de (3.31) est aussi la re´gion d’attraction de
tout syste`me sous la forme :
x˙ = g(x) f (x) (3.42)
ou` g(x) : ℜn →ℜ+ (possiblement g(0) = 0). De ce fait, une fois trouve´ une ERA pour
un g(x) particulier, nous avons une ERA pour tout syste`me de´crit par (3.42).
Pour une fonction f (x) polynomiale nous choisissons g(x) = α, α > 0 et nous
obtenons
x˙ = α f (x)
= αA1x+αA2x2 +αA3x3 + . . .+αAgxg f
= α
[
A1 A2 . . . Ag
]ξg f (3.43)
qui est utilise´ dans le re´sultat suivant.
Corollaire 3.4. Supposons qu’il existe des matrices ˜Pν ∈ℜσt(n,ν)×σt(n,ν), ˜Pν = ˜P′ν > 0,
G ∈ ℜσt(n,ν)×σt(n,r−1)σt(n,ν) et un scalaire positif α, tels que l’ine´galite´ suivante soit
ve´rifie´e
[
˜M
˙V +α ˜Mα +GN1(n,r)+N1(n,r)′G′+C(n,r) GN2(n,ν,r)
N2(n,ν,r)′G′ −(Mα⊗ ˜Pν)
]
< 0 (3.44)
avec
˜Mα = diag(Mα,0σ(n,r)×σ(n,r)) (3.45)
et
˜M
˙V = diag(M ˙V ,0σt(n,r)−σt(n,d)×σt (n,r)−σt(n,d)) (3.46)
ou` M
˙V satisfait
˙Vν(x) = 2ξ′ν ˜PνAtνξg f ν = ξ′d ˜M ˙V ξd (3.47)
d = ⌈g fν+ν2 ⌉, et nous exprimons la dynamique dans les coordonne´es ξν par ˙ξν =
Atνξg f ν, g f ν = g f + ν− 1 et la matrice Mα est une matrice syme´trique satisfaisant
Mα > 0. Alors E ( ˜P,α) =
{
x ∈ ℜn;ξ′ν ˜Pνξν ≤ α
}
est une ERA pour la classe des sys-
te`mes (3.42).
De´monstration. Conside´rons la classe de syste`mes (3.42) et imposons g(x) = α. Pre-
nons alors l’ine´galite´ (3.33) avec Mr = αMα, alors on obtient
[
¯M
˙V +α ˜Mα +GN1(n,r)+N1(n,r)′G′+C(n,r) GN2(n,ν,r)
N2(n,ν,r)′G′ −(αMα⊗Pν)
]
< 0 (3.48)
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avec
ξ′d ˜M ˙V ξd = 2ξ′ν ˜PναAtνξg f ν (3.49)
Nous pouvons donc effectuer le changement de variables ˜Pν = αPν pour retrouver
l’ine´galite´ (3.44). Comme E (P) = E ( ˜P,α), une ERA est donne´e par E ( ˜P,α).
Remarque 3.4. Pour le cas ou` Mr est impose´e dans (3.33) nous retrouvons α = 1.
Avec (3.44) la matrice Mα est impose´e et α est la variable de´finissant la courbe de
niveau de la fonction Vν(x) qui correspond a` une ERA.
3.4 Strate´gies pour l’optimisation de la ERA
Nous pre´sentons par la suite diffe´rentes me´thodes pour maximiser l’ensemble des
points donnant une ERA. Des mesures indirectes du volume d’un ensemble polyno-
mial sont propose´es comme fonctions objectifs des proble`mes d’optimisation soumis
a` des contraintes exprime´es par des ine´galite´s matricielles.
3.4.1 Minimiser la Trace de la matrice de Lyapunov
Comme nous avons vu dans le chapitre 1, le volume d’un ellipso¨ıde est propor-
tionnel a`
det(P)−1 =
(
n
∏
i=1
λi
)−1
ou` λi est la i-e`me valeur propre de la matrice P, P = P′ > 0.
Pourtant, utiliser la fonction det(P)−1 comme fonction objectif avec des contraintes
line´aires n’est pas envisageable de par la possibilite´ de la multiplicite´ des minima lo-
caux. Une mesure indirecte du volume, donne´e par la fonction
Trace(P) =
n
∑
i=1
λi
comme fonction objectif permet la formulation d’un proble`me d’optimisation convexe.
La minimisation de la fonction Trace(P) implique une maximisation des axes de l’el-
lipso¨ıde E (P), donne´s par
1√
λi
.
Dans le cadre des fonctions polynomiales il est difficile d’obtenir une expression
pour le volume de E (Pν). Ne´anmoins il est possible d’utiliser Trace(Pν) comme une
mesure de la taille de E (Pν) [12]. Dans ce cas ce sont les coefficients des monoˆmes
contenant exclusivement des puissances paires des variables d’e´tat qui seront mini-
mise´s et Trace(Pν) = Trace(Pνd) ou` Pνd = {Pν(1,1), . . . ,Pν(σt(n,ν),σt(n,ν))}
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Par exemple, pour i = 2, n = 2 nous avons
Trace(Pν) = Trace(Pνd) =
5
∑
i=1
Pν(i, i)
ou`
Vνd(x) = Pν(1,1)x21 +Pν(2,2)x22+Pν(3,3)x41+Pν(4,4)x21x22 +Pν(5,5)x42 (3.50)
Alors la re´solution de
minTrace(Pν) soumis a` (3.33) (3.51)
implique la minimisation des coefficients de la fonction Vνd(x).
3.4.2 Maximiser un ensemble inte´rieur
On peut e´galement s’inte´resser a` caracteriser une ERA qui contient l’ensemble le
plus grand de´fini par une courbe de niveau d’une fonction Vd = ξ′dPdξd , Vd ∈ Σd. Nous
utiliserons donc l’ine´galite´ (3.22) pour garantir l’inclusion de l’ensemble E (βPd) ={
x ∈ ℜn;ξ′dβPdξd ≤ 1
}
=
{
x ∈ ℜn;ξ′dPdξd ≤ β−1
}
dans E (Pν) et ainsi garantir que
E (βPd) est a` l’inte´rieur de la ERA du syste`me (3.31). Nous pouvons donc formuler
le proble`me d’optimisation
minβ soumis a` (3.22), (3.33) (3.52)
avec Pa = Pν et Pb = βPd dans (3.22).
3.4.3 Chercher une V (x) favorable
Comme nous l’avons souligne´, une fac¸on d’obtenir des ERA avec des LMIs est
d’effectuer une recherche alterne´e en fixant une des variables dans (3.33), soit la
matrice Mr, soit la matrice Pν. Les figures 1.1 et 1.2 montrent qu’une courbe de niveau
optimale pour une fonction Vν(x) fixe´e peut donner une ERA petite par rapport a` la
RA de l’origine. Par la suite nous proposons une me´thode qui conside`re des proprie´te´s
de la frontie`re de la RA et de l’ensemble qui limite l’estimation de la RA avec une
fonction donne´e Vν(x), c’est-a`-dire l’ensemble SV Z =
{
x ∈ ℜn; ˙Vν(x) = 0
}
.
Pour n’importe quelle fonction polynomiale Vν(x) = ξ′νPνξν, nous ve´rifions que
˙Vν(xeq) = 2ξ′νPν f (xeq) = 0 avec xeq e´tant un point d’e´quilibre du syste`me (3.31). De
ce fait nous avons {x ∈ ℜn; f (x) = 0} ⊂ SV Z.
Si l’on exclut la possibilite´ de cycles-limites, nous avons que la frontie`re de la RA
de l’origine est constitue´e de trajectoires qui convergent a` un sous-ensemble de points
d’e´quilibre du syste`me [88].
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Or, si l’intersection de l’ensemble ∂E(Pν) avec l’ensemble SV Z contient un point
d’e´quilibre alors la frontie`re de la ERA “touche” la frontie`re de la RA. Nous cher-
chons donc une me´thode qui favorise l’obtention d’une fonction Vν(x) telle que xeq ∈
∂E (Pν)
T
SV Z , ou` xeq est un point d’e´quilibre autre que l’origine. Par la suite nous
conside´rons que des points d’e´quilibre du syste`me sont connus. Une condition pour
que xeq ∈ E (Pν)TSV Z est que la direction de croissance de la fonction ˙Vν(x) dans
le point xeq soit paralle`le au vecteur xeq. Autrement dit, nous devons donc ve´rifier
x′eq∇ ˙Vν(xeq) = ‖xeq‖‖∇ ˙Vν(xeq)‖, ou bien
x⊥′eqi j∇ ˙Vν(xeq) = 0 (3.53)
ou` x⊥eqi j repre´sente le j-ie`me vecteur de la base des vecteurs perpendiculaires a` xeqi,
le i-ie`me point d’e´quilibre du syste`me (3.31).
Reprenons l’exemple 1.1 ou` la fonction V (x) pour laquelle la ERA e´tait petite par
rapport a` la RA. La Figure 3.2 montre en bleu les trajectoires de´finissant la frontie`re
de la RA de l’origine, qui convergent au point d’e´quilibre xeq. Remarquons que le
vecteur ∇ ˙V (xeqi) a un angle moindre avec le vecteur xeq de sorte que la courbe en
vert permet une ERA qui soit plus proche du point d’e´quilibre. Il n’est pas pour
autant possible de trouver une fonction quadratique telle que xeq ∈ E (Pν)TSV Z .
−3 0 3−3
0
3
x1
x2
φ(t)
˙V (x) = 0
∇ ˙V (xeqi)
De´finissons alors la fonction
d∇ ˙V (xeqi) =
n−1
∑
j=1
∇ ˙V (xeqi)′x⊥eqi j (3.54)
line´aire dans les e´le´ments de Pν. Afin de minimiser l’angle entre ∇ ˙V (xeqi) et xeqi nous
conside´rons γ > 0 et γ−
(
neq
∑
i=1
d∇ ˙V (xeq)
)2
> 0 et nous re´solvons :
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φ(t)
˙V (x) = 0
∇ ˙V (xeqi)xeq
Figure 3.2 – Les courbes noires et vertes correspondent a` l’ensemble{
x ∈ ℜn; ˙V (x) = 0} pour deux fonctions quadratiques V (x) diffe´rentes, remarquons
que le vecteur ∇ ˙V (xeqi) a un angle plus petit avec la droite reliant xeq a` l’origine avec
la deuxie`me courbe.
min γ
soumis a`


−γ
neq
∑
i=1
d∇ ˙V (xeq)
neq
∑
i=1
d∇ ˙V (xeq) −1

 < 0, (3.33) (3.55)
Nous pouvons ne pas prendre en compte tous les points d’e´quilibre du syste`me
seulement ceux que nous espe´rons appartenir a` la frontie`re de la RA. Une fois ce
crite`re optimise´ dans un point pre´cis, c’est-a`-dire dans un point xeq, nous n’avons
pas de garantie que l’intersection de la courbe de niveau optimale avec SV Z peut
eˆtre ailleurs que dans le point d’e´quilibre. La me´thode est indique´e pour trouver une
fonction Vν(x) qui servira de point de de´part pour une recherche alterne´e. Certes, un
des inconve´nients de cette me´thode est l’exigence de calculer des points d’e´quilibre.
3.5 Exemples
Les exemples de cette section illustrent des ERA obtenues en utilisant les condi-
tions de stabilite´ et les me´thodes d’optimisation pre´sente´es dans ce chapitre. Premie`-
rement nous nous inte´ressons a` des syste`mes d’ordre n = 2. Des exemples de syste`mes
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de degre´ g f = {2, 3, 7} nous permettent de visualiser les ERA dans le plan de phase
et de mettre en e´vidence quelques proprie´te´s des me´thodes d’optimisation propose´es.
Pour des syste`mes d’ordre n= 3 nous montrons des trajectoires et des estimations
des re´gions d’attraction obtenues. Par la suite nous tiendrons compte des syste`mes
d’ordre plus e´leve´ pour tester les limites des me´thodes propose´es, a` savoir, les degre´s
du polynoˆme et de la fonction de Lyapunov pour lesquels nous pouvons appliquer
ces me´thodes avec des outils disponibles pour re´soudre des proble`mes de SDP.
Certains des syste`mes e´tudie´s ont e´te´ emprunte´s a` la litte´rature avec le souci de
comparaison avec l’e´tat de l’art. D’autres syste`mes ont e´te´ choisis pour mieux montrer
les proprie´te´s des me´thodes propose´es. Les matrices utilise´es pour repre´senter les
syste`mes ainsi que les matrices des fonctions de Lyapunov obtenues sont pre´sente´es
dans l’annexe C.
Example 1 Conside´rons le syste`me{
x˙1 = −1.1x1 +0.7x2−0.32x21−0.2x1x2−0.03x22
x˙2 = 0.1x1−0.6x2−0.2x21−0.02x1x2 +0.4x22
(3.56)
Nous choisissons comme fonction V (x) une fonction quadratique. Une fois obtenue la
matrice de Lyapunov en choisissant la matrice Mr comme dans le corollaire 3.4 nous
pouvons re´soudre le proble`me comme avec des LMIs. L’optimisation de la fonction
Trace(P) soumise a` l’ine´galite´ (3.48) nous donne donc la courbe en rouge de la figure
3.3. Ensuite nous essayons d’augmenter cette courbe de niveau avec la condition du
corollaire 3.3. Dans ce cas Mr est une variable de de´cision et nous cherchons donc la
plus grande courbe de niveau de la fonction de Lyapunov obtenue pour trouver la
courbe noire de la figure 3.3 qui pre´sente aussi en noir l’ensemble ˙V (x) = 0
−4 −2 0 2 4−4
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0
2
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x2
Figure 3.3 – ERAs ellipso¨ıdales du syste`me (3.56) obtenues en optimisant la fonction
Trace(P).
Nous essayons ensuite d’obtenir la plus grande courbe de niveau a` partir de la
connaissance des points d’e´quilibre du syste`me, a` savoir
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xeq1 =
[
0.6298
1.5453
]
;xeq2 =
[ −1.646
−0.8859
]
(3.57)
Alors en re´solvant (3.55) avec la matrice Mr fixe´e nous obtenons l’ellipso¨ıde rouge.
Nous espe´rons que la courbe de niveau de la fonction de Lyapunov obtenue puisse
s’approcher de la frontie`re de la re´gion d’attraction, ce qui est obtenu en maximisant
la courbe de niveau avec une matrice Mr variable. L’ERA re´sultante est donne´e par
la re´gion a` l’inte´rieur de l’ellipse noire. La figure 3.4 montre les ERAs obtenues et
l’ensemble SV Z =
{
x ∈ ℜ2; ˙V (x) = 0}.
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Figure 3.4 – ERAs ellipso¨ıdales du syste`me (3.56).
Example 2 Conside´rons maintenant l’oscillateur de Van-der-Pol a` temps inverse´
qui pre´sente un cycle-limite instable et l’origine comme point d’e´quilibre stable.{
x˙1 = −x2
x˙2 = x1− x2 + x21x2
(3.58)
Ce syste`me ne posse`de que des termes de degre´ impair. Ses trajectoires sont donc
syme´triques par rapport a` l’origine. On s’attend a` ce que les estimations de la ERA
soient donne´es par des courbes de niveau syme´triques, c’est a` dire, donne´es par des
fonctions de Lyapunov contenant seulement des monoˆmes de degre´ pair.
Nous re´solvons (3.51), pour obtenir la courbe rouge dans la figure 3.5. Par la suite
on cherche la ERA maximale avec la fonction obtenue en permettant la variation de
Mr pour obtenir l’ellipso¨ıde en noir. La figure 3.5 illustre en bleu des trajectoires du
syste`me et en noir l’ensemble
{
x ∈ ℜn; ˙V (x) = 0}.
En introduisant une fonction de degre´ 4 nous espe´rons avoir une ERA plus proche
de la frontie`re de la RA. La figure 3.6 pre´sente en vert la frontie`re de la re´gion E (P2)
de´finie par la fonction de degre´ 4 donne´e par V (x) = ξ′2P2ξ2 ainsi que la re´gion de la
figure 3.5. Nous avons dans la meˆme figure l’ensemble
{
x ∈ℜn; ˙V2(x) = 0
}
.
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Figure 3.5 – Ellipso¨ıde maximal obtenu avec la Corollaire 3.3
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Figure 3.6 – ERA obtenues avec les fonctions de degre´ 4 et de degre´ 2.
Comme ce syste`me ne posse`de pas d’autres points d’e´quilibre que l’origine, il n’est
pas possible de formuler le proble`me (3.54).
Example 3 Conside´rons le syste`me suivant de degre´ g = 7 :{
x˙1 = −2x1 +0.5x2 +3x1x2 + x31−2x31x22 + x31x32
x˙2 = −1.5x1−3x2 +1.5x22 +2x32 + x21x22 + x51x22
(3.59)
La ERA de forme ellipso¨ıdale et l’ensemble
{
x ∈ℜn; ˙V (x) = 0} sont illustre´s dans
la figure 3.7.
Nous pouvons noter que l’ensemble ˙V (x) = 0, se rapproche de la frontie`re de la
re´gion d’attraction.
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Figure 3.7 – Ellipso¨ıde maximal obtenu avec le Corollaire 3.3
Exemple 4 Le syste`me suivant de degre´ g = 2{
x˙1 = −3x1−1.6x2− x21 +1.8x1x2
x˙2 = 1.3x1− x2 +5.5x1x2 +2x22
(3.60)
Nous appliquons les deux me´thodes d’optimisation, a` savoir, la minimisation de la
fonction Trace(Pν) et l’e´largissement d’un ensemble inte´rieur. La me´thode d’opti-
misation d’un ensemble inte´rieur est re´alise´e avec l’ensemble inte´rieur de´fini par la
fonction de degre´ 2 avec la matrice identite´, c’est-a`-dire, nous avons pour (3.22)
Pb = βI2. Les figures 3.8, 3.9 et 3.10 montrent les re´sultats de l’optimisation de la
Trace(Pν) et des ensembles inte´rieurs pour des fonctions de Lyapunov de degre´ 4,
6 et 8. Les courbes en couleur fonce´e correspondent aux estimations obtenues en
optimisant la fonction Trace(Pν).
Nous n’avons pas de garantie que la re´gion sera plus grande que celle obtenue en
maximisant la fonction Trace(P). Notons que ni la re´gion d’attraction ni les ERA
ne sont convexes et que pour les deux crite`res teste´s rien ne nous permet de de´cider
quel est le meilleur.
Exemple 5 L’exemple suivant nous permet de mettre en e´vidence un possible
inconve´nient de la me´thode d’optimisation qui minimise l’angle entre ∇ ˙Vν(xeq) et le
point d’e´quilibre. Le syste`me{
x˙1 = 2x2−0.2x21 +3x1x2
x˙2 = −2x1−2x2 +0.5x21−2x1x2−0.2x22
(3.61)
admet le point d’e´quilibre xeq =
[ −0.6910 1.3103 ]′. En utilisant une fonction Vν(x)
de degre´ 4, meˆme si nous avons ∇ ˙Vν(xeq)′xeq = 0, rien n’est garanti pour d’autres
points. Alors la courbe ˙Vν(0) = 0 peut eˆtre a` l’inte´rieur de la re´gion de stabilite´
comme nous le voyons dans la figure 3.11 ou` Vν(x) est la solution de (3.55).
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Figure 3.8 – ERAs de´finies par des fonctions de degre´ 4 obtenues en optimisant la
trace et un ensemble inte´rieur
−4 −2 0 2 4−4
−2
0
2
4
x1
x2
Figure 3.9 – ERAs de´finies par des fonctions de degre´ 6 obtenues en optimisant la
trace et un ensemble inte´rieur
Dans ce cas, la courbe de niveau de la fonction de Lyapunov de degre´ 4 qui
“touche” l’ensemble ˙Vν(x) = 0 est inclue dans une ERA de forme ellipso¨ıdale obtenue
en minimisant la Trace(P) d’une fonction quadratique V (x) = x′Px.
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Figure 3.10 – ERAs de´finies par des fonctions de degre´ 8 obtenues en optimisant
la trace et un ensemble inte´rieur
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Figure 3.11 – Courbe ˙V (x) = 0 (en noir) et ensemble maximal pour une fonction de
Lyapunov de degre´ 4 (en vert).
Exemple 6 Nous pre´sentons maintenant des re´sultats pour des syste`mes d’ordre
n = 3. Conside´rons l’attracteur de Lorenz

x˙1 = −σx1 +σx2
x˙2 = ρx1− x2− x1x3
x˙3 = −bx3 + x1x2
ou` σ, ρ et b sont des scalaires positifs. Le syste`me pre´sente trois points d’e´quilibre :
xe1 = 0 ; xe2 =


√
b(ρ−1)√
b(ρ−1)
ρ−1

 ; xe3 =

 −
√
b(ρ−1)
−√b(ρ−1)
ρ−1


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Pour ρ > 1 l’origine est un point d’e´quilibre instable et xe2 et xe3 sont des points
d’e´quilibre stables. Nous nous inte´ressons a` calculer la re´gion d’attraction autour de
l’e´quilibre xe2. Pour cela nous avons d’abord besoin du syste`me de´crit autour de ce
point : 

x˙1 = −σx1 +σx2
x˙2 = x1− x2−
√
b(ρ−1)x3− x1x3
x˙3 =
√
b(ρ−1)x1 +
√
b(ρ−1)x2−bx3 + x1x2
Nous allons obtenir des ERA de degre´s 2 et 4 pour le syste`me de´fini par σ = 10,
b = 83 et ρ = 4. Les ERA obtenues sont pre´sente´es dans la figure 3.12 : en bleu sont
pre´sente´es les trajectoires qui convergent vers xe2 et en rouge, les trajectoires qui
convergent vers xe3.
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Figure 3.12 – Trajectoires du syste`me (3.5) et ERA du point d’e´quilibre xeq2.
Remarquons que la fonction de degre´ 4 re´sulte en une ERA plus grande, notam-
ment dans les direction pour lesquelles la convergence au point d’e´quilibre en question
est plus rapide.
Exemple 7 Conside´rons le syste`me

x˙1 = −x2
x˙2 = −x3
x˙3 = −0.915x1+(1−0.915x21)x2− x3
Ce syste`me a e´te´ e´tudie´ dans [24]. Il pre´sente un cycle limite instable autour de
l’origine. Avec une fonction quadratique obtenue a` partir du corollaire 3.3 nous avons
obtenu la ERA pre´sente´e dans la figure 3.13. en rouge nous avons des trajectoires
56CHAPITRE 3. ANALYSE DE STABILITE´ DES SYSTE`MES POLYNOˆMIAUX
−1.5
−.75 
0   
.75
1.5 
−2
−1
0
1
2
−2
−1
0
1
2
x1 x2
x3
Figure 3.13 – Estimation de la Re´gion d’Attraction sous forme ellipsoidale de l’ori-
gine (3.5).
unstables qui se rapprochent d’abord du plan de´fini par le cycle limite et en bleu,
jaune et vert, des trajectoires qui de´butent a` la frontie`re de la ERA obtenue. No-
tons que ce syste`me ne comporte que des termes de degre´ impair. La RA est alors
syme´trique par rapport a` l’origine.
Exemple 8 Dans cet exemple nous obtenons des ERA pour des syste`mes d’ordre
croissant en utilisant le corollaire 3.3. Pour cela, nous allons prendre le syste`me
d’ordre n et de degre´ 3 de´fini par l’e´quation suivante.
x˙ =
(
A+ x′QxIn
)
x (3.62)
Ce syste`me pre´sente l’inte´reˆt d’avoir une re´gion d’attraction connue et de´finie par
E (Q). En effet il s’agit d’un syste`me pour lequel la RA est une hypersphe`re qui
est obtenue avec −A = Q = In. Nous avons teste´ des syste`mes de dimensions n =
{1, . . . ,9}. Pour tous les cas teste´s, les ERA obtenues sont de´finies par la matrice
identite´ multiplie´e par un scalaire. Le tableau ci-dessus de´crit le pourcentage du
volume de la RA obtenu avec les estimations.
n 3 4 5 6 7 8 9
Cor. 3.3 0.8695 0.8299 0.7921 0.7560 0.7216 0.6888 0.6574
Tableau 3.1 – Pourcentage du volume de la RA obtenu avec l’estimation.
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3.6 Conclusion
Dans ce chapitre nous avons pre´sente´ une me´thode permettant l’e´tude de la posi-
tivite´ d’une fonction polynomiale dans un ensemble limite´ par une courbe de niveau
d’une fonction polynomiale. Nous l’avons ensuite applique´ au proble`me de l’esti-
mation des re´gions d’attraction de l’origine des syste`mes polynomiaux. Nous avons
ainsi formule´ le proble`me comme un test de positivite´ de polynoˆmes, comme cela
est pre´sente´ dans le Corollaire 3.3. Comme nous arrivons a` une formulation avec des
produit entre les variables d’optimisation, une formulation comme un proble`me de
SDP soumis a` des LMI est obtenu si on fixe une des variables. Apre`s avoir obtenu
une fonction de Lyapunov favorable nous pouvons donc ame´liorer l’estimation avec
des recherches alterne´es.
Des mesures de la taille de la re´gion polynomiale sont utilise´es comme crite`re
d’optimisation des estimations des ERA. Les re´sultats nume´riques ne permettent
pas d’affirmer quel est le crite`re le plus avantageux. Bien e´videmment nous pouvons
utiliser diffe´rents crite`res pour construire des ensembles plus grands car l’union des
estimations est aussi une ERA. La croissance exponentielle du nombre de variables
du proble`me selon le degre´ du syste`me et le degre´ de la fonction de Lyapunov reste
cependant un inconve´nient majeur des me´thodes pre´sente´es ici.
Remarquons finalement que les ERA obtenues, base´es sur des crite`res de stabilite´
de Lyapunov, ne sont pas seulement des re´gions d’attraction des points d’e´quilibre
mais aussi des re´gions d’invariance.
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Chapitre 4
Synthe`se des lois de commande
polynomiales
4.1 Introduction
Dans ce chapitre nous pre´sentons deux me´thodes permettant la synthe`se de lois
de commande polynomiale pour des syste`mes polynomiaux.
Une formulation pour le proble`me de synthe`se de retour d’e´tat est possible a` par-
tir d’un changement de variables similaire a` celui effectue´ pour la synthe`se de lois
de commande line´aires pour des syste`mes line´aires. Ceci permet de conside´rer simul-
tane´ment une fonction de Lyapunov et des gains polynomiaux comme des variables
d’un proble`me de SDP.
Le cas du retour de sortie est e´tudie´ en conside´rant une loi de commande line´aire,
possiblement dynamique, a` laquelle nous rajoutons des termes polynomiaux afin
d’e´largir la re´gion d’attraction de l’origine.
4.2 Synthe`se de retour d’e´tat
La synthe`se des controˆleurs de retour d’e´tat statique pose´ comme un proble`me
SDP pour des syste`mes line´aires est bien e´tablie. Une formulation convexe du pro-
ble`me a e´te´ le point de de´part pour l’obtention des controˆleurs satisfaisant plusieurs
crite`res telles que la robustesse face a` des incertitudes et des crite`res de performance
ainsi que la prise en compte de certaines non-line´arite´s statiques.
Pour des syste`mes polynomiaux des techniques inspire´es de celles existantes pour
des syste`mes line´aires ont e´te´ propose´es re´cemment : [9] conside`re le calcul de gains
polynomiaux pour e´largir une re´gion polynomiale pour une fonction de Lyapunov
donne´e ; [42] propose des recherches alterne´es entre les variables de gain et la fonction
de Lyapunov ; [25] calcule des gains polynomiaux pour stabiliser globalement l’origine
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d’un syste`me polynomial avec une matrice de Lyapunov polynomiale structure´e ; [39]
cherche des gains polynomiaux afin de stabiliser le syste`me dans une re´gion pre´-
de´finie et dans [93] la synthe`se cherche une re´gion d’invariance a` l’inte´rieur d’un
ensemble ou` la norme de la de´rive´e est borne´e par une valeur donne´e.
Nous avons donc des solutions propose´es pour le proble`me de synthe`se des gains
polynomiaux comme des proble`me SDP qui conside`rent soit une re´gion impose´e dans
laquelle il est souhaitable d’avoir la stabilite´ soit des recherches alterne´es entre les
variables des gains et la fonction de Lyapunov. Dans le deuxie`me cas des me´thodes
proposent fixer la fonction de Lyapunov ve´rifiant la stabilite´ de la partie line´aire du
syste`me et ensuite de calculer un controˆleur qui maximise la re´gion d’attraction de
l’origine lorsque les termes non-line´aires du syste`me sont pris en compte [9], [42].
Or, comme nous l’avons vu dans le chapitre 1, une fonction de Lyapunov ve´rifiant
la stabilite´ des termes line´aires du syste`me peut donner des ERA petites lorsque les
termes non-line´aires sont pre´sents. De fac¸on similaire nous ne pouvons pas garantir
que l’introduction des gains polynomiaux avec une fonction de Lyapunov fixe´e peut
e´largir des re´gions d’attraction.
Ceci dit, nous nous inte´ressons au proble`me de synthe`se de gains statiques poly-
nomiaux qui conside`re a` la fois la fonction de Lyapunov et les gains du controˆleur
comme des variables. Ces gains sont cense´s garantir la stabilite´ de l’origine dans une
re´gion de´finie par une courbe de niveau de la fonction de Lyapunov.
Nous conside´rons le syste`me
x˙ = f (x)+G(x)u(x) (4.1)
ou` f (x) : ℜn 7→ ℜn, G(x) : ℜn 7→ ℜn×m et u(x) : ℜn 7→ ℜm sont des fonctions poly-
nomiales respectivement de degre´ g f , gG et gu. Rappelons les expressions (2.15) et
(2.41) qui utilisent des vecteurs ηg f et ¯ηgG contenant des monoˆmes re´pe´te´s :
f (x) = Atηg f
= ¯A1x+ ¯A2x2⊗+ ¯A3x3⊗+ . . .+ ¯Ag f xg f⊗
=
g f
∑
j=1
¯A jx j⊗
G(x) = ¯B( ¯ηgG ⊗ Im)
= B0 +B1(x⊗ Im)+B2(x2⊗⊗ Im)+ . . .+BgG(xgG⊗⊗ Im)
=
gG∑
j=1
B j(x j⊗⊗ Im)
(4.2)
La loi de commande polynomiale de retour d’e´tat de degre´ gu est e´crite comme dans
(2.43) par
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u(x) = K1x+K2(x⊗ x)+K3(x⊗ x⊗ x)+ . . .+Kguxgu⊗
=
gu∑
k=1
Kkxk⊗
(4.3)
avec Ki ∈ ℜm×ni , i = 1, . . . ,gu, ou e´crite sous la forme
u(x) = ˜K1x+ ˜K2x2⊗+(x′⊗ Im) ˜K3x2⊗+(x′⊗ Im) ˜K4x3⊗+ . . .
=
gu∑
k=1
(xgk⊗′⊗ Im) ˜Kkxdk⊗ (4.4)
avec dk = ⌈k+12 ⌉ et gk = k−dk. La boucle ferme´e est donc donne´e par
x˙ = ˜f (x) (4.5)
avec
˜f (x) =
g
˜f
∑
i=1
˜Ai(x) (4.6)
ou` g
˜f = max(g f ,gG +gu) et
˜Ai(x) = ¯Aixi⊗+
i−1
∑
j=0, k=i− j
B j(In j ⊗ xgk⊗′⊗ Im)(In j ⊗ ˜Kk)x(dk+ j)⊗ (4.7)
Dans (4.7) les termes influence´s par l’entre´e sont obtenus a` partir des expressions
(4.2) de G(x) et (4.4) de u(x) :
G(x)u(x) = B j(x j⊗⊗ Im)(xgk⊗′⊗ Im) ˜Kkxdk⊗
= B j(x j⊗⊗ (xgk⊗′⊗ Im) ˜Kkxdk⊗)
= B j(In j ⊗ xgk⊗′⊗ Im)(In j ⊗ ˜Kk)x(dk+ j)⊗
(4.8)
E´tant donne´ que la matrice d’entre´e G(x) de´pend des monoˆmes en x de degre´ 0 a`
gG les e´le´ments de la matrice de gains ˜Kk peuvent apparaˆıtre dans la boucle ferme´e
multiplie´s par des monoˆmes en x de degre´ j = k, . . . ,k+gG.
Comme il s’agit d’un syste`me non-line´aire, la stabilite´ de l’origine de (4.5) peut
ge´ne´ralement n’eˆtre garantie que localement. Il est donc souhaitable d’obtenir une
ERA de l’origine simultane´ment avec le calcul des gains stabilisants. Par la suite,
nous pre´sentons un re´sultat qui permet de de´terminer les gains ˜Ki, i = 1, . . . ,gu,
de´finissant la loi de commande u(x) donne´e par (4.4) tels que la stabilite´ asymptotique
des trajectoires du syste`me en boucle ferme´e (4.5) est garantie dans une re´gion qui
sera estime´e par un ellipso¨ıde. Nous allons donc utiliser des fonctions de Lyapunov
quadratiques V (x) = x′Px, P = P′ > 0, pour calculer les gains de la loi de commande.
La de´rive´e de cette fonction le long des trajectoires de (4.5) s’e´crit
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˙V (x) = 2x′P ˜f (x) (4.9)
ou` nous retrouvons les termes de degre´ i, i = 2, . . . ,g
˜f +1. Dans l’expression du po-
lynoˆme ˙V (x), l’e´le´ment de degre´ i+1 est donne´ par
x′P
(
¯Aixi⊗+
i−1
∑
j=0, k=i− j
B j(In j ⊗ xgk⊗′⊗ Im)(In j ⊗ ˜Kk)x(dk+ j)⊗
)
(4.10)
Pour repre´senter ces termes sous forme matricielle nous calculons tdi = ⌈ i+12 ⌉ et tgi =
i− tdi et nous utilisons des matrices Avi ∈ℜn
(tgi+1)×ntdi , Bv jk ∈ℜn
(tgi+1)×n(gk+e jk) et Kv jk ∈
ℜn
(gk+e jk)×ntdi , avec e jk = tdi−dk telles que 1
x′P
(
¯Aixi⊗+
i−1
∑
j=0, k=i− j
B j(In j ⊗ xgk⊗′⊗ Im)(In j ⊗ ˜Kkx(dk+ j)⊗)
)
= x(tgi+1)⊗′(I
n
tgi ⊗P)
(
Avi +
i−1
∑
j=0, k=i− j
Bv jk ˜Kv jk
)
xtdi⊗
= x(tgi+1)⊗′MBFixtdi⊗
(4.11)
Pour l’instant nous pre´sentons des exemples de matrices MBFi :
Exemple 1 Conside´rons g f = 3, gG = 0, gu = 3, a` savoir
f (x) = ¯A1x+ ¯A2x2⊗+ ¯A3x3⊗
G(x) = B0
u(x) = ˜K1x+ ˜K2x2⊗+(x′⊗ Im) ˜K3x2⊗
Nous avons la boucle ferme´e donne´e par x˙ = ˜f (x), avec
˜f (x) = ( ¯A1 +B0 ˜K1)x+( ¯A2 +B0 ˜K2)x2⊗+( ¯A3x3⊗+B0(x′⊗ Im) ˜K3x2⊗)
On peut donc e´crire
˙V (x) = 2x′P ˜f (x) = [ x′ x2⊗′ ](MBF +M′BF)
[
x
x2⊗
]
avec
1. Les pas pour la construction des matrices Avi, Bv jk et Kv jk sont pre´sente´s dans l’annexe B.
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MBF =
[
MBF1 MBF2
0n2×n MBF3
]
et
MBF1 = P(A1 +B0 ˜K1)
MBF2 = P(A2 +B0 ˜K2)
MBF3 = (In⊗P)(Av3 +(In⊗B0) ˜K3)
Exemple 2 Conside´rons maintenant g f = 3, gG = 2, gu = 2, a` savoir
f (x) = ¯A1x+ ¯A2x2⊗+ ¯A3x3⊗
G(x) = B0 +B1(x⊗ Im)+B2(x2⊗⊗ Im)
u(x) = ˜K1x+ ˜K2x2⊗
La boucle ferme´e est donne´e par x˙ = ˜f (x), avec
˜f (x) = ( ¯A1 +B0 ˜K1)x
+( ¯A2 +B0 ˜K2 +B1(In⊗ ˜K1))x2⊗
+ ¯A3x3⊗+(B1(x′⊗ Im) ˜K2 +B2(x′⊗ Inm)(In⊗ ˜K1))x2⊗
+B2(x′⊗ Inm)(In⊗ ˜K2)x3⊗
Nous avons donc
MBF1 = P(A1 +B0 ˜K1)
MBF2 = P
(
A2 +B0 ˜K2 +B1(In⊗ ˜K1)
)
MBF3 = (In⊗P)
(
Av3 +(In⊗B1) ˜K2 +(In⊗B2)(In⊗ ˜K1)
)
MBF4 = (In⊗P)(In⊗B2)(In⊗ ˜K2)
L’objectif poursuivi avec la repre´sentation des termes de ˙V (x) comme dans (4.11)
est d’utiliser le vecteur
ηr =


x
x2⊗
...
xr⊗

 (4.12)
avec r =
⌈g
˜f +1
2
⌉
pour exprimer ˙V (x) par
˙V (x) = η′rM ˙V ηr (4.13)
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avec M
˙V = MBF +M′BF , comme
MBF =


MBF1 MBF2 0n×n3 . . . 0n×nr
0n2×n MBF3 MBF4 . . . 0n2×nr
0n2×n 0n3×n MBF5 . . . 0n3×nr
...
...
...
. . .
...
0nr×n 0nr×n2 0nr×n3 . . . MBFgm

 (4.14)
si gm est impair et
MBF =


MBF1 MBF2 0n×n3 . . . 0n×nr−1 0n×nr
0n2×n MBF3 MBF4 . . . 0n2×nr−1 0n2×nr
0n3×n 0n3×n2 MBF5 . . . 0n3×nr−1 0n3×nr
...
...
...
. . .
...
...
0nr−1×n 0nr−1×n2 0nr−1×n3 . . . MBF(gm−1) MBFgm
0nr×n 0nr×n2 0nr×n3 . . . 0nr×nr−1 0nr×nr


(4.15)
si gm est pair et chaque matrice MBFi est de´finie comme dans (4.1) par
MBFi = (Intgi ⊗P)
(
Avi +
i−1
∑
j=0,k=i− j
Bv jkKv jk
)
(4.16)
avec tgi = i−
⌈ i+1
2
⌉
=
⌊ i−1
2
⌋
.
Notons que dans le cas d’un syste`me line´aire, commande´ par une loi de commande
line´aire de retour d’e´tat, a` savoir, g f = 1, gG = 0 et gu = 1 on obtient
MBF = MBF1 = P(A1 +B0 ˜K1)
Pour ce cas particulier ˙V (x) s’exprime
˙V (x) = x′(P(A1+B0 ˜K1)+(A1 +B0 ˜K1)′P)x
Avec le changement de coordonne´es y = Px, on obtient
˙V (y) = y′((A1+B0 ˜K1)Q+Q(A1 +B0 ˜K1)′)y
ou` Q = P−1. Alors une condition ne´cessaire et suffisante pour que le syste`me line´aire
soit stable est que l’ine´galite´ suivante soit ve´rifie´e :
A1Q+QA′1 +B0 ˜K1Q+Q ˜K′1B′0 < 0 (4.17)
si nous conside´rons la matrice Q et le gain ˜K1 comme des inconnues, le changement
de variable L = ˜K1Q permet d’e´crire l’ine´galite´ (4.17) comme une LMI :
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A1Q+QA′1 +B0L+L′B′0 < 0
La satisfaction de cette ine´galite´, permet le calcul du gain stabilisant ˜K1 avec ˜K1 =
LQ−1.
On peut e´tendre ces re´sultats et se demander quel changement de coordonne´es
permet une formulation similaire pour la synthe`se de gains polynomiaux et comment
effectuer les changements de variables tels que ˜K1 = LQ−1 pour les gains non-line´aires.
Il est possible de donner des re´ponses a` ces questions graˆce a` la repre´sentation du
polynoˆme obtenue avec le vecteur (4.12), c’est-a`-dire avec des vecteurs contenant des
monoˆmes re´pe´te´s.
Avant de pre´senter le re´sultat principal de ce chapitre, nous introduisons une
relation similaire a` (2.32). Le vecteur ηr satisfait
([
0nα×n Inα
]− [ (Iα⊗ x) 0nα×nr ])ηr = 0 (4.18)
avec α =
r−1
∑
i=1
ni. Alors quelle que soit la matrice G0 ∈ℜgt×nα, ou` gt = n(1+α) =
r
∑
i=1
ni,
nous avons
η′rG0
([
0nα×n Inα
]− [ (Iα⊗ x) 0nα×nr ])ηr = 0 (4.19)
Maintenant nous sommes en mesure de formuler un re´sultat qui rend possible le
calcul des gains de la loi de commande (4.4) et de trouver la ERA de forme ellipso¨ıdale
associe´e.
Proposition 4.1. Supposons qu’il existe une matrice Q ∈ ℜn×n, Q = Q′ > 0, une
matrice G1 ∈ ℜgt×nα, α =
r−1
∑
i=1
ni, gt = n+ nα =
r
∑
i=1
ni, r =
⌈g
˜f+1
2
⌉
, une matrice Mr ∈
ℜα×α, Mr = M′r > 0, des matrices Lvi ∈ℜn
(i−k)m×nk , k =
⌈ i+1
2
⌉
, i = 1, . . .gu, telles que


˜M
˙V +
[
0gt×n G1
]
+
[
0gt×n G1
]′ G1
[
(I (gt−nr)
n
⊗Q)
0nr×(gt−nr)
]
Mr
G′1 −(Mr⊗Q) 0(gt−n)×(gt−nr)
M′r
[
(I (gt−nr)
n
⊗Q) 0(gt−nr)×nr
]
0gt−nr×(gt−n) −Mr

< 0
(4.20)
et ˜M
˙V = diag
{
Mv +M′v,0(nα−nr)×(nα−nr)
}
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Mv =


Mv1 Mv2 0n×n3 . . . 0n×nr
0n2×n Mv3 Mv4 . . . 0n2×nr
0n2×n 0n3×n Mv5 . . . 0n3×nr
...
...
...
. . .
...
0nr×n 0nr×n2 0nr×n3 . . . Mvgm

 (4.21)
si gm est impair et
Mv =


Mv1 Mv2 0n×n3 . . . 0n×nr−1 0n×nr
0n2×n Mv3 Mv4 . . . 0n2×nr−1 0n2×nr
0n3×n 0n3×n2 Mv5 . . . 0n3×nr−1 0n3×nr
...
...
...
. . .
...
...
0nr−1×n 0nr−1×n2 0nr−1×n3 . . . Mv(gm−1) Mvgm
0nr×n 0nr×n2 0nr×n3 . . . 0nr×nr−1 0nr×nr


(4.22)
si gm est pair et
Mvi = Avi(Ins ⊗Q)+
i−1
∑
j=0,k=i− j
B jvL jkv (4.23)
pour i = 1, . . . ,gm et avec s = ⌈ i+12 ⌉−1 et les matrices Lv jk sont structure´es comme
les matrices ˜Kv jk de (4.11), c’est-a`-dire
Lv jk = (In j ⊗Lvkx(rk+ j)⊗)
Alors la loi de commande
u(x) = ˜K1x+ ˜K2x2⊗+(x′⊗ Im) ˜K3x2⊗+(x′⊗ Im) ˜K4x3⊗+ . . .
=
gu
∑
i=1
(xgk⊗′⊗ Im) ˜Kvixrk⊗ (4.24)
ou` les gains ˜Kvi sont donne´s par
˜Kvi = Lvi(Inr ⊗Q−1), r =
⌈
i+1
2
⌉
−1, i = 1, . . . ,gu (4.25)
garantit la stabilite´ asymptotique des trajectoires du syste`me boucle´ (4.1) initialise´
dans l’ensemble
E (Q−1) = {x ∈ ℜn;x′Q−1x ≤ 1} (4.26)
Autrement dit, E (Q−1) est une estimation de la Re´gion d’Attraction de l’origine de
(4.1).
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De´monstration. Conside´rons la fonction quadratique V (x) = x′Px avec P∈ℜn×n, P =
P′ > 0, comme fonction de Lyapunov candidate. Comme dans (4.13) la de´rive´e de
V (x) le long des trajectoires de (4.1) s’e´crit :
˙V (x) = η′rM ˙V ηr
Conside´rons la relation (4.19) avec α =
r−1
∑
i=1
ni et une matrice G0 ∈ ℜgt×nα, nous
avons
η′rM ˙V ηr = η′r
(
M
˙V +
[
0gt×n G0
]
+
[
0gt×n G0
]′)ηr
−η′rG0(Iα⊗ x)ηr−1−η′r−1(Iα⊗ x′)G′0ηr
(4.27)
Nous avons
−η′rG0(Iα⊗ x)ηr−1−η′r−1(Iα⊗ x′)G′0ηr ≤ η′rG0(M−1r ⊗P−1)G′0ηr +η′r−1Mrηr−1
(4.28)
valable dans E (P), ou` Mr ∈ℜα×α, Mr = M′r > 0. Alors, si[
M
˙V +
[
0gt×n G0
]
+
[
0gt×n G0
]′
+ ¯Mr G0
G′0 −(Mr⊗P)
]
< 0 (4.29)
avec ¯Mr = diag{Mr,0nr×nr}, nous avons ˙V (x)< 0 dans E (P).
Conside´rons donc la matrice Q ∈ ℜn×n, Q = P−1. Avec la transformation de
congruence donne´e par
diag
{
(I(1+α)⊗Q),(Iα⊗Q)
}
(4.30)
et les changement de variables
G1 = (I(1+α)⊗Q)G0(Iα⊗Q) (4.31)
Li = ˜Ki(Inri−1 ⊗Q) (4.32)
i = 1, . . . ,gu et ri =
⌈ i+1
2
⌉
, nous avons donc
Mv = (I(1+α)⊗Q)MBF(I(1+α)⊗Q)
ou` Mv est donne´e par (4.21) (ou (4.22)) et MBF par (4.14) (ou (4.15)) et (4.29) devient
[
˜M
˙V +
[
0gt×n G1
]
+
[
0gt×n G1
]′
+(I(1+α)⊗Q) ¯Mr(I(1+α)⊗Q) G1
G′1 −(Mr⊗Q)
]
< 0
(4.33)
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avec ˜M
˙V = Mv +M′v. Comme nous avons
(I(1+α)⊗Q) ¯Mr(I(1+α)⊗Q) = (I(1+α)⊗Q)diag{Mr,0nr×nr}(I(1+α)⊗Q)
=
[
(Iα
n
⊗Q)
0nr×α
]
MrM−1r Mr
[
(Iα
n
⊗Q) 0α×nr
]
(4.34)
avec le comple´ment de Schur on obtient


˜M
˙V +
[
0gt×n G1
]
+
[
0gt×n G1
]′ G1
[
(Iα
n
⊗Q)
0nr×α
]
Mr
G′1 −(Mr⊗Q) 0nα×α
Mr
[
(Iα
n
⊗Q) 0α×nr
]
0α×nα −Mr

< 0 (4.35)
comme α = gt −nr et nα = gt −n on obtient (4.20).
Remarque 4.1. Comme dans le cas de synthe`se line´aire, la variable Q est introduite
a` partir d’un changement de coordonne´es de´fini par x = Qy. Nous avons donc

x
x2⊗
x3⊗
...
xr⊗

=


Qy
x⊗Qy
x2⊗⊗Qy
...
x(r−1)⊗⊗Qy

= (I(1+α)⊗Q)


y
x⊗ y
x2⊗⊗ y
...
x(r−1)⊗⊗ y


avec α =
r−1
∑
i=1
ni. En de´finissant
η⋆r =


y
x⊗ y
x2⊗⊗ y
...
x(r−1)⊗⊗ y


on a la relation
ηr = (I(1+α)⊗Q)η⋆r
Ainsi nous obtenons l’expression pour la de´rive´e de Lyapunov donne´e par
˙V (x,y) = η⋆′r (I(1+α)⊗Q)M ˙V (I(1+α)⊗Q)η⋆r (4.36)
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exprime´e donc a` la fois dans les variables x et y. Comme ces variables ne sont pas
inde´pendantes, la relation (4.19) doit s’exprimer par
η⋆′r (I(1+α)⊗Q)G0
([
0nα×n Inα
]− [ (Iα⊗ x) 0nα×nr ])(I1+α⊗Q)η⋆r = 0
(4.37)
pour une matrice G0 ∈ ℜgt α×nα. Si cette matrice est une variable de de´cision nous
pouvons effectuer le changement de variables G1 = (I(1+α)⊗Q)G0(Iα⊗Q) pour obtenir
η⋆′r
[
0gt×n G1
]
η⋆r −η⋆′r (Iα⊗Q)G0(Iα⊗ x)(Iαn ⊗Q)η⋆(r−1) = 0 (4.38)
L’ine´galite´ suivante est valable dans E (Q−1)
η⋆′r (I(1+α)⊗Q)G0(Iα⊗ x)(Iαn ⊗Q)η
⋆
(r−1)+η
⋆′
(r−1)(Iαn ⊗Q)(Iα⊗ x
′)G′0(I(1+α)⊗Q)η⋆r
≤ η⋆′r (I(1+α)⊗Q)G0(M−1r ⊗Q)G′0(I(1+α)⊗Q)η⋆r +η⋆′(r−1)(Iαn ⊗Q)Mr(Iαn ⊗Q)η
⋆
(r−1)
(4.39)
dont les termes satisfont
η⋆′r (I(1+α)⊗Q)G0(Mr⊗Q)G′0(I(1+α)⊗Q)η⋆r +η⋆′(r−1)(Iαn ⊗Q)Mr(Iαn ⊗Q)η⋆(r−1)
= η⋆′r (Iα⊗Q)G0(Iα⊗Q)(M−1r ⊗Q−1)(Iα⊗Q)G′0(Iα⊗Q)η⋆r
+η⋆′(r−1)(Iαn ⊗Q)Mr(Iαn ⊗Q)η⋆(r−1)
= η⋆′r G1(M−1r ⊗Q−1)G′1η⋆r +η⋆′(r−1)(Iαn ⊗Q)Mr(Iαn ⊗Q)η⋆(r−1)
(4.40)
Alors a` partir de (4.36) et (4.38) nous avons
˙V (x,y) = η⋆′r (I(1+α)⊗Q)M ˙V (I(1+α)⊗Q)η⋆r
+2
(
η⋆′r
[
0gt×n G1
]
η⋆r +η⋆′r (Iαn ⊗Q)G0(Iα⊗ x)(Iαn ⊗Q)η⋆(r−1)
)
Avec (4.39) et (4.40) nous avons qu’une condition suffisante pour que ˙V (x) < 0
dans l’ensemble E (Q) est que l’ine´galite´ suivante :
η⋆′r (I(1+α)⊗Q)M ˙V (I(1+α)⊗Q)η⋆r +2η⋆′r
[
0gt×n G1
]
η⋆r
+η⋆′r G1(M−1r ⊗Q−1)G′1η⋆r +η⋆′(r−1)(Iαn ⊗Q)Mr(Iαn ⊗Q)η
⋆
(r−1) < 0 (4.41)
soit satisfaite, ou de fac¸on e´quivalente, que (4.20) soit satisfaite.
70 CHAPITRE 4. SYNTHE`SE DES LOIS DE COMMANDE POLYNOMIALES
Le fait de repre´senter (4.41) au moyen des vecteurs de monoˆmes avec des termes
re´pe´te´s, et donc de dimension qui n’est pas minimale, peut s’ave´rer un inconve´nient
car les dimensions des ine´galite´s matricielles re´sultantes de´pend des dimensions de
ces vecteurs. Afin de re´duire les dimensions du proble`me SDP re´sultant, une fois
effectue´ le changement de variables y = Qx, nous pouvons repre´senter le polynoˆme
dans les variables x et y avec des monoˆmes homoge`nes, c’est-a`-dire, des monoˆmes
sans e´le´ments re´pe´te´s.
Remarque 4.2. Notons que
η⋆r =


y
x⊗ y
x2⊗⊗ y
...
x(r−1)⊗⊗ y

 =


1
x
x2⊗
...
x(r−1)⊗

⊗ y (4.42)
Rappelons la relation entre le vecteur xi et le vecteur xi⊗ e´tabli par la matrice Me(n, i)
de (2.2). Nous avons


1
x
x2⊗
...
x(r−1)⊗

 =


1
x
Me(n,2)x2
Me(n,3)x3
...
Me(n,r−1)x(r−1)


= Met(n,r−1)¯ξ(r−1)
(4.43)
avec
Met(n,r−1) = diag{1, In,Me(n,2),Me(n,3), . . . ,Me(n,r−1)} (4.44)
On obtient donc
η⋆r = Met(n,r−1)¯ξ(r−1)⊗ y
= (Met(n,r−1)⊗ In)(¯ξ(r−1)⊗ y) (4.45)
Ainsi nous pouvons e´crire l’ine´galite´ (4.41) avec des vecteurs (¯ξ(r−1)⊗y) a` la place
des vecteurs η⋆r et par conse´quent re´duire les dimensions du proble`me SDP re´sultant.
4.3 Synthe`se d’un retour de sortie
Dans cette section, nous conside´rons qu’un correcteur line´aire d’ordre nc sta-
bilisant la partie line´aire du mode`le polynomial a e´te´ calcule´ et nous proposons
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l’e´largissement de la RA en modifiant le controˆleur line´aire par le rajout des gains
polynomiaux. Nous conside´rons le syste`me suivant{
x˙ = f (x)+G(x)u(x)
y = h(x) (4.46)
ou` f (x) : ℜn 7→ ℜn, G(x) : ℜn 7→ ℜn×m et h(x) : ℜn 7→ ℜp sont des fonctions polyno-
miales de´finies par
f (x) = A1x+A2x2 + . . .+Ag f xg f
G(x) = B0 +B1(x⊗ Im)+B2(x2⊗ Im)+ . . .+Bgu(xgu ⊗ Im)
h(x) = C1x+C2x2 +C3x3 + . . .+Cghxgh
(4.47)
ou` Ai ∈ ℜn×σ(n,i), Bi ∈ℜn×mσ(n,i)et Ci ∈ℜp×σ(n,i).
Nous conside´rons qu’un controˆleur line´aire d’ordre nc :{
x˙c = Acxc +Bcyl
ul = Ccxc +Dcyl
(4.48)
avec Ac ∈ ℜnc×nc , Bc ∈ ℜnc×p, Cc ∈ ℜm×nc et Dc ∈ ℜm×p a e´te´ calcule´ tenant compte
seulement de la partie line´aire de (4.46), c’est-a`-dire, en conside´rant seulement le
mode`le {
x˙l = A1xl +B0ul
yl = C1xl
(4.49)
ainsi nous avons une garantie de stabilite´ pour le syste`me line´aire en boucle ferme´e
(4.48)-(4.49) donne´ par
˙λl = Alλl (4.50)
λl =
[
xl
xc
]
; Al =
[
A1 +B0DcC1 B0Cc
BcC1 Ac
]
(4.51)
Cependant nous ne connaissons pas la re´gion dans l’espace d’e´tat ou` la stabilite´ des
trajectoires est effectivement garantie pour le syste`me non-line´aire (4.46). Autrement
dit, nous ne connaissons pas la re´gion d’attraction de l’origine de la boucle ferme´e
(4.46)-(4.48). Ne´anmoins, comme le syste`me line´arise´ est stable nous pouvons tou-
jours estimer le domaine d’attraction de l’origine du syste`me non-line´aire avec les
me´thodes pre´sente´es dans le chapitre pre´ce´dent. De´finissons
λ =
[
x
xc
]
∈ℜnλ (4.52)
ou` nλ = n+nc et conside´rons le vecteur
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ξνl =


λ
...
λνl

 ∈ℜσt(nλ,νl) (4.53)
nous pouvons obtenir une ERA de l’origine du syste`me (4.46)-(4.48) de la forme
E (Pνl ,α) = {λ ∈ℜn+nc ;ξ′νl Pνlξνl ≤ α}
= {λ ∈ℜn+nc ;ξ′νl βPνlξνl ≤ 1} (4.54)
avec Pνl ∈ℜσt(nλ,νl)×σt(nλ,νl), Pνl = P′νl > 0 et β = α−1.
Ce que nous proposons par la suite, c’est de modifier la loi de commande (4.48)
en rajoutant des termes polynomiaux afin d’e´largir la re´gion d’attraction du syste`me
en boucle ferme´e. En effet, nous espe´rons obtenir une meilleure estimation de la RA
sous la forme E (Pνl ,α
⋆), α⋆ > α, en utilisant une loi de commande avec des termes
non-line´aires donne´e par :
u(λy) = K1λy +K2λ2y +K3λ3y + . . .+Kguλ
gu
y
=
gu∑
i=1
Kiλiy
(4.55)
avec
λy =
[
y
xc
]
=
[
C(x)
xc
]
∈ℜp+nc (4.56)
et Ki ∈ ℜm×σ(p+nc,i).
Notons que dans la loi de commande line´aire (4.48) nous n’avons que le gain
K1 =
[
Dc Cc
]
.
La boucle ferme´e du syste`me (4.46) avec la loi de commande


x˙c = Acxc +Bcy
u(λy) =
gu∑
i=1
Kiλiy
(4.57)
devient
˙λ = ˜f (λ)+ ˜G(λ)u˜(λ) (4.58)
ou` ˜f (λ) : ℜnλ 7→ ℜnλ, ˜G(λ) : ℜnλ 7→ ℜnλ×m et u˜(λ) : ℜnλ 7→ ℜm, sont respectivement
des fonctions de degre´ g
˜f , g ˜G et ghgu 2. La loi de commande u˜(λ) peut eˆtre e´crite
comme
2. La construction des matrices de´finissant ces fonctions polynomiales est de´taille´e dans l’annexe
B.
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u˜(λ) = ˜K ˜C


λ
...
λgugh

 (4.59)
ou` ˜K est une matrice qui de´pend de fac¸on line´aire des gains Ki, i = 1, . . . ,gu, de (4.55)
et ˜C de´pend des matrices Ci, i = 1, . . . ,gh, de (4.47).
Conside´rons la fonction polynomiale qui donne l’ERA sous la forme (4.54), c’est-
a`-dire, la fonction
V (λ) = ξ′νl βPνl ξνl
β > 0. Sa derive´e le long des trajectoires de (4.58) s’e´crit
˙V (λ) = 2ξ′νl βPνl
(
˜f (λ)+ ˜G(λ)u˜(λ))
= ξ′dl βM ˙V ( ˜K)ξdl
ou` dl =
⌈g
˜f+νl
2
⌉
. Nous avons exprime´ M
˙V ( ˜K) pour souligner la de´pendance de la
de´rive´e dans la variable et ˜K. Nous pouvons donc calculer la loi de commande de
retour de sortie a` partir du re´sultat suivant :
Corollaire 4.1. Supposons qu’il existe une matrice Pνl ∈ ℜσt(nλ,νl)×σt(nλ,νl), Pνl =
P′νl > 0, un scalaire β ∈ℜ+, des matrices Ki ∈ℜm×σt(p+nc,i), i = 1, . . . ,gu, une matrice
Mr ∈ℜσt(nλ,r−1)×σt(nλ,r−1), Mr = M′r > 0 et une matrice G ∈ℜσt(nλ,r)×σt(nλ,νl)σt(nλ,r−1),
telles que
[ β ¯M
˙V ( ˜K)+ ¯Mr +
[
0σt(nλ,r)×n GIIt
]
+
[
0σt(nλ,r)×n GIIt
]′ G
G′ −(Mr⊗βPνl)
]
< 0
(4.60)
ou` ¯M
˙V ( ˜K) = diag
{
M
˙V ( ˜K),0σt(nλ,r)−σt(nλ,dl)×σt(nλ,r)−σt(nλ,dl)
}
et la matrice ¯Mr satisfait
¯Mr = diag
{
Mr,0nrλ×nrλ
}
. Alors E (βPνl) est une ERA de l’origine du syste`me (4.57).
De´monstration. Conside´rons une fonction de Lyapunov V (λ) = ξ′νl βPνlξνl . Sa de´rive´e
le long des trajectoires de (4.57) est donne´e par
˙V (λ) = ξ′dl βM ˙V ( ˜K)ξdl (4.61)
ξdl =


λ
λ2
...
λdl

 (4.62)
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ou` dl = ⌈g ˜f+12 ⌉ et M ˙V ( ˜K) est une matrice line´aire en ˜K. De fac¸on similaire a` l’ine´galite´
de la proposition 3.1 nous avons l’ine´galite´ suivante
ξ′r
(−G[ (Iσ(nλ,r−1)⊗λ) 0nλσt(nλ,r−1)×σ(nλ,r) ]
− [ (Iσ(nλ,r−1)⊗λ) 0nλσt(nλ,r−1)×σ(nλ,r) ]′G′)ξr
≤ ξ′r−1Mrξr−1 +ξ′rG(M−1r ⊗P−1νl )G′ξr (4.63)
valable dans E (βPνl). Une condition suffisante pour que ˙V (x) < 0 dans E (βPνl) est
que l’ine´galite´
ξ′r
(
β ¯M
˙V ( ˜K)+G(M−1r ⊗β−1P−1νl )G′+diag{Mr,0σ(nλ,r)}
+
[
0nλσt(nλ,r−1)×nλ GIIt
]
+
[
0nλσt(nλ,r−1)×nλ GIIt
]′)ξr < 0 (4.64)
soit satisfaite pour tout, ξr ∈ ℜσt(nλ,r), ou de fac¸on e´quivalent que l’ine´galite´ (4.60)
soit ve´rifie´e.
Bien e´videmment, l’e´largissement de la RA est attendu lorsque les estimations
sont e´largies par le changement de la loi de commande, pourtant nous ne pouvons pas
avoir la garantie que la RA augmente quand ses estimations augmentent. Ne´anmoins
les exemples de la fin du chapitre pourrons illustrer que des re´gions d’attraction
e´largies sont effectivement obtenues.
4.4 Strate´gies d’optimisation
La proposition 4.1 et le corollaire 4.1 permettent le calcul de lois de commande
polynomiales et l’estimation de la RA de l’origine du syste`me en boucle ferme´e.
Nous pouvons ensuite orienter le choix d’une des solutions faisables au moyen de la
re´solution de proble`mes d’optimisation. L’optimisation d’une mesure de la taille de
la ERA est choisie comme crite`re a` optimiser.
Le calcul du retour d’e´tat avec la proposition 4.1 garantit que l’ensemble
E (P) = E (Q−1) = {x ∈ℜn;x′Q−1x≤ 1} (4.65)
est une ERA du syste`me en boucle ferme´e. Afin de maximiser la taille de cet ensemble
en re´solvant un proble`me d’optimisation convexe nous conside´rons l’ensemble
E (MQ) =
{
x ∈ ℜn;x′MQx≤ 1
}
(4.66)
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qui doit satisfaire E (MQ) ⊆ E (Q−1). Cette relation est garantie si et seulement si
MQ ≥ Q−1. Alors nous allons maximiser l’ensemble E (MQ) et imposer
MQ−Q−1 > 0
ou de fac¸on e´quivalente
[
MQ In
In Q
]
> 0 (4.67)
et le proble`me qui se pose est
min
Q,Mw,Lvi,Mr,G1
Trace(MQ) soumis a` (4.20), (4.67) (4.68)
Dans le cadre de l’e´largissement de la RA par le rajout des termes non-line´aires
a` une loi de commande de retour de sortie nous partons de la connaissance d’une
fonction de Lyapunov qui certifie la stabilite´ locale du syste`me boucle´ avec la loi de
commande line´aire pour calculer des gains non-line´aires additionnels afin de trou-
ver la plus grande courbe de niveau qui limite un ensemble invariant et contractif.
Autrement dit, a` partir d’une fonction donne´e par l’ensemble
V (x) = ξ′νl Pνl ξνl (4.69)
nous cherchons le scalaire β, le plus petit tel que l’ensemble
E (βPνl) =
{
x ∈ ℜn;ξ′νl βPνl ξνl ≤ 1
}
(4.70)
soit une ERA dy syste`me non-line´aire. Nous devons donc re´soudre
min
Ki,Mr
β soumis a` (4.60) (4.71)
La re´solution de ce proble`me est obtenue par relaxation convexe avec une re-
cherche unidimensionnelle dans le parame`tre β. En effet il s’agit d’un GEVP (gene-
ralized eigenvalue problem).
4.5 Exemples nume´riques
Par la suite nous pre´sentons les re´sultats obtenus pour le calcul de lois de com-
mande polynomiales en re´solvant les proble`mes (4.68) et (4.71). Une fois obtenue
une loi de commande polynomiale nous estimons la ERA en utilisant les re´sultats du
chapitre pre´ce´dent.
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Exemple 1 Conside´rons le syste`me suivant 3 d’ordre n = 2 et de degre´ g f = 3 et
gG = 1 : {
x˙1 = −x1 + x1x2 + x2u
x˙2 = x1 +2x2 + x21 + x21x2 +u
(4.72)
L’origine de ce syste`me est un point selle. Dans la Figure 4.1 nous pouvons voir
quelques trajectoires de la boucle ouverte.
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
x1
x2
Figure 4.1 – Trajectoires de la boucle ouverte du syste`me (4.72).
Avec la Proposition 4.1 nous cherchons une loi de commande de retour d’e´tat
line´aire, gu = 1, en re´solvant le proble`me (4.68) nous obtenons des gains tels que
u(x) = −1.4141x1−4.2902x2 (4.73)
Des trajectoires de la boucle ferme´e ainsi que l’estimation de la re´gion d’attraction
obtenue avec une fonction de Lyapunov de degre´ 4 sont pre´sente´es dans la figure 4.2.
En cherchant des gains line´aires et quadratiques, c’est-a`-dire gu = 2, nous obtenons
la loi de commande suivante :
u(x) = −0.7319x1−4.4623x2−1.0012x21−0.2975x1x2 +0.3968x22 (4.74)
Nous obtenons alors les trajectoires et l’estimation de la re´gion d’attraction avec une
fonction de Lyapunov de degre´ 4 pre´sente´es dans la figure 4.2.
3. Les matrices utilise´es pour repre´senter les syste`mes en boucle ouverte et en boucle ferme´e
ainsi que les valeurs nume´riques des matrices de´finissant les estimations de re´gions d’attraction sont
pre´sente´es dans l’annexe C.
4.5. EXEMPLES NUME´RIQUES 77
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Figure 4.2 – Trajectoires de la boucle ferme´e de (4.72) avec la loi de commande
(4.73) et une ERA donne´e par une fonction de degre´ 4.
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Figure 4.3 – Trajectoires de la boucle ferme´e de (4.72) avec la loi de commande
(4.74) et une ERA avec une fonction de degre´ 4.
Exemple 2 Conside´rons le syste`me suivant d’ordre n= 3 et de degre´ g f = 3, gG = 1
avec deux entre´es (m = 2), inspire´ de l’exemple 5.1.1 de [66] dans lequel nous avons
introduit les termes non-line´aires x21x
2
2, x1x2 et x1u1, ce qui e´limine la structure bloc-
triangulaire, propice a` l’application de la me´thode de backstepping, utilise´e dans
l’exemple original 

x˙1 = x
2
1x
2
2 + x2 + x
2
3
x˙2 = x3 +u2
x˙3 = x1x2 +(1+ x1)u1
(4.75)
Nous essayons d’obtenir des lois de commande de degre´ gu = {1,2,3} en optimi-
sant la trace d’une matrice de´finissant un ellipso¨ıde inte´rieur a` la re´gion d’attraction
du syste`me en boucle ferme´e ce qui nous donne respectivement les lois suivantes
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{
u1 = −0.3189x1−0.5240x2−0.8589x3
u2 = −9.5700x1−10.9382x2 +2.2820x3 (4.76)
pour gu = 1,


u1 = 1.4656x1+0.1168x2−15.2319x3
+2.1014x21 +0.4565x1x2−14.8426x3x1 +0.0013x22 +0.0008x3x2
u2 = −9.6129x1−11.0340x2 +2.2932x3
+0.0016x21 +0.0012x1x2−0.0072x1x3 +0.0025x22
+0.0018x2x3−0.017x23
(4.77)
pour gu = 2 et


u1 = −0.2907x1−0.4358x2−3.1823x3
+0.2832x21−0.5661x1x2−2.3188x3x1 +0.0003x22−0.0001x3x2
+0.4016x21x2−0.227x31−0.9274x21x3−0.0291x1x22
+0.0002x1x23−0.0001x32−0.8693x22x3−1.0x33
u2 = −4.2986x1−2.9330x2 +0.6544x3
+0.0072x1x3−0.0001x21−0.0875x23−0.0015x2x3
+0.0036x1x2x3−2.3356x21x2−0.5677x1x22−0.5501x31
−0.5421x1x23−2.3338x32−0.0013x22x3−2.3384x2x23
(4.78)
pour gu = 3. La figure 4.4 montre des estimations de la RA de forme ellipso¨ıdale avec
le syste`me en boucle ferme´e obtenu avec les lois de commande pre´sente´es ci-dessus.
L’ellipso¨ıde en rouge correspond a` la loi de commande (4.76), celle en noir a` la loi de
commande (4.77), celle en bleu a` la loi de commande (4.78).
La figure 4.5 pre´sente quelques trajectoires du syste`me boucle´ avec la loi de com-
mande (4.78), ainsi que la ERA obtenue pour cette loi de commande. Notons que
des trajectoires proches de la frontie`re de la ERA ne convergent pas vers l’origine,
ce qui indique une proximite´ de la frontie`re de la re´gion d’attraction du syste`me.
Notons que la loi de commande (4.78) pre´sente des gains line´aires plus faibles que
ceux des lois de commande (4.76) et (4.77).
Exemple 3 Conside´rons le syste`me d’ordre n = 5 et g f = 2, gG = 1 avec deux
entre´es de commande [41], (exemple 6.1.6, page 303)

x˙1 = x2 +u1
x˙2 = x4 + x3u1 + x2u2
x˙3 = x1x4 +u2
x˙4 = x5 + x5u1 + x2u2
x˙5 = x3 +u1 +u2
(4.79)
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Figure 4.4 – Estimations de la RA du syste`me (4.75) avec des lois de commande de
diffe´rents degre´s : en rouge gu = 1 (a` l’inte´rieur des deux autres ellipso¨ıdes), en noir
gu = 2 et en bleu gu = 3
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Figure 4.5 – Trajectoires de la boucle ferme´e de (4.75) avec la loi de commande
(4.78) et l’estimation de la RA sous forme ellipso¨ıdale.
En re´solvant le proble`me (4.68) nous pouvons obtenir la loi de commande line´aire
suivante
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{
u1 = −0.7541x1−1.9348x2−0.229x3−3.0115x4−2.1025x5
u2 = −0.1226x1−0.537x2−0.5313x3−1.0946x4−1.0192x5 (4.80)
Dans le cas d’une loi de commande quadratique on obtient


u1 = −0.3574x1−0.9374x2−0.1342x3−1.4177x4−1.011x5
+0.2424x1x2−0.0689x1x3−0.0294x1x4−0.0226x2x3−0.4354x1x5
+1.2265x2x4−0.08260x2x5−0.2609x3x4−0.3059x3x5−1.8185x4x5
+0.7211x22 +0.0361x23−1.2491x25
u2 = −0.0741x1−0.3835x2−0.4433x3−0.8114x4−0.7903x5
+0.177x2x5−0.2684x2x3−0.546x2x4−0.3296x22−0.1156x1x2
−0.0495x23−0.3236x3x4−0.1553x3x5−0.0806x1x3 +0.0001x24
+0.9688x4x5−0.3415x1x4 +0.676x25 +0.2372x1x5
(4.81)
ce qui donne un syste`me en boucle ferme´e de degre´ g
˜f = 3. L’estimation de la re´gion
d’attraction ellipso¨ıdale de l’origine pour le syste`me boucle´ avec la loi de commande
(4.81) contient celle obtenue pour le syste`me en boucle ferme´e avec la loi line´aire
(4.80).
Remarque 4.3. Nous pouvons remarquer que pour les exemples pre´sente´s ci-dessus
la partie line´aire du syste`me doit eˆtre stabilisable.
Exemple 4 Conside´rons le syste`me

x˙1 = x2 +(1+ x1)u
x˙2 = x1 + x
2
1
y = x1 +2x2 +0.5x2(1+ x1)
(4.82)
pour lequel nous avons calcule´ une loi de commande line´aire stabilisante d’ordre
nc = 2 sous la forme {
x˙c = Acxc +Bcy
u = Ccxc +Dcy
(4.83)
tenant compte seulement de l’approximation line´aire de (4.82). La stabilite´ de la
boucle ferme´e est donc garantie par une fonction de Lyapunov quadratique V (x,xc) =
λ′Plλ 4. Alors il est possible de trouver la re´gion d’attraction du syste`me en boucle
ferme´e (4.82)-(4.83) sous la forme
4. La matrice de la fonction de Lyapunov Pl ainsi que les matrices du controˆleur Ac, Bc, Cc et
Dc sont pre´sente´s dans l’annexe C.
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E (Pl,β) =
{
λ ∈ℜn+nc ;λ′βPlλ≤ 1
}
Nous cherchons la courbe de niveau qui correspond a` une ERA du syste`me non-
line´aire avec les gains du correcteur line´aire (4.83), c’est-a`-dire pour le gain
K1 =
[
Dc Cc
]
=
[ −2.32 −0.00695 −0.8673 ] (4.84)
Nous avons obtenu la courbe de niveau de´finie par β = 2.4. Ensuite nous essayons
d’optimiser l’ERA a` partir de la re´solution du proble`me (4.71). D’abord en recalculant
un gain line´aire, c’est-a`-dire avec une loi de commande de degre´ gu = 1, on obtient
K1 =
[ −1.7690 1.4774 1.1919 ] (4.85)
et l’ERA est de´finie par β = 1.3. Ensuite on conside`re gu = 2, c’est a` dire, la loi de
commande donne´e par
u = K1λy +K2λ2y
En re´solvant (4.71) nous obtenons
K1 =
[ −1.818 1.5593 1.2755 ]
K2 =
[
0.2895 −0.4268 −0.1429 −0.0469 −0.1199 −0.0518 ] (4.86)
et l’ERA est de´finie par β = 0.7. Nous avons donc e´largi l’ERA en introduisant un
terme quadratique dans la loi de commande. Le tableau 4.1 pre´sente les scalaires
de´finissant les courbes de niveau pour les diffe´rentes lois de commande
gain de (4.84) gain de (4.85) gains de (4.86)
β−1 0.4167 0.7692 1.4285
Tableau 4.1 – Valeurs de β−1 de´finissant l’ERA E (Pl) =
{
λ ∈ℜn+nc ;λ′Plλ≤ β−1
}
.
4.6 Conclusion
Dans ce chapitre, nous avons pre´sente´ deux re´sultats qui permettent la synthe`se
de lois de commande polynomiales. La synthe`se des gains de retour d’e´tat, a` la
diffe´rence des re´sultats existants, est obtenue avec la re´solution d’un proble`me de SDP
ou` la matrice de´finissant la fonction de Lyapunov est une variable d’optimisation.
Nous avons donc formule´ un proble`me de ve´rification de la positivite´ d’un polynoˆme
82 CHAPITRE 4. SYNTHE`SE DES LOIS DE COMMANDE POLYNOMIALES
dans une re´gion autour de l’origine. Cette formulation est rendue possible graˆce a`
une repre´sentation particulie`re des polynoˆmes, base´e sur l’utilisation des vecteurs de
monoˆmes non-homoge`nes, c’est-a`-dire, des vecteurs contenant des monoˆmes re´pe´te´s.
Ceci permet d’effectuer un changement de coordonne´es et ensuite un changement
de variables tels que les matrices de gains polynomiaux peuvent eˆtre calcule´es a`
partir de la solution d’un proble`me d’optimisation soumis a` de contraintes sous forme
d’ine´galite´s matricielles. Ce re´sultat ge´ne´ralise, pour des syste`mes polynomiaux, des
re´sultats de synthe`se de lois de commande pour des syste`mes line´aires.
Concernant le proble`me de calcul d’une loi de commande de retour de sortie, nous
proposons un re´sultat qui permet la modification d’une loi de commande line´aire ga-
rantissant la stabilite´ locale de la boucle ferme´e. Le re´sultat permettant l’addition de
termes polynomiaux pour le retour de sortie conside`re qu’un controˆleur line´aire de
retour de sortie a e´te´ calcule´, ce qui garantit la stabilite´ locale d’un syste`me polyno-
mial. Dans ce cas les gains polynomiaux sont introduits afin d’e´largir l’ERA obtenue
pour le syste`me en boucle ferme´e avec la loi de commande line´aire. Ceci permet no-
tamment de prendre en compte des sorties donne´es par des fonctions polynomiales
de l’e´tat.
Quoiqu’il s’agisse de conditions base´es sur des tests de positivite´ de polynoˆmes,
la formulation pre´sente´e ici exige que le mode`le line´arise´ du syste`me soit stabilisable.
Nous avons donc une garantie que l’origine est un point d’e´quilibre isole´ et de ce fait,
qu’il existe une re´gion d’attraction pour ce point d’e´quilibre.
Nous soulignons que les proble`mes d’optimisation dans la section 4.4 visent le
calcul des gains e´largissant des estimations de la re´gion d’attraction. En les re´solvant
nous espe´rons que la re´gion d’attraction soit en effet e´largie.
Des fonctions de Lyapunov quadratiques ont e´te´ utilise´es pour calculer des gains
de retour d’e´tat polynomiaux, garantissant donc la stabilite´ et la convergence vers
l’origine des trajectoires a` l’inte´rieur d’un ellipso¨ıde. La stabilite´ des trajectoires du
syste`me en boucle ferme´e peut pour autant eˆtre globale et impossible de certifier avec
une fonction de Lyapunov quadratique. Par conse´quent il est inte´ressant d’obtenir
de nouvelles estimations de la RA avec les re´sultats du chapitre pre´ce´dent une fois
calcule´e la loi de commande polynomiale.
Des exemples nume´riques montrent que pour des lois de commande de diffe´rents
degre´s la norme des gains peut beaucoup varier. C’est en particulier le cas de figure
qui se pre´sente lorsque l’on essaye d’e´largir l’ERA d’un syste`me pour lequel la ma-
trice d’entre´e est constante (G(x) = B0) avec une loi de commande line´aire. Dans
ce cas l’e´largissement de l’ERA est obtenu au prix de l’obtention de gains line´aires
arbitrairement grands. Une telle solution n’est pas envisageable pour des syste`mes
saturants et dans ce cas les lois polynomiales, avec de faibles gains, peuvent s’ave´rer
avantageuses.
Chapitre 5
Syste`mes avec saturation en entre´e
5.1 Introduction
Le mode`le polynomial utilise´ pour la synthe`se des lois de commande dans le
chapitre pre´ce´dent ne tient pas compte des limites dans l’action de commande. Par
conse´quent, si nous avons des entre´es saturantes la stabilite´ des trajectoires obtenues
avec des efforts de commande qui de´passent les seuils de saturation peut ne pas eˆtre
garantie. Une analyse a posteriori de la boucle ferme´e du syste`me saturant s’impose
alors. Un cas de lois de commande non-line´aires qui pre´sente un inte´reˆt particulier
est celui des lois de commande d’inversion de la dynamique pour lesquels l’action
line´arisante du signal de commande est perdue si l’entre´e sature.
E´tant donne´e une loi de commande dynamique, une strate´gie souvent adopte´e
pour traiter les saturations est l’introduction d’un correcteur anti-windup dans la
boucle ferme´e [27]. Ce correcteur, n’est actif que lorsque la commande sature. Ainsi
en introduisant de tels correcteurs il est envisageable d’e´largir l’ERA du syste`me
commande´ sans directement changer le controˆleur initial ou nominal (i.e. conc¸u sans
tenir compte des saturations).
Dans ce chapitre, nous pre´sentons des conditions pour la de´finition des ERA
pour des syste`mes polynomiaux, commande´s par des lois de commande polynomiales
avec entre´e saturante. Les re´sultats sont base´s sur une condition de secteur modifie´e
ge´ne´ralise´e pour des fonctions polynomiales.
Nous proposons e´galement une me´thode pour calculer un correcteur anti-windup
pour un syste`me quadratique, c’est-a`-dire un syste`me polynomial de degre´ 2, pour
lequel nous conside´rons donne´e une loi commande base´e sur l’inversion de la dyna-
mique. Dans ce cadre, nous utilisons une architecture du correcteur propose´e par
[73].
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5.2 Analyse de Stabilite´
Dans cette section nous nous inte´ressons a` l’e´tude de stabilite´ des syste`mes poly-
nomiaux sature´s commande´s par une loi de commande polynomiale sous la forme
x˙ = f (x)+G(x)satu0(u(x)) (5.1)
ou` f (x) : ℜn 7→ℜn, G(x) : ℜn 7→ℜn×m, u(x) : ℜn 7→ℜm sont des fonctions polynomiales
respectivement de degre´ g f , gG et gu et u0 ∈ ℜm+ repre´sente le vecteur contenant les
seuils de saturation de chaque entre´e.
La re´gion d’attraction d’un point d’e´quilibre du syste`me (5.1) en boucle ferme´e
avec une loi de commande polynomiale calcule´e sans prendre en compte la saturation
probablement contient celle d’un syste`me saturant. Le cas e´che´ant, cela indique que
la saturation est possiblement plus restrictive que d’autres termes non-line´aires de la
dynamique pour l’e´largissement des ERA.
Nous souhaitons e´valuer si une loi de commande avec des termes polynomiaux
s’ave`re avantageuse ou si des ERA similaires pourraient eˆtre obtenues avec des lois
de commande line´aires.
Afin de formuler des conditions d’analyse de stabilite´ nous re´e´crivons (5.1) comme
x˙ = f (x)+G(x)u(x)+G(x)φu0(u(x))
= ˜f (x)+G(x)φu0(u(x)) (5.2)
ou` φu0 : ℜm 7→ ℜm est la fonction zone-morte de´centralise´e, de´finie par
φu0(u(x)) = satu0(u(x))−u(x)
La dynamique est alors donne´e par le polynoˆme ˜f (x) de degre´ g
˜f = max(g f ,gG+
gu) qui de´finit la dynamique en absence de saturation et par le terme G(x)φu0(u(x))
qui introduit l’influence des saturations. Nous pouvons exprimer
˜f (x) = Atξg
˜f
G(x) = ¯B(¯ξgG ⊗ Im)
et
u(x) = Ktξgu
avec At ∈ ℜn×σt (n,g ˜f ), ¯B ∈ ℜn×m(1+σt (n,gG)) et Kt ∈ ℜm×σt(n,gu). Alors le proble`me que
nous abordons est celui de l’estimation de la RA de l’origine du syste`me (5.2). L’ana-
lyse des entre´es saturantes se fait a` l’aide de la condition de secteur modifie´e donne´e
dans le corollaire suivant :
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Corollaire 5.1. Conside´rons l’ensemble polynomial
S0(u0) =
{
x ∈ℜn;−u0(i) ≤ w(i)(x)≤ u0(i), i = 1, . . . ,m
}
(5.3)
ou` w(x) : ℜn 7−→ ℜm est une fonction polynomiale de degre´ gw et u0 ∈ ℜm+. Dans
S0(u0), l’ine´galite´
(
¯ξ′gφ ⊗φ′u0(u(x))
)(
Mφ⊗T
)(
¯ξgφ ⊗ (φu0(u(x))+u(x)−w(x))
) ≤ 0 (5.4)
est ve´rifie´e avec T ∈ ℜm×m diagonale et T ≥ 0, Mφ ∈ ℜ(1+σt(n,gφ))×(1+σt(n,gφ)), Mφ =
M′φ > 0 et le vecteur ¯ξgφ ∈ ℜ1+σt(n,gφ), donne´ par
¯ξgφ =


1
x
x2
...
xgφ

 . (5.5)
De´monstration. Nous allons d’abord montrer que l’ine´galite´
φ′u0(u(x))T (φu0(u(x))+u(x)−w(x)) ≤ 0 (5.6)
est ve´rifie´e dans S0(u0). Conside´rons les i-ie`mes e´le´ments de u0(x), de w(x) et de
φu0(u(x)) donne´s respectivement par u0(i), w(i)(x) et φu0(i)(u(x)) et une matrice T ∈
ℜm×m diagonale satisfaisant T ≥ 0. Nous avons
φ′u0(u(x))T (φu0(u(x))+u(x)−w(x))
=
m
∑
i=1
φu0(i)(u(x))T(i, i)
(φu0(i)(u(x))+u(i)(x)−w(i)(x)) (5.7)
Si −u0(i) ≤ u(i) ≤ u0(i) nous avons φu0(i) = 0 et donc
φu0(i)(u(x))T(i, i)
(φu0(i)(u(x))+u(i)(x)−w(i)(x))= 0 (5.8)
Si u(i)≤−u0(i) nous avons φu0(i)(u(x))≥ 0 et satu0(i)(u(x)) = φu0(i)(u(x))+u(i)(x) =
−u0(i). Comme dans S0(u0) nous avons w0(i)(x)≥−u0(i) et l’on obtient
φu0(i)(u(x))T(i, i)
(φu0(i)(u(x))+u(i)(x)−w(i)(x))≤ 0 (5.9)
Si u(i) ≥ u0(i) nous avons φu0(i)(u(x))≤ 0 et satu0(i)(u(x)) = φu0(i)(u(x))+u(i)(x) =
u0(i). Comme dans S0(u0) nous avons w0(i)(x)≤ u0(i) et l’on obtient
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φu0(i)(u(x))T(i, i)
(φu0(i)(u(x))+u(i)(x)−w(i)(x))≤ 0 (5.10)
et donc la relation (5.6) est satisfaite. Si la matrice Mφ ∈ ℜ(1+σt(n,gφ))×(1+σt (n,gφ)),
satisfait Mφ = M′φ > 0, on a ¯ξ′gφMφ ¯ξgφ > 0 et donc(
¯ξ′gφMφ ¯ξgφ
)(φ′u0(u(x))T (φu0(u(x))+u(x)−w(x))) ≤ 0 (5.11)
ou bien
(
¯ξ′gφMφ ¯ξgφ
)
⊗(φ′u0(u(x))T (φu0(u(x))+u(x)−w(x))) ≤ 0(
¯ξ′gφ ⊗φ′u0(u(x))
)(
Mφ⊗T
)(
¯ξgφ ⊗ (φu0(u(x))+u(x)−w(x))
) ≤ 0 (5.12)
Remarque 5.1. Ce re´sultat ge´ne´ralise la condition du secteur modifie´e de [71], dans
laquelle (5.4) est pre´sente´e avec gφ = 0, c’est-a`-dire ¯ξgφ = 1, et des fonctions w(x) et
u(x) donne´es par des fonctions line´aires.
Nous pouvons exprimer la loi de commande u(x) par
u(x) = Ktξgu (5.13)
avec Kt ∈ℜm×σt(n,gu), ξgu ∈ ℜσt(n,gu) et la fonction w(x) par
w(x) = Wξgw (5.14)
W ∈ℜm×σt(n,gw) et ξgw ∈ℜσt(n,gw). On peut donc utiliser les relations (5.13) et (5.14)
pour re´e´crire les termes ¯ξgφ ⊗u(x) et ¯ξgφ ⊗w(x) de l’ine´galite´ (5.4) comme 1
¯ξgφ ⊗u(x) = ¯ξgφ ⊗u(x)
= ¯ξgφ ⊗Ktξgu
= (I(1+σt(n,gφ))⊗Kt)(¯ξgφ ⊗ξgu)
= (I(1+σt(n,gφ))⊗Kt)M f g(¯ξgφ ,ξgu)ξ(gφ+gu)
= ¯Kξ(gφ+gu)
(5.15)
et
1. Les matrices M f g(¯ξgφ ,ξgu) satisfaisant (¯ξgφ ⊗ ξgw) = M f g(¯ξgφ ,ξgu)ξ(gφ+gu) sont pre´sente´es dans
l’annexe B.
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¯ξgφ ⊗w(x) = ¯ξgφ ⊗w(x)
= ¯ξgφ ⊗W ξgw
= (I(1+σt(n,gφ))⊗W )(¯ξgφ ⊗ξgw)
= (I(1+σt(n,gφ))⊗W )M f g(¯ξgφ ,ξgw)ξ(gφ+gw)
= ¯Wξ(gφ+gw)
(5.16)
Nous avons donc ¯K ∈ℜm(1+σt(n,gφ))×σt(n,gφ+gu)) et ¯W ∈ℜm(1+σt (n,gφ))×σt(n,gφ+gw)). L’in-
e´galite´ (5.4) peut alors eˆtre e´crite comme
(
¯ξ′gφ ⊗φu0(u(x))′
)(
Mφ⊗T
)(
¯ξgφ ⊗φu0(u(x))+ ¯Kξ(gφ+gu)− ¯W ξ(gφ+gw)
)
≤ 0
(5.17)
Par la suite, nous pre´sentons une condition qui, si elle est satisfaite, garantit que
l’ensemble polynomial E (Pν) est inclus dans l’ensemble S0(u0) et ainsi que l’ine´galite´
(5.17) est ve´rifie´e dans E (Pν). Nous pouvons exprimer l’ensemble S0(u0) donne´ par
(5.3) comme
S0(u0) =
{
x ∈ℜn;ξ′gwW ′(i)
1
u20(i)
W(i)ξgw ≤ 1, i = 1, . . . ,m
}
(5.18)
ou` W(i) correspond a` la i-ie`me ligne de la matrice W . Le re´sultat suivant est un cas
particulier de la condition d’inclusion donne´e par le corollaire 3.2 :
Corollaire 5.2. Conside´rons une matrice Pν ∈ ℜσt(n,ν)×σt(n,ν), Pν = P′ν > 0 et sup-
posons qu’il existe des matrices Gi ∈ ℜσt(n,ri)×nσt(n,ri−1), i = 1, . . . ,m, et des matrices
Mri ∈ ℜσt(n,ri−1)×σt(n,ri−1), Mri = M′ri > 0, i = 1, . . . ,m avec ri ≥ max(ν,gw), telles que

 MPν − ¯Mri +GiN1(n,ri)+N1(n,ri)′G′i +C(n,ri) GiN2(n,ri,ν)N2(n,ri,ν)′G′i (Mri⊗Pν)
MW(i) 01×σt(n,ri−1)σt(n,ν)
M′W(i)
0σt(n,ri−1)σt(n,ν)×1
u20(i)

≥ 0 i = 1, . . . ,m (5.19)
avec ¯Mri = diag
{
Mri,0σ(n,ri)×σ(n,ri)
}
et
MW(i) =
{
W(i) si ri = gw[
W(i) 01×σt(n,ri)−σt(n,gw)
]
si ri > gw
(5.20)
MPν =
{
Pν si ri = ν
diag
{
Pν,0(σt(n,ri)−σt(n,ν))×(σt(n,ri)−σt(n,ν))
}
si ri > ν
(5.21)
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ou` W(i) correspond a` la i-ie`me ligne de la matrice W , les matrices N1(n,ri) et N2(n,ri,ν)
sont les matrices pre´sente´es dans la section 2.2.1 et la matrice C(n,ri) est pre´sente´e
dans la section 2.4. Alors nous avons E (Pν) = {x ∈ℜn;ξ′νPνξν ≤ 1} ⊆ S0(u0).
De´monstration. Pour que E (Pν)⊆ S0(u0) les ine´galite´s
Mi(x) = ξ′νPνξν−ξ′gwW ′(i)
1
u20(i)
W(i)ξgw ≥ 0, i = 1, . . . ,m (5.22)
doivent eˆtre ve´rifie´es dans E (Pν). Conside´rons ensuite les expressions
2ξ′riG′i
[
N1(n,ri)ξri +N2(n,ri,ν)(Iσt(n,ri−1)⊗ξν)ξri−1
]
= 0, i = 1, . . . ,m (5.23)
avec Gi ∈ ℜσt(n,ri)×σt(n,ri−1) et les matrices N1(n,ri) et N2(n,ri,ν) de´finies dans la
section 2.2.1. On ve´rifie l’ine´galite´
ξ′riCi(n,ri)ξri = 0, i = 1, . . . ,m (5.24)
ou` les matrices Ci(n,ri) sont celles que nous avons de´finies dans la section 2.4. Nous
avons donc
Mi(x) = Mi(x)+ξ′riCi(n,ri)ξri +2ξ′riGi
[
N1(n,ri)ξri +N2(n,ri,ν)(Iσt(n,ri−1)⊗ξν)ξri−1
]
,
i = 1, . . . ,m (5.25)
L’ine´galite´ suivante est ve´rifie´e dans E (Pν)
ξ′riGiN2(n,ri,ν)(Iσt(n,ri−1)⊗ξν)ξri−1 +ξ′ri−1(Iσt(n,ri−1)⊗ξ′ν)N2(n,ri,ν)′G′iξri ,
≥−ξ′riGiN2(n,ri,ν)(M−1ri ⊗P−1ν )N2(n,ri,ν)′G′iξri −ξri−1Mriξri−1 (5.26)
Nous obtenons ainsi
Mi(x)≥ ξ′ri
(
MPν +M
′
W(i)
1
u20(i)
MW (i)+Ci(n,ri)− ¯Mri
−GiN2(n,ri,ν)(M−1ri ⊗P−1ν )N2(n,ri,ν)′G′i
)
ξri ,
i = 1, . . . ,m (5.27)
Alors si nous ve´rifions
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ξ′ri
(
MPν +M
′
W(i)
1
u20(i)
MW(i) +Ci(n,ri)− ¯Mri
−GiN2(n,ri,ν)(M−1ri ⊗P−1ν )N2(n,ri,ν)′G′i
)
ξri ≥ 0,
i = 1, . . . ,m
ou de fac¸on e´quivalente, si les ine´galite´s (5.19) sont satisfaites, nous pouvons conclure
que Mi(x)≥ 0, i = 1, . . . ,m et de ce fait E (Pν)⊆ S0(u0).
Avec les fonctions f (x), G(x) et la loi de commande u(x) nous pouvons de´crire le
syste`me (5.1) dans les coordonne´es ξν avec
˙ξν = ˜fν(x)+Gν(x)φ(u(x)) (5.28)
ou` les fonctions ˜fν(x) : ℜn 7→ℜσt (n,ν), Gν(x) : ℜn 7→ℜσt(n,ν)×m sont des fonctions poly-
nomiales respectivement de degre´ g
˜fν = g ˜f +ν−1 et gGν = gG+ν−1 que nous pouvons
exprimer en utilisant des matrices Atν ∈ℜσt (n,ν)×σt(n,g ˜f ν) et ¯Bν ∈ℜσt(n,ν)×m(1+σt(n,gGν ))
comme
˜fν(x) = Atνξg
˜f ν
Gν(x) = ¯Bν(¯ξgGν ⊗ Im)
Le re´sultat suivant nous permet d’estimer la RA de l’origine du syste`me (5.1).
Proposition 5.1. Supposons qu’il existe des matrices Pν ∈ℜσt(n,ν)×σt(n,ν), Pν = P′ν >
0, T ∈ ℜm×m diagonale, T ≥ 0, une matrice W ∈ ℜm×σt(n,gw), des matrices Gs ∈
ℜσt(n,rs)×σt(n,rs−1)σt(n,ν), Gi ∈ℜσt(n,ri)×σt(n,ri−1)σt(n,ν), i = 1, . . . ,m et des matrices Mrs ∈
ℜσt(n,rs−1)×σt(n,rs−1), Mrs = M′rs > 0, Mri ∈ ℜσt(n,ri−1)×σt (n,ri−1), Mri = M′ri > 0, i =
1, . . . ,m, Mφ ∈ ℜm×m, Mφ = M′φ > 0 telles que l’ine´galite´

 ¯M ˙Vν + ¯Mrs +GsN1(n,rs)+N1(n,rs)′G′s +C(n,rs) GsN2(n,rs,ν)N2(n,rs,ν)′G′s −(Mrs ⊗Pν)
¯M ′¯Bν − (Mφ⊗T ) ¯M
′
K +(Mφ⊗T ) ¯M′W 0m(1+σt(n,gφ))×σt(n,ν)σt(n,rs−1)
¯M
¯Bν − ¯MK(Mφ⊗T )+ ¯MW (Mφ⊗T )
0σt(n,ν)σt(n,rs−1)×m(1+σt(n,gφ))
−2(Mφ⊗T )

< 0 (5.29)
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avec
¯M
¯Bν =
[
Pν ¯Bν
0(σt(n,rs)−σt(n,ν))×m(1+σt(n,gGν))
]
(5.30)
¯MK =
[
¯K′
0(σt(n,rs)−σt(n,gφ+gu))×m(1+σt(n,gφ))
]
(5.31)
¯MW =
[
¯W ′
0(σt(n,rs)−σt(n,gφ+gw))×m(1+σt(n,gφ))
]
(5.32)
ou` les matrices ¯K et ¯W sont respectivement donne´es par (5.15) et (5.16), la matrice
M
˙Vν satisfait ξ′dM ˙Vνξd = 2ξ′νPνAtνξg ˜f ν avec d =
⌈g
˜f ν+ν
2
⌉
,
¯M
˙Vν = diag
{
M
˙Vν ,0(σt(n,rs)−σt(n,d))×(σt(n,rs)−σt(n,d))
}
(5.33)
et
¯Mrs = diag
{
Mrs ,0σ(n,rs)×σt(n,rs)
}
(5.34)
et les ine´galite´s

 MPν − ¯Mri +GiN1(n,ri)+N1(n,ri)′G′i +C(n,ri) GiN2(n,ri,ν)N2(n,ri,ν)′G′i (Mri⊗Pν)
MW(i) 01×σt (n,ri−1)σt(n,ν)
M′W(i)
0σt(n,ri−1)σt(n,ν)×1
u20(i)

≥ 0
i = 1, . . . ,m
(5.35)
avec ¯Mri = diag
{
Mri,0σ(n,ri)×σ(n,rs)
}
et
MW(i) =
{
W(i) si ri = gw[
W(i) 01×(σt(n,ri)−σt(n,gw))
]
si ri > gw
(5.36)
MPν =
{
Pν si ri = ν
diag
{
Pν,0(σt(n,ri)−σt(n,ν))×(σt(n,ri)−σt(n,ν))
}
si ri > ν
(5.37)
sont satisfaites. Alors E (Pν) est une ERA du syste`me (5.1).
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De´monstration. Conside´rons la fonction
Vν(x) = ξ′νPνξν (5.38)
Pν ∈ ℜσt(n,ν)×σt(n,ν), Pν = P′ν > 0. Nous avons sa de´rive´e le long des trajectoires de
(5.1) donne´e par
˙Vν(x) = 2ξ′νPν ˙ξν
= 2ξ′νPν
(
Atνξg
˜f ν +
¯Bν
(
¯ξgGν ⊗φu0(u(x))
)) (5.39)
Nous e´crivons
2ξ′νPνAtνξg ˜f ν = ξ′dM ˙Vνξd (5.40)
avec d =
⌈g
˜f ν+ν
2
⌉
. Ainsi nous avons
˙Vν(x) = ξ′dM ˙Vνξd +2ξνPν ¯Bν
(
¯ξgGν ⊗φu0(u(x))
)
(5.41)
Conside´rons rs ≥ max(d,gφ +gu,gφ+gu), et les relations
2ξ′rsG′s(N1(n,rs)ξrs +N2(n,rs,ν)(Iσt(n,rs−1)⊗ξν)ξrs−1) = 0 (5.42)
ξ′rsC(n,r)ξrs = 0 (5.43)
Nous avons donc :
ξ′rsGsN2(n,rs,ν)(Iσt(n,rs−1)⊗ξν)ξrs−1 +ξ′rs−1(Iσt(n,rs−1)⊗ξ′ν)N2(n,rs,ν)′G′ξrs ,
≤ ξ′rsGsN2(n,rs,ν)(M−1rs ⊗P−1ν )N2(n,rs,ν)′G′sξrs +ξrs−1Mrsξrs−1 (5.44)
valable dans E (Pν) et donc
˙Vν(x)≤ ξ′rs
(
¯M
˙Vν +
¯Mrs +GsN1(n,rs)+N1(n,rs)′G′s +C(n,rs)
+GsN2(n,rs,ν)(M−1rs ⊗P−1ν )N2(n,rs,ν)′G′s
)ξrs +2Pν ¯Bν (¯ξgGν ⊗φu0(u(x))) (5.45)
dans E (Pν). Si les ine´galite´s (5.35) sont satisfaites, d’apre`s le corollaire 5.2 nous
pouvons conclure que E (Pν) ⊆ S0(u0), et l’ine´galite´ (5.17) est valable dans E (Pν),
c’est-a`-dire
−2
(
¯ξ′gφ ⊗φu0(u(x))′
)(
Mφ⊗T
)(
¯ξgφ ⊗φu0(u(x))+ ¯Kξ(gφ+gu)− ¯W ξ(gφ+gw)
)
> 0
92 CHAPITRE 5. SYSTE`MES AVEC SATURATION EN ENTRE´E
Ainsi, dans E (Pν) la de´rive´e de la fonction Vν(x) satisfait
˙Vν(x)≤ ξ′rs
(
¯M
˙Vν +
¯Mrs +GsN1(n,rs)+N1(n,rs)′G′s +C(n,rs)
+GN2(n,rs,ν)(M−1rs ⊗P−1ν )N2(n,rs,ν)′G′
)ξrs +2ξ′(gGν+ν) ¯M ¯Bνφu0(u(x))
−2
(
¯ξ′gφ ⊗φu0(u(x))′
)(
Mφ⊗T
)(
¯ξgφ ⊗φu0(u(x))+ ¯Kξ(gφ+gu)− ¯W ξ(gφ+gw)
)
(5.46)
Alors si
ξ′rs
(
¯M
˙Vν +
¯Mrs +GsN1(n,rs)+N1(n,rs)′G′s +C(n,rs)
+GN2(n,rs,ν)(M−1rs ⊗P−1ν )N2(n,rs,ν)′G′
)ξrs +2ξ′(gGν+ν) ¯M ¯Bνφu0(u(x))
−2
(
¯ξ′gφ ⊗φu0(u(x))′
)(
Mφ⊗T
)(
¯ξgφ ⊗φu0(u(x))+ ¯Kξ(gφ+gu)− ¯Wξ(gφ+gw)
)
≤ 0 (5.47)
ou sous la forme e´quivalente (5.29) est satisfaite, nous avons ˙Vν(x) < 0 dans E (Pν).
Par conse´quent nous pouvons conclure que E (Pν) est une ERA de l’origine de (5.1).
Remarque 5.2. Afin de simplifier la construction des matrices ¯MBν, ¯MK et ¯MW nous
utilisons gφ = gGν.
Remarque 5.3. Le bloc[
¯M
˙Vν +
¯Mrs +GsN1(n,rs)+N1(n,rs)′G′s +C(n,rs) GsN2(n,rs,ν)
N2(n,rs,ν)′G′s −(Mrs ⊗Pν)
]
dans la matrice de (5.29) correspond a` la matrice de la condition de stabilite´ du
syste`me non-saturant donne´e par la Proposition 5.1. Une condition ne´cessaire a` la
satisfaction de la condition (5.29) est alors que la condition de stabilite´ du syste`me
sans saturation soit satisfaite.
5.3 Synthe`se des correcteurs anti-windup
La plupart des me´thodes pour le calcul des correcteurs anti-windup formule´s
comme des proble`mes de SDP traite des syste`mes saturants dont la saturation est la
seule non-line´arite´ pre´sente. Pourtant, la de´gradation du comportement de la boucle
ferme´e peut eˆtre plus importante suite a` une action de´stabilisante des termes poly-
nomiaux. C’est effectivement ce qui peut arriver dans le cas d’un controˆleur base´ sur
l’inversion de la dynamique (NDI) pour lequel l’action line´arisante est perdue lorsque
l’entre´e sature.
5.3. SYNTHE`SE DES CORRECTEURS ANTI-WINDUP 93
Une approche envisageable pour traiter l’influence de termes non-line´aires autres
que la saturation est l’introduction des termes non-line´aires dans le correcteur anti-
windup [51], [61]. Le roˆle du correcteur non-line´aire est donc de garantir la stabilite´ de
la boucle ferme´e dans un ensemble plus grand que celui garanti par le compensateur
anti-windup line´aire.
Dans ce qui suit, nous pre´sentons un re´sultat permettant la synthe`se d’un correc-
teur anti-windup pour un syste`me saturant en entre´e avec des termes quadratiques,
c’est-a`-dire un syste`me polynomial de degre´ 2, pour lequel nous conside´rons avoir
calcule´ un correcteur non-line´aire par inversion dynamique (NDI).
Nous posons le proble`me de synthe`se de l’anti-windup comme un proble`me de
synthe`se d’un retour d’e´tat quadratique avec saturation en entre´e, comme dans [84],
[85].
Conside´rons le syste`me avec des termes quadratiques et entre´e saturante
{
x˙ = Ax+B(A2(x⊗ x)+ satu0(u))
y = Cx (5.48)
avec x ∈ℜn, A ∈ℜn×n, B ∈ℜn×m, C ∈ℜp×n, A2 ∈ℜm×n2 pour lequel nous supposons
avoir calcule´ le controˆleur NDI donne´ par


x˙c = Acxc +Bc(Cx−θ2)
v = Ccxc +Dc(Cx−θ2)
u = −A2(x⊗ x)+ v+θ1
(5.49)
avec xc ∈ ℜnc , Ac ∈ ℜnc×nc , Bc ∈ ℜnc×p, Cc ∈ ℜm×nc et Dc ∈ ℜm×n. Les matrices Ac,
Bc, Cc and Dc sont suppose´es avoir e´te´ calcule´es en tenant compte seulement du
mode`le line´arise´. La saturation dans la commande sera traite´e en utilisant les termes
θ1 ∈ℜnc , θ2 ∈ℜp qui serviront d’entre´e pour l’action anti-windup sur le syste`me.
Dans le cas non-saturant, avec θ1 = 0 et θ2 = 0, le syste`me (5.48) en boucle fer-
me´e avec le controˆleur NDI (5.49) est globalement stable. Autrement dit, le syste`me
line´aire
[
x˙
x˙c
]
=
[
A+BDcC BCc
BcC Ac
][
x
xc
]
= ˜A
[
x
xc
] (5.50)
est globalement asymptotiquement stable. Nous conside´rons alors, dans ce qui suit,
que ˜A ∈ℜn+nc×n+nc est Hurwitz.
Nous allons utiliser une architecture particulie`re d’anti-windup, base´e sur une
factorisation premie`re comme dans [89], donne´e par :
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

x˙a = Axa +B(Faxa +(A2 +Fa2)(xa⊗ xa))+Bφu0(u)
θ1 = Faxa +(A2 +Fa2)(xa⊗ xa)
θ2 = Cxa
(5.51)
ou` φu0(u(x)) = satu0(u)− u est la fonction zone-morte de´centralise´e. Le correcteur
anti-windup est alors du meˆme ordre que le syste`me (5.48).
Si nous avons les matrices Fa = 0 et Fa2 =−A2, nous avons θ1 = 0 et θ2 =Cxa, le
correcteur devient donc une copie du syste`me. Dans ce cas, le correcteur devient le
correcteur anti-windup de mode`le interne (IMC) [61]. Les proprie´te´s de performance
et de robustesse d’un tel correcteur sont bien connues pour des syste`mes line´aires, par
contre, pour des syste`mes non-line´aires ces proprie´te´s ne sont gue`re connues. C’est
l’une des raisons pour lesquelles nous utilisons des matrices Fa and Fa2 diffe´rentes de
ze´ro.
En introduisant l’anti-windup dans le syste`me nous avons l’entre´e de commande
u(x,xa,xc) de´finie dans (5.49) donne´e par
u(x,xa,xc) = −A2(x⊗ x)+Faxa +(A2 +Fa2)(xa⊗ xa)+Ccxc +DcC(x− xa)
(5.52)
et ainsi
x˙ = Ax+B(A2(x⊗ x)+ satu0(u))
= Ax+B(A2(x⊗ x)+u)+Bφu0(u)
= Ax+BFaxa +B(A2 +Fa2)(xa⊗ xa)+BCcxc +BDcC(x− xa)+Bφu0(u)
(5.53)
Deux non-line´arite´s influencent alors la dynamique de x, a` savoir, la fonction
zone-morte φu0(u) et le terme quadratique (xa⊗ xa).
En introduisant la variable e = x− xa, nous avons
e˙ = x˙− x˙a
= Ax+BCcxc +BDcC(x− xa)+B(A2+Fa2)(xa⊗ xa)+BFaxa +Bφu0(u)
− [(A+BFa)xa +B(A2 +Fa2)(xa⊗ xa))+Bφu0(u)]
= (A+BDcC)e+BCcxc
(5.54)
et la dynamique du controˆleur (5.49) s’e´crit
x˙c = Acxc +BcCx−BcCxa
= Acxc +BcCe
(5.55)
Finalement nous pouvons e´crire (5.53) comme
x˙ = Ax+Bφu0(u)+B(Ccxc +DcCx)+B(−DcCxa +(A2 +Fa2)(xa⊗ xa)+Faxa)
−B(Fax+(A2 +Fa2)(x⊗ x))+B(Fax+(A2 +Fa2)(x⊗ x))
= Ax+Bφu0(u)+B(Ccxc +DcCe+(A2 +Fa2)(x⊗ x)+Fax)
−B(Fae− (A2 +Fa2)(e⊗ e− (e⊗ x+ x⊗ e))
(5.56)
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en utilisant l’identite´
xa⊗ xa = (x− e)⊗ (x− e)
= (x⊗ x)− (x⊗ e)− (e⊗ x)+(e⊗ e) (5.57)
Nous pouvons re´e´crire la dynamique du syste`me complet dans les coordonne´es
γ =

 xe
xc

 ∈ ℜ2n+nc
Le syste`me complet s’e´crit
γ˙ = ¯Aγ+ ¯Bg(x,e,u) (5.58)
avec
¯A =


A+BFa
[
B(DcC−Fa) BCc
]
0n+nc×n ˜A

 ; ¯B =

 B0n×m
0nc×m


et
g(x,e,u) = (A2 +Fa2)(x⊗ x)+(A2 +Fa2)(e⊗ e− (e⊗ x+ x⊗ e))+φu0(u)
Comme les dynamiques des variables e et xc ne de´pendent pas de x, nous avons que
les trajectoires dans l’espace de´fini par
[
e′ x′c
]′
sont les solutions de l’e´quation :[
e˙
x˙c
]
= ˜A
[
e
xc
]
(5.59)
Le syste`me est donc forme´ par une partie line´aire autonome en cascade avec un
sous-syste`me non-autonome comme dans [61], [89] et [73]. Ce syste`me est illustre´
dans la figure 5.1.
G1(s)
G2(s)
x
e,xc
x
e,xc
g(x,xc ,e)
Figure 5.1 – Seule la dynamique de x est affecte´e par g(x,e,u).
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Le proble`me que nous abordons dans cette section est celui de la synthe`se d’un
correcteur anti-windup sous la forme (5.51), c’est-a`-dire le calcul des matrices Fa et
Fa2 telles que nous puissions garantir la stabilite´ du syste`me (5.58) dans une re´gion
autour de l’origine.
Nous allons nous concentrer sur l’analyse de stabilite´ du deuxie`me sous-syste`me
pour lequel les variables du sous-syste`me line´aire, e et xc, agissent comme des entre´es.
Le lemme suivant pre´sente une ine´galite´ qui sera utile pour de´montrer le re´sultat
principal de cette section.
Lemme 5.1. L’ine´galite´ suivante
‖e⊗ e− (e⊗ x+ x⊗ e)‖2 ≤ 2(1+2α−11 )‖e‖4 +4α1‖x‖4
est ve´rifie´e avec α1 ∈ ℜ+.
De´monstration. Conside´rons α1 ∈ ℜ+, nous avons :
‖e⊗ e− (e⊗ x+ x⊗ e)‖2 ≤ 2‖e⊗ e‖2 +2‖e⊗ x+ x⊗ e‖2
≤ 2‖e‖4 +4(‖e‖2‖x‖2 +‖x‖2‖e‖2)
≤ 2‖e‖4 +4(α1‖x‖4 +α−11 ‖e‖4)
= 2(1+2α−11 )‖e‖4+4α1‖x‖4
Nous pouvons alors pre´senter le re´sultat suivant qui nous permet de calculer
le correcteur (5.51) pour garantir la stabilite´ du syste`me (5.58) et d’obtenir une
estimation de la re´gion d’attraction associe´e.
Proposition 5.2. Supposons qu’il existe une matrice Q ∈ ℜn×n, Q = Q′ > 0 une
matrice diagonale S1 ∈ ℜm×m, des matrices La ∈ ℜm×n, La2 ∈ ℜm×n2, H ∈ ℜm×n et
une matrice Mr ∈ℜn×n, Mr = M′r > 0 telles que les ine´galite´s suivantes sont ve´rifie´es


QA′+AQ+BLa +L′aB′ BS1−L′a +H ′ B(A2(In⊗Q)+La2) QMr
S1B′−La +H −2S1 −La2 0
((In⊗Q)A′2 +L′a2)B′ −L′a2 −(Mr⊗Q) 0
MrQ 0 0 −Mr

< 0 (5.60)
[
Q H ′(i)
H(i) u20(i)
]
≥ 0, i = 1, . . . ,m (5.61)
alors il existe un correcteur anti-windup sous la forme (5.51) garantissant qu’un
sous-ensemble de la re´gion d’attraction de l’origine du syste`me (5.58) est donne´ par
l’ensemble
R (P1,Pl,ν) =
{
x ∈ℜn, x˜ ∈ ℜn+nc ;x′P1x+ x˜′(νPl)x˜(1+ x˜′(νPl)x˜)≤ 1
}
(5.62)
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ou` P1 = Q−1. Le vecteur x˜ est donne´ par
x˜ =
[
e
xc
]
(5.63)
et Pl ∈ ℜ(n+nc)×(n+nc), Pl = P′l > 0 satisfait
˜A′Pl +Pl ˜A =−Rl < 0 (5.64)
ν est un scalaire positif qui de´pend de Q, Pl, La, La2 et des matrices Cc et Dc du
controˆleur (5.49). En outre, le correcteur anti-windup sous la forme (5.51) peut eˆtre
calcule´ avec Fa = LaQ−1 and Fa2 = La2(In⊗Q)−1.
De´monstration. Conside´rons deux matrices P1 ∈ℜn×n, P1 =P′1 > 0 et P2 ∈ℜ(n+nc)×(n+nc),
P2 = P′2 > 0 et la fonction polynomiale de degre´ 4 :
V (x, x˜) = x′P1x+ x˜′P2x˜+(x˜′P2x˜)2 (5.65)
comme fonction de Lyapunov candidate. La de´rive´e temporelle de V (x, x˜) le long des
trajectoires du syste`me (5.58) s’e´crit ˙V (x, x˜) = ˙V1(x)+ ˙V2(x˜), avec
˙V1(x) = 2x′P1 [Ax+Bφu0(u) +B(Ccxc +DcCe+(A2 +Fa2)(x⊗ x)+Fax)
−B(Fae− (A2 +Fa2)(e⊗ e− (e⊗ x+ x⊗ e))] (5.66)
et
˙V2(x˜) = (1+2x˜′P2x˜)x˜′( ˜A′P2 +P2 ˜A)x˜ (5.67)
Par la suite nous pre´sentons une ine´galite´ sous la forme de (5.4) valable dans
l’ensemble R (P1,Pl,ν). Conside´rons la condition de secteur modifie´e du corollaire 5.1
avec gφ = 0 et w(x) = HP1x
x ∈ S0(u0) =
{
x ∈ ℜn;−u0(i) ≤H(i)P1x≤u0(i), i = 1, . . . ,m
}
ou` H(i) repre´sente la i-e`me ligne de la matrice H. Dans l’ensemble S0(u0) l’ine´galite´
(5.4) avec u(x) donne´e par (5.52) s’e´crit :
−2φ′u0T [−A2(x⊗ x)+Faxa +(A2 +Fa2)(xa⊗ xa)+Ccxc +DcC(x− xa)]
−2φ′u0T φu0 +2φ′u0T HP1x ≥ 0
En introduisant xa =−e+ x et (−Fa2 +Fa2)(x⊗ x) on obtient
−2φ′u0T [−(A2 +Fa2)((x⊗ x)− (xa⊗ xa))
+Fa2(x⊗ x)−Fae+Fax+Ccxc +DcC(x− xa))]
−2φ′u0T φu0 +2φ′u0T HP1x ≥ 0
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ou bien, en utilisant la relation (5.57) :
−2φ′u0T [(A2 +Fa2)(e⊗ e− (e⊗ x+ x⊗ e)) +Fa2(x⊗ x)+Fax+(DcC−Fa)e+Ccxc]
−2φ′u0T φu0 +2φ′u0T HP1x≥ 0 (5.68)
A partir du corollaire 5.2, la ve´rification de la relation (5.61) implique que l’en-
semble E (P1) = {x ∈ℜn;x′P1x ≤ 1}, est inclus dans l’ensemble polye´dral de´fini par
S0(u0), et ainsi, que (5.68) est ve´rifie´e dans E (P1). Par ailleurs, notons que, quel que
soit ν > 0 nous avons
x′P1x ≤ x′P1x+ x˜′(νPl)x˜+(x˜′(νPl)x˜)2
Alors l’ensemble R (P1,Pl,ν) de´fini par (5.62) est inclus dans E (P1) et donc dans
S0(u0) si (5.61) est ve´rifie´e. Dans ce cas (5.68) est ve´rifie´e dans R (P1,Pl,ν).
Avec l’ine´galite´ (5.68), dans l’ensemble R (P1,Pl,ν) une borne supe´rieure pour ˙V1
est donne´e par
˙V1 ≤ 2x′P1 [Ax+B(Ccxc +DcCe+(A2 +Fa2)(x⊗ x)+Fax)
+Bφu0(u)−B(Fae− (A2 +Fa2)(e⊗ e− (e⊗ x+ x⊗ e))]
−2φ′u0T [(A2 +Fa2)(e⊗ e− (e⊗ x+ x⊗ e))+Fa2(x⊗ x)
+Fax+(DcC−Fa)e+Ccxc]
−2φ′u0T φu0 +2φ′u0T HP1x
(5.69)
Nous se´parons cette ine´galite´ en deux termes, a` savoir un terme qui ne de´pend que
de x et φu0 et un terme qui de´pend de x, φu0 et x˜ :
˙V1 ≤ ˙V1a(x,φu0)+ ˙V1b(x,φu0 , x˜) (5.70)
ou`
˙V1a(x,φu0) = 2x′P1 [Ax+B((A2 +Fa2)(x⊗ x)+Fax)+Bφu0(u)]
−2φ′u0T φu0 +2φ′u0T HP1x−2φ′u0T (Fa2(x⊗ x)+Fax) (5.71)
˙V1b(x,φu0 , x˜) = 2
[
x′ φ′u0
][ P1B
−T
]
((DcC−Fa)e+Ccxc
+(A2 +Fa2)(e⊗ e− (e⊗ x+ x⊗ e)))
Avec ces relations, une borne supe´rieure pour ˙V (x) est donne´e par
˙V (x, x˜) ≤ ˙V1a(x,φu0)+ ˙V1b(x,φu0 , x˜)+ ˙V2(x˜) (5.72)
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ou` seul le terme ˙V1b(x,φu0 , x˜) contient les variables des deux sous-syste`mes (5.56) et
(5.59).
Conside´rons le terme ˙V1a(x,φu0), si ˙V1a(x,φu0) < 0 dans un ensemble compact
contenant l’origine, nous pouvons toujours trouver un scalaire ρ tel que dans cet
ensemble une borne supe´rieure de ˙V1a est donne´e par
˙V1a ≤ −ρ
∥∥∥∥
[
x
φu0
]∥∥∥∥
2
=−ρ‖x‖2−ρ‖φu0‖2 (5.73)
La suite de la de´monstration consiste a` prouver que une condition suffisante
pour que ˙V (x, x˜)< 0 dans R (P1,Pl,ν) est que ˙V1a(x,φu0)< 0, ou bien, que (5.73) soit
satisfaite dans R (P1,Pl,ν).
Le terme ˙V1b(x,φu0 , x˜) peut eˆtre borne´ comme
˙V1b ≤ η
∥∥∥∥
[
x
φu0
]∥∥∥∥
2
+η−1‖M1x˜+M2(e⊗ e− (e⊗ x+ x⊗ e))‖2
ou` η est un scalaire satisfaisant η > 0, la matrice M1 multipliant les termes line´aires
et la matrice M2 les termes quadratiques sont donne´es respectivement par
M1 =
[
P1B
−T
][
DcC−Fa Cc
]
(5.74)
et
M2 =
[
P1B
−T
]
(A2 +Fa2) (5.75)
Avec la relation ‖a+b‖2 ≤ 2‖a‖2 +2‖b‖2, nous avons que
˙V1b ≤ η
∥∥∥∥
[
x
φu0
]∥∥∥∥
2
+2η−1
(‖M1‖2‖x˜‖2 +‖M2‖2‖e⊗ e− (e⊗ x+ x⊗ e)‖2)
Selon le Lemme 5.1, il existe un scalaire α1 > 0 tel que
‖e⊗ e− (e⊗ x+ x⊗ e)‖2 ≤ 2(1+2α−11 )‖e‖4 +4α1‖x‖4
Alors nous avons la borne supe´rieure pour le terme ˙V1b :
˙V1b ≤ η
∥∥∥∥
[
x
φu0
]∥∥∥∥
2
+2η−1
(
‖M1‖2‖x˜‖2 +‖M2‖2
(
2(1+2α−11 )‖e‖4 +4α1‖x‖4
))
≤ η‖x‖2 +η‖φu0‖2
+2η−1
(
‖M1‖2‖x˜‖2 +‖M2‖2
(
2(1+2α−11 )‖x˜‖4 +4α1‖x‖4
))
(5.76)
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ou` nous avons utilise´ la relation ‖e‖2 ≤ ‖x˜‖2.
Comme la matrice ˜A est Hurwitz, il existe une matrice Pl = P′l > 0 et une matrice
Rl = R′l > 0 telles que
˜A′Pl +Pl ˜A =−Rl
et nous pouvons choisir P2 = νPl telle que
˙V2(x˜) = −νx˜′Rl x˜−2ν2x˜′Pl x˜x˜′Rl x˜
≤ −νλmin(Rl)‖x˜‖2−2ν2λmin(Rl)λmin(Pl)‖x˜‖4 (5.77)
Ainsi, avec les majorations (5.73), (5.76) et (5.77) des termes de (5.72), nous
obtenons
˙V (x, x˜) ≤ ˙V1a(x,φu0)+ ˙V1b(x,φu0, x˜)+ ˙V2(x˜)
≤ −(ρ−η)‖φu0‖2− (ρ−η−8η−1‖M2‖2α1‖x‖2)‖x‖2
−(νλmin(Rl)−2η−1‖M1‖2)‖x˜‖2
−
(
2ν2λmin(Rl)λmin(Pl)−4η−1‖M2‖2(1+2α−11 )
)
‖x˜‖4
(5.78)
Par la suite nous montrons que si l’ine´galite´ (5.73) est satisfaite nous pouvons
calculer ν garantissant que ˙V (x, x˜)< 0 dans R (P1,Pl,ν).
On suppose que
γ =
[
x
x˜
]
∈ R (P1,Pl,ν)
alors on a
λmin(P1)‖x‖2 +λmin(νPl)‖x˜‖2 +λmin(νPl)2‖x˜‖4 ≤ 1
ou bien
‖x‖2 ≤ 1λmin(P1)−
λmin(νPl)
λmin(P1)
‖x˜‖2− λmin(νPl)
2
λmin(P1)
‖x˜‖4 (5.79)
Une condition ne´cessaire pour que le terme −(ρ−η−8η−1‖M2‖2α1‖x‖2)‖x‖2 de
(5.78) soit ne´gatif est que
−ρ+η+8η−1‖M2‖2α1‖x‖2 < 0 (5.80)
soit ve´rifie´e. En introduisant dans (5.80) la majoration de ‖x‖2 donne´e par (5.79) et
valable dans R (P1,Pl,ν), nous avons que si
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−ρ+η+8η−1‖M2‖2α1
(
1
λmin(P1)
)
−8η−1‖M2‖2α1
(λmin(νPl)
λmin(P1)
‖x˜‖2 + λmin(νPl)
2
λmin(P1)
‖x˜‖4
)
< 0
est satisfaite alors (5.80) sera aussi ve´rifie´e. Dans l’expression ci-dessus nous avons
−8η−1‖M2‖2α1
(λmin(νPl)
λmin(P1)
‖x˜‖2 + λmin(νPl)
2
λmin(P1)
‖x˜‖4
)
≤ 0 (5.81)
satisfaite pour tout ‖x˜‖ car Pl > 0, η > 0, α1 > 0 et ν > 0. Quelle que soit la valeur
de ρ il est possible de calculer η et α1 tels que
η+ 8η
−1‖M2‖2
λmin(P1)
α1 < ρ
et donc tels que (5.80) est satisfaite.
Les scalaires α1 et η e´tant connus, nous pouvons calculer ν pour satisfaire
(
νλmin(Rl)−2η−1‖M1‖2
)
> 0(
2ν2λmin(Rl)λmin(Pl)−4η−1‖M2‖2(1+2α−11 )
)
> 0
et ainsi garantir la ne´gativite´ des termes lie´s a` x˜ dans (5.78).
Alors, afin de ve´rifier ˙V (x, x˜)< 0, ∀γ∈ R (P1,Pl,ν), il suffit de trouver des matrices
P1 et T qui ve´rifient ˙V1a ≤−ρ‖x‖2−ρ‖φu0‖2 ou` ρ est un scalaire positif. Une condition
ne´cessaire et suffisante pour l’existence d’un tel ρ est que ˙V1a < 0. En utilisant (5.71)
nous obtenons
[
x′ φ′u0
][ P1(A+BFa)+(ABFa)′P1 P1H ′T +P1B
T HP1 +B′P1 −2T
][
x
φu0
]
+
[
x′ φ′u0
]
G(x⊗ x)+(x′⊗ x′)G′
[
x
φu0
]
< 0
ou`
G =
[
P1B(A2 +Fa2)
−T Fa2
]
L’ine´galite´ suivante est valable dans E (P1) :
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[
x′ φ′u0
]
G(x⊗x)+(x′⊗x′)G′
[
x
φu0
]
≤ [ x′ φ′u0 ]G(M−1r ⊗P−11 )G′
[
x
φu0
]
+x′Mrx
Par conse´quent, si l’ine´galite´ suivante est ve´rifie´e, ˙V (x, x˜) < 0 est ve´rifie´e dans
E (P1) et donc dans R (P1,Pl,ν) :
 (A+BFa)′P1 +P1(A+BFa)+Mr P1(B+H ′T )−F ′aT P1B(A2 +Fa2)(B′+T H)P1−T Fa −2T −T Fa2
(A2 +Fa2)′B′P1 −F ′a2T −(Mr⊗P1)

< 0
Avec la transformation de congruence diag(Q,S1,(In⊗Q)) ou` Q = P−11 et S1 = T−1
et le changement de variables La = FaQ et La2 = Fa2(In⊗Q), nous avons

QA′+AQ+BLa +L′aB′ BS1−L′a +H ′ B(A2(In⊗Q)+La2) QMr
S1B′−La +H −2S1 −La2 0
((In⊗Q)A′2 +L′a2)B′ −L′a2 −(Mr⊗Q) 0
MrQ 0 0 −Mr

< 0
Finalement, rappelons que l’ine´galite´ ci-dessus garantit que ˙V1a < 0 dans E (P1) et que
ceci implique que nous pouvons trouver η, α1 et ν tels que pour tout γ ∈ R (P1,Pl,ν)
nous avons ˙V (x, x˜) < 0, par conse´quent toute trajectoire dans R (P1,Pl,ν) converge
asymptotiquement a` l’origine.
Remarque 5.4. Avec Fa2 = −A2 nous obtenons ‖M2‖ = 0, et le terme de degre´ 4
dans la variable x˜ de (5.78) ne de´pend que du terme de degre´ 4 de (5.65) et sera donc
toujours ne´gatif. Alors pour le cas particulier, Fa2 =−A2, il est possible d’obtenir une
ERA de´finie par la fonction quadratique V (x, x˜) = x′P1x+ x˜′P2x˜.
Corollaire 5.3. Supposons qu’il existe une matrice Q ∈ℜn, Q = Q′ > 0, une matrice
diagonale S1 ∈ ℜm, S1 > 0, une matrice H ∈ ℜm×n et une matrice Mr ∈ ℜn×n, Mr =
M′r > 0 telles que les ine´galite´s (5.60) et (5.61) soient satisfaites avec La2 =−A2(In⊗
Q). Alors le correcteur anti-windup (5.51) de´fini par Fa = LaQ−1 et Fa2 =−A2 garantit
que l’ensemble
R (Q,Pl,ν) =
{
γ ∈ℜ2n+nc ;γ′
[ Q−1 0n×n+nc
0n+nc×n ν⋆Pl
]
γ≤ 1
}
est une estimation de la re´gion d’attraction de l’origine du syste`me (5.58) avec
ν⋆ =
2‖M1‖2
λmin(Rl)ρ
(5.82)
et M1 est donne´e par (5.74), Rl satisfait (5.64) et ρ satisfait (5.73).
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De´monstration. Conside´rons la fonction quadratique suivante comme une fonction
de Lyapunov candidate
V (x,e,xc) = x′Q−1x+ x˜′νPl x˜ (5.83)
ou` Pl satisfait (5.64). Dans ce cas la borne supe´rieure de ˙V (x,e,xc) dans l’ensemble
R (Q,Pl,ν), e´quivalente a` (5.78), s’exprime comme
˙V (x,e,xc)≤−(ρ−η)‖φu0‖2− (ρ−η)‖x‖2−
(
νλmin(Rl)−2η−1‖M1‖2
)‖x˜‖2 (5.84)
alors pour obtenir ˙V (x,e,xc)< 0 nous devons avoir
ρ < η et ν≥ 2‖M1‖
2
ηλmin(Rl)
ou bien
ν≥ 2‖M1‖
2
ρλmin(Rl)
Si la relation (5.60) est satisfaite alors nous pouvons calculer ρ et donc ν tel que
˙V (x,e,xc)< 0 dans R (Q,Pl,ν).
Remarque 5.5. E´tant donne´es les matrices Rl et Pl, la valeur ν⋆ de (5.82) corres-
pond a` la plus petite valeur de ν telle que R (Q,Pl,ν) soit une ERA.
Notons que ν⋆ est inversement proportionnel a` ρ. Comme ρ mesure d’une certaine
fac¸on la vitesse de convergence du sous-syste`me (5.56), pour une re´ponse plus rapide
de ce sous-syste`me nous pouvons obtenir des valeurs plus petites pour ν⋆, ce qui
implique une ERA plus grande dans l’espace de´fini par x˜ =
[
e′ x′c
]′
.
La matrice M1 e´tablit l’influence des gains Cc et Dc du controˆleur sur ν⋆ et ainsi
vis-a`-vis de la taille de l’ensemble R (Q,Pl,ν).
Les ensembles sous la forme R (Q,Pl,ν), pre´sente´s dans la proposition 5.2 et dans
le corollaire 5.3, sont une estimation de la RA du syste`me complet. L’obtention de
ces re´gions, simultane´ment au calcul des lois de commande, garantit qu’il existe une
re´gion dans laquelle nous avons une convergence garantie a` l’origine. De meilleures
estimations pourraient certainement eˆtre obtenues avec les re´sultats de la section
pre´ce´dente.
5.4 Exemples nume´riques
Dans cette section nous pre´sentons des re´sultats nume´riques pour l’analyse de
stabilite´ de syste`mes polynomiaux et saturants (section 5.2) et pour la synthe`se de
correcteurs anti-windup (section 5.3).
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5.4.1 Analyse de stabilite´ des syste`mes saturants
Nous utilisons les conditions de la proposition 5.1 pour trouver une ERA de l’ori-
gine du syste`me (5.1). Notons qu’une ine´galite´ e´quivalente a` (5.29) peut eˆtre obtenue
avec la transformation de congruence de´finie par la matrice diag
{
I(σt(n,rs)+σt(n,rs−1)σt(n,ν)),
(Igφ ⊗T−1)
}
. Alors en de´finissant S = T−1 nous obtenons

 ¯M ˙Vν + ¯Mrs +GsN1(n,rs)+N1(n,rs)
′G′s +C(n,rs) GsN2(n,rs,ν)
N2(n,rs,ν)′G′s −(Mrs ⊗Pν)
(Iσt(n,gφ)⊗S) ¯M ′¯Bν − (M
′φu0 ⊗ Im) ¯M
′
K +(M′φu0 ⊗ Im) ¯M
′
W 0m(1+σt(n,gφ))×σt(n,ν)σt(n,rs−1)
¯M
¯Bν(Iσt(n,gφ)⊗S)− ¯MK(Mφu0 ⊗ Im)+ ¯MW (Mφu0 ⊗ Im)
0σt(n,ν)σt(n,rs−1)×m(1+σt (n,gφ))
−2(Mφu0 ⊗S)

< 0 (5.85)
Dans cette ine´galite´ nous avons des produits entre les e´le´ments des matrices Pν et
Mrs , entre Pν et S et entre Mφu0 et S. Nous avons e´galement dans (5.35) le produit entre
Pν et Mri . Alors afin de trouver une ERA a` partir de la formulation d’un proble`me
soumis a` des contraintes LMI, nous pouvons conside´rer qu’une ERA du syste`me
non-saturant est donne´e par une re´gion de´finie a` partir d’une fonction de Lyapunov,
et donc supposer connue une fonction de Lyapunov de´finie par une matrice Pν0 et
chercher la plus grande courbe de niveau de cette fonction de´finissant une ERA pour
le syste`me saturant.
Nous avons donc un proble`me de recherche unidimensionnelle d’un scalaire positif
qui est de´fini comme :
minα soumis a` (5.85), (5.35)et Pν = αPν0 (5.86)
Pour les cas du calcul des ERA avec une Pν variable nous utilisons des recherches
alterne´es.
Exemple 1 Conside´rons le syste`me{
x˙1 = x2
x˙2 = (x1 +0.5x2)x2 + satu0(u(x))
(5.87)
et la loi de commande polynomiale
u(x) = −(x1 +0.5x2)x2− x1−2x2 (5.88)
qui, en absence de saturation, est une loi de commande qui de´finit une dynamique
line´aire pour la boucle ferme´e. La stabilite´ du syste`me peut eˆtre ve´rifie´e avec la
fonction de Lyapunov quadratique V (x) = x′P0x avec
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P0 =
[
1 1
1 3
]
Une fois la saturation active, l’action line´arisante de (5.88) est perdue. Dans ce
cas quelques trajectoires peuvent ne plus pre´senter une convergence a` l’origine et
la stabilite´ de ce point d’e´quilibre n’est plus globale. Nous nous inte´ressons donc a`
trouver la courbe de niveau {x ∈ℜn;V (x) = cu0} qui correspond a` la frontie`re d’une
ERA de l’origine du syste`me saturant pour diffe´rents niveaux de saturation. Pour
les valeurs u0 = 1, u0 = 0.5 et u0 = 0.1 on obtient respectivement les ERA de´finies
par c1 = 2.5, c0.5 = 1.1 et c0.1 = 0.116. La figure 5.2 pre´sente pour les trois seuils
de saturation une ERA ellipso¨ıdale ainsi que des trajectoires du syste`me en boucle
ferme´e.
−3 −1.5 0 1.5 3−3
−1.5
0
1.5
3
x1
x2
−3 −1.5 0 1.5 3−3
−1.5
0
1.5
3
x1
x2
−3 −1.5 0 1.5 3−3
−1.5
0
1.5
3
x1
x2
Figure 5.2 – ERAs ellipso¨ıdales pour le syste`me (5.87) avec respectivement u0 = 1,
u0 = 0.5 et u0 = 0.1.
Notons que les ellipso¨ıdes sont proches de la frontie`re de la RA mais sont des
estimations petites par rapport a` la vraie re´gion d’attraction. Une des raisons re´side
vraisemblablement dans le fait que ce sont des ensembles syme´triques.
Les courbes en rouge dans la figure 5.3 correspondent a` la frontie`re de l’ensemble
S0(u0) pour le cas u0 = 1. Notons qu’il s’agit d’un ensemble qui n’est pas syme´trique
par rapport a` l’origine. Cette proprie´te´ peut favoriser des estimations donne´es par
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des re´gions e´galement non-syme´triques surtout dans les cas de fonctions de Lyapunov
polynomiales non-quadratiques.
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Figure 5.3 – Les courbes rouges indiquent la frontie`re de l’ensemble S0(u0).
Exemple 2 Reprenons l’exemple 1 du chapitre 3, maintenant en conside´rant l’en-
tre´e saturante nous avons le syste`me{
x˙1 = −x1 + x1x2 + x2satu0(u(x))
x˙2 = x1 +2x2 + x21 + x21x2 + satu0(u(x))
(5.89)
et les lois line´aire et quadratique donne´es respectivement par
uℓ(x) = −1.4141x1−4.2902x2 (5.90)
uq(x) = −0.7319x1−4.4623x2−1.0012x21−0.2975x1x2 +0.3968x22 (5.91)
Nous conside´rons le seuil de saturation u0 = 1. Avec les fonctions de Lyapunov ob-
tenues dans le chapitre pre´ce´dent nous cherchons les courbes de niveau qui corres-
pondent a` la frontie`re d’une ERA du syste`me saturant. Nous obtenons respectivement
pour uℓ(x) et pour uq(x) les valeurs cl = 0.085 et cq = 0.067, et ces ensembles ainsi
que quelques trajectoires sont pre´sente´s dans la figure 5.4.
Ces valeurs de´cevantes pour les courbes de niveau peuvent indiquer d’une part
que la re´gion est effectivement re´duite par rapport a` la RA du syste`me boucle´ a` cause
de la saturation, ce qui est vrai pour cet exemple, et d’autre part qu’une ERA donne´e
par une autre fonction de Lyapunov peut s’ave´rer plus satisfaisante, e´tant donne´ que
les trajectoires qui convergent vers l’origine sont affecte´es par la saturation de l’entre´e
et que les ERA sont calcule´es avec des fonctions quadratiques saturant. Ces ERA qui
sont pre´sente´es dans la figure 5.5, respectivement pour la loi de commande line´aire
et pour la loi de commande quadratique.
Tandis que les estimations donne´es par les fonctions de degre´ 4 n’e´taient pas sa-
tisfaisantes, avec les fonctions quadratiques nous obtenons des fonctions de Lyapunov
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Figure 5.4 – Trajectoires de la boucle ferme´e de (5.89) avec l’entre´e saturante u0 = 1
pour deux lois de commande donne´es respectivement par (5.90) et (5.91), et les ERA
avec les fonctions de degre´ 4 obtenues dans le chapitre pre´ce´dent.
−2 −1 0 1 2−2
−1
0
1
2
x1
x2
−2 −1 0 1 2−2
−1
0
1
2
x1
x2
Figure 5.5 – ERAs ellipso¨ıdales pour le syste`me saturant avec respectivement les
lois line´aire et quadratique.
qui sont plus ade´quates pour le syste`me sature´. La figure 5.6 montre les estimations
pour les lois line´aire et quadratique. Nous pouvons voir que l’ellipso¨ıde rouge, cor-
respondant a` la loi quadratique contient l’estimation de la loi line´aire et des points
a` l’exterieur de la RA de l’origine avec la loi line´aire.
Exemple 3 Conside´rons l’exemple 3 du chapitre pre´ce´dent pour lequel nous avons
propose´ des lois de commande polynomiales de diffe´rents degre´s. Rappelons que pour
les lois de degre´ gu = 2 et gu = 3 les ERA ellipso¨ıdales e´taient comparables, c’est-a`-
dire avec des volumes similaires sans qu’une des estimations contienne l’autre. Par
ailleurs, la loi de commande de degre´ gu = 2 donne´e par (4.77) pre´sentait des gains
line´aires et quadratiques plus importants que ceux de la loi avec gu = 3 donne´e par
(4.78).
Si l’on conside`re que les entre´es peuvent saturer, une re´duction de la RA et par
conse´quent de ses estimations sont attendues. Nous avons donc conside´re´ dans un
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Figure 5.6 – Les estimations ellipso¨ıdales du syste`me saturant avec les lois de com-
mande line´aire et quadratique et des trajectoires avec la loi de commande line´aire.
premier temps que seule une des entre´es sature, et par la suite que les deux peuvent
saturer. Pour chacun des cas nous avons calcule´ la courbe de niveau de la fonction
quadratique obtenue dans le chapitre pre´ce´dent qui donne une ERA pour le syste`me
saturant. Nous avons alors des estimations sous la forme
E (P) =
{
x ∈ ℜ3;x′Px≤ c⋆} (5.92)
pour les lois de commande (4.77) et (4.78) et diffe´rents seuils de saturation. Bien
entendu, pour le syste`me non-saturant nous avons c⋆= 1. Nous pouvons donc mesurer
la de´gradation de la ERA via la valeur de c⋆. Nous obtenons les valeurs pre´sente´s
dans le tableau 5.1
u0 u0(1) = 3 u0(2) = 3 u0(1) = 3 et u0(2) = 3
gu = 2 (u(x) de (4.77)) 0.0515 0.6250 0.0515
gu = 3 (u(x) de (4.78)) 0.2631 0.3571 0.2439
Tableau 5.1 – Valeurs de c⋆ de´finissant une ERA sous la forme (5.92) pour diffe´rents
seuils de saturation et diffe´rentes lois de commande.
Notons que lorsque l’entre´e u(1) peut saturer la de´gradation de la ERA avec la loi
de commande (4.77) est beaucoup plus importante qu’avec la loi de commande don-
ne´e par (4.78). L’influence d’une saturation dans l’entre´e u(2) est moins importante
avec (4.77) et reste comparable avec celle obtenue pour (4.78). Ceci peut indiquer
que (4.78) est plus approprie´e lorsque les entre´es peuvent saturer.
5.4.2 Synthe`se des correcteurs anti-windup
Exemple 4 Conside´rons le syste`me
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

x˙1 = x2
x˙2 = aqx1x2 + satu0(u(x))
y = x1
(5.93)
qui est sous la forme de (5.48), avec u0 = 0.5. Nous supposons connu un controˆleur
stabilisant donne´ par 

x˙c = −2xc + y
v = 0.9xc−0.6y
u = −aqx1x2 + v
(5.94)
En utilisant la proposition 5.2 nous calculons donc un anti-windup sous la forme
(5.51) pour introduire les termes θ1 et θ2 dans le controˆleur comme dans (5.49).
Nous conside´rons diffe´rents valeurs pour le terme quadratique afin de ve´rifier son
influence sur les gains du compensateur anti-windup.
Nous avons donc calcule´ les gains Fa et Fa2 pour aq = 1 et aq = 5. :
aq = 1 aq = 5
Fa [ −4.6028 −6.5560 ] [ −6.2477 −9.2028 ]
Fa2 [ 0 −0.5 −0.5 0 ] [ 0 −2.5 −2.5 0 ]
Tableau 5.2 – Gains du correcteur anti-windup (5.51) pour diffe´rents valeurs du
terme quadratique aq.
Notons que les valeurs calcule´s pour le gain Fa2 sont telles que le terme quadra-
tique est annule´ dans (5.51) car nous ve´rifions aqxa1xa2 +Fa2(xa⊗ xa) = 0. Ce terme
a pour autant une influence sur les e´le´ments de la matrice Fa. Par la suite nous
pre´sentons des re´ponses temporelles pour diffe´rentes conditions initiales du syste`me
(5.93) avec aq = 5. Nous conside´rons que les conditions initiales dans le controˆleur et
dans le correcteur anti-windup sont e´gales a` ze´ro. La figure 5.7 pre´sente l’e´volution
temporelle de x pour la condition initiale x0 = [ 0 −0.5 ]′, lorsque l’anti-windup est
pre´sent nous avons la trajectoire qui converge vers l’origine. Nous pre´sentons e´gale-
ment l’e´volution temporelle de φu0 pour le syste`me avec le correcteur anti-windup,
notons que l’entre´e sature, autrement dit φu0 assume des valeurs diffe´rentes de ze´ro.
La figure 5.8 montre que la variable x2 du syste`me sans anti-windup diverge pour
la meˆme condition initiale.
Meˆme si nous n’avons pas une trajectoire qui se de´stabilise, l’introduction de
l’anti-windup peut ame´liorer la re´ponse de la boucle ferme´e. La figure 5.9 montre la
re´ponse pour la condition initiale x0 = [ 0 0.31 ]′ pour les syste`mes en boucle ferme´e
avec et sans le correcteur anti-windup.
Notons que les oscillations sont e´limine´es avec l’introduction du correcteur. Nous
soulignons que les crite`res employe´s ont tenu compte seulement de la majoration
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Figure 5.7 – Trajectoire a` partir de la condition initiale x0 = [0 −0.5]′.
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Figure 5.8 – Evolution de la variable x2 pour le syste`me avec (courbe solide) et sans
(courbe pointille´e) le correcteur anti-windup.
de la ERA dans l’espace de´fini par les variables du correcteur, aucun crite`re de
performance n’a e´te´ conside´re´.
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Figure 5.9 – Evolution de la variable x2 du syste`me avec (courbe solide) et sans
(courbe pointille´e) le correcteur anti-windup pour la condition initiale x0 = [0 0.31]′.
5.5 Conclusion
Nous avons aborde´ dans ce chapitre le proble`me de la de´finition des ERA de
l’origine pour des syste`mes polynomiaux saturants. Une condition pour la stabilite´
locale est formule´e comme un proble`me de positivite´ de polynoˆmes. Comme aupara-
vant nous avons dans les ine´galite´s matricielles des produits de variables de de´cision,
notamment entre la fonction de Lyapunov et des coefficients d’un polynoˆme positif
(de´fini par la matrice Mrs). Or, si nous avons de´ja` obtenue une estimation de la RA
pour le syste`me non-saturant nous pouvons formuler le proble`me de SDP avec des
LMIs en utilisant la matrice de Lyapunov qui de´finit la ERA du syste`me non-saturant.
En revanche, comme nous l’avons vu dans les exemples nume´riques, une courbe de
niveau d’une fonction de Lyapunov pour le syste`me non-saturant peut s’ave´rer in-
ade´quate pour les trajectoires du syste`mes saturant en ce qui concerne l’optimisation
de la ERA. Le cas e´che´ant cela donnera suˆrement des ERA petites lorsqu’elles seront
compare´es a` une estimation obtenue conside´rant le syste`me sature´.
Notons e´galement qu’une loi de commande polynomiale peut donner des re´gions
d’attraction plus grandes pour le syste`me saturant. Cependant, il reste a` ve´rifier si
cette augmentation de la ERA est avantageuse compte tenu des calculs ne´cessaires
pour l’obtention d’une loi polynomiale.
Le proble`me de synthe`se d’un correcteur anti-windup pour un syste`me quadra-
tique (syste`me polynomial de degre´ 2), pour lequel nous conside´rons connue une loi
de commande par inversion de la dynamique, a e´te´ e´galement aborde´. Pour calculer
une loi anti-windup dynamique du meˆme ordre que le syste`me nous avons propose´
un proble`me de synthe`se de gains de retour d’e´tat pour un syste`me quadratique
saturant. Le correcteur re´sultant garantit la stabilite´ des trajectoires d’une re´gion
autour de l’origine. Cette re´gion peut alors eˆtre estime´e en utilisant les conditions de
la premie`re section de ce chapitre.
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Le de´veloppement d’outils pour la re´solution des proble`mes de programmation
semi-de´finie accompagne´ des progre`s dans le cadre de l’optimisation polynomiale a
rendu possible la re´solution nume´rique des conditions de stabilite´ ou de synthe`se
pour les syste`mes non-line´aires. Certes, des formulations ge´ne´riques pour le pro-
ble`me de stabilite´ et de synthe`se de lois de commande n’est pas envisageable pour
tous les syste`mes non-line´aires dans leur globalite´. Ne´anmoins, ces divers re´sultats
re´cents, nous permettent d’aborder des classes de syste`mes non-line´aires, comme par
exemple, les syste`mes non-line´aires polynomiaux avec ou sans saturation sur l’entre´e
de commande.
Comme nous l’avons vu tout au long de ce manuscrit, l’e´tude des syste`mes non-
line´aires aborde la stabilite´ des trajectoires dans un contexte local. Les re´sultats
base´s sur l’approche Lyapunov fournissent le cadre pour la caracte´risation des re´gions
d’attraction des points d’e´quilibre stables du syste`me en boucle ferme´e, ou au moins
de leur estimation.
Pourtant cette analyse locale pose des difficulte´s pour la formulation des me´-
thodes nume´riques et une des solutions souvent adopte´e est de fixer un ensemble
dans l’espace ou` il serait inte´ressant d’avoir une garantie de stabilite´, et ensuite de
trouver la plus grande estimation de la re´gion d’attraction a` l’inte´rieur de cet en-
semble. Afin d’e´viter l’imposition d’une telle re´gion nous avons propose´ dans [83]
une me´thode qui conside`re cet ensemble, a` l’inte´rieur duquel nous aurons des ERA,
comme une des variables du proble`me. La me´thode pre´sente´e dans [82] s’applique a`
des syste`mes rationnels et permet que l’ERA soit obtenue sans besoin de de´finir cet
ensemble exte´rieur. Une comparaison entre les me´thodes d’analyse pre´sente´es ici et
des me´thodes qui utilisent la de´finition des ensembles exte´rieurs est pre´sente´e dans
[84].
Les re´sultats pre´sente´s dans ce manuscrit ont cible´ la classe des syste`mes poly-
nomiaux saturants. Nous avons formule´ des me´thodes nume´riques pour l’analyse en
stabilite´ locale et pour la synthe`se de lois de commande polynomiales. Les conditions
de stabilite´ sont base´es sur la ve´rification d’ine´galite´s polynomiales qui, si elles sont
satisfaites, garantissent la contractivite´ et l’invariance d’un ensemble polynomial et
donc, la stabilite´ asymptotique a` l’inte´rieur de cet ensemble. Bien que la formula-
tion de ces re´sultats peut eˆtre obtenue avec la S -proce´dure ge´ne´ralise´e [42], nous
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les avons construits a` partir d’une parame´trisation des points d’une courbe de ni-
veau d’une fonction de Lyapunov polynomiale positive. Les fonctions polynomiales
s’ave`rent bien adapte´es pour approximer des ensembles non-convexes, et donc des
re´gions d’attraction des syste`mes polynomiaux.
Le cas d’analyse pour des syste`mes saturants a e´te´ traite´ en utilisant une condi-
tion de secteur que nous avons ge´ne´ralise´e pour des fonctions polynomiales. Ceci
a permis d’estimer la re´gion d’attraction des syste`mes saturants avec des fonctions
polynomiales, il s’agit de conditions qui autorisent la saturation de l’entre´e.
Nous avons e´galement obtenu un re´sultat permettant la synthe`se de lois de com-
mande polynomiales de retour d’e´tat. Le changement de coordonne´es line´aire qui
e´limine le produit entre les gains du controˆleur et la matrice d’une fonction de Lya-
punov quadratique est rendu possible a` partir d’une repre´sentation de polynoˆmes
avec des vecteurs non-homoge`nes.
La synthe`se pour des syste`mes saturants a e´te´ pre´sente´e dans le cadre du calcul
d’un correcteur anti-windup pour un syste`me quadratique (syste`me polynomial de
degre´ 2).
Les proble`mes d’analyse et de synthe`se sont formule´s comme des proble`mes de
programmation semi-de´finie. La plupart des proble`mes d’optimisation se pre´sentent
avec des contraintes BMI. Bien que ces ine´galite´s pre´sentent une structure particu-
lie`re, en ge´ne´ral elles ne de´finissent pas des ensembles convexes dans les variables
de de´cision. En effet, la re´solution des proble`mes d’optimisation est base´e sur des
recherches alterne´es.
Nous soulignons e´galement que les re´sultats sont valables pour des syste`mes po-
lynomiaux ayant une partie line´aire stable ou stabilisable. Bien e´videmment il ne
s’agit pas d’une condition ne´cessaire pour qu’un point d’e´quilibre isole´ soit asympto-
tiquement stable. Il est donc souhaitable d’obtenir des extensions des re´sultats pour
e´tudier des syste`mes polynomiaux qui ne satisfont pas cette proprie´te´.
Comme les proble`mes d’optimisation formule´s sont base´s sur des mesures indi-
rectes du volume des re´gions polynomiales, a` savoir la trace de la matrice de Lyapunov
et une courbe de niveau d’un ensemble inte´rieur, il n’est pas possible de garantir que
les re´sultats seront optimaux par rapport au volume que l’on peut obtenir avec une
fonction de Lyapunov d’un degre´ donne´.
Un autre inconve´nient des re´sultats pre´sente´s, et d’ailleurs de tout analyse concer-
nant la positivite´ de polynoˆmes, est la croissance exponentielle des dimensions des
ine´galite´s avec la croissance de l’ordre et du degre´ du syste`me.
Certes, les limitations des re´sultats indiquent plusieurs directions pour des travaux
futurs. Quelques extensions nous semblent imme´diates, a` savoir, la formulation d’une
me´thode pour la synthe`se de lois de commande polynomiales pour des syste`mes
polynomiaux de degre´ arbitraire avec entre´e saturante, la formulation d’une me´thode
de synthe`se en utilisant des fonctions de Lyapunov polynomiales et l’introduction des
crite`res de performance pour les conditions d’analyse et de synthe`se [69], [65], [92].
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L’apport des termes polynomiaux dans une loi de commande sera plus clair si
nous calculons des lois polynomiales en conside´rant la saturation. Des conditions
de synthe`se saturante sont inte´ressante notamment dans le contexte du calcul de
correcteurs anti-windup.
Le fait qu’une fonction quadratique peut ne pas certifier que la stabilite´ d’un sys-
te`me non-line´aire est globale est a` l’origine de l’inte´reˆt par des fonctions de Lyapunov
polynomiales pour la synthe`se. Ainsi avec des fonctions de Lyapunov polynomiales
nous espe´rons eˆtre en mesure d’obtenir des lois de commande polynomiales globale-
ment stabilisantes.
Meˆme si cela n’as pas e´te´ mentionne´e dans le manuscrit, l’analyse en robus-
tesse semble eˆtre une autre extension naturelle des conditions pre´sente´s [10]. Un
possible apport pourrait eˆtre alors la description de re´gions polynomiales, et donc
non convexes, dans l’espace des parame`tres.
Comme nous l’avons souligne´ pre´ce´demment, une extension envisageable est l’ana-
lyse des syste`mes qui n’ont pas une partie line´aire stable ou stabilisable ainsi que la
prise en compte de non-line´arite´s obe´issant a` des conditions du secteur mais diffe´-
rentes de la saturation. Dans ce cadre des conditions de stabilite´ asymptotique de-
vront eˆtre remplace´es par des conditions de stabilite´. Des adaptations des me´thodes
pour des syste`mes non-polynomiaux sont aussi souhaitables, quelques directions pour
ceci sont par exemple indique´es par [12], [62].
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Annexe A
Quelques e´le´ments de calcul
tensoriel
A.1 Produits de Kronecker
De´finition A.1. Soient les matrices A ∈ ℜm×n, B ∈ ℜp×q. Le produit de Kronecker
(ou produit tensoriel) de A par B est de´fini comme la matrice
A⊗B =


a11B . . . a1nB
...
. . .
...
am1B . . . amnB

 ∈ ℜmp×nq (A.1)
Les propriete´s suivantes en de´coulent
Proprie´te´ A.1. Soient les matrices A ∈ ℜm×n, B ∈ ℜr×s, C ∈ ℜn×p et D ∈ ℜs×t .
Alors
(A⊗B)(C⊗D) = AC⊗BD ∈ ℜmr×pt (A.2)
Proprie´te´ A.2. Pour toute matrice A et B, (A⊗B)′ = A′⊗B′
Proprie´te´ A.3. Si A et B sont invertibles, (A⊗B)−1 = A−1⊗B−1
Proprie´te´ A.4. Soient les valeurs propres de la matrice A ∈ℜn×n λi, i = 1, . . . ,n et
les valeurs propres de la matrice B ∈ ℜm×m, µ j, j = 1, . . . ,m. Les nm valeurs propres
de A⊗B sont donne´es par λiµ j, i = 1, . . . ,n et j = 1, . . . ,m
Proprie´te´ A.5. Si a ∈ ℜ et b ∈ℜ alors ab = a⊗b.
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Annexe B
Matrices utiles
Cette annexe pre´sente des matrices utilise´es tout le long du texte, notamment
pour aider a` manipuler des expressions polynomiales et pour la description des sys-
te`mes polynomiaux.
B.1 Calcul des matrices
Calcul des matrices IIi
Le vecteur xi, pre´sente´ dans le chapitre 1 est ordonne´ de sorte que seulement les
σi−1 premiers termes pre´sentent la composante x1. Cet ordre nous permet d’e´crire
ces termes comme x1x
i−1. Les autres termes contiennent des monoˆmes de degre´ i avec
les composantes xr, r = 2, . . . ,n, c’est-a`-dire, les e´le´ments qui comple`tent le vecteur xi
peuvent eˆtre obtenus avec un vecteur x d’ordre n−1 (autrement dit, le vecteur est
conside´re´ sans la composante x1). Cette structure indique que la matrice IIi peut eˆtre
obtenue de fac¸on re´cursive. Pour un syste`me avec n e´tats la matrice IIi s’e´crit
IIi(n) =

 II(i−1)(n) 0nσi−2×σi−σi−1
IIz IIi0(n)

 (B.1)
IIi0(n) pre´sente les meˆmes termes que IIi(n− 1) qui pourtant posse`de des lignes de
ze´ros au de´but de chaque bloc de n−1 lignes.
IIz est donne´e par
IIz =
[
0n(σi−1−σi−2)×σi−2 Iσi−1−σi−2 ⊗ e1
]
(B.2)
Les pas suivants peuvent donc eˆtre suivis pour calculer IIi :
1. Si n = 1, IIi(n) = 1 ;
2. Si i = 1, IIi(n) = In ;
3. Sinon calculer IIi(n) comme dans (B.1).
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Pour illustrer la proce´dure de´crite ci-dessus, voyons la de´finition de II4 pour n = 2
II4 =


1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1
0
0
0
0
0
0
0 0 0 1
0 0 0 0
0
1


La relation suivante est alors verifie´e


x31
x21x2
x1x
2
2
x32

⊗ x = II4


x41
x31x2
x21x
2
2
x11x
3
2
x42


Calcul de la matrice M f g(n)
La matrice M f g(n) ∈ ℜ(σt(n,g f )−n)(σt(n,gg)−n)×(σt(n,g f+gg)−n) est un cas particulier
d’une matrice Mab ∈ ℜd1×d2 , d1 = (σt(n,a f )− σt(n,ai))(σt(n,b f )− σt(n,bi)), d2 =
σt(n,a f +b f )−σt(n,ai+bi) pre´sente´e par la suite.
Conside´rons les vecteurs φa ∈ℜσt(n,a f )−σt(n,ai), et φb ∈ℜσt(n,b f )−σt(n,bi) :
φa =


xai
xai+1
...
xa f

 ; φb =


xbi
xbi+1
...
xb f


Nous voulons construire la matrice Mab(n,
[
ai a f
]
,
[
bi b f
]
) satisfaisant
φa⊗φb =


xai
xai+1
...
xa f

⊗


xbi
xbi+1
...
xb f

= Mab


xai+bi
xai+bi+1
...
xa f +b f


Afin de calculer Mab nous pouvons calculer deux matrices Mt et Mr telles que
Mab = MtMr
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ou` Mt et Mr satisfont
φa⊗φb = Mt


xai ⊗ xbi
xai ⊗ xbi+1
...
xai ⊗ xb f
xai+1⊗ xbi
xai+1⊗ xbi+1
...
xai+1⊗ xb f
...
xa f ⊗ xbi
xa f ⊗ xbi+1
...
xa f ⊗ xb f




xai ⊗ xbi
xai ⊗ xbi+1
...
xai ⊗ xb f
xai+1⊗ xbi
xai+1⊗ xbi+1
...
xai+1⊗ xb f
...
xa f ⊗ xbi
xa f ⊗ xbi+1
...
xa f ⊗ xb f


= Mr


xai+bi
...
xa f +b f


D’abord nous allons construire la matrice Mt . Pour ce faire, nous avons besoin de
a f −ai +1 matrices satisfaisant
x j⊗φb = M jb


x j⊗ xbi
...
x j⊗ xb f

 ; j = ai, . . .a f
Ces matrices sont structure´es telles que
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M jb =


M jb1
...
M jbσ(n, j)


ou` les matrices M jbk ∈ ℜσ(n, j)(σt(n,b f )−σt(n,bi))×σ(n, j)(σt(n,b f )−σt(n,bi)) satisfont
x j(k)⊗φb = M jbk


x j ⊗ xbi
...
x j⊗ xb f

 ; k = 1, . . . ,σ(n, j)
Ainsi, on obtient
Mt = diag
{
Maib,M(a0+1)b, . . . ,Ma f b
}
ensuite nous construisons la matrice Mr ∈ℜ(σt(n,a f )−σt(n,ai))(σt(b f )−σt(bi))×(σt(a f+b f )−σt(ai+bi)).
Cette matrice est structure´e comme
Mr =


Mrai
Mr(ai+1)
...
Mra f


ou` chaque matrice Mr j satisfait

x j⊗ xbi
x j ⊗ xbi+1
...
x j ⊗ xb f

= Mrai


xai+bi
...
xa f +b f


Calcul des matrices Avi, Bv jk et ˜Kv jk
Pour obtenir la matrice Avi, conside´rons Ai telle que
Ai =
[
Ai1 Ai2 . . . Aintdi
] ∈ ℜn×ni (B.3)
et Aik ∈ℜn×n
tgi
, k = 1, . . . ,ntdi. Nous avons
Ai(xtdi⊗⊗ xa⊗) = Ai(Intdi ⊗ xtgi⊗)xtdi⊗ = (xtgi⊗′⊗ In)Avixtdi⊗ (B.4)
avec
Avi =
[
vec(Ai1) vec(Ai2) . . . vec(Aintdi )
] ∈ ℜntdi+1×ni (B.5)
B.1. CALCUL DES MATRICES 123
ce qui permet d’e´crire
x′PAixi⊗ = (1⊗ x′)(1⊗P)(xtgi⊗′⊗ In)Aivxtdi⊗
= x(tgi+1)⊗′(I
n
tgi ⊗P)Aivxtdi⊗ (B.6)
Afin de calculer Bv jk et Kv jk conside´rons les relations
tdi+ tgi = i
= k+ j
= dk +gk + j
= (dk + j)+gk
(B.7)
Nous avons e´galement
tdi =
⌈
i+1
2
⌉
=
⌈
k+ j+1
2
⌉
≤
⌈
k+1
2
⌉
+
⌈ j
2
⌉
≤
⌈
k+1
2
⌉
+ j = dk + j
(B.8)
De´finissant
tc jk = (dk + j)− tdi (B.9)
nous avons
dk + j = tdi+ tc jk (B.10)
gk = tgi− tc jk (B.11)
De cette fac¸on nous obtenons pour les termes de (4.7)
x′PB j(In j ⊗ xgk⊗′⊗ Im)(In j ⊗ ˜Kk)x(dk+ j)⊗
= x′PB j(In j ⊗ x(tgi−tc jk)⊗′⊗ Im)(In j ⊗ ˜Kk)x(tdi+tc jk)⊗ (B.12)
A` partir de (B.9), nous avons
( j− tc jk) = tdi −dk
=
⌈
i+1
2
⌉
−
⌈
k+1
2
⌉
≥ 0 (B.13)
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puisque i≥ k et alors j ≥ tc jk. De´finissons donc
e jk = j− tc jk (B.14)
ainsi nous pouvons de´velopper (B.12) :
x′PB j(In j ⊗ x(tgi−tc jk)⊗′⊗ Im)(In j ⊗ ˜Kk)x(tdi+tc jk)⊗
= x′PB j(In j ⊗ x(tgi−tc jk)⊗′⊗ Im)(In j ⊗ ˜Kk)(xtc jk ⊗ Intdi )xtdi⊗
= x′PB j(In j ⊗ x(tgi−tc jk)⊗′⊗ Im)(xtc jk ⊗ Ine jk ⊗ ˜Kk)xtdi⊗
= x′PB j(xtc jk ⊗ Ine jk ⊗ x(tgi−tc jk)⊗′⊗ Im)(Ine jk ⊗ ˜Kk)xtdi⊗
= x′PB j(xtgi⊗′⊗ Imn j)Mtc( j,k)(Ine jk ⊗ ˜Kk)xtdi⊗
= x(tgi+1)⊗′(I
n
tgi ⊗P)(Intgi ⊗B j)Mtc( j,k)(Ine jk ⊗ ˜Kk)xtdi⊗
(B.15)
ou` la matrice Mtc( j,k) satisfait (la construction de cette matrice est pre´sente´e par la
suite)
(xtgi⊗′⊗ Imn j)Mtc( j,k) = (xtc jk ⊗ Ine jk ⊗ x(tgi−tc jk)⊗′⊗ Im) (B.16)
Ainsi nous avons
Bv jk = (Intgi ⊗B j)Mtc( j,k) (B.17)
et
˜Kv jk = (Ine jk ⊗ ˜Kk) (B.18)
Calcul de la matrice Mtc( j,k)
Conside´rons le vecteur y ∈ℜn et la matrice Mt(n) satisfaisant
y = (y′⊗ In)Mt(n)
donne´e par
Mt(n) =


e1
e2
...
en


ou` ei est le i-ie`me vecteur de la base canonique de ℜn. Conside´rons aussi la matrice
Mdg(b,n) satisfaisant
(Ib⊗ y′) = (y′⊗ Ib)Mdg(b,n)
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donne´e par
Mdg(b,n) =
[
Ib⊗ e1 Ib⊗ e2 . . . Ib⊗ en
]
Conside´rons la relation suivante avec y ∈ ℜn et z ∈ ℜm
(y⊗ Iα⊗ z′) = ((y′⊗ In)Mt(n)⊗ Iα⊗ z′)
= (y′⊗ In⊗ Iα⊗ z′)(Mt(n)⊗ Imα)
=
(
y′⊗ (z′⊗ Inα)Mdg(nα,m)
)
(Mt(n)⊗ Imα)
= (y′⊗ z′⊗ Inα)
(
In⊗Mdg(nα,m)
)
(Mt(n)⊗ Imα)
De fac¸on similaire nous pouvons calculer la matrice Mtc( j,k) satisfaisant
(xtgi⊗′⊗ Imn j)Mtc( j,k) = (xtc jk ⊗ Ine jk ⊗ x(tgi−tc jk)⊗′⊗ Im)
c’est-a`-dire
Mtc( j,k) =
(
I
n
tc jk ⊗Mdg(n j,n(tgi−tc jk))⊗ Im
)(
Mt(ntc jk)⊗ Imne jk
)
B.2 Boucle ferme´e avec un retour de sortie dyna-
mique
Conside´rons le syste`me sous la forme{
x˙ = f (x)+G(x)u(x)
y = h(x) (B.19)
avec
f (x) =
g f
∑
i=1
Aixi (B.20)
G(x) =
gG∑
i=0
Bi(xi⊗ Im)
h(x) =
gh∑
i=1
Cixi
et une loi de commande donne´e par

x˙c = Acxc +Bcy
u(x) =
gu∑
i=1
Kiλiy
(B.21)
ou`
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λy =
[
y
xc
]
∈ ℜp+nc
Nous voulons exprimer la boucle ferme´e (B.19)-(B.21) sous la forme
˙λ = ˜f (λ)+ ˜G(λ)u˜(λ) (B.22)
avec
λ =
[
x
xc
]
∈ℜnλ
nλ = n+nc, et ˜f (λ) : ℜnλ 7→ ℜnλ , ˜G(λ) : ℜnλ 7→ ℜm×nλ et u˜(λ) : ℜnλ 7→ ℜm, sont res-
pectivement des fonctions de degre´ g f , gu et ghgu.
Par la suite nous pre´sentons les proce´dures pour construire les fonctions polyno-
miales ˜f (λ), ˜G(λ) et u˜(λ).
En utilisant la relation
xi = Me(n, i)
[
In 0n×nc
]i⊗Mc(nλ, i)λi
nous pouvons e´crire les termes de f (x) comme
Aixi = AiMe(n, i)
[
In 0n×nc
]i⊗Mc(nλ, i)λi (B.23)
Afin de de´crire le syste`me dans les coordonne´es λ nous introduisons
˜A1 =
[
A 0n+nc
BcC Ac
]
(B.24)
et pour i = 2, . . . ,g f :
˜Ai =
[
AiMe(n, i)
[
In 0n×nc
]i⊗Mc(nλ, i)
BcCiMe(n, i)
[
In 0n×nc
]i⊗Mc(nλ, i)
]
(B.25)
ce qui donne
˜f (x) =
g f
∑
i=1
˜Aiλi
Nous construisons les matrices de ˜G(λ) a` partir des relations
Bi(xi⊗ Im) = Bi
(
Me(n, i)
[
In 0n×nc
]i⊗Mc(nλ, i)⊗ Im)(λi⊗ Im)
Nous de´finissons donc
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˜Bi =
[
Bi
(
Me(n, i)
[
In 0n×nc
]i⊗Mc(nλ, i)⊗ Im)
0nc×mσ(nλ,i)
]
(B.26)
i = 0, . . . ,gG. Et ainsi nous avons
˜G(x) =
gG∑
i=0
˜Bi(λi⊗ Im)
Notons que duˆ a` la structure des matrices ˜Bi, l’entre´e u˜(λ) n’a pas une influence
directe sur la dynamique du controˆleur.
Conside´rons donc l’expression de la loi de commande polynomiale
u(λy) = K1λy +K2λ2y +K3λ3y + . . .+Kguλguy
avec
λy =
[
y
xc
]
=
[
C(x)
xc
]
∈ ℜp+nc
que nous voulons exprimer en fonction du vecteur λ, c’est-a`-dire, nous voulons trouver
u˜(λ) tel que u˜(λ) = u(λy). D’abord, re´e´crivons la sortie λy en fonction de λ :
λy =
gh∑
i=1
¯Ciλi
ou` ¯Ci ∈ℜp+nc×σ(nλ,i) sont les matrices donne´es par
¯C1 =
[
C1 0p×nc
0nc×n Inc
]
et
¯Ci =
[
CiMe(n, i)
[
In 0n×nc
]i⊗Mc(nλ, i)
0nc×σ(nλ,i)
]
pour i = 2, . . .gh. Ainsi, en de´finissant
¯C =
[
¯C1 ¯C2 . . . ¯Cgh
]
nous obtenons
λy = ¯C


λ
λ2
...
λgh


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Ensuite nous cherchons une expression pour le terme λiy, dans laquelle apparaˆıt
la matrice MCgh(i) qui sera pre´sente´e a` la fin de la section. Nous avons
λiy = Mc(p+nc, i)λi⊗y
= Mc(p+nc, i) ¯Ci⊗


λ
λ2
...
λgh


i⊗
= Mc(p+nc, i) ¯Ci⊗MCgh(i)


λi
λi+1
...
λigh


= C⋆i


λi
λi+1
...
λigh


Alors avec la matrice
˜C =


C⋆1 0σ(p+nc,1)×(σt(nλ,gugh)−σt(nλ,gh))
0σ(p+nc,2)×σt(nλ,1) C
⋆
2 0σ(p+nc,2)×(σt(nλ,gugh)−σt(nλ,2gh))
...
0σ(p+nc,i)×σt(nλ,i−1) C
⋆
i 0σ(p+nc,i)×(σt(nλ,gugh)−σt(nλ,igh))
...
0σ(p+nc,gu)×σt(nλ,gu−1) C
⋆
gu


nous pouvons e´crire
u˜(λ) =
[
K1 K2 . . . Kgu
]
˜C


λ
λ2
...
λgugh


= ˜K ˜C


λ
λ2
...
λgugh


Dans l’expression de la matrice C⋆i nous avons utilise´ la matrice MCgh, satisfaisant
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

λ
λ2
...
λgh

 = MCgh


λi
λi+1
...
λigh


on a donc
MCgh = Π
i−1
j=1
(
Mab(nλ,
[ j jgh ] ,[ 1 gu ])⊗ In(i−1− j)λ
)
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Annexe C
Donne´s des Exemples Nume´riques
C.1 Donne´es des exemples
C.1.1 Exemples du chapitre 3
Les matrices suivantes sont utilise´es pour repre´senter les syste`mes dans les diffe´-
rents exemples
Exemple 1
A =
[ −1.1 0.7
0.1 −0.6
]
; A2 =
[ −0.32 −0.2 −0.03
−0.2 −0.02 0.4
]
Exemple 2
A =
[
0 −1
1 −1
]
; A2 =
[
0 0 0
0 0 0
]
; A3 =
[
0 0 0 0
0 1 0 0
]
Exemple 3
A =
[ −2 0.5
−1.5 −1
]
; A2 =
[
0 0 0
0 0 1.5
]
; A3 =
[
2 0 0 0
0 2 2 0
]
A4 =
[
0 0 1 0 0
0 0 1 0 0
]
; A5 =
[ −0.5 0 0 0 3 0
0 0 0 3 0 −2
]
Exemple 4
A =
[ −1.1 0.7
0.1 −0.6
]
; A2 =
[
0.5 −1 0.1
−0.3 −1 0.5
]
Exemple 5
A =
[ −3 −1.6
1.3 −1
]
; A2 =
[ −1 1.8 0
0 5.5 2
]
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Exemple 6
A =
[
0 2
−2 −2
]
; A2 =
[
0.2 3 0
0.5 −2 −0.2
]
Exemple 7
A =

 −σ σ 01 −1 −√b(ρ−1)
−
√
b(ρ−1) −
√
b(ρ−1) −b

 ; A2 =

 0 0 0 0 0 00 0 −1 0 0 0
0 1 0 0 0 0

 ;
σ = 10; b = 83 ; ρ = 4
Exemple 8
A =

 0 −1 00 0 −1
−0.915 1 −1

 ; A2 =
[
0 0 0 0 0 0
0 0 0 0 0 0
]
;
A3 =
[
0 0 0 0 0 0 0 0 0 0
0 −0.915 0 0 0 0 0 0 0 0
]
Exemple 9 Pour n = 2 nous avons
A =
[ −1 0
0 −1
]
; A2 =
[
0 0 0
0 0 0
]
; A3 =
[
1 0 1 0
0 1 0 1
]
C.1.2 Exemples du chapitre 4
Exemple 1
A =
[ −1 0
1 2
]
; A2 =
[
0 1 0
1 0 0
]
Me(2,2); A3 =
[
1 0 0 0
0 1 0 0
]
Me(2,3)
B0 =
[
0
1
]
; B1 =
[
0 1
0 0
]
Exemple 2
A =

 0 1 00 0 1
0 0 0

 ; A2 =

 0 0 0 0 0 10 0 0 0 0 0
0 1 0 0 0 0

Me(3,2); A3 = 03×27
A4 =

 0 0 0 1 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Me(3,4)
B0 =

 0 00 1
1 0

 ; B1 =

 0 0 0 0 0 00 0 0 0 0 0
1 0 0 0 0 0


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Exemple 3
A1 =


0 1 0 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 1
0 0 1 0 0

 ;
A2 =


0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Me(5,2);
B0 =


1 0
0 0
0 1
0 0
1 1

 ; B1 =


0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0


Exemple 4
A1 =
[
0 1
1 0
]
; A2 =
[
0 0 0
1 0 0
]
B0 =
[
1
0
]
; B1 =
[
1 0
0 0
]
C1 =
[
1 2
]
; C2 =
[
0 0.5 0.5
]
Ac =
[ −4.989 −2.481
2.4814 0
]
; Bc =
[
1
0
]
Cc =
[ −0.0069 −0.8673 ] ; Dc = 2.320
La matrice de Lyapunov est donne´e par
Pνl =


1.8159 1.5968 −0.5255 −0.3997
1.5968 3.3718 −1.6777 −1.2655
−0.5255 −1.6777 7.1791 2.3302
−0.3997 −1.2655 2.3302 2.2509


C.2 Re´sultats nume´riques
C.2.1 Exemples du chapitre 3
Exemple 1 Matrice correspondante a` la premie`re ellipse obtenue en optimisant la
trace avec Mr = I2
Pν =
[
0.5761 0.2123
0.2123 1.2646
]
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Matrices obtenues apre`s deux iterations de recherche alterne´e avec Mr, correspondant
a` l’ellipse noire dans la figure 3.3
Pν =
[
0.2927 0.0027
0.0027 0.5127
]
Mr =
[
0.3425 −0.1272
−0.1272 0.3056
]
Matrice correspondante a` la premie`re ellipse obtenue en minimisant l’angle entre le
gradient dans les points d’e´quilibre et les vecteurs dans la direction de ces points
Pν =
[
0.7556 −0.5678
−0.5678 1.4328
]
Matrices obtenues en cherchant la plus grande courbe de niveau de la fonction pre´-
ce´dente, nous obtenons Pνo = 11.65Pν et la matrice Mr suivante
Pνo =
[
0.4568 −0.3433
−0.3433 0.8663
]
Mr =
[
0.6672 −0.6657
−0.6657 0.9440
]
Exemple 2 La matrice suivante correspond a` l’ellipsoide en rouge de la figure 3.5
P2 =
[
1.5 −0.5
−0.5 1
]
Les matrices suivantes correspondent a` l’optimisation de la courbe de niveau de la
fonction de´finie par la matrice pre´ce´dente
P2 =
[
0.6509 −0.2169
−0.2169 0.4393
]
Mr =
[
0.4325 −0.0015
−0.0015 0.4321
]
La matrice de degre´ 4 obtenue en maximisant l’ensemble inte´rieur donne´ par une
courbe de niveau de la fonction de´finie par la matrice pre´ce´dente est donne´e par
P4 =


0.4583 −0.1334 0 0 0
−0.1334 0.2829 0 0 0
0 0 0.0009 0.0127 −0.0043
0 0 0.0127 0.1696 −0.0577
0 0 −0.0043 −0.0577 0.0196


Exemple 3 Matrice obtenue en optimisant la trace (Trace(P2) = 2.1588)
P2 =
[
0.9905 −0.3114
−0.3114 1.1683
]
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Exemple 4 Fonctions de degre´ 4, matrices de´finissant les courbes de niveau. Ma-
trice obtenue en maximisant l’ensemble inte´rieur Trace(P4) = 3.5571, corresponds a`
la courbe vert clair
P4 =


0.8762 0.4711 −0.0054 −0.0149 0.003
0.4711 0.8510 0.2366 0.3753 −0.0959
−0.0054 0.2366 0.5981 0.3060 −0.1570
−0.0149 0.3753 0.3060 1.1727 −0.2154
0.0030 −0.0959 −0.1570 −0.2154 0.0592


en optimisant la trace, courbe vert fonce´ Trace(P4) = 2.4362
P4 =


1.1677 0.5917 0.1622 0.3361 −0.0700
0.5917 0.8061 0.0320 0.2204 −0.0703
0.1622 0.0320 0.0787 0.0815 −0.0041
0.3361 0.2204 0.0815 0.3480 −0.1009
−0.0700 −0.0703 −0.0041 −0.1009 0.0356


Fonctions de degre´ 6, matrices de´finissant les courbes de niveau. Matrice obtenue
en maximisant l’ensemble inte´rieur Trace(P4) = 5.3232
P6 =


0.9780 0.4315 0.0193 −0.1720 −0.0786
0.4315 0.8041 −0.0175 0.1589 0.0717
0.0193 −0.0175 0.0153 −0.1009 −0.0303
−0.1720 0.1589 −0.1009 0.7685 0.3017
−0.0786 0.0717 −0.0303 0.3017 0.1972
−0.1602 0.1553 −0.0684 0.5589 0.2340
−0.2775 0.2667 −0.0831 0.8901 0.5049
−0.0462 0.0365 −0.0340 0.2713 0.1788
0.1038 −0.1009 0.0252 −0.2945 −0.1932
−0.1602 −0.2775 −0.0462 0.1038
0.1553 0.2667 0.0365 −0.1009
−0.0684 −0.0831 −0.0340 0.0252
0.5589 0.8901 0.2713 −0.2945
0.2340 0.5049 0.1788 −0.1932
0.4758 0.7801 0.1653 −0.2813
0.7801 1.6299 0.3275 −0.5985
0.1653 0.3275 0.2196 −0.1294
−0.2813 −0.5985 −0.1294 0.2347


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en optimisant la trace, courbe magenta fonce´ Trace(P6) = 2.2061
P6 =


0.9247 0.5682 0.185 0.2918 0.1779
0.5682 0.8283 0.0501 0.0792 0.0463
0.185 0.0501 0.0568 0.0897 0.0542
0.2918 0.0792 0.0897 0.1416 0.0854
0.1779 0.0463 0.0542 0.0854 0.0528
0.2125 0.0564 0.065 0.1025 0.0627
−0.0122 −0.0019 −0.0034 −0.0053 −0.0041
0.2106 0.0563 0.0645 0.1018 0.062
−0.1784 −0.0485 −0.0548 −0.0866 −0.0522
0.2125 −0.0122 0.2106 −0.1784
0.0564 −0.0019 0.0563 −0.0485
0.065 −0.0034 0.0645 −0.0548
0.1025 −0.0053 0.1018 −0.0866
0.0627 −0.0041 0.062 −0.0522
0.0748 −0.0044 0.0741 −0.0627
−0.0044 0.0008 −0.0042 0.0032
0.0741 −0.0042 0.0734 −0.0622
−0.0627 0.0032 −0.0622 0.0529


Fonctions de degre´ 8, en optimisant l’ensemble inte´rieur, courbe bleu fonce´ Trace(P8)=
15.3784
P8 =


1.0303 0.4263 0.0771 0.0611 −0.0617 −0.1379 −0.1331 0.0169
0.4263 0.9148 −0.0888 −0.0697 0.0711 0.1585 0.153 −0.0194
0.0771 −0.0888 0.1762 −0.1856 −0.1557 −0.1034 −0.3133 −0.1936
0.0611 −0.0697 −0.1856 2.0929 0.3875 −0.5118 −0.0768 0.2777
−0.0617 0.0711 −0.1557 0.3875 0.1742 0.0566 0.2059 0.1203
−0.1379 0.1585 −0.1034 −0.5118 0.0566 0.4426 0.1763 −0.3047
−0.1331 0.153 −0.3133 −0.0768 0.2059 0.1763 0.875 0.6883
0.0169 −0.0194 −0.1936 0.2777 0.1203 −0.3047 0.6883 1.4094
0.1528 −0.1757 0.158 0.2502 −0.13 −0.4362 −0.2013 0.3642
−0.0761 0.0877 −0.2662 0.5825 0.2533 −0.0091 0.4418 0.4132
0.0843 −0.0971 −0.1582 0.0196 0.0176 −0.5329 0.9571 2.1593
0.2425 −0.2788 0.1211 0.9153 −0.0581 −0.8609 0.0142 1.1464
−0.1497 0.172 0.0319 −0.7883 −0.0446 0.6604 −0.301 −1.2663
−0.0355 0.0407 0.0353 −0.2834 −0.0394 0.1918 −0.1394 −0.4294
0.1528 −0.0761 0.0843 0.2425 −0.1497 −0.0355
−0.1757 0.0877 −0.0971 −0.2788 0.172 0.0407
0.158 −0.2662 −0.1582 0.1211 0.0319 0.0353
0.2502 0.5825 0.0196 0.9153 −0.7883 −0.2834
−0.13 0.2533 0.0176 −0.0581 −0.0446 −0.0394
−0.4362 −0.0091 −0.5329 −0.8609 0.6604 0.1918
−0.2013 0.4418 0.9571 0.0142 −0.301 −0.1394
0.3642 0.4132 2.1593 1.1464 −1.2663 −0.4294
0.4865 −0.1025 0.7047 0.9073 −0.6869 −0.1932
−0.1025 0.4812 0.4007 0.1144 −0.2966 −0.1298
0.7047 0.4007 3.5324 1.8871 −1.9975 −0.6516
0.9073 0.1144 1.8871 2.0495 −1.6888 −0.5233
−0.6869 −0.2966 −1.9975 −1.6888 1.5501 0.496
−0.1932 −0.1298 −0.6516 −0.5233 0.496 0.1634


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En optimisant la trace, courbe bleu clair Trace(P8) = 2.2837
P8 =


0.8917 0.591 0.1596 0.2461 0.162 0.1807 −0.0204 0.2159
0.591 0.9235 0.0549 0.1 0.048 0.0578 0.0045 0.07
0.1596 0.0549 0.0476 0.0737 0.0482 0.0538 −0.0058 0.0643
0.2461 0.1 0.0737 0.1232 0.07 0.0807 −0.0022 0.097
0.162 0.048 0.0482 0.07 0.0511 0.0557 −0.0093 0.0663
0.1807 0.0578 0.0538 0.0807 0.0557 0.0615 −0.0085 0.0734
−0.0204 0.0045 −0.0058 −0.0022 −0.0093 −0.0085 0.0058 −0.0098
0.2159 0.07 0.0643 0.097 0.0663 0.0734 −0.0098 0.0875
−0.1136 −0.0351 −0.0338 −0.05 −0.0354 −0.0388 0.0059 −0.0463
−0.0203 −0.0131 −0.0062 −0.0132 −0.0044 −0.0059 −0.002 −0.0073
0.1409 0.0564 0.0422 0.07 0.0403 0.0463 −0.0016 0.0556
0.0456 0.0128 0.0135 0.0192 0.0146 0.0158 −0.003 0.0188
−0.0008 0.0074 −0.0001 0.0044 −0.0024 −0.0014 0.0034 −0.0014
−0.0647 −0.0388 −0.0196 −0.0402 −0.0149 −0.0194 −0.0049 −0.0238
−0.1136 −0.0203 0.1409 0.0456 −0.0008 −0.0647
−0.0351 −0.0131 0.0564 0.0128 0.0074 −0.0388
−0.0338 −0.0062 0.0422 0.0135 −0.0001 −0.0196
−0.05 −0.0132 0.07 0.0192 0.0044 −0.0402
−0.0354 −0.0044 0.0403 0.0146 −0.0024 −0.0149
−0.0388 −0.0059 0.0463 0.0158 −0.0014 −0.0194
0.0059 −0.002 −0.0016 −0.003 0.0034 −0.0049
−0.0463 −0.0073 0.0556 0.0188 −0.0014 −0.0238
0.0246 0.0035 −0.0287 −0.0101 0.0012 0.0114
0.0035 0.0023 −0.0074 −0.0011 −0.0018 0.0065
−0.0287 −0.0074 0.0398 0.0111 0.0023 −0.0225
−0.0101 −0.0011 0.0111 0.0042 −0.0009 −0.0037
0.0012 −0.0018 0.0023 −0.0009 0.0023 −0.0049
0.0114 0.0065 −0.0225 −0.0037 −0.0049 0.0187


Exemple 5
P4 =


2.7629 0.6843 −0.0971 0.0608 0.3149
0.6843 2.4355 0.0386 0.6398 −0.5309
−0.0971 0.0386 0.9310 0.2890 −0.1252
0.0608 0.6398 0.2890 1.5782 0.4608
0.3149 −0.5309 −0.1252 0.4608 0.5962


Exemple 6
P2 =

 7.7298 −7.4291 0.5542−7.4291 15.2085 −7.6481
0.5542 −7.6481 7.9774


Exemple 7 Les re´gions de la figure 4 sont de´finies par les matrices suivantes :
P2 =

 0.0829 0.1092 0.05340.1092 0.9485 −0.2378
0.0534 −0.2378 0.4432


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pour l’ellipso¨ıde et pour la fonction de degre´ 4 :
P4 =


0.0798 0.1126 0.0560 −0.0001 0.0073
0.1126 0.9801 −0.2382 −0.0110 −0.0360
0.0560 −0.2382 0.4527 −0.0026 0.0116
−0.0001 −0.0110 −0.0026 0.0215 0.0067
0.0073 −0.0360 0.0116 0.0067 0.0068
0.0033 −0.0211 0.0113 −0.0008 0.0030
0.0084 −0.0507 0.0189 0.0083 0.0094
−0.0037 0.0277 −0.0070 0.0013 −0.0031
0.0063 −0.0018 0.0037 0.0066 0.0030
0.0033 0.0084 −0.0037 0.0063
−0.0211 −0.0507 0.0277 −0.0018
0.0113 0.0189 −0.0070 0.0037
−0.0008 0.0083 0.0013 0.0066
0.0030 0.0094 −0.0031 0.0030
0.0038 0.0054 −0.0002 0.0037
0.0054 0.0138 −0.0035 0.0050
−0.0002 −0.0035 0.0091 0.0105
0.0037 0.0050 0.0105 0.0206


C.2.2 Exemples du chapitre 4
Exemple 1 Gain line´aire
K1 =
[ −1.4141 −4.2902 ]
Boucle ferme´e avec ce gain
A =
[ −1 0
−0.4141 −2.2902
]
; A2 =
[
0 −0.4141 −4.2902
1 0 0
]
;
A3 =
[
1 0 0 0
0 1 0 0
]
La matrice de´finissant la ERA de la figure 4.2 est donne´e par
P4 =


1.7091 −0.6392 0.0233 −0.1747 −0.2149
−0.6392 1.0387 −0.0045 −0.3071 −0.0793
0.0233 −0.0045 0.0315 0.0521 −0.1880
−0.1747 −0.3071 0.0521 0.7681 −0.0691
−0.2149 −0.0793 −0.1880 −0.0691 1.2072


et satisfait Trace(P4) = 4.7548. La matrice Mr est donne´e par
Mr =


1.7595 −0.6263 0.2509 0.2696 0.0570
−0.6263 2.4059 0.2668 −0.1501 −0.4442
0.2509 0.2668 2.1465 −0.1362 0.2356
0.2696 −0.1501 −0.1362 2.8806 0.2742
0.0570 −0.4442 0.2356 0.2742 3.0537


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Gains line´aire et quadratique
K1 =
[ −0.7319 −4.4623 ]
K2 =
[ −1.0012 −0.0176 −0.2798 0.3968 ]
Boucle ferme´e correspondante
A =
[ −1 0
0.2680 −2.4623
]
; A2 =
[
0 0.2680 −4.4623
−0.0012 −0.2975 0.3968
]
;
A3 =
[
1 −1.0012 −0.2975 0.3968
0 1 0 0
]
La matrice de´finissant la ERA de la figure 4.3 est de´finie par
P4 =


1.1734 −0.1795 0.0567 0.0679 −0.3935
−0.1795 0.5878 −0.0175 −0.2465 0.0863
0.0567 −0.0175 0.0381 0.0407 −0.2653
0.0679 −0.2465 0.0407 0.7260 −0.1776
−0.3935 0.0863 −0.2653 −0.1776 1.8634


La matrice Mr est donne´e par
Mr =


1.3317 −0.3472 0.1489 0.1821 0.1104
−0.3472 2.5607 0.2824 0.2159 0.1092
0.1489 0.2824 1.5800 −0.2280 −0.0568
0.1821 0.2159 −0.2280 2.4934 −0.0631
0.1104 0.1092 −0.0568 −0.0631 2.8947


Exemple 2 Le gain line´aire
K1 =
[ −0.3189 −0.5240 −0.8589
−9.5700 10.9382 2.2819
]
Les matrices de la boucle ferme´e
˜A1 =

 0 1 0−9.5700 −10.9382 3.2820
−0.3189 −0.5240 −0.8589


˜A2 =

 0 0 0 0 0 10 0 0 0 0 0
−0.3189 0.4760 −0.8589 0 0 0


Nous avons ˜A3 = A3, ˜A4 = A4. La matrice de l’estimation de la RA
P1 =

 1.2018 0.0888 −0.07640.0888 0.1338 0.0048
−0.0764 0.0048 0.7340


Gains obtenus avec gu = 2
K1 =
[
1.4656 0.1168 −15.2319
−9.6129 −11.0340 2.2932
]
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K2 =
[
2.1014 0.4565 −14.8426 0.0013 0.0008 0
0.0016 0.0012 −0.0072 0.0025 0.0018 −0.0170
]
Les matrices de la boucle ferme´e
˜A1 =

 0 1.0000 0−9.6129 −11.0340 3.2932
1.4656 0.1168 −15.2319


˜A2 =

 0 0 0 0 0 10.0016 0.0012 −0.0072 0.0025 0.0018 −0.0170
3.5670 1.5733 −30.0745 0.0013 0 0


˜A3 =

 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0
2.1014 0.4565 −14.8426 0.0013 0 0 0 0 0 0


et ˜A4 = A4. La matrice correspondante a` la ERA est donne´e par
P1 =

 1.1735 0.0868 0.00240.0868 0.1335 0.0109
0.0024 0.0109 0.1157


Gains obtenus avec gu = 3
K1 =
[ −0.2907 −0.4358 −3.1823
−4.2986 −2.9330 0.6544
]
K2 =
[
0.2832 −0.5661 −2.3188 0.0003 −0.0001 0
−0.0001 0 0.0072 0 −0.0015 −0.0875
]
K3 =
[ −0.2270 0.4016 −0.9274 −0.0291 0
−0.5501 −2.3356 0 −0.5677 0.0036
0.0002 −0.0001 −0.8693 0 −1.0000
−0.5421 −2.3338 −0.0013 −2.3384 0
]
et la boucle ferme´e :
˜A1 =

 0 1 0−4.2986 −2.9330 1.6544
−0.2907 −0.4358 −3.1823

 ;
˜A2 =

 0 0 0 0 0 1.00000 0 0.0072 0 −0.0015 −0.0875
−0.0076 −0.0019 −5.5010 0 0 0

 ;
˜A3 =

 0 0 0 0 0−0.5501 −2.3356 0 −0.5678 0.0036
0.0561 −0.1645 −3.2461 −0.0288 0
0 0 0 0 0
−0.5421 −2.3338 −0.0013 −2.3384 0
0 0 −0.8693 0 −1.0000

 ;
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˜A4 =

 0 0 0 1 0 0 00 0 0 0 0 0 0
−0.2270 0.4016 −0.9274 −0.0291 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
−0.8693 0 −1.0000 0 0 0 0 0

 ;
La matrice de la fonction quadratique est
P1 =

 0.9095 0.0714 0.00790.0714 0.1482 0.0182
0.0079 0.0182 0.1358


Exemple 3 Les matrices de la boucle ouverte
A1 =


0 1 0 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 1
0 0 1 0 0

 ;
A2 =

 02×150 0 0 1 01×11
02×15


B0 =


1 0
0 0
0 1
0 0
1 1

 ;
B1 =


0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0

 ;
Le gain line´aire
K1 =
[ −0.7541 −1.9348 −0.2290 −3.0115 −2.1025
−0.1226 −0.5370 −0.5313 −1.0946 −1.0192
]
;
La boucle ferme´e devient
˜A1 =


−0.7541 −0.9348 −0.2290 −3.0115 −2.1025
0 0 0 1 0
−0.1226 −0.5370 −0.5313 −1.0946 −1.0192
0 0 0 0 1
−0.8767 −2.4718 0.2397 −4.1061 −3.1217

 ;
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˜A′2 =


0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
−0.1226
−0.7541
0
0
−0.5370
−2.4661
−1.0946
−1.0192
−0.2290
−3.0115
−2.1025
0
0
0
0
0
0
1.0000
0
0
0
0
0
0
0
0
0
0
0
0
−0.1226
0
0
−0.7541
−0.5370
−0.5313
−1.0946
−2.9540
0
0
−0.2290
0
−3.0115
−2.1025
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0


et l’estimation de la re´gion d’attraction est donne´e par
Pgu1 =


4.4595 2.8152 −5.2280 4.2935 −0.6178
2.8152 15.7650 1.5561 13.6405 10.5977
−5.2280 1.5561 16.2824 −2.7390 4.3579
4.2935 13.6405 −2.7390 23.4634 11.5673
−0.6178 10.5977 4.3579 11.5673 18.2604

 ;
Les gains line´aire et quadratique
K1 =
[ −0.3574 −0.9374 −0.1342 −1.4177 −1.0110
−0.0741 −0.3835 −0.4433 −0.8114 −0.7903
]
;
K2 =
[
0 0.2424 −0.0689 −0.0294 −0.4354 0.7211 −0.0226 1.2265
0 −0.1156 −0.0806 −0.3415 0.2372 −0.3296 −0.2684 −0.5460
−0.0826 0.0361 −0.2609 −0.3059 0 −1.8185 −1.2491
0.1770 −0.0495 −0.3236 −0.1553 0.0001 0.9688 0.6760
]
;
˜A1 =


−0.3574 0.0626 −0.1342 −1.4177 −1.0110
0 0 0 1 0
−0.0741 −0.3835 −0.4433 −0.8114 −0.7903
0 0 0 0 1
−0.4315 −1.3209 0.4225 −2.2291 −1.8013

 ;
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˜A′2 =


0
0.2424
−0.0689
−0.0294
−0.4354
0.7211
−0.0226
1.2265
−0.0826
0.0361
−0.2609
−0.3059
0
−1.8185
−1.2491
0
−0.0741
−0.3574
0
0
−0.3835
−1.3807
−0.8114
−0.7903
−0.1342
−1.4177
−1.0110
0
0
0
0
−0.1156
−0.0806
0.6585
0.2372
−0.3296
−0.2684
−0.5460
0.1770
−0.0495
−0.3236
−0.1553
0.0001
0.9688
0.6760
0
−0.0741
0
0
−0.3574
−0.3835
−0.4433
−0.8114
−1.7277
0
0
−0.1342
0
−1.4177
−1.0110
0
0.1268
−0.1495
−0.3709
−0.1982
0.3915
−0.2910
0.6805
0.0944
−0.0134
−0.5845
−0.4612
0.0001
−0.8497
−0.5731


;
˜A3 =


01×35
A3(2)′
01×35
A3(4)′
01×35

 ;
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A3(2) =


0
0
0
0
0
−0.1156
0.1618
−0.3415
0.2372
−0.0689
−0.0294
−0.4354
0
0
0
−0.3296
0.4527
−0.5460
0.1770
−0.0721
0.9029
−0.2379
0.0001
0.9688
0.6760
0.0361
−0.2609
−0.3059
0
−1.8185
−1.2491
0
0
0
0


; A3(4) =


0
0
0
0
0
−0.1156
−0.0806
−0.3415
0.4796
0
0
−0.0689
0
−0.0294
−0.4354
−0.3296
−0.2684
−0.5460
0.8981
−0.0495
−0.3236
−0.1779
0.0001
2.1953
0.5934
0
0
0.0361
0
−0.2609
−0.3059
0
0
−1.8185
−1.2491


;
Pgu2 =


3.3242 3.2064 −2.8975 3.1352 −0.0183
3.2064 13.5800 −0.2284 11.8652 7.7005
−2.8975 −0.2284 9.4313 −2.7145 1.9517
3.1352 11.8652 −2.7145 17.9359 9.4788
−0.0183 7.7005 1.9517 9.4788 13.4261

 ;
C.2.3 Exemples du chapitre 5
Exemple 1 Les matrices de la boucle ferme´e
A1 =
[
0 1
−1 −2
]
;B0 =
[
0
1
]
;
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K1 =
[ −1 −2 ] ;K2 = [ 0 −1 −0.5 ] ;
Les valeurs de T et W pour u0 = 1
T = 1.4497; W =
[ −0.3165 −0.7246 0.0046 −0.5117 −0.2276 ]
pour u0 = 0.5
T = 0.6794; W =
[ −0.2538 −0.5840 −0.0026 −0.5028 −0.2377 ]
et pour u0 = 0.1
T = 0.0708; W =
[ −0.1831 −0.42644 −0.0283 −0.4656 −0.2603 ]
Exemple 2 Pour la loi de commande line´aire la matrice Mrs correspondant a` la
ERA obtenue en utilisant la fonction de Lyapunov obtenue dans le chapitre pre´ce´dent
et les valeurs de T et W sont donne´es par
Mrs =


3.5352 0.0419 −0.2857 −0.0080 −0.2713
0.0419 4.3312 0.0865 −0.1938 −0.4699
−0.2857 0.0865 3.151 0.0567 0.1774
−0.0080 −0.1938 0.0567 3.0867 0.2073
−0.2713 −0.4699 0.1774 0.2073 3.4067
0.2395 0.1527 −0.0276 0.0131 −0.0313
0.07981 0.2953 0.0270 −0.0040 −0.0234
0.2295 0.3638 −0.0199 −0.0172 −0.0878
0.2462 0.7419 0.0204 −0.0692 −0.1748
0.2395 0.0798 0.22950 0.2462
0.1527 0.2953 0.3638 0.7419
−0.0276 0.0270 −0.0199 0.0204
0.0131 −0.0040 −0.0172 −0.0692
−0.0313 −0.0234 −0.0878 −0.1748
3.0814 0.0370 0.0751 0.0709
0.0370 2.9958 0.0543 0.1279
0.0751 0.0543 3.0697 0.1455
0.0709 0.1279 0.1455 3.3352


T = 0.1756; W =
[
0.2523 −2.9508 −0.6867 0.4307 −0.1903 ]
La nouvelle estimation de forme ellipso¨ıdale est de´finie par la matrice
Pν =
[
2.6725 0.9075
0.9075 6.4895
]
avec les matrices
T = 0.2604; W =
[ −0.8791 −2.3314 −0.7189 0.6203 0.0636 ]
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Mrs =


2.2289 0.2627 −0.0387 −0.4062 −0.1184
0.2627 2.3235 −1.5745 1.4922 0.3450
−0.0387 −1.5745 6.2230 −0.4171 −0.8958
−0.4062 1.4922 −0.4171 7.0769 −3.8243
−0.1184 0.3450 −0.8958 −3.8243 7.7500


Pour la loi de commande quadratique les valeurs pour l’estimation avec la fonction
de degre´ 4 sont
Mrs =


3.3547 −0.1321 0.0191 0.1021 0.2465 0.1399 0.0363 0.1152 0.0817
−0.1321 3.7700 0.1746 0.3515 1.0545 0.0541 0.2032 0.1654 0.7750
0.0191 0.1746 3.4101 0.0339 0.1912 0.0202 0.0427 0.0104 0.0510
0.1021 0.3515 0.0339 3.3789 0.1963 0.0340 0.0389 0.0413 0.1247
0.2465 1.0545 0.1912 0.1963 4.1147 0.0516 0.0748 0.1251 0.1832
0.1399 0.0541 0.0202 0.0340 0.0516 3.4422 0.0342 0.0810 0.0202
0.0363 0.2032 0.0427 0.0389 0.0748 0.0342 3.3155 0.0069 0.1426
0.1152 0.1654 0.0104 0.0413 0.1251 0.0810 0.0069 3.3316 0.0198
0.0817 0.7750 0.0510 0.1247 0.1832 0.0202 0.1426 0.0198 3.8721


T = 0.0919; W =
[ −0.5855 −2.7461 −0.3783 0.7789 −0.2468 ]
et la nouvelle estimation de forme ellipso¨ıdale est de´finie par la matrice
Pν =
[
1.9474 1.1517
1.1517 6.2228
]
avec
T = 0.3079; W =
[ −0.6682 −2.3952 −0.9414 0.7684 0.0260 ]
Mrs =


0.3352 −0.0531 0.1404 −0.2687 0.7150
−0.0531 0.9754 −0.4328 0.0090 1.4365
0.1404 −0.4328 4.2199 0.4284 6.3756
−0.2687 0.0090 0.4284 2.3389 −0.6902
0.7150 1.4365 6.3756 −0.6902 21.5737


Exemple 3 Nous pre´sentons d’abord les re´sultats obtenus pour la loi de commande
avec gu = 2. Pour le seuil de saturation u0(1) = 3
T =
[
3.2867 0
0 6.1280
]
; P =

 22.7660 1.6857 0.04821.6857 2.5910 0.2115
0.0482 0.2115 2.2449


W =
[ −0.5305 −0.8854 −4.2915 −4.3706 −3.2284
−9.6088 −11.0197 2.2911 0.0096 −0.0008
−0.2696 −0.1873 −1.4706 0.0111
−0.0109 −0.0064 0.0044 −0.0205
]
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Pour le seuil de saturation u0(2) = 3
T =
[
88.8242 0
0 52.8332
]
; P =

 1.8776 0.1390 0.00400.1390 0.2137 0.0174
0.0040 0.0174 0.1851


W =
[
0.2653 −0.3289 −17.5642 −1.5777 −2.8217
−1.3899 −1.2045 0.2516 1.7362 0.1501
−13.7415 −0.2663 −2.5458 −0.2008
0.1519 0.0046 0.1116 0.2365
]
Pour les deux entre´es saturantes u0(1) = 3 et u0(2) = 3
T =
[
3.3480 0
0 6.7590
]
; P =

 22.7660 1.6857 0.04821.6857 2.5909 0.2115
0.0482 0.2115 2.2448


W =
[ −0.0944 −0.6122 −4.0622 1.2951 0.7455
−6.7012 −2.3650 0.5255 0.0510 −0.2189
−2.4690 −0.1035 −2.4213 −0.2148
−0.7861 0.1273 −0.1159 −1.3849
]
Maintenant nous pre´sentons les re´sultats obtenus pour la loi de commande avec
gu = 3. Pour le seuil de saturation u0(1) = 3 :
T =
[
3.9780 0
0 11.1604
]
; P =

 3.4563 0.2717 0.03020.2717 0.5635 0.0695
0.0302 0.0695 0.5163


W =
[ −0.7091 −0.6542 −2.0465 0.0354 0.1592
−3.1156 −4.2287 0.8874 0.0058 −0.0955
−0.6465 0.2410 −0.2689 0.0217
−0.9045 0.0391 −0.4749 −0.6422
]
Pour le seuil de saturation u0(2) = 3
T =
[
17.2591 0
0 10.5060
]
; P =

 2.5467 0.2002 0.02230.2002 0.4152 0.0512
0.0223 0.0512 0.3805


W =
[ −1.1914 −0.8118 −7.3784 −1.5724 −3.4633
−1.5141 −1.6648 0.6040 0.8116 0.7186
−2.7829 −0.3946 −1.6930 0.0330
1.2076 0.0314 0.1667 0.1201
]
Et pour les deux entre´es saturantes u0(1) = u0(2) = 3
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T =
[
5.2418 0
0 7.7398
]
; P =

 3.7291 0.2931 0.03260.2931 0.6079 0.0749
0.0326 0.0749 0.5570


W =
[ −0.8314 −0.3085 −2.1099 0.5512 −0.2251
−2.1394 −2.0745 0.4955 −0.3516 −0.3021
−0.7136 0.1425 −0.4518 0.0009
−0.8330 −0.0634 −0.3846 −0.6378
]
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