Using a reference molecular atlas to ensure self-consistency of wavelength calibration Rad. Transf., 186, 221 (2016)). The analysis also included high-level ab initio calculations of potential energy curves, transition moments and spin-orbit coupling constants and these were used in preparing the model, extending the potential range of applicability. The results are available in a variety of formats to suit possible applications, including the experimental spectrum in ASCII, a detailed line list with positions and Einstein A coefficients, and a PGOPHER input file to synthesize the spectrum at selectable temperature and resolution.
Introduction
The first positive system of the N 2 electronic transition appears readily in most discharges containing air or nitrogen. It occurs in emission spectra from the Earth's upper atmosphere, associated with phenomena including aurorae [1] , sprites [2, 3] , and falling meteoroids, such as Leonid meteor showers [4] . The transitions all involve the B 3 Π g state, with the strongest transitions to the A 3 Σ u + state and weaker contributions from transitions involving the B' ³Σ u − and W ³Δ u states. These electronic transitions between excited states have been extensively studied in the past, as have many other band systems of neutral and ionic forms of N 2 , but they do not figure in standard data bases for atmospheric absorption, such as HITRAN [5] . The A 3 Σ u + state of N 2 is metastable, making it possible to detect B-A transitions in absorption in the laboratory, as well as in emission. The Lyon group became motivated to re-record the spectrum in the near-IR because they recognized contributions from the B-A system of 14 N 2 around 13000 cm −1 in an intracavity absorption experiment [6] , where traces of air had leaked into a vacuum discharge cell. Although N 2 bands were of no spectroscopic interest in this context, they clearly had potential to provide independent calibration markers. Boesch and Reiners [7] recently pointed out that a (microwave) nitrogen discharge produces an extensive spectrum with many thousands of lines, and that spectral line lists from N 2 could provide useful wavelength calibration for high-resolution astrophysical spectrographs. To this end, they recorded the spectrum on a Fourier transform spectrometer, and reported transition wavenumbers and intensities, mostly without assignments, for lines in the 4500-11000 cm −1 region. Their work stopped short of the Ti:sapphire laser wavelengths, where electronic transitions provide signatures of first row transition metal hydrides and oxides in spectra of cool stars [8] . We have extended their N 2 discharge 'atlas', recording emission from a hollow cathode discharge up to 15700 cm −1 by Fourier transform spectrometry, so that the spectrum (in electronic format) could be matched to measurements from a different environment. We supply the raw spectrum, corrected for instrumental intensity response, as an ascii data file and as a simple peak list. However, because the conditions of production of N 2 will vary according to situation (type of discharge, pressure, temperature), comparisons will sometimes be more meaningful using a reference spectrum generated from reliable spectral parameters. The second objective of this work is therefore to present a global analysis of the transitions making up the N 2 atlases (taking all the unassigned lines of ref. [7] , plus the new near-IR data), giving parameters from fits to what are now accepted as standard Hamiltonians for following IUPAC recommendations [12] . The line assignments are unchanged from the detailed investigations on triplet transitions in 14 N 2 carried out notably by groups in France in the 1970's and 1980's [13] [14] [15] [16] [17] [18] [19] , but the parameters derived here have higher precision in many cases. They are otherwise essentially identical to the earlier work once the definitions of the parameters are taken into account, so we do not discuss the spectroscopic parameters in detail. We do however examine A D and γ as our increased precision allows these to be determined separately; in most cases these are completely correlated [20] . As well as conventional tables of constants, we supply the information as input for PGOPHER, a widely used program for simulating and fitting rotational, vibrational and electronic spectra [21] [22] [23] .
Experiment
To complement the data published in ref. [7] , we recorded N 2 emission from 9000 to 15700 cm −1 at Doppler-limited resolution, on a Fourier transform spectrometer. The discharge hollow-cathode head was adapted from a sputter source [24] , and consists of a cylindrical hole bored through a water-cooled copper body. Dry N 2 enters this system via a mass flow regulator (40 standard cm 3 /min) through this aperture. The pressure inside the vacuum chamber was maintained around 1 mbar. The lower edge of the system has two chromium cathode plates, fixed either side of a 1.2 mm slit centred on the gas duct. The anode is a copper loop, held in place about 5 mm below the cathode. The entire source is mounted on a primary vacuum chamber, with viewing ports to send light to the spectrometer via a steering mirror and focusing lens. The discharge ran at 150 mA, 600 V for about 2½ hours to record a rotationally-resolved spectrum at an instrumental resolution of 0.023 cm −1 , averaging 80 scans. The spectrum was recorded using a Si-avalanche photodiode, which has a sharp peak in response around 960 nm. Raw intensities were therefore corrected using an instrumental intensity response function (deduced from the spectrum of a standard 100 W halogen bulb).
Typical full-width half-maximum linewidths were 0.04-0.05 cm −1 , and we estimate peak position uncertainties ~ 0.005 cm −1 for unblended lines of N 2 . As noted by Reiners and coworkers [7] systematic calibration errors in the wavenumber scale can arise if the apertures of the FT instrument are not correctly set, or if the optical injection is imperfect. Below 11000 cm −1 , we compared peaks in our spectrum with the carefully recalibrated data from Boesch & Reiners. At higher wavenumbers, we compared peaks of atomic Cr I, Cu I and N I lines with reference wavenumbers taken from the NIST atomic data base [25] , and a selection of peaks from spectra reported in [14] . A linear correction was applied to the raw wavenumber scale of our FT spectrum to minimize the differences (scattered between −0.008 and +0.021 cm −1 ).
Most of the N I peaks measured on our spectrum were at slightly higher wavenumber than given in NIST tables (N I lines are quoted to 2 decimal places), whilst the N 2 lines around 15000 cm −1 were generally lower than those from the various spectra recorded at Laboratoire Aimé Cotton [14] . A final adjustment to the wavenumber scale of +0.001 cm −1 (at 9000 cm −1 ) to -0.004 cm −1 (at 15500 cm −1 ) was made to produce a self-consistent overall frequency scale for all the data, by ensuring that a selection of the stronger peaks measured above 11000 cm −1 matched wavenumbers calculated from constants derived from an initial fit to the Boesch and Reiners data alone. An overview of our spectrum is shown in Figure 1 . 
Ab initio calculations
To assist in the simulation of the spectra, ab initio calculations for the four electronic states of interest were performed using MOLPRO 2010.1 [26, 27] . [27] . Transition dipole moments and spin-orbit matrix elements were also calculated, the later using the BreitPauli Hamiltonian. To investigate convergence with respect to basis set size and active space, a series of calculations were performed at a bond length, r, of 1.3 Å, close to the average equilibrium geometries of the four states; these are tabulated in Table S1 . It is clear from the table that calculations are converged with respect to basis set and active space, with energies changing by < 40 cm −1 and transition dipole moments by < 2%. Calculations were thus performed using the default active space with an AV6Z basis at 72 points over the range of 0.8 -3 Å, with the outer limit determined by convergence problems. The calculated potential energy curves, transition moments and spin-orbit matrix elements are given in tables S2-S4 of the supplementary material. RKR curves are available for these states from Roux and
Michaud [19, 32] , and the calculated potential energy curves are close to these, though there are some systematic differences, mainly with the RKR curves consistently shifted to slightly shorter bond length. Figure 2 . Ab initio potential energy curves for the four electronic states of N 2 , calculated as described in the text (plot a)), together with spin-orbit functions b), and transition dipole moments, c), as a function of internuclear distance, R.
The same calculations gave spin orbit matrix elements of ~75 cm −1 between the A 3 Σ + u and B' 3 Σ − u states, but these were ignored as they would only give an (approximately) r-independent shift of ~0.35 cm −1 . They will also give an equal and opposite contribution of ~0.18 cm −1 to λ for the two states, but this is clearly not a major contribution.
The potential energy curves were fitted to an extended Morse oscillator (EMO) function [33, 34] :
where β EMO (r) is expressed as a polynomial in the Šurkus reduced variable, :
Note that the reference distance, r ref , in the Šurkus reduced variable is chosen for best fit, and is typically longer than r e . The number of terms in the β EMO (r) polynomial were chosen to
give an overall residual < 2 cm −1 . A weighted fit was used, with points above the dissociation limit being given progressively smaller weights. For the B 3 Π g state the ab initio PE curve suggested a small maximum around 2.4 Å and the points around this region were also given a smaller weight. Details of the fits are given in table S2. Similar fits for the transition moments and spin-orbit coupling matrix elements are given in tables S3 and S4, though spline interpolation of the numerical values was used for the calculations below.
Data analysis and fitting with PGOPHER
The assignment and analysis of the N 2 spectra was straightforward, given the availability of previous analyses [13, 14] . For fitting, the Fourier transform (FT) emission spectrum described above was combined with the line list compilation given as supplementary data by Boesch and Reiners [7] . Their line list includes frequency and intensity pairs for each line, together with error estimates for both. Some lines are flagged as giving poor results in the line profile fitting process used to generate the line list, and these were discarded, but the remaining frequency and error estimates were used directly in our fits. As discussed below, an important part of the assignment process involves comparison of calculated and observed intensities. The fluorescence intensities were calculated from the Einstein A coefficients for the transition (derived from the ab initio dipole moment and potential energy curves for the purpose of initial assignment), weighted by the Boltzmann factor for the upper state. The calculated area is then proportional to the number of photons emitted per second on the transition, requiring a correction factor proportional to frequency for the experimental areas, as these are proportional to emitted power. The Boesch and
Reiners data gives peak width as well as intensity at the line centre, so the product of these two is taken to give the peak area. An additional correction is required, as their intensity calibration is done against a black body curve expressed as energy per wavelength, and the areas must by divided by frequency cubed to give a value proportional to the rate of emission of photons.
The automatic assignment feature of PGOPHER, described in ref. [22] was then used to assign these line lists. Given the previous analyses, an extensive search is not required and in practice most assignment was done by simply taking the line nearest to each calculated line, excluding obvious mis-assignments, fitting and repeating the process a couple of times with re-calculated positions of unassigned lines. Given the large number of lines assigned identifying mis-assignments requires computational assistance. The obvious mechanism of excluding lines with residuals above a certain threshold is rather crude, as it gives no assurance that lines are being excluded for good reasons. We have taken an alternative approach, based on implementing special intensity residuals plots in the PGOPHER program.
This new feature offers various (user selectable) plots based on observed and calculated intensity, and allows transitions outside the expected intensity range to be easily discarded. A key feature of the method is that only transitions with unexpectedly high intensity are discarded, while transitions with observed intensity unexpectedly low give cause for concern.
Observed intensity too high simply corresponds to overlapping transitions and is frequently encountered because of the line density. If the fit is correct, all transitions above some intensity threshold should appear in the spectrum, and any absence suggests a mis-assignment or problem with the model. Figure 3 shows typical plots, in this case for the origin band of the B ³Π g -A ³Σ u + transition using data from [7] . Both plots show the log of the ratio of intensity of the experimental spectrum at the line centre to the calculated line strength, S, against the upper state energy. Note that we use the measured line position as line centre for assigned features, and take the associated intensity at that point on the spectrum, rather than attempt to use measured peak heights. Calculated line centres, and the intensity on the experimental spectrum, are used for unassigned (or missing) transitions. The intensity plots can then draw attention to missing, or unexpectedly weak, lines in the spectrum. The plots shown in Fig. 3 use the calculated line strength (which excludes the Boltzmann factor), rather than the overall calculated intensity, to give a ratio proportional to population, and so under ideal conditions a linear Boltzmann plot is expected. (The calculated line intensity can also be used for these plots, in which case a horizontal line is expected, though the relatively large scatter in measured intensities made the plots shown more convenient in the current study.) Figure 3 . Plots of the log of the ratio of experimental intensity at the line centre to calculated line strength against upper state energy for the origin band of the B ³Π g -A ³Σ u + transition using data from [7] . (a) includes all 978 transitions, and (b) only those 437 included in the final fit. Note that, as discussed in the text, there is a sharp lower limit at each energy. + andsymbols indicate e and f parity in the upper state.
The transitions were selected so that most of the observed/calculated intensity ratios were within ±10% of our final intensity model¸ with more latitude (up to 30%) given to the weak, high-J transitions. This pruned the line list quite significantly, and, for the band shown, only 45% of the transitions were retained. This may seem to be discarding much relevant information, but given the large number of lines assigned there are still sufficient observations for a good determination of the (up to 20) parameters for each band, particularly as the coverage of J, Ω and parity was even. It is important to be aware of this, as the discarded lines included some of the strongest, where a blend led to a poor fit to a Gaussian function or an anomalously high intensity, and such lines would typically be included in standard fits, though usually with reduced weights. Even after the selection by intensity, a few lines with large residuals remained (and were discarded) as, with our data quality, even a blend with a line of intensity 10% of the stronger line (and thus satisfying the intensity criterion) experiences a sufficiently large shift to be visible in the fit, and thus merits discarding. The intensity pruning was iterative, as a good intensity model is required for the final pruning, which was in turn generated as part of the modelling process; the intensities are significantly higher precision than the earlier work from Roux et al [14, 18, 19, 32] , the coverage in v is smaller, reflecting different discharge conditions. Overall most of the transitions in the spectra are modelled, with some atomic lines from Cr (the cathode) and N are also present (the latter easily recognizable from their hyperfine-broadened profiles), and some transitions from the A -X transition in N 2 + .
The Hamiltonian used to model this data is as standard as possible [12, 21] , and includes rotational, spin-orbit, spin-spin, spin-rotation and Λ-doubling terms, with centrifugal distortion included as necessary to fit the data: 
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Initially, a "traditional" fit to the data was performed, fitting each of the above parameters as whereas the fit to our data gave a weighted average error of 3.3 and an unweighted average error of 0.0030 cm −1 . This implies our data is slightly less precise, which can be understood in terms of the greater Doppler width at higher frequency, and a slightly poorer signal to noise ratio. However, the weighted errors imply the uncertainty estimated (in both cases) from the fits to line profiles is too small, by a factor of 3 to 7. To balance the two data sets, the estimated errors from reference [7] were scaled up by a factor of 3, and the overall weighted error was then 2.7. The overall unweighted error was 0.0023 cm −1 though this is a slightly misleading figure given the wide range of weights used. For strong unblended lines the typical error was 2×10 −4 cm −1 for the data from reference [7] and 6×10 −4 cm −1 above 11000 cm −1 . The inclusion of both the centrifugal distortion of the spin-orbit coupling, A D and the spin-rotation, γ in the fit for the B ³Π g state also deserves special mention. It is well known that these two parameters are strongly correlated (see for example [20] for a formal derivation), and normally only one of these is determined. However, the argument for this correlation is based on perturbation theory, and a numerical test based on exact calculations (given in the appendix) shows that the effects of these two parameters are not exactly identical, and our precision is just sufficient to determine both independently for selected states. For the origin band of the B ³Π g -A ³Σ u + transition, for which the best data is available, fitting to just A D or γ gives significantly worse fits, as shown in Table 5 , with weighted residuals plotted in Figure 4 . This test fit just included the data from reference [7] , 437 lines in all with J up to 53. There is still a strong correlation between the two parameters, as can be seen by the requirement, based on Watson's sensitivity parameter [36] , for several significant figures in the standard deviation where both are floated. The previous workers on the B ³Π g state [14] were aware of this issue, and constrained one or the other to zero, though their precision on these constants was much less, and in many cases they could determine neither. An additional consideration is that, as discussed more generally below, A D can be calculated directly from It is clear from these plots that all the constants show a smooth trend with v, and an alternative fit was tried, where constants were expressed as polynomials in v + ½, and the polynomial coefficients were fitted rather than constants for individual states. This approach worked well for the smaller constants, such as the spin-spin constant, λ, but required high order polynomials for origin, B and D making them of little value, so this was not pursued, particularly as it is not likely to give a good extrapolation to higher vibrational levels.
Instead, the ab initio potential energy curves described above were used as a basis for a global fit. For this the DUO program [37] was used, which allows coefficients in the potential energy expressions above to be fitted to observations. While DUO can fit directly to observed transitions, we chose to fit to rovibrational energy levels calculated by PGOPHER, as it was more convenient to fit the electronic states separately, and we also did not have line lists from some of the earlier work, but could calculate energy levels from published constants. The DUO calculations included much the same rotational terms in the Hamiltonian as the PGOPHER calculations, though the inclusion of the Schrödinger equation for vibrational motion meant that centrifugal distortion parameters were replaced by r dependence of the parameters. The specific parameters included, in addition to the potential, were λ(r) and γ(r) 
For A(r) the ab initio values were taken directly and cubic splines used for interpolation. The input to the fit included calculated levels for all the states measured here, with additional coverage from earlier work: v = 10 -21 of the B ³Π g state from [14, 19] , v = 9 -16 for the A ³Σ u + state from [14, 19] and v = 8 -9 for the B' ³Σ u − state from [32] .
Without adjustment, these calculations gave electronic state separations out by simply been subject to a uniform shift and scaling. We can therefore have some confidence that they can be used to predict properties for levels outside the observed range of v and J.
The adjustment to the B ³Π g potential energy curve is greater than the others, but the observed levels cover 80 % of the well depth.
The fine-structure constants were not varied as part of the fitting process above, as the residuals from varying these parameters were swamped by the systematic residuals from the rotational structure fit. The ab initio spin orbit constants, A, only required a uniform scaling of 1.003 (for the B ³Π g state) and 1.009 (for the W 3 Δ u state) for a good fit to the observed values. For the remaining fine-structure terms, λ, γ, o, p and q, the coefficients in equation (9) were determined by manual adjustment so that, when averaged over the vibrational wavefunctions as described below, the observed vibrational dependence of the constants was reproduced.
To generate the final rovibronic parameters, selected constants were then calculated from these refined potential energy curves. This was done using Le Roy's LEVEL program [38] . LEVEL 
In the light of the discussion above concerning A D and γ, the A v values were determined by applying the procedure above to A(r), but only including low J values so that A D from this source was constrained to zero. A D (r) was then treated as a separate interaction; in principle this is r dependent, but measurements indicated this was constant to our precision. A similar approach could be used to account for centrifugal distortion of the transition moments, but was not as initial calculations from the ab initio curves, and more detailed work by Mishra et al [39] , found these effects to be < 2% of the intensity, and thus below our likely error bars.
The parameters generated as above were used as a basis for our final set of recommended parameters, given in tables S5-S8. For practical use, some adjustment is worked for all the bands in that spectrum. The values used for each spectrum are given in Table 6 . Table 6 . Effective temperatures (K) used in simulating spectra We can also calculate the relative intensities of each band, given the ab initio transition moments and adjusted potentials described above. The transition dipole moment for each band is easily calculated by integrating the transition dipole moment function, µ(r) over the vibrational wavefunctions, and these are tabulated in tables S9-S11. These should predict all the relative intensities for each set of transitions involving a given upper level, and indeed do, within the ±10% spread for transitions within a given band. We found that we could account for the relative intensity between most bands with a separate vibrational temperature, given in Table 6 . See Figure 5 for a plot of observed/calculated intensity ratio for the spectrum taken with the lowest power in [7] . Figure 5 . Plot of observed/calculated intensities for the spectrum from [7] taken with the lowest power (25 W Pipkin [40] and, as shown in Table 7 , their measured values are entirely consistent with our calculated values. Table 6 . The tick marks at the top of the plot indicate transitions used in the fit; note the excluded transitions are also well modelled. This includes some strong transitions, and all the excluded transitions are blends. 
Applications
We have two illustrations of practical implementation of this N 2 atlas, based on recognition of features in the emission spectrum, without needing line assignments. The first is to calibrate an intracavity absorption spectrum, recorded around the peak of the gain curve of a mode-locked Ti:sapphire laser. The light source is a spectrally broad frequency comb, which is injected into a high finesse optical cavity (F c =17000), whose mirrors curtail the extent of emission emerging from the optical cavity (still of the order of 1000 cm −1 ). The highreflectivity mirrors produce a large effective pathlength of absorption for any species contained in the cavity, making this a high-sensitivity absorption experiment. An optical Vernier scheme is used to perform continuous optical filtering as the laser frequency comb is scanned across the absorption bands of the sample, analysing the full spectral range at GHz resolution on timescales of the order of 1 second [6] . The optical frequency comb at ILM is not (yet) locked to any external frequency reference, so does not offer metrological precision.
Nevertheless, the arrangement combines fast recording times with enough sensitivity to observe absorption from discharge products, and is still an attractive tool for exploratory spectroscopy, except that there is an obvious need to connect the raw time-scale axis of detection (as the Vernier scans) to a reliable wavelength scale. By admitting a small air leak into a discharge fitted within the optical cavity, N 2 lines can supply the missing calibration. The second practical implementation of this N 2 atlas is more general, since it offers an alternative to either hot (500 °C) iodine [47] or alkali vapours [48] to calibrate laser excitation spectra in the near IR (our particular concern is with Ti:sapphire-accessible wavelengths, 720 -1000 nm). Without access to a high-finesse cavity, only weak absorption signals would be expected for transitions from a (metastable) excited electronic state, but optogalvanic spectroscopy is sensitive enough to respond to resonant laser light. This has been demonstrated with cw lasers in the visible region of the B-A system [49, 50] , and in the near IR around 775 nm [51] . Feldmann [49] explored optogalvanic signals at modest resolution, tracking changes in the discharge voltage when laser light crossing the discharge tuned through molecular transitions from 570 -620 nm. He observed changes in sign, and a region of reduced response around 585 nm. Phase effects were also demonstrated at higher resolution in optogalvanic spectra recorded by Bachir et al. [51] in a corona-excited supersonic expansion of argon seeded with N 2 . Figure 2 of their paper showed a 6 cm −1 spectral window where lines of the (2-0) band of the B-A system of N 2 were of opposite phase to transitions in the (8-7) hot bands. Ref. [51] mentions that the relative phase of optogalvanic signals are sensitive to discharge conditions. To verify that these bands could really be used for secondary calibration purposes, we recorded a few optogalvanic signals around 780 nm at U. New Brunswick, using a home-made hollow cathode glass discharge cell operating at room temperature, and electric circuitry copied from the model developed by Stoicheff and co-workers [52, 53] Figure 9 shows a comparison between part of the FTS discharge emission spectrum and optogalvanic under the conditions described above. In the context of high-resolution spectroscopy, where individual lines can be distinguished, an N 2 discharge provides a stable and affordable reference spectrum with a high density of lines for calibration purposes. The upper trace in Fig. 9 assembles six individual scans of the Ti:sapphire laser. A single scan (typically < 1 cm -1 ) can easily fall between transitions listed in reference spectra from atomic lamps such as Th/Ar [54] or U [55, 56] for the near IR, as illustrated in Figure 10 . Mapping reference signals on to the richer N 2 spectrum makes it much easier to establish a reliable wavenumber scale.
We consider that molecular nitrogen could well be considered as a convenient reference, not only in the laboratory, but also for forthcoming high-resolution near IR telescope-based spectrographs, such as SPIRou [57] . Figure 10 . Comparison of a section of the N 2 discharge spectrum (upper trace, this work) and U atomic lines from the Uranium atlas [56] (frequently used for calibration of Ti:sapphire laser excitation spectra).
Conclusion
The N 2 bands recorded in [7] have been analysed together with an FT emission spectrum covering 'Ti-sapphire' wavelengths using the PGOPHER program, providing constants for the A ³Σ u + , B ³Π g , B' ³Σ u -and W ³Δ u states, involved in the emission spectrum of the first positive system of nitrogen. These are essentially consistent with those reported previously in the 1980's, but more precise, and the Hamiltonian used is more standard.
The reference spectrum is available either as an ascii file (9000-15700 cm In triplet states such as in the B 3 Π g state of N 2 considered in this paper, Brown and
Watson's development should be extended to include the effects of the spin-spin interaction λ in H 1 (or H 0 ). To do this formally would require significant algebra, but it is straightforward to test for parameter redundancy numerically and this also allows the argument for the breakdown of the perturbation treatment to be quantified. To this end a series of fits were performed on a synthetic energy level list generated with parameters appropriate to B 3 Π g v = 0. Λ-doubling effects were ignored, and levels up to J = 50 were included. The fits were done for both 2 Π and 3 Π states. The "Input" column in the table below gives the parameters used to generate the energy level list; the subsequent columns give the results of fits with A D or γ constrained to zero. As can be seen from the table, a good fit can be obtained for both 2 Π and 3 Π with just one of A D or γ, but the fit is not perfect, with levels with J < 10 showing the largest errors. Note that the origin and λ are floated as both A D and γ have some small Jindependent matrix elements, and fixing the origin or λ gives average errors ten times larger. 
