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Abstract
We introduce clustered hyperbolic categories, which are constructed
using a “functorial” version of preseeds mutations called categorical mu-
tations. Every weyl preseed p gives rise to a categorical preseed P which
generates a clustered hyperbolic category, that is generated by copies
of categories, each one is equivalent to the category of representations
of the Weyl cluster algebras H(p). A “categorical realization” of Weyl
cluster algebra is provided in the sense of defining a map Fp from any
clustered hyperbolic category induced from p to the Weyl cluster algebra
H(p) where image of Fp generates H(p).
Mathematics Subject Classification (2010): Primary 13F60, Sec-
ondary 16S32, 16G, 18E10.
Keywords: Cluster Algebras, Weyl cluster algebras, Representations The-
ory, Categorification of Generalized Weyl Algebras.
1 Introduction
Cluster algebras were introduced by S. Fomin and A. Zelevinsky in [10, 11,
12, 19, 2]. A cluster algebra is a commutative algebra with a distinguished
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set of generators called cluster variables and particular type of relations called
mutations. A quantum version was introduced in [3] and [7, 8, 9].
Generalized Weyl algebras were first introduced by V. Bavula in [1] and
separately as hyperbolic algebras by A. Rosenberg in [17]. Their motivation
was to find a ring theoretical frame work to study the representations theory
of some important “small algebras” such as the first Heisenberg algebra, Weyl
algebras and the universal enveloping algebra of the Lie algebra sl(2). In [17,
15], Rosenberg and Lunts introduced hyperbolic categories which are basi-
cally generalizations of the categories of representations of generalized Weyl
algebras.
In [18], we introduced Weyl cluster algebras which are non-commutative
algebras generated by cluster variables produced from cluster-like structures
which are formed, by mutations, from (possibly infinitely many) copies of
generalized Weyl algebras.
Several attempts have been made to introduce “categorifications” for clus-
ter algebras, taking into account the different ways of defining the notion of
categorification. In [13, 14], cluster algebras of certain finite types were re-
alized as Grothendick rings of categories of representations of some quantum
affine algebras. Another type of categorification of cluster algebras was intro-
duced in [5], which is Caldero-Chapoton map. In [4], cluster category C(Q)
was introduced for any finite quiver Q with neither loops nor two cycles. The
Caldero-Chapoton map XT is a map from C(Q) to the ring of Laurent poly-
nomials over Z in the initial cluster variables associated to Q. It sends certain
indecomposable objects in C(Q) to cluster variables such that its image gener-
ates the cluster algebra A(Q).
In this paper we provide a similar type of categorification for Weyl cluster
algebras. We introduce a categorical version of Weyl preseeds called categori-
cal preseeds and a “functorial” version of preseeds mutations called categorical
mutations, see Definitions 3.5 and Definition 3.9 respectively. Every categor-
ical preseed generates an ambient category, called mutation category, which
is generated by (possibly infinitely many) hyperbolic categories. Clustered
hyperbolic categories are, by definition, the full subcategories of mutation cat-
egories such that each object appears in only one categorical preseed that is
mutationally equivalent to the initial categorical preseed, Definition 3.14 (3).
A technique of identifying clustered hyperbolic categories as subcategories of
mutation categories, is provided through combinatorial tools introduced in this
paper, called zigzag presentations. Which is a presentation that encodes the
relations between the expressions of the skew Laurent objects, which are the
categorical dual of the cluster variables. Clustered hyperbolic categories are
introduced in this paper as “categorifications” of Weyl cluster algebras. That
is, we define a map from each clustered hyperbolic category to its associated
Weyl cluster algebra such that the image of the map generates the Weyl cluster
Clustered Hyperbolic Categories 3
algebra. In the following we summarize the main statements of this article.
Theorem 1.1. Every mutation category contains a clustered hyperbolic cate-
gory as a full subcategory.
Every Weyl preseed p gives rise to a categorical preseed P which is used to
generate a mutation category H(P). A specific clustered hyperbolic category
C(W0), as a subcategory of H(P), is introduced in Theorem 3.28.
Theorem 1.2. The clustered hyperbolic category C(W0) is generated by equiv-
alent hyperbolic categories; each one of them is equivalent to the category H(p)-
mod, where H(p) is the Weyl cluster algebra generated from p.
Theorem 1.3. Let C be a clustered hyperbolic subcategory of H(P). Then
there is a map Fp : Obj.C −→ H(p) such that image of Fp generates H(p).
Full versions of Theorems 1.1-1.3 are available in Lemma 3.24, Theorem
3.28 and Theorem 3.29 respectively.
The paper is organized as follows. Section 2 is devoted for basic definitions
of Weyl cluster algebras. In Section 3, we introduce the notion of categorical
preseeds, categorical mutations and clustered hyperbolic categories. In the
same section we introduce, hyperbolic objects and the zigzag presentations and
some of their properties are given in Proposition 3.20 and Lemma 3.22. In
Theorem 3.28 we provide a relation between the clustered hyperbolic category
C(W0) and the category of representations of its associated Weyl cluster al-
gebra. In Theorem 3.29, we introduce a map from any clustered hyperbolic
subcategory of the mutation category H(P) to the associated Weyl cluster
algebra H(p).
Throughout the paper, K is a field of zero characteristic and the notation
[1, k] stands for the set {1, . . . , k}. All our categories are small with non-
empty sets of objects, Obj.A stands for the set of all objects of the category A
and Mor.A(M,M
′) denotes all morphisms in the category A from the object
M to the object M ′. Let D be an associative K-algebra with a non-trivial
center Z(D). Then, the group of all automorphisms of D over the filed of
zero characteristic K will be denoted by Aut.K(D). The functor IdA is the
identical functor of the category A.
2 Weyl cluster algebras
2.1 Generalized Weyl algebras
Definition 2.1 (Generalized Weyl algebra (1, 17)). Let D be an associative
K-algebra with ε = {ε1, . . . , εn} be a fixed set of elements of the center of
D and θ = {θ1, . . . , θn} be a set of ring automorphisms such that θi(εj) = εj
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for all i 6= j. The generalized Weyl algebra of degree n, denoted by Dn{θ, ε},
is defined to be the ring extension of D generated by the 2n indeterminates
x1, . . . , xn; y1, . . . , yn modulo the commutation relations
xir = θi(r)xi and ryi = yiθi(r), ∀i ∈ [1, n], ∀r ∈ R, (2.1)
xiyi = θi(εi), yixi = εi, ∀i ∈ [1, n], (2.2)
and
xiyj = yjxi, xixj = xjxi and yiyj = yjyi, ∀i 6= j ∈ [1, n]. (2.3)
We warn the reader that xiyi 6= yixi in general.
Example 2.2 (6, 1, 17). Let An be the n
th Weyl algebra generated by x1, . . . , xn,
y1 . . . , yn over K subject to the relations
xiyi − yixi = 1, and xixj = xjxi, yiyj = yjyi for i 6= j, ∀i, j ∈ [1, n]. (2.4)
Let εi = yixi and D be the ring of polynomials K[ε1, . . . , εn] and θi : R → R,
induced by εi 7→ εi + 1, εj 7→ εj, j 6= i, for all i, j ∈ [1, n]. It is known that An
is isomorphic to the generalized Weyl algebra Dn{θ, ε}.
Example 2.3 (17). The coordinate algebra A(SLq(2, k)) of algebraic quantum
group SLq(2, k) is the K-algebra generated by x, y, u, and v subject to the
following relations
qux = xu, qvx = xv, qyu = uy, qyv = vy, uv = vu, q ∈ K\{0} (2.5)
xy = quv + 1, and yx = q−1uv + 1. (2.6)
A(SLq(2, k)) is isomorphic to the generalized Weyl algebra D1{θ, ε}, where D
is the algebra of polynomials K[u, v]; ε = 1+ q−1uv and θ is an automorphism
of D, defined by θ(f(u, v)) = f(qu, qv) for any polynomial f(u, v).
2.2 Weyl cluster algebras
This subsection provides a brief introduction to Weyl cluster algebras, intro-
duced in [18]. We start with a simpler version of the definition of preseeds [18,
Definition 3.2] which serves the purpose of this article.
Definition 2.4 (Preseeds). 1. Let P be a finitely generated (free) abelian
group, written multiplicatively, with set of generators
F =
n⋃
i=1
Fi where Fi = {fi1, . . . , fimi} for some natural numbersmi, i ∈ [1, n].
(2.7)
Let R = K[P] be the group ring of P over K. Let Dn = R(t1, · · · , tn)
be the skew-filed of rational functions in n (commutative) variables over
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R, where t1, . . . , tn do not necessarily commute with the elements of the
coefficients ring R. However, we assume that Dn is an Ore domain.
The set of algebraically independent rational functions X = {x1, · · · , xn}
which generate Dn is called a cluster if the following condition is satisfied
xixj = xjxi and xifjr = fjrxi, for every i 6= j ∈ [1, n], for all r ∈ [1, mj];
(2.8)
Note that: For every i ∈ [1, n] the variable xi does not necessarily com-
mute with elements from the set Fi.
2. The triple p = (X, θ, ξ) is called a Weyl preseed of rank n in Dn if we
have the following
(a) X = {x1, . . . , xn} is a cluster in Dn;
(b) θ = {θ1, . . . , θn} be a set of n automorphisms of R such that
x±1k f = θ
±1
i (f)x
±1
i , ∀f ∈ Fi, ∀i ∈ [1, n]; (2.9)
(c) ξ = {ξ1, . . . , ξn} is a subset of R such that for every i ∈ [1, n], ξi is
a binomial (sum of two monomials) in the elements of Fi. The set
ξ will be called the set of exchange binomials of p.
For information about Ore domains we refer to [16, 3]. In the following, we
will omit the word Weyl from the expression Weyl preseeds and all preseeds
are of rank n unless stated otherwise. Also for simplicity we will use D for the
skew-field of fractions instead of Dn.
Definition 2.5 (Preseeds mutations). Let p = (X, θ, ξ) be a preseed in D.
For each k ∈ [1, n], two new triples µRk (p) = (µ
R
k (X), θˆk, ξ) and µ
L
k (p) =
(µLk (X), θˆk, ξ) can be obtained from p as follows
• (Right mutation)
µRk (xi) =
®
ξix
−1
i , i = k;
xi, i 6= k.
(2.10)
• (Left mutation)
µLk (xi) =
®
x−1i ξi, i = k;
xi, i 6= k.
(2.11)
• θˆk = (θ1, . . . , θ
−1
k , . . . , θn).
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Proposition 2.6 (18). Let p = (X, θ, ξ) be a preseed in D. Then the following
are true
1. For any sequence of right mutations (respectively left) µRi1µ
R
i2
. . . µRiq , we
have µRi1µ
R
i2
. . . µRiq(p) (respectively µ
L
i1
µLi2 . . . µ
L
iq
(p)) is again a preseed;
2. For every k ∈ [1, n],
µRk µ
L
k (p) = µ
L
kµ
R
k (p) = p. (2.12)
Definition 2.7 (Cluster sets and exchange graphs). 1. Let p be a preseed
in D. An element y ∈ D is said to be a cluster variable of p if y is an
element in some cluster Y of some preseed s = (Y, θ, ξ) which is obtained
from p by applying some sequence of (right or left) mutations. The set
of all cluster variables of p is called the cluster set of p and is denoted by
X (p). The elements of the cluster of p are called initial cluster variables.
2. The exchange graph of a preseed p, denoted by G(p), is the n-regular
graph whose vertices are labeled by the preseeds that can be obtained
from p by applying some sequence of right or left mutations and whose
edges correspond to mutations. Two adjacent preseeds in G can be
obtained from each other by applying right mutation µRk or left mutation
µLk for some k ∈ [1, n].
Example 2.8. Let p be the rank 1 preseed ({x1}, θ1, ξ1) with F1 = {f1}, ξ1 =
1 + m(f1) and m(f1) is a monomial in f1, θ1 is an R-automorphism, where
R = K[fn1 ;n ∈ Z] and D = R(x1). Applying mutation at x1 produces the
following cluster variables
x1
µR
k⇒ ξ1x
−1
1
µR
k⇒ ξ1x1ξ
−1
1
µR
k⇒ ξ21x
−1
1 ξ
−1
1
µR
k⇒ ξ21x1ξ
−2
1
. . .
µR
k⇒ ξk+11 x
−1
1 ξ
−k
1
µR
k⇒ ξk+11 x1ξ
−(k+1)
1
. . . ,
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and
x1
µL
k⇒ x−11 ξ1
µL
k⇒ ξ−11 x1ξ1
µL
k⇒ ξ−11 x
−1
1 ξ
2
1
µL
k⇒ ξ−21 x1ξ
2
1
. . .
µL
k⇒ ξ−k1 x
−1
1 ξ
k+1
1
µL
k⇒ ξ
−(k+1)
1 x1ξ
k+1
1
. . . .
So we have the infinite cluster set
X (p) = {x1, ξ
k+1
1 x
−1
1 ξ
−k
1 , ξ
k
1x1ξ
−k
1 , ξ
−k
1 x
−1
1 ξ
k+1
1 , ξ
−k
1 x
−1
1 ξ
k
1 , k ∈ Z}.
In the following example we will see that every generalized Weyl algebra
gives rise to a preseed.
Example 2.9. Let Dn{θ, ξ} be a generalized Weyl algebra. Consider the triple
p = (Y, ξ, θ), where the set of exchange binomials ξ = {ξi; i ∈ [1, n]} and Y =
{y1, . . . , yn}. From the properties of the R-automorphisms θ = (θ1, . . . , θn)
given in Equations (2.1) and (2.2) one can see that θi satisfies Equation (2.9)
for each i ∈ [1, n] which makes p a preseed in D, where D is the division ring
of rational functions in y1, . . . , yn over the ring R = K[P]. In particular, in the
case of the nth Weyl algebra An, one can see that the skew-field of rational
functions D = R(y1, . . . , yn) is an Ore domain.
Example 2.10. Recall the coordinate algebra A(SLq(2, k)) of the algebraic
quantum group SLq(2, k), Example 2.3. Let F1 = {qu, v}. Consider the rank
1 preseed p = ({x}, {θ}, {ζ}), where θ : R→ R given by θ(f(u, v)) = f(qu, qv)
and ζ = quv + 1. One can see that p is a preseed in the division ring
D = K[P](x), where P is the free abelian group generated by F1. The cluster
set of p is given by
X (p) = {x, ζjxζ−j, ζj+1x−1ζ−j−1, j ∈ N} ∪ {y, ζjyζ−j, ζj+1y−1ζ−j−1, j ∈ N}
(2.13)
Definition 2.11 (Weyl cluster algebras). Let p = (X, ξ, θ) be a preseed in
D. The Weyl cluster algebra H(p) is defined to be the R-subalgebra of D
generated by the cluster set X (p).
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The following remark and theorem shed some light on the structure of the
Weyl cluster algebra H(p). Remark 2.12 and first part of Theorem 2.13 can
be phrased as following: The Weyl cluster algebra H(p) is generated by R
and many (could be infinitely many) isomorphic copies of generalized Weyl
algebras, each vertex in the exchange graph of p gives rise to two copies of
them.
Remark and Definition 2.12. Let p = (X, θ, ξ) be a Weyl preseed and D =
K[ξ1, . . . , ξn] be the ring of polynomials in ξ1, . . . , ξn where ξi, i = 1, . . . , n are
as defined in Example 2.9. Then p gives rise to two copies of generalized Weyl
algebras of rank n, as follows
(a) HR(p) is the ring extension ofR generated by µR1 (x1), . . . , µ
R
n (xn), x1, . . . , xn.
(b) HL(p) is the ring extension ofR generated by x1, . . . , xn, µ
L
1 (x1), . . . , µ
L
n(xn).
(c) In particular, if p = (X, ξ, θ) is the preseed given in Example 2.9, then
each of HR(p) and HL(p) is isomorphic to Dn{θ, ξ} as generalized Weyl
algebras.
Theorem 2.13. Let p = (X, ξ, θ) be a Weyl preseed in D. Then the following
are true
1. Right and left mutations on p induce isomorphisms between the gen-
eralized Weyl algebras HR(p) and HR(µRk (p)) (respectively H
L(p) and
HL(µLk (p))).
2. The Weyl cluster algebra H(p) is a subring of the (non-commutative)
ring of Laurent polynomials in the initial exchange cluster variables with
coefficients from ring of polynomials R[θ±11 (ξ
−1
1 ), . . . , θ
±1
n (ξ
−1
n )].
3. The Weyl cluster algebra H(p) is finitely generated and is isomorphic to
each of HR(s) and HL(s) for every preseed s mutationally equivalent to
p.
Proof. Proofs of Parts (1) and (2) are provided in [18, Theorem 4.12].
To prove Part (3), we only need to prove that the generators of the algebra
H(p) are also elements in the algebras HR(s) and HL(s). The algebra H(p) is
generated by the set of all cluster variables that are obtained from the initial
cluster variables x1, . . . , xn. We will show that every cluster variable generated
from xk, k = 1, . . . , n by applying some sequence of mutations is already an
element of HR(s) and HL(s). From the proof of Part (3) in Theorem 4.12
in [18], a cluster variable y that obtained from xk by applying a sequence of
mutations (right or left) of length l, can be written in the form
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y =


ξ
l+1
2
k x
−1
k ξ
−( l+1
2
−1)
k or ξ
−( l+1
2
−1)
k x
−1
k ξ
l+1
2
k , if l is an odd number;
ξ
l
2
k xkξ
− l
2
k or ξ
− l
2
k xkξ
l
2
k , if l is an even number.
(2.14)
Assume that the sequence of mutations that creates s from p contains m
copies of µRk (respect to µ
L
k ), then the set of generators of the hyperbolic algebra
HR(s) (respect to HL(s)) contains elements of the form ξ
m+1
2
k x
−1
k ξ
−(m+1
2
−1)
k and
ξ
m
2
k xkξ
−m
2
k (respect to ξ
−(m+1
2
−1)
k x
−1
k ξ
m+1
2
k and ξ
−m
2
k xkξ
m
2
k ). One can see that
whether m ≥ l or m < l, y can be obtained from the generators of HR(s)
(respect to HL(s)) by multiplying them from left and right by ξ±qk for some
natural number q.
Example 2.14 (Weyl cluster algebra associated to first Weyl algebra). Recall
the nth Weyl algebra and the associated preseed given in Example 2.9. Let A1
be the first Weyl algebra and consider the preseed p1 = ({y}, {ε}, θ}). Here
R = K[P], where P is the cyclic group generated by ε = yx. Then We have
the following exchange graph
• G(p1)
. . .
L
//
y−3
·
R //Roo
y−2
·
R //
L
oo
y−1
·
R //
L
oo
y0=y
·
L
//
L
oo
y1
·
Roo R //
y2
·
L
oo R //
y3
·
L
oo R // . . .
L
oo ,
(2.15)
(here ·
L
oo is left mutation and ·
R // is right mutation). Which can be
encoded by the following equations
y2ky2k±1 = y2k±1y2k + 1, for k ∈ Z. (2.16)
The Weyl cluster algebra H(p1(y)) is the R-subalgebra of D generated by
the set of cluster variables {yk, k ∈ Z}. Relations (2.16) can be interpreted
as follows, each double heads arrow in G(p1) corresponds to a copy of first
Weyl algebra, denoted by Ak1 = K〈yk, yk+1〉, k ∈ Z and right (respectively
left) mutations define isomorphisms between the adjacent copies, given by
Tk : A
k
1 → A
k+1
1 , yk 7→ yk+1 for k ∈ Z (respectively to the inverses of Tk, k ∈ Z).
3 Clustered hyperbolic categories
3.1 Hyperbolic category
For a category A, an auto-equivalence Φ is an invertible functor on A making
it equivalent to itself. A natural transformation τ : IdA → IdA is said to be
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an endomorphism of the identical functor of A if for every object W there is
a morphism τW ∈ HomA(W,W ) such that for any W
′ in Obj.A and every
f ∈ HomA(W,W
′) we have τW ′ ◦ f = f ◦ τW . Consider the following examples
(a) Let D be an associative K-algebra with non-trivial center. Then every
automorphism φ of D gives rise to an auto-equivalence Φ of the category
D-mod of all modules over D, where the module structure on Φ(W ) is
given by
d ·Φ(W ) w = φ(d) ·W w, d ∈ D,w ∈ W.
(b) Every element ς ∈ Z(D) defines an endomorphism ς¯ of the identical
functor of the category D-mod, as follows
ς¯W : W →W, given by ς¯(w) = ς · w.
Definition 3.1 (Hyperbolic category (15, 17)). Let A be an additive category
with a set of n-auto-equivalences Θ = {Θ1, . . . ,Θn} and another set of n-
endomorphisms ξ = {ξ1, . . . , ξn} of the identical functor of A. Consider the
endomorphism εi of the identical functor of A given by
εi := Θ
−1
i (ξi), i ∈ [1, n]. (3.1)
The hyperbolic category of rank n on A, denoted by An{Θ, ξ}, is defined as
follows: Objects are triples (γ,M, η) where M is an object in A and γ and
η are two sets of A-morphisms such that γ = {γ1, . . . , γn}, η = {η1, . . . , ηn}
where
γi : M −→ Θi(M) and ηi : Θi(M) −→M, i ∈ [1, n]
given by
ηi ◦ γi = ξi,M and γi ◦ ηi = εi,Θi(M), ∀i ∈ [1, n]. (3.2)
A morphism from the object (γ,M, η) to the object (γ′,M ′, η′) is the set
f = {f1, . . . , fn} where for i ∈ [1, n], fi is in Mor.A(M,M
′), such that the
following diagram is commutative
M
fi

γi
// Θi(M)
Θi(fi)

ηi
//M
fi

M ′
γ′
i // Θi(M
′)
η′
i //M ′.
(3.3)
Remark 3.2. Let M be an object in A and idM be its identity morphism.
Then the n-tuple (idM , · · · , idM) is a morphism in the hyperbolic category
An{Θ, ξ} if and only if the object (γ,M, η) ∈ Obj.An{Θ, ξ} has unique sets of
A-morphisms γ and η as defined in (3.2) above. In particular, the object M
in A will appear exactly once as the object (−,M,−) in An{Θ, ξ}.
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Example 3.3. Let D1{θ, ξ} be a generalized Weyl algebra with indeterminants
x and y. Let A be the full subcategory of the category D−mod with objects
are D1{θ, ξ}-modules, forgetting about the actions of x and y. The category
D1{θ, ξ}-modules is equivalent to a hyperbolic category A1{Θ, ξ} where Θ :
A −→ A is induced by the R-automorphism θ and for M ∈ objets of A,
ξM : M −→ M is given by ξM(m) := ξm. Objects of A1{Θ, ξ} are the triples
(x,M, y) where M is an object in A, x : M −→ θ(M) given by x(m) = xm
and y : θ(M) −→M given by y(m) = ym.
Example 3.4 (Trivial hyperbolic category). Let Dn{θ, ξ} be a generalized Weyl
algebra. Consider the additive category B with only one object which is
the ring D and HomB(D,D) is D. One can form a hyperbolic category
B˙(Θ, ξ) with one object which is (x,D, y), where x = {x1, · · · , xn} and y =
{y1, · · · , yn} and Θ is induced from θ.
3.2 Categorical preseeds
Let A be an additive category.
Definition 3.5 (Categorical preseeds). A categorical preseed of rank n in A
is the data P = (Θ, ξ,A〈Θ〉) where
1. Θ = {Θ1, . . . ,Θn} is a set of n auto-equivalences in A;
2. ξ = {ξ1, . . . , ξn} is set of n endomorphisms of the identical functor of A;
3. A〈Θ〉 is the following category:
Objects are pairs (M, f), whereM is an object in A and f = {f1, . . . , fn}
is a set of n invertible elements of Mor.A(Θ(M),M).
Morphisms from (M, f) to (M ′, f ′) inA〈Θ〉 are the n-tuples h = {h1, . . . , hn}
where hi ∈ Mor.A(M,M
′), i ∈ [1, n] such that the following diagram is
commutative
Θi(M)
Θi(hi)

fi
//M
hi

Θi(M
′)
f ′
i //M ′.
(3.4)
Remark 3.6. 1. Let P = (Θ, ξ,A〈Θ〉) be a categorical preseed. Since ξ is a
set of endomorphisms of IdA, then for every object (M, f) in A〈Θ〉 we
have
fi ◦ ξi,Θi(Θjk ...Θj1 (M)) = ξi,Θjk ...Θj1 (M) ◦ fi; ∀i, jk, . . . , j1 ∈ [1, n]. (3.5)
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2. The category A〈Θ〉, defined in Definition 3.5, was introduced in [17]
under the name of skew Laurent category. The objects of A〈Θ〉 will be
called the skew Laurent objects of P.
Example 3.7. Let D be an associative ring with an automorphism θ. Consider
the ring D[x, x−1] of skew Laurent polynomials in x, subject to the relation
rx = xθ(r) for every r ∈ D.
The category D[x, x−1]-mod is equivalent to the skew Laurent category
(D −mod)〈Θ〉 where Θ is the automorphism functor of D-mod induced by θ.
The objects of the category (D−mod)〈Θ〉 are the pairs (M,x) where M is an
object in D-mod and x : Θ(M)→M given by x(m) = xm. Moreover, we can
define a categorical preseed of rank 1 in the category D-mod as follows, let z
be a nonunit element in the center of D, so for everyM , an object of D[x, x−1]-
mod, let ξM : M → M be the module homomorphism given by ξ(m) = zm,
for any m in M . One can see that the triple P = (Θ, ξ,A〈Θ〉) is a categorical
pressed of rank 1.
Example 3.8 (Weyl categorical preseed). Let Dn{θ, ξ} be a generalized Weyl
algebra in the indeterminates x1, . . . , xn; y1, . . . , yn with θ = {θ1, . . . , θn} ⊂
Aut(D) and {z1, . . . , zn} ⊂ Z(D), as in Definition 2.1. Let A = S
−1D[y±11 , . . . , y
±1
n ],
where S = {zi, θi(zi); i ∈ [1, n]}. Let A = D − mod, and A = ϕ∗(A), where
ϕ∗ : A −→ R − mod, the functor that sends each object in A to itself as a
D-module forgetting the rest of the actions of A. Let W = (Θ, ξ,A〈Θ〉) such
that Θ = {Θ1, . . . ,Θn} is a set of n A-auto equivalences where Θi : A −→ A is
induced by θi; and ξ = {ξ1, . . . , ξn} is a set of n endomorphisms of the identity
functor of A given by ξiW :W −→W where ξiW (w) = zi ·w, i ∈ [1, n], for any
object W in A.
Objects of A〈Θ〉 are pairs (M, y) such that M is an object of A and
y = {y1, . . . , yn} where yi : Θi(M) −→M , yi(m) = yi ·m for i ∈ [1, n] and mor-
phisms of A〈Θ〉 are given by Mor.A〈Θ〉((M, y), (M
′, y)) = Mor.A(M,M
′). This
specific hyperbolic categorical pressed W is called Weyl categorical preseed.
3.3 Categorical mutations
The main purpose of this subsection is to introduce categorical mutations which
are “functorial” versions of the preseeds mutations introduced in [18]. Categor-
ical mutations involve creating a new skew Laurent category from a previous
one and a functor between the old and the new categories.
For any morphism h inMor.A(W,W
′) we write D(h) = W and C(h) =W ′,
where D(h) stands for the domain of h and C(h) is the codomain of h.
Let P = (Θ, ξ,A〈Θ〉) be a categorical preseed of rank n in A. In the
following we introduce length one and length two sequences of categorical
mutations before introducing the general rules of categorical mutations.
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Definition 3.9 (Categorical mutations). 1. Categorical right muta-
tions.
(a) First generation categorical right mutations. For k ∈ [1, n],
the action of categorical right mutation µRk on P is given by µ
R
k (P) =
(“Θ−1(k), ξ,Ak(1)〈Θ〉), where
• “Θ−1(k) = (Θ1, . . . ,Θ−1k , . . . ,Θn);
• Every object in Ak(1)〈Θ〉 is a mutated object from A〈Θ〉 as
follows
(M, f) ∈ Obj.A〈Θ〉 if and only if (Θk(M), µ
R
k (fk)) ∈ Obj.Ak(1)〈Θ〉,
where
µRk (f) = (f1, . . . , fk−1, εk,D(fk) ◦ f
−1
k , fk+1, . . . , fn) (3.6)
• The morphisms Mor.A
k(1)
〈Θ〉((Θk(M), µk(f)), (Θk(M
′), µk(f
′)))
are given by Θk(Mor.A〈Θ〉((M, f), (M
′, f ′))) which is
{Θk(h); h ∈ Mor.A〈Θ〉((M, f), (M
′, f ′))}. (3.7)
(b) Second generation categorical right mutations. The second
mutation µRk2(P) alters Ak(1)〈Θ〉 to the category Ak(2)〈Θ〉 with ob-
jects given by
(M, (f1, . . . , fk−1, ξk,C(fk) ◦ fk ◦ ε
−1
k,D(fk)
, fk+1, . . . , fn)), (3.8)
2. Categorical left mutations.
(a) First generation categorical left mutation µLk (P) is given by
µLk (P) = (
“Θ−1(k), ξ,Ak(−1)〈Θ〉), where
• Every object in Ak(−1)〈Θ〉 is a mutated object from A〈Θ〉 as
follows
(M, f) ∈ Obj.A〈Θ〉 if and only if (Θk(M), µ
L
k (fk)) ∈ Obj.Ak(−1)〈Θ〉,
where
µLk (f) = (f1, . . . , fk−1, f
−1
k ◦ εk,C(fk), fk+1, . . . , fn). (3.9)
• The morphisms of Ak(−1)〈Θ〉 are as given in (3.7).
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(b) Second generation categorical left mutations. The second
mutation µLk2(P) alters A〈Θ〉 to Ak(−2)〈Θ〉 with objects given by
(M, (f1, . . . , fk−1, ε
−1
k,C(fk)
◦ fk ◦ ξk,D(fk), fk+1, . . . , fn)). (3.10)
3. General categorical mutations rules. Let S = (Θ, ξ,Ak(t)〈Θ〉) be a
triple obtained from the initial categorical preseed P by applying some
sequence of categorical mutations µ which contains exactly t copies of
µRk with t ≥ 2. Applying another µ
R
k on S is governed by the following
rules
(a) ξ is frozen.
(b) Θ is altered by replacing it with “Θ−1(k).
(c) The category Ak(t)〈Θ〉 will be replaced by Ak(t+1)〈Θ〉.
• Let (W, νk(t)) be a generic object in Ak(t)〈Θ〉 where νk(t) =
(ν1, . . . , νk). Then a random object (µk(W ), νk(t+1)) ofAk(t+1)〈Θ〉
is given as follows


(Θk(W ), νk(t+1)),with
νk(t+1) = (ν1, . . . , νk−1, εk,D(νk) ◦ ν
−1
k , νk+1, . . . , νn), if t is even,
(W, νk(t+1)),with
νk(t+1) = (ν1, . . . , νk−1, ξk,C(νk) ◦ ν
−1
k , νk+1, . . . , νn), if t is odd.
(3.11)
• Morphisms Mor.A
k(t+1)
〈Θ〉((W, νk(t)), (W
′, ν
′R
k(t)
) are given by


Θ(Mor.A
k(t)
〈Θ〉((W, ν
R
k(t)
), (W ′, ν
′R
k(t)
)), if t is even,
Mor.A
k(t)
〈Θ〉((W, ν
R
k(t)
), (W ′, ν
′R
k(t)
)), if t is odd.
(3.12)
(d) Let S = (Θ, ξ,Ak(−t)〈Θ〉) be triple obtained from P by applying
some sequence of categorical mutations µ which contains exactly t
copies of µLk with t ≥ 2. The categorical left mutations rules for
ξ and Θ are the same as in the right mutations. The left cate-
gorical mutations of Ak(−t)〈Θ〉 with objects are the pairs (W, νk(−t))
such that νk(−t) = (ν1, . . . , νn) is replacing it with Ak(−t−1)〈Θ〉 with
objects given by


(Θk(W ), νk(−t−1)),with
νk(−t−1) = (ν1, . . . , νk−1, ν
−1
k ◦ εk,C(νk), νk+1, . . . , νn), if t is even,
(W, νk(−t−1)),with
νk(−t−1) = (ν1, . . . , νk−1, ν
−1
k ◦ ξk,D(νk), νk+1, . . . , νn), if t is odd.
(3.13)
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The morphisms of Ak(−t−1)〈Θ〉 are defined the same way as the mor-
phisms of Ak(t+1)〈Θ〉 in (3.12).
Two categorical preseeds P and S are called mutationally equivalent if they
can be obtained from each other by applying some sequences of categorical mu-
tations. In such case, every skew Laurent object of P is said to be mutationally
equivalent to its associated skew Laurent object of S.
Remark 3.10. Let P be a hyperbolic categorical preseed. Then for every i, j ∈
[1, n] we have
µRi µ
R
j (S) = µ
R
j µ
R
i (S), µ
L
i µ
L
j (S) = µ
L
j µ
L
i (S) and µ
L
i µ
R
j (S) = µ
R
j µ
L
i (S). (3.14)
Example 3.11 (Categorical mutations of Weyl categorical preseed W). In this
example we give more precise forms for the objects of the categoriesAk(t)〈Θ〉, k ∈
[1, n], t ∈ Z of the Weyl categorical preseedW given in Example 3.8. For every
M ∈ Obj.(A), let εi,M :M →M be an endomorphism of the identical functor
ofA induced by the element ǫi = θ
−1
i (ξi) ∈ D where εi,M(m) = ǫi(m), i ∈ [1, n].
Let (M, y) be some (generic) object in A〈Θ〉 and let Ak(t)〈Θ〉 be a skew Lau-
rent category obtained from the initial skew Laurent category A〈Θ〉 of W by
applying the sequence of categorical right mutations
t-times︷ ︸︸ ︷
µRk · · ·µ
R
k . The objects
of Ak(t)〈Θ〉 are of the form (M, yk(t)), yk(t) = (y1, . . . , yk−1, ykt , yk+1, . . . , yn),
where ykt is one of the following cases


ykt ∈Mor.A〈Θ〉(Θ(M),M); ykt(m) = ξ
t
2
k ykξ
−t
2
k (m), if t is even,
ykt ∈Mor.A〈Θ〉(M,Θ(M)); ykt(m) = ξ
t+1
2
k y
−1
k ξ
−
(t−1)
2
k (m), if t is odd.
(3.15)
Let Ak(−t)〈Θ〉 be a skew Laurent category obtained from A〈Θ〉 of W by
applying the sequence of categorical left mutations
t-times︷ ︸︸ ︷
µLk · · ·µ
L
k . The objects of
Ak(−t)〈Θ〉 are of the form (M, yk(−t)), where yk(t) = (y1, . . . , yk−1, yk−t , yk+1, . . . , yn),
where ykt is one of the following cases


yk−t ∈Mor.A〈Θ〉(Θ(M),M); yk−t(m) = ξ
−t
2
k ykξ
t
2
k (m), if t is even,
yk−t ∈Mor.A〈Θ〉(M,Θ(M)); yk−t(m) = ξ
− t−1
2
k y
−1
k ξ
t+1
2
k (m), if t is odd.
(3.16)
Lemma 3.12. Let P = (Θ, ξ,A〈Θ〉) be categorical preseed of rank n in A.
Then the following are true
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(1) For every sequence of categorical right (respect to left) mutations µRj1 · · ·µ
R
jt
,
we have µRj1 · · ·µ
R
jt
(P) (respect to µLj1 · · ·µ
L
jt
(P)) is again a categorical pre-
seed;
(2) For every k ∈ [1, n], we have µRk µ
L
k (P) = µ
L
kµ
R
k (P) = P;
(3) The categorical preseed P along with the categorical preseeds µR1 (P), . . . , µ
R
n (P)
give rise to a hyperbolic category (respect to µL1 (P), . . . , µ
L
n(P)). This hy-
perbolic category will be denoted by HR(P) (respect to HL(P)).
Proof. (1) In the following we prove Part (1) for categorical right mutations
and for the categorical left mutations, the proof is similar with the ob-
vious changes. One can see that Remark 3.10 reduces the proof of Part
(1) into proving it only for the case ji = . . . = jt = k, for some k ∈ [1, n].
We start by proving Part (1) for sequences of mutations of lengths one
and two, and the proof for sequences of mutations with bigger lengths is
quite similar. Now, we show that µRk (P) is again a categorical preseed.
The main part is to prove that Ak(1)〈Θ〉 satisfies the conditions of the
skew Laurent category for the triple (Θ−1, ξ,Ak(1)〈Θ〉). One can see that
if (M, f) ∈ Obj.A〈Θ〉 then εk,Θ(M) ◦ f
−1
k ∈MorA(Θ
−1
k (Θk(M)),Θk(M)).
It remains to show (3.4) for objects and morphisms of Ak(1)〈Θ〉. Let h
be a morphism in MorA〈Θ〉((M, f), (M
′, f ′)). Then Diagram (3.4) for P
tells us that Θk(hk) ◦ f
−1
k = f
′−1
k ◦ hk, k ∈ [1, n]. Therefore the following
consecutive identities are satisfied
εk,Θ(M ′) ◦ (Θk(hk) ◦ f
−1
k ) = εk,Θ(M ′) ◦ (f
′−1
k ◦ hk)
Θk(hk) ◦ (εk,Θ(M) ◦ f
−1
k ) = (εk,Θ(M ′) ◦ f
′−1
k ) ◦ hk. (3.17)
Equation (3.17) above is due to the fact that εk,− being an endomorphism
of the identical functor, thanks to (3.5) and the fact that ξk is an en-
domorphism of the identical functor for every k ∈ [1, n]. Also, equation
(3.17) says that the following diagram is commutative
Θk(M)
Θk(h)

M
εkΘ(M)◦f
−1
k
oo
h

Θk(M
′) M ′
εkΘ(M′)◦f
′−1
k
oo
which is equivalent to the commutativity of the following diagram
Θk(M)
Θk(h)

Θ−1k (Θk(M))
εk,Θ(M)◦f
−1
k
oo
Θ−1(Θk(h))

Θk(M
′) Θ−1k (Θk(M
′))
εkΘk(M
′)◦f
′−1
k
oo
Clustered Hyperbolic Categories 17
which means
Θ(h) ∈MorAk〈Θ〉((Θ(M), εk,Θ(M) ◦ f
−1
k ), (Θ(M
′), εk,Θ(M ′) ◦ f
′−1
k )).
For right mutations of length two, altering µRk (P) by mutation in k-
direction, we get µRk µ
R
k (P) = (Θ, ξ,Ak(2)〈Θ〉, where objects of Ak(2)〈Θ〉
are given by the pairs (M, ξk,M◦(fk◦ε
−1
k,Θk(M)
)). To prove that (Θ, ξ,Ak(2)〈Θ〉)
is again a categorical preseed we need to prove (3.4) as follows
h ◦ (ξk,M ◦ (fk ◦ ε
−1
k,Θk(M ′)
)) = ξk,M ′ ◦ h ◦ (fk ◦ ε
−1
k,Θk(M)
)
= ξk,M ′ ◦ f
′
k ◦Θk(h) ◦ ε
−1
k,Θk(M)
= (ξk,M ′ ◦ f
′
k ◦ ε
−1
k,Θk(M ′)
) ◦Θk(h).
In the first equation we used that ξk is an endomorphism of the identical
functor of A, in the second equation we used that h ∈ homA〈Θ〉(M,M
′)
and the last equation is due to εk is also an endomorphism of the identical
functor of A.
(2) To prove second part, we only need to show the equivalency of the two
categories µRk (µ
L
k (A〈Θ〉)) and µ
L
k (µ
R
k (A〈Θ〉)). Actually, one can see that
the category A〈Θ〉 will be reproduced by applying µRk µ
L
k or µ
L
kµ
R
k , which
is straightforward to prove.
(3) To prove Part (3) for the categorical preseeds P, µR1 (P), . . . , µ
R
n (P), we
introduce the category HR(P) with objects are the triples (γ,M, f),
where γ = (γ1, . . . , γn) with γk = εk,Θk(M) ◦ f
−1
k , where (M, f) is an
object of A〈Θ〉. The morphisms of HR(P) are given by
Mor.HR(P)((γ,M, f), (γ
′,M ′, η′)) = Mor.A〈Θ〉((M, f), (M
′, f ′)).
In the following we verify the conditions of the hyperbolic category.
Starting with (3.2), for every k ∈ [1, n] we have
γk ◦ fk = εk,D(fk) ◦ f
−1
k ◦ fk = εk,D(fk),
and
fk ◦ γk = fk ◦ ξk,D(fk) ◦ η
−1
k = fk ◦ f
−1
k ◦ ξk,C(fk) = ξk,C(fk).
To prove (3.3), let h ∈ Mor.A〈Θ〉((M, f), (M
′, f ′)). Then h ◦ fk = f
′
k ◦
Θk(h) for every k ∈ [1, n]. Also
Θ(h) ◦ (εk,D(fk) ◦ f
−1
k ) = Θ(h) ◦ f
−1
k ◦ εk,C(fk)
= f ′−1k ◦ h ◦ εk,C(fk)
= f ′−1k ◦ εk,C(h) ◦ h
= f ′−1k ◦ εk,C(f ′) ◦ h
= (εk,D(f ′) ◦ f
′−1
k ) ◦ h.
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The definition of HL(P) and the Proof of its being hyperbolic category is
quite similar to the proof of HR(P) with the obvious changes.
Corollary 3.13. For every two mutationally equivalent categorical preseeds
P and S there exist a unique sequence of categorical mutations µ such that
S = µ(P). Where for every i ∈ [1, n], µi appears in µ only once and in one of
the forms (µLi )
ni or (µRi )
ni for some non-negative number ni
Proof. We start by proving the following statement: Every mixed sequence
of categorical right and left mutations µ = µi1 · · ·µik can be reduced into a
smaller or equal length sequence of categorical mutations of the form µRµL or
equivalently µLµR where
µR = (µRit1 )
n1 · · · (µRitq )
nq and µL = (µLid1
)n
′
1 · · · (µLid
q′
)
n′
q′ , (3.18)
with itj , idj , q and q
′ ∈ [1, n], nj , n
′
j ∈ N for j ∈ [1, max(q, q
′)] such that
{it1 , · · · , itq}∩{id1 , · · · , idq′} = Ø. We use (3.14) along with Part (2) of Lemma
3.12 to rewrite every sequence of mixed categorical right and left mutations as
µRµL or µLµR where µR is a sequence of only categorical right mutations and
µL is a sequence of only categorical left mutations as given in (3.18). One can
see that the statement of the corollary is true for any two categorical preseeds
of rank 1. And since every sequence of categorical mutations µ can be writ-
ten as the product µRµL such that µR and µL are as given in (3.18), where
each sequence of categorical mutations is written as a product of indepen-
dent sequences of categorical mutations each one is in one direction. Where
the independence of these sequences is guaranteed from the definition of cat-
egorical mutations, Definition 3.9. Each one of theses sequences connects one
component, say γk of a generic skew Laurent object (M, (γ1, . . . , γn)) in P to
same-index component of the corresponding skew Laurent object in S which
can be seen as a sequence between two rank 1 categorical preseeds. So each
subsequence (µRit1 )
ni and (µLit1 )
ni is unique thus µ must be unique.
3.4 Clustered hyperbolic categories
Let P and S be two mutationally equivalent categorical preseeds, that is S =
µR(µL(P)) or S = µL(µR(P)) where µR and µL are as given in (3.18). Then
we define the hyperbolic categories HR(S) and HL(S) of S by the same way
as it was defined in the Proof of Part (3) of Lemma 3.12. The category HR(S)
(respect to HL(S)) will be called the right (respect to left) hyperbolic category
of S. Here is a more precise definition of HR(S) and the definition of HL(S)
is similar with the obvious changes. Objects of HR(S) are given as follows,
if (M, (g1, . . . , gn)) is a typical object in the skew Laurent category AS〈Θ〉 of
S then (µR1 (g1), . . . , µ
R
n (gn),M, (g1, . . . , gn)) is an object in H
R(S) (respect to
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(µL1 (g1), . . . , µ
L
n(gn),M, (g1, . . . , gn)) is an object in H
L(S)). The morphisms
are given by
HomHR(S)((g
′,M, g), (h′,M ′, h)) = HomAS〈Θ〉((M, g), (M
′, h)). (3.19)
Definitions 3.14. 1. The triple (γ,M, η) is called a hyperbolic object of
the categorical preseed P if it is an object in the following set
H(S) = Obj.HR(S) ∪ Obj.HL(S),
for some categorical preseed S that is mutationally equivalent to P.
2. A mutation hyperbolic category H(P) of a categorical preseed P is a cate-
gory with set of objects consists of the hyperbolic objects of P. The mor-
phisms are given by: h = (h1, . . . , hn) ∈ Mor.H(P)((f
′,M, f), (g′,W, g))
where hi ∈ Mor.A(M,W ), i ∈ [1, n] satisfies the commutativity of the
diagram
M
hi

f ′
i // Θi(M)
Θi(hi)

fi
//M
hi

W
g′
i // Θi(W )
gi
//W.
(3.20)
3. A clustered hyperbolic category C in a categorical preseed P is defined to
be any full subcategory of the mutation hyperbolic category H(P) where
for every object (f ′,M, f) in Obj.C the pair (M, f) is an object in one
and only one skew Laurent category A〈Θ〉 for some categorical pressed
S that is mutationally equivalent to P.
In the following we will omit the word hyperbolic from the expression hy-
perbolic mutation category.
Remark 3.15. With the setting of Definitions 3.14 the categories HR(S) and
HL(S) are full subcategories of H(P).
Proof. By the definition the sets of objects of the categoriesHR(S) andHL(S),
they are subsets of the set of objects of H(P). For the morphisms, obviously
Mor.H(P)((f
′,M, f), (g′,W, g)) ⊆ Mor.HR(S)((f
′,M, f), (g′,W, g)) (respect to
HL(S)). For the other direction, if h satisfies (3.19) then it make the right half
of the diagram in (3.20) commutative. Now since, f ′ = µRk (f) and g
′ = µRk (g)
(respect to µLk (−)), hence for ever k ∈ [1, n] we have
ξk,Θk(W )g
−1
k hk = ξk,Θ(W )Θk(hk)f
−1
k = Θk(hk)ξk,Θ(M)f
−1
k ,
where the first equation is by using the commutativity of the right half of the
diagram (3.20) and the second equation is due to the fact that ξk satisfies (3.5).
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The case of left categorical mutation is quite similar and in case of using εk
instead of ξk there will be no major changes. which finishes the proof.
One of the main goals of this article is providing a general technique to
identify a full subcategory of every mutation category that is a clustered hy-
perbolic category. For this sake, we introduce cluster classes and hyperbolic
class.
Definition 3.16. Let (M, η) be an object in a skew Laurent category
A〈Θ〉. Then (M, η) forms the following two sets which we call cluster
classes
(a) [(M, η)]0 consists of all hyperbolic objects (γ
′,M ′, η′) where (M ′, η′)
can be obtained from (M, η) by applying a sequence of categorical
(right or left) mutations.
(b) [(M, η)]1 consists of all hyperbolic objects (γ
′,M ′, η′) where (M ′, η′)
can be obtained from µLk (M, η) by applying a sequence of categor-
ical right mutations or from µRk (M, η) by applying a sequence of
categorical left mutations.
We also introduce the set (M, η) = [(M, η)]0 ∪ [(M, η)]1.
• The hyperbolic class of (γ,M, η) at the categorical preseed S is given by
〈(M, η)〉(S) = {(h′,M, h) ∈ (M, η); (M,h) is an object in A〈Θ〉 of S},
or in other words
〈(M, η)〉(S) = (M, η) ∩ (Obj.HR(S) ∪Obj.HL(S)) (3.21)
Remark 3.17. Let P be a categorical preseed in A. Then the following three
conditions are equivalent
1. A mutation hyperbolic category H(P) is a clustered hyperbolic category.
2. For every object M in A, each hyperbolic class 〈(M, η)〉(S) contains
exactly two elements for every categorical preseed S that is mutationally
equivalent P.
3. The skew Laurent category A〈Θ〉 of the initial categorical preseed P
contains no mutationally equivalent objects.
In the following we introduce a presentation for cluster classes. All the defi-
nitions and proofs are written for a cluster class [(M, η)] ∈ {[(M, η)]0, [(M, η)]1}.
Definitions 3.18. (Zigzag presentations of cluster classes)
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(1) Let h = (γ,M, η) and h′ = (γ′,M ′, η′) be two hyperbolic objects. We say
that h divides h′ at k ∈ [1, n], in symbols it shall be written as h|kh
′, if
either of ηk or η
−1
k divides η
′
k; that is η
′
k can be written as a composition
of morphisms in the form gηkh or gη
−1
k h, for some morphisms g and h.
In particular if h|kh
′ and h′ = µLk (h) or h
′ = µRk (h) we simply use the
following diagrams respectively
·h′
·h
k
``❆❆❆❆❆❆❆❆
or ·h′
·h
k
>>⑥⑥⑥⑥⑥⑥⑥⑥
(2) • A morphism α is called an initial morphism at k ∈ [1, n] if for every
two morphisms α′ and α′′ that can be obtained from α by applying a
single left and right categorical mutations at k respectively, then we
have α|kα
′ and α|kα
′′. A hyperbolic object h0 = (γ,M0, η) is called
an initial object of the cluster class [(M, (η1, . . . , ηn)] if for every k
in [1, n], the morphism ηk is an initial morphism at k, which can be
presented by
·µL
k
(h) ·µR
k
(h)
·h0
k
<<②②②②②②②②
k
bb❊❊❊❊❊❊❊❊
for every k ∈ [1, n].
• Let [(M, η)] be a cluster class with initial objects h1, . . . , hn, n > 1
such that the biggest number of non initial objects between hi and
hi+1 for every i ∈ [1, n − 1] is m. Then we say that [(M, η)] has a
zigzag presentation of length n and height m and in case of n = 1,
the height would be a zero. The initial objects h1 and hn are called
the left and the right initial objects of [(M, η)] respectively.
Consider the following zigzag presentation of length n and height
one
. . . · · . . . · . .
.
·h1
k
__❄❄❄❄❄❄❄❄❄❄
k
AA✄✄✄✄✄✄✄✄✄
·h2
k
]]❀❀❀❀❀❀❀❀❀
k
AA✄✄✄✄✄✄✄✄✄
. . . ·hn
k
]]❁❁❁❁❁❁❁❁❁ k
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
• A non-zero morphism η is called a naked morphism at k ∈ [1, n]
if it is not divisible by any of the morphisms ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M) or
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ξ±1k,Θ(M). A skew Laurent object h = (M, (η1, . . . , ηn)) is called a
naked object if ηk is a naked morphism for every k ∈ [1, n].
Examples 3.19. Consider the Weyl categorical preseed given in Example 3.11
using Example 3.8. Recall that A is the category of all modules over Dn{θ, ξ}
considering them as D-modules. Let M be an object in A.
1. The object (M, y) is a naked object in A〈Θ〉 and the kth branch of the
zigzag presentation of [(M, y)]0 is as follows
. . . ·y
k−2
·y
k2
. .
.
·y
k−1
k
cc●●●●●●●●●●
·y
k1
k
==③③③③③③③③③③
·yk
k
==④④④④④④④④
k
bb❊❊❊❊❊❊❊❊
2. Consider the following skew Laurent object (M, ξ−1M η) where the mor-
phism η is a naked morphism. The cluster class [(M, ξ−1M η)]0 has the
following zigzag presentation of length two and height one
. . . ·ξ3η ·ξηε−2 .
. .
·η−1ξ2
k
cc●●●●●●●●●●
·εη−1ξ ·ε2η−1
k
::✈✈✈✈✈✈✈✈✈✈✈
·ξ−1η
k
::✈✈✈✈✈✈✈✈✈
k
dd❍❍❍❍❍❍❍❍❍
·ηε−1
k
::✈✈✈✈✈✈✈✈✈
k
dd❍❍❍❍❍❍❍❍❍
The left and right initial hyperbolic objects are (M, ξ−1M η) and (M, ηε
−1
Θ(M))
respectively.
3. The zigzag presentation of the cluster class [(M, ξ−1M η)]1 with η naked
morphism is of length one and hight zero, as follows
. . . ·ξ−2ηε ·εξ−1ηξ−1 .
. .
·η−1ξ2
k
dd■■■■■■■■■■■
·ξη−1ξ
k
99ssssssssssss
·ξ−1
M
η
k
;;✇✇✇✇✇✇✇✇✇
k
cc●●●●●●●●●
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4. An object M is called Verma object in A if ξkM = 0 for all k ∈ [1, n], for
more details about Verma modules of generalized Weyl algebras see [18].
Therefore, if M is a Verma object, then the actions of the morphisms
ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M) and ξ
±1
k,Θ(M) on M are by multiplying by one of the
following constants {−1, 0, 1} which means (M, η) is actually a naked
object in A〈Θ〉 for any non-zero morphism η.
Proposition 3.20. Let h and h′ be two hyperbolic objects in the same cluster
class. If h|kh
′ then there is no initial hyperbolic objects in between them. In
other words if µRkt(h) = h
′ (respect to µLkt(h) = h
′) then non of the hyperbolic
objects µR
kd
(h), 1 ≤ d < t (respect to t ≤ d ≤ −1) is initial object.
Proof. The proof is written for the case µRkt(h) = h
′ and the proof of categorical
left mutation case is similar. We start with the case when h is not a naked
morphism and we will prove it by mathematical induction on the length of d.
If h is not naked morphism then it must be divisible by some of the morphisms
ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M) or ξ
±1
k,Θ(M). If d = 1 then no thing to prove. Assume that
d = 2 and let h′′ = µRk (h). Then if h
′′ is an initial object then it divides h
at k which means that the categorical mutation µRk must have canceled one
of the morphisms ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M) or ξ
±1
k,Θ(M) that appears in the expression
of h′′, assume, without loss of generality, that the canceled morphism is one
of ξ±1k,Θ(M) or ξ
±1
k,M . By definition of categorical mutation it alternates between
multiplying by the morphisms ξ and ε, then applying the categorical right
mutation again on h′′ we will obtain a morphism with one of the expressions
ε±1k,M(h
′′)±1 or ε±1k,Θ(M)(h
′′)±1. Then the multiplicity of either of the elements
ξ±1k,Θ(M) or ξ
±1
k,M in the expression of the µ
R
k (h
′′), which equals h′, is less than
their multiplicity in the expression of h which contradicts with the fact that
h|kh
′. Suppose that the statement is true for d = q, i.e., non of the hyperbolic
objects µRkt(h) is initial object for 1 < t ≤ q then using the same argument
we used in the induction step at d = 2, we must have µRkt(h)|kµ
R
kt+1(h), 1 <
t ≤ q, q > 2. Then applying categorical right mutations accumulates the
morphisms ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M) and ξ
±1
k,Θ(M) around the naked morphism of h and
never cancel any of them, which means µRkq(h) has one of the forms ξ
qhε−(q−1)
or εqhξ−(q−1). Thus applying categorical right mutation one more time will
not produce any smaller form that can divide either of ξqhε−(q−1) or εqhξ−(q−1)
which means it is not possible to produce an initial object using µRkq+j for
j > 1. Which finishes the proof in the non-naked case. If h is a naked
morphism then every categorical mutations step applied to h will result in
multiplying h−1 or h by one of the morphisms ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M) or ξ
±1
k,Θ(M)
which gives us the following relations µkt(h)|kµkt+1(h), t ∈ [1, d− 1], therefore
non of µkt(h), t ∈ [1, d− 1] could be an initial object.
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Corollary 3.21. If h is a naked object then the zigzag presentation of [(M,h)]
is of length one and height zero, i.e., it is an open-up cone with vertex at h.
Proof. Since h is a naked object then h|kµ
R
kt(h) and h|kµ
L
kt(h) for every k ∈
[1, n] and t ∈ Z≥0. Hence from Proposition 3.20, h must be the only initial
object in [(M,h)].
Lemma 3.22. Every cluster class [(M, η)] has a zigzag presentation of a finite
length and of a hight one. In particular we have
(1) Initial objects are always exist;
(2) The hight of any zigzag presentation is at most one;
(3) Number of initial hyperbolic objects is finite.
Proof. The proof is divided into three steps
(1) We will prove this part by showing that, every hyperbolic object is di-
visible by some initial object. Let h = ((h′1, . . . , h
′
n),W, (h1, . . . , hn)) be
a hyperbolic object in [(M, η)], where W ∈ {M,Θ(M)}. If h is not an
initial hyperbolic object of [(M, η)] then there exists a hyperbolic ob-
ject gk1 = ((g
′
1,1, . . . , g
′
1,n),W1, (g1,1, . . . , g1,n)) such that g
k
1 |kh for some
k ∈ [1, n]. Without loss of generality we can assume that h = µRk (g
k
1)
(the proof of the case h = µLk (g
k
1) is similar). Thus hk can be written
in the form hk = α1,kg
±1
1,k where α1,k ∈ {ε
±1
k,M , ξ
±1
k,M , ε
±1
k,Θ(M), ξ
±1
k,Θ(M)}. If
gk1 is an initial hyperbolic object then the proof of existence is finished.
Assume that gk1 is not initial hyperbolic object. Then there is g
k
2 =
((g′2,1, . . . , g
′
2,n),W2, (g2,1, . . . , g2,n)) such that g
k
2 |kg
k
1 , so g1,k = α2,kg
±1
2,k for
some α2,k ∈ {ε
±1
k,M , ξ
±1
k,M , ε
±1
k,Θ(M), ξ
±1
k,Θ(M)}. Again, without loss of gen-
erality, we can assume that h = µRk2(g2,k). We can continue in this
process for only finite number of steps because h must be at most a
finite product, so the length of this process is proportional to the mul-
tiplicity of ξ±1k and ε
±1
k dividing hk. Therefore we obtain a sequence
of morphisms g1,k, . . . , gdk,k such that gj+1,k|kgj,k, j ∈ {1, . . . , dk}. Since
k was a random element from [1, n] so we can apply the same process
on each morphism h1, . . . , hn, we will end up to the hyperbolic object
h0 = ((g
′
d1,1
, . . . , g′dn,n),M, (gd1,1, . . . , gdn,n)). To show that h0 is initial
object, let l = ((l′1, . . . , l
′
n),W, (l1, . . . , ln)) be a hyperbolic object such
that l = µLk (h0) for some k ∈ [1, n]. If h0 is a naked object then we must
have h0|kl. If h0 is not a naked object and l|kh0, so since µ
R
k (l) = h0
then l must be one of g1,k, . . . , gdk,k which contradicts with the fact that
h0 is not divisible by any hyperbolic object that produces it by a single
categorical right mutation.
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One can see, in the case of h = µRk (g
k
1) (respect to h = µ
L
k (g
k
1)) then h
will appear on the right (respect to left) of h0 on the zigzag presentation.
(2) Suppose that [(M,h)] is cluster class with zigzag presentation of hight
bigger than one, without loss of generality assume that the hight is two.
Let h, h1, h2 and h3 be connected hyperbolic objects such that both of h
and h3 are initial objects. Then the part of the zigzag presentation that
contains h, h1, h2 and h3 would look as follows
·h2 ·
· ·h1
k
==⑤⑤⑤⑤⑤⑤⑤⑤
·h3
k
aa❇❇❇❇❇❇❇❇
k
??⑧⑧⑧⑧⑧⑧⑧⑧
·h
k
>>⑥⑥⑥⑥⑥⑥⑥⑥
k
^^❃❃❃❃❃❃❃❃
Since h|kh1 and h1 = µ
R
k (h) then the multiplicity of one of the morphisms
ξ˜ = {ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M), ξ
±1
k,Θ(M)} has increased by one. Now applying µ
R
k
one more time will result in increasing of the multiplicity of another mor-
phism from the set ξ˜. Hence by definition of categorical right mutation we
must have h2 has one of the following forms ξk,−hε
−1
k,− or εk,−hξ
−1
k,− which
means h3 has one of the expressions ε
2
k,−h
−1ξ−1k,− or ξ
2
k,−h
−1ε−1k,−. In both
h2 and h3 the multiplicities of the morphisms {ε
±1
k,M , ξ
±1
k,M , ε
±1
k,Θ(M), ξ
±1
k,Θ(M)}
can not be reduced any more. Therefore h3 does not divide h2 at k which
means h3 can not be initial object.
(3) In the proof of this part we will also explain how the non naked ini-
tial morphisms occur. Let h be non naked initial object. Then h di-
vides both of h′ = µLk (h) and h
′′ = µRk (h) which means that applying
µRk on h
′ reduces the multiplicity of one of the morphisms, say α ∈
{ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M), ξ
±1
k,Θ(M)}. Then applying µ
R
k on h increases the mul-
tiplicity of another morphisms say β ∈ {ε±1k,M , ξ
±1
k,M , ε
±1
k,Θ(M), ξ
±1
k,Θ(M)}\{α}.
Applying µRk again on h
′′ will either increase or decrease the multiplicity
of the morphism α. If it is increasing then h is a right corner, i.e., h
is a right end initial object and no any other initial objects on its right
side, thanks to Part (2) of this lemma. If it is decreasing, it would be
decreasing the multiplicity of α then it creates another initial object.
Continue in applying µRk will produce number of initial objects that is
proportionate to the multiplicity of α which is finite. Then number of
initial objects to the right of h is finite. In a quite similar way we can
prove that the number of initial objects to the left of h is also finite.
Which means that the total number of the initial objects must be finite.
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Corollary 3.23. Every hyperbolic object is connected to unique right end and
left end initial objects. The Proof of Lemma 3.22 provides a precise technique
to identify the unique right (respect to left) end initial object of every cluster
class.
Proof. Let h be a non initial object of some cluster class. Then following the
proof of Part (1) of Lemma 3.22 leads us to an initial hyperbolic object (lies to
left or right of h in the zigzag presentation), let’s call it h′. If there are some
hyperbolic objects sandwiched between h and h′, such that there is a natural
number m so that h′|kµ
R
k (h
′)|kµ
R
k2(h
′)|k . . . µ
R
km(h
′)|kh (respect to µ
L
kj(−), j =
1, . . . , m) hence h′ is the right (respect to left) end initial hyperbolic object
we looking for, thanks to Part (2) of Lemma 3.22. If there is no any objects
sandwiched between h and h′, then we have two cases: First case if h|kµ
R
k (h)
(respect to categorical µLk (−)) hence again using Part (2) of Lemma 3.22 we
have h′ is the right (respect to left) end initial object. The second case is when
µRk (h)|kh, then µ
R
k (h) (respect to µ
L
k (−)) is also an initial object, again thanks
to Part (2) of Lemma 3.22. Then we keep applying right categorical mutations
until we obtain an object that finishes the right (respect to left) side of the
zigzag, in other words until we obtain an object g such that g|kµ
R
k (g)|kµ
R
k2(g)
(respect to categorical µLk (−)) and in this case g is the right (respect to left)
end initial object. This process is finite due to Part (3) of Lemma 3.22. In case
of h is an initial object, then if µRk (h)|kµ
R
k2(h) (respect to µ
L
k (−)) then h is the
right (respect to left) end initial object. If there are other initial objects that
lies to right (respect left) of h then apply right (respect to left) mutation on h
until we obtain an object g such that g|kµ
R
k (g)|kµ
R
k2(g) (respect to categorical
µLk (−)) which would be the right (respect to left) end initial object.
Lemma 3.24. Every mutation category H(P) contains a full subcategory that
is a clustered hyperbolic category.
Proof. Fix P = (Θ, ξ,A〈Θ〉) to be the categorical preseed of H(P). Let A0〈Θ〉
be the full subcategory of A〈Θ〉 with objects given by:
(M, η) is an object in A0〈Θ〉 if and only if (µ(η),M, η) is a right end initial
object of the cluster class [(M, η)]0. Now consider the categorical pressed P0 =
(Θ, ξ,A0〈Θ〉) and the category C(P) with objects are all the hyperbolic objects
of P0. The morphisms between any two objects (g
′,M, g) and (h′,M ′, h) in
C(P ) are given by
Mor.C(P )((g
′,M, g), (h′,M ′, h)) := Mor.H(P )((g
′,M, g), (h′,M ′, h)).
So by definition, C(P) is a full subcategory of H(P). The proof of C(P) is
a clustered hyperbolic category is due to the following Lemma.
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Lemma 3.25. For every hyperbolic object (γ,M, η) in the category C(P) there
exists a unique categorical preseed S, mutationally equivalent to the initial cat-
egorical preseed P0, such that (γ,M, η) is an object in one of the the hyperbolic
categories HR(S) or HL(S).
Proof. Let H(S) = Obj.HR(S) ∪ Obj.HL(S). Suppose that there are two
different categorical preseeds S and S ′ such that
(γ,M, η) ∈ H(S) ∩H(S ′). (3.22)
Then we have two cases
Case 1 Since the hyperbolic object (γ,M, η) belongs to two hyperbolic cate-
gories of two different categorical preseeds, then it can be tracked back
to two different initial objects say h and h′ in P0. Hence (γ,M, η) can be
obtained from h or h′ by applying two different sequences of mutations.
Therefore h and h′ are related by a sequence of mutations which means
that both of h and h′ are right end initial objects in the same zigzag
which is a contradiction with the uniqueness of right end initial objects.
Case 2 The zigzag presentation of the cluster class of (γ,M, η) contains two
copies of (γ,M, η) which means there is a non-trivial sequence of right
(or left) mutations µRi1 · · ·µ
R
ij
such that µRi1 · · ·µ
R
ij
(M, η) = (M, η), where
η = (η1, · · · , ηn). Which leads to one of the following two types of con-
tradictions.
• Without loss of generality, let µRit be a repeated mutations even
number of times, say 2m for some natural number m, inside the
sequence µRi1 · · ·µ
R
ij
. Then we must have
ξmij ,Θit (M)
ηitξ
−m
Θit ,M
= idΘit (M)
which means that for every w ∈M,
ηit(w) = ξ
−m
it,Θit (M)
idΘit (M)ξ
m
Θit ,M
(w) = w
which contradicts with the fact that ηit is different from the identity
morphism.
• Again without loss of generality, let µRit′ be a repeated mutations odd
number of times, say 2m+1 for some natural number m, inside the
sequence µRi1 · · ·µ
R
ij
. Then we must have
ξm+1Θi
t′
(M)η
−1
it′
ξ−mit′ ,Θit′ (M)
= idM
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which means that for every w ∈M,
η−1it′ (w) = ξ
−m−1
Θi
t′
,M idΘi
t′
(M)ξ
m
it′ ,Θit′
(M)(w) = ξ
−1
it′
(w)
which contradicts with the fact that ηit′ is different from the mor-
phism ξit′ .
Definition 3.26. Let P be a categorical preseed with its initial categorical
preseed P0. The category C(P) defined in the Proof of Lemma 3.24 is called
the clustered hyperbolic category of P and the objects of the initial categorical
preseed P0 are called initial objects.
One can see that a clustered hyperbolic category of P could be also defined
using the left initial objects instead of the right initial objects.
Remark 3.27. If P = (Θ, ξ,A〈Θ〉) is a categorical preseed such that the skew
Laurent category A〈Θ〉 contains no mutationally equivalent objects, then the
category H(P) is identified with the clustered hyperbolic category C(P). Fur-
thermore, in such case every Laurent skew category A〈Θ〉 of any categorical
preseed S, that is mutationally equivalent to P contains no mutationally equiv-
alent objects.
In Theorem 3.28 we provide a clustered hyperbolic category that arises
from Weyl categorical preseed W, see Examples 3.8 and 3.11. The theorem
also provides a relation between the arising clustered hyperbolic category and
the category of representations of the Weyl cluster algebra H(p).
Let p = (α, ξ, θ) be a Weyl pressed in the skew-field D and H(p) be its Weyl
cluster algebra. Denote the category of representations of H(p) by H(p)-mod.
Let ψ∗ : H(p)-mod→ R −mod, the forgettable functor that sends each H(p)
module to itself forgetting about the action of the elements of the cluster set
X (p). Consider the category Ap = ψ∗(H(p)-mod). One can see that Ap is an
additive category as it is a full subcategory of the category R−mod.
Theorem 3.28. The Weyl preseed p = (α, ξ, θ) gives rise to a clustered hyper-
bolic category C(W0) that is generated by (possibly infinitely many) equivalent
hyperbolic categories where each one of them is equivalent to Ap.
Proof. Let W0 = (Θ, ξ,Ap〈Θ〉) be a categorical preseed in the additive cate-
goryAp induced from p same way as in Example 3.8, where the set of objects of
the skew Laurent category Ap〈Θ〉 is given by {(M,α);M is an object in Ap}.
By definition of preseeds the elements of α = {α1, . . . , αn} are algebraically
independent then so are the morphisms {α1, . . . , αn} which means that non
of the objects of Ap〈Θ〉 are mutationally equivalent. Therefore the category
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C(W0) of all hyperbolic objects of the categorical preseed W0 is naturally a
clustered hyperbolic category, thanks to Remark 3.27 and Remark 3.17.
One can see that the algebras HR(s), HL(s) and the Weyl cluster algebra
H(p) are all isomorphic for every preseed s that is mutationally equivalent to p,
thanks to Part (3) of Theorem 2.13. Hence the categories H(p)−mod,HR(s)−
mod and HL(s)-mod are equivalent. Also, one can define a one to one corre-
spondence between the objects of Ap and the set of all cluster classes of C(W0)
given by M ↔ (M,α). Which gives rise to pairs of inverse functors Fs and
Gs for every preseed s, mutationally equivalent to p and for every categorical
preseed S mutationally equivalent to W0 that is S = µ(W0) and s = µ
′(p) for
some sequence of categorical mutations µ and sequence of preseeds mutations
µ′ corresponding to µ, given by
Fs : H(s)−mod→ C
R(S) given by W 7→ (µR(β),W, β);
and
Gs : C
R(S)→H(s)−mod given by (µR(β),W, β) 7→ W ;
both of Fs and Gs are identities on morphisms, here β = µ(α). Since the
category CR(S) (respect to CL(S)) is a full subcategory of C(W0), then Ap is
embedded in the clustered hyperbolic category C(W0). Finally, the following
diagram explains the relations between the categories Ap,H(s)−mod,C
R(S),
C
L(S) and C(W0)
Ap ∼= H(s)−mod ∼= C
R(S) ∼= CL(S) →֒ C(W0). (3.23)
Theorem 3.29. Let P be a categorical preseed in Ap and C be any clustered
hyperbolic subcategory of H(P). Then there is a map FP from Obj.C to the
Weyl cluster algebra H(p) such that image of Fp generates H(p).
Proof. Let W = (Θ, ξ,Ap〈Θ〉) be the initial categorical preseed of C. Let
M(W) be the set of all morphisms that appear in every possible skew Laurent
object (M,β) that can be obtain from some initial skew Laurent objects (W,β)
by applying some sequence of categorical mutations, where β = {β1, . . . , βn}.
Let {α1, . . . , αn} be the set of initial cluster variables of the Weyl preseed p.
We introduce the step back map fp :M(W)→ X (p) given by
fp(βk) = fp(µkm(βk)) =


µRk (µkm(αk)), if m < 0;
1, if m = 0;
µLk (µkm(αk)), if m > 0,
(3.24)
where, without loss of generality, we assumed that βk = µkm(βk) for some
integer number m. One can see that the step back map fp is well define, since
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for every skew Laurent object (M,β) there is a unique categorical pressed S
mutationally equivalent toW such that (M,β) is an object in the skew Laurent
category of S, thanks to Lemma 3.25. Which guarantees the uniqueness of the
sequence of categorical mutations that creates each βk from βk for k ∈ [1, n]
and hence the uniqueness of fp(βk) for every k ∈ [1, n]. Now consider the map
Fp : Obj.C→ H(p),
such that
(β ′,M, β) 7→
n∏
i=1
fp(βi), (3.25)
where the product is ordered as follows
∏n
i=1 fp(βi) = fp(β1) · · ·fp(βn). Now
we prove that every cluster variable in X (p) has a pre-image in Obj.C. Let z
be a cluster variable in H(p). Then there is a non-negative q and k ∈ [1, n]
such that µk±q(αk) = z, where (+) is for right mutation and (−) is for the left.
Consider the hyperbolic object (ν ′,M, ν) where ν = (β1, . . . , µk±q±1(βk), . . . βn),
hence
Fp(ν
′,M, ν) = 1 · · ·µk∓1(µk±q±1(βk)) · · ·1 = z.
With a similar argument we can show that every cluster monomial of the form
z1 · · · zk, k ∈ [1, n] has a hyperbolic object in C as its Fp-pre-image.
Corollary 3.30. In particular, there is a map from Obj.C(W0) (where C(W0)
is the clustered hyperbolic category defined in Theorem 3.28) with its image
generates H(p) and the set of hyperbolic objects
{µkm(α
′,M, α)|m ∈ Z \ {−1, 0}, k ∈ [1, n]}
is in one to one correspondence with the set of all cluster variables X (p).
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