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Unbalanced data in multivariate situations cause consider-
able difficulties in performing statistical analyses. Many 
attempts for handling the missing data situation have been made, 
with varying degrees of success. In order to ascertain the 
current status of the situation, a bibliographic search is 
required. This is done in the present paper and is mostly 
confined to the last ten-year period. 
INTRODUCTION 
Unbalanced data in the real world is a frequently occurring 
phenomenon in experimentation. This is true for multivariate 
just as for univariate situations. Considerable effort has been 
expended to obtain statistical analyses for unbalanced univariate 
situations and accounts for a goodly portion of the area known as 
linear model theory. The situation for multivariate analysis is 
much different. Very little (relative to univariate) has been 
accomplished in providing statistical procedures for the general 
unbalanced multivariate situation. 
Unbalanced data situations in a multivariate investigation 
fall into three categories, Le., 
(i) data missing at random, 
(ii) data missing by design and/or censored, and 
(iii) data are impossible to obtain. 
The procedures developed will be different for each situation. 
To ascertain what has been done, a search of the literature over 
the last ten years was made. The references were put into the 
following categories with number of citations listed in 
parentheses: 
1. Effect of missing values on the multivariate normal 
assumptions (32). 
2. Estimation of missing values (predictive) missing at random 
(33). 
3. Estimation of missing values under censoring (17). 
4. Missing values when data are impossible to obtain or are 
unobservable (1). 
5. Missing values for multivariate discrete data (7). 
6. Distribution-free (nonparametric) procedures for missing 
observations (8). 
7. Testing hypotheses in the presence of missing data (26). 
The bibliographic retrieval system known as BRS/After Dark 
8. General (74). 
Databases was used in the computer search. The key words used 
were multivariate analysis (missing observations or unbalanced or 
hierarchical). The Mathematical Reviews database which contains 
most of the major statistical journals was searched. Not all of 
the references contained a complete citation. The Curren~ Index 
~o S~a~1st1cs was used to complete the reference where possible 
and was used to obtain additional references. The search was 
confined to be mainly within the last ten years. 
The citations found'are listed under each of the categories. 
It should be noted that very few or no references were found for 
a number of the categories. This attempt of categorizing the 
references will be useful to highlight the areas where the 
available information or methodology is inadequate. This search 
revealed that in the last two years there was some activity on 
normality assumption (N), considerable activity on estimation of 
missing values under censoring (PC), and considerable activity 
on testing hypotheses in the presence of missing observations 
(T). 
Effect of Missing Values on Multivariate Normal Assumptions (N) 
All references listed below except for N were obtained £rom 
the literature search on the computer. There are 32 references 
on the effect of missing observations on the normality 
assumption. Among the 32 publications, 21 are in journals of 
statistics, while the others are distributed in miscellaneous 
publications as research reports and in mathematics journals. 
This indicates that the statisticians are aware of the basic 
problem of missing values on the validity of the main assumption 
of multivariate normality on which all the present tests of 
hypotheses and inferences are based. While the invalidity of 
normality assumption strikes at the very root of the present 
procedures in the interpretation of the data in applied 
situations, adequate effort for suitable modification of the 
procedures of analysis including transformation of the data to an 
approximate normality is not evident in the publications. The 
estimation procedures for the prediction of missing values are 
also based on multivariate normality assumption. Therefore, the 
solution for data not conforming to multivariate normality due to 
missing values should be the first priority area of further work. 
N1 Boyles, R. A. and Samaniego, F. J. (1984). Modeling and 
inference for multivariate binary data with positive 
dependence. J. Amer. Stat1st. Assoc. 19, 188-193. 
N2 Bock, H. H. (1979). Mathematisch statistische Modelle in 
der Cluster analyse. Phys1ca, Wurzburg, Germany. 
N3 Brailovsky, V. (1980). On the influence of missing data in 
a sample set on the quality of a statistical decision rule. 
New York Acad. Sci., New York. 
N4 Brailovsky, V. (1981). Remark concerning a paradoxical 
situation in behaviour of error rate in discriminant 
analysis. Statist. Anal. Pbnnees 6(1), 28-38. 
N5 Brown, C. H. (1983). Asymptotic comparison of missing data 
procedures for estimating factor loadings. Psychometrika 
48, 269-291. 
N6 Conway, D. and Theil, H. (1980). 
moment matrix with missing values. 
319-322. 
The maximum entropy 
Econom. Lett. 5(4), 
N7 Darroch, J. N., Lauritzen, S. L., and Speed, T. P. (1980). 
Markov fields and log-linear interaction models for con-
tingency tables. Ann. Statist. 8(3), 522-539. 
N8 Dempster, A. P., Laird, N. M., and Rubin, D. B. (1980). 
Iteratively reweighted least squares for linear regression 
when errors are normal/independent distributed. Hulti-
var.iate Analys.is 5, 35-57. 
N9 Gnanadesikan, R., Kettenring, J. R., and Landwehr, J. M. 
(1977). Interpreting and assessing the results of cluster 
analyses. Bull. Inst. Internat. Stat.ist. 47(2), 451-493. 
N10 Gupta, A. K. and Rohatgi, V. K. (1982). Estimation of 
covariance from unbalanced data. Sankhya, Ser. B. 44(2), 
143-153. (See also under T.) 
Nll Hathaway, R. J. (1986). Another interpretation of the EM 
algorithm for mixture distributions. Statistics & 
Probab.ility Letters 4, 53-56. 
N12 Ito, K. (1962). A comparison of the powers of two multi-
variate analysis of variance tests. Biometrika, 50, 
455-462. (An interesting paper.) 
N13 Ito, K. (1966). On the heteroscedasticity in the linear 
normal regression model. In Res. Papers Statist. Festchr., 
Ney.wan (F. David, ed.), 147-155. (A useful paper on role of 
sample size on multivariate normality assumption.) 
N14 James, A. T. and Venables, W. (1980). Interval estimates 
for a bivariate principal axis. Hult.ivariate Analysis 5, 
399-411. 
NlS Kabe, D. G. (1981). Some results for the univariate normal 
random linear regression model prediction theory. U. S. 
Army Res·. Office, Research Triangle Park, NC. 
N16 
Nl7 
Kawasaki, S. and 
relationships in 
compact measures 
22(2), 82-109. 
Zimmermann, K. F. (1981). Measuring 
the log-linear probability model by some 
of association. Stat:ist. Hefte (N.F.) 
Machado, s. G. (1983). Two statistics for testing multi-
variate normality. B:iometr:ika 70(3), 713-718. 
NIB Mardia, K. V. (1978). Some properties of classical 
multi-dimensional scaling. Comm. Stat:ist. A - rheory ik 
JVethods 7(13), 1233-1241. 
N19 Mardia, K. V. (1984). Mardis's test of multinormality. 
Unpublished manuscript. 
N20 Murray, G. D. (1979). The estimation of multivariate 
normal density functions using incomplete data. Biometrika 
66( 2) ' 3 7 5-380. 
N21 Niemi, H. and Weron, A. (1981). Dilation theorems for 
positive definite operator kernels having majorants. J. 
Funct. Anal. 40(1), 54-65. 
N22 Payne, R. W. (1981). Selection criteria for the con-
struction of efficient diagnostic keys. J. Statist. Plan. 
Inference 5(1), 27-36. 
N23 Radhakrishnan, R. (1982). Inadmissibility of the maximum 
likelihood estimator for a multivariate normal distribution 
when some observations are missing. Comm. in Statist.~ A, 
11, 941-955. (See also under PR and T). 
N24 Redner, R. A. and Walker, H. F. (1984). Mixture densities, 
maximum likelihood and the EM algorithm. Siam Review 26, 
195-202. 
N25 Reinsel, G. (1984). Estimation and prediction in a multi-
variate random effects generalized linear model. J. Amer. 
Statist. Assoc. 19, 406-414. 
N26 Springer, M. D. (1979). The algebra of random variables. 
John Wiley & Sons, New York, Chichester, Brisbane. xix + 
470 pp. 
N27 Srivastava, J. N. and McDonald, L. L. (1974). Analysis of 
growth curves under the hierarchical models. Sankhya, 
Ser. A~ 36(3), 251-260. 
• 
N28 Szatrowski, T. H. (1985). Asymptotic distributions in the 
testing and estimation of the missing-data multivariate 
normal linear patterned mean and correlation matrix. LLnear 
AJgehra and I~s ApplLca~Lons 67, 215-231. 
N29 Titterington, D. M. ( 1977). Analysis of incomplete 
multivariate binary data by the kernel method. ~2omecr1ka 
64(3), 455-460. (See also under D and NP.) 
N30 Walker, J. J. (1979). An asymptotic expansion for un-
balanced quadratic forms in normal variables. J. Amer. 
Sca~1sc. Assoc. 74, 389-392. 
N3l Yakowitz, S. J. and Szidarovszky, F. (1985). A comparison 
of kriging with nonparametric regression methods. J. of 
Hulr1var1a~e Anal. 16, 21-53. 
N32 Proceed1ngs of ~he Second Inrernar1onal Conference on 
Harhemarical Hode111ng, Volumes I & II. University of 
Missouri at Rolla, Rolla, MO. 
Estimation of Missing Values (Prediction) Missing at Random (PR) 
Various methods of estimating missing values from a vector 
of observations have been put forward. They range all the way 
from omitting the vector to univariate methods to regression and 
covariance techniques. The methods all make use of the 
assumption that the observations are missing at random and that 
no selectivity is involved in their omission. Seven of the 
references came from Currenr Index co Scar1sr2cs and the other 26 
from the computer search. The total of 33 publications on 
prediction when the values are missing at random (PR) appears 
reasonable but far from the reality as most of the missing values 
are of a nonrandom nature in the real world. Twenty-one of the 
above 33 papers are in theoretical journals, 12 are in applied 
journals like Psychomerr1ka or Technomerrika; none are related to 
biological problems found in agriculture or animal production 
where missing data are very common. Thus, attention is paid more 
to a hypothetical situation where the missing observations are of 
a random nature. 
I " 
PRl Agresti, A. (1981). A hierarchical system of interaction 
measures for multidimensional contingency tables. J. Roy. 
S~a~is~. Soc., Ser. B, 43(3), 293-301. 
PR2 Anderson, 0. (Editor). (1982). Time series analysis: 
theory and practice. 1. Proceedings, In~erna~ional 
Conference, Valencia, Spain, North-Holland Publishing Co., 
Amsterdam, New York. ix + 756 pp. (See also under PC.) 
PR3 Bailey, T. A., Jr. and Dubes, R. Cluster validity 
profiles. Pa~tern Recogni~ion 15(2), 61-83. 
PR4 Basu, D. and Pereira, C. A. de B. (1982). On the Bayesian 
analysis of categorical data: the problem of nonresponse. 
J. S~a~is~. Plan. Inference 6(4), 345-362. 
PR5 Batagelj, V. (1979). 
clustering algorithms." 
Note on: "Ultrametric hierarchical 
Psychome~rika 44(3), 343-346. 
PR6 Beale, E. M. L. and Little, R. J. A. (1975). Missing 
values in multivariate analysis. J. Roy. S~a~is~. Soc. 
Ser. B 31, 129-145. (See also under PC.) 
PR7 Braverman, E. L., Levina, A. I., and Levin, M. I. (1980). 
Hierarchical aggregation of multiple classifications. 
Au~oma~. Remote Control 41(6, part 2), 848-853. 
PR8 Dahiya, R. C. and Korwar, R. M. (1980). Maximum 
likelihood estimates for a bivariate normal distribution 
with missing data. Ann. S~atis~. 8(3), 687-692. 
PR9 Donner, A. (1982). The relative effectiveness of pro-
cedures commonly used in multiple regression analysis for 
dealing with missing values. Amer. S~a~is~. 36, 378-381. 
(See also under G.) 
PR10 Engelman, L. (1982). An efficient algorithm for computing 
covariance matrices from data with missing values. Comm. 
S~a~is~., Ser. B, 11, 113-121. (See also under G.) 
PR11 Enke, H. (1978). On the analysis of special incomplete 
three-dimensional contingency tables. Biome~rical J. 
20(3), 229-242. 
PR12 Ferligoj, A. and Batagelj, V. ( 1982). Clustering with 
relational constraint. Psychome~rika 47(4), 413-426. 
PR13 Frane, J. W. (1976). Some simple procedures for handling 
missing data in multivariate analysis. Psychome~rika 
41( 3)' 409-415. 
ri 
I 
PR14 Giguere, M. A. and Styan, G. P. H. (1975). Comparisons 
between maximum likelihood and naive estimators in a 
multivariate normal population with data missing on one 
variate. Bu11. Ins~. In~'J. S~a~2s~. 40(3), 303-308. 
PR15 Giguere, M. A. and Styan, G. P. H. (1978). 1Vul~2var2a~e 
Horma1 Es~ima~ion w2~h Arissing JJata on SeveraJ Yar.ia~es. 
Academia, Prague. 
PR16 Greenlees, J. S. e~ al. (1982). Imputation of missing 
values when the probability of response depends on the 
variable being imputed. JASA 71, 251-261. 
PR17 Hosking, J. D. (1981). Missing data in multivariate 
linear models: A comparison of several estimation 
techniques. SAS SUGI 6, 46-51. 
PR18 Koornwinder, T. (1978). Positivity proofs for 
linearization and connection coefficients of orthogonal 
polynomials satisfying an addition formula. J. London 
JVath. Soc. 18(1), 101-114. 
PR19 Korn, E. L. (1981). Hierarchical log-linear models not 
preserved by classification error. JASA 76, 110-113. 
PR20 Linares, G. and Mederos, M. V. (1982). The reduced model 
and the method of Tocher in parameter estimation with 
missing observations in regression models. Cienc. Ha~. 
(Havana) 3(1), 107-12 7. 
PR21 Little, R. J. A. (1979). Maximum likelihood inference for 
multiple regression with missing values: a simulation 
study. J. Roy. S~at2st. Soc., Ser. B, 41(1), 76-87. 
PR22 Lukasova, 
clustering 
365-381. 
A. (1979). 
procedure. 
Hierarchical agglomerative 
Pat~ern Recognit2on 11( 5-6), 
PR23 Radhakrishnan, R. (1982). Inadmissibility of the maximum 
likelihood estimator for a multivariate normal distribution 
when some observations are missing. 
- Iheory & Hethods 11(8), 941-955. 
T.) 
Co11101. S~a~.is~., Ser. A 
(See also under N and 
PR24 Sarkar, S. K. (1979a). A test for mean with additional 
observations. CaJcu~~a S~at.is~. Assoc. BuJL 28(109-112), 
47-56. 
PR25 Sarkar, S. K. (1979b). On optimum properties of a 
likelihood ratio test with additional information. 
Sankhya, Ser. A, 41(3-4), 207-218. 
PR26 Sarkar, S. K., Sinha, B. K., and Krishnaiah, P. R. (1983). 
Some tests with unbalanced data from a bivariate normal 
population. Ann Ins~. S~a~Ls~. JVa~h. 35(1), 63-75. 
PR27 Schader, M. Hierarchical analysis: classification with 
ordinal object dissimilarities. JVe~rLka 27(2), 127-132. 
PR28 Smith, P. L. (1981). The use of analysis of covariance to 
analyse data from designed experiments with missing or 
mixed-up values. App1. ScacLsc. 30, 1-8. 
PR29 Stewart, W. E. and Soerensen, J. P. (1981). Bayesian 
estimation of common parameters from multiresponse data 
with missing observations. TechnomecrLcs 23(2), 131-141. 
PR30 Stewart, W. E. and Soerensen, J. P. (1982). "Correction to 
Bayesian estimation of common parameters from multiresponse 
data with missing observations." Technome~rLcs 24, 91. 
PR31 Stoffer, D. S. (1986). Estimation and identification of 
space-time Armax models in the presence of missing data. J. 
Amer. ScacLsc. Assoc. 81, 762-772. 
PR32 Timm, N. H. (1980). The analysis of nonorthogonal MANOVA 
designs employing a restricted full rank multivariate 
linear model. In JVu1tLvarLate StacLstLca1 Ana1y~Ls~ (R. P. 
Gupta, ed.). North-Holland, Amsterdam. 
PR33 Titterington, D. M., Murray, G. D., e~ a1. (1981). 
Comparison of discrimination techniques applied to a 
complex data set of head injured patients. J. Boy. 
Sca~Lsc. Soc.~ Ser. A~ 144(2), 145-175 (with discussion). 
Estimation of Missing Values under Censoring (PC) 
In many situations the data will be censored. Different 
procedures will be needed from those when data are missing at 
random. Seventeen references were found, five by the computer 
search. Perhaps different key words such as multivariate 
analysis and censoring should have been used in the computer 
search. The problem of missing data under censoring in multi-
variate analysis is discussed in only 17 papers, 15 in 
theoretical publications and two in applied journals . The 
procedure followed in linear normal models when direct finding of 
missing values and computation of sufficient statistics is done 
tr 
using "filled-in values" is not particularly appropriate in 
multivariate normal situations (see Dempster, Laird and Rubin, 
1977). It is evident from the other papers that data from 
repeated sampling are often reported in censored form due to 
various reasons. Moreover, such censoring need not remain 
constant across sampling units. The complexity of the problem of 
censoring in multivariate analysis is brought out by Nelder and 
by Turnbull in their comments on the very interesting paper by 
Dempster, Laird and Rubin (1977). The problem is best summarized 
by Professor Turnbull: "In many problems it is hard to justify 
the assumption that the censoring mechanism is independent of the 
data observed or unobservable." 
PC1 Anderson, 
practice. 
Ireland. 
York. viii 
0. D. (1982). Time series analysis: theory and 
2. Proceedings, Inc'l. Conference, Dublin, 
North-Holland Publishing Co., Amsterdam, New 
+ 756 pp. (See also under PR.) 
PC2 Andrade, D. F. and Helms, R. W. (1984). Maximum-likelihood 
estimates in the multivariate normal with patterned mean 
and covariance via the EM algorithm. Comm. in Scacisc., 
:t'heory and Nechods A 13, 2239-2251. 
PC3 Basilevsky, A., Sabourin, D., Huns, D., and Anderson, A. 
(1985). Missing data estimators in the general linear 
model: An evaluation of simulated data as an experimental 
desig.n. Co1111D. in Scacisc., B 14, 371-394. 
PC4 Beale, E. M. L. and Little, R. J. A. (1975). Missing 
values in multivariate analysis. J. Boy. Scacisc. Soc. B 
37, 129-145. (See also under PR.) 
PCS Bruynooghe, M. (1980). An accelerated clustering 
algorithm based on the convex hull concept. CONPS:t'A:t'4, 
412-418. 
PC6 Dempster, A. P., Laird, N. M., and Rubin, D. B. (1977). 
Maximum likelihood from incomplete data via the EM 
algorithm. J. Royal Scacisc. Soc., Ser. B, 39, 1-38. (With 
discussion) (See also under PU.) 
PC7 Desarbo, W. S., Green, P. E., and Carroll, J.D. (1986). 
An alternating least-squares procedure for estimating 
missing preference data in product-concept testing. 
~cision Sciences 17, 163-185. 
PCB Hosking, J. D. (1984). A comparison of several procedures 
for estimation in incomplete multivariate linear models. 
Proceedings, Joint: St:at:.fst:.fcal Heet:.fngs of ASA and 
B.fomet:r.fc Soc.fet:y, August 13-16. 245 pp. 
PC9 Iwasaki, K., Yoshioka, N., and Matoba, Y. (1978). 
Evaluation of hierarchical clustering techniques by the 
criterion functions for partition. Syst:ems Comput:. 
Cont:rols 8(1), 25-32. 
PC10 Kariya, T., Krishnaiah, P. R., and Rao, C. R. (1983). 
Inference on parameters of multivariate normal population 
when data are missing. In ~velopment:s .in St:at:.fst:fcs, Vol. 
4 (P. R. Krishnaiah, ed.) Academic Press, Inc. (Harcourt 
Brace Jovanovich, Publishers), New York, London. 137-184. 
PC11 Lutkepohl, H. (1986). Forecasting vector arma processes 
with systematically missing observations. J. Business & 
Econom.fc St:at:ist:. 4, 375-390. 
PC12 Reinsel, G. (1984). Estimation and prediction in a 
multivariate random effects generalized linear model. JASA 
79(2), 406-414. 
PC13 Rubin, D. B. and Szatrowski, T. H. (1982). Finding 
maximum likelihood estimates of patterned covariance 
matrices by the EM algorithm. B.fomet:rika 69(3), 657-660. 
PC14 Shih, W. J. and Weisberg, S. (1986). 
in multiple regression with 
rechnomet:rfcs 28, 231-239. 
Assessing influence 
incomplete data. 
PC15 Simon, G. A. and Simonoff, J. S. (1986). Diagnostic plots 
for missing data in least-squares regression. J. Amer. 
St:at:ist:. Assoc. 81, 501-509. 
PC16 Szatrowski, T. H. (1983). Missing data in the 
one-population multivariate normal patterned mean and 
covariance-matrix testing and estimation problem. Ann. 
St:at:.fst:. 11, 947-958. 
PC17 Titterington, D. M. ( 1983). Kernel-based density-
estimation using censored, truncated or grouped data. 
Comm. in St:at:ist:., rheory and Het:hods A 12, 2151-2167. 
PC18 Zeger, S. L. and Brookmeyer, R. (1986). Regression-analysis 
with censored autocorrelated data. J. Amer. St:at:fst:. 
Assoc. 81, 722-729. 
,, 
Missing Values when Data Are Impossible to Obtain or Are Un-
observable (PU) 
This is a very common situation met in biology as for some 
variables of subcellular characteristics in ultra-structural 
studies using electron microscopy. There is only one paper under 
this category and even that paper mentions only the problem. 
This aspect should receive immediate attention in future work. 
PU1 Dempster, A. P., Laird, N. M., and Rubin, D. B. (1977). 
Maximum likelihood from incomplete data via the EM 
algorithm. J. Royal S~a~2s~. Soc., Ser. b, 39, 1-38 (with 
discussion). (See under PC.) 
Missing Values for Multivariate Discrete Data (D) 
Seven references were found for this classification of 
missing observations from a multivariate vector of observations. 
However, some publications of a general nature refer to the need 
for studies of this problem for discrete data as is pointed out 
in discussions on the following pages. 
D1: Bishop, Y. M. M., Fienberg, S. E., and Holland, P. W. 
(1975). 02scre~e Hul~2var2a~e Analys2s Theory and 
Prac~ice. MIT Press, Cambridge, Mass. 
D2: Burbla, J. and Rao, C. R. (1982). Entropy differential 
metric, distance and divergence measures in probability 
spaces. A unified approach. J. Hul~2variate Analys2s 12, 
575-596. 
D3 Dempster, A. P., Laird, N. M., and Rubin, D. B. (1977). 
Maximum likelihood from incomplete data via the EM 
algorithm. J. Royal Stat2st. Soc., B, 39, 1-38. (With 
discussion) (See under PU, PC.) 
D4: Gnanadesikan, R. and J. R. Kettenring (1984). A pragmatic 
view of multivariate methods in applications. In 
S~at2s~2cs: An Appra2sal, (H.A. David and H.T. David, 
eds.), Iowa State University Press, Ames, Iowa, 309-337. 
DS: Goodman, L. A. (1978). Analyz2ng Qual2tative/Categorical 
Oa~a. Abbott Books, Cambridge, Mass., viii+ 471 pp. (See 
also under G.) 
D6: Mirkin, B. G. (1976). Analysis of quantitative tests 
(Mathematical models and methods) Sta~istika, Kosco~ 
1-166. (See also under G.) 
; .... 
D7: Titterington, D.M. (1977). Analysis of incomplete multi-
variate binary data by the kernel method. B2ometr2ka1 
64(3), 455-460. (See also under N and NP.) 
All the seven papers listed above are in theoretical journals and 
indicate only the need to develop procedures for discrete data 
with missing values, as most of the present multivariate 
techniques are developed for continuous variables. Gnanadesikan 
and Kettenring (1984) reiterated that it is not difficult to deal 
with this problem. If such techniques are available, multi-
response studies and multi-way contingency data can be analyzed 
for their structure even with missing data. 
Distribution-Free (Nonparametric) Procedures for Missing 
Observations (NP) 
Only eight references were found which considered nonparametric 
procedures for multivariate situations with data missing at 
random. Among the publications on this aspect, all in 
theoretical journals, the one by Klotz (1980) is of considerable 
interest as it provides a modified Cochran-Friedman test 
procedure for testing equality of treatment means and also to 
construct a linear combination of treatments similar to those of 
sing!& degree of freedom contrasts in the univariate case. The 
paper by Hanley and Parnes (1983) is equally useful in providing 
a procedure to construct a multivariate empirical survival 
function (MESF) from data even with heterogeneous censoring. 
Probably further work on this aspect will be forthcoming using 
iterative procedures like the EM algorithm. 
NP1 Ambrosi, K. 
discriminant 
attributes. 
(1979). A distribution-free procedure in 
analysis with arbitrarily structure 
Ha2n, Meisenheim. 
NP2 Basu, A. P., Ghosh, J. K., and Sen, P. K. (1983). A unified 
way of deriving LMP rank-tests from censored-data. J. Roy. 
Stat1st. Soc. B 45, 384-390. 
NP3 Hanley, J. A. and Parnes, M. N. (1983). Nonparametric 
estimation of a multivariate distribution in the presence 
of censoring. Biometr2cs, 39, 129-139. 
NP4 Klotz, J. (1980). A modified Cochran-Friedman test with 
missing observations and ordered categorical data. 
Biometrics 36(4), 665-670. 
NP5 Laird, N. M. (1976). Nonparametric maximum likelihood 
estimation of a distribution function with mixtures of 
distributions. Technical Report S-47, NS-338, Dept. of 
Statistics, Harvard University, Cambridge, Mass. 
NP6 Papaioannou, T. and Speevak, T. 
inequalities with missing data. 
}.(ethods A 6(1), 67-72. 
(1977). Rank correlation 
Comm. Statist. - J'heory & 
NP7 Titterington, D. M. (1977). Analysis of incomplete 
multivariate binary data by the kernel method. Biometrika 
64(3), 455-460. (See also under D and N.) 
NP8 Wei, L. J. and Lachin, J. M. (1984). Two-sample 
asymptotically distribution-free tests for incomplete 
multivariate observations. J. Amer. Statist. Assoc. 79, 
653-661. 
Testing Hypotheses in the Presence of Missing Observations (T) 
Eight of the 26 references on testing hypotheses with 
randomly missing data were found with the computer search. The 
others came from the Current Inday to Statistics. All papers on 
this aspect are in theoretical journals, except for two or three. 
This is in contrast to the large number of papers concerning only 
prediction of missing values (see categories 2, 3, and 4). 
However, all the papers on testing hypotheses assume that the 
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Seventy-four references were found which were believed to be 
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CONCLUSIONS 
From the above classification of the available recent 
publications in relation to multivariate analysis with missing 
data, it is clear that large gaps exist in our knowledge in all 
the areas where practical needs exist, particularly about the 
effecting of missing values on the multivariate normality 
assumption and in the estimation procedures when the missing 
values are unobservable or are due to censoring. In the case of 
testing of hypotheses, the few available papers concentrate on 
values missing at random. There is little effort in the area of 
multivariate discrete data with missing values, although it is 
considered easy to extend the procedures of continuous variables 
to discrete variables, with some modification. The development 
of distribution-free procedures in this field is still in the 
initial stages. A concentrated effort in this area will help 
overcome many of the problems of multivariate normality assump-
tion, nonrandom nature of missing values, mixtures of dis-
tributions, and simultaneous multivariate analysis of data with 
continuous and discrete variables. As emphasized by 
Gnanadesikan and Kettenring (1984) so far "there is little 
evidence of matching the method to the real needs of the probl-em" 
and there is "the tendency of the user's willingness to settle 
for the routine output of the method." With the recognition of 
the need, an accelerated effort to remove the gaps is worthwhile 
for the extended and proper use of multivariate analysis with 
missing values in applied research. 
