Abstract-A new scheme is proposed for fusing multisensor images in which one image is regarded as the main image and the other the complementary, based on the evaluation of certain characteristics in the images. In effect, the scheme is used to fuse an image pair in which one image is superior to the other for interpretation in terms of higher resolution, better image quality, or having more recognizable features. Feature information is based on local statistical characteristics, which are extracted using the analysis of variance (ANOVA) method [21] , in the framework of experimental designs. In effect, feature information from one image is used to influence the corresponding pixel values of the other image. The fused image leads to a better human and/or machine interpretation of the area of interest in the images.
I. INTRODUCTION
H OW CAN one extract information about the physical world, like location and identity of objects in the environment, from images (photographs, video frames, and multispectral satellite data) acquired by sensor systems? This question is of current interest and practical significance, since it is generally acknowledged that the data obtained from different types of sensors (in the optical, infrared, and radar bands of the electromagnetic spectrum) provide complementary information about a scene. A challenging problem in this context is to develop strategies to combine different images. This field is called data fusion, [1] , and one its goals is to extract maximal information from the data sets in such a way as to achieve optimal resolution in the spatial and spectral domains. This is expected to result in the detection and recognition of objects in the scene with minimal error probability [2] . And, in view of the possible redundancy in the data sets, the scheme of data fusion leads to robustness against possible loss of data in some sensors [3] .
For the purpose of the present paper, fusion of images can be defined as the process of combining two or more source images into a single composite image with extended information content. Images are no longer the visual pictures that are the record of natural scenes. There are many kinds of sensor sources that produce outputs in the form of images which can be understood only on the basis of some specific knowledge of the sensor data.
The present paper deals with the fusion of multisensor images, exemplified by synthetic aperture radar (SAR) images, generated from the reflection of the radar beam on the ground and providing high resolution information (independent of time of day and weather conditions) about the physical structure and the electrical properties of remotely sensed objects [4] from long range, and also an excellent overall description of topographic features and geological lineaments [5] . The systeme pour l'observation de la terre (SPOT) images are high resolution remotely sensed images obtained by French satellite in the optical band and the near infrared. The SPOT-1 satellite is equipped with two high resolution visible (HRV) linear array (pushbroom) sensors capable of operating in either a panchromatic (PAN) mode with 10 m resolution or a three-band multispectral (XS) mode with 20 m resolution [5] . SAR and SPOT images are quite different in nature.
One of the goals of processing remotely sensed data is to find out "what is where" in the scene of interest. In other words, there is a need to detect, recognize, and extract the shape and size of objects in the scene. All of these processes are concisely described as image interpretation. In view of the effects of noise on the sensor outputs, an interesting approach to minimize the effect of noise on image interpretation is to exploit the complementariness of the data sets, thereby improving accuracy in image interpretation. Image fusion is used to: generate combined images suitable for a human operator to interpret and achieve a better machine interpretation performance.
The rest of the paper is organized as follows. Section II summarizes the existing literature in order to provide motivation for the work reported in the paper. Section III presents a new framework for data fusion along with the required preliminaries. The main contributions to image fusion are found in Section IV (fusion modeling) and Section V (refining techniques). Experimental results and a comparison with those of the literature are reported in Section VI. Section VII concludes the paper. Appendix A contains a brief description of the analysis of variance (ANOVA) model relevant to the work reported here.
II. EXISTING TECHNIQUES FOR DATA FUSION
The complexity of the fusion problems makes the proposed fusion schemes problem-oriented. This is the reason for the fact that many fusion schemes have been devised, and every scheme can only address a specific problem, which is defined by the data set and the goal of fusion.
Various theories and approaches have been used for image fusion: statistical, Dempster-Shafer, and neural network architecture [3] . The approaches, in turn, are defined by the characteristics of the data sets and the goals of fusion. Moreover, fusion 0196-2892/00$10.00 © 2000 IEEE can be characterized at various levels: data, feature, decision, and even an input-output pair. See [6] - [8] , which describe the general problem of fusion of multisensor data and provide an analytical framework to deal with it.
As far as implementation is concerned, data-level fusion can be performed by simple overlaying, intensity-hue-saturation (IHS) transform [9] , component substitution [10] , and false color mapping [11] , [12] . Costantini et al. [13] address the problem of fusing different resolution SAR images to eliminate the false alarms. Bonnin et al. [14] gives an example of using multisensor images in the process of segmentation. Yocky [15] presents a method for data fusion of two images using the wavelet transform. Two spatially registered images with differing spatial resolutions and color contents are merged by combining multiresolution wavelet-decomposition components from each and then reconstructing the merged image by means of the inverse wavelet transform. This technique is compared to the intensity-hue-saturation merging technique by means of multispectral and panchromatic test images. The results of the comparison in [15] show that the wavelet merger performs better in combining and preserving spectral-spatial information for the test images.
Feature-level fusion is employed by Solaiman et al. [16] , who obtain edge maps from all the different spectral channels using the Canny-Deriche edge detector. The combined edge information is then realized by generating the majority vote and score images from the edge maps as follows. Each individual spectral image is filtered, and binary images called edge maps are obtained ( denotes the number of spectral channels). Then the edge maps are combined into a single image by means of the majority vote method, generating a majority vote image. For each pixel, the number of times it has been detected as an edge in any of the edge maps is stored. If the pixel has been voted to be an edge pixel by at least of the classifiers, it is set to one in the resulting image. Otherwise, it is set to zero. Then a second image, called a score image, is also obtained by superimposing the individual edge maps. For this method to be successful, the images of different spectral channels must be registered with high accuracy and have similar edge information. And for the vote to have meaning, the number of spectral channels should be more than two. If the above requirements are not satisfied, the combined edge map will give information. Furthermore, the majority vote method causes the loss of some complementary but important information in some channel images.
Decision-level fusion is found in [17] and [18] . In the former, Hauter et al. employ a Bayesian decision point of view for target classification of multichannel polarized SAR images. And in the latter, Solberg et al.use the Markov random field model to arrive at a classification of the earth's surface from multisource satellite images (see [19] , where fusion of remotely sensed data captured at different dates from multiple sources is explored in a Bayesian framework). A Gram-Schmidt classifier classifies the image for each channel. The decisions from the classifiers are then fused. Dasarathy [20] conducts a study of alternative paradigms for fusion (at the data, feature, and decision levels) of a mix of information acquired from multiple sources (sensors as well as feature extractors and/or decision processors). The work reported in the thesis has been motivated by the need to improve upon the existing strategies for image fusion. The improvement relates to accuracy, robustness, and the possibility of a neural implementation of the proposed algorithms.
III. A NEW SCHEME FOR IMAGE DATA FUSION
The new scheme entails the use of an influence factor, which is effectively a parameter calculated from the image pair, and used to modify the image pixel value in the main image in order to get a combined edge map with information from the both images. The fusion scheme is therefore called as influence factor modification fusion (IFMF), and consists of edge detector design, fusion modeling, and refining techniques, as described in the follwoing (Sections III-A, IV, and V, respectively).
A. Edge Detector Design
In the first stage, the goal of fusion is to get the combined edge information, and therefore the first stage of IFMF involves edge detector design. In digital images, it is adequate, in practice, to use four directions, which are 0 , 90 , 45 and 135 , to stand for all the possible edge directions in a small mask. An ANOVAbased contrast function edge detector [21] is used in this study. In the following, a 5 5 mask is used. See Appendix A for the model and parameter estimates and [21] for more details (which cannot be included here for lack of space).
In image processing, an edge is the apparent discontinuity in gray-level between neighboring pixels along certain directions. For 5 5 masks the direction structures used are shown in Fig. 1 There is no need to discriminate between an edge that corresponds to a gray-level change from high value to low value or from low value to high value in this model. So in the above masks, the possible four types of edge lines are shown in Fig. 2 .
The edge detector is important to the present study of satellite image fusion. With a 5 5 mask, the edge detector may not work well in detecting fine changes. But it has been found that the edge detector is robust and reliable. The fusion schemes devised in the present study directly base their reliability on the edge detector.
B. Edge Test Design
First, the edge detector algorithm developed in [21, pp. 66-76 ] is introduced, which is based on Groeco-Latin square design. Then, the improved algorithm, which is based on one-way design, is presented. In the edge detector of [21] , the contrast function (A.22) (of Appendix A) is implemented according to the masks presented above. For every kind of edge, two contrast functions are used, based on the two masks associated with the direction, of the form (1) and (2) where determines a certain class of the four direction inputs, and 0 , 90 , 45 , 135 is the edge direction. The estimates of are obtained in (A.21). The biggest contrast function value is obtained by
The absolute operator is used in (3) because the direction of gray-level change is not considered.
Then the confidence interval is set to an appropriate value in order to determine the edge in mask (4) where . In incomplete four-way design, the sum of squares is (5) and (6) Both sides of (4) are divided by to obtain test statistic (7) where is the test statistic, and is the threshold of the test. If (7) is satisfied, then an edge is declared, having the direction of the mask whose contrast function value is the biggest.
From the masks in Fig. 1 at one location, it is seen that there are three sets of observations in the process of parameter estimation. One set is used for horizontal and vertical edges, another for diagonal 45 , and the last for diagonal 135 . However, in incomplete four-way design shown above, the parameter estimates in (A.21) and test statistics in (5) are obtained using the observations in the same square mask. This disagreement in observation data sets leads to ambiguity in concept, which is not noted in [21] . However, in implementation, the equations obtained for incomplete four-way design can be used to get an approximation for parameter estimations and test statistic. In the edge maps obtained, it is found that there are false edge sections at some corners.
In testing, either an edge of a certain direction or nonedge at one location is declared. Therefore, it is proper to consider four kinds of edges separately using one-way design with different data sets. The proposed one-way contrast function edge detector is introduced below.
For horizontal edges, the observations in the mask of Fig. 1 (a) are used. The edge effect is regarded as row input according to ANOVA model. According to (A.10) in Appendix A, it is found that (8) The sum of squares is given by (9) The contrast function is of the same form as (1) and (2) (10) The test statistic is defined as (11) where . For vertical, diagonal 45 , and diagonal 135 edges, the edge is considered as a column input in one-way design. For these three kinds of edges, the observations specified by the masks in 
where . A better edge map is obtained using this edge detector than the one introduced in [21] . In the implementation of the edge detector, the mask is moved from top to bottom and from left to right. The contrast function values in the previous position are added to the present one as a "momentum term." For a detecting area of size in an image, the contrast functions in (10) are modified as follows (14) where 's are the momentum constants (set to small positive values) with the help of which, it has been found possible to stabilize and enhance edge sections. In fact, the contrast functions in (1), (2), and (10) are gradient edge operators based on the masks. The test statistics 's in (11)- (13) are the F-statistics in nature and can be regarded as invariant with respect to shifting, scaling, and orthogonal transformation of the data. Therefore, the ANOVA contrast function edge detector is more robust and more effective than some other gradient edge detectors, which use gray-level values as a judgement threshold. A further distinction from the other edge detectors is that the contrast function edge detector declares directional edge line sections in the mask, whereas some gradient edge operators declare edge point with gradient direction. For an edge detector with 5 5 masks, the edge can be set to 5, 3, or 1 pixel-long.
It should be noted that statistics do not have absolute meaning, but they give us some knowledge about the events based on previous data and the assumption of a statistical model. By the hypothesis design, the test statistics and the associated threshold are obtained. It can be established by experimental data that the test statistic in (13) can achieve invariance to some extent. But it is not advisable to adhere to the statistical meaning. If it is desired to have a flexible control over the edges detected, a scale parameter is to be added to (13) (which turns out to be useful in the fusion design later) for comparing the edge maps of two images of different types and for controlling the amount of the detected edges.
C. Edge Characteristics
The characteristics of the edge map are now given before introducing the fusion design. It is found that this edge extraction algorithm can efficiently extract useful edge information from images. But the output image is a crude map of edges. In fact, in the edge map obtained by the above method, an edge line is presented by several parallel lines, which are a consequence of the nature of the algorithm. This characteristic is useful in the fusion process of IFMF. The reason for the presence of parallel line edges is as follows. Fig. 3 shows a vertical edge.
In this figure, if the difference in gray-levels between black dots and circles is significant, it is most probable that an edge at the positions in column and is detected. The edge detection algorithm may also declare an edge at column or or both. The real result is determined locally based on the pixel value distribution pattern in the testing mask and globally based on the hypothesis experiment threshold chosen. The overall result is difficult to predict before the process. Generally, the following facts in the edge map can be extracted: 1) Where a strong edge effect with sharp gray-level change exists, thin edge sections, usually one or two pixels wide, are obtained. 2) Where a weak edge effect exists, thin and discontinuous edge sections are found. 3) Where clear edges with slow gray-level change exist, thick edge sections are obtained. The width of the edge lines is usually less than five pixels. The above facts can be explained by the proposed edge detector function in (14) .
Though the crude edge map is useful in IFMF, there is a need to get the single-line edge map as the final output of the proposed fusion scheme. In order to achieve this, refining techniques have been devised which are introduced in Section V.
IV. FUSION MODELING
Since it is not assumed that the images are registered in the proposed fusion system, there is a registration unit. In the fusion of the main (MAIN) and complementary (COMPL) images, the images are preprocessed before using them as inputs to the fusion system. The registration procedure is as follows:
1) Use wavelet-transform [22] , [23] to get the decomposition pyramids of the images. 2) Find local minima and maxima in the approximate images. 3) Match the local minima and maxima in the image pairs and calculate the translation parameters based on the matching pairs. 4) Translate one image to the coordinate of the other image. It should be stated that the present registration process is not fully automatic because some image combinations cannot be registered correctly without manual intervention.
The fusion process combines the information from two different sources. Fig. 4 shows the fusion diagram. The features in MAIN and COMPL images are extracted simultaneously using the ANOVA edge detector. The edge information of MAIN and COMPL images is fed to the adding unit. Because the MAIN image contains more recognizable information than the COMPL image, the complementary edge information, provided by the COMPL image, is used in order to modify the MAIN image and to generate the image with the combined information. A scale parameter is added in (13), because it is necessary to consider the reliability of the two types of images. The following equation is used: (15) in order to determine the existence of an edge in the mask. The scale parameter is set according to the statistical characteristics of the images. It is observed here that different pairs of images may need different scale values.
The rules to combine the feature information in the complementary images with the main images are now defined. The test functions are (16) and the influence factor is (17) where , are the dimensions of the mask, and and are the mean of MAIN and COMPL images, respectively. The fusion rules are given as follows, along with their implications.
1) If , leave the local pixels of MAIN image unchanged and move the mask in MAIN and COMPL images to the next position.
This refers to the situation in which there is an edge detected in the main image. In accordance with the present assumption that the main image is more reliable than the complementary image, edge information in the complementary image is not considered, and the main image is not changed here. Therefore, the same edge, detected in the combined image later, is obtained. This refers to the situation in which there is no edge detected in both the main and the complementary images in the studied mask, so the mask is moved further.
3) If
, and are obtained from the same mask, add the COMPL edge-information to the MAIN image.
The influence parameters are given by (18) and (19) The values of the pixels are changed by multiplying the pixel values of the black dots in the mask with and the circles with . is the positive weight of the influence factor (which has been set, for simplicity in our experiments, to 1.0). This last rule refers to the situation in which there is an edge detected in the complementary image, a weak-edge detected in the main image, and the directions of the edge and the weak-edge are the same (weak-edge is defined by the first test statement in Rule 3). In this case, the edge information is added to the main image by enhancing the contrast in the current mask in the main image. For the chosen edge-detection masks, it is assumed that there are two distinct areas represented by black dots and circles. In accordance with the rule formulated here, the value of the pixels is changed in both parts. The signal flow diagram of the above rules is given in Fig. 5 . The output of the fusion process is the main image modified by the feature information contained in the complementary image. The same ANOVA edge detector is used to extract edges from the resultant image to get a crude edge map of the fused image. Then refining techniques are employed to get a clear edge image as described in the next section.
V. REFINING TECHNIQUES
The refining process involves thinning, linking, and smoothing and cleaning. The techniques introduced here can be used to refine the crude edge map obtained by the ANOVA edge detector. According to the characteristics of the crude edge map obtained, a thinning method is developed based on a one-dimensional (1-D) scan.
Either the edge map (obtained from the ANOVA edge detector) using the binary format (with just edge and nonedge points) or the edge map with direction classification (with nonedge points and four types of edge points) is stored. The proposed refining techniques are illustrated by binary edge maps. In fact, the edge map with direction classification can be regarded as the combination of four binary edge images. For the full-direction binary edge map, the thinning process has two 1-D scans (vertical and horizontal). On the other hand, for the single-direction edge map, only one scan is enough, and the scan direction is based on the direction in which the edge lines are packed. For the binary edge image, the following conditional statements can be used in order to calculate the gradient in two directions:
The gradient value is set to one only at the border of edge sections. Before the gradient is calculated, all the pixels on the border of the edge map are set to zero. Every edge in one scan line will have two points whose gradient is one. For an illustration, see Fig. 6 . In the scan line in Fig. 6 , there are two edge points separated by one nonedge point. In position , the gradient assumes the value one twice, as a result of which it should be treated as two points. So in one scan line, it is always possible to get an even number of points whose gradient is one, in either direction. These are grouped to form pairs. The difference in the position of the pair can be regarded as the width of the edge section (and, in fact, one greater than the exact number of edge pixels in the scan line). In each pair, the middle of the two points is determined, and the middle point is set as the edge position in the single-line edge map. For the full-direction edge map, the maximum width of the edge section is set in order to prevent interference between the edge sections packed in two directions. In one scan, if the edge width exceeds the permitted value, no edge point is set in the resulting edge map. After the thinning process, a single-line edge map is obtained. We now consider an edge-linking operation.
A. One-Side Linking
In one-side linking, two edge sections are not linked together. But the edge sections in the single-line edge map are extended in a certain direction when the conditions are satisfied.
Two operations are performed here. The first is to search the end points of an edge section in the single-line edge map and then map the locations of those end points to the crude edge map. The second operation is to search the linking point in the neighboring area of the end points found in the crude edge map. The end point of an edge line is defined in Fig. 7 , where the filled grid stands for one in binary image, the empty grid stands for zero, and the grid with cross stands for "don't care."
The arrows in Fig. 7 are the possible searching directions of a linking point of the mask. There are eight kinds of end points, and each has three search directions. There is no successive searching as in the method of [24, pp. 247-250] . When an end point is found, the type of the end point and its location in the image are recorded, and then the second search is made in the crude edge map.
The linking rule, illustrated using the mask shown in Fig. 7(a) , is employed for all types of end points. There are two considerations in the linking process: edge type matching and smoothness of edge line. It can be seen from Fig. 8 that the edge lines are only extended in the forward direction. The three directions (three pixels in the mask) are named in Fig. 7(a) as , , and , from top to bottom. In crude edge maps, the edge points are directional. The edge direction of the end point is compared with that of , , and . If there is no match in an edge direction, no edge is declared. If there is any match, an edge in a single-line edge map is declared according to the following smoothness constraint: 1) One match: declare edge point at the match position.
2) Two or three matches: declare edge point at . After the linking process, the single-line edge map is the subset of the original crude edge map. The process cannot fill the gaps that exist in original crude map. Its function is to redress some errors in the edge position during the thinning process. If some gaps are to be filled in, one more crude edge map can be generated with a lower threshold value in the edge detecting process, and this edge map is used in the second search.
This linking method does not intend to link nearby edge sections. It extends edge sections by one pixel in the direction decided locally in the crude edge map. This process can be performed more than once. Since the method is based on the edge information obtained by the ANOVA edge detector, it does not introduce extra edge points.
B. Smoothing and Cleaning
The single-line edges obtained by the above process have many tiny spurs (parasitic components) which may be considered as unwanted artifacts caused by small irregularities in the contour of the original set. In the present study, they contain no useful information, and therefore need to be cleaned up. The pruning method introduced in [25, pp. 540-544] has been used.
After the pruning process, smooth contours, short line sections, and isolated points can be smoothed. To this end, a set of structuring elements can be defined to detect isolated points and then delete them. The edge sections whose pixel number is below a threshold can also be deleted. In the next section, the results obtained from the fusion process are presented and compared to those of the relevant literature. Fig. 8 shows the (two sensor) images to be fused (from a registered image sequence). For illustration of the proposed scheme, three typical experiments are reported here. The resulting edge maps, shown in Figs. 9-11, are binary images. In view of constraints on space, only crude edge maps and their brief descriptions are presented here.
VI. EXPERIMENTAL RESULTS USING IFMF
It can be seen from the edge maps that for all the fusion pairs, the test thresholds are set "higher" for the complementary images than for main images, using the measure of the means of the amount of the detected edges. In Figs. 9 and 10, it can be seen that the edge maps are quite similar in the fusion pairs, and useful edge information is introduced by the fusion process. Some short edge sections, which are not useful, are introduced in the fusion of Fig. 10 [see the short edge sections in the lower part of Fig. 10(d) ]. It is not hard to get rid of these unwanted edges by the refining process. In Fig. 11 , the edge maps of the fusion pair are quite different in nature. A high threshold of the complementary image is set to avoid the possible interference of edges between two images. It is found that some useful information is not added to the fused edge map, such as the river contour and road line in the complementary image, and that there is interference between the edges in the main image and the introduced edges, such as the irregular contour of the building outline.
Both the successful and unsuccessful applications of IFMF are shown here. The effect of fusion is clearly seen from the resulting maps, though no analytical expression of the assessment can be given.
The superiority of the proposed fusion technique is that it gives a direct and reliable link between two images, and it can accommodate lower accuracy in the registration process. The edge detector, which is based on local variance, is very effective, and more importantly, is more robust than the ones based on gradient [24] , [25] in the fusion process. The fusion rules emphasize adding complementary information while preventing introduction of false information. They work well in fusing an image sequence in which one image is superior to other images in edge content. It is to be noted that the parameter in (15) is important to the result of the process. In the fusion process, this can be regarded as a measure of reliability of the image. For COMPL images, a large value means that the image is less reliable, and contains less information, and vice versa. The parameter is set to a small value in order to add more information to the MAIN image. At the same time, it should be noted that there would be more false feature information introduced by such a procedure. Introduction of the unusable false information from the complementary image is avoided by only enhancing the edges that exist in both images and tuning the fusion parameters to control the amount of the added edges. If the two images are compatible in edge features, and none of them are highly distorted, IFMF can combine the useful edge information without introducing false information. The modifications of pixels at one edge location are unlikely to affect the other edges in the main image because the edges are restricted to a narrow area in the image, and the modification is performed using a small local mask of size 5 5. There are altogether five tunable parameters in the whole process: the four 's ( , , used in the process of obtaining fused image, used in the process of extracting edge image from the fused image), and one in (18) and (19) . Because of the diversity of data set, the result cannot be exactly predicted by tuning parameters. Furthermore, it is hard to declare what result is optimal, while it is probable that the parameters can be tuned to get the edge image useful to the present study. Another important aspect of this method is that COMPL information is only added to the MAIN image. Furthermore, the COMPL feature information is not used to reduce the false feature of the MAIN image, because it is assumed that the reliability of the MAIN image is higher than that of the COMPL image.
A. Comparison with Earlier Results
It is believed that the proposed scheme facilitates the control of fusion results by changing the appropriate parameters more transparently than using the techniques of the literature.
Costantini et al. [13] carry out fusion process by obtaining the image, which has the least mean square deviation from the finer resolution image intensity, subject to the constraint of being nonnegative, along with the constraint imposed by the knowledge of the coarser resolution image intensity of the scene. This method works well in reducing the false alarm. But the method does not prove that it can add specific information from the coarse resolution image to the finer resolution image while, at the same time, preserving the important information in the finer resolution image. Moreover, there is no explicit control over the final result in this method. Such limitations also exist in [15] , in which Yocky uses the wavelet transform to get the decomposition pyramid of the image pairs and then replaces the approximation of one sensor image totally by that of the other sensor image. This method can add the information from one sensor image to the specified image at the expense of losing its own information. However, the result cannot be estimated before the operation of fusion. In contrast, IFMF is superior to the above methods in that it is possible to know what is expected before the fusion operation, and, moreover, the final result can be controlled. In this context, see [28] for a result which is an improvement over that of [15] , and also [27] for a more recent application of the wavelet transform to oceanographic images.
Solaiman et al. [16] require that the images of different spectral channels satisfy the following conditions. 1) They must be registered with high accuracy. 2) They have similar edge information.
3) For the vote to have a meaning, the number of spectral channels should be greater than two. If the above conditions are not satisfied, the combined edge map will give some false information. Also, the majority vote method causes the loss of some complementary but important information contained in some channel images. In contrast, the proposed method is very effective and robust because it does not make any such assumptions on the data set, nor does it have any restriction on image type or number of data sets.
VII. CONCLUSIONS
Given images of the same scene from different sensors, it is desirable to synthesize an image, which leads to a better human or machine interpretation of the area of interest in the images. Furthermore, in practice, the need arises for fusing an image pair in which one image is superior to the other for interpretation in terms of higher resolution, better image quality, or having more recognizable features, as exemplified by SAR and SPOT satellite images. To this end, a new scheme has been proposed, based on feature information as obtained from local statistical image characteristics, which, in turn, are extracted using the ANOVA method [21] , in the framework of experimental designs. In the proposed method, feature information from one image is used to influence, in a certain quantitative sense, the corresponding pixel values of the other image. The proposed method, which is illustrated with the help of satellite (SAR and SPOT) image fusion, is believed to be easy to implement and superior to the techniques of the literature. An artificial neural network implementation of the proposed method will be reported elsewhere.
APPENDIX A ANALYSIS OF VARIANCE (ANOVA) MODEL
ANOVA [21] is an analytical tool that is useful in digital image processing. The application of a linear model in image processing involves the interpretation of experimental data in terms of inputs (effects) and operations on them. The inputs here involve conditional local variance according to different experimental designs. ANOVA has a set of linear models to detect different inputs and operations in a local mask, based on hypothesis testing. There are successful ANOVA models on line detection, edge detection, object detection, and image segmentation (see [21] for more details).
This section first describes the general models along with the parameter estimation problems that arise in dealing with ANOVA, and then introduces the contrast function.
A. Parameter Estimation and Test Design
One-way design is the basic model, which is used to illustrate how the estimate values are obtained and how the experimental test is formed. For details, see [21, pp. 7-34] . In the one-way design, only one input or operation is considered, for example, the row input. The model of one-way design is given by independent (A.1) where is the observation value, is the mean of the observation values in the mask, is the input, and is the white Gaussian noise.
Hypothesis testing is used to detect the existence of an input corresponding to the given observation. The hypothesis is all (A.2) which is tested using
where is the error sum of squares, and is the sum of squares associated with . They are chi-square distributed with , where is total number of observations, is the number of independent parameters that are estimated, and , degrees of freedom, and , are vectors of unknown parameters to be estimated. It is found that and (A. With the assumption , which is the zero-sum condition on the row inputs, (A.6) reduces to (A.8) Note the use of the dot (as a subscript) in (A.8) (and subsequently, for instance, in (A.10) and (A.21), which represent averaging over a specific index).
Then, differentiating (A.5), with respect to , it is found that (A.9)
The estimate of is then given by (A.10) Therefore, the minimum of error sum of squares and the minimum of sum of squares under the hypothesis are obtained as which measures the spread of the population means from the general mean. Then, the test statistic for testing the presence of the effect reduces to (A.15) and the threshold for this design is . The hypothesis is rejected when the computed value of (A.15) exceeds the threshold, which means that a certain kind of input (for instance, an edge) exists.
In one-way design, the only input is a row (column) input, and the existence of the input can be concluded by the hypothesis test. In two-way design, the presence of two inputs (such as row and column) can be tested simultaneously. The model of two-way design is given by independent (A. 16) where (with subscript) refers to column input, the rest of the notation being the same as that for one-way design. The thresholds associated with the test statistics in (A.19) are and , respectively. Higher-order designs are defined in a manner similar to the one-way and two-way designs. Assume that there are inputs in the design, with the th input assuming levels with . The total number of cells, that is, the number of observations in the one observation per cell case, is , . For example, in a two-way design, with the effects having and levels, there are observations. In practical applications, the number of cells is fixed beforehand, usually by choosing the size of the scanning window during the data collection stage. With a typical mask size of 5 5, the constraint on the maximum number of effects is such that, in general, it is not possible to define more inputs than can be included in the design. There is a need to resort, in this case, to what is referred to as the incomplete -way design. As a result, some of the cells will have no observations. This is to be contrasted with the complete layout where all the cells have at least one observation. Therefore, in the incomplete design, the main limitation on the maximum number of inputs that can be used in the parameterization, given the finite number of observations, is eliminated. The main advantage of incomplete designs over lower-order designs lies in the fact that more inputs can be studied for the same number of observations or cells, thereby allowing the modeling of more structure within the design.
The Latin square design is an incomplete three-way layout in which all three factors are at the same number of levels. The observations are taken according to some fixed pattern on only out of the possible combinations. In practice, the three inputs can be regarded as horizontal, vertical, and one diagonal, either 45 or 135 input.
The Greco-Latin square design is an incomplete four-way layout. It is advantageous to include four inputs in image processing applications because the four inputs-horizontal, vertical, diagonal 45 , and diagonal 135 can be tested simultaneously.
The same methods of parameter estimation and test statistics design used in one-way and two-way designs are used in the two incomplete designs. The model of the Greco-Latin square design is now given independent (A. 20) and its parameter estimates are (A.21)
B. Contrast Function
In the previous section, the test of hypothesis in one-way design was introduced. Note that is based on the test statistic given by (A.15) against a tabulated threshold for a given confidence level. In case the test is rejected, there is no further information about the specific effect for which the hypothesis is rejected.
However, in the studies where the interest is in comparisons among inputs (vertical, horizontal, or diagonal), it is necessary to have some means to test the validity of the results of the comparisons.
Assume that in a given design, there are inputs , then a contrast function among the inputs can be defined to be of the form (A.22) where 0. The design of test statistics for a contrast function is complicated [21, pp. 29-34] . However, only the final result is employed here. It is now necessary to consider linearly independent contrast functions that are generated from the inputs, that is , , using a matrix of coefficients of the form (A.23)
In terms of the observations, the estimate is is where
The test statistic is given by (A.25) where , and is defined as . Equation (A.25) is implemented in the proposed edge detector.
When using ANOVA models, it should be noted that the most important aspect of the methodology is the use of small local operators (masks). These masks must be large enough to ensure high probability of detection but small enough not to miss some intricate aspects of the image patterns.
