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 Permasalahan yang dihadapi institusi perguruan tinggi adalah tidak tepatnya kelulusan 
mahasiswa. Hal tersebut yang menjadi tugas institusi perguruan tinggi terutama 
program studi dalam memantau akademik mahasiswanya. Dewasa ini, banyak sekali 
metode atau cara untuk menyelesaikan berbagai permasalahan teknologi informasi 
salah satunya dengan penggunaan machine learning pada data mining. Penelitian ini 
menggunakan algoritma Naive Bayes, Linear Regression, dan MultiLayer Perceptron 
serta fitur seleksi Weight by Information Gain untuk optimalisasi akurasi dalam 
memprediksi waktu kelulusan mahasiswa. Hasil pengolahan dataset dengan atribut 
jalur pendaftaran, asal sekolah, asal kota, dan Indeks Prestasi semester 1 sampai 4 pada 
RapidMiner dengan menerapkan ketiga algoritma beserta fitur seleksi tersebut 
menghasilkan akurasi yang tergolong baik. Naive Bayes menghasilkan akurasi sebesar 
81.66% dengan waktu eksekusi 1,16 detik, Linear Regression sebesar 80.70% dalam 
2,44 detik dan MultiLayer Perceptron sebesar 82.16% dalam 1 jam 57 menit. 
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 The problem faced by institutions of higher education is not exactly of graduation. It is 
the task of institution of higher education, especially courses in the students academic 
monitoring. Today, there are many methods or ways to solve various problems of 
information technology either by machine learning at data mining. This study uses 
Naive Bayes. Linear Regression, dan Multi Layer Perceptron algorithm also Weight by 
Information Gain as Features Selection to optimize accuracy in predicting the time of 
students graduation. The dataset processing with certain attributes including 
registration line, origin school, origin city, and the semester grade point 1 to 4 in 
RapidMiner by implementing the three algorithms along with the selection feature 
produces relatively good accuracy. Naive Bayes produces an accuracy of 81.66% with 
an execution time of 1.16 seconds, Linear Regression of 80.70% in 2.44 seconds and 
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1. Pendahuluan 
Tingkat kelulusan mahasiswa pada suatu perguruan 
tinggi menjadi tolak ukur keberhasilan dari perguruan 
tinggi itu sendiri. Pada Peraturan Menteri Pendidikan dan 
Kebudayaan Republik Indonesia (Permendikbud), studi S1 
harus menempuh program belajar paling sedikit 144 sks 
atau menyelesaikan pendidikannya selama 4 tahun [1]. 
Tingkat kelulusan mahasiswa program studi XYZ pada 
suatu universitas berada di bawah standar yang telah 
ditetapkan oleh BAN-PT yaitu sebesar 50% dari mahasiswa 
yang mendaftar. Hal ini menjadi tugas tersendiri untuk 
program studi dalam mengevaluasi kinerja akademiknya 
guna mencapai standar lulusan mahasiswa yang telah 
ditetapkan oleh BAN-PT. 
Penelitian-penelitian terdahulu saat ini terdapat 
beberapa yang mencoba untuk membandingkan beberapa 
lagoritma [3]. Pada penelitian Xhemali dkk [2], peneliti 
membandingkan 3 algoritma antara lain Naive Bayes, 
Decision Tree, dan Neural Network untuk klasifikasi web. 
Dari penelitian tersebut Naive Bayes menghasilkan akurasi 
yang lebih unggul daripada 2 algoritma lainnya. Sehingga 
Xhemali dkk menyimpulkan bahwa Algoritma Naive Bayes 
bekerja baik dalam melakukan proses klasifikasi dengan 
dataset web dibanding dengan algoritma lainnya pada 
penelitiannya. 
Penelitian Arsad dkk dua tahun berturut-turut pada 
tahun 2013 dan 2014 [4][5][6] membandingkan algoritma 
Linear Regression dan Neural Network untuk memprediksi 
performa mahasiwa teknik pada fakultas Electrical 
Engineering, Universiti Teknologi MARA (UiTM) 
Malaysia. Pada penelitian ini, Arsad et al menggunakan 
IPK (Indeks Prestasi Kumulatif) mahasiswa sebagai label 
atau output pada datasetnya, sedangkan atribut yang 
digunakan sebagai variabel prediktor input adalah nilai 
mata kuliah pada semester-semester awal dan model yang 
dihasilkan adalah berbentuk MSE (Mean Square Error). 
Hasil penelitian dari kedua model menunjukkan korelasi 
yang kuat antara hasil yang mendasar untuk mata pelajaran 
inti di semester satu atau semester tiga dengan IPK akhir. 
MultiLayer Perceptron digunakan oleh Houari dkk [7] 
pada penelitiannya yang dikembangkan dengan algoritma 
training Levenberg-Marquardt untuk prediksi suhu udara di 
wilayah Meknes di Maroko. Atribut yang digunakan pada 
penelitian Houri et al ini adalah tekanan atmosfer (Pr), 
kelembaban (H), visibility (Vis), kecepatan angin (V), titik 
embun (Tr) dan curah hujan (P). Dataset yang digunakan 
berisi sejarah meteorologi parameter scovering 3288 hari, 
dari tahun 2004 sampai 2012. MLP pada penelitian ini 
digunakan untuk mendekati hubungan antara parameter ini 
dengan Minimum Square Error. Untuk prediksi suhu udara 
yang lebih baik, Houari dkk mengembangkan model neural 
stokastik. Mean Square Error (MSE) dan koefisien korelasi 
(R) digunakan untuk mengevaluasi kinerja model yang 
dikembangkan. Studi indikator statistik ini menunjukkan 
bahwa prediksi suhu udara yang kuat dengan algoritma 
Levenberg-Marquard. 
Beberapa penelitian juga menggunakan fitur seleksi 
untuk meningkatkan dan mengoptimalisasi hasil akurasi 
dari algoritma klasifikasi yang antara lain yaitu Weight by 
Information Gain, yang mana fitur seleksi tersebut 
berfungsi untuk memberikan nilai bobot pada setiap atribut 
yang relevan untuk proses prediksi. 
Berdasarkan penelitian terkait tersebut, peneliti 
membandingkan keakuratan tiga algoritma klasifikasi 
ketika dilakukan seleksi Weight by Information Gain. Tiga 
algoritma tersebut adalah Naive Bayes, Linier Regression 
dan Multi Layer Perceptron yang mana algoritma tersebut 
memiliki keuanggulan pada kasus-kasus tertentu. Serta 
penggunaan variable Indeks Prestasi Semester (IPS) yang 
telah ditempuh hingga semester IV, jenis kelamin, kota 
lahir, asal kota, dan asal sekolah [8][9], dapat dijadikan 
sebagai prediktor untuk permasalahan prediksi kelulusan 
mahasiswa dalam penelitian ini. 
Sehingga hasil dari penelitian ini yang 
membandingkan algoritma Naive Bayes, Linier Regression 
dan Multi Layer Perceptron ketika data dilakukan seleksi 
Weight by Information Gain menghasilkan kesimpulan baru 
yang dapat digunakan sebagai dasar membangun sistem 
prediksi yang optimal. 
 
2. Metode Penelitian 
Pada penelitian ini menggunakan dataset salah satu 
universitas di indonesia. Atribut dari dataset tersebut antara 
lain perlu dilakukan preprocessing karena terdapat data 
yang kiranya tidak digunakan. Berikut ini langkah-langkah 
dalam preprocessing yang dilakukan pada penelitian ini: 
1) Penghapusan Record 
Beberapa record dari data yang diperoleh akan 
dihapus pada proses ini yaitu data mahasiswa transfer dan 
pindahan serta data mahasiswa yang aktif, mangkir, 
ataupun cuti.  
 
2) Penghapusan Atribut 
Pada pemrosesan mining, atribut yang tidak memiliki 
pengaruh atau tidak digunakan harus dihapus seperti atribut 
NIM dan status akademik dan atribut yang digunakan pada 
proses menggunakan RapidMiner adalah jalur pendaftaran, 
asal sekolah, asal kota, ips1, ips2, ips3, dan ips4. 
 
3) Pemberian Label 
Pemberian label “1” untuk mahasiswa yang lulus tepat 
waktu yaitu yang menempuh pendidikan selama 3,5 tahun 
dan 4 tahun. Sedangkan label “2” untuk mahasiswa yang 
lulus tidak tepat waktu atau yang menempuh pendidikan 
lebih dari 4 tahun. 
 
4) Inisialisasi 
Proses inisialisasi ini dilakukan untuk memberikan 
inisial pada atribut asal sekolah dan asal kota. Asal sekolah 
diinisialisasi menjadi 2 kategori yaitu SMA dan SMK. 
Sedangkan asal kota akan diinisialisasi menjadi 2 kategori 
juga yaitu DALAM_KOTA dan LUAR_KOTA. 
 
Selanjutnya data tersebut dilakukan seleksi atribut 
kembali dengan menggunakan Weight by Information Gain 
sebelum dilakukan klasifikasi oleh algoritma Naive Bayes, 
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2.1 Weight by Information Gain 
Weight by Information Gain merupakan salah satu 
algoritma yang mempunyai fungsi untuk menghitung 
relevansi atribut terhadap variabel target atau atribut label 
berdasarkan rasio gain informasi dan memberikan bobot 
yang sesuai pada atribut tersebut. Semakin tinggi nilai berat 
atribut, semakin atribut tersebut dianggap relevan. Bobot 
dari setiap atribut yang dianggap relevan atau memiliki 
mempengaruhi terhadap atribut label adalah kisaran 0-
1[14][15], sehingga dihasilkan atribut yang digunakan pada 
penelitian ini yaitu pada Tabel 1. Pada Gambar 1 adalah 
contoh dataset yang digunakan pada penelitian ini. 
 
Tabel 1. Atribut Dataset 








Reguler = 1 
Khusus = 2 
PMDK = 3 
Beasiswa 











SMA = 1 







Dalam Kota = 1 
Luar Kota = 2 
Asal kota 
mahasiswa 
4. IPS1 Numeric 0 – 4 
IPS mahasiswa 
pada semester 1 
5. IPS2 Numeric 0 – 4 
IPS mahasiswa 
pada semester 2 
6. IPS3 Numeric 0 – 4 
IPS mahasiswa 
pada semester 3 
7. IPS4 Numeric 0 – 4 
IPS mahasiswa 




Gambar 1. Contoh Dataset 
Selanjutnya dari data tersebut dilakukan perbandingan 
antara klasifikasi menggunakan algoritma Naive Bayes, 
Linear Regression, dan Multi Layer Perceptron (MLP) 
berdasarkan Weight by Information Gain sebagai pembobot 
atribut. 
 
2.2 Naive Bayes Classifier 
Naive Bayes Classifier (NBC) merupakan salah satu 
algoritma data mining yang menerapkan teorema Bayes 
dalam proses klasifikasi. Naive Bayes Classifier sendiri 
memiliki definisi pengklasifikasian dengan teknik 
probabilitas dan statistik untuk memprediksi kejadian di 
masa depan berdasarkan kejadian yang sudah ada 
sebelumnya [10][11]. Persamaan Teorema Bayes dan 





Tabel 2. Keterangan Persamaan Teorema Bayes 
 
Data dengan class yang belum diketahui 
 
Hipotesis data  yang merupakan suatu class 
yang spesifik 
 
Probabilitas  berdasarkan data  (posteriori) 
 
Probabilitas  berdasarkan kondisi  
 





2.3 Linear Regression 
Linear Regression merupakan algoritma yang 
digunakan ketika akan memprediksi nilai dari suatu 
variabel berdasarkan nilai variabel yang lain. Bila ada lebih 
dari satu variabel input, Linear Regression akan menjadi 
Multiple Linear Regression atau Multiple Regression [4]. 
Persamaan Linear Regression seperti pada persamaan 1, 




Tabel 3. Keterangan Persamaan Linear Regression 
 




koefisien regresi (kemiringan); besaran Response yang 
ditimbulkan oleh Predictor. 
 




2.4 Multi Layer Perceptron 
Multi Layer Perceptron (MLP) adalah suatu model 
feed-forward jaringan saraf tiruan yang memetakan set 
input data ke satu set output yang sesuai. MLP terdiri dari 
beberapa lapisan node dalam sebuah grafik yang diarahkan, 
dengan masing-masing lapisan sepenuhnya terhubung ke 
lapisan berikutnya. Kecuali untuk node input, setiap node 
adalah neuron (atau elemen pengolahan) dengan fungsi 
aktivasi nonlinier.  
MLP menggunakan back propagation untuk pelatihan 
jaringan. Kelas jaringan ini terdiri dari beberapa lapisan 
unit komputasi, biasanya berhubungan dengan cara feed-
forward. Dalam banyak aplikasi unit jaringan ini 
menerapkan fungsi sigmoid sebagai fungsi aktivasi 
[12][13]. 
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Gambar 2. Jaringan Multi Layer Perceptron 
 
3. Hasil dan Pembahasan 
3.1 Implementasi Algoritma Klasifikasi 
Implementasi algoritma dilakukan dengan menguji 
dataset mahasiswa menggunakan tools RapidMiner dengan 
10 fold number of validation dan linear sampling untuk tipe 
samplingnya. Pada Gambar 3 menunjukkan dataset 
mahasiswa diuji menggunakan X-Validation pada 
RapidMiner. Pada Gambar 4 menunjukkan klasifikasi 
dengan menggunakan algoritma Naive Bayes pada X-
Validation, serta Gambar 5 menunjukkan klasifikasi dengan 




Gambar 3. Implementasi Algoritma 
 
 








Gambar 6. X-Validation Multi Layer Perceptron 
 
Pada Gambar 6 menunjukkan klasifikasi dengan 
menggunakan algoritma Multi Layer Perceptron pada X-
Validation. Validasi dengan X-Validation menggunakan 
RapidMiner menghasilkan tingkat akurasi dari ketiga 
algoritma tersebut dan tabel confusion matrix. 
 
Tabel 4. Confusion Matrix [16] 
Classification 
Predicted Class 
Class = Yes Class = No 











Keterangan dari tabel confusion matrix tersebut adalah: 
a. A (True Positive-TP) : proporsi benar dalam dataset 
kategori benar. 
b. B (False Negative-FN) : proporsi salah dalam dataset 
kategori salah. 
c. C (False Positive-FP) : proporsi salah dalam dataset 
kategori benar. 
d. D (True Negative-TN) : proporsi benar dalam dataset 
kategori salah. 
 
Dari implementasi validasi algoritma Naive Bayes 
pada RapidMiner menggunakan X-Validation didapatkan 
hasil seperti pada Gambar 7. Perhitungan accuracy, error 
rate, precision, recall, dan f-measure berdasarkan 
confusion matrix algoritma Naive Bayes yang didapatkan 
dari proses validasi. 
 
 
Accuracy 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
232 + 266
232 + 266 + 63 + 61
= 0.8007 
Error Rate 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
63 + 61






















Dari implementasi validasi algoritma Linear 
Regression menggunakan X-Validation didapatkan hasil 
seperti Gambar 8.  
 
 
Gambar 7. Akurasi & Confusion Matrix Naive Bayes 
 
 
Gambar 8. Akurasi & Confusion Matrix Linear Regression 
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Berikut adalah perhitungan accuracy, error rate, 
precision, recall, dan f-measure berdasarkan confusion 
matrix algoritma Linear Regression yang didapatkan dari 
proses validasi. 
 
Accuracy 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
230 + 263
230 + 263 + 65 + 64
= 0.7927 
Error Rate 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
65 + 64





















Dari implementasi validasi algoritma Multi Layer 
Perceptron menggunakan X-Validation didapatkan hasil 
pada Gambar 9. 
 
 
Gambar 9. Akurasi & Confusion Matrix Multi Layer Perceptron 
 
Berikut adalah perhitungan accuracy, error rate, 
precision, recall, dan f-measure berdasarkan confusion 
matrix algoritma Multi Layer Perceptron yang didapatkan 
dari proses validasi. 
 
Accuracy 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
240 + 256
240 + 256 + 55 + 71
= 0.7975 
Error Rate 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
55 + 71





















Hasil akurasi yang didapat pada implementasi ketiga 
algoritma tersebut menunjukkan hasil akurasi yang berbeda, 
hasil akurasi ditunjukkan pada Tabel 5. 
 
Tabel 5. Perbandingan Akurasi & Waktu Eksekusi Ketiga 
Algoritma 
Algoritma Akurasi Waktu Eksekusi 
Naive Bayes 80.06 % 0,63 detik 
Linear Regression 79.27 % 0,63 detik 
Multi Layer Perceptron 79.75 % 3 menit 38 detik 
 
Tabel 5 menunjukkan hasil akurasi dan waktu 
eksekusi yang dibutuhkan dalam memproses data 
mahasiswa untuk prediksi kelulusan mahasiswa dengan 10 
fold number of validation dan linear sampling pada 
validasinya. 
 
3.2 Implementasi Fitur Seleksi pada Algoritma 
Klasifikasi  
Implementasi algoritma yang dilakukan pada bagian 
ini sama dengan implementasi algoritma pada bagian 
sebelumnya tetapi ditambah dengan implementasi fitur 
seleksi Weight by Information Gain, telrihat pada Gambar 
10. Di dalam operator Optimize Selection ditambahkan 
operator validasi untuk mengetahui hasil akurasi yang 
dihasilkan dari implementasi algoritma dan fitur seleksi 
Weight by Information Gain. Gambar 11 menunjukkan 
dataset mahasiswa diuji menggunakan X-Validation. 
Kemudian pada operator validasi diisikan algoritma yang 
akan diketahui hasil akurasinya sama seperti pada 
implementasi algoritma pada gambar 3. Pada Gambar 12 
menunjukkan klasifikasi dengan menggunakan algoritma 
Naive Bayes + fitur seleksi Weight by Information Gain 
pada X-Validation. Gambar 13 menunjukkan klasifikasi 
dengan menggunakan algoritma Linier Regression + fitur 
seleksi Weight by Information Gain pada X-Validation.  
 
 




Gambar 11. Operator X-Validation pada Implementasi Algoritma 












Gambar 14. X-Validation Multi Layer Perceptron 
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Pada Gambar 14 menunjukkan klasifikasi dengan 
menggunakan algoritma Multi Layer Perceptron + fitur 
seleksi Weight by Information Gain pada X-Validation. 
Berdasarkan validasi dengan X-Validation menghasilkan 
tingkat akurasi dari ketiga algoritma ditambah dengan fitur 
seleksi Weight by Information Gain tersebut dan tabel 
confusion matrixnya.  
Dari implementasi validasi algoritma Naive Bayes 
dengan Weight by Information Gain menggunakan X-
Validation didapatkan hasil seperti pada Gambar 15. 
 
 
Gambar 15. Akurasi & Confusion Matrix Naive Bayes 
 
Berikut adalah perhitungan accuracy, error rate, 
precision, recall, dan f-measure berdasarkan confusion 
matrix algoritma Naive Bayes + Weight by Information 
Gain. 
 
Accuracy 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
230 + 278
230 + 278 + 65 + 49
= 0.8166 
Error Rate 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
65 + 49





















Dari implementasi validasi algoritma Linear 
Regression dengan Weight by Information Gain 




Gambar 16. Akurasi & Confusion Matrix Linear Regression 
 
Berikut adalah perhitungan accuracy, error rate, 
precision, recall, dan f-measure berdasarkan confusion 
matrix algoritma Linear Regression + Weight by 
Information Gain. 
 
Accuracy 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
234 + 268
234 + 268 + 61 + 59
= 0.8070 
Error Rate 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
61 + 59





















Dari implementasi validasi algoritma Multi Layer 
Perceptron dengan Weight by Information Gain 




Gambar 17. Akurasi & Confusion Matrix Multi Layer Perceptron 
 
Berikut adalah perhitungan accuracy, error rate, 
precision, recall, dan f-measure berdasarkan confusion 
matrix algoritma Multi Layer Perceptron + Weight by 
Information Gain. 
 
Accuracy 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
239 + 272
239 + 272 + 56 + 55
= 0.8216 
Error Rate 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 
56 + 55





















Hasil akurasi yang di dapat pada implementasi ketiga 
algoritma tersebut menunjukkan hasil akurasi yang berbeda, 
hasil akurasi ditunjukkan pada Tabel 6. Tabel 6 
menunjukkan hasil akurasi dan waktu eksekusi dalam 
memproses data mahasiswa untuk prediksi kelulusan 
mahasiswa dengan algoritma Naive Bayes, Linear 
Regression, Multi Layer Perceptron dengan fitur seleksi 
Weight by Information Gain. 
 
Tabel 6. Perbandingan Akurasi & Waktu Eksekusi Ketiga 
Algoritma + Fitur Seleksi 
Algoritma Akurasi Waktu Eksekusi 
Naive Bayes 81.66 % 1,16 detik 
Linear Regression 80.70 % 2,44 detik 
Multi Layer 
Perceptron 
82.16 % 1 jam 57 menit 
 
 







Naive Bayes 80.06 % 81.66 % 
Linear Regression 79.27 % 80.70 % 
Multi Layer 
Perceptron 
79.75 % 82.16 % 
 
Dari implementasi algoritma serta implementasi 
algoritma dengan fitur seleksi Weight by Information Gain 
didapatkan hasil perbandingan akurasi yang disajikan pada 
tabel 7. Tabel 7 menunjukkan perbandingan akurasi dari 
algoritma Naive Bayes, Linear Regression dan Multi Layer 
Perceptron tanpa atau dengan fitur seleksi Weight by 
Information Gain. Hasil yang diperoleh adalah akurasi 
dengan menggunakan fitur seleksi Weight by Information 
Gain lebih tinggi daripada tenpa menggunakan fitur seleksi 
Weight by Information Gain.  
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Penerapan algoritma Naive Bayes, Linear Regression, 
dan Multi Layer Perceptron menghasilkan akurasi yang 
tergolong baik. Algoritma Naive Bayes menghasilkan 
akurasi sebesar 80.06% dengan waktu eksekusi 0,63 detik , 
algoritma Linear Regression sebesar 79.27% dengan waktu 
eksekusi 0,63 detik dan algoritma Multi Layer Perceptron 
sebesar 79.75% dengan waktu eksekusi 3 menit 38 detik. 
Tetapi pada penerapannya, hasil akurasi tersebut masih 
dapat ditingkatkan dengan menggunakan fitur seleksi dan 
fitur seleksi yang dipilih pada penelitian ini adalah Weight 
by Information Gain. Dengan menggunakan fitur seleksi 
pada algoritma tersebut didapatkan bahwa algoritma Naive 
Bayes menghasilkan akurasi sebesar 81.66% dengan waktu 
eksekusi 1,16 detik , algoritma Linear Regression sebesar 
80.70% dengan waktu eksekusi 2,44  detik dan algoritma 
Multi Layer Perceptron sebesar 82.16% dengan waktu 
eksekusi 1 jam 57 menit. 
 
4. Kesimpulan 
Dari hasil penelitian, disimpulkan bahwa penerapan 
fitur seleksi Weight by Information Gain pada algoritma 
Naive Bayes, Linear Regression, dan Multi Layer 
Perceptron menghasilkan peningkatan akurasi meskipun 
tidak terlalu signifikan dan waktu eksekusi yang tidak 
terpaut jauh jika menggunakan ataupun tanpa fitur seleksi 
kecuali Multi Layer Perceptron yang membutuhkan waktu 
lebih lama dalam proses eksekusi. Kesimpulan lain dari 
penelitian ini adalah algoritma Naive Bayes dengan 
menggunakan dataset mahasiswa dalam kasus prediksi 
kelulusan lebih unggul tingkat akurasinya dibanding 
dengan menggunakan algoritma Linear Regression dan 
Multi Layer Perceptron serta akurasi Multi Layer 
Perceptron lebih tinggi dibanding Linear Regression 
meskipun waktu eksekusi yang dibutuhkan terhitung lama 
jika tanpa fitur seleksi Weight by Information Gain. 
Sedangkan jika menggunakan fitur seleksi Weight by 
Information Gain, algoritma Multi Layer Perceptron lebih 
unggul hasil akurasinya dibanding algoritma Naive Bayes 
dan Linear Regression tetapi meskipun lebih unggul hasil 
akurasinya, waktu eksekusi yang dibutuhkan tergolong 
lama sehingga algoritma tersebut belum layak dikatakan 
optimal karena menurut beberapa penelitian, algoritma 
yang optimal yaitu algoritma dengan akurasi baik dan 
waktu eksekusi yang singkat. 
Untuk penelitian penerapan algoritma pada pemodelan 
prediksi kelulusan mahasiswa kedepannya dapat 
menggunakan algoritma lain selain algoritma Naive Bayes, 
Linear Regression, dan Multi Layer Perceptron. Selain itu 
dapat pula menggunakan fitur seleksi maupun algoritma 
optimasi lainnya untuk meningkatkan hasil akurasi agar 
dapat lebih optimal. Penelitian ini juga dapat dikembangkan 
di bidang lain selain bidang pendidikan misalnya 
perbankan, kedokteran, dan lain-lain. 
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