An Improved Construction of Progression-Free Sets by Elkin, Michael
ar
X
iv
:0
80
1.
43
10
v1
  [
ma
th.
NT
]  
28
 Ja
n 2
00
8
An Improved Construction of Progression-Free Sets
Michael Elkin ∗
November 1, 2018
Abstract
The problem of constructing dense subsets S of {1, 2, . . . , n} that contain no arithmetic
triple was introduced by Erdo˝s and Tura´n in 1936. They have presented a construction
with |S| = Ω(nlog3 2) elements. Their construction was improved by Salem and Spencer, and
further improved by Behrend in 1946. The lower bound of Behrend is
|S| = Ω
(
n
22
√
2
√
log2 n · log1/4 n
)
.
Since then the problem became one of the most central, most fundamental, and most in-
tensively studied problems in additive number theory. Nevertheless, no improvement of the
lower bound of Behrend was reported since 1946.
In this paper we present a construction that improves the result of Behrend by a factor
of Θ(
√
log n), and shows that
|S| = Ω
(
n
22
√
2
√
log2 n
· log1/4 n
)
.
In particular, our result implies that the construction of Behrend is not optimal.
Our construction is elementary and self-contained.
1 Introduction
A subset S ⊆ {1, 2, . . . , n} is called progression-free if it contains no three distinct elements
i, j, ℓ ∈ S such that i is the arithmetic average of j and ℓ, i.e., i = j+ℓ
2
. For a positive integer n,
let ν(n) denote the largest size of a progression-free subset S of {1, 2, . . . , n}.
Providing asymptotic estimates on ν(n) is a central and fundamental problem in additive
number theory. This problem was introduced by Erdo˝s and Turan [6] in 1936, and they have
shown that ν(n) = Ω(nlog3 2). This estimate was improved by Salem and Spencer [12], and further
improved by Behrend [2] in 1946. Behrend have shown that
ν(n) = Ω
(
n
22
√
2
√
logn · log1/4 n
)
,
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and this bound remains state-of-the-art for more than sixty years. A slightly weaker lower bound
that does not rely on the Pigeonhole Principle was shown by Moser [9].
The first non-trivial upper bound ν(n) = O( n
log logn
) was proved in a seminal paper by Roth
[11]. This bound was improved by Bourgain [3, 4], and the current state-of-the-art upper bound
is ν(n) = O(n · (log logn)2
log2/3 n
) [4]. The problem is also closely related to Szemere´di theorem [13],
and to the problem of finding arbitrarily long arithmetic progressions of prime numbers (see, e.g.,
Green and Tao [8]), and to other central problems in the additive number theory. (See, e.g., the
enlightening survey on Szemere´di theorem in Scholarpedia.)
In this paper we improve the lower bound of Behrend by a factor of Θ(
√
logn), and show that
|S| = Ω
(
n
22
√
2
√
log2 n
· log1/4 n
)
.
Though the improvement is not large, our result demonstrates that the construction of Behrend is
not optimal. Also, despite very intensive research in this area, no improvement of Behrend lower
bound was achieved for more than sixty years.
Our proof is elementary, and self-contained. The proof of Behrend is based on the observation
that a sphere in any dimension is convex, and thus cannot contain an arithmetic progression. We
replace the sphere by a thin annulus, and demonstrate that this annulus contains a large convexly
independent subset U of integer points. There is an inherent tradeoff between the width of the
annulus and the size of U . In our construction we choose the largest width for which we are able
to show that U contains at least a constant fraction of all integer points of the annulus.
The construction of Behrend was generalized by Rankin [10] to provide large subsets of
{1, 2, . . . , n} that contain no arithmetic progression of length k, for any fixed k. We believe
that our technique will be useful for improving the lower bound of Rankin as well. Finally, like the
construction of Behrend, our construction relies on the Pigeonhole Principle. Consequently, the
result of Moser [9] remains the best known lower bound achieved without relying on the Pigeon-
hole Principle. However, we hope that our argument can be made independent of the Pigeonhole
Principle. (See also Section 6.)
2 Preliminaries
For a pair a, b of real numbers, a ≤ b, we denote by [a, b] (respectively, (a, b)) the closed (resp.,
open) segment containing all numbers x, a ≤ x ≤ b (resp., a < x < b). We also use the notation
(a, b] (respectively, [a, b)) for denoting the segment containing all numbers x, a < x ≤ b (resp.,
a ≤ x < b). For integer numbers n and m, n ≤ m, we denote by [{n,m}] the set of integer
numbers {n, n+1, . . . , m}. If n = 1 then we use the notation [{m}] as a shortcut for [{1, m}]. For
a real number x, we denote by ⌊x⌋ (respectively, ⌈x⌉) the largest (resp., smallest) integer number
that is no greater (resp., no smaller) than x.
A triple i, j, ℓ of distinct integer numbers is called an arithmetic triple if one of these numbers
is the average of two other numbers, i.e., i = j+ℓ
2
. A set S of integer numbers is called progression-
free if it contains no arithmetic triple. For a positive integer number n, let ν(n) denote the largest
size of a progression-free subset S of [{n}].
For a pair of integer functions f(·), g(·), we say that f(n) = O(g(n)) if there exists a positive
(universal) constant c and a positive integer N such that for every n ≥ N , |f(n)| ≤ c · |g(n)|. In
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this case we also say that g(n) = Ω(f(n)). If both f(n) = O(g(n)) and g(n) = O(f(n)) hold, we
say that f(n) = Θ(g(n)). If limn→∞
f(n)
g(n)
= 0 we say that f(n) = o(g(n)). These definitions extend
to positive real functions as well.
Unless specified explicitly, log (respectively, ln) stands for the logarithm on base 2 (resp., e).
For a positive integer k and a vector v = (v1, v2, . . . , vk), let ||v|| =
√∑k
i=1 v
2
i denote the norm
of the vector v. The expression ||v||2 = ∑ki=1 v2i will be referred to as the squared norm of the
vector v.
For three vectors v, u, w ∈ IRk, we say that v is a convex combination of u and w if there exists
a real number p, 0 ≤ p ≤ 1, such that v = p · u + (1 − p) · w. A convex combination is called
trivial if either p = 0 or p = 1. Otherwise, it is called non-trivial. For a set U ⊆ IRk of vectors,
we say that U is a convexly independent set if it contains no three vectors v, u, w ∈ U such that v
is a convex combination of u and w. For a set X ⊆ IRk of vectors, the exterior set of X , denoted
Ext(X), is the subset of X that contains all vectors v ∈ X such that v cannot be expressed as a
non-trivial convex combination of vectors from X .
For a positive integer ℓ, let βℓ denote the volume of an ℓ-dimensional ball of unit radius. It is
well-known (see, e.g, [7], p.3) that
βℓ =
πℓ/2
Γ( ℓ
2
+ 1)
, (1)
where Γ(·) is the (Euler) Gamma-function. We use the Gamma-function either with a positive
integer parameter n or with a parameter n+ 1
2
for a positive integer n. In these cases the Gamma-
function is given by Γ(n + 1) = n! and
Γ
(
n+
1
2
)
=
(2n)!
√
π
22nn!
. (2)
(See [7], p.178.) Observe also that
Γ
(
n+
1
2
)
=
(
n− 1
2
)(
n− 3
2
)
· . . . · 1
2
· √π ≥ (n− 1)!
√
π
2
. (3)
By definition, it is easy to verify that for an integer ℓ, ℓ ≥ 2, βℓ = Θ(βℓ−1√ℓ ).
3 Behrend Construction
The state-of-the-art lower bound for ν(n) due to Behrend [2] states that for every positive integer
n,
ν(n) = Ω
(
n
22
√
2
√
logn · log1/4 n
)
. (4)
In this paper we improve this bound by a factor of Θ(
√
log n), and show that for every positive
integer n,
ν(n) = Ω
(
n
22
√
2
√
logn
· log1/4 n
)
. (5)
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Note that it is sufficient to prove this bound only for all sufficiently large values of n. The result
for small values of n follows by using a sufficiently small universal constant c in the definition of
Ω-notation.
We start with a short overview of the original construction of Behrend [2]. Fix a sufficiently
large positive integer n. The construction involves a positive integer parameter k that will be
determined later. Set y = n1/k/2. In what follows we assume that y is an integer. The case that
y is not an integer is analyzed later in the sequel.
Consider independent identically distributed random variables Y1, Y2, . . . , Yk, with each Yi dis-
tributed uniformly over the set [{0, y − 1}], for all i ∈ [{k}]. Set Zi = Y 2i , for all i ∈ [{k}], and
Z =
∑k
i=1 Zi. It follows that for all i ∈ [{k}],
IE(Zi) =
y−1∑
j=0
1
y
· j2 = y
2
3
+ Θ(y) .
Let µZ = IE(Z) denote the expectation of the random variable Z. It follows that
µZ =
k
3
y2 +Θ(k · y) . (6)
Also, for all i ∈ [{k}], Var(Zi) = IE(Z2i )− IE(Zi)2 = IE(Y 4i )− 19y4 +Θ(y3). Hence
Var(Zi) =
y4
5
+ Θ(y3)− y
4
9
+ Θ(y3) =
4
45
· y4 +O(y3) .
Hence
Var(Z) = k · y4 · 4
45
+O(ky3) = k · y4 · 4
45
· (1 +O(1
y
)) ,
and the standard deviation of Z, σZ , satisfies
σZ =
√
k · y2 · 2
3 · √5 · (1 +O(
1
y
)) . (7)
By Chebyshev inequality, for any a > 0,
IP(|Z − µZ| > a · σZ) ≤ 1
a2
.
Hence, for a fixed value of a, a > 0, at least (1− 1
a2
)-fraction of all vectors v from the set [{0, y−1}]k
have squared norm that satisfies
µZ − a · σZ ≤ ||v||2 ≤ µZ + a · σZ .
Note that each vector v ∈ [{0, y−1}]k has an integer squared norm. By Pigeonhole Principle, there
exists a value T such that µz−a ·σZ ≤ T ≤ µZ+a ·σZ that satisfies that at least (1− 1a2 ) · 12a·σZ ·yk
vectors from [{0, y − 1}]k have squared norm T . Let S denote the set of these vectors. By (7),
|S| ≥ (1− 1
a2
) · 1
2a
1√
k · y2 ·
3
√
5
2
· (1−O(1
y
)) · yk = y
k−2
√
k
· c ,
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for a fixed positive constant c = c(a). Set a = 2. Now c = c(2) is a universal constant, and
consequently, |S| = Ω
(
nk−2
2k
√
k
)
. To maximize the right-hand-side, we set k = ⌈√2 · logn⌉. It
follows that
|S| = Ω
(
n
22
√
2
√
logn · log1/4 n
)
.
Observe that all vectors in S have the same norm√T , and thus, for every three vectors v, u, w ∈ S,
v 6= u+w
2
. To obtain a progression-free set S ⊆ [{n}] we consider coordinates of vectors from S
as digits of (2y)-ary representation. Specifically, for every vector v = (v1, v2, . . . , vk) ∈ S, let
vˆ =
∑k−1
i=0 vi+1 · (2y)i. The set S is now given by S = {vˆ | v ∈ S}. Let f(·) : S → S denote this
mapping.
Note that for every v ∈ S,
0 < vˆ ≤ (2y)k − 1 = n− 1 .
Observe also that since S ⊆ [{0, y − 1}]k, the mapping f is one-to-one, i.e., if v 6= u, v, u ∈ S,
then vˆ 6= uˆ. Consequently,
|S| = |S| = Ω
(
n
22
√
2
√
logn · log1/4 n
)
.
Finally, we argue that S is a progression-free set. Suppose for contradiction that for three distinct
numbers vˆ, uˆ, wˆ ∈ S, vˆ = uˆ+wˆ
2
. Let u, v, w be the corresponding vectors in S, v = (v1, v2, . . . , vk),
u = (u1, u2, . . . , uk), w = (w1, w2, . . . , wk). Then
vˆ =
k−1∑
i=0
ui+1 + wi+1
2
· (2y)i =
k−1∑
i=0
vi+1 · (2y)i .
However, since all the coordinates v1, v2, . . . , vk, u1, u2, . . . , uk, w1, w2, . . . , wk are in [{0, y − 1}], it
follows that vi =
ui+wi
2
, for every index i ∈ [{k}]. Consequently, v = u+w
2
, a contradiction to the
assumption that ||v|| = ||u|| = ||w||. Hence S is a progression-free set of size Ω( n
22
√
2
√
log n·log1/4 n).
Consider now the case that y = n
1/k
2
is not an integer number. In this case the same construction
is built with ⌊y⌋ instead of y. Set n′ = (2⌊y⌋)k. By previous argument, we obtain a progression-free
set S that satisfies
|S| = Ω
(
n′
22
√
2
√
logn′ · log1/4 n′
)
= Ω
(
n′
22
√
2
√
logn · log1/4 n
)
.
Observe that n
n′ ≤
(
y
y−1
)k
= 1 + Θ(k
y
) = 1 + Θ
( √
logn
2(1/
√
2)·√log n
)
.
Hence |S| = Ω
(
n
22
√
2
√
log n·log1/4 n
)
, and we are done.
4 Our Construction
In this section we present our construction of progression-free sets S ⊆ [{n}] with at least
Ω
(
n
22
√
2
√
log n
· log1/4 n
)
elements. Fix k = ⌈√2 logn⌉, and y = n1/k/2. Observe that
2k/2
2
√
2
=
1
2
√
2
· 2
√
logn√
2 ≤ y ≤ 1
2
· 2
√
log n√
2 =
2k/2
2
. (8)
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For convenience we assume that y is an integer. If this is not the case, the same analysis applies
with minor adjustments. (Specifically, we set y = ⌊n1/k/2⌋. By the same argument as we used in
Section 3, the resulting lower bound will be at most by a constant factor smaller than in the case
when n1/k/2 is an integer.)
Consider the k-dimensional ball centered at the origin that has radius R′ given by
R′2 = µZ =
k
3
y2 +Θ(ky) . (9)
(See (6).) By Chebyshev inequality, the annulus Sˆ of all vectors with squared norm in [R′2 − 2 ·
σZ , R
′2 + 2 · σZ ] contains at least 34 · yk integer points of the discrete cube C = [{0, y − 1}]k.
Fix a parameter g = ǫ ·k, for a universal constant ǫ > 0 that will be determined later. Partition
the annulus Sˆ into ⌈4σZ
g
⌉ = ℓ annuli Sˆ1, Sˆ2, . . . , Sˆℓ, with the annulus Sˆi containing all vectors with
squared norms in the range [R′2 − 2σZ + (i − 1) · g, R′2 − 2σZ + i · g), for i ∈ [{ℓ − 1}], and
[R′2 − 2σZ + (ℓ− 1)σZ , R′2 + 2σZ ] for i = ℓ.
Observe that for distinct indices i, j ∈ [{ℓ}], the sets of integer points in Sˆi and Sˆj are disjoint.
Thus, by the Pigeonhole Principle, there exists an index i ∈ [{ℓ}] such that the annulus Sˆi contains
at least
3
4ℓ
· yk = Ω(g · y
k−2
√
k
) = Ω(ǫ
√
k · yk−2) (10)
integer points of C ∩ Sˆ. In other words, there exists a radius R, R2 ∈ [R′2 − 2σZ , R′2+ 2σZ ], such
that the annulus S that contains all vectors with squared norm in the range [R2 − g, R2] contains
at least Ω(
√
k · yk−2) integer points of C ∩ Sˆ.
By (6), (7), and (9),
R2 ≤ R′2 + 2σZ ≤ k
3
· y2 +O(k · y) +O(
√
k · y2) ≤ k
3
· y2
(
1 +O
(
1√
k
))
. (11)
Let S˜ be the set of integer points of C ∩ S. We will show that that S˜ contains a convexly
independent subset Sˇ with at least |Sˇ| ≥ |S˜|
2
integer points. Consequently,
|Sˇ| ≥ |S˜|
2
= Ω(
√
k · yk−2) = Ω
(
log1/4 n · n
22
√
2
√
logn
)
. (12)
Consider the set Sˇ = f(Sˇ) constructed from Sˇ by the mapping f described in Section 3. Since S
is a convexly independent set, by the same argument as in Section 3, |Sˇ| = |Sˇ|, and moreover, Sˇ
is a progression-free set. Hence |Sˇ| = Ω
(
log1/4 n · n
22
√
2
√
log n
)
, and our result follows.
The following lemma is useful for showing an upper bound on the number of integer points in
S that do not belong to the exterior set of S˜, Ext(S˜). This lemma is due to Coppersmith [5].
Let B = B(R, 0) denote the k-dimensional ball of radius R centered at the origin, and B =
B(R, 0) denote the set of integer points contained in this ball. Denote T = R2.
Lemma 4.1 [5] Let b ∈ B \ Ext(B) be an integer point that satisfies T − g ≤ ||b||2 ≤ T . Then
there exists a non-zero integer vector δ that satisfies 0 ≤ 〈b, δ〉 ≤ g and 0 < ||δ||2 ≤ g.
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Proof: Since b ∈ B\Ext(B), there exist two integer points a and c inB and a constant p, 0 < p < 1,
such that b = p ·a+(1−p) ·c. Since a, c ∈ B, ||a||2, ||c||2 ≤ T . Observe that either 〈a, b〉 or 〈c, b〉 is
greater or equal than ||b||2. (Otherwise, ||b||2 = 〈pa+(1−p)c, b〉 = p · 〈a, b〉+(1−p) · 〈c, b〉 < ||b||2,
contradiction.)
Suppose without loss of generality that 〈a, b〉 ≥ ||b||2. Then 〈a− b, b〉 ≥ 0. Set δ = a− b. Since
a, b ∈ B are integer points, it follows that δ is an integer point as well. Moreover, since 0 < p < 1,
we have δ 6= 0. Moreover,
T ≥ ||a||2 = ||b+ δ||2 = ||b||2 + 2〈b, δ〉+ ||δ||2 .
Recall that ||b||2 ≥ T − g. Hence 2〈b, δ〉 + ||δ||2 ≤ g. As 〈b, δ〉 = 〈a − b, b〉 ≥ 0, it follows that
〈b, δ〉, ||δ||2 ≤ g, as required.
Observe that δ ∈ IRk is an integer vector, and ||δ||2 ≤ g = ǫ · k. Consequently, the vector δ
may contain at most ǫ · k non-zero entries. This property will be helpful for our argument.
Denote the number of integer vectors δ that have squared norm at most g by Dˆ(g). The next
lemma provides an upper bound on Dˆ(g).
Lemma 4.2 For any ǫ > 0 there exists η = η(ǫ) > 0 such that limǫ→0 η(ǫ) = 0, and Dˆ(g) =
O(2η·k).
Proof: Fix an integer value h, 1 ≤ h ≤ g. First, we count the number N(h) of k-tuples
(q1, q2, . . . , qk) of non-negative integer numbers that sum up to h.
Consider permutations of (k − 1 + h) elements of two types, with h elements of the first type
and k − 1 elements of the second type. Elements of the first type are called “balls”, and elements
of the second type are called “boundaries”. Two permutations σ and σ′ are said to be equivalent
if they can be obtained one from another by permuting balls among themself, and permuting
boundaries among themself.
Let Π be the induced equivalence relation. Observe that there is a one-to-one mapping between
k-tuples (q1, q2, . . . , qk) of non-negative integer numbers that sum up to h and the equivalence
classes of the relation Π. Hence N(h) is equal to the number of equivalence classes of Π, i.e.,
N(h) =
(k − 1 + h)!
(k − 1)! · h! =
(
k − 1 + h
h
)
.
In a k-tuple (δ1, δ2, . . . , δk) of integer numbers such that
∑k
i=1 δ
2
i = h, there can be at most h
non-zero entries. Hence, for a fixed k-tuple of integers (q1, q2, . . . , qk) such that
∑k
i=1 qi = h, there
may be at most 2h k-tuples (δ1, δ2, . . . , δk) of integers such that δ
2
i = qi for every index i ∈ [{k}].
Thus, the overall number D(h) of integer k-tuples (δ1, δ2, . . . , δk) such that
∑k
i=1 δ
2
i = h satisfies
D(h) ≤ 2h ·N(h) = 2h
(
k − 1 + h
h
)
.
Note that
(
k−1+h
h
) ≤ (k−1+g
g
)
, for every integer h, 1 ≤ h ≤ g. Hence the number Dˆ(g) of integer
k-tuples (δ1, δ2, . . . , δk) with 1 ≤
∑k
i=1 δ
2
i ≤ g satisfies
Dˆ(g) =
g∑
h=1
D(h) ≤
g∑
h=1
2h ·N(h) ≤ N(g) · 2g+1 ≤ 2g+1 ·
(
k + g
g
)
≤ 2g+1
(
e(k + g)
g
)g
= 2 · (2e)g
(
1 +
1
ǫ
)ǫ·k
= 2 · 2(log 2e+log(1+ 1ǫ ))ǫ·k .
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Denote η = η(ǫ) = ǫ(log 2e+ log(1 + 1
ǫ
)). Then Dˆ(g) ≤ 2 · 2η(ǫ)·k. Finally,
lim
ǫ→0
η(ǫ) = lim
ǫ→0
log(1 + 1
ǫ
)
1
ǫ
=
1
ln 2
· lim
y→∞
ln(1 + y)
y
= 0 ,
completing the proof.
Consider again the annulus S = {α ∈ IRk | T −g ≤ ||α||2 ≤ T}, and the set S˜ of integer points
of S. For an integer vector δ that satisfies 0 < ||δ||2 ≤ g, let Zˆ(δ) denote the set of integer points
b ∈ S˜ that satisfy 0 ≤ 〈b, δ〉 ≤ g. Let Wˆ (δ) = Zˆ(δ) ∩ C denote the intersection of Zˆ(δ) with the
discrete cube C = [{0, y − 1}]k, and let W (δ) = |Wˆ (δ)|. Also, let Wˆ = ⋃{Wˆ (δ) | 0 < ||δ||2 ≤ g},
and W = |Wˆ |.
Let Nˆ denote the set of integer points of C ∩ S that do not belong to Ext(B), and N = |Nˆ |.
By Lemma 4.1, Nˆ ⊆ Wˆ , and consequently,
N ≤ W ≤
∑
{W (δ) | 0 < ||δ||2 ≤ g} . (13)
Fix a vector δ, 0 < ||δ||2 ≤ g. In the sequel we provide an upper bound for W (δ).
Observe that since Wˆ (δ) is a set of integer points, it follows that for every b ∈ Wˆ (δ), 〈b, δ〉 ∈
[{0, g}].
For an integer number h ∈ [{0, g}], let Wˆ (δ, h) denote the subset of Wˆ (δ) of integer points
b that satisfy 〈b, δ〉 = h. Let W (δ, h) = |Wˆ (δ, h)|. Observe that for distinct values h 6= h′,
h, h′ ∈ [{0, g}], the sets Wˆ (δ, h) and Wˆ (δ, h′) are disjoint. Consequently,
W (δ) =
g∑
h=0
W (δ, h) . (14)
Next, we provide an upper bound for W (δ, h).
Consider the hyperplane H = {α ∈ IRk | 〈α, δ〉 = h}. Observe that Wˆ (δ, h) = H∩S ∩C is the
intersection of the hyperplane H with the annulus S and with the discrete cube C.
Let S denote the k-dimensional sphere with squared radius T centered at the origin, i.e.,
S = {α ∈ IRk | ||α||2 = T}. Consider the intersection S ′ of S with the hyperplane H.
Lemma 4.3 S ′ ⊆ H is a (k − 1)-dimensional sphere with squared radius (T − h2||δ||2 ) centered at
h
||δ||2 · δ.
Proof: For a vector α ∈ S ∩ H,
||α− h||δ||2 · δ||
2 =
k∑
i=1
(αi − h||δ||2 · δi)
2 = ||α||2 + h
2
||δ||2 − 2
h
||δ||2 〈α, δ〉 = ||α||
2 − h
2
||δ||2 .
(For the last equality, note that since α ∈ H, we have 〈α, δ〉 = h.)
Recall that for a vector α ∈ S, T − g ≤ ||α||2 ≤ T . Hence the intersection of the hyperplane
H with the annulus S is the (k − 1)-dimensional annulus S ′ ⊆ H, centered at h||δ||2 · δ, containing
vectors α such that
T − g − h
2
||δ||2 ≤ ||α−
h
||δ||2 · δ||
2 ≤ T − h
2
||δ||2 .
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Let T ′ = T − h2||δ||2 . Then S ′ is given by
S ′ = {α ∈ H | T ′ − g ≤ ||α− h||δ||2 · δ||
2 ≤ T ′} .
Note that since h ≥ 0, T ′ ≤ T for all h and δ.
Recall that our goal at this stage is to provide an upper bound for the number W (δ, h) of
integer points in Wˆ (δ, h) = H∩S ∩C = S ′∩C. Let C = [0, y−1]k be the (continuous) cube. (The
discrete cube C = [{0, y− 1}]k is the set of integer points of C.) Let W˜ = S ′ ∩ C. Since Wˆ (δ, h) is
the set of integer points in W˜ , we are interested in providing an upper bound for the number of
integer points in W˜ . Our strategy is to show an upper bound for the (k − 1)-dimensional volume
Vol(W˜ ) of W˜ , and to use standard estimates for the discrepancy between Vol(W˜ ) and the number
of integer points in W˜ .
Let H′ = {α ∈ IRk | 〈α, δ〉 = 0} be the parallel hyperplane to H that passes through the origin.
Next, we construct an orthonormal basis Υ = {γ1, γ2, . . . , γk−1} for H′. This basis will be useful
for estimating Vol(W˜ ).
Recall that δ satisfies 0 < ||δ||2 ≤ g = ǫ · k, and it is an integer vector. Consequently,
δ = (δ1, δ2, . . . , δk) contains at most g = ǫ · k non-zero entries. Let I ⊆ [{k}] be the subset of
indices such that δi 6= 0. Let m = |I|. It follows that m ≤ g = ǫ · k.
For every vector α = (a1, a2, . . . , ak) ∈ H′, it holds that∑
i∈I
aiδi = 0 . (15)
Let γ(1), γ(2), . . . , γ(m−1) be an arbitrary orthonormal basis for the solution space of the equation
(15). These vectors are in IRm. For each index j ∈ [{m − 1}], we view the vector γ(j) as
γ(j) = (γ
(j)
i | i ∈ I).
We form orthonormal vectors γˆ(1), γˆ(2), . . . , γˆ(m−1) ∈ IRk in the following way. For each index
j ∈ [{m − 1}], and each index i ∈ I, the ith entry γˆ(j)i of γˆ(j) is set as γ(j)i , and for each index
i ∈ [{k}] \ I, the entry γˆ(j)i is set as zero. Also, for each index i ∈ [{k}] \ I, we insert the vector
ξi = (0, 0, . . . , 0, 1, 0, . . . , 0), ξi ∈ IRk, with 1 at the ith entry and zeros in all other entries into the
basis Υ. Observe that ξi ∈ H′. The resulting basis Υ is {γˆ(1), γˆ(2), . . . , γˆ(m−1)}∪{ξi | i ∈ [{k}]\I}.
It is easy to verify that Υ is an orthonormal basis for H′.
Order the vectors of Υ so that γˆ(j) = γj for all j ∈ [{0, m − 1}], and so that the vectors
{ξi | i ∈ [{k}] \ I} appear in an arbitrary order among γm, γm+1, . . . , γk−1.
Move the origin to the center h||δ||2 · δ of the annulus S ′, and rotate the annulus so that new
axes become the colinear with vectors γ1, γ2, . . . , γk−1 of the orthonormal basis Υ. Obviously, this
mapping is volume-preserving.
For a vector ζ ∈ H′, let ζ1[Υ], ζ2[Υ], . . . , ζk−1[Υ] denote the coordinates of ζ with respect to
the basis Υ, i.e., ζi[Υ] = 〈ζ − h||δ||2 · δ, γi〉. Observe that since 〈δ, γi〉 = 0 for all i ∈ [{k − 1}], it
follows that ζi[Υ] = 〈ζ, γi〉, for all i ∈ [{k − 1}].
Lemma 4.4 For a vector ζ ∈ W˜ = S ′ ∩ C, and an index i ∈ [{m, . . . , k − 1}], we have ζi[Υ] ≥ 0.
In particular, ζ has at least (1− ǫ) · k non-negative coordinates with respect to the basis Υ.
9
Proof: Note that for every index i ∈ [{m, k − 1}], all entries of γi are non-negative. (Because
these are the vectors ξj, j ∈ [{k}] \ I} of the standard Kronecker basis.) Since ζ ∈ C = [0, y− 1]k,
it follows that for all indices i ∈ [{m, k − 1}], the ith coordinate of ζ with respect to the basis Υ
is non-negative, that is, ζi[Υ] = 〈ζ, γi〉 ≥ 0. Hence ζ has at least (k − 1) − (m − 1) ≥ (1 − ǫ) · k
non-negative coordinates with respect to the basis Υ.
Recall that W˜ ⊆ S ′, and the annulus S ′ is given by (with respect to the basis Υ)
S ′ = {α ∈ IRk−1 | T ′ − g ≤ ||α||2 ≤ T ′} .
Let
Q˜ = {α ∈ IRk−1 | T ′ − g ≤ ||α||2 ≤ T ′, ∀i ∈ [{m, k − 1}], αi[Υ] ≥ 0}
be the intersection of S ′ with the (k −m) half-spaces αi[Υ] ≥ 0, for all i ∈ [{m, k − 1}]. Let S ′′
be the intersection of the annulus S ′ with the positive octant (with respect to Υ), i.e.,
S ′′ = {α ∈ (IR+)k−1 | T ′ − g ≤ ||α||2 ≤ T ′} .
It follows that W˜ ⊆ Q˜, and Vol(W˜ ) ≤ Vol(Q˜) = 2m ·Vol(S ′′) ≤ 2ǫ·k−1 ·Vol(S ′′).
Next, we provide an upper bound for Vol(S ′′).
Lemma 4.5 For a sufficiently large integer k,
Vol(S ′′) ≤ g ·
(πe
6
)k/2
· yk−3 · 2O(
√
k) .
Proof: Let R′ =
√
T ′. Observe that R′ ≤ R = √T . Let βk−1 be the volume of the (k − 1)-
dimensional ball of unit radius. Then Vol(S ′′) = 1
2k−1βk−1((T
′)
k−1
2 − (T ′ − g) k−12 ). Note that
(R′2 − g) k−12 =
(
1− g
R′2
) k−1
2 · R′k−1 ≥ R′k−1
(
1− g(k − 1)
2R′2
)
≥ R′k−1 − R′k−3g · k . (16)
Hence by (1),
Vol(S ′′) ≤ 1
2k−1
· k · g · βk−1 · R′k−3 ≤ 1
2k−1
· k · g · π
k−1
2
Γ
(
k+1
2
) · Rk−3 . (17)
By (11), T = R2 ≤ k
3
· y2
(
1 +O
(
1√
k
))
, and so R ≤
√
k
3
· y
(
1 +O
(
1√
k
))
. Hence
Vol(S ′′) ≤ 1
2k−1
· k · g · π
k−1
2
Γ
(
k+1
2
) · (k
3
) k−3
2
· yk−3 · 2O(
√
k) .
By Stirling formula, if k + 1 is even then for a sufficiently large k,
Γ
(
k + 1
2
)
≥
(
k − 1
2
)
! ≥
√
k − 1
2
·
(
k−1
2
)k−1
2
e
k−1
2
= e1/2
(
k
2
) k
2
(
1− 1
k
) k
2
ek/2
≥ 1
2
· k
k
2
(2e)
k
2
.
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By (3), if k + 1 is odd then for a sufficiently large k,
Γ
(
k + 1
2
)
= Γ
(
k
2
+
1
2
)
≥
√
π
2
(
k
2
− 1
)
! ≥ πe√
2
·
√
k
2
− 1 ·
(
k
2
− 1)k2−1
e
k
2
−1
≥ πe√
k
·
(
k
2
) k
2 · (1− 2
k
) k
2
e
k
2
≥ 1√
k
· k
k/2
(2e)k/2
.
Hence in both cases, for a sufficiently large k,
Γ
(
k + 1
2
)
≥ 1√
k
· k
k
2
(2e)
k
2
.
Consequently,
Vol(S ′′) ≤ (k · g) · 1
2k−1
· π
k
2
√
k · (2e) k2√
π · k k2
· k
k−3
2
3
k−3
2
· yk−3 · 2O(
√
k)
= O(1) · (k · g) · k−32
√
k ·
(πe
6
) k
2 · yk−3 · 2O(
√
k) ≤ g ·
(πe
6
)k
2 · yk−3 · 2O(
√
k) .
We conclude that
Vol(W˜ ) ≤ Vol(Q˜) ≤ 2ǫk−1 · Vol(S ′′) ≤ 1
2
· g · 2ǫk ·
(πe
6
)k
2 · yk−3 · 2O(
√
k) . (18)
Since W˜ ⊆ Q˜, the number W (δ, h) of integer points in W˜ is at most the number Q of integer
points in Q˜. In Section 5 we will show that Q is not much larger than Vol(Q˜). Specifically,
Q ≤ kO(1) · 2ǫk ·
(πe
6
) k
2 · yk−3 · 2O(
√
k) . (19)
We remark that this estimate is quite crude, as it says that the number Q of integer points in Q˜
cannot be larger than by a factor of kO(1) than Vol(Q˜). However, it is sufficient for our argument.
By (19),
W (δ, h) ≤ Q ≤ kO(1) · 2ǫk ·
(πe
6
)k
2 · yk−3 · 2O(
√
k) . (20)
By (14),
W (δ) =
g∑
h=0
W (δ, h) ≤ (g + 1) · kO(1) · 2ǫk ·
(πe
6
)k
2 · yk−3 · 2O(
√
k) .
Hence by (13), the overall number N of integer points in C ∩ S that do not belong to Ext(B)
(and thus, do not belong to Ext(C ∩ S), because S ⊆ B) satisfies
N ≤
∑
0<||δ||2≤g
W (δ) ≤ kO(1) · 2ǫk ·
(πe
6
)k
2 · yk−3 · 2O(
√
k) · Dˆ(g) .
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Recall that g ≤ k. By Lemma 4.2, and since for a sufficiently large k, kO(1) ≤ 2O(
√
k), it follows
that
N ≤ kO(1) · 2ǫk ·
(πe
6
) k
2 · yk−3 · 2O(
√
k) · O(2η·k) = 2((ǫ+η(ǫ)+O(1/
√
k))+ 1
2
log πe
6
)·k · yk−3 .
By (10), the set S˜ of integer points of C ∩ S contains
|S˜| = Ω(ǫ
√
k · yk−2)
integer points. By (8),
y =
2k/2
2
> 2 ·O
(
1
ǫ · √k
)
2((ǫ+η(ǫ)+O(1/
√
k))+ 1
2
log πe
6
)·k (21)
whenever ǫ > 0 and k satisfy
1 > log
πe
6
+ (ǫ+ η(ǫ)) +O
(
1√
k
)
.
By Lemma 4.2, limǫ→0 η(ǫ) = 0. Thus, for a sufficiently small universal constant ǫ > 0, and
sufficiently large k, the inequality (21) holds, and thus |S˜| ≥ 2N . (More specifically, one needs
to set ǫ so that 0 < ǫ+ η(ǫ) < 1 − log πe
6
.) Hence the set S˜ contains a subset Sˇ of integer points
that belong to Ext(B), and moreover,
|Sˇ| ≥ |S˜| −N ≥ 1
2
|S˜| = Ω(ǫ ·
√
k · yk−2) = Ω(log1/4 n · n
22
√
2
√
logn
) .
5 Discrepancy between Volume and
Number of Integer Points
Consider the annulus S ′ = {α = (α1, α2, . . . , αk−1) ∈ IRk−1 | T ′ − g ≤ ||α||2 ≤ T ′}, and its
intersection Q˜ with the half-spaces αi ≥ 0 for all i ∈ [{m, k − 1}]. In this section we argue that
the number Q of integer points in Q˜ is not much larger than Vol(Q˜). Specifically, we show that
Q = 2O(
√
k) · 2ǫk ·
(πe
6
)k/2
· yk−3 . (22)
This proves (19), and hence completes the proof of our lower bound.
Consider the (k − 1)-dimensional ball B of squared radius t centered at the origin, for some
sufficiently large t > 0. Let A(B) denote the number of integer points in B. For a positive
integer j, let Vj(t) denote the volume of the j-dimensional ball of squared radius t centered at
the origin. It is well-known (see, e.g., the survey of Adhikari [1]) that for a constant dimension k,
|A(B)− V (B)| = O(Vk−3(t)). However, in our case the dimension k grows logarithmically with t.
Fortunately, the following analogous inequality holds in this case:
|A(B)− V (B)| = kO(1) · Vk−3(t) . (23)
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We prove (23) in the sequel.
Another subtle point is that we have rotated the vector space to move from the standard
Kronecker basis to the orthonormal basis Υ. (In fact, Υ is an orthonormal basis for the hyperplane
H′, but it can be completed to an orthonormal basis for IRk by inserting the vector δ||δ|| into it.)
Consequently, the integer lattice was rotated as well, and so in our context A(B) is actually the
number of points of the rotated integer lattice that are contained in B. These two quantities
may be slightly different. However, we argue below that the estimate (23) applies for the rotated
integer lattice as well, for any rotation.
Recall that m = |I|. Let
Q˜ext = {α = (α1, α2, . . . , αk−1) ∈ IRk−1 : ||α||2 ≤ T ′, αi ≥ 0 for all i ≥ m} (24)
Q˜int = {α = (α1, α2, . . . , αk−1) ∈ IRk−1 : (25)
||α||2 ≤ T ′ − (g + 1), αi ≥ 0 for all i ≥ m}
Observe that Q˜ ⊆ Q˜ext \ Q˜int . Also, let Z˜ denote
Z˜ = {α = (α1, α2, . . . , αk−3) ∈ IRk−3 : ||α||2 ≤ T ′, for all i ≥ m} . (26)
The set Q˜ext (respectively, Q˜int) is the intersection of the (k−1)-dimensional ball of squared radius
T ′ (resp., T ′− (g+ 1)) centered at the origin with the half-spaces αi ≥ 0 for all i ≥ m. The set Z˜
is the intersection of the (k − 3)-dimensional ball of squared radius T ′ centered at the origin with
the half-spaces αi ≥ 0 for all i ≥ m. The analogue of (23) that is required for our argument is
|A(Q˜ext)− Vol(Q˜ext)| = kO(1) ·Vol(Z˜) . (27)
Given (27) we show (22) by the following argument.
Lemma 5.1 A(Q˜) = 2O(
√
k) · 2ǫk · (πe
6
)k/2 · yk−3.
Proof: By (27),
A(Q˜) ≤ A(Q˜ext)− A(Q˜int) ≤ Vol(Q˜ext) + kO(1) · Vol(Z˜)− Vol(Q˜int) + kO(1) · Vol(Z˜)
= (Vol(Q˜ext)− Vol(Q˜int)) + kO(1) · Vol(Z˜).
Observe that Vol(Z˜) = 2
ǫk
2k−3 · βk−3 · (T ′)
k−3
2 . Also, since T ′ is much greater than g,
Vol(Q˜ext)−Vol(Q˜int) = 2
ǫk
2k−1
· βk−1((T ′) k−12 − (T ′ − (g + 1)) k−12 )
≤ O(1) · 2
ǫk
2k−1
· βk−1 · k · (g + 1) · (T ′) k−32 .
Hence
A(Q˜) ≤ O(1) · 2
ǫk
2k−3
· (kO(1) · βk−3 + k · (g + 1) · βk−1) · (T ′) k−32 .
Since βk−3 = Θ(k · βk−1) and g ≤ k, it follows that
A(Q˜) ≤ kO(1) · 2
ǫk
2k−1
· βk−1 · (T ′) k−32 .
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By (11), T ′ ≤ k
3
· y2(1 +O( 1√
k
)). Also, βk−1 = π
k−1
2
Γ(k+1
2
)
. Hence
A(Q˜) = 2O(
√
k) · 2ǫk ·
(πe
6
)k/2
· yk−3 .
Hence it remains to prove (27). Our proof is closely related to the argument in [7], pp. 94-97,
and is provided for the sake of completeness. In addition, our argument is more general than the
one in [7], as the latter argument applies only for balls, while our argument applies for intersections
of balls with half-spaces.
Fix m to be a positive integer number. (In our application m = |I|.) For positive integer
numbers k and t, let Qk(t) denote the intersection of the k-dimensional ball Bk(t) centered at the
origin with squared radius t with the half-spaces H(i) = {α = (α1, α2, . . . , αk) | αi ≥ 0}, for all
i ≥ m. Let V¯k(t) denote the volume Vol(Qk(t)), and A¯k(t) denote the number of points of the
rotated integer lattice in Qk(t). Note that V¯k(t) =
βk
2max{k−m+1,0} · tk/2. The next lemma provides an
upper bound for the discrepancy between V¯k(t) and A¯k(t) in terms of V¯k−2(t).
Lemma 5.2 For a sufficiently large real t > 0 and an integer k ≥ 5,
|A¯k(t)− V¯k(t)| = O(k3/2 · V¯k−2(t)) .
Remark: This lemma applies even if k = k(t) is a function of t.
Before proving Lemma 5.2, we first provide a number of auxiliary lemmas that will be useful
for its proof. We start with Euler Sum-formula ([7], Satz 29.1, p.185).
Lemma 5.3 For a real-valued function f(u) differentiable in a segment [a, b],
∑
a<ℓ≤b
f(ℓ) =
∫ b
a
f(u)du+ ψ(a) · f(a)− ψ(b) · f(b) +
∫ b
a
ψ(u) · f ′(u)du ,
where ψ(u) = u− ⌊u⌋ − 1
2
.
In addition, we will use the following property of the function ψ(·).
Lemma 5.4 For any two real numbers κ and λ, κ ≤ λ, −1
2
≤ ∫ λ
κ
ψ(u)du ≤ 1.
Proof: Observe that∫ 1
0
ψ(u)du =
∫ 1
0
(
u− ⌊u⌋ − 1
2
)
du =
∫ 1
0
(
u− 1
2
)
du =
∫ 1
2
− 1
2
tdt = 0 .
Moreover, for any integer j,
∫ j+1
j
ψ(u)du =
∫ j+1
j
(
u− ⌊u⌋ − 1
2
)
du =
∫ 1
2
− 1
2
tdt = 0. Hence∫ j
0
ψ(u)du =
∫ 0
−j ψ(u)du = 0, for any positive integer j.
It follows that∫ λ
κ
ψ(u)du =
∫ ⌈κ⌉
κ
ψ(u)du+
∫ ⌊λ⌋
⌈κ⌉
ψ(u)du+
∫ λ
⌊λ⌋
ψ(u)du =
∫ ⌈κ⌉
κ
ψ(u)du+
∫ λ
⌊λ⌋
ψ(u)du .
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Let κ′ = κ− ⌊κ⌋, λ′ = λ− ⌊λ⌋. The integral ∫ ⌈κ⌉
κ
ψ(u)du is equal to 0 if κ = ⌈κ⌉, and is equal to∫ 1
κ′ ψ(u)du, otherwise. The latter integral satisfies∫ 1
κ′
ψ(u)du =
∫ 1
2
κ′− 1
2
tdt =
1
2
(1− κ′)κ′ ≤ 1
2
.
Also,
∫ 1
κ′ ψ(u)du =
1
2
(1− κ′)κ′ ≥ 0.
Analogously,
∫ λ
⌊λ⌋ ψ(u)du is equal to 0 if λ = ⌊λ⌋, and it is equal to
∫ λ′
0
ψ(u)du, otherwise. The
latter integral satisfies ∫ λ′
0
ψ(u)du =
∫ λ′− 1
2
− 1
2
tdt =
1
2
(λ′ − 1)λ .
Hence −1
2
≤ ∫ λ′
0
ψ(u)du ≤ 1
2
, and thus, −1
2
≤ ∫ λ
κ
ψ(u)du ≤ 1.
Next, we use Lemma 5.4 to derive another useful property of the function ψ(·).
Lemma 5.5 For a positive real number t and a positive integer p ≥ 2,
|
∫ √t
0
u · ψ(u)(t− u2) p2−1du| ≤ t p−12 .
Proof: Since f(u) = u is a monotone increasing function, there exists ξ ∈ [0,√t] such that
∫ √t
0
u · ψ(u)(t− u2) p2−1du =
√
t
∫ √t
ξ
ψ(u)(t− u2) p2−1du .
Since g(u) = (t− u2) p2−1 is a monotone decreasing function in [ξ,√t], there exists η ∈ [ξ,√t] such
that the right-hand-side is equal to
√
t · (t− ξ2) p2−1 ∫ η
ξ
ψ(u)du. By Lemma 5.4,
|√t(t− ξ2) p2−1
∫ η
ξ
ψ(u)du| ≤ √t · t p2−1 = t p−12 .
Note also that
|
∫ 0
− 1
2
u · ψ(u)(t− u2) p2−1du| ≤ |
∫ 0
− 1
2
(t− u2) p2−1du| ≤ 1
2
· t p2−1 .
Hence for any t and p as above,
|
∫ √t
− 1
2
u · ψ(u)(t− u2) p2−1du| ≤ t p−12 + 1
2
· t p2−1 ≤ t p−12
(
1 +
1
2
√
t
)
. (28)
We are now ready to prove Lemma 5.2.
Proof of Lemma 5.2:
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We prove by induction on k that there exists a universal constant c > 0 such that
|A¯k(t)− V¯k(t)| ≤
(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
)
· V¯k−2(t) . (29)
The constant c will be determined later.
The induction base is k = 5. It is well-known (see, e.g., [1]) that |A¯5(t)− V¯5(t)| = O(V¯3(t)) =
O(t3/2).
Next, we prove the induction step.
In all summations below, ℓ is an integer index. The analysis splits into two cases. The first
case is k + 1 < m, and the second is k + 1 ≥ m. In the first case
A¯k+1(t) =
∑
|ℓ|≤√t
A¯k(t− ℓ2) =
∑
|ℓ|≤√t
V¯k(t− ℓ2) +
∑
|ℓ|≤√t
(A¯k(t− ℓ2)− V¯k(t− ℓ2)) ,
and so
|A¯k+1(t)−
∑
|ℓ|≤√t
V¯k(t− ℓ2)| = |
∑
|ℓ|≤√t
(A¯k(t− ℓ2)− V¯k(t− ℓ2))| ≤
∑
|ℓ|≤√t
|A¯k(t− ℓ2)− V¯k(t− ℓ2)| .
In the second case the same inequalities apply, but the index ℓ runs in the range 0 ≤ ℓ ≤ √t in all
summations. It turns out to be more convenient to have the index ℓ vary in the range −1
2
≤ ℓ ≤ √t
rather than 0 ≤ ℓ ≤ √t in these summations.
By the induction hypothesis (that is, by (29)),
|A¯k(t− ℓ2)− V¯k(t− ℓ2)| ≤
(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
)
· V¯k−2(t− ℓ2) .
Hence
|A¯k+1(t)−
∑
|ℓ|≤√t
V¯k(t− ℓ2)| ≤
(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
)
·
∑
|ℓ|≤√t
V¯k−2(t− ℓ2) . (30)
Next, we estimate
∑
|ℓ|≤√t V¯k(t − ℓ2) via Euler Sum-formula (Lemma 5.3). In the first case, we
substitute a = −√t, b = √t, and f(u) = V¯k(t− u2). Then f(a) = f(b) = V¯k(0) = 0, and
df
du
(u) =
d
du
V¯k(t− u2) = βk d
du
(t− u2) k2 = − βk · k · (t− u2) k2−1u .
By Lemma 5.3 it follows that
∑
|ℓ|≤√t
V¯k(t− ℓ2) =
∫ √t
√
t
V¯k(t− u2)du− k · βk
∫ √t
√
t
ψ(u)(t− u2) k2−1udu . (31)
In the second case (k ≥ m− 1), a = −1
2
, b =
√
t, and again f(a) = f(b) = 0. Also,
df
du
(u) = − βk · 1
2k−m+1
· k · (t− u2) k2−1u ,
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and thus,
∑
− 1
2
<ℓ≤√t
V¯k(t− ℓ2) =
∫ √t
− 1
2
V¯k(t− u2)du− k · βk
2k−m+1
∫ √t
− 1
2
ψ(u)(t− u2) k2−1udu . (32)
In the first case, since h(u) = uψ(u) is an even function on IR \ ZZ, the right-hand-side in (31) is
equal to ∫ √t
√
t
V¯k(t− u2)du− 2k · βk
∫ √t
0
ψ(u)(t− u2) k2−1udu .
Let J denote | ∫ √t
0
u · ψ(u)(t− u2) k2−1du|. By Lemma 5.5, J ≤ tk−12 . Hence
∑
|ℓ|≤√t
V¯k(t− ℓ2) =
∫ √t
√
t
V¯k(t− u2)du− 2kβk · J = V¯k+1(t)− 2kβk · J .
It follows that
|V¯k+1(t)−
∑
|ℓ|≤√t
V¯k(t− ℓ2)| = 2kβk · J ≤ 2kβk · tk−12 . (33)
In the second case by (32) and since
∫ √t
0
V¯k(t− u2)du = V¯k+1(t), it follows that
∑
− 1
2
<ℓ≤√t
V¯k(t− ℓ2) =
∫ 0
− 1
2
V¯k(t− u2)du+ V¯k+1(t)− k · βk
2k−m+1
∫ √t
− 1
2
ψ(u)u(t− u2) k2−1du .
Let J ′ denote | ∫ √t− 1
2
u · ψ(u)(t− u2) k2−1du|. By (28),
J ′ ≤ tk−12 + 1
2
· tk2−1 ≤ tk−12
(
1 +
1
2
√
t
)
. (34)
Since V¯k(t− u2) ≥ 0 for all u, −12 ≤ u ≤ 0, the integral
∫ 0
− 1
2
V¯k(t − u2)du is non-negative as well.
Thus,
|V¯k+1(t)−
∑
− 1
2
≤ℓ≤√t
V¯k(t− ℓ2)| ≤ k · βk
2k−m+1
· J ′ ≤ k · βk
2k−m+1
· tk−12
(
1 +
1
2
√
t
)
.
In the first case, by the triangle inequality, by (30), and by (33),
|A¯k+1(t)− V¯k+1(t)| ≤ |A¯k+1(t)−
∑
|ℓ|≤√t
V¯k(t− ℓ2)| (35)
+ |
∑
|ℓ|≤√t
V¯k(t− ℓ2)− V¯k+1(t)|
≤
(
c ·
k−1∑
j=1
√
j
) ∑
|ℓ|≤√t
V¯k−2(t− ℓ2) + |
∑
|ℓ|≤√t
V¯k(t− ℓ2)− V¯k+1(t)|
≤
(
c ·
k−1∑
j=1
√
j
) ∑
|ℓ|≤√t
V¯k−2(t− ℓ2) + 2kβk · tk−12 . (36)
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Analogously, in the second case,
|A¯k+1(t)− V¯k+1(t)| ≤
(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
) ∑
− 1
2
≤ℓ≤√t
V¯k−2(t− ℓ2) (37)
+ 2k · βk
2k+2−m
· tk−12 ·
(
1 +
1
2
√
t
)
.
However, in the first case
∑
|ℓ|≤√t V¯k−2(t− ℓ2) ≤
∫ √t
−√t V¯k−2(u)du = V¯k−1(t). In the second case,
∑
− 1
2
≤ℓ≤√t
V¯k−2(t− ℓ2) =
∑
0≤ℓ≤√t
V¯k−2(t− ℓ2) ≤
∫ √t
0
V¯k−2(u)du = V¯k−1(t) .
Hence in both cases the first terms in (36) and in the right-hand-side of (37) are at most(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
)
V¯k−1(t) .
Consequently, in both cases,
|A¯k+1(t)− V¯k+1(t)| ≤
(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
)
· V¯k−1(t)
+ 2k · βk
2max{k+2−m,0}
· tk−12 ·
(
1 +
1
2
√
t
)
.
By (1), βk = Θ
(
βk−1√
k
)
. Set c to be a universal constant such that c ≥
√
k·βk
2βk−1
, for all integer k ≥ 2.
Then
|A¯k+1(t)− V¯k+1(t)| ≤
(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
)
· V¯k−1(t)
+ c ·
√
k ·
(
1 +
1
2
√
t
)
· βk−1
2max{(k−1)−m+1,0}
· tk−12 =
(
c ·
k−1∑
j=1
√
j
)(
1 +
1
2
√
t
)
V¯k−1(t) .
Finally,
∑k
j=1
√
j ≤ k3/2, completing the proof.
6 Conclusion
In this paper we improved the lower bound of Behrend by a factor of Θ(
√
log n). As was already
mentioned, both Behrend’s and our proof arguments rely on the Pigeonhole Principle. It is
reasonable to believe that by choosing T = R2 = µZ (see (9)) one can get an annulus with
at least as many integer points as in the annulus S chosen via the Pigeonhole Principle. To prove
that this is the case one should probably use normal approximation of the discrete random variable
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Z (see Sections 3 and 4), and employ probablistic estimates to argue that the probability that Z is
between (µZ− ǫk2 ) and (µZ+ ǫk2 ) is at least as large as the probability that it is between (µZ−2σZ)
and (µZ+2σZ), divided by
ǫk
4σZ
. Although this appears to be quite clear intuitively, so far we were
not able to find sufficiently precise probabilistic estimates to prove this statement formally. Once
this intuition is formalized, our construction will become independent of the Pigeonhole Principle.
This, in turn, would be a significant improvement of the lower bound of Moser [9].
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