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1. Introduction  
Due to its flexibility, the finite mixture models have become widely used in the modeling and analysis of heterogeneous 
data sets.  These models are an important statistical tool for many applications such as density estimation, data mining, 
medicine, image processing, satellite imaging and pattern recognition etc. (see for more detail [8], [9], [10], [11]). In 
multivariate analysis, [12] Azzalini A. and Dalla Valle A., introduced the multivariate skew normal distribution as an 
alternative to multivariate normal distribution to deal with skew in the data. In [16], Lin T., Lee J. and Wan H. proposed a 
development of mixture of skew normal and skew t models. Finite mixture of multivariate skew normal and skew t 
distributions were studied in Pyne S. [17]. More recently.   Lee S. and McLachlan G. in [9] provided an overview of 
developments of finite mixture of skew t- distributions.   
In other hand, Shanon in [18] proposed a measure to quantify the uncertainty of an event.  In [19] Rényi generalized this 
measure for probability distribution which means the sensitive to the fine details of a density function.   Javier E. and 
Contreras-Reyes J. [15] discussed the values of Rényi entropy of flexible class of skew normal distributions.  Wood, 
Blythe and Evans [20] introduced some results for Rényi entropy of the totally asymmetric exclusion process. Also they 
calculated explicitly Rényi entropy whereby the squares of configuration probabilities are summed. It is important to note 
that the authors in [10] discussed the bounds and approximation of Rényi entropy of a class of mixture models of 
multivariate skew Gaussian  by using  multinomial theorem and generalized HӦlder’s inequality.  
    
In this paper, we propose a model of finite mixture of multivariate skew t-distributions. The explicitly expression of 
Shannon and Rényi entropies of skew t distribution is derived.  By using generalized HӦlder’s inequality and some 
properties of multinomial theorem, we find upper and lower bounds for Shannon and Rényi entropies of mixture models. 
An approximate value of these entropies can be calculated. In addition, an asymptotic expression for Rényi entropy is 
given by approximation and by using some inequalities and properties of L^p -spaces. Finally, we give a real data 
examples to illustrate the behavior of Rényi entropy  with the parameters α , skewness  and freedom degrees of the 
proposed mixture model.      
The remainder of this paper is organized as follow:  In section 2. we begin with a preliminary material of mixture models 
and the measures (Shannon and Rényi) of information. Section 3. provides a description of   asymptotic expression for 
Shannon and Rényi entropies of multivariate skew t- distributions by using some methods of numerical integration such 
as Monte Carlo and importance sampling methods. By using some theorems which related with multinomial theorem and 
generalized HӦlder’s inequality, in section 4. we find upper and lower bounds and also we study an approximate Shannon 
and Rényi entropies for a finite mixture of multivariate skew t- distributions.   
2. Preliminary Material  
   In this section, we introduce some basic definitions, notations and lemmas related to entropy theory and mixture models 
of skew distributions that we shall need them later on. 
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multivariate skew t-distribution has been proposed by Azzalini  and Capitaino [7]. A random vector  X      has a 
multivariate skew t-distribution with location vector     , scale matrix S     , skewness vector      and freedom 
degrees v  , denoted by (X               , if its density is given by   
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            is a d-dimensional multivariate t-distribution and     is the distribution function of univariate standard t-
distribution with freedom degrees v+d. 
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 )  which are independent, the notations     ,       and  |  |  are represent 
univariate, multivariate normal distributions  and the absolute value of    respectively. It can be shown that the density 
function of X under this representation is given by equation (1). Lee and McLachlan [9] show that the multivariate skew t-
distribution is multivariate skew normal distribution as     and multivariate t-distribution when    . The mean 
vector and covariance matrix of X are derived by Azzalini and Capitaino [7] in the following form  
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Definition1. Let X be a d-dimensional random vector which comes from an m-component mixtures of multivariate skew 
t- distributions. Then the density function of X                   is given by the following form  
               ∑   
 
                                                                                                                                      (4) 
where,     denotes the mixing probability with       ∑     
 
   ,                  represent the pdf of an m-component 
mixture model with parameter vector set            {          } a set of vectors represent location parameters, 
  {          }  a set of dispersion matrices, the shape vector parameter is    {          }  and 
  {          }  is a set of freedom degrees. 
 If                  represent a set of n latent allocations for densities of observations x then 
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each i-th component of X respectively, the mean and variance of X can be obtained as follow  
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Definition 2. Let X be a continuous random vector in    with probability density function       . Then the Shannon 
differential entropy is defined as 
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Definition3.  An    -order Rényi differential entropy of a continuous random vector      with probability density 
function         is defined as 
        {
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                                                                                    (8) 
The relationship between  Shannon and Rényi entropies  is obtained by the limit                      . Translation 
does not change the entropy                where, C is constant. Also  for any         the  important 
property  in  Rényi entropy gives                    (see, e.g.,[8]). 
Definition4. [14] The digamma function is defined as the natural logarithmic derivative of gamma function  
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Lemma 1. [12]  If a random vector      has zero mean and covariance matrix          , then the following 
inequality is accomplished  
       
 
 
  (              )                                                                                                                              (10) 
with equality if and only if           . 
Lemma 2. [11]  Consider   y                which defined in equation (1). Then  
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where, x         √           and  
 
 
  denotes equality in distribution. 
Lemma 3. [5]  Let    be a d-dimensional probability density function centrally symmetric about 0,        be a continuous 
distribution function on the real line, so that         
      
  
  exists a.e. and is an even density function and an odd real-
valued function on    by  . Thus,                        is a density function.  
Proposition 4. [5] If the random vectors        
  have densities     and     respectively, where     and    satisfies the 
conditions in lemma 3., then       
 
 
      for any even d-dimensional function h on   ,  irrespectively of factor  
               where,   is  distribution function.   
Lemma 5. [13] (Multinomial Theorem)  Let              and              be any non-negative real numbers. 
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Lemma 6. [13] Let            and            be two arbitrary sets of real numbers. If   is a positive integer then the 
following equality 
 ∑   
 
      
     ∑   
 
    
   
  ∑ (∑   
 
   )
 
   
      
         ∑
  
∏    
 
   
(∏     
       )     *(∏  
   
     
  )    
    +    (13) 
 is accomplished.  The set  A is  defined as   {            ∑   
 
                        } 
Lemma 7. [13] Let              and              be given. Then for any real numbers     and      , the 
following inequality is holds:  
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Proposition 8.  
Let              .  Then the Shannon and Rényi entropies of    are given in the following forms respectively   
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3. Shannon and Rényi Entropies for Multivariate Skew t- Distributions 
  In this section, we will derived explicit expressions for Shannon and Rényi entropies for multivariate skew t- 
distributions by using some properties of transformation and integrations. Also we give a simple illustrative example 
explains the relationship between the parameters α , δ  and v with Shannon and Renyi entropies by using methods of 
numerical integration such as  Monte Carlo and importance sampling  methods.    
 
Proposition 9. Let X               and let  Y    
  has a multivariate skew normal distribution with location 
vector     , scale matrix S      and skewness vector      denoted by              . Then  
i.                                
ii.                                 
Proof  
Let                           , v =1,2,… be a sequence of multivariate skew t-distributions. Then 
                             , where Y             
Applying Lebesgue dominated convergence theorem, to obtain  that  
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In the similar method to prove part ii.  This proposition shows that our problem formulation is generalized by the work of 
Contreras-Reyes and Cortés [10]. 
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Proof:  by taking the natural logarithm and expectation for both sides of equation (1), we have  
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Proof:  Replacing   ̃  by   
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where, y          . This proof is completed by using lemma 2. 
In the right side of equation(25), Computing the expectation in a convenient and fast method needs to be based on 
numerical integration.  
Corollary 13. If  X               and                , then the Rényi and Shannon entropies may be written as 
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Example 1.  As a simple illustrative example, explains the relationship between the parameters   ,    and v with Shannon 
and Renyi entropies  in one, two and three dimension spaces.  Consider                 with the following cases: 
Case (1)  d=1,      ,       ,        
Case (2)  d=2,    (
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Table 1. Summarizes the values of  Rényi entropy of                 such that  v=3,4,5,6,8,10,12 ,  
                    and    converges to finite value . It is shows that, there is a relationship between the value of Rényi 
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entropy and the values of the parameters    , v and d whereas in case 1.   for fixed v=2 the Rényi entropy converges to  
                     as     . Also  we noted that the upper bound of Rényi entropy is        for any value of v. 
 
Table 1. Shannon and Rényi entropies of              are computed for α = 2,3,4,5,6,8,10 and   converges to infinite, 
v=3,4,5,6,8,10 and v=12 in one , two and three dimensions.    
 
        Shannon 
entropy 
              
d v                   = 3   =4   =5  =6  =8  =10     
1 
 
3 098481 095460 094271 093677 093241 1.4053 1.3638 1.3371 1.2311 
4 1.8678 1.6033 1.5010 1.4438 1.4043 1.3749 1.3378 1.3127 1.2101 
5 1.8130 094641 093715 093103 092728 092462 092088 1.2958 1.1970 
6 1.7767 1.5538 1.4624 1.4089 1.3708 1.3462 1.3086 1.2860 1.1972 
8 1.7314 1.5361 1.4459 1.3951 1.3557 1.3310 1.2933 1.2726 1.1970 
10 1.7025 1.5140 1.4261 1.3795 1.3451 1.3154 1.2896 1.2624 1.1887 
12 1.6871 1.4999 1.4223 1.3688 1.3374 1.3132 1.2780 1.2585 1.1746 
2 3 3.5238 2.9363 2.6728 2.5441 2.4486 2.3939 2.3081 2.2532 2.0756 
4 3.3404 2.8648 2.6401 2.5096 2.4300 2.3754 2.2902 2.2403 2.0679 
5 3.2363 2.8158 2.5956 2.4832 2.4069 2.3548 2.2781 2.2304 2.0521 
6 3.1763 2.7936 2.5964 2.4727 2.4012 2.3468 2.2670 2.2183 2.0625 
8 3.0826 2.7565 2.5621 2.4494 2.3849 2.3273 2.2570 2.2109 2.0561 
10 3.0367 2.7228 2.5526 2.4386 2.3702 2.3263 2.2508 2.2128 2.0541 
12 3.0056 2.7069 2.5472 2.4348 2.3709 2.3164 2.2466 2.1993 2.0539 
3 3 4.6973 3.6934 3.2816 3.0665 2.9312 2.8325 2.7018 2.6177 2.3562 
4 4.4806 3.6356 3.2594 3.0701 2.9340 2.8508 2.7266 2.6461 2.3886 
5 4.3250 3.5950 3.2465 3.0629 2.9416 2.8526 2.7345 2.6568 2.4839 
6 4.2433 3.5636 3.2349 3.0662 2.9399 2.8624 2.7452 2.6711 2.4982 
8 4.1010 294046 291265 291466 198362 197608 196453 195764 194012 
10 4.0454 2.5004 2.2102 2.0534 1.9437 1.8705 1.7626 1.6845 2.5271 
12 3.9951 3.4695 3.2069 3.0517 2.9414 2.8697 2.7597 2.6840 2.5259 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The horizontal line represents the values of  parameter   and the vertical lines are the Shannon and Rényi entropies 
of                 with parameters in example 1.  
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We  observe in Figure 1., that the Rényi entropy of                 converges to finite value for the values of   and v. 
It can be seen that also, the Shannon and Rényi entropies increases for increases values of d. The dispersion matrices play 
an important role in determining the value of Rényi entropy where it increases by their increases.  Also we note that the 
effectiveness of    on Rényi entropy is slow whenever the value of    is large and vice versa when it is small,  while the 
effectiveness of v is fickle and it depends  on the value of   . 
4. Approximate Shannon and Rényi Entropies for Finite Mixture of Multivariate 
Skew t- Distributions   
Lemma 14.  Let X                   . Then the following inequality is accomplished  
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proof 
Since R is a covariance matrix of X then by using lemma 1., we get the upper bound 
               
 
 
  (              )  
Now, to find the lower bound of Rényi entropy, from the expression of mixture density in (4) the Shannon entropy can be 
written in the following form  
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Since       is a convex function, then         is a concave. Therefore, by using Jensen’s inequality, we obtain  
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the Shannon entropy of each component is obtained from proposition 11. This complete the proof. 
 
Lemma 15.  If  X                  , then for any positive integer    the following inequality is hold  
                                                                                                                                                          (34) 
where,  
        
 
   
  {   (                      ) 
 ∑ (∑   
 
   )
    
   (   (                      )     (                              ))-                         (35) 
 Proof                                                                                                                             
Finite mixture density in (4) implies that  (              )
 
 (∑   
 
                   )
 
   Using lemma 7.  
when     , we get, 
(∑   
 
                   )
 
  
                       
  
 ∑ (∑   
 
   )
    
   ((                )
 
 (                        )
 
)  
9 
 
Taking the integral for both sides of above inequality over    , we obtained.  
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This implies that the result in this lemma is satisfied.  
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Proof 
The integral of mixture model in (4) with exponent   can be written as 
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Consequently,  
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If we take the natural logarithm  and multiplying by  
 
   
 for both sides of last approximation, then the proof is completed. 
 Lemma 18. Consider X                  , then for any positive integer    the lower bound of Rényi entropy appears 
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Proof  
 The Rényi entropy of X                   can be written in the following form 
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Theorem 19.  Let X                  . Then the approximate Renyi entropy of X appears as follow  
                  
 
       
{  (∑
  
∏    
 
   
∏     
     ,
     
 
∑                    
 
   -
 
       
)  
                            (∑ (∑   
 
   )
    
     
 (   (       (             ))     (       (                     ))*-  
 
Proof 
The proof is directed from lemmas 15. and 18., by taking the mean of upper and lower bounds.   
 
Example 2.  As a simple illustrative example, explains the relationship between the parameters   ,    and v with Shannon 
and Renyi entropies  in one, two and three dimension spaces.Consider                   with the following cases: 
Case (1) :  d=1 
m=2,             ,                         ,                                          and v=(3,3) 
m=3 ,                ,                       ,                ,                and v=(3,3,4) 
m=4,                    ,                              ,                  , v=(3,3,4,4) 
m=5 ,                        ,                  ,                  , 
                      and v=(3,3,4,4,5) 
 
Case (2): d=2 
m=2,            ,   .(
 
 
)  (
 
 
)/,    .(
         
          
)  (
           
              
)/ ,   .(
    
    
)  (
   
   
)/ and v=(3,3) 
11 
 
m=3 ,                ,   .(
 
 
)  (
 
 
)  (
 
 
)/ ,    .(
         
          
)  (
           
              
)  (
          
             
)/  , 
  .(
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Case (3) : d=3 
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Table 2. Shannon entropy of                     is computed for m = 2,3,4 and 5 in one , two and three dimensions. 
 
                               Approximate Shannon entropy     error                   
Case d m               H Less than 
 
1 
1 2 2.0984 2.5555 192172 191151 
1 3 1.9818 2.3523 190560 190741 
1 4 1.9398 2.2569 191872 190474 
1 5 1.9471 2.2569 190111 190438 
 
2 
 
2 2 2.6149 3.6332 290131 194180 
2 3 2.5553 3.5219 291275 193722 
2 4 2.7972 3.6936 291343 193371 
2 5 2.8443 3.7310 291765 193322 
 
3 
3 2 6.3749 7.4959 598243 194514 
3 3 491516 6.6252 498318 195711 
3 4 4.9670 6.2674 495061 195411 
3 5 5.0167 6.3223 495584 195417 
 
 
 
 
 
Figure 2. The horizontal line represents the values of  parameter  and the vertical lines is a Shannon entropy of                     
with parameters in example 2.  
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Table 3. Rényi entropy of                   is computed for α = 2,3,4,5,6,8,10.15,20,30 and m=2,3,4 in one , two and three 
dimensions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                Renyi entropy                          Error 
Case d m                    Approxim
ate 
Less than 
 
1 
1 2 2 1.8936 1.9287 098001 191065 
1 2 3 1.7668 1.8306 096876 191208 
1 2 4 1.7092 1.7727 096301 191206 
1 2 5 1.6620 1.7263 095831 191210 
1 2 10 1.5659 1.6301 094871 191210 
1 2 15 1.5269 1.5943 094515 191226 
1 2 20 1.5032 1.5687 094248 191216 
1 2 30 1.4784 1.5438 094000 191216 
1 3 2 1.7719 1.7775 096636 191117 
1 3 3 1.6339 1.6668 095413 191053 
1 3 4 1.5739 1.6053 094785 191046 
1 3 5 1.5285 1.5637 094350 191065 
1 3 10 1.4372 1.4698 093424 191052 
1 3 15 1.4001 1.4309 093044 191043 
1 3 20 1.3815 1.4115 092854 191041 
1 3 30 1.3768 1.4066 092807 191037 
1 4 2 1.7063 1.7259 096050 191187 
1 4 3 1.5721 1.6173 094836 191115 
1 4 4 1.5012 1.5569 094180 191167 
1 4 5 1.4687 1.5166 093816 191128 
1 4 10 1.3676 1.4231 092843 191167 
1 4 15 1.2968 1.3577 092162 191213 
1 4 20 1.2614 1.3250 091822 191206 
1 4 30 1.2526 1.3168 091737 191211 
Renyi entropy                           Error 
Case d m                    Approxim
ate 
Less than 
 
2 
2 2 2 1.7185 1.9222 097113 190107 
2 2 3 1.4530 1.6230 094271 191741 
2 2 4 1.2991 1.4887 092828 191837 
2 2 5 1.2147 1.4105 092015 191868 
2 2 10 1.0119 1.1883 090110 191771 
2 2 15 0.9275 1.1037 091045 191770 
2 2 20 0.8836 1.0517 198565 191731 
2 2 30 0.8327 1.0034 198071 191743 
2 3 2 1.6939 1.8950 096834 190114 
2 3 3 1.4300 1.6355 094216 190117 
2 3 4 1.3101 1.4966 093122 191821 
2 3 5 1.2127 1.3976 092140 191814 
2 3 10 1.0111 1.1857 091873 191762 
2 3 15 0.9282 1.1005 091032 191751 
2 3 20 0.8849 1.0536 198581 191732 
2 3 30 0.8337 1.0019 198067 191730 
2 4 2 2.1855 2.2517 191075 191220 
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2 4 3 1.9369 2.0710 191131 191560 
2 4 4 1.7970 1.9845 097817 191826 
2 4 5 1.7047 1.9253 097041 190012 
2 4 10 1.6216 1.8720 096357 190141 
2 4 15 1.5634 1.8347 095880 190245 
2 4 20 1.5343 1.8160 095642 190316 
2 4 30 1.5270 1.8113 095583 190308 
3 3 2 2 5.2280 5.5015 492536 190256 
3 2 3 4.7988 5.1659 398712 190724 
3 2 4 4.5649 4.9848 396638 191011 
3 2 5 4.4164 4.8589 395266 191101 
3 2 10 4.0815 4.5706 392151 191334 
3 2 15 3.9489 4.4481 390874 191385 
3 2 20 3.8771 4.3877 390213 191442 
3 2 30 3.8592 4.3726 390048 191456 
3 3 2 3.8026 4.1182 298513 190467 
3 3 3 3.2605 3.7012 293718 191112 
3 3 4 3.0183 3.4761 291361 191178 
3 3 5 2.8843 3.3352 290187 191143 
3 3 10 2.5761 3.0129 196834 191073 
3 3 15 2.4634 2.8866 195641 191005 
 3 3 20 2.4070 2.8235 195041 191171 
3 3 30 2.3929 2.8077 195112 191163 
3 4 2 3.6630 3.9208 296808 190178 
3 4 3 3.2517 3.5226 292761 190244 
3 4 4 3.0487 3.3094 290681 190213 
3 4 5 2.9208 3.1719 291353 190144 
3 4 10 2.6246 2.8607 196315 190071 
3 4 15 2.4173 2.6429 194188 190021 
3 4 20 2.3136 2.5340 193125 190013 
3 4 30 2.2877 2.5068 192861 190187 
15 
 
 
 
Figure 3. The horizontal line represents the values of  parameter   and the vertical lines is a Renyi entropy of                     with 
parameters in example 2.  
 
5. Conclusion  
   We have derived the lower and upper bounds on the Shannon and Rényi entropies of                 and we 
extended these tools to the class of mixtures models. Using the mean of these bounds, the approximate value of entropy 
can be calculated. the entropy both types (Shannon and Rényi ) converges to finite value of                 and its 
mixtures model for any values of   , v , m  and d.     
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