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Introduction and Summary. 
This thesis deals primarily with asymptotic expansions which are 
associated with then-th power of a density. More precisely, let X 
n 
have a density which is proportional to k(x)r11(x) where f(.) has a 
unique mode m at which it is sufficiently. smooth. It follows that 
ni(x -m)b converges in law to the standard normal where b is a 
n . . 
suitable scaling constant. (see von Mises (1964), page 269, or Buehler 
(1965))~ Focusing our attention on the sequence n~(X -m)b, we find 
. n 
asymptotic expansions for the cumulative distribution function Fn(•) 
and its percentiles 's (n) in terms of the H.~-iing normal distribution. 
A short review of. asymptotic expansions can be found in Appendix A.1 
together with further references on the subject. Wallace (1958) in a 
review article on the use of asymptotic expansions mentions three 
types of expansions. Although his remarks are primarily for the case 
of normalized sums of independent random variables, these expansions 
are als·o available in other cases - the first two, for example, are 
considered in this thesis. For ce~tain sequences cf distribution 
ftmctions t Fn1 tending to the normal, Wallace first considers 
asymptotic expansions of Fn(•) in powers of n1 . That is 
(n-4oO _) 
where I ( •) is the standard normal distribution function. The second· 
expansion is the "Cornish-Fisher" type of the form 
where 
~ ( n) rv S + f n - j/2 S ( ~ ) ( n-+ao J) . 
a e1 j= 1 j e1 . 
~ ~n) and are a percentiles of, F and of the normal 
n 
distribution respectively. The third type of expansion can be obtained 
by inverting the last expressiDn, and the resulting expansion is called 
-1-
a normalizing transformation. Work along this line has been done by 
BolJshev (1959) and Wasow (1956)• Bol'shev worked on sums of inde-
pendent random variables, a case which in many instances fits into the 
framework of Wasow. Wasow established the existence of expansions of 
all three types assuming a particular form ot asymptotic expansion for 
t~e derivative of the logarithm of the den~ity. While the present 
thesis is concerned with the existence of similar expansions, our 
assumptions are different, and Appendix A.2.gives some examples where 
our expansions of the first tw~ types are valid• but Wasow 1s regularity 
conditions are not satisfied. 
In Chapter 1, we prove the existence of an expansion for F n ( •.), 
the distribution function of n1'(xn-m)b, in Theorem 1.5., e.nd then 
find that the coefficients of the powers of n-t consist of polynomials 
times the normal density ftmotion. The polynomials have coefficients 
which are expressible in terms of k(•) and log f(.) together with 
their derivatives • 
. Chapter 2 establishes sufficient conditions for obtaining a valid 
asymptotic expansion for the percentiles from the expansion for the 
distribution function. Wasow (1956) has a general theorem of this 
type (using different assumptions as mentioned above), and Bol 'shev 
discusses the case of normalized sums of independent random variables. 
In Seotlon 2.2 an asymptotic expansion in powers of n-1' is obtained 
tor the percentiles ct the variate n'f(Xn·m)b. The coefficients in 
the expansion are polynomials in the corresponding normal percentiles. 
In Chapter.,, we ooncem ourselves with the posterior distribution 
associated with a sample of size n fran the one parameter exponential 
family c(¢)exp[¢R(x)] when ¢ has a prior density p(¢) with respect 
to Lebesgue measure. The posterior distribution is centered at ,, the 
-2-
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maximum likelihood estimate, and scaled by the square root of the Fisher 
information evaluated at ~ so as to be of the form k(x)r1(x) when 
n 
t R(x1)/n = r. If we fix r, as von Mises (1964) does for the Bernoulli i=1 
situation, the expansions follow as above. However Theorem ,.1.1 does 
talce into account the fact that r is only approximately fixed as n 
goes to infinity. Section ,.4 shows how the prior density enters the 
first few terms of the expansion of the standardized posterior distribution. 
The results of Chapter, are obtained by modifying the development of 
Chapter 1. Earlier work on the asymptotic normality of posterior 
distributions due to Bernstein (19'4), Gnedenko (1962), and LeCam 
(1953~9.58) (as well as von Mises) is discussed. 
-,-
Notational Conventions. 
A brief review of the definitions associated with asymptotic 
expansions· is given in Appendix A.1. Further references are also 
given there. Our interest centers on the special case of asymptotic 
expansions which result as n, the power to which f(.) is raised, 
goes to infinity through the positive integers. An examination of 
the proofs of statements involving o-tur.>.ctions which depend on n will 
reveal that the 0-relaticms hold tor all sufficiently large values of n 
whether integer or note However, if we restrict n to the positive 
integers, the 0-relations can be asserted to hold for all n, thus 
avoiding the notational difficulty of keeping track of which values of n 
are large enough. This, together with the fact that we are considering 
a sequence of random variables, seems sufficient to justify the 
restriction of n to the positive integers. Therefore in this work 
we make the assumption that n talces on only positive integer values. 
Throughout th~s work we will use.the following notational 
conventions. ~ ( •) and cp( •) are the standard normal distribution 
function and density function def~ned by 
IC;)= (2rt)-½ t" e-u2/ 2 du 
-oo 
gJ(€,) = (~)-½ 8- i:,.2/2 
• 
We also define ta by 
I< ta> = a 
and F (.) denotes the distribution function of nix 
n n 
the density proporti~nal ... to (1.1..7). 
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- • Chapter 1 • An Asymptotic Expansion for 
a Distribution Function. 
In this chapter we obtain an expansion for the distribution function. 
More particularly, le:t ~ have a density proportional to k(x)i1(x) 
where f( •) has a unique mode at m. Und_er suitable regularity 
conditions, n½(~-m) converges in law to a normal distribution. This 
can be seen fran Laplace (1847),p-e.ges 4oo-4o,, ~ on Mises (1964 ), Chapter VI, 
-
or Buehler (1965)• It is shown below that the ctnnulative distribution 
function possesses an asymptotic expansion in terms of the limiting 
normal distribution. Section 1.1 shows that it is possible to scale so 
that the limit distribution is the standard normal. In Section 1.2 we 
show how to express the distribution function as the ratio of two 
integrals. Each of the two integrals is expanded and the quotient is 
formed. Theorem 1.5., gives the existence of the expansion of the 
quotient and in Section 1.6, the first few terms are calculated. These 
expressions require lmowledge of the values of k(•) and log f(•) as 
well as their derivatives evaluated at the mode m of f(•). Lastly, 
in Section 1.7, examples are given. 
1.1. Formulation of the Problem. 
Let f' x} 00 be the sequence of random variables which is l-n- n=1 
associated with the sequence of density functions of the form 
(1.1.1) 
00 
where { cJ is a sequence of positive constants, k(•) is a positive 
n=1 
function,. and f(x) has a unique maximum at :x=m at which f'(•) is 
sufficiently smooth. We can, without loss of generality, specialize to 
the case where m=O, f(0)=1, f 1 (0)=0, and f"(O)= -~· To see this, note 
that the centered random variables X -m have density functions 
n 
-5-
C k(x+m)r'1(x+m) each n=1,2,••• 
n • 
Now each of the density functions in (1.1.2) may be rewritten in the 
following form. 
r1(m)Cnk(x+m) ~(x+m)/f(m)J n 
Consider then the sequence of random variables {t l 00 defined by·· 
nJn=1 
Y = b(X -m) each n=1,2,•••, n n 
where 
b2 = -fa(m)/f(m). 
Now Yn has density function 
which may be written as 
each n=1,.2,•••, 
where k1 (x) = k(x/b+m), f 1 {x) = f(x/b+m)/f(m), and 0~ is the normal-
ization oonstanto Notice that f 1(x) has an absolute maximum at »=0 
and that f,{o) = 1, f;(o) = o, and r;co) -~ -10 
Since we can always transform the Xn according to (1.1.4), we 
assume at the outset that X has a density proportional to 
n 
k(x)fl(x) each n=1,2,•••, 
wh~re f(x) has a maximum of unity which occurs at zero. 
1.20 Method of Solution. 
The procedure used to obtain the expansion is to consider Fn( t ) 
as being the ratio 
to first find expansions for the numerator and denominator._ separately, 
.... 
and then to divide the expansions to obtain the desired result. The 
techniques used in Section 1.4 Lemmas 1.4.1 to 1.4.12 and Theorem 1.4.1, 
together with part of the proof of Theorem 1.5.1 in Section 1.5, are 
slight modifications of those given by de·srui·jn (1961 ), Chapter 4. Some 
similar expansions have been obtained by Laplace. A discussion of 
~aplaoe1 s results can be found in Appendix A.4. 
1.,. Basic Assumptions. 
We shall assume at the outset that c1k(x)f(x) is the density 
ft.motion of a random variable. If, on the contrary, N> 1 is the 
o::; 
smallest integer such that f k(x):rl'(x)dx <oo, then all the 0-
-"° : 
symbols in the asymptotic expansions must be modified to hold for n >N. 
From the preceding discussion, we see that it is sufficient to 
consider the case where f(0)=1, f 1 (0)=0, and f"(O)= -1. The basic 
assumptions are stated for this case. 
Assumption (i). f( x) and k( x) are analytic for Ix I ~ &1 where 61 
is some positive constant. 
Assumption (ii}. f(x) ·has an absolute maximum at :xcO and f'(x) <P1 <1 
for all real x with l'X I ~ 6 1 • 
We assume that k(O),'O and also that f(x)IO whenever Jxl s & 1• 
Suppose'the conditions on k(•) and f'(•) are satisf~ed for 
some 8 1 and p1• We then find a smaller S which works as well but 
for which an additional condition, relation (1.,.4), holds for log f(x). 
Since f(x),'O, log f(x) may be expanded in a Taylor series of 
the form 
log f(x) = -x2/2 ·+ higher order terms • 
Here we have used the fact that f(0)=1, £'1(0)=0, and t"(O)= -1. 
Therefore there exists a S 2 with O < ~< b 1 fUCh that 
-7-
(1.,.1) 
Let s, = min(1, S2). If for real x we let 
p2 = sup f(x) o,/2 ~tx1·~ ~ 1 
we have p2< 1, since the supremum is attained, but unity is the absolute 
maximum of f(x) on the real line. 
Let 
(1.:,.2) 
and (1.,.,, 
• 
Note that b < 1. From. (1.:,.2), we see that not only are Assumptions 
{i) and (ii) satisfied, but in addition we have 
(1.:,.4) log f(x)<-x2/4 for -Ss x $ cS • 
The first two chapters of this thesis deal with the situation where 
k(•) and f(•) satisfy the assumptions of this section. These assump-
tions are implicit in all the lemmas and theorems and will not be 
repeated each time. 
1.4. Expansion ot the Denominator. 
Working with the S and p given by expressions (1.3.2) and (1.3.:,) 
in t~e Assumptions (i) and {ii), together with the condition given by 
(1.3.4)/ we obtain the desired expansion ot the integral. 
By the basic assumptions, t( x) is positive tor Ix I ~ 8 1 where 
S1~20. It follows that for a fixed branch, log f(x) is also analytic. 
Therefore 
(1.4.1 ) 
where 
oO 
log f(x) = t as xs 
S=2 
-8-
for (XfS 20 
i 
.. 
·, 
,' (1.4.2) ds s!a = - log f'(x) I 
s dxs »=O f'or s=2,,, ••• • 
Here we have used the conditions f(0)=1 and f 1{0)=0 to give a0~a1=0• 
We also have 
(1.4.,) 
since f 11 (0)= -1. 
Consider first the integrals over the intervals (-oa,- 8) and 
(S,o0). 
Lemma 1.4 • .:t.. For every positive M 
(n'> 1) • 
The 0-functi-on may depend on M. 
Proof: Since by Assumption (ii), f(x)SP<1 for lxl :28, we have 
for each fixed M> 0 
£. + f k(x):r11(x)dx~pn-t J k(x)f'(x)dx 
{
-8 ~} ~ 
-c,Q ~ -oo 
-M $.·A~ for n">Nu• 
The last inequality, being true for sufficiently large n, can be made 
to hold for all positive integer n by modifying the boundary constant. 
By the discussion at the end of Appendix 'A.1, we see that the integrals 
in Lemma 1.4.1 contribute nothing to an asymptotic expansion in powers 
of n-½. 
We now proceed to further shorten the interval of interest by 
establishing the following lemmao 
-9-
Lemma 1.4. 2. 
ft-1/:5 & 1 t:f s • L-11~ k(x)fl(x)dx = o(exp c-n1/:514J) en >ft~> • 
Proof: By Assumption (i), k{x) is analytic on [- cS, o] so 
lk(x)I ~ K <oO for fXI.S: 0. Using (1.,.4)~ we find that 
. {l:-1/:5 + ~J 2 J exp ~nx /4_] dx 
-11, n 
when n> g-,. Also 
or 
n/4(x2-n-2/,) = n/4(x+n-1/5)(x-n-1/') 
~ n/4 • n-1/,(x-n-1/') 
> (x--n-1/:;)/4 
for X>n_,;, 
for X>n_,;, 
f cO -nx2 /4 ~n ,;-~ /4 foo -(x-n_,;,)/4 d 4 -n ,;-, /4 e dx s e e ~x = e 
-11, -11, n n 
when n> s-, .. For the other integral, we make the substitution 
For later reference, we state the following lemma. 
Lemma 1 .4.3. For each fixed N> 0 and b <·O 
Y= -x. 
(n>1 ) • 
Proof: This result follows from the proof of Lemma 1.4.2 with the 
constant-¼ in the exponent replaced by b/2. To see this, note that 
IXIN = O{ exp f-b lxf /2]) all x so that 1xl N exp ~nx2J = 0( exp ~nx2 /~) 
all x. 
The problem has been reduced to a study of the interval 
(-n-1/,,n-1/,). ·.Using (1:4.1) and (1.4.,) we write 
-10-
I 
... 
i 
~ 
,..-. (1.4.4) 
Regard the first factor on the right hand side of' (t.4.4) as being the 
main factor and the second factor as being a function oanposed of the 
analytic functions 
(.1.4.5) 
and 
k(z) , 
'/J(z) = t a z8-, , S=' s 
w-
where w = nx? and z:=x. That is, the second factor may be ~ritten as a 
particular eval~ation of the function 
(1.4.6) P(w.,z) c k(z)ew1(z). 
which is an analytic funoti:on of the two complex variables wand z in 
the region { lw I ~ 2, I z I ~ 2 6 } • 
I 
Lemma 1.4-.4. If' P(w,z) is an analytic function of the two complex 
variables w and z in the region {lw I !:: 2, lz I s 2 8 } , then 
P(w,z) = t ~R,mJ~m 
R.,m=O 
(1.4. 7) 
where the series converges absolutely in the region {.lwl s 1, I z I~ 6} • 
Also the coefficients are given by 
(1.4.8) 
Proof: 
101-105. 
1 di+~ w z~ c = ~ ------ each i,~0,1,••• • tm 1.m. .-...iw ,mz 0 " o W=O, z= 
See Fults (196,) pages ,9-40 or Markushevioh (1965) pages 
For any positive integer N we wri t·e 
q m 
P.N(w,z) = t Ce W z 
i,m·a:o m 
l+msN 
for the truncation of the double series given by (1.4.7). 
-11-
Lemma 1.4.5. Let P(w,z) be analytic in the region f ,1w1 s2, 1z1 s 2 S}. 
Then, for each fixed positive integer N, there exist constants A1 and 
A2 such that 
j' P(w,z) - PN(w,z) I :5A1 rw1N+1 + A2 lz f+1 
in the region { I w 1 !:: 1, IZ I .:s S } • The constants A1 and A2 may depend 
on N. 
Proof: By Lemma 1.4.4, the double power series for P(w,z) converges 
absolutely in the region -(lwl '5 1, lzl =s 6. } • Therefore the individual 
terms are botmded. In particular 
jcll.m1l&m f $ M <oO for some M all .R.,m~O. 
That is 
101ml ~ M ~-m all R.,m2:0. 
Let N be arbitrary but fixed. Now for IWI s 1/:, and jz I S 8/:, 
we estimate 
sM[ ~ (tw~ + lzl/S )kJ 
k=N+1 
. M- ( / )~1 
~-- 1.;. 27,. twl + lz I S 
That is, there exist constants A' and A4 such that 
(1.4.10) )P(w,~)-PN(w,z)(sA,fwlN+1 +A4 JzlN+
1 for lzl<S/, and fwl<1/3. 
This·:result can be extended to the region { 1z1.58, IWt s 1} • Since P 
and ·P?W: e.~e continuous over this region, I P..PN I is bounded by some 
constant M1• In (1.4.10) we replace A' and A4 by 
A1 = max(~,,M1)/(1/,)N+
1 
-12-
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and 
respectively. Since N was arbitrary, the result follows. 
Going back to equation (1.4.4), we have 
(1.4.11) k(x)l1(x) = e-nx2/ 2 P(nx',x) 
2/ 00 
= e-nx 2 t c2m(nx')1xm • 
9-,m=O 
Here the double series converges absolutely for lnx'I. ~1 and (xi ~ S • 
A few remarks are in order, dealing with the relationship between 
each of the c1m and the functions k(•) and f(•). By (1.4.8), each cR.m 
depends on the partial derivatives of P(w,z) evaluated at zero. 
Examining the form of P(w,z) as given in (t.4.6), we see that the 
partial derivatives of P{w,z) are in turn functions of k(•) and 'lb(•). 
Now (1.4.5) defines 'JV(•) as a power series so that its derivatives 
evaluated at zero are given by the relation 
1/t(q)(o) = q!a x q+.., each q=0,1,2,••• • 
By (1.4.2), each as is a derivative of log f(•) evaluated at zero 
which in turn is expressible e.-s a function of the derivatives of f'( •) 
evaluated at zero. Thus we co~d conceivably express each cim as a 
function of the derivatives of k(•) and f( ~.) evaluated at zero. This, 
however, leads to very tmwieldy expressions even for the first few 
terms. Table 1.6.1 does express the first few coefficients in terms 
of the der~vatives of k(•) and log f(•) • 
Lemma 1 .• 4.6. There exists a constant ", such that 
n-1/, 2 J 8-nx / 21P(~ ,x)-PN(n~,x)I dx .5:A,n-N/2-1 for (n > o'"}). 
-n-1/, 
-1,-
each fixed positive integer N. The constant A' may depend on N. 
Proof: Let N be an arbitrary but fixed integer. On the path of 
integration we have txl ~n-1/, o Since we assume that n > 8-, we have 
lnx'1 ~ 1 and Ix I 58 • Therefore by Lemma 1.4.5 there exist constants 
A1 and A2, which may depend on N, such that 
(1.4.12) IP(~, x)•PN(nx' ,x)lsA1 tnx-5t N+\ A2 tx 1N+
1 when txl s-n·1/;5 < S. 
<A nN/2-1 l(3N+3) 2~/2+2 + A n-N/2-1 r(N+1 )2-N/2-1 
- 1 2 2 · 2 
<A n-N/2-1 
- ' 
for some A' with n > s-, . 
It will now be shown that the integral of the approximation 
PN•exp [-nx2/2] , over the outside of the interval (-n-11,,n-1/;), 
is negligible. 
Lemma 104.7. For each fixed positive integer N 
Proof: Let N be arbitrary but fixedo Now 
I PN(nx' ;x) f~ · t J cl.m. 1nq tx( ,i+m 
. 5l,m~O 
i+msN 
eo that ,, ,. 
-14-
(n >1) • 
_, 
I 
I 
~ 
I I 
I 
--
L. 
I 
la.I 
,-. 
oO J 2/ ~ J 1 p I D-nx 2dx $ t I c In • 2 -1/, N R,m?O im 
n ~+msti 
The result follows from Lemma 1.4., with b = -½. 
Combining the previous few lemmas we obtain the following lemma. 
Lemma 1.4.8. For each fixed positive integer N 
(1.4.1,) 
The 0-function is not necessarily uniform in N. 
Proof: Fbr a fixed but arbitrary integer N 
r.lr. 
~ ~ 2 . 
(1.4.14) J k(x)fl(x)dx- J PNe-nx / 2 dx 
1 
-c:0 -00 
·tr-11, oO J 1· ~ ·-1 - + f_ k(x):fl(x)dx . 
-co n-1/, 
f.
-n-1/; cO J. 2 
+ f + J. IPNf e-nx /2 dx 
-oO -11, n . 
n-1/~ 2/ 
+ J I P-PN le-nx 2 dx • 
-1/:, 
-n 
By Lemmas 1.4.1, 1.4.,, 1.,.6, and 1.4.7 the right hand side of (1.1.14) 
is bounded by An-N/2- 1 for n>q say. 
Now the first integral on the left hand side ot (1.1.14) is finite, 
by assumption, for n=1.,2,••• q. For each fixed integer N, the second 
integral is a finite sum ot finite integrals each na1,2,•••,q. There-
fore, by suitably modifying the bounding constant A, we can establish 
the desired result. 
From Lemma 1.4.8 we obtain the asymptotic series • 
.. 
Theorem 1.4.1. 
~ . J k(x)fl(x)dx "'t t3f½(3+1) (n~1) 
-oo j=O 
-15-
where 
(1.4.15) /3j Cl {
o , if j is odd 
ir(j+1) f Cr j-r2rP(r+j/2+1/2), otherwise •· 
where 
r=O ' 
Proof: By (104.1,) we have for every fixed but arbitrary N 
.rk("x)r1(x)dx = 1: j«)PNe-nx2 / 2 dx + O(n-N/2-1) (n21) 
- cO . P, lD2 0 - o0 
R.+msN 
t C E n-½(R+m+1) 2½ c,.R.+m+1 're 3J.+m+1) 
R,m?O im i+m 2 
i+~N -N/2-1 
+ O(n ) (n 21) 
e = 
.e+m 
f 1 , if Jl+m even 
)_o, if R +m odd • 
Combining coefficients haYing the same power of n-½, say n-(j+1)/2, 
we obtain the result. 
This last theorem gives an asymptotic expansion for the 
normalization constant for the density function of nix. 
n 
1.5. The Expansion of the Distribution Function. 
Writing 
or 
(1.5.1) 
Fn(s) = p [nixn :5 ~ 
C p [1n~~n-t] 
1 
-2" 
}n k(x):F"(x)dx 
-c:O 
00 [r/J k(x):F"(x)dx 
we reduce the problem to finding an asymptotic expansion for 
-16·-
.i 
I 
i.; 
in powers of -i n • 
_.J.. 
t;n 2 J k(x)r1(x)dx 
-oe 
A slight modification of the argument used above 
proves sufficient to proYide such an expansion. 
Theorem 1.5.1. For each fixed but arbitrary positive integer N 
and fixed t, 
where the 0-symbol is uniform with respect to ~ to~ each N. However 
the bounding constant may depend on N together with k(•) and f(•). 
~: For fixed but arbitrary integer N, consider the error in 
using the approximation when I; is arbitrary but fixed. 
(1.5.2) 
-n-1/; 
< I f . k(x)r1(x)dx -
-oO 
-1/; 
f-n -nx2/2 P. d e N x 
-oo 
tn-1/2 n 2 
• I J rk(x)f ex) - e-nx 12 P. 1 dx I 
-1/; Li NJ 
-n . 
Examining carefully the second integral on the right hand side of 
(1.5.2), we see that ifJ~ln-1/~n-1/; 
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... 
~n-1/2 . 2 ~n-1/2 2 I J Lk(x):f'n(x)-PNe-nx 12]dx Is J lk(x):r11(x)-PNe-nx / 2 ldx 
-11, -1/; 
-n -n 
_; 
'-I 
. /-
-1;,: . ! 
n , . · . 2 · 
s_ J· l~(~)r1:Cx~~PNe7nx_/2 ldx 
-n-1/3- .. 
'-' 
and if' gn-1/ 2>n-1/, .. 
~n-1/ 2 2 n-~-1/; 2 I I [k(x)r1(x)-PNe-nx / 2]dxl ~ J . lk(x)r1(x)-PNe-nx 12rdx 
-~1~ -1~ 
-n 
... 
~-
~n-1/2 
+ I J [k(x)r1(x)-P e-nx2/2jdx I 
-n-1/, N II.I 
-1/; n 2 ~ f jk(x)r11(x)-P. e-nx /2 fdx 
-1/~ · N 
-n " 
... 
.. 
ct) 
+ f k(x)f1(x)dx-. + r 1ve-.nx2/2dx • 
n-1/, n-1/; .. N,. 
... 
~ 
Clearly if ~n-1/ 2< -n-1/;, we haYe 
(: -1/2 - _-11, -11, 
I. sn 2/ 1 J -n 2 £00 • [k(x)r1(x)-e-nx 2}1x ~-ro k(x)r1(x)dx- + jr:O- IPNle-nx 12 dx • 
... 
41111 
Combining these results, we ha~e tor any~ I ~ 
~ -1/2 -11, -11, 
I sn 2; I -n -n 2 J [k(x)fl(x)-PNe-nx 2]dx ~ J k(x)f'n(x)dx. + J IPNI e-nx l 2dx 
-co -cO -a:, ... 
(1.5.,) 
-11, 
n 2/ 
· + f jk(x):F1(x)-PNe-nx 2 jdx 
.;.n-1/, 
ii.ii 
00 co 2 
-:+f k(x)f1(x)dx+J IPNle-nx/2dx. 
-1/; -11, n n 
I., 
~ 
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..., 
1i Assume that n>S-,. By Lemmas 1.4.1, .1.4.2, 1.4.6,and 1.4.7, the 
right hand side of (1.5.3) is 
O'tn-M )+O ( exp [::n 1 /;i /4] )+O ( nN • exp f n 1 /;i /4 J )+O( n-N/2-f) ( n __.,.. oo ) • 
Here M is arbitrary, so we take McN. We then have for all sufficiently 
large n and some constant A 
(1.5.4) all ~ • 
This can b~ extended to be true for all integer n by noting that the 
left hand side of (1.5.4) is bounded by 
oO 00 2 f k(x)i1(x)dx + f IPNle-nx / 2 dx 
- oO -<::0 
uniformly ·:in ~ • Now both of these integ·rals are finite for integer 
n:.>1. Therefore using the maximum of this sum over the integers where 
(1.5.4) does not hold, we can modify the constant A so that the result 
is valid for all integer Talues of n. Since N was arbitra:ey, the 
theorem is proved. 
From Theorem 1-.5.1, we obtain the complete asymptotic expansion 
for the numerator in (1.5.1). 
Theorem 1. 5. 2. For each fixed · ~ , 
~ 
t_n 2 oo , j/~.l. J k(x)r1(x)dx ,v t a 3(c, )n- 2 (n~oo) 
-c:O j=O . 
where 
j ~. 2/ 
a ( t) = I: c f y2r+je-y 2 dy for each j=O, 1,-.-. • 
j r=e r, j-r -·ce (1.5.5) 
The Cn 's·are given by (1.4.8). 
x.,m 
Proof: The existence of the expansion follows from Theorem 1.5.1 
and the aj's are obtained by adding the coef'f'ioients of n-½(j+1). 
Here we have made the substitution y c n½•x so as to obtain the form 
-19-
0 
of the coefficients given in (1.5;'5). 
By Theorems 1.4.1 and 1.5~2, we have t~e following expansions 
for fixed t;, and arpitrary N. 
(1.5.6) 
and 
cD f k(x):r11(x)dx ., .Bel·½+•• •+,8N•n-½(N+1J +, O(n.i.N/2;-11 (n~,) 
-cl) 
Multiplying each '.:of the expansions by :in·l, we obtain for each fixed 
positive integer N 
1,,. JcO N M 
n2 k(x):fl(x)dx = .~ + t !3f-j/2 + O(n-ial\N+1 ~) (n~ 1) 
-cO j=1 
(1.5.8) 
and 
. E.n-i N 
(1.5.9) n½ J k(x):r11(x)dx., c0(~) + t c3't)n-j/2 + O(n-i-(N:"1.~)(n~1) • 
-oO j=1 
~e have 130:to since by ( 1 .4.15) ,:<30 = c eo21T\i) and by ( 1 .4. 8) 
c = k(O) which is different from zero by assumption. It follows from 00 . 
the argument given by Erd61yi (1956) Chapter 1, that the asymptotic 
expansion for a quotient such as 
~n-½ 
n½ Loo k(x):r11(x)dx 
n½ f~(x):r11(x)dx 
-co 
exists, and the coefficients of the powers of n-½ may be obtained by 
formal substitution. 
In fact, we make the assertion that for each fixed but arbitrary 
integer N 
where the O-func1:,ion is uniform with respect to t . Al though the result 
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~ 
I I 
w 
I 
la. 
! 
... 
I 
.. 
I 
I.. 
i 
~ 
L 
- • 
may be obtained by division of the expansions, it becomes lucid it we 
first find the expansion 
(1.5.11) 1 = ~ (3 ' n- j/2 + O(n -i-(N+1.") (n ?1 ) 
n½ J~cx)r1(x)dx jocQ j 
-oo 
tor each integer N (~ee Erd6lyi (1956)) and then multiply (1.,.11) and 
(1.5.9) to obtain the expansion of the ratio. Recalling that the 0-
tunction in (1.5.9) is uniform in i , and noting that cs1 (E,), • • • ,csN(E,) 
are bounded, we see that the 0-function which· arises as we colle.~t. terms 
is uniform in E.,. The following theorem has been proYed. 
Theorem 1.5.3. For any fixed real number~, there exists a 
co 
sequence _of constants { ~(E;)}j::0 such that for each integer N 
F (~) = ~ Y (~)n-j/2 + O(n-f(N+1·~) 
n j::0 j (n ~ 1) 
where the 0-function is uniform with respect to E. • 
Theorem 1.5., shows the existence of the complete asymptotic 
expansion for Fn(t)• We next concentrate on finding more information 
as to the form of each yj ( • ) • 
1.6. The Form of the Coefficients 
The sequence is obtained by formal division of two 
asymptotic series. That is, the sequence satisfies 
j 
aj(i;) = I: Y:j(~),8r-j each j=0,1,2,···· 
r=O 
(1 .• 6. 1) 
00 d:) 
We begin by considering the sequences [cs j(~~ j=O and {!3J j=O • 
By (1.4.15) and (1.5.5), the csj(~) and /Bj are given by 
{ 
10+1 ) i Cr j 2r r (r+j/2+1/2), k even /3 = r=l0 , -r j 0 ; , k odd 
and 
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j 
aj(e) = t er, j-r 
r=O 
The Ca are given by (1.4.8). 
""'m 
Focusing our attention on the integrals 
~ 2 f s -y /2 d ye y 
-co 
. . 
which enter into the coefficients 'Y/a) through the aj(e,) Is, we see 
that there is an arbitrary choice to make concerning their expression in 
terms of lmown functions. One choice would be to express the integrals 
as linear combinations of complete and incomplete gamma functions. 
Howev-er, it seems more natural to express the integrals in terms ·of the 
limiting distribution of n\. We adopt this latter procedure and find 
n 
~ 
that upon repeated integration by parts, the integrals may be expressed 
in terms of the standard normal distribution, its derivatives, and 
polynomials in t. 
We now proceed to evaluate ,V-0(~), 'Y, (t), ~(~), and Y,(t) 
in term~ of the cim defined in (1.4.8). 
and 
Using (1.4.15) and evaluating the·gamma functions, we find that 
/3o C 2½ rct>coe C (2n)½ Coo 
/31 = 0 
A2 .. 2'12 EO2 rc,/2) • 2011 rc512> • 22020 rc112~ 
t 
= (2n) [ 0 02 + ,c11 + 15c2~ 
!3, = 0 • 
Using (1.5.5) and integrating by parts, we obiain the following 
expressions. 
J.. 
a0 (ls,) = (211) 2 c00I (E,) 
a1(t) = -c2n,*cp(t) f 010<€. 2+2) + coil 
a2(~) = -(2n)½g:, (~) ~2o<t5 +5~ +15~)+011 Cl' +}1;)+002~ 
+ (2n)½!(f;) [ 15020•,011+002] 
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... 
I 
.... 
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and cs;(t) ., .. (211)½·cp(l;) (c;0(E,8 +8~6 +48~4+192~.2+;84) 
+ 021 (e,6+6~4+241!,2+48) 
+ 012<e,4+4t,2+8) 
+ 00;(1:..2+2) J .. 
Therefore we find for the first four terms 
(1.6.3) 
(1.6.4) 
(1.6.5) 
and 
(1.6.6) 
Yo<~) = ~e<~)/ 13e =I(~) 
~ (t) = cs1 (~)/ f-3o "' -g)( ~)006 bo<h.2+2)+co~ 
~(E,) = "'2<~)//30 - ao(~)J3/f.3g 
':' - CS)( ~> 006 r20~ 5 +(5020•011); "+(15~2o+;c11+0 02> ~] 
',(t) = a,(~)//30 -·a1(;)f32/f3g 
" -(tl(~)c0~ {o;o ; 8 +(8c;o+c21 )~6 +{48c;o+6c21+c12> ! 4 
+ r 920,0+24021+40, 2•c,o-c1 oc~~( co2+'c1 ,+15020>] ~ 2 
+ p84c;o+48021+8c12+2co;-o06<2c10+co1><co2+;c11+15o20t 
•: ... .. :.::.=:-~·-/ ;._; ~.-
In the above calculations, we have used the integration.by parts formulas 
!~ 21 ~2/ (2r+j+1 )/2 ~ _1 y2r+je-y 2dy = -e-~ 2 t ~ 2r+j+1- 24 1T (2r+j+1-2s), j odd 
-oO qc1 S=1 
and 
/ y2r+je-,2/2dy " -e- ~2/2 . (2r~j)/2 /;, 2r+j+1,-2q 1f 1 (2r+j+1-2s) 
-oQ qcs1 S=1 
J.. (2r+j)/2 
+ (2n) 2 l (~) 1T (2r+j+1-2s), j even, j> o. 
Sa:::1 
0 
The notation 1T (2r+ j+1-2q) is interpreted to mean unity. 
4=1 
We now invest~gate the form ot the general term ~!1 the expansion •. 
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Lemma 1.6.1. The coetticient Yj ( •), tor j > O, does not contain 
a .term involving .. I ( • ) . 
~: We first write the coefficients aj( E,) and ~ j in the 
form in which they are used. 
(1.6.7) (3j = {
o j odd 
J( j+1) 4 Cr j-r2r r (r+j/2+1/2) : j even 
r=O ' 
C [(2r+jf )/2 ~ 2r+j+1-2q 
r, j-r 1 q= 
·!fr: (2r+j+t-2s~, j odd 
.i j (2r+~ )/2 
-(2n)-e-cp (~) t cr -r [ t E, 2r+j+1-2q 
r::c, 'j q=1 
· ij-1 (2r+j+1-2s)J 
, S=1 . 
j . ~ 1 (2r+j.)/2 
+tr;: (2rir ~(\;) . lT {2r.+j+1-~s) ," j even·witli j>O. ~o~~ ~1 · 
By { 1 • 6.,) , we kn ow that 'Yc, (~) = 1. ( E,) • Al so { 1 • 6. 4) , ( 1 • 6. 5) , and 
(1.6.6) show that Y.i Ct), ~(~)tand rv;c~) do not ~vo1ve 9i (·) • 
The induction hypothesis is that 1/ Cs) for Sc1, 2, • • •, ~1, does 
s 
not have_a term involving 1(~). Since Yj(~) is obtained· fram the 
relation 
j-1 
a j(~) = ~(~) tso + ·t Y s(E,) /3j-s + Yo(~) ;dj 
Sm1 
or 
(1.6.7) 
what we must prove is equivalent to ~howing that aj(~)~ ;Sj ~(~) does 
not hav-e a term involving I(~). If j is odd, this result is clear 
from the expressions for a j(t) and ts f Therefore we need only' 
investigate the case where j is even to complete the· induction. 
-24-
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Substituting the expression for (3j and the relevant part of aj(~) into 
aj(E,)- j.3j ~ (~), we reduce the proof to showing that 
2r+j j 1 j ~ 2 j 2N 
Q = t O j (2rr) 2 i(5)• lf (2r+j+,..2q) - t C • 2 2 r,2r~j+1}•~ {t~) 
r=o r, -r q=1 r=O r, J-t 
identically in the cim for each even j. 
This will be true if we have 
2r+j 2r+j+1 
.1. 2 . · 2 2 j 1 (2n) 2 lf (2r+j+1~2q) = 2 r ( r+2+ ) 
q=1 
when j is even. That this equality is true is readily seen by using 
rcz+1) C Z rcz)e 
In fact we can say even more about the coefficients. 
Lemm.a 1.6. 2. Th~ coefficient ~ (G) for j >O, consists of a 
polynomial times the standard normal density tuncti9n. 
Proof: Using (1~6-7) in an iterative manner, we see that Yj is a 
linear canbination of "s where sc0,1,•••,j. But, by (1.6.8}, the a's 
are of the form postulated except perhaps for terms containing I(•). 
This last-possibility is ruled out by Lemma 1.6.1. 
As mentioned previously, the coefficients o1m which enter into 
the r 3(t) may be expressed as functions of the derivatives of k(•) 
and log f(•). The coefficients cim are defined by (1.4.8) and can 
be seen from (1.4.6) to be functions of k(•) and 'Jt(•) and their 
derivatives. By (1.4.5), the function ~(•) is related to the 
derivatives of log f(•). Table 1.6.1 gives the first few elm in 
terms of k(•) and log f(•). It was constructed by the ~ethod used in 
the example of the central order statistic given in Section 1.7. Using 
Table 1.6.1, it is possible to express Y,, y 2, and ,v_, in terms of 
the derivatives of k(•) and log f (•). 
-25-
The entry in row 1 column m is elm· For example, c02 = k''(o)/2. 
In the table k" = k11 (0) etc. 
Table 1.6.1. Coefficients cim in terms 
of derivatives of k(•) and log f(•)• 
~- 0 1 2 
0 k k' k"/2 
1 ka, ke.4+k'a, ka +k
1a +kna /2 5 4_· , 
2 ka~/2 ka,a4. : 
+ k'a;/2· 
' 
ka~/6 
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1.7. Examples. 
In this section, we shall consider two examples. First we consider 
the central order, ~tatistic and express the coefficients of.powers of 
n1 in terms of the population distribution function and its derivatives. 
We then consider the t-distribution and receive a partial check by 
comparing our results with Fisher (1925) for this special case. 
Let z be the. ( )._ 1 )-th order statistic from a sample of' size n n+ 
('A+~ )n+ 1 where A. and .)"'l- denote positive integers. Let G( •) and g( •) 
be the population distribution function and density function respectively. 
Assume that 
(1) there exists a z0 such that g(z0 )> 0 and 
where }.. and~ are positive integers. 
(2) g(•) is analytic in a neighborhood of 
some S 1 >O. 
Now z has a density which is proportional to 
n 
z ~ say 
0 
If' we consider the random variable (Z -z )•c where 
· n o 
• 
we see that the basic assumptions are satisfiei. Here we have made 
the identification 
Note that k(x)f'(x) is integrable so that all the asymptotic expansions 
will hold true f'or n ~ 1 • 
We now proceed to evaluate the f'irst few terms in the expansion of 
P(nx,,x) = k(x)exp [-nx;. • ( f a
8
xs-,)J o Using the notation P(w,z), 
. Sm' 
we f'ind by formal substitution 
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Now 
k = k(O) = g(z
0
) 
k 1 a k 1 (0) = g1 (z )/b1'2 • g(z) 0 0 
k" c k1 (0) = gn(z0 )/b2g2(z0 ) 
where 
b2 = C'l+r>2,1.-1 •r-1> • 
In what follows, we write g1 for g1 (z
0
), etc. 
differentiation ot log f(•), we find that 
a,., (-}g1b2 + _2g2b,)/6g2b~/2 
and 
where 
and 
• 
By straightforward 
These relations enable us to express the coefficients of the double power 
series in terms of the population distribution function and it~ 
derivatives. In particular upon substitution into (1.7.,), we obtain 
0 00::: g 
010 .. (-}g1b2+2lb,)/6gbf2 
'/b¼ 001 = g 2g 
020 = (9g12b~-12g2g'b2b,+4g4b~)/72;b~ 
011 ., (-15g12b2-4g" gb2+20lg1 b,-6g 4b4)/24;b~ 
002 m g"/2g2b2 • 
Using (1.6.,), (1.6.4), and (1.6.5), we obtain the first three terms 
ot the asymptotic expansion. 
-28-
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Yo(~) = I(~) 
(1.7-5) Y.i(~) a(J)(l) ~g1/2b}-v,bf2>l2-2h_,l}br~ 
2 'b b 4 4b2 12 2 
rl12g g 2 ,- g ,-9g b2 ) ' 
'v"2C~)=<fJCi)L\ 4; t 
72g b2 
+ (go/6g'b -5b2/18b,+b /4b2) ~; 
· 2 ; 2 4 2 
+ (}b4/4b~-5b;/6b~) ~ 
where b2=CA~)2/~+(l-y-)2lj'4, b,a(l+t)'/>..2-(l+r)'fr2, and 
4 . '·4, 
b4 = ().. ~) /)...; +· (.) .. _~) ·'Jr'·., It is understood that g and all 
its ·'derivatives "aj.e all evaluated at ·z ,.· .. 
. ' . . 0 
Summarizing, let z
0 
be determined by G(z
0
) = 1/{{. ~ ) · where A 
andr are positive integers. Then Fn(•) is the distribution function 
of n½(X IP+1] - z0 )g(z0 )bt and 
Fn(s) = J (;) + ~ (t )n-½ + ~(;)n-1 + O{n-;/2) (n--, oO ) 
where 1r1 (~) and ~(~) are given in (1. 7.5) • 
If we consider the special case of the median where )..~ =1, 
the expansion simplifies to 
(1.7.6) Fn(t) = :{(~) + {9,(t)g'/25/2g2J n-i 
+ g, c;> ~ -g' 2 /64g 4>t5 + (g0 /48;-1/8) ~; 
- C;/e)\ J n-1 + O(n-;/2) (n ~ oo) 
where z is determined by G( z ) = ½ • 
0 0 
As a second example, let k(x) = (1+x2)-½ and f(x) = (1+x2)-½. 
In this case, the basic assumptions are satisfied and n1'x has the 
. -n 
t-distribution with n degrees of freedom. 
_-29-
We write 
log f(x) a - ½ log(1+x2) 
(1.7.7) 
., -½ [ x2-x4/2 + •••] 
fran which we see that a,=0, a4=1/4, and a5mo. The derivatives of k 
are found by straightforward calculation. Using Table 1.6.1, we obtain 
expressions for the cRm necessary to determine ,,-0(~), 'V1(~), 'Y2(~), 
and 1r,c;) from (1.6.,) through (1.6.6). 
Thus the expansion for Fn(·) becomes 
(1.7.8) Fn(~) ., :l(t)- jp(~)(~ ~+\ )/~ n-1 + O(n-~/2) (n-¼ cx,)~-
Now Fn{~) is at-distribution, and this expansion agrees with that 
given by Fisher (1925)• Peiser (1949) has sh~wn that the error is 
actually of the correct order. 
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Ohapter 2. An Asymptotic Expansion of the Percentile. 
In Section 2.1 we prove a general result giving sufficient 
conditions for the existence of an asymptotic expansion of the· 
percentiles when it is known that the distribution function has an 
expansion satisfying certain regularity conditions. Similar -theorems 
are given by Bol'shev (1959) and (196,), Dorogovcev (1962), Peiser 
(1949), and Wasow (1956). 
Throughout the remainder of the chapter, we assume that X has a 
n 
density proportional to k(x)fl(x) where k(•) and f(•) satjsfy the 
basic assumptions given in Section 1.,. These conditions also are part 
of the theorems and lemmas from Sections ·2.2 through 2.4, and they will 
not be written explicitly each time. 
Focusing our attention on n½Xn, whose distribution has an 
asymptotic expansion in terms of the standard normal, we ask whether 
~ . t. the a percentile of the distribution of n X has an asymptotic 
n 
~ 
expansion in powers of n 2 where the coefficients depend on the 
upper a th percentile of the standard normal-distribution. Let ~(:) 
be the upper a th percentile of the distribution of nix. Then in 
n 
particular, we want to obtain a sequence {; \ OO such that for 
jjj=O 
every positive integer N, we have 
where ~O' • • •, ~N depend on a. The existence· of such an expansion 
is proved in Section 2.2. In the following section the first three 
terms are calculated and in the last section, examples are given. 
2.1. Existence of an Asymptotic Expansion for a Percentile. 
In this section, we no longer restrict our attention to random 
variables with density functions proportional to then-th power of 
some other density function. In f'a'ct, ~e consider any sequence of' 
cumulative distribution functions possessing an asymptotic expansion 
having certain properties which are stated in the assumptions of' 
Theorem 2.1.1 below. For instance, the normalized sums of independent, 
identically distributed random variables with finite third moments 
have such an expansion using the Hermite-Chebyshev polynomials. 
Theorem 2.1.1. If' 
(1) Foc, (•), G1(•), G2(•),•••, are distribution functions of 
random variables 
(2) for each integer N 
(2.1.1) G ( t) == F ( c,) + ~ n-j/2 ;t· ( E, ) + O(n-{N+1 )/2 ) (n ~ oo) 
n o0 j=1 j 
where the 0-function is uniform in~ 
for each fixed Cl O <a< 1, e, 0 and ~n) are determined by 
Gn ( t ( n) ) = a and F 
00 
( ~ 0) = Cl 
(4) F~( ~ 0 ),<o 
(5) Foa (•), Jv1(•), ')t2(•),••• are analytic in a neighborhood 
of' J: 
"'o' 
then there exist i j (Cl), ja1, 2, • • •, such that 
(2.,.,, ~ (n) a ~ + ~ t (cs)n-j/2 + O(n-(N+1 )/2) (n-+ c,()) 
0 j=1 j . 
for each positive integer N~ That is, ~ (n) has a complete 
asymptotic expansion.· 
Before we begin the proof of the theorem we establish a lemma. 
Lemma 2.1.1. Under the assumptions of' Theorem 2.1.1, there exist 
ij (a) j=1, 2, • • •, such that 
.. 
G ( t ) = F""" ( t ) + O(n-(N+1_)/2) (n -t o0) 
n n ~ (!) 
where ? n" ~0 + ~ ~ j(c:i)n-i each N=1,2, .. 'i ; j=1 
Proof': Let N be arbitrary but fixed. Now '\bj ( t) j=1, 2, • • • ,N 
has an expansion about l;,0_ for real ~ given by 
(2.1.4) 
f'or I~ - t01 S 6 j some· & j' Since -v1N+1) (,) is_bounded · ori ·this ift1,erval, 
the A\: ( j ,N) are bounded uniformly in j and t, when ll - e,0 1 ~min S j. ~ . j~N 
,v J.. N/2 · 
Put ~ n = e0 + tl-2 +• • •+ tNn- where the t j ar_e constants 
to be determined later. For sufficiently large n, we have 
l[n- s0. l< min ~ j' so that writing jsN · 
(2.1.5) 
and substituting into (2.1.4), we find that the expression f'or lPj( ~) 
becomes 
'Y'j(') = ,l'j<~ )+ .. •+ y,(~) (~ )(~1n-i/i .. •+ ~tfl-N/2l /N!+O(n-i(N+f) )(n ~ 00) 
(2.1.6) 
" ajo(t,o)+ aj1 (; o>n-½+ .. •+ ajN(~O)n-N/2+0(n-(N+1 )/2) (n-4 ao) 
for each j=1,2,o•.,N. This last expression is arrived at by collecting 
coefficients of' the same powers of' n1 . In a similar way, we obtain 
the expansion 
Fo() ctn) = FoO (~ o)+F~ <~o><t1n-½+ •• •+ ;~-N/2) + ••• 
+ F~) (to-m1n-i +• ~ •+ ~tfl-N/2t /N! + O(n".'(N+1 )/2) (n~ <0) 
which can also be arranged in powers of' n-½ to give 
;:v • f= -½ ~ -N/2 _j,(N+1) (2.1. 7) · F00 (~n) = t,(~0)+ a 001 ( 58)n +• • •+ac0N(,.,0)n +O(n .J (n ~co). 
Note that since F~(~) IO by hypothesis, E, j enters the coefficient 
a co j ( !;0 ) as the factor 
F~ (;o) ~j 
and is not present ~n a00 i (s0) f'or i < j. Now combining the results 
(2.1.6) and (2.1.7), we f'orm the expansion 
(2.1.8) 
where bi' i=1,2,•••,N, is linear in E:» 1 with coef'f'icient equal to 
F~(~) since the co~tribution comes f'rom (2.1.7). (The b 1 s depend of 
course on a (or equivalently on ~ 0), but f'or simplicity of' notation, a 
is suppressed.) Every time ~i enters n-j/2~cti>, it enters as a 
power of' ~in -i/2 so that bi is a function only of t0 , t 1, • • •, ~ 1 
and not ti+1, • • •, eN for es.ch fixed a. .Therefore we can solve the 
following system of equations by recalling that ~O is uniquely 
determined by Fo0 ( ~O) = a. 
b1 (~, ~1) = 0 
b2<to, ~1 '~2> C 0 
••••••••••••o••• 
Let (~'1 (cs'), ••• , e·N(a).) denote the solution of (2.1.9 ). Form 
(2.1.10) t = ; + t· {c)n-½ + •••+ t ·(a) n-N/2 
n o 1· N-
and expand as above with ~ replaced by t . The coefficients t; n n 
b1 ( ; 0 , ~ 1(~)):,•••,bN(~0 ,51{~) ,•••, ~~a)) of the expansion of on<tn> 
are all zero. Since N was arbitr~ry in the above argument, we have 
proved the lemma. · 
Proof of Theorem 2.1.1: Let N be arbitrary but fixed. By 
assumption F:0 (~0 ) I O and F~ ( •) is continuous in some neighborhood 
of' E, 0. Therefore we can find a 8 such that tor all 'e, with 
-,4-
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It, - ~0,I S:S , we have j'F~ (~ n~ m > 0 some constant m. 
Now Gn ( ~n)) = a and by Lemma 2.1.1, Gn C(n) a a+O(n-(N+1 )/2 ). 
Therefore 
(2.1.11) G ( c (n)) - G ( ! ) c O(n-(N+1 )/2) (.n ~ oO) n ½ n n • 
If we substitute from (2.1.1) for each term on the left and subtract, 
we obtain 
(2.1.12) F (f,(n) )+ ~ n-j/2 31. ( ~n) )-F C( )- ~ n-j/2 }t, ( t ) 
oo j= 1 j oO n j~ 1 j n 
= O{n-(N+1)/2) (n-,),.00) • 
Using the mean value theorem, the left hand side is equal t~ 
( 2.1 .1,) 
where 7-z n lies between ln and t (n) each n. Here we have assumed 
that n is large enough so that both ~ (n) and ! n are in the domain 
of analyticity of the approximation on the right hand side of ( 2.1 .1 ) • 
Now n may be increased if n·ecessary to make If n- ~cl ~ ~ 
and I; (n)_ ~J s· ~, since ~ (n) also converges to ~ 0• We then 
have lF~ { 'Zn) l ~ m and using the fact that 1/lj( •) is bounded for 
each j=1, 2, ~ • • ,N in a neighborhood of t, 0, we deduce that the first 
factor in the expression (2.1.1,) is greater than m/2 for sufficiently 
large n. 
By (2.1.12) and (2.1.1,), there exists an A such that 
(2.1.14) 
for sufficiently large no Since N was arbitrary, we have the 
desired result. 
Now in the special case where Fe!:, ( S ) > 0 and the functions of' 
interest are analytic in some neighborhood of' ~ for each real ~ , the 
percentile expansion exists for all real~. 
-,5-
2.2. Application to~ Particular Case. 
We now return to the situation where G (•) equals F (•), the 
n n 
distribution f'unctio~ of n*xn with Xn having a density of the 
form k(x)r1(x) satisfying the basic assumptions. Theorem 1.5., 
gives the asymptotic expansion ot Fn(•). In this case, the limiting 
distribution is ic-), which has a positive derivative tor all real I:, • 
Also ~j( ·) = ~ ( •) each jc1, 2, • • •. and by Lemma 1 .6.2, each rj (.) 
consists of CJ) ( l;) times a polynomial in i, . That is, the assumptions 
of Theorem 2.1.1 are satisfied for each real f,. We have then the 
following theorem. 
Theorem 2.2.1. 
are determined by 
If for each fixed a with O<a <1, ~(n) and ~ 
a a 
and 
1-a a l( ~Cl) 
1-a = Fn( ~(:)) 
' 
then there exist ~ 1 (a), ~ 2(a),•••, such that 
N 
~~n) = eCI + ~ t (a) + O(n-(N+1 )/2) (n -H)C)) 
j=1 j 
for each N=1,2,,~- • 
The ~j (a) are obtained by the method used in the proof of 
Lemm.a 2.1.1. More particularly, they are obtained as a solution 
of the system of equations (2.1.9). 
We note that Lemma 2.1.1 shows that 
tN(a) "' ~ + ; !,j(a)n-j/2 
Cl j=1 
is a modified upper ath percentile for F (•). 
n 
Theorem 2.2.2. Under the assumptions of the previous theorem, 
for each N=1, 2, • • • -~ 
I 
_, 
- We also have information as to the structure of ~j(a), 
3=1,2,••• given by the following theorem. 
Theorem 2. 2. 3. Under the assumptions of Theorem 2. 2. 1, t j (a) is 
a polynomial in I; a each j=1, 2, • • • • 
Proof: In the notation of equation (2.1.1), we have F<.a ( ~ ) = m (~) 
and Jt j ( t )m:9'( t )p j ( ~) each j~1, 2, • • •: where p j ( f,) is a polynomial 
in I:., • Therefore all the derivatives of {6( •) and 'Jbj ( •) each 
j=1,2,•••. consist of the standard normal density times a polynomial. 
From the general expansions which lead to (2.1.6) and (2.1.7) and then 
to (2.1.8), it can be sedn \hat in our special ~ase, each b3 consists 
of c;p ( ta) times a linear combination of terms of the form 
where q1 is a non-negative integer. Recall that ~ j enters bj 
only as CJ)( ~a)' ~ f 'l;'herefore the corresponding equation in (2. 1 .9) 
expresse_s t lCI) as· a linear combination of terms of the form 
~ 40§1 ~ 4j-1 .. "j • 
c., cs c,, (a)••· r_, j-1 (a) where qi, i=O, 1, • • •, ~1, is a non-negative 
integer. A proof by induction establishes the desired result. 
2.,. Calculation of the First Three Terms. 
In the previous section, namely Theorem 2.2.1, an asymptotic 
expansion for t, (n) is shown to exist. In this section, we give 
a 
explicit formulas for th~ first three terms of the expansion of!,(~). 
Using the expansion_ method contained in the proof of Lemma 2.1.1, 
we obtain from (2.1.7) the expansion of I(•). Let tn= ~~ s,n-t+~2n·1• 
Then 
or 
(2.,.,., 
Next we f'ind the expansions for Y, (f n) and 'Y2(tn). Now ( 1.6.4) 
and (1.6.5) are the expressions for ~ ( •) and r;c.) which are used 
to obtain expansions analogous to (2.1.6). 
manipulations, we find that 
After straightforward 
~ ~ ) -1 r _ {:: 2_ . :.. . -t .. ,~ ~ ~ ,~ 
<2·'· 2) 'Y,(~n)=<f>(50 cool 0 10~0 2?10 °01~n <~,0~0)1 t- 001'0~1 'J 
+ O(n-1) (n ~ oo) 
and 
<2·'·'> -ir2an>c <P<to> 0~6f 02ot6-<5°20+0 11 >t6-<15°20+'0 11+0 02>So] 
+ O(n-½) (n ~ cO). 
From (2.,.1), (2.,.2), and (2.,.,), we obtain the expansion corresponding 
to (2.1.8) with N=2. 
(2.,.4) Fn (fn) = i(~0)+t9(~0) [_b1n-½+b2n-1] + O(n-,/2) (n ~ oo) 
where 
E= -1 ( 2 b1 = ~,-000 °1050 + 2010 + 001> 
and 
~ 
2 -1 ' · b2 = s2-~1~0/2 + 000< 0 10\o\1 + 001so~1> 
-
0
~6E20s~+<5°20+0,,>~6+<15°20+'0,,+002>!aj 
Consequently the desired quantities are 
(2.,.5) 
(2.,.6) 
and 
(2.:,.7) 
~ 0 (~) = ~a where 1-a = ~(ta) 
- 1 2 
~,(a)= 0~0< 0 1o~a + 2010 + 001> 
- -1 2 -i-2/ ) ~ 5 
s2(a) = <020°00-0 10°00 2 Ja 
-1 -1 -2, ' 
+ (5°20°00•0 11 °00-0 01 °10°00 ta 
2 -2 2 -2; -1 -1 -1) t 
+( 2010°00-001°00 2+15°20°00+'0 11°00+002°00 Sa· 
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A closer examination of the relationship between c10 and 0 20, as given 
in Table 1.6.1, reveals that the coefficient of ~~ in (2.3. 7) is zero. 
Therefore (2.3.7) reduces to 
(2.3.8) 
2.4. Examples of the Percentile Expansion. 
A particular example of the previous section occurs when we 
consider a central order statistic. Using the notation of Section 1.7 
and the results (1.7.4), we find the first three terms of the expansion 
for the upper ath percentile of the random variable 
n½ [g2(zo)()...+j-1)3/)...r-]t" (Zn - zo) • 
Substituting the relations (1 •. 7~.4), which give c~m in terms of the 
derivatives of the population, we obtain from (2.3.5), (2.3.6), and 
(2.3.8) the desired result. 
( 2.4 .• 1) 
(2.4.2) 
( 0 (a) = Sa where 1-a c f(~a) 
- [-3g'b2+2g2b;J 2 ~ 
~1 (II) = ,,!bf2 j. t11 + ~/2 
, 2c CS) c (-gb /6g,b2+5b;/18b~-b4/4b~+g
12 /2g 4b2-g I b,/,lb~) \, ~ 
+ c-,b4/4b~+19b~/18b}2g'b,/3g2t,~> sa 
In the particular case of the median in a sample of size 2n+1, there 
is further simplificati~ since b2=23, b3=o, and b4=25. In this case 
(2.4.4) ~£n) = ~cs-n-½fl;;/~ t; + n-1 [c-g• /48~-1/8+g12/16g4)~~-.(,/8)~cs] 
+ O(n-;/2) (n---')- ~) • 
Again as a partial check on our calculations, we consider the 
t-distribution discussed in Section 1.7. Using the results of that 
section, we obtain upon direct substitution into (2.,.5), (2.,.6), 
and (2.,.8) 
(2.4.5) ~ (n) = ~ + n-1 ('' + ~ )/4 + O(n-,/2) (n-+ o0) • 
~a !:>a Sa ~a . 
This checks with Peiser (1949)• 
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- Chapter,. Posterior Distributions. 
Let¢ be the real valued parameter for the exponential family 
having densities of the form 
c,.0.1> P¢(x) = c(¢)exp [¢ R(x).J 
with respect to a er -finite measure /'1- over a Euclidean sample space. 
In order to avoid a trivial case, we assume that 
c,.0.2) R(x) r/ const. (e.s. r ). 
Now assume that the parameter ¢ has a prior density p(¢). The 
posterior density of ¢ given (X1,•••,Xn) = (x1,•••,xn) is proportional 
to 
c,.o.,) n where r c t R(xi)/n. 
i=1 
The expression (,.o.,) is proportional to a density function and 
hence defines a random variable¢ whose density depends on r. But 
n 
since r = t R{xi)/n, the distribution of X given¢=¢ generates 
i=1 ° 
a sequence {x1,x2,•••) and a sequence (R{x1), ½ [R(x1)+R(x2~ ,•••) 
and ultimately an infinite sequence of posterior densities of ¢. It 
is the asymptotic form of this sequence with wM,.~h we shall be concerned. 
I 
Exploiting the relationship between the density proportional to 
(,.o.,) and the density considered in Chapter 1, we obtain an 
asymptotic expansion in much the same way as before. In this case, 
n 
however, r = t R{x1 )/n ·h~s a random aspect coming from the observed i=1 
sequence (x1,x2,• 0 •). In order to show that the asymptotic expansions 
exist for almost all sequences (x1,x2, ••• ), we show that conditions 
analogous to those in Chapter 1 hold uniformly in r i~ some neighborhood. 
Neglecting for the moment the stochastic aspect of r, we see that 
if r is held ·fixed perhaps at the expected value of R{x), the density 
-41-
proportional to c,.o.·,) is exactly of the form considered in Ch!pter 1, 
and accordingly we obtain an asymptotic expansion. Closely related to 
this approach is the work by Bernstein and von Mises. Their results 
are for the Bernoulli situation, and both use the usual parameter p 
rather than the¢= log (p/(1-p)) which results if' the density is cast 
into the form (,.o.,). von Mises actually holds r fixed as he passes 
to the limit. Their results, which give only the limiting norma~ term, 
are reproduced in Bernstein (19'4), page 406 and von Mises (1964), 
Chapter VII, Section C. von Mises also gives the multinomial general-
ization. A more recent work following the same line of attack is given 
in Gnedenko (1962), Section 65. Gnedenko considers three cases 
corresponding to various combinations of mean and variance known and 
unknown when the likelihood is normal. He shows that the limiting 
distribution is normal. Gnedenko also gives expansions for the density 
functions and posterior mean and variance. In all these works, the 
stochastic aspect of r is ignored. 
LeOsm, in two basic papers (195,) and (1958), does take into 
account the stochastic nature of' (x1,x2, ••• ), and his Theorem 7 (1953) 
and Lemma 5 (1958) show that under very general conditions, the scaled 
posterior distribution converges to the normal distribution t~r almost 
all sequences (x1,x2,•••) with respect to the infini~e product measure 
generated by (,.0.1). His more general conditions include both a more 
general likelihood than ours and the case where the parameter is 
multidimensional. See LeOam (195,) page 278,for a discussion ·Concerning 
the historical background on the problem of convergence of the scaled 
posterior distribution. Further connections with Le0am 1s work are 
discussed below at the end of Section 3.3. 
-42-
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-The main .theorem of' this chapter is given in Seoti~~ ,.1 and the 
following two sections give the details needed to modify the approach 
1 
of' Chapter 1 so that it works in the present situation. Section ,.4 
gives the first two correction terms of the expansion together with 
examples. 
3.1. A Limit Theorem f'or Posterior Distributions. 
Let x1,x2, ••• be independent, identically distributed random 
variables with density function P¢(•) given by (3.0.1). Lehmann (1959), 
Section 2.7, has shown that P¢(•) is a probability density function for 
all ¢ belonging to some interva~ I. Nature chooses a value ¢ for¢ 
0 
accordi~g to law p(¢), and we assume ¢
0 
is interior to I. This will 
always be the case when I is 8pen and in any case, will have prior 
probability one. 
It is.shown in Lemma 3.2.1 that c(¢)e¢r has a maximum at ~(r) 
for fixed r when r lies in some neighborhood of E¢ R. According 
0 
to (3.0.,), this implies that the posterior distribution of ¢ given 
A 
t R(xi)/n = r has a mode at ¢(r). We proceed to study the asymptotic 
form of the posterior distribution of ¢ after standardizing ¢ by 
centering at the mode and scaling according to the curvature at the 
mode. Thus we introduce 
(3. 1 • 1 ) -e-= [¢-~(r)] b{r )-
where 
Note that ~(r) is the ma·xi~um l_ikelihood estimate and b2{r) is the 
A Fisher information evaluated at ,(r)o The choice-of normalizing 
transformation (3.1.1) is discussed below in Section 3.3 after the 
proof of Theorem ,01.1. 
Denote the posterior distribution function of ni& by Fn(•,r). 
Recall that we.observe a sequence (x1,x2,•••) which generates a seque?ce 
n 
(r1,r2,•••) where rn = 1
:
1 
R(xi)/n. Transforming the posterior density 
of ¢ to find the posterior density of ni-&, we are then able to 
calculate the sequence (F1( ~ ,r1), F2( ~,r2),•••) of posterior 
distributions. Note that r enters F both from the posterior 
n n 
distribution of ¢ and through the standardizing quantities t and b. 
We now state the main theorem of this chapter. 
Theorem 3.1.1. If p(•) is analytic in some neighborhood of ¢
0 
and 
co 
p(¢ 0 )> O, then there exist functions { 'Vj(t ,n)} js:1 and for each i~teger 
N, there exist constants A and N such that 
·X 
IF ( t ,r) - ~( t ) - ~ Y.j( t ,r)n-j/2I S' An-(N+1 )/2 for all n > N n ~ 1 . X 
on an almost sure set where the measure is generated by 1f P¢ (~). Here 
0 
A depends on N, and Nx depends on N and the partic~ar sequence 
x = ( x1 , x2, • • • ) • 
The first two terms ~ ( ~ ,r) and ~(~ ,r) are given explicitly 
below by (;.4.1) and (;.4.2) respectively. For a discussion of this 
theorem, see the end of Section;.;. 
;.2. Preliminaries. 
Motivated by expression (;.o.;), we define a function t 1(•,•) by 
tor ¢ e-·I; th_e natural pa.r·am~ter spa_ce,- and 'h,r r .. r.,ai. Define 
(;. 2._2) r 0 = E¢ R 
0 
Lemma ;.2.1. There exists a d1> 0 such that for fixed r with 
lr-r 0 1 ~ d1, f 1 ( • ,r) has a unique maximum at ~(r) where t(r) satisfies 
-44-
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c,.2.,> o' (~)/o(~) + r = o 
and .. ·f1 (¢,r) strictly decreases as ¢ moves away fran ~ for all ¢ in I • 
~: Lehmann (1959), Section 2.7, has shown that 0(•) is 
analytic in a neighborhood of the complex variable ¢ + i'fl when ¢ is 
interior to the natural parameter space I and that the derivatives of 
1/0(J:) may.be obtained by differentiating under the integral sign. 
Recall that 0(¢) is defined by 
c,.2.4> 1/0(¢) c j eflJR(x)dj-'-(x) for ¢ e I, 
Note that since ¢ is a real valued parameter and R(x) is real valued, 
we have O <1/0(¢) all ¢ e I. 
Differentiating (,.2.4), we find that 
-c• (¢)/c(¢) C c(¢) J R(x)iR(x)dr(x) 
or 
(,.2.5) 
-0 1 (¢)/0(¢) = E.¢R 
and differentiating again gives 
c,.2.6> ~0 1 (¢)2 - 0"(¢)0(¢)]/02(¢) = E¢R2 for ¢ interior to I. 
It follows that 
c,.2.1> Var¢(R) = [o• (¢) 2 - o" (¢)0(¢~ /02(¢) for ¢ interior to I 
where Q<V~r¢(R) since R ~ constant, a.so r. Using the notation r
0 
from (,02.2) ~nd recalling that ¢ is interior to I, we have by (,.2.5) 
0 
c,.2.a> 0 1 (¢ )/0(¢) + r = o • 0 0 0 . 
Let B(¢) = 01 (¢)/0(¢) for ¢ interior to I. Therefore B(¢0 ) + r 0 = 0 
and B1 (¢) = -V~r¢(R). This last result follows fran (,.2.7), and it is 
now clear that a'•(¢) <O. Since ¢ is interior, it is a positive 
0 
distance 2d from the boundary o I of I. That is 
-45-
dist(¢ , ~I) = 2d >O. 
0 
Now B( •) is strictly monotone on (¢
0
-d, ¢
0
+~ so by the properties 
of the inverse function, (see Olmstead (1956), page 88) there exists an 
interval about r , say lr-r I sd1 where ~(r) is the unique solution 0 0 
of (,.2.,) in the interval about g/
0
• But B(•) is monotone on the 
interior of I so ~(r) is the unique solution of (,.2.,). 
Let r be fixed with lr-r0 1 ~ d1• Now f 1 ( • ,r) has derivative 
c,.2.10') [o' (¢)/0(¢) + r] o(¢)e¢r f'or, ¢ interior to I. 
By (;.2.;), this vanishes at ¢ = ~(r) and since 01 (¢)/0(¢) = B(¢) 
is strictly monotone, we have f'~(¢,r)~ 0 as ¢~J(r). ·. The last 
assertion of the lemma is now immediate. Also by the one-sided 
continuity of' f 1(•,r) at the endpoints, we see that f 1(•,r) has 
a unique maximum at ~(r). Q.E.D. 
Lemma 3.2.2. Let ~(r) be the;solution of (;.2.,). Then ~(r) 
is a continuous function of' r f'or lr-r 
0
1 s d1• 
Proof': The result follows from the inversion theorem mentioned 
in the previous proof. 
Lemma 3.2.3. With r
0 
defined by (,.2.2) and ~(r) given by 
(;.2.3), we have ~(r
0
) = ¢
0
• 
Proof: By (,02.5), we have 
01 (¢
0
)/0(¢
0
) + r
0 
= O, 
. but since ~(r
0
) is the unique solution of' this equation, we must 
have ¢ = tcr ). 0 0 
From the definition of -8- given by c,.1.1), we see that the posterior 
n 
density of 16- given t R(x1.)/n = r is proportional to i=1 . 
-46-
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(;.2.11) P~/b(r) + ~(r)) ~ 1 ~/b(r) + ~(r),r)/f\~(r),r~ n 
where f,(·,·) ·1s given by c,.2.1), ~(r) 'by c,.2.;) and 
c,.2.12) b2(r) = -t1(~(r),r)/t1(~(r),r) 
where prime denotes ~he derivative with respect to¢. This exprusion 
for b(r) is e~uivalent to c,.1.2) as can be seen by direct substitution. 
Lemma 3.2.4. Let b{r) be defined by (,.2.12). Then b(r) is a 
continuous function of r tor !r-r
0
1 ~d1 and does not equal zero. 
A 
~: By Lemma ;.2.;, ~(r) is a continuous function of r, and 
the result follows from c,.1.2) by composition of continuous functions 
since 0(¢)>0. Now by (,.2.7), b2(r) = V~r~(R), and this is strictly 
greater than zero. 
Lemma 3.2.5. Let p(•) be analytic in some neighborhood of¢. 0 
Then there exist positive constants 'J;'J , 8 ( &' < 1 ) , and d ( d < 1 ) such 
'l O O · 0 0 
that O~/b(r) + ~(r)) and p~b(r) + ~(r)) are analytic functions 
of -e- tor f-e,I ~ S 
0 
when r is fixed with 
values @. C (-e/b ( r) + ~ ( r) ) ~ I( • 
lr-r I <d and tor these 0 - 0 
Proof: Since O(•) is a continuous function, there exists a 
d; > 0 such that l_o(¢-)~0(~0 ) I <0(¢0 )/2 tor 1¢-¢0 1 sd,. Take 
?7. = 0(¢
0
)/2. Using the result below in (;.2.17), we find that the 
real part is greater than 71. By the hypothesis of the theorem, p(¢) 
is analytic tor 1¢-¢
0
1 sd2 for some d2 >O. Let E1 = min(d,d2,d;) 
where d is determined by (;.2.9). By Lemma ;.2.2 there exists a d 
wi~h d
0
<min(d1,1) such that 
(;.2.1,) l~(r) - ~(r )I ~ f. 1/; tor lr-r I s d • 0 0 0 
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0 
Lemma ,.2., showed ~hat ~(r) = ¢. Introducing the notation 
0 0 
c,.2.14, N = {r: lr-r j ~ d } 0 0 0 
for the closed interval around r, consider 
0 
c,.2.15) 
Now b(r) is continuous on N so that the minimum is attained. However 
. 0 
by Lemma ,.2.4, this oan not be zero. Therefore if 
,,.2.16) S
O 
< min ( E 2 • c 1 /,, 1 ) , 
we have 
c,.2.11> 
$ satisfies 
0 
if 1-el s S and r e N • 0 0 
That is ~/b + ~ lies in a closed interval of the natural parameter 
space, so by Lehmann (1959), Theorem 9, P• 52, 1/0(e/b + ~) is analytic. 
Noting that p(•) is also analytic for such -e-, the lemma is proved. 
;.;. Expansion of the Posterior Distribution. 
In this section, we obtain bounds similar to those in Chapter 1 
which hold uniformly for r in some neighborhood N of r where N 
0 0 0 
is given by {;.2.1,). The previous argument is then modified to provide 
a proof for Theorem ;.1.1. 
Define the function f{-e-,r) by· 
c,.;.1, 
where ~ = ~{r) and b = b(r) are defined by c,.2.,) and c,.1.2) 
respectively. The function f 1(•,•) is defined in (;.2.1). Note 
that for fixed r, we have f(O,r) = 1, f 1 (0,r) = o, and f"(o,r) = -1 
where prime denotes the derivative with respect to -e- • By ( ,. 2.11), 
the posterior density of -e- given r is proportional to 
(;.;.2) p (-e/b + ~)fl( e-, r) 
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-- Recall that -9- is related to /I by c,.1 .1). 
We now establish some lemmas which ultimately lead to a proof 
of' Theorem ,.1.1. 
Lemma ;.3.1. Let p(¢) be analytic in some neighborhood of' ¢
0 
and let f(,e.,r) be defined by c,.,.1). Then there exist a S2>o, 
a sequence of functions {clm(r)} oO and for each integer N, constants 
2,m=O 
A1 and A2 depending on N such that 
I p(e/b + ~)/te,r) - e-n-e-2/ 2 t c (r) (-e 'n fem 
Jt+msN Jtm 
~ e -n.e2 / 2 ~ 1191 N+1 + A2 1e ~nl N+1] all lel~ and In, e ~,~1 
for r fixed and re:N
0 
where N
0 
is defined by c,.2.1,). The constants 
A1 and A2 do not depend on r for 
- . 
re N • 
0 
Proof: . Let re N
0 
be fixed temporarily. By Lemma ,.2.5 and the 
definition of N , p(e/b + ~) and CE9"/b + fl) are analytic functions 
0 
· of .g. for I-el ~ cS • Also 0o_ c(e/b + f4):!: ?'{ > O for some "l , so that 
. 0 
C(~/b + i) does not equal zero. Define h(~,r) by 
,,.,.,> h(.e, ,r) = log f(-a- ,r) 
., log ~xp [-er/b] C(e-/b + ,)/c(~)j • 
Now f(O,r) = 1 so that there is some neighborhood of zero, perhaps 
depending on r, where the principal branch of the logarithm is an 
analytic function. We now show that this neighborhood is independent 
of' r for r 6. N and that h( e-, r) may be expressed as 
0 
c,.,.4> h(-e- ,r) == log ~(e/b + ~)/c(fl)] + er/b 
where the logarithm is again the principal value. For re N , we ha.ve 
0 
l~-¢
0
1 <t1/, by c,.2.1,). Recalling the steps leading up to this 
expression, we see that this implies that IC(~)-0(¢
0
)1 <'? or 
'l <C (~) < '1l. since C (~) is real and positive. Therefore 
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~ [o(e/b + ~)/0(~~ ~ 71/-,'1 = 1/-, for tels 80 and all re N0 • 
Thus the argument of the ratio lies between -n/2 and n/2. Also 
I r/b I < 1/ E. 2 by (-,.2.15) so that by decreasing ~ 0 to some 81 if 
necessary, we have IGr/b\ 5 n/4 for 1-81 ~ 61 all r eN0 • Clearly the 
expression (-,.;.4) holds for this range of values. We may also write 
(;.-,.5) h(e ,r) = log O(e/b + ~) - log O(~) + er/b • 
Consider then the bound 
which follows fran (;.2.17), since S1 < S0 • Here e1 is defin~d in 
the proof of Lemma ;.2.5. Using the bounds on C(~) and -er/b ,obtained 
above, we see that there exists an M such that 
(;.;.6) lh(&,r)I ~ M< oo for 1et '561 and reN0 • 
For fixed re N
0
, h( e ,r) is analytic for l-81 ~ S 1 and ·its derivatives 
are given~ the Cauchy formula. More precisely, 
(;.;.7) (s) / , 1 1 h(t,r) h {O,r) ~. = -2 i 1 dt for s=1,2,••• n r ts+ 
where r ~ { t: lt-0 I = 2 8 1/;} • We then estimate 
(;.;.8) lh(s)(O,r)/s!I $M(2 s,1,r' for S=1,2,•••, and for all rENO. 
Using the Taylor expansion and substituting the known values of 
f(O,r), f 1 (o,r), and f 11 (0,r), we ha-ve 
(;.;.10) 
nh(-e- ,r) = -n-e2/2 + (n-e°') 1 as(r) ~s-; 
s=; 
and fixed re N • The coefficients are given by the relation 
0 
a (r) = h(s)(O,r)/s! for s=;,4,••• 
s 
or equivalently, by using the right hand side of (;.;.7). 
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Let w = n,e.-' and 
c,.,.11 > 
so that 
c,.,.12) 
for lwl ~' and l-9·1 ~s1 . 
Bounding the coefficients as(r) by (,.,.8), it follows that 
IJV(-e,r)l .$27M/8 Sf r 1,-e/2 811 s.-, for 1-e1i81/2 and r t:N 
. X 0 
s=/ 
or 
Consider then the function P(w,z,r) defined by 
rEN • 
0 
(;i.;i.14) P(w, z,r) ,. p(z/b + ,)e11 J6(z,r) tor IZ I 5 81' IWI !: ;i, and r EeN
0
• 
Now P(w,z,r) is an analytic function for tzl ~ 81 and lwl$, 
for each fixed re N • 
0 
Bounding p(z/b + ~) separately and then 
using c,.,.1,), we have 
c,.,.15) 
Al so for each fixed r E N , we have the expansion 
0 
c,.;.16) 
where the coeffici~nts are given by the Cauchy integral formula 
(;.,.11) C (r) = 1 
:R.m (2tti)2 
where r; = {w: lwl =2} and r 2 = {z: IZI = S1;;} (see Fuks (196,), 
pages -'9-40 or Markushevich (1965), pages 101-105). Using the usual 
estimates for the integral, we find that 
(;.;.18) 9.,m=0,1,•••, 
where M2 is given by (;.,.15). Therefore for every integer N, we have 
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for IWI ~ 1 and rcN • 
• ' 0 This last inequality 
I 
follows tram the _same a_r_gument that leads to (1.4.~o.>_ •. · ~et 
. 62 ° 61/4 and the lemma follows. 
Lemma 3.3.2. Let f(.e-,r) be defined by (,.,.1). Then there 
exists a s, > 0 depending on N
0 
such that 
log f(-e,r)~ - rl/4 all real -e- with 1e1 s s, and r ~ N
0
• 
Proof: By c,.,.9) and c,.,.11), we have 
log f(-Q. ,r) .= ~ .g.2/2 + -e''jt(e ,r) for 18-l ~-S1 and rE N0 • 
The existence of a s, > 0 follows from the bound c,.,.1,) on 116 (-e- ,r)I. 
Note that the last two lemmas remain true if s, and S4 are 
replaced by ~ where 
Lemma 3.3.3. Let f(&,r) be defined by (,.,.1). Then there 
exists an a with 0<a<1 ~uch that 
f(& ,r):5: 1 - a all real -9- with ~,~s and 
Here 6 is given by (,.,.19). 
Proof: For fixed r, Lemma ,.2.1 tells us that t 1(¢,r) strictly 
decreases as ¢ moves· away from~. Recalling (,.,.1), we see that 
(3.,.20) f(-& ,r) s: max [r(- 8 ,r),f( S ,r~ tor re N0 • 
- 82/4 The right hand side is bounded by e for all re N according 
2 0 
to Lemma ,.,.2. This lemma follows wi:th a = 1-e- g /4 • 
Since the first part of the proof of Theorem ,.,.1 parallels the 
work of Chapter 1, we only sketch the details. 
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.Proof of Theorem ;.1.1: Let N be arbitrary but fixed. Let S be 
given by (,.,.19). By Lemma,.,.,, we have 
{
-8 dJ} o0 . 
[ + ( p(-8/b + J)f'(-e,r)de~. (1-cst [ p(-e/b + ~)de-
-oo Js -o0 
s: (1-a,n. b(r) 
(;.;.21) n for r ~N 0 
some M since b(r) is bounded according to Lemma ;.2.4 and (;.2.14). 
Repeating the proof of' Lemma 1.4.1 with the bound from Lemma ;.,.2, 
we find that there exists an M1 such that 
(;.;.22) 
for r '= N
0
• 
Denote by PN(w,z,r) the truncated series t c.Rm(r)wizm of 
R+msN 
P(w,z,r). Using Lemma ;.;.1 together with the inequalities (;.;.21) 
and (;.;.22), we proceed as in Chapter 1 fran Lemma 1.4.6 through 
Theorem 1.5.2. We then obtain for each integer N the estimates 
and 
(;.;.24) 
00 
. IJ p(G/b + 91)11(-e-,r)de -
-oo 
00 2 . 
Je-ne/2 PN(ne,,-e,r)de- j 
-o0 
< B n-(N+1 )/2 all n> N 
= 1 B 1 
~n-1/2 \n-1/2 2 I p(e/b + ,,r1ce,r)d& - I.al 8-n& 12PN(~n,e,r)d&- l 
-oo 
~ B n-(N+1 )/2 all n > N 
2 B2 
some B1, B2, NB , and NB for all r E N0 • This last expression will be 1 2 
uniform in ~ as in the proof' of Theorem 1.5. 1. We then divide the 
expansions as in Section 1.5. That is, there exist an A independent 
of re, N
0 
and NA depending on A, such that 
-5;-
Ir (~,r) - ~(t) - ~ 1';j(~,r)n- 312 1 SAn-(N+1 )/2 {n> NA) 
n j=1 • 
Here ~(~,r) is determined in the same way as the 'j(t) of Theorem 
1.5.3. 
Now consider the stochastic aspect of the problem. We have 
E~ R = r 
O 
<" d:> so that by the Strong La.w of Large Numbers, 
0 
n 
R :c: t R(x1 )/n ~- r 0 on the product space having measure P~ induced i=1 0 
00 
by TT Pne (xi), where 
i'=1 110 
we have a set D with 
with x E D, there exists 
P¢ is given by (3.0.1) with¢= ¢
0
• Therefore 
0 
p¢ (D) m 1 such that for every x = (x1,x2,•••) 
0 
an N such that IR-r I s 8 if n "> N • X 0 X 
Repeating the above argument for each x ~ D, we complete the proof. 
The conclusion of Theorem 3.1.1 states that, almost surely, the 
observed sequence (x1,x2,•••) provides a sequence of values of r 
for which the asymptotic expansion of Fn(~,r) is valid. That is, 
the extra terms may be used as correction terms when n is sufficiently 
large. Using the notation of Mann and Wald (1943), we could state the 
conclusion in the weaker form 
N 
(:5.:5.25) Fn (t,r) - l(t) - t n-j/2 ~(t,r )n-j/2 = OP(n-(N+1 )/2) . (n~oo) • 
j=1 . 
However if it is the case that there is only convergence in probability, 
it could happen that Fn(t,r) would not ha~e an asymptotic expansion 
or even a limiting distribution for any s~quenoe (x1,x2,•••). For 
our conclusion then, it may be app.ropriate to introduce the notation 
O (n-(N+1)/2) analogous to Mann and Wald's O notation. We do not 
a.s. p 
do so however and only remark that the operational calculus of such 
functions would be, up to a finite number of operations, the same as 
the ordinary relationships. 
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It was decided to center at the maximum likelihood estimate jl 
after first attempting to center at the true value ¢. The first 
0 
method led to difficulties with the expansion of log f(e-,r), and even 
the convergence to the normal distribution may not be true. As to the 
choice of scaling constant given in c,.1.2), there is a question as to 
whether to use the Fisher information evaluated at ¢ or at ~ or 
0 
possibly some other value. To show convergence to the normal distribution, 
either of the first two may be used. LeCam (195,) used ¢ and in 
0 
LeOam (1958) 91 was used to show the convergence for quite general 
likelihoods. LeOam (195,), Theorem 7, and {1958), Lemma 5, proved that 
the posterior distribution converges "in variation" almost surely. It 
is interesting to compare the conclusion of Theorem ,.1.1 with the 
results of LeOam specialized to the density given in (,.0.1). In this 
special case, our work leads to the same conclusion of convergence 
nin variation"-.. This is shown in Appendix A.,. 
,.4. Calculation of Terms and Examples. 
The results of Section 1.6 may be used directly giving 1-; and 'Y2 
in terms of oim• However, it must be remembered that the c1m given 
by (,.,.15) are functions of r. In particular, we have from (1.6.4) 
and (1.6.5) 
c,.4.1 > 
and 
c,.4.2> 'r2(~,r) = -(J)(t,ciJ(r) [c 20(r)55 + (5c20(r) + c11 (rVt,' 
+ (15c20(r) + ,o11 (r) 1 
+ C?o2(r)) ~J · 
To evaluate these expressions, we consult Table 1.6.1 which enables us 
to express cJlm(r) in terms of p(e/b + ~) and log f(-e,r) where 
f(-e,r) is defined in (,.,.1). Fram the definition of f(e,r), we see 
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that the a (r) defined by c,.,.5) is also equal to 
s 
d s log C(j)v s/2 
1 
dfls 1;,~~~ s~. 
for s ~,. Here b{r) is given by (,.1.2) in terms of C(•). 
The above steps lead. to the following expressions for the c.R.m which 
in turn enable us to express 1,(~,r) and 12(t,r) in terms of ·p(•) 
and O(•) and their derivatives. Define B = (0 12 - ocn f1' 
cooCr) = P 
c10 (r) = p (920 111 - ,0 11 0 10 + 2c'']B' /6 
c01 (r) = p
1CB 
c20(r) = p[c2o"' - ,011 0 10 + 2C 1~] 2B6/72 
c11 (r) = B
4{ p 1 [o'o"' ... >,,c"c'c2 + 20''0]/6 
+ p ~ 11110' - 4on•c•c2 - ,c"2c2 + 12012c"q-6c'4J} 
( ) 11 2 2/ c02 r = p CB 2 
Here B(•), the prior density p(•), and the normalization constant for 
the exponential family C(•), together with all their derivatives, are 
evaluated at ~(r) where ,er) is the solution of c,.2.,). 
The manner in which the prior density enters the asymptotic 
expansions of Theorem ,.1.1 is now apparent. In the term of order 
n-½, it enters only as p1 (~)/p(~), and in the term of order n-1, it 
appears as p11 (~)/p(,) and as p1 (J)/p(~) when 0 11 (r),'o. It is 
shown below that c11 (r) = 0 for a normal likelihood. 
In situations where the prior distribution is constant in some 
neighborhood of fl, the prior distribution will not enter into the 
0 
-1 expansion of order n • 
We now consider a few examples where P¢(x) is given by c,.0.1) 
and the prior density p(•) satisfies the assumptions of Theorem ,.1.1. 
The first is the Bernoulli case where /4- is counting measure and R{x) 
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is zero or one. In this case ¢ = log (p/(1-p)] and c(¢) c (1 + e¢f1• 
'l'he transformed variable e is equal to ~-log [r/(1-r)]] [r(1~r)]*. 
Upon calculating the derivatives of' C(•) and substituting into 
the expressions above, we find that 
~(t,r) = - q,O;) [(2r-1 )(~2 + 2)/6 + p1 (r)/p(r)] [r(1-r)] -i 
. and 
Y-2(~,r) = -cp(~)[r(1-rll-
1 {(2r-1)2~/72 - (4r2-9r. + 4);3/36 
- (4r2-9r + 4)~/12 + (2r-1)p 1(r)t3/6p(r). 
+·-' [ ( ~r-f)1/ ( :r) + p11 { ~ ~ / 2p ( r) } • 
The above result is not f'or the usual parameter. The f'act that the 
post:erior distribution of n½(p-r)/ [i-(1-r)] ½ does converge to the 
standard normal distribution with probability one follows easily since p 
is obtained.as a smooth transformation of ¢. This result should be 
compared with von Mises (1964), pages 345-347 and Bernstein (1934), 
1b. J.. 
page 406 who consider n2 (p-r)/ [r(1-r~ 2 and take limits while ignoring 
the stochastic aspect of r. 
As a second example, we consider the normal distribution with 
2 . 2 known variance er and mean m. Here Pnt(x) · has ¢ = m/ cr- , 
0 ~ 0 
0(¢) = expr- cr: 2 ¢2/2] and R(x) = x. The transformed variable -e-
. L 0 
equals [¢ - x/ w
0 
2 ] CT~ which can be written as (m-x)/ CT 
0
• 
The calculations could be done directly by finding the derivatives 
of 0(¢). However in this example, it is easier to find a3(r) and 
a4(r) by (;.4.;) and then to use Table 1.6.1 to calculate 1';(~,r) 
and ~(t,r). In particular we find that 
Y-J (~,r) = - ~(t)P 1 (x)/ 0-0 p(x) 
and 
If the prior density is constant in some neighborhood of ¢
0
, the. c.d.f. 
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of nie- is normal up to terms of order n-3/ 2• Theorem 3.1.1 gives an 
expansion which may be compared to Gnedenko {1962), page 414, second 
equation. Gnedenko ignores the stochastic aspect of x and does not 
give any terms beyond the limit function j{•). On the previous pages, 
he obtains an expansion for the density in terms of <P{•). 
We conclude with some tabulated results for well known exponential 
distributions. 
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Table ,.4.1. First correction terms. 
--· ----
Density ¢ ~(r) b{r) 
Pois~on 
X-A-; I Xe x. X=0,1,2,··· log~ log x -¼ X 
- -· - . -···· 
Ge.mm.a: CJ known 
).. a 8-Axxa-1 / r(a) x>O A. a/x - -½ xa 
-· 
- - . - -··· 
- ---
Normal : mean m0 known 
I 
I 2; 2 t -(x-m ) 2cr 
1/cr 2 
n 2 ~ (x1-m )2/2*n ( 2rr er ~ f e 0 -ooc-x<oO n/ t (x1-m ) i=1 ° i=1 ° 
-
.. 
er. 2 known Normal: variance 0 
( 2no-2 ,-t e-( x-m) 2 /2<r~. ·. . . 
m/cr 2 -; 2 cro 0 -oo~xc ao 0 X ~ 
----- ---·-·· 
- -
-- -·-· --
Bemoult:t: 
px(1-p) 1-x X=O, 1 log[p/(1-p )] log~ /(1-r)j .:· [r( 1 ~r )] ½ 
* Both p( •):-and· p 1· (~·): are·:·evalttated· ... at ~·-9/(r~.·~, 
( ( ( ( { ( 
... 
Y,(~,r) * 
---- ·-
q> ,~, [<~2+2)/6 + p'/p] rxr1 
-~ (5 )[ C ~2+2)hat + (p' /pXat/x~ 
--·-
-41 <5>{icf+2>;, 
+ p'/p[A;i~1 (xi-mb)2J} 
. -· --------- . --· ---- ----- ----·-~ 
-q> (t) p I/ 0-Op 
--
- (J) (5) [( 2r-1 )( t 2 + 2)/6 
1 
.· -·· J~l-~ -:· . ·i .• +, ~t-/~ [r( 1-r ~ -1a 
---
Appendix A.1. Background of Asymptotic Theory. 
It seems advisable to state the basic definitions connected with 
asymptotic expansions. The notation used here is similar to that of 
de Bruijn (1961). 
Throughout this work, n takes on only integer Talues so that the 
definitions are stated for that particular case. 
The notation 'Ju, (n) = 0( ')b2(n)) (n ~oO) means that there exist 
constants m and M such that 
(a.1.1) l')t1 (n)l-s- M 11v2(n)I whenever m <n < <x:J. 
This notation is sometimes modified to read 161 (n) c o(1 2(n)) (n,-m). 
When 1~1(n)/;62(n)li dJ (all n) and when (a.1.1) holds for sufficiently 
.large n, we may extend it to hold for all integer n greater than unity. 
With functions involving an additional variable ~ , we have the notion 
of a bounding constant which is the same for all l;, • The 0-symbol is 
uniform with respect to~ if there exist constants m and M such that 
l"Jt,·1(n, t )I ~M 1~2(n,'&) I whenever m~n < cO, 
where m and M can be chosen to be independent of ~ • 
The n'Otation ?t-1 (n) = 0( ?P2(n)) (n --4 ex>) means that 
~(n)/1V'2(n) tends to zero as n goes to infinity. 
Suppose we have a sequence of functions Jt0(n), '¥1(n),•••, 
satisfying 
(n --'>00) 
each j=1,2,••• and there exists a sequence of constants c0,c1,c2, ••• 
such that the following sequence of 0•formulas holds for f(n). 
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f'{n) = o( it,0 (n)) 
f'(n) = c0 ip0 (n) + o(}b1 (n)) 
(a. 1. 3) • • • • • • • • • • • • • • • • • • • • • • 
(n ~ oO) 
(n-4-oO) 
\ f'(n) = o0 1'o(n) + • • •+ c j-1Y'j_.1 (n).+ 0(1/JJn)) {n~ o0) l · . . . . . . . . . . . . . . . . . . . . . 
The whole set of formulas is represented by the single formula 
(a.1 .4) (n ~co) .• 
The right hand side of (a.1.4) is called an asymptotic expansion for 
f(n). We remark that rv is used in (a.1.4) since the right hand side 
may or may not converge. 
When the function of interest depends on a second parameter;, 
we again define the series in terms of the sequ~nce {Yj(•)} . This 
time, however, the coefficients cj are functions of; as are the 
0-f'unctions in the set of equations (a.1.,). It is usually desirable, 
although not necessary, to have these 0-:f'unctions uniform with respect 
to the parameter t. 
Now the asymptotic expansion (a.1.4) may not be unique, for if 
there is a function h(n), with h(n) = o( 11.' j(n)) (n ~ c:0) for all j, 
h(n)"'co ,y,0(n) + ••• + cj ~ j(n) + 
where c.=0 (all j). It follows that if f(n) 
J 
••• (n ~ clJ) 
is any function having 
an expansion, both f'(n) and f'(n) + h(n) have the same expansion. From 
this, we also see that if f'(n) is altered by subtracting a portion 
which is o( Vj(n)) for all j, the asymptotic expansion will remain 
unchanged. 
Further information regarding asY:lllptotic expansions in general may 
be obtained frqm Copson (1965), de Bruijn (1961), and Erd,lyi (1956). 
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Appendix A.2. Examples Belated to Wasow's Paper. 
As mentioned in the introduction, Wasow has conclusions much like 
those of' Chapter 1 and Chapter 2 of' this thesis. Wasow 1 s conditions (A) 
and (E) imply that for sufficiently large A., 
lg(t, ~ )I ~ M all t for some M 
and 
oO J g(t, ). )tmdt <cO 
-oo ' 
m ~ 0 arbitrary. 
In our application, g(t, ). ) would correspond to the density of n1"xn 
with A= n½, so that his g is related to our k and f' by 
· 2 . o0 2 
g(t,).) = k(t/}. )f A (t/)... )/)... f k(u)f' A (u)du 
. -o0 
where the denominator equals (2n)ik(O) + 0( 1,-1) as can be seen for 
example by Theorem 1.4.1. Consider first an example where 
sup g(t, A) = oo all A • Let f(x) = e-x
2
/ 2 all x. Let 
t 
( 1+x2f 1 
' 
-½ sx st 
e2j;2j(x-j+e-j'2-j) -j' -j j=;,4, ••• j-e 2 sxsj for 
k(x) = 
. ; ; 
-j' -j 
·-e2j 2j(x-j)+ej 
' 
jcxsj+e 2 for j=;,4,··· 
0 , elsewhere • 
In this case, it can be shown by straightforward calculations that 
(a.2.1) does not hold, but that the assumptions of' our_Theorem 1.5.; 
are nevertheless satisfied. 
As an_ example where none of the moments are finite so that (a.·2.2) 
is violated, take k(x) = 1 and 
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f(x) = :/l:g(Je+1) 
, -1 sxs1 
, jsXsj+f,/2 tor j=4,5,••• 
, elsewhere .. 
In this case, our assumptions are clearly satist;ed. While Wasow 1s 
results are more restrictive in these respects, they are less 
restrictive than ours in that the functions g(t, }..) do not nece~sarily 
have the form (a.2.,). 
-6,-
Appendix A.3. Convergence of the 
Posterior Distribution in Variation. 
LeCam (195,,1958) has shown that under quite gene~al conditions, 
the posterior distribution converges "in variationa to the normal 
distribution. The metric of this convergence is IIP-Qlf =2 sup l'P(B)-Q(B)( 
B~53 
where S is the Borel field. We now demonstrate that our expan·sions 
may be used to obtain the same result when the population has density 
c,.0.1). 
It can be shown that 
(a.,.1) IIP-Q fl = f IP-qi dY 
where p = dP/dv, q = dQ/dv, and v is some measure dominating both P and Q. 
In the present .situation, the limiting distribution I(•) has density 
<f)( •) with respect to Lebesgue measure and ~= ni-e- also has a 
density. Now s has the distribution function 
(a.,.2) 
. ~n-i . co 
Fn(t,r) = l p(-e/b + ~):f'n(e,r)da/ f p(e/b + ~)i1(-e-,r)d~ 
-~ ~ 
so that the density f'unction fn(~,r) is given by 
00 . 
<a.).,> rn Ct, r > 0 P ci + Sn-½ /b ):r'1 (!:n -i, r >,In½ f P(~/b + ~>:r'1c~. r )de- • 
-oo 
Again we argue pointwise on the almost sure set where t R(xi)/n 
converges to r. I:f' the assumptions of Theorem ,.1.1 hold, the 
0 
denominator of (a.,.,) equals 
(n ~ dJ) 
where the 0-:f'unction is uniform for the values of r under consideration. 
Now 
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(a.,.5) IIFn- ill= JJ<p(~) - f'n(~,r)ldt 
$ f ~(~).d't+ Jtn<~,r)dg + fl'P(t) - f'n(~ ,r)I d!l 
ttl· ~ln 1/ 6 j~'.l~ n-116 l~t ~n 1/ 6 
= I 1{n) + I 2(n) + r,(n) say. 
Here r1 (n) ~ 0 by the dominated convergence theorem. In Iin), l~~ u = tn-½ so that 
which goes to ~ero by (,.,.21) and· (,.,.22). We turn our attention 
to r5 ( n) -and note that Lemma . 5:. 5 .1 with' -e- replaced by ~ ·n-½ gives 
(a.5.6) Ip(~ + ~n -½/b)f'n(~n-½,r) - e-t2/ 2p(i)I se-_ ~ /2 ~1 ln-½lJ + A2 l~n-½I] 
for some A1 and A2 when l~I s£n f and I~ ;n-il s 1. That is, 
for sufficiently large n, the botmd works for l~I ~n1/ 6• Dividing 
(a.,.6) by the denominator of f in (a.,.,) which equals 
n . 2 
(2n)l'p(~) + O{n-1) and adding jcp(~) - e-~/2/ [{2n)t + O{n-1)] r 
to the result, we obtain a bound.for the integrand of I;(n). Integrati~g, 
we obtain -a bound on 1,(n) which goes to zero. Together with the 
previous results, t~is shows that flFn- ~II goes to zero. That is, on 
the almost sure set where t R(x1)/n converges to r 0 , Fn(~;r) converges_ 
in variation to ~(\)• LeOam (1958) actually makes the equivalent state-
. ,. 
ment that the difference between the posterior distribution of¢ and a 
. ,. 2 
normal distribution with mean~ and variance 1/nb (r) goes to zero in 
variation. Thus we are able to obtain a conclusion similar to LeOam 1s 
under more restrictive assumptions (as mentioned in Section;.;). 
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Appendix A.4. Relation to Laplace. 
The method used to obtain the expansion in Chapter 1 of this 
thesis is originally due to Laplace (see Laplace (1847), Book One, 
Sections 22-27)• We proved _the existence of an expansion for the 
integral Jk(x)f11(x)dx by following the development given by 
de Bruijn (1961) in which a double series approximation is fo~d for 
k(x):fl(x). An alternate method of giving a rigorous proof of Laplace's 
approximation would be to verify his original steps, which we now 
sketch. Consider for simplicity the case where k(x) e 1. We assume 
as in Chapter 1 that f(x) has a mode at :x=O and that f(x) is 
analy.tic for Ix I ~ o for some S > o. It will also be assumed that 
f(o)~1, f 1 (0)=0, and f"(O)= -1. n Laplace uses the notation y(x)=f (x), 
and then he defin~~ a quantity "V = x(-log y)-½ and denotes by u, 
dU2/dx, ••• the values ot-v, d~2/dx,••• evaluated at xi=O. Consider 
the integral of y(x_) from - e to e' where -e and -e I are positive 
numbers. Upon making the ~hange of variable t 2 =-logy, Laplace 
obtains the equation 
(a.4.1) 
where 
e• J y(x)dx = 
·-.g. 
T' -t2 dx dt J e ~t 
-T ai:. 
(a. 4. 2) dx/ d t = ~ ( d ju j+ 1 / dxj) t j / j ! . 
j=O 
Here T and T' are the values of [.-log y(-e-f1 and [_-1og :1( -e' )]'1 
respectively. Recall that under our assumptions, log f(x) has the 
expansion 
(a.4.:,) 
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The coefficients a,,a4 , ••• are given by (1.4.2). Using this expansion 
it ~s possib_le to e~tablish· (a.4.1) and (1.4.2) rigorously. We first 
make .the change of' variable tf = -log f(x) or more precisely 
t 1 = x(¼-a,x-a4x
2 
- ,,,)¼, '!'hen since this transformation is analytic 
in _some neighborhood '·of zero, the inverse function is given by the 
Lagr~ge series (see Markushevich (1965), Section 12) 
(a.4.4) 
so that 
.... 
(a.4.5) 
in some neighborhood of' t 1=0. Follo,ing this with the change of 
var.iable t = n1't1, we get (a.4.1) and (a.4. 2) •. 
Laplace (1847), Book One, Section 27, formula c states that 
(a.4.6) { d2u' } T' t2 y(x)dx = U + ½ ~ + • • • f e- dt 2dx -T 
-T
2 {dU2 d2u3 } 
+ i e dx - T 2dx2 + • • • 
.. · 
1 -T'
2{ dU2 'I d2u' } 
-1ae -+T-+••• 
, dx 2dx2 
where -a., e',T, and T1 have the same relation as in (a.4.1 ). The right 
hand side may be obtained formally from (a.4.1) by first integrating 
termwise and then by parts. Consider first the case where 8= e'= oo. 
The expansion (a.4.6) gives 
(a.4. 7) ... } • 
In this case, the term by term integration may be shown to yield a 
v~lid asymptotic expansion by Watson's Lemma (see Copson (1965), 
page 49). As in Chapter 1, we would use Lemma 1.4.1 to neglect all 
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but a small neighborhood of zero for the· left hand side. Then this 
would, tm.der the change of variable to t 1, transform to a neighborhood 
of zero, say tt11s 2 g1, where the right hand side of (a.4.5) is a 
convergent series. That is 
00 s, 2 J y(x)dx = J_ s e-nt1 dx + O(n-M) cit dt, 
- cO 1 
1 
for every M > o. Define a function ¢( •) by 
{
. dx/dt1, for 1t11 s 2 81 fl(t,) = 
0 , elsewhere. 
(n ~ o0) 
r:P 2 
Then according to Watson's Le~a, J e-nt1 ¢(t1)dt has an asymptotic 0 
expansion, and the result (a.4.7) would follow. That is, the lemma 
shows that the terms obtained formally really are of the correct orqers 
so that t~ey do gi~e a true asymptotic expans;on. Cop~on_(1965), page,, 
credits Poincare with originating the modern theory of' asymptotic . 
expansions in a paper written in 1886. Laplace then would not have 
had a precise definition of an expansion and would have just ordered 
the terms according to the power of n which enters them. Going 
back to the case where e and e 1 · are not inf'ini te, the situation is 
s~en to be more complex, but it seems possible that the ab~e technique 
would again show that the term by term integration would lead to an 
asymptotic expansion. However with T and T1 as functions of n, it 
may be necessary to turther expand the terms in (a.4.6). This is the 
case when we obtain (a.4.9) below. 
Let us now. evaluate U, du?/dx, and d2U,/dx2 in terms of' the 
derivatives of' log f(x) given in (a.4.,). By definition, 
'V m xn-½ [-log f'(x) J -½ 
so that we may also write 
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By straightforward calculation, we see that U .. 2½n-½, du2/dx .. 22a,n-1, 
and d2u'/dx2 a ,,.2'/2a4 + 15•2'/2a~)n-,/2 • According to· (a.4.7), 
we have 
<:IJ 
(a.4.8) L,Y<x)dx .. n-ic2rr>"' [1 • c,a4 • 15a;/2)n-
1 
•••• J 
This agrees with our first correction term.~ 
~n 2 
The other· integr~l of interest is I 
00 
y(x)dx._ In this case, 
the upper limit of integration T1 is equal t~. [-n log f( t n-iili • 
Upon expanding log f( • ), we have, taking 5>0 for convenience, 
T 1 = f, 2-½ [ 1 - a,~ n -f + O(n-1 )] (n __,, co) 
where the 0-f'unction may depend on ~ • · Writing 
• 
T' 2 f 8-t dt == 
- cO 
;2-½ 2 J e-t dt + 
-cO 
1 ..1.:. 
·..l. ..... l2 -2 2 
t1-e--a,2 e ':> n e-t dt + O(n-1) (n....,.. ca) 
t2-i 
and expanding the terms in the manner of' Dorogocev (1962), we find 
that (a.4.6) gives 
-½ 
(a.4.9) }: y(x)dx = n-½(2rr)½[~t)-4'(~ )a,(~/+2)n-f J + O(n-,/2)(n-+oa) • 
Again the first correction term agrees with our result. With 
increasing difficulty, we could check the higher order terms. 
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