Abstract -In real-world environments such in air combat missions the agents continuously receive perceptual inputs from the environment that is highly dynamic (unpredictable) and uncertain. The aircraft often have to reorganise themselves and to make decisions under time constraints. Two modes of control are thus necessary: planning and reaction. By planning we mean both building a course of action before execution, and reaction as dynamic replanning which interleaves planning and execution. Furthermore, in air combat simulation the plans adopted by the agents in response to external events are known in advance and are not generated by the agents as in other domains. To be reactive, the agents have to choose dynamically the appropriate plans and to coordinate their actions. We present how we take into account new events thanks to dynamic allocation of tasks by model of tasks and goals by integrating time notions in the selection of action plans and coordinate mechanisms. Operations on plans under time constraints are also examined in order to enable the simultaneous management of several events. The whole system is integrated into VirtualRobot, a graphical software application, which provides a flexible and open platform to work on robotics. Through VirtualRobot we can incorporate important features into the system as simulation of sensing actions or a monitoring mechanism. Additionally, the planning algorithm is able to work in timelimited situations and use numeric variables. All these features make our planningsystem be a nice toolkit to deal with reactive robot planning.
I. INTRODUCTION
Research in classical planning has been carried out under some non-realistic assumptions as static, deterministic and completely accessible environments [12] . In order to overcome these simplifications, new approaches like universal, conformant, conditional or probabilistic planning has arisen. Nevertheless, in these approaches, the plan execution monitoring is just a simple mechanism that executes the received plan and checks that everything happens as planned. In case that an unexpected event occurs, it is necessary to compute a new plan from scratch or to try to repair the old plan [3] .
In general, plan generation for autonomous systems (like mobile robots) cannot be separated from its execution. Planned actions will be executed in unpredictable and dynamic environments, so plans are more likely to fail. Moreover, there is information that can only be acquired during execution time. Reactive planning integrates plan generation and execution, which constitutes a suitable platform to deal with realworld problems. In reactive planning, an agent is defined as a combination of a planner plus a reactor [13] , and this approach is the basis of the work presented in this paper. In real-world environments such as air combat missions the agents continuously receive perceptual inputs from the environment that is highly dynamic (unpredictable) and uncertain. The aircraft often have to reorganize themselves and to take decisions under time constraints. Two modes of control are thus necessary: planning and reaction. By planning we will understand both building a course of action before execution, and reaction as dynamic replanning which interleaves planning and execution. Furthermore, in air combat simulation the plans adopted by the agents in response to external events are known in advance and are not generated by the agents as in other domains. To be reactive, the agents have to choose dynamically the appropriate plans and to coordinate their actions. The integration of the planner and the reactor is carried out through the use of VirtualRobot Simulator (VRS), a graphical simulator part of VirtualRobot suite. Nowadays, graphic simulators for robotic systems are indispensable in most of the robot design, learning and exploitation steps. Technological advances and improvements in computing engineering allow this kind of applications to be applied on any field in robotics: industrial robotics [7] , mobile robotics (Yang et al.1997 ), sub-aquatic robotics [2] or aerospatial robotics [9] . In addition, they have become significantly more powerful and flexible. Thanks to the inclusion of new capabilities such as sensor data, simulation software is not only dedicated to simulate robot behaviour, but also is useful for design, analysis and validation of techniques as collision detection, motion planning, sensor modelling, and evaluation of control architectures and so on.
II. SYSTEM ARCHITECTURE
The system is composed of several agents working in the same environment. Agents can be classified in planning agents and external agents. Agents of the former type are composed of a planner and a reactor (see Fig. 1 ). They are in charge of computing and executing plans to achieve goals, which can vary along the time. External agents, like people or natural phenomena, are capable of modifying the environment without the need of the knowledge of the planning agents. They produce most of the unexpected events that the planning agent detects during the plan execution through a monitoring process. Initially, planning agents have some knowledge about the state of the world (environment model). Normally, this knowledge will be incomplete and inaccurate. The reactor asks the planner for one or more actions when it is 
III. REACTIVE AGENTS
− Different ways of specifying the action − Logic-based: decision function implemented as a theorem prover(plus control layer) − Reactive: (hierarchical) condition → action rules − BDI: manipulation of data structures representing Beliefs, Desires and Intentions − Layered: combination of logic-based (or BDI) and reactive decision strategies 
IV. A SIMPLE REACTIVE ARCHITECTURE
The subsumption diagram (figure 3) 
V. REACTIVE PLANNING
In a reactive environment it is not feasible to find a complete plan before starting the execution. That is the reason why the planning algorithm follows the design principles of the anytime algorithms [3] . The planning algorithms are also based on the divide-and conquer methodology: split the problem into smaller sub problems, solve these sub problems and combine the obtained solutions. The planning algorithm computes a plan for each top-level goal separately. However, combining these plans may cause conflicts between each other that are hard to solve [14] . The overall working scheme is shown in Fig.  2 . A planning problem P= (O, I, G) is a triple where O is the set of operators, I the initial state and G the top-level goals. This algorithm starts from the current state S0, which initially corresponds to me. The planning algorithm works in four stages:
The preprocess stage. This stage consists of computing all ground actions and literals, starting from the operators, predicates and objects. These calculations speed up the following planning stages. This preprocessing stage is usually done once but, in dynamic environments, the number of actions and literals can change [15] , so new objects can appear giving rise to new possible actions and literals. required in the domain. If there are no deadlines to return a plan, the answer can be delayed until the planner has computed a good plan. When the reactor requests an action, the planner must reply as soon as possible according to the environment time constraints. The reactor translates the action into a set of low-level actions (see Example 1) and it sends these actions to the environment. Therefore, a high-level action cannot be considered as an atomic executable action, so the reactor must have a recovery mechanism to reach a valid state if the action execution fails in an intermediate stage. In this case, the reactor updates the information the planner has about the world and notifies the unexpected outcome to the planner. 
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VI. SIMULATION PLATFORM: VIRTUALROBOT
VirtualRobot [10, 11] is a freeware software suite* in the sense that includes several programs for robotics application, research and education, with a graphical representation based on OpenGL. VirtualRobot is designed for low cost platforms and used as the common interface for all the applications. VirtualRobot is composed of: Copyright © 2014 IJECCE, All right reserved 559
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A basic geometric modellerVirtualRobotModeller (VRM), to create and edit geometric and kinematics models. A geometric data translator, VirtualRobot Translator (VRT) to convert files from AutoCAD® DXF and VRML file formats in addition to a special plug-in module to export data from 3DStudio Max®. The main platform for simulation, VirtualRobot Simulator (VRS), including some components (a set of adaptable Dynamic Link Libraries) and external applications (VRS Tools, VRM Tools and VRS Demos).
VII. MULTI-AGENT PLANNING
An important aspect encountered in Air-Combat simulation is the need for coordinated behavior modelling. The coordination issue is central in multi-agent systems since the agents that constitute a multi-agent system have to coordinate their activities. A way to enhance agents' cooperation is to give them capabilities that enable to forecast and plan cooperatively their actions. Several works deal with multi-agent planning as a coordination strategy [4, 8] . Generally, these works address the post planning. First, the agents generate individual plans and then attempt to merge them in a global plan (the multiagent plan) where the execution of the local plans is compatible. This post planning process lies on the detection of sub-goals and conflicting situations in order to remove them.
One of the major properties of multi-agent planning is the distribution that distinguishes it from traditional (centralised) planning. Although this notion is inherent to multi-agent systems, it becomes ambiguous when it qualifies planning. Indeed, we have to question on what is really distributed. Distribution may concern either the planning process itself or the resulting plans (or even both) [4] . So, different types of multi-agent planning can be considered [6] :
Centralized planning and distributed plans
The planning process is centralized in a specific agent (the coordinator) and the resulting plan is distributed over the agents. The plan is partially ordered and the parallel actions can be concurrently executed by several agents. The coordinator can be designated after a negotiation cycle between the agents. It is the case of the Air Traffic Control application [1] where the aim of the agents is to build coherent flying plans. This type of planning makes conflict easy to solve and the convergence to a global solution, but it suffers from the traditional disadvantages of centralized control, such as the lack of robustness or the communication bottleneck.
Besides, this approach is not very reactive. Every occurring problem during the execution of a plan has to be passed to the coordinator who may decide to activate some replanning operations. So, the coordinator should maintain a continuously updated representation of execution states in order to solve the conflicts [8, 10] .
Distributed planning and centralized plan
We assume here that the problem to be solved (i.e. the tasks to be achieved) is decomposed in sub-tasks and each of them is planned by an agent. The agents have to interact with each other to synchronize and merge the local plans in order to constitute a unique multi-agent plan.
Distributed planning and distributed plans
This approach of distributed planning is undoubtedly the most challenging because it does not assume that global plan exists somewhere in the system, and yet the distributed plans are compatible, i.e. their executions do not cause conflicts between agents [4] .
VIII. OPERATIONS ON PLANS
The choice of the relevant operations is time dependent. We take the hypothesis that we will always try to treat all the goals concurrently if there are enough resources in the system. The following section is devoted to describe the operators on plans and finally depicting several behaviours. Before choosing what type of operation an agent is allowed to do, he verifies if he can maintain the global goal. In fact, an agent can have different behaviours: to keep his current plan and to cope with the new allocated tasks or to distribute his current plan (i.e. set of tasks) over the other agents. In the last case [11] , we consider that the agent does not maintain the global goal himself but this goal is maintained by the others. In an extreme case, the agent cannot maintain the global goal, i.e. he cannot keep his initial set of tasks and simultaneously manage the new tasks.
IX. CONCLUSION
In real-world environments such as air combat mission the agents continuously receive perceptual inputs from the environment that is highly dynamic (unpredictable) and uncertain. The aircraft often have to reorganize themselves and to take decisions under time constraints. In this paper we focused on the multi-agent technology that provides an interesting framework to design human-like behaviours and to model collective behaviours and also on reactive planning that is appropriated to deal with the related domain which requires both reactive and pro-active behaviours [5] .
The SCALA project based on the multi-agent paradigm proposes a functional approach to design complex systems and provides tools to rapidly setting up simulations. The designer is supported by tools enabling the modeling of high-level behaviours through the graphs of dependencies that contain the necessary information to coordinate agents' activities. Indeed in air combat simulations the plans adopted by the agents in response to external events are known a priori and are not generated by the agents as in other domains, but the agents have to dynamically choose the relevant plans and then to coordinate their actions.
