Whittaker modules for the Schr\"odinger-Virasoro algebra by Zhang, Xiufu & Tan, Shaobin
ar
X
iv
:0
81
2.
32
45
v6
  [
ma
th.
RA
]  
14
 O
ct 
20
09
Whittaker modules for the Schro¨dinger-Virasoro
algebra
Xiufu Zhang 1,2, Shaobin Tan 1, Haifeng Lian 3
1. School of Mathematical Sciences, Xiamen University, Xiamen 361005, China
2. School of Mathematical Sciences, Xuzhou Normal University, Xuzhou 221116, China
3. School of Computer and Information, Fujian Agriculture and Forestry University, Fuzhou 350002, China
Abstract
In this paper, Whittaker modules for the Schro¨dinger-Virasoro algebra sv
are defined. The Whittaker vectors and the irreducibility of the Whittaker
modules are studied. sv has a triangular decomposition according to the
Cartan algebra h :
sv = sv− ⊕ h⊕ sv+.
For any Lie algebra homomorphism ψ : sv+ → C, we can define Whittaker
modules of type ψ. When ψ is nonsingular, the Whittaker vectors , the irre-
ducibility and the classification of Whittaker modules are completely deter-
mined. When ψ is singular, by constructing some special Whittaker vectors,
we find that the Whittaker modules are all reducible. Moreover, we get some
more precise results for special ψ.
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1 Introduction
The Schro¨dinger-Virasoro algebra sv, playing important roles in mathematics
and statistical physics, is a infinite-dimensional Lie algebra first introduced by M.
Henkel in [7] by looking at the invariance of the free Schro¨dinger equation. This
infinite-dimensional Lie algebra contains both the Lie algebra of invariance of the
free Schro¨dinger equation and the centerless Virasoro algebra (Witt algebra) as
* Supported by the National Natural Science Foundation of China (No. 10671160).
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subalgebras. As natural deformations of the Schro¨dinger-Virasoro algebra sv, the
twisted Schro¨dinger-Virasoro algebra, ε-deformation Schro¨dinger-Virasoro algebra,
the extended Schro¨dinger-Virasoro algebra and the generalized Schro¨dinger-Virasoro
algebras are introduced in [20]-[22]. The derivations, the 2-cocycles, the central
extensions and the automorphisms for these algebras have been well studied by
many authors (e.g., [6],[11], [20]-[23]).
With respect to the representation theory for Schro¨dinger-Virasoro algebra, the
weight modules is well studied in [10], there it is proved that an irreducible weight
module with finite-dimensional weight spaces over the Schro¨dinger-Virasoro algebras
is a highest/lowest weight module or a uniformly bounded module. This is the
analogue of a well known classical result in the Virasoro algebra setting conjectured
by V. Kac and proved or partially proved by many authors (see [12], [13] and [19]).
In this paper, we construct and study the so called Whittaker modules for the
Schro¨dinger-Virasoro algebra sv which are not weight modules.
The notion of Whittaker modules is first introduced by D. Arnal and G. Pinczon
in [1] in the process of construction of a very vast family of representations for
sl(2). The versions of Whittaker modules of the complex semisimple Lie algebras
are generalized by Kostant in [9]. The prominent role played by Whittaker modules
is illustrated by the main result in [3] about the classification of the irreducible
modules for sl2(C). The result illustrate that the irreducible sl2(C)-modules fall
into three families: highest (lowest) weight modules, Whittaker modules, and a
third family obtained by localization. Since the construction of Whittaker modules
depends on the triangular decomposition of a finite-dimensional complex semisimple
Lie algebras, it is natural to consider Whittaker modules for other algebras with a
triangular decomposition. Recently, the Whittaker modules for Virasoro algebras,
Heisenberg algebras, affine Lie algebras as well as generalized Weyl algebras are
studied by M. Ondrus, E. Wiesner, K. Christodoulopoulou, G. Benkart, etc.(see [2],
[5], [14], [16] and [17]).
The Schro¨dinger-Virasoro algebra sv has a triangular decomposition: sv =
sv− ⊕ h ⊕ sv+. For any Lie algebra homomorphism ψ : sv+ → C, we can de-
fine Whittaker modules of type ψ for sv. Moreover, for ξ ∈ C, we can construct
two special Whittaker modules Wψ and Lψ,ξ for sv(see section 2). In section 3 and
section 4 we will study the Whittaker modules of nonsingular type. In section 3,
the Whittaker vectors of Wψ and Lψ,ξ are studied. In section 4, The classification
of the irreducible Whittaker modules of nonsingular type is studied. In the final
section, we study the Whittaker modules of singular type. The Whittaker vectors
of Wψ and Lψ,ξ are studied. By constructing some special Whittaker vectors, we see
that Lψ,ξ are all reducible. We also get some more precise results for special ψ.
Throughout this paper the symbols C,N, Z, Z+ and
∑
represent for the complex
field, the set of nonnegative integers, the set of integers, the set of positive integers
and the sum with finite summands respectively.
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2 Definitions and Notations
The Schro¨dinger-Virasoro algebra sv is defined to be a Lie algebra with C-basis
{Ln,Mn, Yn+ 1
2
| n ∈ Z} subject to the following Lie brackets:
[Lm, Ln] = (n−m)Ln+m, [Lm,Mn] = nMn+m,
[Lm, Yn+ 1
2
] = (n +
1−m
2
)Ym+n+ 1
2
,
[Ym+ 1
2
, Yn+ 1
2
] = (n−m)Mm+n+1,
[Mm,Mn] = [Mm, Yn+ 1
2
] = 0.
It is easy to see the following facts about sv :
(i) The center of sv is CM0.
(ii) sv is a semi-direct product of the Witt algebra Vir0 =
⊕
n∈Z CLn and the
two-step nilpotent infinite-dimensional Lie algebra g =
⊕
n∈Z CMn ⊕
⊕
n∈Z CY 12+n
.
(iii) sv has a triangular decomposition according to the Cartan algebra h =
CL0 ⊕ CM0 :
sv = sv− ⊕ h⊕ sv+,
where
sv+ = spanC{Ln,Mn, Y 1
2
+m|m ∈ N, n ∈ Z+},
sv− = spanC{L−n,M−n, Y− 1
2
−m|m ∈ N, n ∈ Z+}.
(iv) sv+ (resp. sv−) is generated by L1, L2,M1 and Y 1
2
(resp. L−1, L−2,M−1 and
Y− 1
2
).
In the following of this section we give some notations which will be frequently
used to describe the basis of the universal enveloping algebra U(sv) and the basis
of Whittaker modules for the Schro¨dinger-Virasoro algebra. Set
b+ = sv+ ⊕ h, b− = sv− ⊕ h.
Let C[M0] be the polynomial algebra generated byM0. Obviously, C[M0] is contained
in Z(sv), the center of U(sv).
As in [18], for a non-decreasing sequence of positive integers: 0 < µ1 ≤ µ2 ≤
· · · ≤ µs, we call µ = (µ1, µ2, · · · , µs) a partition, and for a non-decreasing sequence
of non-negative integers: 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λr, we call λ˜ = (λ1, λ2, · · · , λr) a
pseudopartition. Let P denote the set of partitions, and let P˜ represent the set of
pseudopartitions. Then P ⊂ P˜ . For λ˜ ∈ P˜ , we also write λ˜ = (0λ(0), 1λ(1), 2λ(2) · · · ),
where λ(k) is the number of times of k appears in the pseudopartition and λ(k) = 0
for k sufficiently large. Then a pseudopartition λ˜ is a partition whenever λ(0) = 0.
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For µ = (µ1, µ2, · · · , µs) ∈ P, λ˜ = (λ1, λ2, · · ·λr) and ν˜ = (ν1, ν2, · · ·νt) ∈ P˜ , we
define
|λ˜| = λ1 + λ2 + · · ·+ λr,
1
2
+ ν˜ = (
1
2
+ ν1,
1
2
+ ν2, · · · ,
1
2
+ νt),
|
1
2
+ ν˜| = (
1
2
+ ν1) + (
1
2
+ ν2) + · · ·+ (
1
2
+ νt),
#(λ˜) = λ(0) + λ(1) + · · · ,
#(µ, ν˜, λ˜) = #(µ) + #(ν˜) + #(λ˜),
L−eλ = L−λr · · ·L−λ2L−λ1 = · · ·L
λ(2)
−2 L
λ(1)
−1 L
λ(0)
0 ,
M−µ =M−µs · · ·M−µ2M−µ1 = · · ·M
µ(2)
−2 M
µ(1)
−1 ,
Y− 1
2
−eν = Y− 1
2
−νt · · ·Y− 12−ν2
Y− 1
2
−ν1
= · · ·Y
ν(1)
− 1
2
−1
Y
ν(0)
− 1
2
.
For the sake of convenience, we define 0¯ = (00, 10, 20, · · · ) and set L0¯ =M0¯ = Y 1
2
+0¯ =
1 ∈ U(sv). In the following, we regard 0¯ as an element of P and P˜.
For any (µ, ν˜, λ˜) ∈ P × P˜ × P˜ and pµ,eν,eλ(M0) ∈ C[M0], it is obvious that
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλ ∈ U(sv)−(|µ|+| 1
2
+eν|+|eλ|),
where U(sv)a = {x ∈ U(sv)|[L0, x] = ax} is the a-weight space of U(sv).
Definition 2.1. Let V be a sv-module and let ψ : sv+ → C be a Lie algebra
homomorphism. A vector v ∈ V is called a Whittaker vector if xv = ψ(x)v for
every x ∈ sv+. A sv-module V is called a Whittaker module of type ψ if there
is a Whittaker vector w ∈ V which generates V. In this case we call w the cyclic
Whittaker vector.
The Lie algebra homomorphism ψ is called nonsingular if ψ(M1) is nonzero,
otherwise ψ is called singular. The Lie brackets in the definition of sv force ψ(Ln) =
ψ(Mm) = ψ(Y 1
2
+k) = 0 for n ≥ 3, m ≥ 2, k ≥ 1.
For a Lie algebra homomorphism ψ : sv+ → C, we define Cψ to be the one-
dimensional sv+-module given by xα = ψ(x)α for x ∈ sv+ and α ∈ C. Then we
have an induced sv-module
Wψ = U(sv)⊗U(sv+) Cψ. (2.1)
For ξ ∈ C, (M0 − ξ)Wψ is a submodule of Wψ since M0 is in the center of sv. Set
Lψ,ξ := Wψ/(M0 − ξ)Wψ. (2.2)
Then Lψ,ξ is a quotient module for sv. The following facts about Wψ are obvious:
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(i)Wψ is a Whittaker module of type ψ, with cyclic Whittaker vector w := 1⊗1;
(ii) The set
{Mk0M−µY− 1
2
−eνL−eλw|(µ, ν˜, λ˜) ∈ P × P˜ × P˜, k ∈ N} (2.3)
forms a basis of Wψ. This follows from the PBW theorem and the fact that
{Mk0M−µY− 1
2
−eνL−eλ|(µ, ν˜, λ˜) ∈ P × P˜ × P˜, k ∈ N} (2.4)
is a basis of U(b−);
(iii) Wψ has the universal property in the sense that for any Whittaker module
V of type ψ generated by w
′
, there is a surjective homomorphism ϕ : Wψ → V such
that uw 7→ uw
′
, ∀u ∈ U(b−). Hence we call Wψ the universal Whittaker module of
type ψ.
For any 0 6= v =
∑
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλw ∈ Wψ, we define
maxdeg(v) := max{|µ|+ |
1
2
+ ν˜|+ |λ˜||pµ,eν,eλ(M0) 6= 0},
maxL0(v) := max{λ(0)|pµ,eν,eλ(M0) 6= 0}.
We set maxdeg(w) = 0, maxdeg(0) = −∞.
Remark 2.2. For any x ∈ U(sv+), w
′
= uw, u ∈ U(b−), we have
(x− ψ(x))w
′
= [x, u]w.
In particular,
(En − ψ(En))w
′
= [En, u]w,
where En = Ln or Mn or Y 1
2
+(n−1), ∀n ∈ Z+.
For m ∈ Z+, n, k ∈ N, µ ∈ P, λ˜, ν˜ ∈ P˜, we give some identities of U(sv), each of
them can be checked by induction on #(λ˜) or #(ν˜) or a ∈ N :
MmL−eλ =
∑
aiM−miL
− eλ′
(i) +
∑
biL
−fλ′′
(i)Mni + L−eλMm, (2.5)
where ai, bi ∈ C, mi ≥ 0, 0 < ni ≤ m, |λ˜
′
(i)
| + mi = |λ˜
′′
(i)
| − ni = |λ˜| − m, and
λ
′′ (i)
(0) < λ(0) if ni = m.
MmL
a
−k =
a∑
i=0
(−1)i(
i−1∏
j=0
(m− jk))(ai )L
a−i
−k Mm−ik. (2.6)
Y 1
2
+nL−eλ =
∑
aiY− 1
2
−mi
L
− eλ′
(i) +
∑
biL
−fλ′′
(i)Y 1
2
+ni
+ L−eλY 12+n
, (2.7)
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where ai, bi ∈ C, 0 ≤ ni ≤ n, |λ˜
′
(i)
| + (1
2
+mi) = |λ˜
′′
(i)
| − (1
2
+ ni) = |λ˜| − (
1
2
+ n),
and λ
′′(i)
(0) < λ(0) if ni = n.
Y 1
2
+nY− 1
2
−eν =
∑
biY
− 1
2
− eν
′
(i)Mni + Y− 1
2
−eνY 1
2
+n, (2.8)
where bi ∈ C, ni ≤ n, |
1
2
+ ν˜ ′
(i)
| − ni = |
1
2
+ ν˜| − (1
2
+ n).
LnL−eλ =
∑
aiL
−fλ′′
(i)Lni + L−eλLn, (2.9)
where ai ∈ C, ni ≤ n, λ˜
′′
(i)
− ni = |λ˜| − n, and λ
′′ (i)
(0) < λ(0) if ni = n.
LnM−µ =
∑
aiM−µ′ (i) +
∑
biM−µ′′ (i)Mmi +M−µLn, (2.10)
where ai, bi ∈ C, mi < n, |µ
′(i)
| = |µ
′′ (i)
| −mi = |µ| − n.
LnY− 1
2
−eν =
∑
aiY
− 1
2
− eν′
(i) +
∑
biY
− 1
2
−fν′′
(i)Y 1
2
+ni
+
∑
ciY
− 1
2
−fν′′
(i)Mmi + Y− 1
2
−eνLn,
(2.11)
where ai, bi, ci ∈ C, mi, ni < n, |
1
2
+ ν˜ ′
(i)
| = |1
2
+ ν˜ ′′
(i)
| − (1
2
+ ni) = |
1
2
+ ν˜| − n.
3 Whittaker vectors for Whittaker modules of non-
singular type
In this section we always assume that the Lie homomorphism ψ is nonsingular,
that is ψ(M1) 6= 0. Let Wψ and Lψ,ξ be the Whittaker modules for Schro¨dinger-
Virasoro sv defined by (2.1) and (2.2) respectively. The main results of this section
are given in Theorem 3.5 and Theorem 3.7 in which we characterize the Whittaker
vectors in Wψ and Lψ,ξ. For this purpose, we first give a series lemmas which will
be used to prove our main results.
Lemma 3.1. Let En be defined in Remark 2.2, w = 1 ⊗ 1 ∈ Wψ be the cyclic
Whittaker vector. For n ∈ Z+,
EnM−µY− 1
2
−eνL−eλw = v
′
+ v
′′
+ ψ(En)M−µY− 1
2
−eνL−eλw,
where maxdeg(v
′
) < |µ|+ |1
2
+ ν˜|+ |λ˜|, maxL0(v
′′
) < λ(0).
Proof. If En = Mn, the result follows from (2.5). If En = Y 1
2
+(n−1), it follows from
(2.8), (2.5) and (2.7). If En = Ln, it follows from (2.10), (2.11), (2.9), (2.5) and
(2.7). 
Lemma 3.2. (i) For m ∈ Z+, λ˜ ∈ P˜ , then maxdeg(MmL−eλw) ≤ |λ˜| −m+ 1;
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(ii) For a, k ∈ N, then
[Mk+1, L
a
−k]w = v − a(k + 1)ψ(M1)L
a−1
−k w,
where maxdeg(v) < (a− 1)k if k > 0, and maxL0(v) < a− 1 if k = 0;
(iii) Suppose λ˜ = (kλ(k), (k + 1)λ(k+1), · · · ), λ(k) 6= 0. Then
[Mk+1, L−eλ]w = v − (k + 1)λ(k)ψ(M1)L− eλ′w,
where λ˜′ satisfies λ
′
(k) = λ(k)− 1, λ
′
(i) = λ(i) for all i > k, maxdeg(v) < |λ˜| − k if
k > 0 or v = v
′
+ v
′′
with maxdeg(v
′
) < |λ˜| − k and maxL0(v
′′
) < λ(k)− 1 if k = 0;
Proof. (i) follows from (2.5) and the fact that ψ(Mi) = 0 if i ≥ 2. (ii) follows from
(2.6). For (iii), we denote L−eλ = L− eλ′L
λ(k)
−k . Then
[Mk+1, L−eλ]w = [Mk+1, L− eλ′ ]L
λ(k)
−k w + L− eλ′ [Mk+1, L
λ(k)
−k ]w. (3.1)
By using the assumption of k, we see that [Mk+1, L− eλ′ ] ∈ U(b
−) and
maxdeg([Mk+1, L− eλ′ ]L
λ(k)
−k w) < |λ˜| − k.
For the second term on the right hand side of (3.1), by using (ii) we see that
L
− eλ′
[Mk+1, L
λ(k)
−k ]w = L− eλ′v − a(k + 1)ψ(M1)L− eλ′L
a−1
−k w,
where
maxdeg(L
− eλ′
v) < (a− 1)k + |λ˜′| = |λ˜| − k
if k > 0, and
maxL0(L− eλ′v) < a− 1 = λ(0)− 1
if k = 0. Thus (iii) holds. 
Lemma 3.3. For m, k ∈ N, ν˜, λ˜ ∈ P˜ , we have
(i) maxdeg([Y 1
2
+m, Y− 1
2
−eνL−eλ]w) ≤ |
1
2
+ ν˜|+ |λ˜| − (1
2
+m) + 1;
(ii) If ν(i) = λ(i) = 0 for all 0 ≤ i ≤ k, then
maxdeg([Y 1
2
+k+1, Y− 1
2
−eνL−eλ]w) ≤ |
1
2
+ ν˜|+ |λ˜| − k − 1;
(iii) If λ(i) = 0 for all 0 ≤ i ≤ k, ν(j) = 0 for all 0 ≤ j < k and ν(k) 6= 0, then
[Y 1
2
+k+1, Y− 1
2
−eνL−eλ]w = v − 2(1 + k)ψ(M1)ν(k)Y− 1
2
− eν′
L−eλ,
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where maxdeg(v) < |λ˜| + |1
2
+ ν˜| − 1
2
− k, ν
′
satisfies that ν
′
(i) = ν(i) for all i 6= k
and ν
′
(k) = ν(k)− 1.
Proof. For (i), note that
[Y 1
2
+m, Y− 1
2
−eνL−eλ]w = [Y 12+m
, Y− 1
2
−eν ]L−eλw + Y− 12−eν
[Y 1
2
+m, L−eλ]w. (3.2)
By using (2.8) and Lemma 3.2 (i) to the first term on the right hand side of (3.2),
we see that
maxdeg([Y 1
2
+m, Y− 1
2
−eν ]L−eλw) ≤ |
1
2
+ ν˜|+ |λ˜| − (
1
2
+m) + 1.
By using (2.7) to the second term on the right hand side of (3.2), we see that
maxdeg(Y− 1
2
−eν [Y 1
2
+m, L−eλ]w) ≤ |
1
2
+ ν˜|+ |λ˜| − (
1
2
+m) +
1
2
.
Thus (i) holds.
For (ii), by using the assumption of k, we see that [Y 1
2
+k+1, Y− 1
2
−eν ] ∈ U(b
−).
Thus
maxdeg([Y 1
2
+k+1, Y− 1
2
−eν ]L−eλw) ≤ |λ˜|+ |
1
2
+ ν˜| − (
1
2
+ k + 1).
By using (2.7), we see that
maxdeg(Y− 1
2
−eν [Y 1
2
+k+1, L−eλ]w) ≤ |λ˜|+ |
1
2
+ ν˜| − (k + 1).
Thus (ii) follows.
Finally, for (iii), we denote Y− 1
2
−eν = Y− 1
2
−fν′′
Y
ν(k)
− 1
2
−k
. Then
[Y 1
2
+k+1, Y− 1
2
−eνL−eλ]w = [Y 12+k+1
, Y
− 1
2
−fν′′
]Y
ν(k)
− 1
2
−k
L−eλw + Y− 1
2
−fν′′
[Y 1
2
+k+1, Y
ν(k)
− 1
2
−k
]L−eλw
+ Y
− 1
2
−fν
′′
Y
ν(k)
− 1
2
−k
[Y 1
2
+k+1, L−eλ]w. (3.3)
For the first term on the right hand side of (3.3), since [Y 1
2
+k+1, Y− 1
2
−fν
′′
] ∈ U(b−),
we see that
maxdeg([Y 1
2
+k+1, Y− 1
2
−fν′′
]Y
ν(k)
− 1
2
−k
L−eλw) ≤ |
1
2
+ ν˜|+ |λ˜| − (
1
2
+ k + 1).
For the second term, since [Y 1
2
+k+1, Y
ν(k)
− 1
2
−k
] = −2(k + 1)Y
ν(k)−1
− 1
2
−k
M1 and [M1, L−eλ] ∈
U(b−) according to the assumption of k, by using (2.5), we see that
Y
− 1
2
−fν′′
[Y 1
2
+k+1, Y
ν(k)
− 1
2
−k
]L−eλw = v
′
− 2(k + 1)ψ(M1)ν(k)Y− 1
2
− eν′
L−eλw,
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where maxdeg(v
′
) ≤ |λ˜|+ |1
2
+ ν˜| − (1
2
+ k + 1), ν
′
satisfies that ν
′
(i) = ν(i) for all
i 6= k and ν
′
(k) = ν(k)− 1.
For the third term, note that ψ(Y 1
2
+k+1) = 0, by using (2.7), we see that
maxdeg(Y
− 1
2
−fν′′
Y
ν(k)
− 1
2
−k
[Y 1
2
+k+1, L−eλ]w) ≤ |
1
2
+ ν˜|+ |λ˜| − k − 1.
Thus (iii) follows. 
Lemma 3.4. For m ∈ N, µ ∈ P, ν˜ ∈ P˜ , we have
maxdeg([Lm,M−µY− 1
2
−eν ]w) ≤ |µ|+ |
1
2
+ ν˜| −m+ 1.
Proof. By (2.10) and (2.11), we can write LmM−µY− 1
2
−eν as a linear combination of
the PBW basis (2.4) of U(sv) :
LmM−µY− 1
2
−eν =
∑
µ′ , eν′
p
µ
′
, eν
′ (M0)M−µ′Y− 1
2
− eν
′
+
∑
µ′′ ,fν′′ ,n,En
p
µ′′ ,fν′′ ,n
(M0)M−µ′′Y− 1
2
−fν′′
En,
where n ∈ Z+, µ
′
, µ
′′
∈ P, ν˜ ′ , ν˜ ′′ ∈ P˜ satisfying |µ
′
|+ |1
2
+ ν˜ ′ | = |µ
′′
|+ |1
2
+ ν˜ ′′ | − n =
|µ|+|1
2
+ν˜|−m; En =Mn or Y 1
2
+(n−1). Noting thatMiw = Y 1
2
+jw = 0 for i > 1, j > 0,
we see that Lemma 3.4 holds. 
Theorem 3.5. Suppose ψ(M1) 6= 0 and Wψ is the universal Whittaker module for
sv with cyclic Whittaker vector w = 1 ⊗ 1. Then v ∈ Wψ is a Whittaker vector if
and only if v = uw for some u ∈ C[M0].
Proof. It is obvious that uw is a Whittaker vector if u ∈ C[M0] as M0 is in the
center of sv.
Let w
′
∈ Wψ be an arbitrary vector. We can write w
′
as a linear combination of
the basis (2.3) of Wψ:
w
′
=
∑
µ,eν,eλ
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλw, (3.4)
where pµ,eν,eλ(M0) ∈ C[M0]. Set
N := max{|µ|+ |
1
2
+ ν˜|+ |λ˜||pµ,eν,eλ(M0) 6= 0},
ΛN := {(µ, ν˜, λ˜)|pµ,eν,eλ(M0) 6= 0, |µ|+ |
1
2
+ ν˜|+ |λ˜| = N}.
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We first show that the Whittaker vectors in Wψ are all of type ψ. In fact, let ψ
′
:
sv+ → C be a Lie algebra homomorphism which is different from ψ. Then there exists
at least one element in {L1, L2,M1, Y 1
2
}, denoted by E, such that ψ(E) 6= ψ
′
(E).
Assume w
′
is a Whittaker vector of type ψ
′
, then by the definition we have
Ew
′
= ψ
′
(E)w
′
=
∑
(µ,eν,eλ)/∈ΛN
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλψ
′
(E)w
+
∑
(µ,eν,eλ)∈ΛN
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλψ
′
(E)w. (3.5)
On the other hand, if we denote
K := max{λ(0)|(µ, ν˜, λ˜) ∈ ΛN , pµ,eν,eλ(M0) 6= 0},
then by Remark 2.2 and Lemma 3.1 we have
Ew
′
= v
′
+ v
′′
+
∑
(µ,eν,eλ)∈ΛN
λ(0)=K
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλψ(E)w, (3.6)
where maxdeg(v
′
) < N, maxL0(v
′′
) < K. By comparing (3.5) and (3.6) we obtain
ψ
′
(E) = ψ(E), which is a contradiction to our assumption that ψ
′
(E) 6= ψ(E).
Next, for w
′
defined in (3.4), we want to show that if there is (0¯, 0¯, 0¯) 6= (µ, ν˜, λ˜) ∈
P × P˜ × P˜ such that pµ,eν,eλ(M0) 6= 0, then there is En ∈ {Ln,Mn, Y 12+(n−1)
|n ∈ Z+}
such that (En − ψ(En))w
′
6= 0, which will prove the necessity.
Assume that pµ,eν,eλ(M0) 6= 0 for some (µ, ν˜, λ˜) 6= (0¯, 0¯, 0¯). By Remark 2.2,
(En − ψ(En))w
′
=
∑
µ,eν,eλ
pµ,eν,eλ(M0)[En,M−µY− 12−eν
L−eλ]w.
Set
k := min{n ∈ N|µ(n) 6= 0 or ν(n) 6= 0 or λ(n) 6= 0 for some (µ, ν˜, λ˜) ∈ ΛN}.
We divide the argument into three cases.
Case I. k satisfies λ(k) 6= 0 for some (µ, ν˜, λ˜) ∈ ΛN .
We have
(Mk+1 − ψ(Mk+1))w
′
=
∑
(µ,eν,eλ)/∈ΛN
pµ,eν,eλ(M0)[Mk+1,M−µY− 12−eν
L−eλ]w
+
∑
(µ,eν,eλ)∈ΛN
λ(k)=0
pµ,eν,eλ(M0)[Mk+1,M−µY− 12−eν
L−eλ]w
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+
∑
(µ,eν,eλ)∈ΛN
λ(k)6=0
pµ,eν,eλ(M0)[Mk+1,M−µY− 12−eν
L−eλ]w (3.7)
For the first term on the right hand side of (3.7), by using Lemma 3.2 (i), we know
that the degree of it is strictly smaller than N −k. For the second term on the right
hand side of (3.7), note that λ(i) = 0 for 0 ≤ i ≤ k, we have
[Mk+1,M−µY− 1
2
−eνL−eλ] =M−µY− 12−eν
[Mk+1, L−eλ] ∈ U(b
−).
Thus the degree of it is also strictly smaller than N − k. Now using Lemma 3.2 (iii)
to the third term on the right hand side of (3.7), we know that it is of the form
v −
∑
(µ,eν,eλ)∈ΛN
λ(k)6=0
(k + 1)λ(k)ψ(M1)pµ,eν,eλ(M0)M−µY− 12−eν
L
− eλ′
w,
where if k = 0 then v = v
′
+ v
′′
such that maxdeg(v
′
) < N − k and maxL0(v
′′
) <
λ(0)−1, if k > 0 then maxdeg(v) < N −k; λ˜′ satisfies λ
′
(k) = λ(k)−1, λ
′
(i) = λ(i)
for all i > k. Thus the degree of the third term is equal to N − k. This proves
(Mk+1 − ψ(Mk+1))w
′
6= 0.
Case II. k satisfies ν(k) 6= 0 for some (µ, ν˜, λ˜) ∈ ΛN and λ(k) = 0 for any (µ, ν˜, λ˜) ∈
ΛN .
In this case, we use Y 1
2
+k+1 − ψ(Y 1
2
+k+1) to act on both sides of (3.4), then
(Y 1
2
+k+1 − ψ(Y 1
2
+k+1))w
′
=
∑
(µ,eν,eλ)/∈ΛN
pµ,eν,eλ(M0)[Y 12+k+1
,M−µY− 1
2
−eνL−eλ]w
+
∑
(µ,eν,eλ)∈ΛN
ν(k)=0
pµ,eν,eλ(M0)[Y 12+k+1
,M−µY− 1
2
−eνL−eλ]w
+
∑
(µ,eν,eλ)∈ΛN
ν(k)6=0
pµ,eν,eλ(M0)[Y 12+k+1
,M−µY− 1
2
−eνL−eλ]w. (3.8)
By using Lemma 3.3 (i) to the first term on the right hand side of (3.8), Lemma 3.3
(ii) to the second term and Lemma 3.3 (iii) to the third term, we have
(Y 1
2
+k+1−ψ(Y 1
2
+k+1))w
′
= v−
∑
(µ,eν,eλ)∈ΛN
ν(k)6=0
2(k+1)ν(k)ψ(M1)pµ,eν,eλ(M0)M−µY− 1
2
− eν′
L−eλw,
where maxdeg(v) < N − 1
2
− k; ν
′
(i) = ν(i) for all i 6= k and ν
′
(k) = ν(k)− 1. Thus
(Y 1
2
+k+1 − ψ(Y 1
2
+k+1))w
′
6= 0.
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Case III. k satisfies µ(k) 6= 0 for some (µ, ν˜, λ˜) ∈ ΛN and λ(k) = ν(k) = 0 for any
(µ, ν˜, λ˜) ∈ ΛN . Note that in this case k > 0 since µ ∈ P.
Subcase 1. λ˜ = 0¯ for any (µ, ν˜, λ˜) with pµ,eν,eλ(M0) 6= 0.
In this subcase, w
′
=
∑
pµ,eν(M0)M−µY− 1
2
−eνw. By using Lk+1 − ψ(Lk+1) to act
on w
′
, we have
(Lk+1 − ψ(Lk+1))w
′
=
∑
(µ,eν)∈ΛN
µ(k)6=0
pµ,eν(M0)[Lk+1,M−µ]Y− 1
2
−eνw +
∑
(µ,eν)∈ΛN
µ(k)6=0
pµ,eν(M0)M−µ[Lk+1, Y− 1
2
−eν ]w
+
∑
(µ,eν)∈ΛN
µ(k)=0
pµ,eν(M0)[Lk+1,M−µY− 1
2
−eν ]w+
∑
(µ,eν)/∈ΛN
pµ,eν(M0)[Lk+1,M−µY− 1
2
−eν ]w. (3.9)
We denote the four terms on the right hand side of (3.9) by v1, v2, v3 and v4 respec-
tively. For
µ = (kµ(k), (k + 1)µ(k+1), · · · ), µ(k) 6= 0,
we denote M−µ = M−µ′M
µ(k)
−k , where µ
′
= ((k + 1)µ(k+1), (k + 2)µ(k+2), · · · ). Note
that [Lk+1,M−µ′ ] ∈ U(b
−) and [Lk+1,M
µ(k)
−k ] = −µ(k)kM
µ(k)−1
−k M1, we have
v1 = v
′
1 −
∑
(µ,eν)∈ΛN
µ(k)6=0
µ(k)kψ(M1)pµ,eν(M0)M
µ(k)−1
−k Y− 12−eν
w,
where maxdeg(v
′
1) < N − k. Thus maxdeg(v1) = N − k. For vi (i = 2, 3), note
that [Lk+1, Y− 1
2
−eν ] ∈ U(b
−) and [Lk+1,M−µY− 1
2
−eν ] ∈ U(b
−), we have maxdeg(vi) <
N − k. Finally, for v4, by using Lemma 3.4, we have maxdeg(v4) < N − k. Thus
(Lk+1 − ψ(Lk+1))w
′
6= 0.
Subcase 2. There exists some λ˜ 6= 0¯ for which pµ,eν,eλ(M0) 6= 0.
Denote
N
′
:= max{|µ|+ |
1
2
+ ν˜|+ |λ˜||λ˜ 6= 0¯, pµ,eν,eλ(M0) 6= 0},
and set
ΛN ′ := {(µ, ν˜, λ˜)|λ˜ 6= 0¯, pµ,eν,eλ(M0) 6= 0, |µ|+ |
1
2
+ ν˜|+ |λ˜| = N
′
},
l := min{n| λ˜ = (nλ(n), (n+ 1)λ(n+1), · · · ) such that
|µ|+ |
1
2
+ ν˜|+ |λ˜| = N
′
and pµ,eν,eλ(M0) 6= 0}.
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Note that λ˜ = 0¯ for those (µ, ν˜, λ˜) satisfying N
′
< |µ| + |1
2
+ ν˜| + |λ˜| ≤ N and
pµ,eν,eλ(M0) 6= 0. Thus we have
w
′
=
∑
(µ,eν,eλ)∈Λ
N
′
λ(l)6=0
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλw
+
∑
(µ,eν,eλ)∈Λ
N
′
λ(l)=0
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλw
+
∑
|µ|+| 1
2
+eν|+|eλ|<N
′
pµ,eν,eλ(M0)M−µY− 12−eν
L−eλw
+
∑
N
′
<|µ|+| 1
2
+eν|≤N
pµ,eν(M0)M−µY− 1
2
−eνw. (3.10)
We apply (Ml+1 − ψ(Ml+1)) to act on both sides of (3.10) and write the resulting
four terms on the right hand side by v1, v2, v3 and v4 respectively. It is obvious that
v4 = 0. For v1, note that l > k > 0, by Lemma 3.2 (iii), we see that
v1 = v −
∑
(µ,eν,eλ)∈Λ
N
′
λ(l)6=0
pµ,eν,eλ(M0)(l + 1)λ(l)ψ(M1)M−µY− 12−eν
L
− eλ′
w,
where maxdeg(v) < N
′
− l and maxdeg(v1) = N
′
− l. For v2, since [Ml+1, L−eλ] ∈
U(b−), we have maxdeg(v2) ≤ N
′
− l − 1. Finally for v3, by using Lemma 3.2 (i),
we see that maxdeg(v3) < N
′
− l. These imply that (Ml+1 − ψ(Ml+1))w
′
6= 0. The
proof of Theorem 3.5 is completed. 
Corollary 3.6. The center of U(sv) is C[M0].
Proof. For any z ∈ Z(U(sv)), the center of U(sv), zw is a Whittaker vector, so
z ∈ C[M0] by Theorem 3.5. This means Z(U(sv)) ⊆ C[M0] and then Z(U(sv)) =
C[M0].
Theorem 3.7. Suppose ψ(M1) 6= 0 and w¯ = 1⊗ 1 ∈ Lψ,ξ. Then v ∈ Lψ,ξ is a
Whittaker vector if and only if v = uw¯ for some u ∈ C1.
Proof. It is easy to see that the set
{M−µY− 1
2
−eνL−eλw¯|µ ∈ P, ν˜, λ˜ ∈ P˜, k ∈ N}
forms a basis of Lψ,ξ. Then we can use the same argument as in Theorem 3.5 to
complete the proof of Theorem 3.7. 
Theorem 3.8. Let ψ1, ψ2 be Lie algebra homomorphisms from sv
+ to C and
ξ1, ξ2 ∈ C. Then the sv-modules Lψ1,ξ1 and Lψ2,ξ2 are isomorphic if and only if
ψ1 = ψ2, ξ1 = ξ2.
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Proof. Suppose that w¯i is a cyclic Whittaker vector of Lψi,ξi(i = 1, 2), f : Lψ1,ξ1 →
Lψ2,ξ2 is an isomorphism of modules. Then
Enf(w¯1) = f(Enw¯1) = ψ1(En)f(w¯1), ∀ n ∈ Z+.
Thus f(w¯1) is a Whittaker vector of type ψ1. This implies ψ1 = ψ2 since there
are no Whittaker vectors of type other than ψ2 in Lψ2,ξ2 by the proof of Theorem
3.5. Moreover, ξ1f(w¯1) = f(M0w¯1) = M0f(w¯1) = ξ2f(w¯1), we get ξ1 = ξ2. This
completes the proof. 
4 Irreducible Whittaker modules of nonsingular
type
In this section, the Lie algebra homomorphism ψ is assumed to be non-singular,
that is ψ(M1) 6= 0. we prove that the Whittaker module Lψ,ξ, defined by (2.2), is
irreducible, and we also prove that every irreducible Whittaker module of type ψ
for the Schro¨dinger Virasoro algebra sv is isomorphic to Lψ,ξ for some ξ ∈ C.
Fix a Whittaker module V of type ψ with cyclic Whittaker vector w. V is
naturally a sv+-module. Following [10] and [18] we define a new action, called dot
action, of sv+ on V by setting
x · v = xv − ψ(x)v, for x ∈ sv+ and v ∈ V. (4.1)
Then it is clear that V is a sv+-module under the dot action, and we have En · v =
Env − ψ(En)v = [En, u]w for n ∈ Z+ and v = uw ∈ V.
Lemma 4.1. If n ∈ Z+, then En acts locally nilpotent on V under the dot action.
Proof. By the Lie products of sv, we see that
ad2Mn(Li) = 0 = adMn(Mi) = adMn(Y 1
2
+i), ∀i ∈ Z.
ad3Y 1
2
+(n−1)(Li) = 0 = adY 1
2
+(n−1)(Mi) = ad
2Y 1
2
+(n−1)(Y 1
2
+i), ∀i ∈ Z.
Thus, for any basis element u =Mk0M−µY− 1
2
−eνL−eλ of U(b
−), it is clear that ad2Mn,
ad3Y 1
2
+(n−1) act on u as zero. To prove ad
mLn(u) = 0 form sufficiently large, we note
that admLn(M−µY− 1
2
−eνL−eλ) ∈ U(sv)−(|µ|+| 1
2
+eν|+|eλ|)+nm, so ad
mLn(M−µY− 1
2
−eνL−eλ) is
a combination of basis elements of U(sv) of the form
Mk0M−µ1Y− 1
2
−eν1
L−eλ1Mmp · · ·Mm1Y 12+nq
· · ·Y 1
2
+n1
Llh · · ·Ll1 , (4.2)
where −(|µ1|+ |
1
2
+ ν˜1|+ |λ˜1|)+
∑p
i=1mi+
∑q
i=1(
1
2
+ni)+
∑h
i=1 li = −(|λ˜|+ |µ|+ |
1
2
+
ν˜)|) + nm, #(µ1) +#(ν˜1) + #(λ˜1) + p+ q + h ≤ #(µ, ν˜, λ˜). Recall that Enw = 0 if
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n ≥ 3, it is easy to see that the element, given in (4.2), acts on the cyclic Whittaker
vector w as zero when m sufficiently large. This finishes the proof of the lemma. 
Lemma 4.2. Let (µ, ν˜, λ˜) ∈ P × P˜ × P˜ , k ∈ N.
(i) For all n > 0, En·M
k
0M−µY− 1
2
−eνL−eλw ∈ spanC{M
i
0M−µ′Y− 1
2
− eν′
L
− eλ′
w|where |µ
′
|+
|1
2
+ ν˜ ′ |+ |λ˜′|+ λ
′
(0) ≤ |µ|+ |1
2
+ ν˜|+ |λ˜|+ λ(0); i = k, k + 1}.
(ii) If n > |µ|+ |1
2
+ ν˜|+ |λ˜|+ 2, then En · (M−µY− 1
2
−eνL−eλw) = 0.
Proof. (i) Since
En · (M
k
0M−µY− 1
2
−eνL−eλw) =M
k
0 (En · (M−µY− 1
2
−eνL−eλw)),
we only need to prove (i) for k = 0. The result for #(µ, ν˜, λ˜) = 0 is obvious. Now
we prove the result for #(µ, ν˜, λ˜) > 0 by induction.
For the case µ 6= 0¯, set m = max{i|µ(i) > 0}. Then
M−µY− 1
2
−eνL−eλ =M−mM−µ′Y− 12−eν
L−eλ,
where µ
′
(m) = µ(m)− 1, µ
′
(i) = µ(i) for all i 6= k. Therefore
En ·M−µY− 1
2
−eνL−eλw
= [En,M−m]M−µ′Y− 12−eν
L−eλw +M−m[En,M−µ′Y− 12−eν
L−eλ]w. (4.3)
For the first term on the right hand side of (4.3), note that [En,M−m] = 0 for
En =Mn or Y 1
2
+(n−1), we only need to consider the case for En = Ln. If n−m ≤ 0,
it is obvious that
[Ln,M−m]M−µ′Y− 1
2
−eνL−eλw = −mMn−mM−µ′Y− 12−eν
L−eλw
has the desired form. If n−m > 0,
Mn−mM−µ′Y− 1
2
−eνL−eλw =Mn−m · (M−µ′Y− 12−eν
L−eλw) + ψ(Mn−m)M−µ′Y− 12−eν
L−eλw.
By assumption, Mn−m · (M−µ′Y− 12−eν
L−eλw), and therefore Mn−mM−µ′Y− 12−eν
L−eλw,
has the desired form. For the second term on the right hand side of (4.3), we have,
by the induction hypothesis, that
[En,M−µ′Y− 12−eν
L−eλ]w ∈ spanC{M
i
0M−µ′′Y− 1
2
− eν′
L
− eλ′
w||µ
′′
|+ |
1
2
+ ν˜ ′ |+ |λ˜′|
+λ
′
(0) ≤ |µ
′
|+ |
1
2
+ ν˜|+ |λ˜|+ λ(0); i = 0, 1; j = 0, 1}.
Thus
M−m[En,M−µ′Y− 1
2
−eνL−eλ]w
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has the desired form since −m < 0 and m+ |λ˜′|+ |µ|+ |1
2
+ ν˜| = |λ˜|+ |µ|+ |1
2
+ ν˜|.
For the case µ = 0¯, ν˜ 6= 0¯ or µ = ν˜ = 0¯, λ˜ 6= 0¯, one can prove the result by a
similar argument as we did in the first case. This is omitted for shortness.
(ii) Note that
[En,M−µY− 1
2
−eνL−eλ] =
∑
µ1,fν1,fλ1,Em
p
µ1,fν1,fλ1,Em
M−µ1Y− 1
2
−fν1
L
−fλ1
Em,
where p
µ1,fν1,fλ1,Em
∈ C, and m = n− (|µ|+ |1
2
+ ν˜|+ |λ˜|)+ (|µ1|+ |1
2
+ ν˜1|+ |λ˜1|) > 2,
This implies (ii) as Emw = 0 for any m > 2. 
Lemma 4.3. Suppose V is a Whittaker module for sv, and let v ∈ V. Regarding V
as an sv+-module under the dot action, then U(sv+) · v is a finite-dimensional sv+-
submodule of V.
Proof. This is a direct result of Lemma 4.2. 
Lemma 4.4. Let V be a Whittaker module for sv, and let S ⊆ V be a nonzero
submodule. Then there is a nonzero Whittaker vector w
′
∈ S.
Proof. ∀0 6= v ∈ S, by Lemma 4.3, U(sv+) · v is a finite-dimensional submodule
of S. Then by Lemma 4.1, we know that every element En of sv
+ is nilpotent on
U(sv+) · v under the dot action. Then the result of the lemma follows from Engel’s
Theorem (Theorem 3.3 in [8]). 
Proposition 4.5. For any ξ ∈ C, the Whittaker module Lψ,ξ for the Schro¨dinger
Virasoro algebra sv is irreducible.
Proof. It follows from Lemma 4.4 and Theorem 3.7. 
It is known (see Lemma 2.1.3 in [4]) that the Schur’s Lemma can be generalized
to infinite dimensional irreducible modules with countable cardinality.
Theorem 4.6. Let S be an irreducible Whittaker module of type ψ for the
Schro¨dinger Virasoro algebra sv. Then S ∼= Lψ,ξ for some ξ ∈ C.
Proof. Let ws ∈ S be a cyclic Whittaker vector corresponding to ψ. Since M0
acts by a scalar by Schur’s Lemma, there exists ξ ∈ C such that M0s = ξs for all
s ∈ S. Now by the universal property of Wψ, there exists a module homomorphism
ϕ :Wψ → S with uw 7→ uws. This map is surjective since ws generates S. But then
ϕ((M0 − ξ)Wψ) = (M0 − ξ)ϕ(Wψ) = (M0 − ξ)S = 0,
so it follows that
(M0 − ξ)Wψ ⊆ kerϕ ⊆Wψ.
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Because Lψ,ξ is irreducible by Proposition 4.5 and kerϕ 6= Wψ, this forces kerϕ =
(M0 − ξ)Wψ. 
For a given ψ : sv+ → C and ξ ∈ C, note that
I = U(sv)(M0 − ξ) +
∑
i∈Z+
U(sv)(Li − ψ(Li)) +
∑
i∈Z+
U(sv)(Mi − ψ(Mi))
+
∑
i∈N
U(sv)(Y 1
2
+i − ψ(Y 1
2
+i))
is a left ideal of U(sv). For u ∈ U(sv), let u¯ denote the coset u+ I ∈ U(sv)/I. Then
we may regard U(sv)/I as a Whittaker module of type ψ with cyclic Whittaker
vector 1¯. We have the following result.
Lemma 4.7. The Whittaker module V = U(sv)/I is irreducible, and thus V ∼= Lψ,ξ.
Theorem 4.8. Suppose that V is a Whittaker module of type ψ such that M0 acts
by a scalar ξ ∈ C, then V is irreducible.
Proof. Let K denote the kernel of the natural surjective map U(sv)→ V given by
u 7→ uw, where w is a cyclic Whittaker vector of V. Then K is a proper left ideal
containing I. By Lemma 4.7, I is maximal, and thus K = I and V ∼= U(sv)/I is
irreducible. 
5 Whittaker modules of singular type
From now on, we assume that the Lie algebra homomorphism ψ is singular, that
is ψ(M1) = 0.
As in Theorem 3.5 and Theorem 3.7, we use the notation w (resp. w¯) to denote
the cyclic Whittaker vector 1 ⊗ 1 (resp. 1⊗ 1) for Wψ (resp. Lψ,ξ). The following
facts about Wψ and Lψ,ξ are obvious:
(i) Wψ = U(sv)w is free as a U(b
−)-module and the set
{Mk0M−µY− 1
2
−eνL−eλw¯| (µ, ν˜, λ˜) ∈ P × P˜ × P˜ , k ∈ N} (5.1)
forms a basis for Wψ by the PBW Theorem.
(ii) Lψ,ξ = U(sv)w¯ is free as a U(sv
− ⊕ CL0)-module and the set
{M−µY− 1
2
−eνL−eλw¯|(µ, ν˜, λ˜) ∈ P × P˜ × P˜} (5.2)
forms a basis for Lψ,ξ.
(iii) Wψ and Lψ,ξ are sv
+-modules under the dot action defined in (4.1).
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Denote ψ(L1) = η1, ψ(L2) = η2 and ψ(Y 1
2
) = η3. Set
z =


L0 if η1 = η2 = η3 = 0,
L0M
2
0−η2M−2M0−η1M−1M0+η2M
2
−1−
η3
2
Y− 1
2
M0+
η23
2
M−1 if η2 6= 0 or η3 6= 0,
L0M0 − η1M−1 if others.
Proposition 5.1. For u ∈ C[z,M0], v = uw is a Whittaker vector of Wψ.
Proof. It is easy to check that L1 · v = L2 · v = M1 · v = Y 1
2
· v = 0. Thus for any
y ∈ sv+, we have y · v = 0. 
Proposition 5.2. If we set
z =


L0 if η1 = η2 = η3 = 0,
ξ2L0−ξη2M−2−ξη1M−1+η2M
2
−1−ξ
η3
2
Y− 1
2
+
η23
2
M−1 if η2 6= 0 or η3 6= 0,
ξL0 − η1M−1 if others,
then for u ∈ C[z], uw¯ is a Whittaker vector of Lψ,ξ.
Proof. It is easy to check, we omit the details. 
Theorem 5.3. If ψ is singular, then Lψ,ξ is reducible for any ξ ∈ C.
Proof. By Proposition 5.2, we can easily see that the submodule V generated by
zw¯ ∈ Lψ,ξ is a proper Whittaker submodule. 
If ψ is identically zero, that is η1 = η2 = η3 = ψ(M1) = 0, then we have the
following more precise results.
Theorem 5.4. If ψ is identically zero, then the set of Whittaker Vectors of Wψ is
C[L0,M0]w.
Proof. By Proposition 5.1, we see that each element of C[M0, L0]w is a Whittaker
vector of Wψ. For any v ∈ Wψ \ C[M0, L0]w, noting that Wψ has a basis given by
(5.1), we can write it as
v =
∑
aµ,eν,λk,l M−µY− 12−eν
L−λL
k
0M
l
0w, (5.3)
where µ, λ ∈ P, ν˜ ∈ P˜ satisfying µ 6= 0¯ or ν˜ 6= 0¯ or λ 6= 0¯ for some aµ,eν,λk,l 6= 0. For v
defined in (5.3), we need to prove that there exists x ∈ sv+ such that x · v 6= 0.
Case 1. There exists λ 6= 0¯ such that aµ,eν,λk,l 6= 0 in (5.3).
We denote
p = max{#(λ) | aµ,eν,λk,l 6= 0}
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and
N = max{λp | a
µ,eν,λ
k,l 6= 0}.
Then N ≥ 1 and v is of the form
v =
∑
λp=N
aµ,eν,λk,l M−µY− 12−eν
L−λL
k
0M
l
0w +
∑
λp<N
aµ,eν,λk,l M−µY− 12−eν
L−λL
k
0M
l
0w. (5.4)
By using MN to act on both sides of (5.4) by dot action, we see that
MN · v = −
∑
#(λ
′
)=p−1
λ(N)Naµ,eν,λk,l M−µY− 12−eν
L−λ′L
k
0M
l+1
0 w
+
∑
#(λ′′ )<p−1
bµ,eν,λ
′′
k,l M−µY− 12−eν
L−λ′′L
k
0M
l
0w
6= 0,
where λ
′
(i) = λ(i) if i 6= p and λ
′
(p) = λ(p)− 1, bµ,eν,λ
′′
k,l ∈ C.
Case 2. λ = 0¯ for any aµ,eν,λk,l 6= 0 and there exists ν˜ 6= 0¯ such that a
µ,eν,λ
k,l 6= 0 in (5.3).
In this case, (5.3) becomes
v =
∑
aµ,eνk,lM−µY− 12−eν
Lk0M
l
0w. (5.5)
For (5.5), we set
b := max{νs | ν˜ = (ν1, · · · , νs), a
µ,eν
k,l 6= 0}.
Then (5.5) can be rewritten as
v =
∑
ν(b)6=0
aµ,eνk,lM−µY− 12−eν
Lk0M
l
0w +
∑
ν(b)=0
aµ,eνk,lM−µY− 12−eν
Lk0M
l
0w. (5.6)
By using Y 1
2
+b to act on both sides of (5.6) by dot action, we have
Y 1
2
+b · v =
∑
ν(b)6=0
(−1 − 2b)ν(b)aµ,eνk,lM−µY− 1
2
−eν′Y
ν(b)−1
− 1
2
−b
Lk0M
l+1
0 w 6= 0,
where ν˜
′
(i) = ν˜(i) for i 6= b and ν˜
′
(b) = 0.
Case 3. λ = 0¯ = ν˜ for any aµ,eν,λk,l 6= 0 in (5.3).
In this case, (5.3) becomes
v =
∑
aµk,lM−µL
k
0M
l
0w. (5.7)
For (5.7), we set
c := max{µt | µ = (µ1, · · · , µt), a
µ
k,l 6= 0}.
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Then (5.7) can be rewritten as
v =
∑
µ(c)6=0
aµk,lM−µL
k
0M
l
0w +
∑
µ(c)=0
aµk,lM−µL
k
0M
l
0w. (5.8)
By using Lc to act on both sides of (5.8) by dot action, we have
Lc · v =
∑
µ(c)6=0
(−c)µ(c)aµk,lM−µ′M
µ(c)−1
−c L
k
0M
l+1
0 w 6= 0,
where µ
′
(i) = µi for i 6= a and µ
′
(a) = 0. This completes the proof. 
Theorem 5.5. If ψ is identically zero, ξ 6= 0, then the set of Whittaker vectors of
Lψ,ξ is C[L0]w¯.
Proof. Noting that Lψ,ξ has a basis defined by (5.2), we can repeat the proof of
Theorem 5.4 word for word except that M0 should be replaced by ξ and w replaced
by w¯. 
Recall the definition of Verma module of generalized Schro¨dinger-Virasoro alge-
bras given in [21]. We observe that if ψ is identically zero and Vζ is the submodule
of Lψ,ξ generated by (L0 − ζ)w¯, where ζ ∈ C, then the quotient module
V (ξ, ζ) := Lψ,ξ/Vζ
is the Verma module for sv. Denote by w¯ the homomorphic image of w¯, we imme-
diately obtain the following Lemma by Theorem 4.6 of [21]:
Lemma 5.6. The Verma module V (ξ, ζ) is irreducible if and only if ξ 6= 0.
Theorem 5.7. If ψ is identically zero, ξ 6= 0, then
(i) For each ζ ∈ C, the Whittaker module Lψ,ξ has the following filtration
Lψ,ξ = V
0 ⊇ V 1 ⊇ · · · ⊇ V i ⊇ · · ·
where V i is a Whittaker submodule of Lψ,ξ defined by V
i = U(sv)(L0 − ζ)
iw, and
V i+1 is a maximal submodule of V i. More precisely, V i/V i+1 is isomorphic to the
Verma module V (ξ, ζ).
(ii) Lψ,ξ is isomorphic to V
i as sv-modules for each i ∈ N.
Proof. For (i), it is obvious that V i/V i+1 ⋍ V (ξ, ζ) according to the definitions of
V i, i ∈ N. Then V i+1 is a maximal submodule of V i by Lemma 5.6. Thus (ii) holds.
For (ii), since ψ is identically zero, we can easily check that the linear map
f : Lψ,ξ → V
i
uw¯ 7→ u(L0 − ζ)
iw¯,
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where u ∈ U(sv− ⊕ CL0), is an isomorphism of modules. 
Proposition 5.8. If ψ is identically zero, ξ = 0, then the submodule V of Lψ,0
generated by L−2w¯ is a maximal proper submodule. Moreover, Lψ,0/V is a one-
dimensional trivial module.
Proof. Note that L−iw¯,M−i−1w¯, Y− 1
2
−iw¯ ∈ V for all i ∈ N. ThusM−µY− 1
2
−eνL−eλw¯ ∈
V for all (µ, ν˜, λ˜) ∈ P × P˜ × P˜ with #(µ, ν˜, λ˜) > 0. Since M0w¯ = sv
+w¯ =
0, we see that each element of V is a linear combination of elements with form
M−µY− 1
2
−eνL−eλw¯, #(µ, ν˜, λ˜) > 0. Thus w¯ /∈ V. So Lψ,0/V is a one-dimensional triv-
ial quotient module and V is a maximal proper submodule of Lψ,0. 
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