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Last multipliers for multivectors with
applications to Poisson geometry
Mircea Crasmareanu∗
Abstract
The theory of the last multipliers as solutions of the Liouville’s
transport equation, previously developed for vector fields, is extended
here to general multivectors. Characterizations in terms of Witten and
Marsden differentials are reobtained as well as the algebraic structure
of the set of multivectors with a common last multiplier, namely Ger-
stenhaber algebra. Applications to Poisson bivectors are presented
by obtaining that last multipliers count for ”how far away” is a Pois-
son structure from being exact with respect to a given volume form.
The notion of exact Poisson cohomology for an unimodular Poisson
structure on IRn is introduced.
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Introduction
In January 1838, Joseph Liouville(1809-1882) published a note, [16], on the
time-dependence of the Jacobian of the ”transformation” exerted by the so-
lution of an ODE on its initial condition. In modern language, if A = A(x)
is the vector field corresponding to the given ODE and m = m(t, x) is a
∗Partially supported by the CEex Grant 05-D11-84
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smooth function (depending also on time t), then the main equation of the
cited paper is:
dm
dt
+m · divA = 0 (LE)
called, by then, the Liouville equation. Some authors use the name genera-
lized Liouville equation, [9], but we prefer to name it the Liouville equation
of transport (or of continuity). This equation is a main tool in statistical
mechanics where a solution is called a probability density function, [26].
The notion of the last multiplier, introduced by Carl Gustav Jacob Jacobi
(1804-1851) around 1844, was treated in details in Vorlesugen u¨ber Dynamik,
edited by R. F. A. Clebsch in Berlin in 1866. Thus, sometimes it has been
used under the name of Jacobi multiplier. Since then, this tool for under-
standing ODE’s was intensively studied by mathematicians in the usual Eu-
clidean space IRn, as can be seen in the bibliography of [2], [21]-[24]. For all
those interested in historical aspects, an excellent survey can be found in [1].
Several geometrical aspects of the last multipliers viewed as autonomous,
i.e. time-independent, solutions of LE are derived in two papers by the same
author: [2], [3]. Our study has been inspired by the results presented in [25]
using the calculus on manifolds especially the Lie derivative, a well-known
tool for the geometry of vector fields.
The aim of the present paper is to extend this theory of the last multipliers
from vector fields to general multivectors by means of the curl operator. This
operator, a conjugate of usual exterior derivative with respect to contraction
of a given volume form, was introduced by J.-L. Koszul in Poisson geometry
[15] and is detailed in Chapter 2 of [8] and Section 2 of [30].
Since the Poisson multivectors are most frequently used, a Poisson bracket
is added to our study and we show that the last multipliers are a measure
of ”how far away” is a Poisson structure from being exact regarding the
given volume form. Exact Poisson structures are the theme of papers [6] and
[30] and form a remarkable class of Poisson structures closed to symplectic
structures as it is pointed out in [28] and the second paper cited above and
proved in our Section 3. There are other two important features of these
Poisson structures:
a) in [8, p. 149] the problem of classification of quadratic Poisson structures is
reduced to the problem of classification of exact quadratic Poisson structures
and linear vector fields which preserve them,
b) [30, Remark 3.2.]: in dimension 3 any Hamiltonian vector field associated
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to an exact Poisson structure is completely integrable.
Let us remark that previously, in [5], the same notion was called locally exact.
The paper is structured as follows. The first section recalls the definition
of last multipliers and some previous results. Characterizations in terms of
other types of differentials than the usual exterior derivative, namely Witten
and Marsden, are recalled from [3]. For a fixed smooth function m, the set of
vector fields admitting m as last multiplier is shown to be a Lie subalgebra
of the Lie algebra of vector fields.
The next section is devoted to the announced extension to multivectors
and the previous results regarding Marsden and Witten differentials are re-
obtained in this extended framework. Several consequences with respect to
the Schouten bracket on multivectors are derived including the extension of
final result from last paragraph.
In the following section the Poisson case is discussed and local expres-
sions for the main results of this section are provided in terms of the bivector
pi defining the Poisson bracket. Again, last multipliers count for the ”de-
formation” from exactness of a given Poisson structure. Two concrete ex-
amples (two-dimensional Poisson structures and Lie-Poisson structures) are
discussed and some results of [30] are reobtained in this way.
The last section is dedicated to a new notion namely exact Poisson co-
homology for an unimodular Poisson structure in IRn. It is an open problem
both the computation of this cohomology and the relation with classical
Poisson cohomology. For this last theory details appear in [8] and [27].
Acknowledgments The author expresses his thanks to ??? and ??? for
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1 Last multipliers for vector fields
Let M be a real, smooth, n-dimensional manifold, C∞ (M) the algebra of
smooth real functions on M , X (M) the Lie algebra of vector fields and
Λk (M) the C∞ (M)-module of k-differential forms, 0 ≤ k ≤ n. Assume that
M is orientable with the fixed volume form V ∈ Λn (M).
Let:
.
x
i
(t) = Ai
(
x1 (t) , . . . , xn (t)
)
, 1 ≤ i ≤ n
be an ODE system on M defined by the vector field A ∈ X (M) , A =
(Ai)
1≤i≤n and let us consider the (n− 1)-form ΩA = iAV ∈ Λ
n−1 (M).
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Definition 1.1([10, p. 107], [25, p. 428]) The function m ∈ C∞ (M) is
called a last multiplier of the ODE system generated by A, (last multiplier
of A, for short) if mΩA is closed:
d (mΩA) := (dm) ∧ ΩA +mdΩA = 0. (1.1)
For example, in dimension 2, the notions of the last multiplier and inte-
grating factor are identical and Sophus Lie suggested a method to associate
a last multiplier to every symmetry vector field of A (Theorem 1.1 in [13, p.
752]). Lie’s method is extended to any dimension in [25].
Characterizations of last multipliers can be obtained in terms of Witten’s
differential [29] and Marsden’s differential [17, p. 220]. If f ∈ C∞ (M) and
t ≥ 0, Witten deformation of the usual differential dtf : Λ
∗ (M) → Λ∗+1 (M)
is defined by:
dtf = e
−tfdetf
which means [29]:
dtf (ω) = tdf ∧ ω + dω.
Hence, m is a last multiplier if and only if:
dmΩA = (1−m) dΩA
i.e. ΩA belongs to the kernel of the differential operator dm + (m− 1) d :
Λn−1 (M) → Λn (M). Marsden differential is df : Λ∗ (M) → Λ∗+1 (M) de-
fined by:
df (ω) =
1
f
d (fω)
and m is a last multiplier if and only if ΩA is d
m-closed.
The following characterization of the last multipliers will be useful:
Lemma 1.2([25, p. 428]) (i) m ∈ C∞ (M) is a last multiplier for A if
and only if:
A (m) +m · divVA = 0 (1.2)
where divVA is the divergence of A with respect to volume form V .
(ii) Let 0 6= h ∈ C∞ (M) such that:
LAh := A (h) = (divVA) · h (1.3)
Then m = h−1 is a last multiplier for A.
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Remarks 1.3 (i) Equation (1.2) is exactly the time-independent version
of LE from the Introduction. An important feature of equation (1.2) is that
it does not always admit solutions [11, p. 269].
(ii) In the terminology of [1, p. 89], a function h satisfying (1.3) is called an
inverse multiplier.
(iii) A first result given by (1.2) is the characterization of last multipliers
for divergence-free vector fields: m ∈ C∞ (M) is a last multiplier for the
divergenceless vector field A if and only if m is a first integral of A. The im-
portance of this result is shown by the fact that three remarkable classes of
divergence-free vector fields are provided by: Killing vector fields in Rieman-
nian geometry, Hamiltonian vector fields in symplectic geometry and Reeb
vector fields in contact geometry. Also, there are many equations of mathe-
matical physics corresponding to the vector fields without divergence.
(iv) For the general case, namely A is not divergenceless, there is a strong con-
nection between the first integrals and the last multipliers as well. Namely,
from properties of Lie derivative, the ratio of two last multipliers is a first
integral and conversely, the product between a first integral and a last mul-
tiplier is a last multiplier. So, denoting FInt(A) the set of first integrals of
A, since FInt(A) is a subalgebra in C∞(M) it results that the set of last
multipliers for A is a FInt(A)-module.
(v) Recalling formula:
divV (fX) = X (f) + fdivVX (1.4)
it follows that m is a last multiplier for A if and only if the vector field mA
is with null divergence i.e. divV (mA) = 0. Thus, the set of last multipliers
is a ”measure of how far away” is A from being divergence-free.
An important structure generated by a last multiplier is given by:
Proposition 1.4 Let m ∈ C∞ (M) be fixed. The set of vector fields
admitting m as last multiplier is a Lie subalgebra in X (M).
Proof Let X and Y be vector fields with the required property. Since
[18, p. 123]:
divV [X, Y ] = X (divV Y )− Y (divVX)
one has:
[X, Y ] (m) +mdivV [X, Y ] = (X (Y (m)) +mX (divV Y ))−
5
− (Y (X (m)) +mY (divVX)) = (−divV Y ·X (m))− (−divVX · Y (m)) =
= divV Y ·mdivVX − divVX ·mdivV Y = 0.

2 Last multipliers for multivectors
Denote by X k(M) the C∞(M)-module of k-vector fields, 1 ≤ k ≤ n and fix
A ∈ X k(M). The multivector A defines the map iA : Λ
p(M) → Λp−k(M)
given by:
· < iAω,B >=< ω,A ∧ B > for every B ∈ X
p−k(M) with <,> the natural
duality between forms and multivectors and ∧ the Grassmann wedge product
on
n⊕
k=1
X k (M), if p ≥ k,
· iAω = 0 if p < k.
It follows that on (M,V ) lives the map:
V ♭ : X k(M)→ Λn−k(M), V ♭(A) = iAV, (2.1)
which is a C∞(M)-isomorphism between X k(M) and Λn−k(M), for 0 ≤ k ≤
n. The inverse map of V ♭ is denoted V ♮ : Λn−k(M)→ X k(M).
Definition 2.1([8, p. 70]) The map DV : X
k(M)→ X k−1(M):
DV = V
♮ ◦ d ◦ V ♭, (2.2)
is called the curl operator with respect to the volume form V . So, if A ∈
X k(M) then DVA is called the curl of A.
Example 2.2([8, p. 70]) If k = 1 then DV = divV . Indeed, if A ∈ X (M)
then:
(DVA) V = V
♭ ◦DV (A) = d ◦ V
♭ (A) = d ◦ iA (V ) = LAV = (divVA)V.
Inspired by this example and relation (1.4) we introduce here the main
notion of this paper:
Definition 2.3 The function m ∈ C∞ (M) is called a last multiplier of
A ∈ X k(M) if:
DV (mA) = 0. (2.3)
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Since V ♮ is a C∞(M)-isomorphism between Λn−k(M) and X k(M) it re-
sults that (2.3) means d
(
V ♭ (mA)
)
= 0 i.e.:
d
(
mV ♭ (A)
)
= 0 (2.4)
which is the natural extension of condition (1.1) from Definition 1.1. With
the same computation as in the previous section we derive the following
equivalent characterizations of last multipliers for A ∈ X k(M):
· in terms of Witten differential: V ♭ (A) = iAV belongs to the kernel of the
differential operator dm + (m− 1) d : Λ
n−k (M)→ Λn−k+1 (M),
· in terms of Marsden differential: V ♭ (A) = iAV is d
m-closed with dm :
Λk (M)→ Λk+1 (M) as in Section 1.
From the C∞(M)-linearity of V ♭ we have V ♭ (mA) = mV ♭ (A) = (mV )♭ (A)
and then (mV )♮ = 1
m
V ♮ (we suppose m > 0 everywhere). It follows:
mDmV (A) = V
♮ ◦ d ◦ V ♭ (mA) = DV (mA) (2.5)
which yields:
Proposition 2.4 m ∈ C∞ (M) is a last multiplier of A ∈ X k(M) if and
only if:
DmV (A) = 0. (2.6)
The last formula has some important consequences, all in terms of an
operation on
n⊕
k=1
X k (M) called Schouten bracket [, ] which is a natural gene-
ralization of Lie bracket from X (M) and generates a Gersternhaber algebra
structure on the set of multivectors, [14]. For details regarding this bracket
see [8], [27]. The first corollary of (2.6) is a formula for the curl:
Proposition 2.5 If m ∈ C∞ (M) is a non-vanishing last multiplier of
A ∈ X k(M) then the curl of A can be expressed in terms of the Schouten
bracket:
DVA = − [A, ln |m|] . (2.7)
Proof Is a direct consequence of formula (2.90) from [8, p. 71]:
DmVA = DVA+ [A, ln |m|] . ✷
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A second formula relates the Schouten bracket with the product ∧ of
n⊕
k=1
X k (M). After [8, Th. 2.6.7 p. 71] if A is an a-multivector and B is a
b-multivector then:
[A,B] = (−1)bDV (A ∧ B)− (DVA) ∧ B − (−1)
bA ∧ (DVB) . (2.8)
Corollary 2.6 Let m ∈ C∞ (M) be a last multiplier for both A and B.
Then m is a last multiplier for A ∧ B if and only if A and B Schouten-
commutes i.e. their Schouten bracket vanishes: [A,B] = 0.
Another consequence of (2.6) is a straightforward generalization of Propo-
sition 1.4:
Theorem 2.7 Let m ∈ C∞ (M) be fixed. The set of multivectors admit-
ting m as last multiplier is a Gerstenhaber subalgebra in
n⊕
k=1
X k (M).
Proof The curl operator is, up to a sign, a derivation of the Schouten
bracket, namely [8, p. 71]:
DV [A,B] = [A,DVB] + (−1)
b−1 [DVA,B] . (2.9)
This relation combined with (2.6) gives the conclusion. ✷
Definition 2.8([30]) The multivector A is called exact with respect to
the volume form V if DV (A) = 0.
Remarks 2.9 (i) It follows from (2.3) that the set of last multipliers of
A is a ”measure of how far away” is A from being exact.
(ii) Equation (2.8) gives that if A and B are exact multivectors then A ∧ B
is exact if and only if they Schouten-commutes.
(iii) Using again (2.9) it results that the set of exact multivectors is a Schouten
subalgebra in
n⊕
k=1
X k (M).
Example 2.10 From [19] the volume form V yields a Nambu multivector,
[8, p. 160], AV ∈ X
n (M); if (x1, . . . , xn) is a local chart on M such that V =
fdx1 ∧ . . .∧ dxn then AV =
1
f
∂
∂x1
∧ . . .∧ ∂
∂xn
. A straightforward computation
gives that AV is exact with respect to V .
Remark 2.11 Let f ∈ C∞(M) and A an a-multivector. From (2.8) and
DV (f) = 0 we get:
[A, f ] = DV (fA)− fDV (A)
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and then DV (fA) = fDV (A) if and only if f is a Casimir of A i.e. [A, f ] = 0.
Connecting this with Remarks 2.9. (ii) we derive:
Proposition 2.12 If A is exact then fA is exact if and only if f is a
Casimir function of A.
3 Last multipliers for Poisson bivectors
Let us assume that M is endowed with a Poisson bracket {, } induced by
the Poisson bivector pi ∈ X 2 (M). Let f ∈ C∞ (M) and Af ∈ (M) be the
associated Hamiltonian vector field of the Hamiltonian f , [18].
Given the volume form V there exists a unique vector field Xπ,V , called
the modular vector field, so that [15], [28]:
divVAf = Xπ,V (f) . (3.1)
From Proposition 1 of [7, p. 4] we have:
Xπ,V = DV (pi) . (3.2)
Definition 3.1 The triple (M,pi, V ) is called [28] unimodular if Xπ,V is
a Hamiltonian vector field, Aρ of ρ ∈ C
∞ (M). The triple (M,pi, V ) is called
[6], [30] exact if Xπ,V is identically zero.
Let us introduce:
Definition 3.2 The function m ∈ C∞ (M) is called a last multiplier of
(M,pi, V ) if:
DV (mpi) = 0 (3.3)
equivalently:
DmV (pi) = 0. (3.4)
It results that the set of the last multipliers of (M,pi, V ) is a ”measure of
how far away” is (M,pi, V ) from being exact and the characterization:
Proposition 3.3 m ∈ C∞ (M) is a last multiplier of (M,pi, V ) if and
only if:
Xπ,mV = 0. (3.5)
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Example 3.4 i) Poisson structures induced by symplectic structures are
exact. This statement appears in the introduction of [30] and we provide here
a proof using [28](or item 1 of Remark 2.3. from [30]): a Poisson structure
is exact with respect to V if and only if V is invariant of any Hamiltonian
vector field Af . But in symplectic geometry this is a well-known fact.
ii) A condition for a quadratic Poisson structure on IR3 to be exact is given
in Example 5.6.8. from [8, p. 149].
The two notions of Definition 3.1 are equivalent as it is pointed out in
[6]. Moreover, in the MR review of [30] it is put in evidence that at local
level there is no problem about the dependence of volume form V . So, in
the following we work in local coordinates. Let (x1, . . . , xn) be a local chart
on M such that V = dx1 ∧ . . . ∧ dxn and the bivector pi of (M, {, }) is:
pi =
∑
i<j
piij ∂
∂xi
∧ ∂
∂xj
. Denoting pii =
n∑
j=1
∂πij
∂xj
we have [7, Proposition 1, p. 4],
[6]:
Xπ,V =
n∑
i=1
pii
∂
∂xi
(3.6)
and then, Proposition 3.3 becomes:
Proposition 3.5 m ∈ C∞ (M) is a last multiplier for (M,pi, V ) if and
only if:
piim :=
n∑
j=1
∂ (mpiij)
∂xj
= 0, 1 ≤ i ≤ n. (3.7)
Examples 3.6:
3.6.1
After [27, p. 31] the bivector pi = h (x, y) ∂
∂x
∧ ∂
∂y
defines a Poisson
structure on IR2. So, pi12 = −pi21 = h and then (3.7) becomes:
∂ (mh)
∂y
= −
∂ (mh)
∂x
= 0
with the obvious solution mπ =
C
h
(if we suppose h > 0 everywhere), where
C is a real constant. Therefore, on the Poisson manifold
(
IR2, pi
)
above, the
function C/h is a last multiplier.
In this way we reobtain part (a) of Theorem 3.2. from [30] that any
smooth 2-dimensional Poisson structure is exact if and only if it is constant;
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indeed the exact Poisson mπ · pi = C
∂
∂x
∧ ∂
∂y
is constant. Also, the sec-
ond phrase of Remark 3.2. item 3): the set of exact 2-dimensional Poisson
structures is a 1-dimensional space isomorphic with IR is also verified.
3.6.2 Lie-Poisson structures
The interest for this example is pointed out in [30]: Lie-Poisson struc-
tures play important roles in studying normal forms for a class of Poisson
structures.
Let G be an n-dimensional Lie algebra with a fixed basis B = {ei}1≤i≤n
and let B∗ = {ei} be the dual basis on the dual G∗. Recall the definition of
structure constants of G:
[ei, ej ] = c
k
ijek.
Then, on G∗ we have the so-called Lie-Poisson structure given by [27, p. 31]:
piij (xue
u) = ckijxk. (3.8)
We get:
piim =
n∑
j=1
ckij
∂ (mxk)
∂xj
(3.9)
Particular case: n=2
Although from the previous example we know all about the 2-dimensional
case it is interesting to reobtain the conclusion within this example. The
structure relations [e1, e1] = [e2, e2] = 0, [e1, e2] = c
1
12e1 + c
2
12e2 yield:{
pi1m = c
2
12m+
∂m
∂y
(c112x+ c
2
12y)
pi2m = −c
1
12m−
∂m
∂x
(c112x+ c
2
12y)
. (3.10)
Supposing G nontrivial (i.e. (c112)
2
+ (c212)
2
> 0) there result three cases:
I) c112 · c
2
12 6= 0 i.e. h = c
1
12x+ c
2
12y. From the system (3.7) pi
1
m = pi
2
m = 0 we
have:
c212
∂m
∂x
− c112
∂m
∂y
= 0 (3.11)
with solution m = A
(
x
c2
12
+ y
c1
12
)
+ B which replaced in (3.10) yields A =
B = 0. In conclusion, the last multiplier of pi for this case is zero and the
associated Poisson structure is trivial (hence exact).
II) c212 = 0 (i.e. h = c
1
12x) with solution m = m (x) of (3.11). Inserting this
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function in (3.102) we get m+ x ·m
′ = 0 with solution mπ =
C
x
.
III) c112 = 0 (i.e. h = c
2
12y) with solution m = m (y) of (3.12). With the same
computations as above it results mπ =
C
y
.
4 Exact Poisson cohomology of unimodular
Poisson structures
Returning to the general case of Poisson structures in IRn let us point out an
interesting consequence of (2.8) and (2.9) respectively:
Proposition 3.7 i) Let X, Y ∈ X (IRn) be such that:
a) their wedge product pi = X ∧ Y is a Poisson structure,
b) they Lie-commutes: [X, Y ] = 0.
c) they are divergence-free.
Then pi is an unimodular Poisson bivector.
ii) Let pi be a Poisson structure and X ∈ X (IRn) such that their Schouten
bracket [pi,X ] is again a Poisson structure. If pi is unimodular and X is
divergence-free then [pi,X ] is unimodular.
iii) Let pi be an unimodular Poisson structure and A an exact multivector.
Then their Schouten bracket [pi,A] is an exact multivector.
In the following suppose (IRn, pi) is an unimodular Poisson manifold. Let
us consider, after [8, p. 39], the map δπ :
n⊕
k=1
X k (IRn)→
n⊕
k=1
X k (IRn) , δπ (A) =
[pi,A] (for a local expression see [27, Formula (4.8), p. 43]) and let us denote
X ke (IR
n) the set of exact k-multivectors. From the last item of the previous
result and the fact that
(
n⊕
k=1
X k (IRn) , δπ
)
is a complex [8, p. 39], it results
a new differential complex:
. . .→ X k−1e (IR
n)
δpi→ X ke (IR
n)
δpi→ X k+1e (IR
n)→ . . . (4.1)
which will be called the exact Lichnerowicz complex. Let us call the cohomol-
ogy of this complex exact Poisson cohomology. Obviously, the exact Poisson
cohomology is included in the usual Poisson cohomology treated in detail in
[8] and [27].
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Therefore we set the exact Poisson groups:
Hke (IR
n, pi) =
ker{δπ : X
k
e (IR
n)→ X k+1e (IR
n)}
Im{δπ : X k−1e (IR
n)→ X ke (IR
n)}
. (4.2)
Hke (IR
n, pi) is a subgroup of the groupHk (IRn, pi) of Poisson cohomology. For
example H0e (IR
n, pi) = H0 (IRn, pi) which is the group of Casimir functions of
pi, [8, p. 40].
Conclusions
0) The last multipliers constitute a measure to count the ”perturbation” from
exactness. So, this notion can be thought in the framework of [20].
1) The theory of the last multipliers can be extended from vector fields to
general multivectors preserving a series of remarkable characterizations and
results.
2) An important structure generated by a last multiplier is of algebraic na-
ture: the set of multivectors with a prescribed last multiplier is a Gersten-
haber subalgebra.
3) From the two previous remarks it results that a natural extension of our
theory seems to work on Lie algebroids using the tools of [12] and [14]. Hence,
a sequel paper [4] is forthcoming.
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