I. INTRODUCTION
Recent years, CubeSat has been a hot research object in the field of aerospace. Because of its small size, lightweight, low cost, strong functional extensibility, CubeSat has attracted the attention of NASA as the representative of various domestic and international research institutions [1, 2] . If one rocket is launched with multiple standard CubeSats which load different payloads and self-organizing technology on orbit is used to complete the structure self-reconfigure, the CubeSats can achieve to extend the overall function of the spacecraft and satisfy the different needs of the mission, although the volume and the power of CubeSat are limited, and the function of CubeSat is simple. The key technology of the CubeSat's self-reconfigure is to achieve its autonomous docking. Owing to the high sensitivity, large dynamic range and high reliability, the vision technology is widely used to locate and estimate the relative position and orientation of the spacecraft in final approach stage of autonomous docking.
In 2006, Romano et al. [3] used a monocular camera to acquire images of LED feature points in the experiment of CubeSat's autonomous docking to realize the navigation and position tracking; in 2014, the AAReST (Autonomous Assembly of a Reconfigurable Space Telescope) project conducted by Surrey University, illuminated the target with a laser diode [4] , and used a monocular camera as the sensor, and the reflected light imaging and the image processing to complete the docking mission.
In order to ensure successfully implement autonomous docking for the self-reconfigurable CubeSat, the identification of the cooperative target on the CubeSat is needed through the observation equipment on the tracking CubeSat, therefore, the key technology for self-reconfigure is the processing of the acquired images. The image segmentation is one of the most crucial steps in image processing. Typically, the high accuracy of segmentation, the extraordinary success rate of target identification. Generic image segmentation methods include edge detection, region growing, the threshold method, wherein the threshold segmentation is the relatively simple method, which is widely used in image processing. Miao et al. [5] used Otsu method for image segmentation on recognition of torpedo target. However, their segmentation method has the problems of a long operation time, and prohibitive computational cost. On account of their problems, a new method which utilized FO-DPSO to process image segmentation is proposed in this paper, in order to achieve fast and accurate extraction of the cooperative target.
Meanwhile, the accuracy of the position and orientation measurement also directly affects the success of the CubeSat's reconstruction and docking. At present, most of the position and attitude measurement methods are used to calculate the position and attitude of the target feature points, such as geometric positioning method, nonlinear iterative method, PnP (Perspective-n-Points) method and so on. Wang et al. [6] introduced the distance factor of perspective projection line to simplify the calculation model according to the relationship of feature points, and the attitude measurement was achieved by using the least square iterative algorithm. However, the above iterative calculation method was easily influenced by image noise, which resulted in the iteration divergence; Zhao et al. [7] from Chinese Academy of Sciences used a classic P3P (Perspective-3-Points) pose measurement method to calculate the relative position between the tracking CubeSat and target CubeSat. In autonomous docking process of CubeSats, the number of the extracted feature points will decrease with the decrease of the field of view. In this article EPnP (Efficient Perspective-n-Points) algorithm is used to ensure when the different number of target features points is extracted, then pose measurement system can calculate the relative position and attitude between the tracking CubeSat and the target CubeSat.
In this paper, the reconfigurable CubeSats prototype is taken as the research object, and main research contents are as follows: firstly, installing cooperative target on the target CubeSat, and capturing the cooperative target image by monocular camera. Then using FO-DPSO method to achieve adaptive threshold segmentation of acquired images and
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Yimeng Fu, Chenli Su, Jinguo Liu*, Qing Gao, Tian Zhang, Tongtong Tian -7, 2016 improve cooperation target feature extraction accuracy. Thirdly, using extraction of gravity center method to extract the feature points of cooperation targets. Finally, utilizing the EPnP algorithm on positioning the tracking CubeSat. The proposed autonomous docking method will be verified by the CubeSat prototype through the experiments.
II. DESIGN OF ELF-RECONFIGURABLE CUBESATS AUTONOMOUS DOCKING SYSTEM

A. Design of cooperative target
In order to make the tracking CubeSat identify the target CubeSat effectively and localize the target CubeSat accurately, this article chooses to install target points on the target CubeSat as features for recognition.
The cooperative target should meet the following requirements: (1) Target area should be brighter than background area for reducing the effects of shadows produced by the light on the target region; (2) The target and background area have a big gray difference, which is convenient for the on-board computer operation [8] ; (3) The shape of the target area should be easy to be identified, and it is not symmetrical; (4) The target area may be blocked or out of the field of view , which will result in the gray values of a part of the target feature points cannot be extracted [9] .So the target should be designed with redundancy. According to the above requirements, the designed cooperative target is shown in Figure 1 . Cooperative targets are established in a square with a side of length 100mm, and the eight target areas noted by a ~ g according to the clockwise direction. The target area located in the center of the square noted by h, and the target area is set to be h center as the coordinate origin. The target plane is XOY plane, the z axis direction is determined by the right-hand rule, and the O -XYZ coordinate system is established. Cooperative target information is shown in Table  I .
B. Hardware design of self-reconfigurable CubeSats autonomous docking system
The CubeSats used in this article consist of two self-reconfigurable 2U CubeSats, and each CubeSat can run independently, or collaborate with each other to be an autonomic system simultaneously. Under different conditions, the structure of CubeSats can separate and re-connect. The CubeSats with efficient position control system are able to autonomously rendezvous and dock. The docking device model is shown in Figure 2 . CubeSat is propelled by ducted fan and equipped with an embedded processor for docking process control, and docking device uses electromagnetic docking mode, i.e., through the interface of the electromagnet control to realize the connection between the CubeSats. Monocular vision can simplify the structure of the docking system, reduce the cost of CubeSat, satisfy the requirements of docking accuracy and have good real-time performance. As a result, the docking process uses monocular camera as the sensor, measures relative position and attitude between the tracking CubeSat and target CubeSat. Then it realizes the attitude navigation of tracking CubeSat, through the software development, by using the proposed algorithm in this paper, which improves the speed and precision of the docking.
C. Software structure of self-reconfigurable CubeSat autonomous docking system
According to the requirements of self-reconfigurable CubeSats autonomous docking process, the docking system can be divided into target recognition system and relative position and attitude measurement system of tracking CubeSat.
 Target recognition system
In the autonomous docking process of self-reconfigurable CubeSats, a monocular camera is mounted on the tracking CubeSat to grab and process images in the field of view in real time, and the characteristics of the target area are extracted.
The specific process (shown in Figure 3 (a)): (1) acquisition of target images; (2) preprocessing of target images; (3) segmentation of target images for obtaining binary images and target area by fractional-order Darwin particle swarm optimization (FO -DPSO) algorithm; (4) extraction of the feature points from target area and calculating the feature points' 3D spatial coordinates.
 Relative position and attitude measurement system of tracking CubeSat
The monocular camera as a visual sensor cannot directly obtain 3-dimensional information of tracking CubeSat by 2-dimensional image information, it needs to be calibrated in advance for obtaining the internal parameters of the camera [10] . The coordinates of the n feature points in the image acquired by the calibrated camera and the position of these feature points in the space are used to calculate their three-dimensional relative position coordinates, which are called the PnP problem [11, 12] . In this paper, the target recognition results are taken as the input parameters. The EPnP algorithm is used to calculate the position and attitude of the tracking CubeSat relative to the target CubeSat, and the coordinate information of target CubeSat is sent to Pose Determination and Control System (PDCS) of tracking CubeSat, and then the docking of CubeSats is completed, which is shown in Figure 3 (b) below.
III. TARGET RECOGNITION SYSTEM
A. Image Pre-processing
In the self-reconfigurable docking process of CubeSats, the monocular camera which is mounted on tracking CubeSat acquires images of cooperative target on target CubeSat in real time to obtain a sequence of target images for image processing. Because the images contain random noises, image pre-processing is needed for the acquired images before image segmentation, which includes converting color-images into grayscale images and Gaussian filtering the image by Gaussian algorithm.
Color information can be eliminated by color-gray conversion. The monocular camera in this article acquires images in RGB format, the default setting of R, G, B proportion is 4:2:2. Therefore, in gray processing, extract only R channel can obtain better effect; Gaussian filter is used primarily to eliminate the random noise in the image, and highlight the target area. Image pre-processing result is shown as Figure 4 .
B. Image segmentation
Image segmentation is one of the most important steps in the process of image analysis [13] . The whole region of the image is divided into different regions with special significance. In the process of autonomous docking of CubeSats, the relative position and attitude between the tracking CubeSat and the target CubeSat are changed in real-time. Therefore, for images that acquired from diverse angles, achieving automatic image segmentation to meet real-time requirements of docking is particularly important. In the commonly adaptive threshold methods, the Otsu method is widely used because of its good segmentation effect and wide application range [14] . Its basic idea is to divide the pixels in the image into two classes C0 and C1，according to the gray value with a threshold value t，in which C0 is composed of gray value in 0~t pixels, and C1 is composed of gray value in t+1~L-1 (L is the image gray series) between the pixels. According to (1) to calculate the variance between C0 and C1:
 is the number of pixels contained in C0; 2  is the number of pixels contained in C1; 1 u is the average gray value of all the pixels in C0, 2 u is the average gray value of all the pixels in C1. The value of t sequentially changes from 0 to L-1, and the maximum value is   2 t  , where t is the optimal threshold. However, the Otsu method has a large amount of calculation and it calculates for a long time [15] , while taking account of the low power of CubeSat, and the operation and processing capacity is limited of on-board computer, the adaptive threshold method should be simplified. In order to address the above problems, the threshold segmentation method based on Fractional-Order Darwinian Particle Swarm Optimization algorithm is used to process the image [16] , which improves the speed of image processing.

Darwinian Particle Swarm Optimization PSO is proposed by Kennedy and Eberhart in 1995 based on swarm intelligence evolutionary computation technology, which simulates the behavior of birds through collective collaboration within the population for achieving the intended purpose [17] . PSO is a search strategy based on global population, and compared with the optimization algorithms such as genetic algorithms, differential evolution algorithm, and colony optimization algorithm, etc., PSO algorithm is easy to operate, and the operation process is fast and more efficient. Compared with the simulated annealing algorithm and taboo search, PSO algorithm has higher accuracy and robustness [18] , and PSO algorithm is an efficient parallel search algorithm.
PSO algorithm uses Speed -Location search model, the location 1 2 3 ( , , , , ) particle indicates the  solution  of  the  problem,  the  velocity   1  2  3 ( , , , , )
indicates the speed of the particle which is flying from current position to the next position. The performance of the particle is evaluated by the fitness function value, and the best fitness corresponds to the best position of the particle experience, namely the best individual value, denoted as 1 2 3 ( , , , , )
The best position of all particles in the swarm is the best global value, which is denoted as 1 2 3 ( , , , , )
The velocity and location of each particle are updated iteratively by the following equation:
( 1) ( )
Wherein, ω is inertial influence, 12 rr ， are distributed in the interval (0,1) random numbers, 12 cc ， are the learning factor.
However, in practical applications, similar to other optimization algorithm, PSO algorithm is easy to be trapped in a local optimum. In order to overcome this problem, in 2005, Jason used a kind of natural selection of the evolutionary model for PSO algorithm and presents Darwinian Particle Swarm Optimization(DPSO) algorithm [19] . The swarm is divided into several groups by DPSO, and each group performs like an ordinary PSO algorithm with rules governing the collection of groups that are designed to simulate natural selection. When a search tends to a local optimum, the search in that area is discarded and then another area will be searched instead. It can improve the diversity of particles and enhance the ability of PSO algorithm to escape from the local optimum. At each step, if the swarm can find a better fitness value, the particle life will be extended or a new descendent will be created within a constantly changing collection of swarms. On the other hand, the swarm which could not get a better fitness value can reduce its life or delete the worst performing particle in the swarm. If the swarm's population falls below a minimum bound, the swarm will be deleted.
 Fractional-Order Darwinian Particle Swarm Optimization
With the theory of fractional calculus being applied in various scientific fields, Couceiro et al. [20] proposed the Fractional-Order Darwinian Particle Swarm Optimization (FO-DPSO). In DPSO algorithm, they introduced fractional calculus, by using fractional calculus to control the convergence rate of the algorithm.
Considering the inertial influence as ω = 1, the 4 terms of differential derivative is used, then (2) can be rewritten as (3): 
Wherein, α is fractional times. Literature [20] shows that when the fractional order α is in the range of (0.5, 0.8), the optimization convergence rate of FO-DPSO is much faster.
In order to reduce the computation of the Otsu method, this article uses the FO-DPSO algorithm to search the optimal threshold, the basic process is described as follows:
(1) Initialize the FO-DPSO, and set up the relevant parameters. Regarding gray value of each pixel in the grayscale image as "particles", set the initial particle swarm number S, the minimum number of particle swarm min S , the maximum number of particle swarm max S , each subgroup of particle number N, the minimum number of particles min N , maximum particle number max N , etc.;
(2) According to equation (1), calculate the fitness value of particles in each swarm, i.e. if the variance between-class is greater than the results of the past, then update the particle's individual extremum ( 1, 2, , )
and the global extreme value ( 1, 2, , )
of each swarm (3) According to natural selection, complete the evolution of particle swarm; (4) According to (3), update speed and location of each particle to obtain new gray value for calculating the variance between classes of the gray value; (5) Repeat steps (2) to (4), iteratively, until it reaches the maximum number of iterations or stop while the condition is met to obtain maximum variance; (6) Output particle swarm optimal location, i.e., the optimal threshold.
The segmented image is defined as follows:
Because the image gray value is a positive integer between [0,255], the obtained velocity and location based on FO-DPSO updating equation are continuous values. So the updated speed should be rounded, and be checked whether the location is out of bounds (>255 or <0).
C. Target feature extraction
In the autonomous docking process, the tracking CubeSat recognizes the feature points of the cooperation target on target CubeSat, then complete the measurement of the relative position and attitude of target CubeSat. In this article, the cooperative target centers are selected as feature points. In binary image, there are some errors in the segmented image of target area, and some burr in the boundary part, so the morphological image processing is adopted to eliminate the them. The target area pixel value of segmented binary image is 255, and the background area pixel value is 0, so the center of the gravity is obtained according to the pixel gray value of the image, and it must be located on the target.
For the image processing, the commonly used method of seeking the center of gravity is the moment method: 
ij pix x y is the gray value of the point.
IV. RELATIVE POSITION MEASUREMENT SYSTEM OF TRACKING CUBESAT
The measurement of relative pose between the tracking CubeSat and the target CubeSat can be divided into two parts. The first part is camera calibration to obtain the camera internal parameters. The second part is solving the relative position and attitude of the coordinate systems [21] .
A. Camera Calibration
In this paper, the coordinate origin is the center of the target area h, the target plane is XOY plane, Z-axis is perpendicular to the outward of the target plane. To establish a world coordinate system O-XYZ, the camera should be demarcated to obtain the internal parameters of camera.
Depending on the camera imaging principle, the midpoint coordinates of the space in the camera coordinate system and its projected point in the image coordinate system are obtained: The camera in this paper is calibrated, and the camera internal parameters matrix is obtained: 
B. Relative position measurement system of tracking CubeSat The camera's internal parameters are obtained, then the problem of calculating the position of the camera is the PnP problem by using the coordinates of N feature points in the world coordinate system and the corresponding projection in the image coordinate system
In the process of self-reconfigurable CubeSats, defined the coordinate of tracking CubeSat as the camera coordinate system, the coordinate which target CubeSat located is the world coordinate system, by solving the PnP problem which can obtain the relative position and attitude between the tracking CubeSat and the target CubeSat. In this paper, the EPnP [22] algorithm is used to solve the PnP problem.
EPnP algorithm describes the 3D coordinates of the n points as a weighted sum of four virtual control points. For n feature points in space, the description is carried out by (8) 4 1 ( 1,2, ,n; 1, , 4)
Where the right superscript w expressed the point coordinates in the world coordinate system, and
Similarly, the right superscript c represents the point of the coordinate in the camera coordinate system, then there is (10): 
By concatenating them for all n reference points, there is a linear system of the form 0 Mx 
Where 1 Considering some target feature points cannot be extracted, the cooperative target with redundancy includes eight feature points to ensure EPnP algorithm can solve the PNP problem correctly. Therefore, in the autonomous docking process, the target recognition system just identifies no less than 4 feature points to calculate the relative pose between target CubeSat and tracking CubeSat.
V. EXPERIMENT RESULTS AND ANALYSIS
A. Experimental method and test platform
Verification experiments are carried out, and first the experimental platform is set up as self-developed CubeSat prototype, as showed in Figure 5 . The performance and accuracy of the recognition method are analyzed by the identification of the target in the image acquired in real time. 
B. Target recognition performance analysis and precision inspection
Firstly, the cooperative objects are acquired under different illumination conditions from different angles, and the proposed method is used to process images. Segmentation results are shown in Figure 6 , it shows that for images, which are acquired under different conditions, the proposed method is capable of choosing the appropriate threshold for image segmentation, thus completing the extracting precision of feature points of the target area. Table II and segmentation results are shown in Figure 7 . Table II shows that compared with Otsu's method, the image that segmented by FO-DPSO method is closer to the original image, which can better retain image information, and improve the feature extraction accuracy; meanwhile, FO-DPSO also has an obvious advantage in computing speed, which can satisfy the real-time requirement of autonomous docking process of CubeSats.
Then, the experiment platform is kept in the same position and 20 pictures are taken continuously to test the recognition error of the proposed method. Compared with the Otsu method, recognition results are shown in Table III , and the errors are calculated by estimating the Euclidean distance between the actual coordinates and the center coordinates of the target area as follows:
Because the actual centers of the target area in the real images are difficult to obtain, the sequential frame images coordinates are obtained to locate the target average ( , ) uv target as actual coordinates, and the location errors of the center of the target in the real images are calculated as follows:
20 frames images are collected, then the maximum errors of the same target area extracted by two methods are counted, and the results are shown in Figure 8 . Error range of using Otsu method to segment the image is wider, and changes obviously. The error range of the proposed method is more concentrated and stable. The maximum positioning error of the proposed method is 0.932 pixel. 
B. Position and orientation measurements and analysis
In Figure 6 (a) ~ (d), the extracted feature points are utilized to calculate the position and orientation angle of the tracking CubeSat by EPnP algorithm. The measurement results are shown in Table IV. In this paper, the application range of the autonomous docking method is 40~100mm, and the accuracy of the measurement results is analyzed in the range of its application. The specific method is described as follows: the acquired image of Figure 6 (c) is taken as an example, and tracking CubeSat position is set as an initial position. Then the position of the tracking CubeSat is changed, and tracking CubeSat's position change is measured by a micrometer. Compared with the pose data which are obtained by the proposed method in this paper, results are shown in Table V . It can be seen that the error of the position and attitude measurement method can guarantee the accuracy of 0.025 mm, which can meet the requirements of the docking process.
VI. CONCLUSIONS
For the autonomous docking process of self-reconfigurable CubeSats, the cooperative target is designed, and an autonomous docking method with Fractional-Order Darwinian Particle Swarm Optimization is proposed. First the single channel extraction and Gaussian filter are utilized to pre-process the acquired image, then FO-DPSO is used to select the optimal threshold for image automatic segmentation of each image. Characteristics of target area are highlighted, and the extraction of center by gravity method is applied to obtain the feature points in the target area. Finally, the pose of the tracking CubeSat is calculated by EPnP algorithm. By prototype experiments, the actual effects of the proposed method are tested: compared with conventional methods, the proposed autonomous docking method has a large advantage in recognition accuracy, computation and real-time, and can satisfy the accuracy and real-time requirement of autonomous docking process of self-reconfigurable CubeSats. The proposed method of actual effects and advantages has an application prospect. 
