Confidence intervals for the difference of means based on two independent samples (Large Deviation and Statistical Inference) by 赤平, 昌文
Title
Confidence intervals for the difference of means based on two
independent samples (Large Deviation and Statistical
Inference)
Author(s)赤平, 昌文




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
Confidence intervals for the difference of





(Lehmann [Le86], Linnik [Li68], Shibata [S81], Weerahandi [W95]). ,
, , Behrens-Fisher , 2
2 .
2. ,
$X_{1},$ $X_{2}$ , $i=1,2$ X,
$f_{X_{i}}(x, \theta_{i})=\{$
$\frac{1}{\theta_{i}}e^{-x/\theta_{i}}$ $(x\geq 0)$ ,
$0$ $(x<0)$
.
$Exp(\theta_{i})$ . $\theta_{i}>0(i=1,2)$ . X,
, $E_{\theta_{i}}(X_{i})=\theta_{i},$ $V_{\theta_{i}}(X_{i})=\theta_{i}^{2}(i=1,2)$ . , 2
$Exp(\theta_{i})(1=1,2)$ \theta 1 $-\theta_{2}$ . , $0<\alpha<1$
$P_{\theta_{1},\theta_{2}}\{b(x1, X_{2})\leq\theta_{1}-\theta_{2}\leq a(X_{1}, x_{2})\}\geq 1-\alpha$
. $b(x_{1}, x_{2})=-a(x2, x1)$ $a.e$ .
$P_{\theta_{1},\theta_{2}}\{a(X_{1}, X_{2})<\theta_{1}-\theta_{2}\}+P_{\theta_{1},\theta_{2}}\{a(X_{2}, X_{1})<\theta_{2}-\theta_{1}\}\leq\alpha$ (2.1)
. $i$ $Y_{i}=X_{i}/\theta_{i}$ , $Y_{1)}Y_{2}$
$f_{Y_{i}}(y, \theta)=\{$
$e^{-y}$ $(y\geq 0)$ ,
$0$ $(y<0)$
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$Exp(1)$ . (2.1)
$P_{\theta_{1},\theta_{2}}\{a(\theta_{1}Y_{1}, \theta_{2}Y_{2})<\theta_{1}-\theta_{2}\}+P_{\theta_{1},\theta_{2}}\{a(\theta_{2}Y2, \theta_{1}Y_{1})<\theta_{2}-\theta_{1}\}\leq\alpha$ (2.2)
. , $x_{1},$ $x_{2}$
$a(x_{1}, x_{2})=x_{1} \tilde{a}(\frac{x_{1}}{x_{1}+x_{2}})$
.
(2.3)$P_{\theta_{1},\theta_{2}} \{a(\theta 1Y1, \theta_{2}Y_{2})<\theta_{1}-\theta 2\}=P\theta_{1},\theta_{2}\{\theta_{1}Y_{1}\tilde{a}(\frac{\frac{\theta_{1}Y_{1}}{Y_{1}+Y_{2}}}{\frac{\theta_{1}Y_{1}}{Y_{1}+Y_{2}}+\frac{\theta_{2}Y_{2}}{Y_{1}+Y_{2}}})<\theta_{1}-\theta_{2}\}$
. $U:=Y_{1}/(Y_{1}+Y_{2}),$ $Z:=Y_{1}+$ , $U$ $Z$ , $U$
– $U(\mathrm{O}, 1)$ , $Z$
$f_{z}(_{Z})=\{$
$ze^{-z}$ $(z\geq 0)$ ,
$0$ $(z<0)$
$\Gamma(1,1)$ . (2.3)
$P_{\theta_{1},\theta_{2}}\{a(\theta 1Y_{1}, \theta_{22}Y)<\theta_{1}-\theta_{2}\}$ $=$ $P_{\theta_{1},\theta_{2}} \{\theta_{1}UZ\tilde{a}(\frac{\theta_{1}U}{\theta_{1}U+\theta_{2}(1-U)})<\theta_{1}-\theta_{2}\}$
$=$ $P_{\delta} \{UZ\tilde{a}(\frac{U}{U+\delta(1-U)})<1-\delta\}$
$=$ $E_{\delta}[F_{Z}( \frac{1-\delta}{U\tilde{a}(\frac{U}{U+\delta(1-U)})})]$ (24)
. $\delta:=\theta_{2}/\theta_{1}$ $F_{Z}(\cdot)$ $z$ ,
$F_{Z}(z)=\{$
$1-(1+z)e-z$ $(z\geq 0)$ ,
$0$ $(z<0)$
.
$P_{\theta_{1},\theta_{2}} \{a(\theta 2Y_{2}, \theta 1Y1)<\theta 2-\theta 1\}=E_{\delta}[F_{Z}(\frac{1-\frac{1}{\delta}}{U\tilde{a}(\frac{U}{U+\frac{1}{\delta}(1-U)})})]$ (2.5)
. (2.2), (2.4), (2.5)
$p( \delta):=E_{\delta}[F_{Z}(\frac{1-\delta}{U\tilde{a}(\frac{U}{U+\delta(1-U)})})\cdot]+E_{\delta}[F_{Z}(\frac{1-\frac{1}{\delta}}{U\tilde{a}(\frac{U}{U+\frac{1}{\delta}(1-U)})})]\leq\alpha$ (2.6)
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. , $\delta$ – (2.6) $\tilde{a}(\cdot)$
$P_{\theta_{1},\theta_{2}}\{-a(X_{2}, X_{1})\leq\theta_{1}-\theta_{2}\leq a.(X_{1}, x_{2})\}\geq 1-\alpha$
, $\theta_{1}-\theta_{2}$ $1-\alpha$ $[-a(x_{2}, x_{1}), a(X_{1}, x_{2})]$ .
$a(x_{1}, x_{2})=x_{1}\tilde{a}(x_{1}/(x_{1}+x_{2}))$ .
, $\theta_{2}=0$ (2.2) , $\tilde{a}(1)=-1/\mathrm{l}\circ \mathrm{g}(1-\alpha)$ .
$\tilde{a}(z)=\frac{cz}{1+d(1-z)}$ $(0\leq z\leq 1)$
$\tilde{a}(\cdot)$ , $\tilde{a}(1)=c=-1/\mathrm{l}\circ \mathrm{g}(1-\alpha)$ . $\alpha=0.05$ , $\delta$
- (2.6) $d$ $d=-0.9$ .
$a(_{X_{1},X_{2}})= \frac{c_{0}x_{1}^{2}}{x_{1}+0.1x_{2}}$
. $c_{0}=-1/\mathrm{l}\circ \mathrm{g}0.95$ .
$\delta$
1: $\alpha=0.05,$ $d=-0.9$ $a(x_{1}, x_{2})=c_{0^{X_{1}^{\mathit{2}}}}/(x_{1}+0.1x_{2})$ , (2.6)
$\delta$ $p(\delta)$
, $X_{1},$ $X_{2}$ , $i=1,2$ X,
$fx_{i}(x, \theta i)=\{$
$\frac{1}{\theta_{i}^{n}\Gamma(n)}x^{n-1}e^{-x}/\theta i$ $(x\geq 0)$ ,
$0$ $(x<0)$
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$\Gamma(n, \theta_{i})$ . $\theta_{i}>0(i=1,2)$ $n>0$ .
, X, , $E_{\theta_{i}}.(X_{i})=n\theta_{i},$ $V\theta_{i}(X_{i})=n\theta i2(i=1,2)$ . ,
2 $\Gamma(n, \theta_{i})(i=1,2)$ $n(\theta_{1^{-}}\theta_{2})$ .
, $0<\alpha<1$
$E_{\delta}[F_{Z}( \frac{n(1-\delta)}{U\tilde{a}(\frac{U}{U+\delta(1-U)})})]+E_{\delta}[F_{Z}(\frac{n(1-\frac{1}{\delta})}{U\tilde{a}(\frac{U}{U+\frac{1}{\delta}(1-U)})})]\leq\alpha$
, $\delta$ - $\tilde{a}(\cdot)$ . $x_{1},$ $x_{2}$ $a(x_{1}, x_{2})=$




Be $(n, n)$ , $F_{Z}(\cdot)$ $\Gamma(2n, 1)$
$Z$ . $\tilde{a}(\cdot)$
$P_{\theta_{1},\theta_{2}}\{-a(X_{2}, X_{1})\leq n(\theta_{1^{-}}\theta_{2})\leq a(X_{1}, x_{2})\}\geq 1-\alpha$
, $\mathrm{n}(\theta_{1^{-}}\theta_{2})$ $1-\alpha$ $[-a.(X_{2}, X1), a(X_{1}, x_{2})]$ .
$a(x_{1}, x_{2})=x_{1}\tilde{a}(x1/(\dot{x}_{1}+x_{2}))$ .
3. Behrens-Fisher
$X_{1},$ $\cdots,$ $X_{n}$ , $N(\mu_{x}, \sigma_{x})2$ ,
$Y_{1},$
$\cdots,$
$Y_{n}$ , $N(\mu_{y}, \sigma_{y})2$ . $\mu_{x},$ $\mu_{y}$ ,
$\sigma_{x}^{2},$ $\sigma_{y}^{2}$ . $X_{1},$ $\cdots,$ $X_{n},$ $Y_{1,n}\ldots,$$Y$ .
$\overline{X}$
$:= \frac{1}{n}\sum_{=i1}^{n}X_{i}$ , $\overline{Y}:=\frac{1}{n}\sum_{i=1}^{n}Y_{i}$ ,
$S_{x}^{2}:= \sum_{=i1}n(xi^{-}\overline{x})^{2}$ , $S_{y}^{2}:= \sum_{i=1}^{n}(Yi^{-}\overline{Y})^{2}$
, $(\overline{X},\overline{Y}, S_{x}2, S^{2})y$ $(\mu_{x}, \mu_{y}, \sigma_{x}, \sigma_{y})22$ . $S_{x}^{2}/\sigma_{x}^{2}$ , $S_{y}^{2}/\sigma_{y}^{2}$




$P\{h(S_{x}^{22}, S)y\leq\overline{Y}-\mu_{y}-(\overline{X}-\mu_{x})\leq g(S_{x}^{2}, s_{y}^{2})\}\geq 1-\alpha$ (3.1)
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. $h(x, y)=-g(y, x)$ $a.e$ . . $c$
$g(c^{2}x, C^{2}y)=Cg(x, y)$ ,
$W_{x}:= \frac{S_{x}^{2}}{\sigma_{x}^{2}}$ , $W_{y}:= \frac{S_{y}^{2}}{\sigma_{y}^{2}}$
. , (3.1)
$P\{-g(\sigma_{y}^{2}W_{y}, \sigma_{x}W2)x\leq\overline{Y}-\mu_{y}-(\overline{x}-\mu_{x})\leq g(\sigma_{x}^{2}W_{x’ y}\sigma^{2}Wy)\}\geq 1-\alpha$
$E[ \Phi(\sqrt{W_{x}+W_{y}}g(\frac{n\delta W_{x}}{W_{x}+W_{y}},$ $\frac{n(1-\delta)W_{y}}{W_{x}+W_{y}}))].\cdot$
..
$+$ $E[ \Phi(\sqrt{W_{x}+W_{y}}g(\frac{n(1-\delta)W_{y}}{W_{x}+W_{y}},$
$\frac{n\delta W_{x}}{W_{x}+W_{y}}))]\geq 2-\alpha$ (3.2)
. $\Phi(\cdot)$ $N(0,1)$ , $\delta=\sigma_{x}^{2}/(\sigma^{2}x+\sigma_{y}^{2})$ . $F_{T}(\cdot)$
$2n-2$ $t$ , (3.2)
$q(\delta)=E[F_{\tau}(\sqrt{2n-2}g(n\delta B, n(1-\delta)(1-B)))]$
(3.3)
. $\cdot$ $+E[F_{T}(\sqrt{2n-2}g(n(1-\delta)(1-B), n\delta B))]\geq 2-\alpha$




$\tilde{g}(z)=a(_{Z}-b)^{2}+c$ $(0\leq \mathcal{Z}\leq 1)$
. $a\geq 0,0<b<1$ . , $\delta$ - (3.3)
$a,$ $b,$ $c$ , (3.1)
$P\{-g(s_{y}^{22}, S)+\overline{X}-\overline{Y}\leq\mu_{x}-\mu yxx\leq g(s2, s_{y}2)+\overline{X}-\overline{Y}\}\geq 1-\alpha$




2: $\alpha=0.05,$ $n=5$ , $a=1,$ $b=c=1/2$ (3.3) \mbox{\boldmath $\delta$} $q(\delta)$
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