We study a generalized version of the method of alternating directions as applied to the minimization of the sum of two convex functions subject to linear constraints. The method consists of solving consecutively in each iteration two optimization problems which contain in the objective function both Lagrangian and proximal terms. The minimizers determine the new proximal terms and a simple update of the Lagrangian terms follows. We prove a convergence theorem which extends existing results by relaxing the assumption of uniqueness of minimizers. Another novelty is that we allow penalty matrices, and these may vary per iteration. This can be bene cial in applications, since it allows additional tuning of the method to the problem and can lead to faster convergence relative to xed penalties. As an application, we derive a decomposition scheme for block angular optimization and present computational results on a class of dual block angular problems.
Introduction
We present an extended alternating directions method (ADI) for the general convex optimization problem min x; z G 1 (x) + G 2 (z) subject to Ax + b = Bz (1) where We make a basic assumption.
The ADI method operates on the augmented Lagrangian associated with problem (1) L (x; z; p) := G 1 (x) + G 2 (z) + p T (Ax + b ? Bz) + 2 kAx + b ? Bzk 2 2 (2) in which p is a tentative dual multiplier and is a positive scalar. From standard duality theory, if (x ; z ; p ) is a saddlepoint of the augmented Lagrangian, then (x ; z ) is a primal solution of (1) and p is an associated dual multiplier.
In the method of multipliers 26, 38, 39, 2] a saddlepoint is located by an iterative process, consisting of a minimization of the augmented Lagrangian, followed by a steepest-ascent update of the multipliers.
(x t+1 ; z t+1 ) 2 argmin x; z L (x; z; p t ) p t+1 = p t + r p L (x t+1 ; z t+1 ; p t ) A computational drawback of this algorithm is that the quadratic penalty term kAx + b ? Bzk 2 2 in L (x; z; p t ) is not separable with respect to x and z. To overcome this, the primal minimization can be carried out in two steps in a block Gauss-Seidel fashion.
x t+1 2 argmin x L (x; z t ; p t ) z t+1 2 argmin z L (x t+1 ; z; p t ) p t+1 = p t + r p L (x t+1 ; z t+1 ; p t ) This is equivalent to the following scheme. 
This is the ADI method; it consists of solving in each iteration two optimization problems, the objective function of which contains both Lagrangian and proximal terms. Then the Lagrangian terms are adjusted in proportion to the violation of the constraints. Arbitrary p 0 and z 0 can be chosen as starting point, and, in the basic case, the penalty is constant.
The method has been studied extensively in the theoretical frameworks of both Lagrangian functions (Glowinski with Chan, Marrocco, Fortin and Le Tallec 16, 20] ), and maximal monotone operators (Lions and Mercier 32], Gabay 18 ], Eckstein and Bertsekas 9, 12] ). The connection to the proximal point algorithm is discussed in Rockafellar 40] . It has been shown 32] that the method is an instance of the Douglas-Rachford splitting 8] for nding a zero of a maximal monotone operator. Several other decomposition schemes, such as the algorithm of Han and Lou 24], Spingarn's method of partial inverses 42, 43] , the progressive hedging algorithm of Rockafellar and Wets 41] and Golshtein's block method of convex programming 21, 22] are also instances of the Douglas-Rachford splitting (see 9] for a demonstration).
Eckstein and Bertsekas 12] and Cheng and Teboulle 5] have constructed ADI variants which allow for inexact minimization. The former also permits relaxation of the primal iterates; in the latter, quadratic proximal terms replace the augmented Lagrangian penalty terms. In the Peaceman-Rachford variant 18], based on 36], a multiplier update is interpolated between the two problems. This algorithm requires more stringent assumptions for convergence and is less robust numerically 16]. Fukushima 17] presents an ADI method for the dual problem of (1) . ADI methods have been constructed for several other classes of problems, such as variational inequalities 19] and the monotone linear complementarity problem 13] .
The existing literature on the basic ADI algorithm (3)-(5) treats the slightly simpler case where B = I and b = 0. Convergence has been proved under assumption 1.1 and additional ones that guarantee that the original problem and/or the ADI problems are uniquely solvable.
Such assumptions are: A has full column rank and G 2 is the sum of a closed, proper, convex function and a strictly convex C 1 function 16, chapter 3]; A has full column rank 9, 12], 3, chapter 3]. The dual algorithm in 17] requires that both primal and dual problems be feasible and that the solution set of the primal be bounded. We will show here that it is possible to dispense with the uniqueness assumption and still obtain a solution of (1) by ADI. Previous theoretical work on (3)- (5) has focused on the case of a xed penalty . It has been proven that, under additional assumptions of coercivity and Lipschitz continuity, the rate of convergence is linear. Then an optimal value of exists and is related to the constants in these properties 32, section 1.3.3] . In the general case, a good value of is determined empirically, after experimentation and examination of the characteristics of the problem. In network ow problems, accelerated convergence has been observed with heuristics that vary the penalty for nitely many iterations, or even use a separate penalty for each linear constraint 34, 10, 31] . 
The next assumption guarantees that the algorithm is well-de ned. Assumption 1.2 Problems (6) and (7) are solvable.
We impose a modest control on the growth of the penalty. Assumption 1.3 The eigenvalues of the spd matrices H t are uniformly bounded from below away from zero, and, with nitely many exceptions, the eigenvalues of H t ? H t+1 are nonnegative.
This assumption implies that H t and its eigenvalues converge. (This can be shown by using lemma 2.9). This assumption allows us to vary the penalty in an arbitrary fashion for a nite number of iterations; thereafter, the variation must be such that H t ? H t+1 is positive semide nite. The added exibility in the initial stages can be computationally bene cial. This article is organized as follows: in section 2 we prove the main result, the convergence theorem for the algorithm (6){(9), and present an implementable construction of a penalty H t satisfying assumption 1.3. A characteristic of the extended algorithm is that, although the primal iterates may not converge, they are feasible in the limit, and also the limit of the objective value is optimal. (This is in common with other algorithms, such as the subgradient method for nondi erentiable optimization in 37, section 5.3.2].) We present an example illustrating this characteristic in section 3. In section 4 we provide a sequence of corollaries that mainly address primal convergence and nite termination. As an application, in section 5 we derive a decomposition scheme for block angular optimization in which we also have convergence to the optimal objective value even in the absence of primal convergence. Finally, we examine computational performance on a class of dual block angular problems in section 6.
The convergence theorem
In this section we prove the following convergence theorem for the extended method.
Theorem 2.1 Let assumptions 1.1, 1.2 and 1.3 hold. Then, for any sequence of iterates (x t ; z t ; p t ; H t ) produced by the ADI algorithm (6){(9), (i) f(Ax t ; Bz t )g converges, and the limit satis es the constraints of problem (1) .
(ii) fG 1 (x t )+G 2 (z t )g converges to the optimal value of the objective function for problem (1) . (iii) H t p t converges to an optimal dual multiplier for problem (1) . (iv) Any minimizers of problems of the form (6) and (7) in which H t p t , Ax t+1 and Bz t are xed at their limit values are optimal for problem (1) .
Note that in (iii) we consider a dual multiplier independently of a primal solution. This is because of the following lemma, which describes a well-known property of saddlepoints: duals are associated with the problem, not with speci c primal solutions. Lemma 2.2 Let X 0 be a set in IR n , and de ne the functions : X 0 ! IR and g : X 0 ! IR s .
Suppose that (x 1 ; u 1 ) is a saddlepoint with respect to and g, i.e.
(x 1 ) + u T g(x 1 ) (x 1 ) + u 1 T g(x 1 ) (x) + u 1 T g(x) 8u 2 IR s ; 8 x 2 X 0 :
If (x 2 ; u 2 ) also satis es these conditions, then so do (x 1 ; u 2 ) and (x 2 ; u 1 ).
We will use the following minimum principle lemma, which specializes 4, theorem In order to prove theorem 2.1, we state and prove a collection of lemmas. We begin by showing, in lemma 2.5, that the iterates (Ax t ; Bz t ; p t ) are bounded. Then we establish that G 1 (x t ) + G 2 (z t ) converges to the optimal objective value for problem (1) and that, in the limit, (Ax t ; Bz t ) satis es the constraints of problem (1) 
Let (x ; z ; p ) be a saddlepoint for problem (1) . Then Ax + b = Bz (13) and also 
By (13) and (8) A(x t+1 ? x ) = p t+1 ? p t + B(z t+1 ? z ) (16) and (15) 
Adding (14), (17) and (18) (ii) G 1 (x t ) + G 2 (z t ) converges to the optimal objective value for problem (1).
Proof: Substituting z t for z in (12) 
We write (12) for t = t ? 1 and let z = z t+1 . We obtain
Adding (24) and (25) 
We now combine (26) and (23) Let again (x ; z ) be a solution of problem (1). We take limits in (14) and use the fact that p t+1 ? p t ?! 0. We get
Adding (17) and (18) yields
We take limits in (29) , using the boundedness of p t and Bz t , assumption 1.3 and part (i).
We obtain lim sup
Combining (28) and (30) we get lim sup
o which implies that lim t G 1 (x t ) + G 2 (z t ) = G 1 (x ) + G 2 (z ). This proves part (ii).
Lemma 2.7 Let the assumptions of theorem 2.1 hold. Then, (i) Ax t , Bz t and H t p t converge.
(ii) The limit of H t p t is an optimal dual for problem (1).
Proof: Let ( ; %) be an accumulation point of the bounded sequence (Bz t ; H t p t ) . We prove rst that % is an optimal dual for problem (1), then we show that ( ; %) is unique. The convergence of Ax t then follows from the convergence of Bz t and part (i) of lemma 2.6. The sequence (Ax t ; H t p t ; Bz t ) is also bounded. Then there exists a subsequence (Ax j ; H j p j ; Bz j ) , j 2 J , which converges to ( ; %; ), such that + b = .
We add (11), (12) and (14) for iterates with indices in J . We have
Taking the limit, and using the facts that Ax j is bounded and that Ax j + b ? Bz j ?! 0, H j p j+1 ?! % and B(z j ? z j+1 ) ?! 0, we obtain G 1 (x ) + G 2 (z ) G 1 (x) + G 2 (z) + % T (Ax + b ? Bz) 8x 2 IR n ; 8z 2 IR s (32) i.e. % is an optimal dual for problem (1) . We will now show that the point ( ; %) is unique. Suppose (Bz t ; H t p t ) has another accumulation point ( 1 ; % 1 ). Then there exists a subsequence
, with % 1 an optimal dual for problem (1) , and also n G 1 (
We will now retrace our analysis and show that % 1 = % and 1 = .
Since % 1 is an optimal dual, we have
We substitute x k for x in (11), and get
Substituting z k for z in (12) yields
Adding (33), (34) and (35) 
i.e. (x;z) is primal optimal for (1).
A combination of the previous lemmas provides a proof for the master theorem.
Proof of theorem 2.1: Part (i) can be proven by combining part (i) of lemma 2.6 and part (i) of lemma 2.7. Part (ii) is proven in part (ii) of lemma 2.6 and part (iii) is proven in part (ii) of lemma 2.7. Finally, part (iv) is a special case of lemma 2.8, since a norm is a continuous positive de nite function.
We now display a sequence of spd matrices H t satisfying assumption 1.3. It is based on the following inequality, due to Weyl. We let k (A), k = 1; : : :; m, denote the k-th largest eigenvalue of a real symmetric m m matrix A, i.e. 1 is primal optimal for problem (41).
Corollaries

An interchange variant
There is enough exibility in the variable penalty algorithm to allow for the rearrangement of the minimization problems per iteration.
Corollary 4.1 Theorem 2.1 is valid for the algorithm (6){(9) with steps (6) and (7) interchanged.
This is due to the symmetry of problem (1) in x and z, in both the objective and the constraints. From a computational perspective, we would choose to solve rst the problem for which it is easier to generate a good starting point, or which contains more data from the original problem.
Primal convergence
In certain cases the convergence result can be strengthened. In particular, when the matrices A and B have linearly independent columns, we can guarantee primal convergence, as well. Proof: After going to a subsequence, if necessary, (x t ; z t ) converges to f( x; z)g. In view of part (i) of theorem 2.1, A x + b = B z, i.e. ( x; z) is primal feasible. By arguments similar to those in the proof of the previous corollary, the value G 1 ( x) + G 2 ( z) is optimal.
Finite termination
We can provide a su cient condition for nite termination at an optimal point. Note that this corollary does not require assumption 1 (42) i.e. (x t+1 ; z t+1 ) is feasible for (1). Let (x ; z ) be optimal for (1). Then
Using the hypothesis in (29) yields
Combining (43) and (44) we get
i.e. the value of the objective function at (x t+1 ; z t+1 ) is optimal. We now add (11), (12) and (45) and use the hypothesis and (42). We obtain G 1 (x ) + G 2 (z ) G 1 (x) + G 2 (z) + p t+1 T H t (Ax + b ? Bz) 8x 2 IR n ; 8z 2 IR s (46) This shows that H t p t+1 is an optimal dual for (1).
If this condition is used as a stopping rule in the example in section 3, the algorithm (for nonnegative start) terminates nitely at an optimal point. 5 An ADI decomposition scheme for block angular problems 
which shows that, for t 1, the multipliers are equal across all blocks and nonnegative. This is a resource proximization (RP) splitting 31], in which the activities x t i] always satisfy the block constraints and the target resource allocations d t i] always satisfy the coupling constraints. In the objective of problem (51) the vector D i] x i] , which re ects the consumption of the shared resource d, is penalized by both price and proximal terms; the iterative adjustments (52) and (53) are such that, in the limit, consumption matches an optimal allocation. This is shown in the following theorem, which specializes the general theorem 2.1.
Theorem 5.1 Assume that CBA admits a Lagrangian saddlepoint, and that each function f i] is either quadratic or has bounded level sets over the feasible set for the corresponding block constraints. Let k ( t ), the eigenvalues of the diagonal positive matrices t , ultimately satisfy L k ( t+1 ) k ( t ), for L > 0 given. Then any sequence x t produced by the algorithm (48){(50) for arbitrary start (p 0 ; d 0 ; 0 ) is such that
(ii)
o converges to the optimal value for CBA. Proof: The functions G 1 and G 2 are convex and closed, by construction, and also proper, since CBA is solvable, by hypothesis. The assumptions on the solvability of CBA and on the f i] 's are su cient to guarantee the solvability of problem (48). The objective in problem (49) is strongly convex and continuous, and therefore has compact level sets. The feasible region is a nonempty polyhedral set, thus closed, and its intersection with a nonempty level set is a compact set. By the Bolzano-Weierstass theorem, the in mum of the continuous objective over this intersection is attained; hence problem (49) is solvable. Also, by construction, the penalty matrices t satisfy assumption 1.3. Thus all assumptions of theorem 2.1 are met. Our de nitions of G 1 and G 2 have resulted in a coarse grain decomposition algorithm for CBA: the rst ADI problem decomposes into independent block problems which can even be solved in parallel, while the second ADI problem has a simple closed form solution. Appropriate de nitions of G 1 and G 2 can lead to a ne grain (activity-level) decomposition scheme 14].
The choice of granularity depends on the architecture of the target computing environment: a coarse grain method may perform better in a cluster of workstations, while a ne grain one may be better suited to a massively parallel system.
In 31] we present computational results for an ultimately-xed-penalty variant of the coarse grain RP decomposition on the Connection Machine 5 parallel supercomputer. The CM-5 can be viewed as a cluster of powerful processors linked by fast networks. On this system, the RP algorithm solved large-scale multicommodity network ow problems one to two orders of magnitude faster than the serial optimizer MINOS 5.4 on a DEC 5000 workstation.
Computational experiments
In the basic ADI method (3)- (5) plane; the sought minimizer is the location of the facility to be built, such that the sum of the transportation costs between the centers and the facility is minimized, where each cost is proportional to the euclidean distance.
Specialized 
We note that the earlier theory in 16, chapter 3] cannot characterize the convergence of this iterative scheme, because the objective function in (54) is not strictly convex. In contrast, our corollary 4.2 guarantees that z t converges to a primal solution of the problem.
To assess the impact of the penalty value on performance, we generated 20 classes of data, with the number of points K in f10; 15; 25; 50; 75g and the dimension n in f2; 4; 8; 16g. For each class we generated 49 random problems. The weights a i were uniformly distributed in 1; 10], while the components of b were uniformly distributed in 10; 100].
In all runs we chose initial values z 0 = p 0 = 0. We terminated a run when all components of two successive (z; p) iterates agreed to at least D signi cant digits, for D = 6 and D = 8.
All runs were done on an IBM RS-6000/590 workstation using double precision arithmetic. We also solved the problems with the special-purpose Weiszfeld algorithm as emended in 35] , and compared results. The objective function values at termination agreed to 6 ? 7 digits. In Figure 1 we display the number of iterations to termination of the xed penalty algorithm In choosing the limiting value L for the variable penalty, we considered the fact that, in the objective of problem (55), the original terms, with weights a i , compete with the penalty terms, with weights i . Thus, for balancing purposes, we let L be a multiple of the average weight, L = 1 The increasing update could thus be selected only a nite number of times. Thus assumption 1.3 was met.
In Figure 2 we display the iterative decrease in the error magnitude for the z iterates in the example problem with D = 8. The thick line corresponds to the variable penalty algorithm, while the thin line corresponds to the xed penalty algorithm with the best value = 0:21. The dotted line corresponds to the xed penalty algorithm for = 1:285, which results in the median number of iterations among all values in the interval 0:01; 2:5]. The rate of convergence was almost linear for all three cases. The reduced count of iterations resulted from a larger decrease of the error per iteration: the average decrease in the error was 6% for the median, 32% for the best of xed penalty and 42% for the variable penalty.
For this example we also ran the algorithm with all penalties xed at the limit L. The performance was markedly worse than that of the variable case, since it took 63 iterations to termination for D = 6 and 84 iterations for D = 8.
In of iterations for the 49 problems in each class. We ran the xed penalty algorithm with 100 penalty values equally spaced in the interval 0:01; 2:5]. In the column labeled`best' we list the fewest number of iterations to termination; they correspond to the best choice of xed penalty. The column labeled`median' lists the median number of iterations over all xed penalty choices in 0:01; 2:5]. Under`percentile' we list the percentage of xed penalty values which result in an iteration count no worse than that of the variable penalty, aggregated over all 49 problems in the corresponding class.
The table indicates that, as the dimension n of the problem increases, the bene t of maintaining multiple varying penalties becomes more pronounced, as the xed penalty percentile decreases at an almost quadratic rate for many cases. For su ciently large problems, the percentile ranking of the variable penalty method is better than the 99th percentile.
Conclusions and future directions
In recent years there has been a renewed interest in both the theoretical and computational properties of the alternating directions method for optimization, especially in the framework of parallel computing. The basic method exhibits many desirable characteristics, such as convergence under mild assumptions, stability (due to the proximal terms) and exibility in the implementation: the ADI problems may be solved inexactly, their order may be interchanged, the primal iterates may be relaxed and the starting point may be arbitrary. Another attractive feature, given today's diverse parallel computing systems, is the capability of the method to lead to both ne-and coarse-level decomposition algorithms for large scale problems, such as block angular ones. In this article we have extended the ADI method along two directions: we characterized convergence in the absence of uniqueness of minimizers (absence of strong convexity, essentially) and in the presence of variable positive de nite penalty. The rst extension allowed us to derive a new decomposition scheme for the block angular problem. The second one can lead to the design of e cient heuristics for the acceleration of convergence.
In the future we plan to investigate further the computational bene ts of variable penalty. For instance, in the examples we presented we employed only diagonal penalties; the theory allows general spd matrices H t . A possible strategy is to choose H t such that the quadratic proximal terms are approximately diagonalized. Techniques for the local acceleration of linear convergence, such as Aitken's 2 -method 25, section 5.9], may also be bene cial.
An open problem is convergence under partial updates in (8), i.e. when, in the computation of the new multipliers, the old value at iteration t is used for some components of (x; z) and the new value at iteration t + 1 is used for the rest. These incomplete updates may be com-
