We show that there exist constants α, ǫ > 0 such that for every positive integer n there is a continuous odd function f : S m → S n , with m ≥ αn, such that the ǫ-expansion of the image of f does not contain a great circle. We also show how this result is connected to a conjecture of Vitali Milman about well-complemented almost Euclidean subspaces of spaces uniformly isomorphic to ℓ n 2 .
Introduction
Let A be a measurable subset of the sphere S n . How large must the measure of A be in order to guarantee that the ǫ-expansion of A, that is, the set A ǫ that consists of all points at distance at most ǫ from A, contains the unit sphere of a subspace of dimension k? Such questions have been much studied ever since Milman's famous proof [3] of Dvoretzky's theorem [2] .
Milman's insight was that by the isoperimetric inequality in the sphere, the volume of the ǫ/2-expansion (say) is minimized, for a given measure of A, when A is a spherical cap. But when A is a spherical cap of measure α and n is large, a relatively straightforward calculation shows that A ǫ/2 , which is again a spherical cap, has measure very close to 1. From this it follows, again straightforwardly, that under suitable conditions on the parameters, an ǫ/2net of the sphere of a random subspace of dimension k will lie in A ǫ/2 with high probability, and hence that the entire sphere will lie in A ǫ . This basic argument can be used to prove the surprising result that even if ǫ is quite small, an exponentially small measure for A is sufficient to guarantee that A ǫ contains the sphere of an k-dimensional subspace for some k of dimension that is linear in n.
If A has measure c n and c is too small, then the above argument fails, and the conclusion is false. Indeed, if A is a spherical cap of volume c n , and if its spherical radius is π/2 − η, then unless ǫ > η the volume of A ǫ will not be close to 1, and if ǫ < η then A ǫ will not even contain two antipodal points, let alone the sphere of a subspace of dimension k.
This implies that for the second question we need m to be at least αn, where √ 1 − α = sin ǫ, or α = cos 2 ǫ ≈ 1 − ǫ 2 /2.
However, it is not obvious what this observation tells us about the first question, since these examples are linear subspheres, which are good sets to choose for the second question but the worst possible sets to choose for the first. That is, if we wish to find a topological subsphere X of dimension m such that X ǫ contains only a very small proportion of all linear k-dimensional subspaces, then we should take X itself to be linear, but if we would like X ǫ to contain no linear k-dimensional subspace, then obviously we cannot take X to be linear (unless its dimension is less than k).
The main result of this paper is that even when k = 1, the dimension of X can be quite large.
Theorem 1.5. There exist constants α, ǫ > 0 such that for every n there is an ⌊αn⌋-dimensional topological subsphere X of S n such that X ǫ contains no linear subsphere of dimension 1.
To put this less formally, there is a topological subsphere X ⊂ S n of dimension linear in n such that the expansion X ǫ does not contain any 1-dimensional subsphere.
We informally call such a topological subspace a tennis ball because it brings to mind the seam of a genuine tennis ball (though the resemblance is not perfect, since the seam of a genuine tennis ball is not centrally symmetric). We shall also refer to 1-dimensional subspheres as great circles.
We actually deduce the theorem above from a stronger result that trivially implies it and is of independent interest. Theorem 1.6. There exist constants α, ǫ > 0 and a continuous map ψ : S n → S n such that ψ preserves antipodal points and if X is a random linear subsphere of dimension ⌊αn⌋ then with probability 1 − o(1) ψ(X) ǫ does not contain a great circle.
Questions related to a question of Milman
Milman's proof of Dvoretzky's theorem led to an explosion of activity in the theory of finitedimensional normed spaces and to many striking results about the subspace structure of a normed space, often with surprisingly weak hypotheses on the space. Most of these results concerned the subspaces and not their relationship with the space itself, but information about the latter can be very helpful. In particular, if X is a space, Y is a subspace of X and there is a projection from X to Y with bounded operator norm, then we can write X = Y + Z and the norm of a vector y + z is approximated to within a constant factor by y + z . Such subspaces are called complemented, or more precisely C-complemented if the projection has norm at most C.
Our knowledge about which subspaces a normed space must have under certain conditions is less satisfactory if we impose the condition that they should be complemented, and
there are several open problems. For example, it is not known whether there is a constant C and a function f : N → N that tends to infinity such that every n-dimensional normed space has a C-complemented subspace of dimension and codimension at least f (n). (For a partial result in this direction, see [5] .)
Another open problem is the following question of Milman, which was the starting point for the work of this paper. (The question does not seem to have appeared in print, but he has mentioned it in conversation to many people, including the authors of this paper.) We write |.| for the standard Euclidean norm on R n . Recall that the Banach-Mazur distance between two normed spaces X and Y is the infimum of T T −1 over all invertible continuous linear maps from X to Y, or equivalently the infimum over all C such that there exists an invertible
Question 1.7. Let ǫ > 0, C ≥ 1 and k ∈ N. Does there exist n such that if . is a norm on R n such that |x| ≤ x ≤ C|x| for every x ∈ R n , then the space (R n , . ) has a subspace Y of
Without the requirement that Y should be (1 + ǫ)-complemented the answer is yes, and for fixed ǫ, C the dependence of n on k is linear, as we have already remarked. However, the additional requirement changes everything, and this problem is unsolved even when k = 2, and even if we do not ask for any quantitative information about n. The assumption that the norm is C-equivalent to the Euclidean norm is a strong one, but at least some kind of assumption is needed, since for a general n-dimensional normed space it can be shown that Question 1.7 has a negative answer.
The proof when Y is not required to be complemented actually yields a stronger statement: not only is d(Y, ℓ n 2 ) ≤ 1 + ǫ but the linear map that witnesses that fact is the identity. That is, we can find Y and a positive real number α such that α|y| ≤ y ≤ (1 + ǫ)α|y| for every y ∈ Y. Loosely speaking, we can find a (k − 1)-dimensional linear subspace of S n−1 on which the function . is approximately constant. Also loosely speaking, whereas the statement that d(Y, ℓ k 2 ) ≤ 1 + ǫ implies that the unit sphere of Y is approximately a kdimensional ellipsoid, the proof yields a subspace such that the unit sphere is approximately a k-dimensional sphere. (It is not hard to prove that a k-dimensional ellipsoid has a k/2dimensional spherical cross section, so this is not a significant strengthening, but Milman's argument gives spherical cross sections directly.)
If it has the stronger property, let us call it strongly (1 + ǫ)-Euclidean.
We can similarly strengthen the property of being complemented: let us say that a sub-space Y of (R n , . ) is strongly (1 + ǫ)-complemented if not just some projection but the orthogonal projection onto Y has norm at most 1 + ǫ.
The following question is a natural strengthening of Milman's original question. Question 1.8. Let ǫ > 0, C ≥ 1 and k ∈ N. Does there exist n such that if . is a norm on R n such that |x| ≤ x ≤ C|x| for every x ∈ R n , then the space (R n , . ) has a subspace Y of dimension k that is strongly (1 + ǫ)-Euclidean and strongly (1 + ǫ)-complemented?
Our interest in this stronger question is that it seems quite unlikely that Milman's question would have a positive answer unless this question also has a positive answer, and for various reasons this question is a little more approachable.
We shall now give a simple reformulation of the condition that Y is strongly (1 + ǫ)-Euclidean and strongly (1 + ǫ)-complemented. We begin with another definition. As before, |.| is the standard Euclidean norm on R n , and . , . is the standard inner product. Definition 1.9. Let X = (R n , . ) be a normed space and let x ∈ X. We say that x is ǫ-good if
for every vector y ∈ R n .
To see what this means geometrically, consider the orthogonal projection P x on to the 1-dimensional subspace of R n generated by x. Writing x ′ for the normalized vector x/|x|, this has the formula
Hence, the operator norm of P x (as a map from X to X) is the maximum of the quantity
over all y ∈ R n . It follows that x is ǫ-good if and only if the orthogonal projection P x has norm at most 1 + ǫ in the space L(X).
We now show that a subspace Z of a space X is strongly (1 + ǫ)-Euclidean and strongly (1 + ǫ)-complemented for some small ǫ if and only if every z ∈ Z is δ-good for some small δ.
Lemma 1.10. Let X = (R n , . ) be a normed space and let Z ⊂ X be a subspace.
1. If Z is strongly (1 + ǫ)-complemented and strongly (1 + ǫ)-Euclidean, then every z ∈ Z is 2ǫ + ǫ 2 good.
2. If ǫ ≤ 1/4π 2 and every point in Z is ǫ-good, then Z is strongly (1 + ǫ)-complemented
Proof. Let P Z be the orthogonal projection onto Z. If Z is strongly (1 + ǫ)-Euclidean and strongly (1 + ǫ)-complemented, then P Z x ≤ (1 + ǫ) x for every x ∈ X and there exists λ ∈ R such that λ z 2 ≤ z ≤ (1 + ǫ)λ z 2 for every z ∈ Z. From this it follows that for every z ∈ Z and every x ∈ X we have
which implies that every point in Z is 2ǫ + ǫ 2 -good, as claimed.
Conversely, assume that every point in Z is ǫ-good, so that for every z ∈ Z and every
x ∈ X we have the inequality
Now assume for a contradiction that it is not strongly (1 + a)-Euclidean with a ≤ 1. This means there are two unit vectors z, w ∈ Z such that z = w (1 + a) for some a > 0. Let us consider a sequence of unit vectors w = x 0 , x 1 , . . . , x m−1 , x m = z that are equally spaced along the shortest arc that joins w to x (which is unique, since w cannot equal −z). By the pigeonhole principle there exists i such that x i (1 + a) 1/m ≤ x i+1 . We shall choose m to ensure that x i will be a witness for x i+1 not being ǫ-good.
If x i = θ|x i |, and if we choose m to be at least 2π 2 /a (noting also that m ≥ a), then
It follows that the point x i+1 is not a 2m -good. Therefore, if every point is ǫ-good, we must have that a ⌈2π 2 /a⌉ ≤ ǫ, which implies that a ≤ 2π √ ǫ. Thus, we find that Z is strongly
In the light of this lemma, we see that Question 1.8 is equivalent to the following question.
Question 1.11. Let ǫ > 0, C ≥ 1 and k ∈ N. Does there exist n such that if . is a norm on R n such that |x| ≤ x ≤ C|x| for every x ∈ R n , then the space (R n , . ) has a subspace Z of dimension k such that every z ∈ Z is ǫ-good?
We now reformulate the definition of ǫ-goodness so that it can be applied not just to norms but to more general functions defined on S n , with the aim of finding a generalization of Question 1.8 that does not rely on convexity. There are various natural ways of doing this, but it turns out that one has to choose carefully in order to arrive at an interesting question.
Let f be a function defined on S n . Using f (y) and f (x) instead of y and x in Definition 1.9 in the case where |x| = |y| = 1, we obtain the inequality
or equivalently
We can interpret this condition in terms of projections, just as we can when f is a norm. If However, it is an easy matter to construct an even function f with the property that every 2-dimensional subspace contains a bad point. One can even do so in such a way that f is smooth: an example is f (x) = 3/2 − x 2 1 , where x 1 is the first coordinate of x. To see that this works, note first that every 2-dimensional subspace intersects the set x 1 = 0, so it suffices to show that every such point is bad. To do this, let x be a point with x 1 = 0 and let y = 2 −1/2 (x + e 1 ). Then f (x) = 3/2, f (y) = 1, and x, y = 2 −1/2 . Since 2 −1/2 > 2/3, we find that x is (1 + ǫ)-bad, where ǫ > 0 is an absolute constant.
An observation that suggests a stronger definition of badness that is still equivalent in the case of norms is to say that x is ǫ-bad if there exist y and z such that
It can be shown that if f is a norm and x is an ǫ-bad point with the definition we gave originally, then it is η-bad with this definition for some η that depends on ǫ only. However, with this definition one can still construct an even function f such that every point x with x 1 = 0 is bad, and one can do so with f Lipschitz, and probably even smooth with good bounds on various derivatives. We sketch the construction. To begin with, one chooses an η-separated subset of the set x 1 = η that can be partitioned into two 4η-nets X and Y. (It is a straightforward exercise to show that such a set exists.) Then let f (x) = 0 when x 1 = 0, f (x) = η when x ∈ X, and f (x) = −η when x ∈ Y. By standard results, we can extend f to an even Lipschitz function defined on the whole sphere, and each point in the equator is close to a point in X and a point in Y, so is ǫ-bad for an ǫ that depends on η in a simple way.
These observations lead to a third definition of badness that is again equivalent to the definition we have given for norms, but which is more restrictive for general functions. It will be convenient to formulate it just for differentiable functions, though this is not essential.
To distinguish it from the previous definition, we shall use upper case letters for this one.
We now prove that this definition is equivalent to the one we gave earlier when f is a (differentiable) norm.
Proof. Let f (x) = x for each x, so that we can write f ′ (x) for the derivative of the norm
. at x. We begin by showing that if |x| = 1 and x is ǫ-bad, then | f ′ (x)| ≥ ǫ 2 . To do this, let y be such that |y| = 1 and x, y ≥ (1 + ǫ) y / x , and let u be a support functional at x for the norm . . Then x, u = x and y, u ≤ y .
Let u = x, u x + v, and note that x, v = 0. Then
from which it follows that | v, y | ≥ ǫ y , and therefore that |v| ≥ ǫ.
But then
Next, we show that if |x| = |z| = 1, ǫ ≤ 1, and x is ǫ-bad, and |x − z| = η ≤ ǫ/4C, then z is
In the other direction, suppose that x is ǫ-BAD. Let φ be a path of steepest descent in S n that moves at unit speed, starts at x, and continues for time ǫ/C.
and φ ′ (t) is a unit vector in the direction directly opposite to f ′ (φ(t)). Since |φ ′ (t)| = 1 for all t and t ≤ ǫ/C, d(x, φ(t)) ≤ ǫ/C, and therefore by hypothesis
It follows that x is ǫ 2 /2C 2 -bad.
We also note a simple fact about ǫ-BAD points. If the answer to this question is yes (or if it is yes under the additional assumption that f is a Lipschitz function), then the answer to Milman's question, as well as to all the variants we have formulated, is yes.
The connection between Milman's question and tennis balls
Suppose we wish to find a counterexample to Question 1.8. We may as well ask for the norm to be differentiable, and then Proposition 1.13 tells us that a point x will be ǫ-good if it is close to a point where the derivative is small. This implies that the set of points with small derivative must have very small measure, since otherwise by measure concentration its ǫ/2-expansion will have measure very close to 1 and a random k-dimensional subspace will with high probability have an ǫ/2-net contained in this ǫ/2-expansion, and will therefore live inside the ǫ-expansion.
This kind of observation already rules out many potential methods of constructing counterexamples. For instance, if one chooses a random collection of N unit vectors u 1 , . . . , u N for appropriate N and defines x to be max i | x, u i |, then for almost all x ∈ S n the value of
x will be close to its minimum, which implies that x is ǫ-good.
However, there do exist norms that are C-equivalent to the Euclidean norm and have the property that almost all points are ǫ-bad. A simple example of such a norm is the weighted ℓ 2 -norm given by the formula
Letting A be the diagonal matrix with the first n/2 entries equal to 2 and the rest equal to 1, we can write the right-hand side as x, Ax . When x 0, the derivative of this norm at x is Ax/ x , or if we regard the norm as a function defined on S n−1 , it is the projection of Ax/ x on to the subspace orthogonal to x. Thus, a point x is 0-good if and only if x is an eigenvector of A, which is the case if and only if it belongs to one of the two eigenspaces e 1 , . . . , e n/2 or e n/2+1 , . . . , e n . It is a straightforward exercise to prove the more precise result that for every η > 0 there exists ǫ > 0 such that x is ǫ-good only if the distance from x to one of these two subspaces is at most η. Since the set of such x has exponentially small measure, we have an example of a norm where it is not the case that almost all points are ǫ-good.
From the perspective of Milman's question, this may seem a dubious example, since the space is isometric to a Euclidean space, and therefore as far from a counterexample as it is possible to be. But as we shall see later there are examples to which this criticism does not apply.
However, the main point we wish to make here is that even this example gives us a strategy for building a counterexample to Question 1.15. Let S 1 and S 2 be the unit spheres of the two eigenspaces above, and suppose that we can find a function φ satisfying the conditions of Lemma 1.14 such that φ(S 1 ) and φ(S 2 ) are both tennis balls. By Lemma 1.14 there will exist ǫ > 0 independent of n such that every point that is at least ǫ away from φ(S 1 )∪φ(S 2 ) is ǫ-BAD. Since φ(S 1 ) and φ(S 2 ) are tennis balls, there is also η > 0 such that the η-expansions of φ(S 1 ) and φ(S 2 ) do not contain the spheres of any 2-dimensional subspaces. Also, if any such sphere contains a point close to φ(S 1 ) and a point close to φ(S 2 ), then since those sets are far apart (by the bi-Lipschitz property of φ), it must also contain points far from both sets. Thus, we have a counterexample.
Our main theorem (Theorem 1.6) does something very similar to this. However, since the map φ provided by the theorem creates ⌊αn⌋-dimensional tennis balls with α signifi-cantly smaller than 1/2, we replace the diagonal map A above by a map that has roughly α −1 eigenspaces of dimension roughly αn with well-separated eigenvalues. In that way, we do indeed obtain a counterexample to Question 1.15.
Constructing tennis balls
Throughout this section it will be convenient to define the "standard" Euclidean norm on R n by the formula
The advantage of the factor n −1 on the right-hand side is that a typical coordinate of a random vector of norm 1 has order of magnitude 1 rather than order of magnitude n −1/2 . This norm is often called the L 2 norm on R n , and it is the Euclidean norm most commonly used in additive combinatorics. Following the standard terminology in that field, we shall sometimes write the right-hand side of the formula above as Ei x 2 i .
The definition of the tennis ball map
We are aiming to prove Theorem 1.6, or in other words to prove that there exists a continuous map (in fact it will be Lipschitz) ψ : S n → S n that preserves antipodal points, with the property that if X is a random ⌊αn⌋-dimensional subsphere of S n , then with high probability ψ(X) ǫ contains no linear subsphere of dimension 1. We shall achieve this by identifying a set Γ ⊂ S n such that with high probability ψ(X) ⊂ Γ and such that every great circle contains a point that does not belong to Γ ǫ . The first of these conditions is equivalent to the statement that X ⊂ ψ −1 (Γ) with high probability, which is roughly equivalent to the statement that the set (ψ −1 Γ) −ǫ = {u ∈ S n : B ǫ (u) ⊂ Γ} has measure at least 1 − c n for a suitable positive constant c.
These properties are clearly in tension with each other: we need Γ to have measure very close to 0, or else its expansion Γ ǫ will certainly contain a great circle, but we also need φ −1 (Γ) to have measure very close to 1, or else it will certainly not contain almost all ⌊αn⌋dimensional linear subspheres.
In order to resolve this tension, we begin by defining a map that takes "typical" vectors to highly "atypical" vectors. Let k be a largish positive integer to be chosen later, let λ > 1, and let s = λ 1/2k . (The parameter λ will later be chosen to be 4, but we prefer to write some of our arguments in slightly greater generality in order to emphasize a certain flexibility in our construction and make the role of this parameter more explicit.) Let φ : R → R be a strictly increasing smooth odd function such that 1. for every positive integer m, φ(s (2m−1)k−1 ) = s 2(m−1)k+1 and φ(s (2m−1)k+1 ) = s 2mk−1 , and
The second property is there for cosmetic reasons only. As for the first, it tells us that the graph of φ has a kind of staircase shape with steps of sizes that grow exponentially. Indeed, as x increases from s (2m−1)k−1 to s (2m−1)k+1 , which is only a small change proportionately speaking, φ(x) increases from s 2(m−1)k+1 to s 2mk−1 , which is an increase by a factor of almost λ. Similarly, as x increases from s (2m−1)k+1 to s (2m+1)k−1 , which is about λ times as big, φ(x) increases from s 2mk−1 to s 2mk+1 , which is only a small increase.
In particular, writing A m for the "wide Another observation we shall use is that λ −1/2 |x| ≤ |φ(x)| ≤ λ 1/2 |x| for every x.
If instead x = (x 1 , . . . , x n ) is a vector in R n , we shall write φ(x) for the vector (φ(x 1 ), . . . , φ(x n )) that is obtained by applying the scalar map φ pointwise to the coordinates of x. Let ψ : R n → R n be a normalized version of φ given by the formula
That is, ψ(x) is the unique positive multiple of φ(x) such that |ψ(x)| = |x|. We shall call ψ the tennis ball map since, as we shall show, it takes random linear subspheres of appropriate dimension to tennis balls. Now that we have defined the tennis ball map, let us discuss the set Γ. We shall give the precise definition later, but the rough idea is that Γ is the set of x ∈ S n−1 with almost all their coordinates in B. Since A has a small complement, one would expect almost all coordinates of a random vector to belong to A, and indeed this is the case. It forms the basis of a probabilistic argument that shows that with high probability every x ∈ S X has the property that almost every coordinate of x belongs to A, which implies that almost every coordinate of φ(x) belongs to B. Thus a "typical" vector (one with almost all coordinates in the large set A) maps to a highly "atypical" vector (one with almost all coordinates in the small set B).
This is a slight oversimplification, however, because of the normalization that replaces φ by ψ. The actual definition of Γ concerns the ratios of the coordinates rather than their actual values, and we ensure that B is a "geometric-progression-like" set in the sense that BB −1 is not much larger than B itself.
If u is a typical unit vector and v is a typical unit vector orthogonal to u, then it is not hard to show that if θ is chosen randomly, then the expected number of i such that u i cos θ + v i sin θ ∈ B is small. This would suggest that a random vector in a 2-dimensional subspace will, with positive probability, fail to be in Γ. However, there are a few difficulties that need to be overcome. First, we need a random vector not even to be close to Γ, but this is not a serious problem. Secondly, what we actually want is not to have almost all coordinate ratios in B, which complicates things a little, since it is possible to have pairs of coordinates i, j such that the ratio of u i to u j is equal to the ratio of v i to v j , which makes the ratio of u i cos θ + v i sin θ to u j cos θ + v j sin θ constant. To get round this we have to argue that it cannot hold for too many pairs of coordinates. Finally, it is possible that many of the coordinates of u and v are zero, or close to zero. This we deal with by weighting coordinates in an appropriate way.
The definition of the set Γ
Now let us give some more details. We begin by discussing the coordinate weights just mentioned. For the purposes of this paper, it is more natural, when talking about a unit vector x, to attach a weight of x 2 i to the ith coordinate. For example, the statement "almost every ratio x i x −1 j belongs to BB −1 " should be interpreted as meaning that
for some small ǫ, and similarly for other statements about coordinates. More generally, with every unit vector x there is an associated probability measure µ x on {1, 2, . . . , n} given by the formula µ x (J) = |P J x| 2 /|x| 2 , where P J is the coordinate projection to the set J. Given a property Q of integers in the set {1, 2, . . . , n} we shall write P x i [Q(i)] for the quantity µ x {i :
where µ x × µ x is the product measure, and later in the paper we shall use the notation E x f (i) for
In this section we will be interested with its complement ∆ c = S n /∆ = {x : P x i [x i ∈ A] ≥ 1 − β} and this choice of notation was made for simplicity in further sections. Note that if
Since the scalar function φ has the property that φ(t) 2 always lies between t 2 /λ and λt 2 , we have that µ φ(x) (E) ≤ λ 2 µ x (E) for every vector
x ∈ R n and every set E ⊂ {1, 2, . . . , n}, from which it follows (considering complements) that
However, the set whose expansion we need not to contain a great circle is not φ(∆ c ) but ψ(∆ c ). For this reason we need a definition that is invariant under (positive) scalar multiples, and this leads us to consider ratios of coordinates rather than the coordinates themselves.
Note that if P
We shall take Γ to be the set
for a suitable choices of the parameter β. Informally, Γ is the set of all vectors y such that most coordinate ratios y i /y j are close to plus or minus a power of λ. We have just shown that φ(∆ c ) ⊂ Γ, and since Γ is invariant under positive scalar multiples, that implies that
In the next subsection we shall prove that the expansion Γ ǫ contains no 1-dimensional linear subsphere, or great circle, and in the following one we shall prove that for suitable constant α > 0, a random linear subsphere of dimension ⌊αn⌋ will be contained in ∆ c with high probability.
Proving that no great circle is contained in Γ ǫ
We begin with a couple of lemmas that help us to describe the set Γ ǫ .
Lemma 2.1. Let y, z be unit vectors in R n with |y−z| ≤ ǫ, and let E be a subset of {1, 2, . . . , n}.
Then
which proves the result. 
By Lemma 2.1, it follows that
If the conclusion is not true, then
and by Lemma 2.1 again, it follows that
Putting these two facts together (and recalling that E y 2 i = E z 2 i = 1), we deduce that
As remarked before the lemma, if y i /y j ∈ BB −1 and z i /z j B 2 B −2 , then | y i z j y j z i − 1| > τ. It follows that
Furthermore, if 2−2 y, z 2 > 2τ 2 ǫ, then y, z 2 < 1−τ 2 ǫ, which implies that y, z < 1−τ 2 ǫ/2, which implies that |y − z| 2 = 2 − 2 y, z > τ 2 ǫ, and therefore that |y − z| > τ √ ǫ. Since τ > √ ǫ, this is a contradiction. Lemma 2.2 tells us that Γ ǫ is contained in the set
which resembles Γ but is defined using slightly different parameters. We now turn to the proof that every great circle contains a point that does not belong to this slightly expanded Γ-like set.
Let Y be a 2-dimensional subspace of L n 2 and let {u, v} be an orthonormal basis for Y. Then the unit sphere of Y consists of vectors u cos θ + v sin θ. The ith coordinate of such a vector, u i cos θ + v i sin θ can be rewritten as a i sin(θ + φ i ), where a i = u 2 i + v 2 i and φ i is chosen such that a i sin φ i = u i and a i cos φ i = v i . We would now like to prove that there are plenty of pairs (i, j) such that φ i is not close to φ j or −φ j . Lemma 2.3. With a 1 , . . . , a n and φ 1 , . . . , φ n as above, we have the inequality
Proof. Since u, v are fixed unit vectors we have that E a i sin 2 (θ+φ i ) = Ei a 2 i sin 2 (θ+φ i ) = 1 for every θ. (Here Ei is just the usual shorthand for n −1 i .) Therefore, we find on differentiating, that
for every θ, and hence, on differentiating again, that E a i cos(2θ + 2φ i ) = 0 for every θ as well.
From that it follows that
Let F be the event that cos(2(φ i − φ j )) ≤ 1/2. We have seen that E a i, j cos(2(φ i − φ j )) = 0, and we also know that cos (2( 
from which the desired inequality follows.
Next, we need a technical lemma that will help us to show that if φ i is not approximately ±φ j , then sin(θ + φ i )/ sin(θ + φ j ) is not often close to an element of some given geometric progression.
Lemma 2.4. Let θ be chosen randomly from [−π, π] and let 0 < a < b. Then the probability that cot θ ∈ [a, b] is at most (b − a)/π(1 + a 2 ), and the same bound holds for the probability
Proof. Since cot is periodic with period π and is decreasing in the interval (0, π), the probability in question is (cot −1 b − cot −1 a)/π. By the mean value theorem, cot −1 b − cot −1 a is at most b − a times the absolute value of the derivative of cot −1 at a. Since that derivative is The main point about the bound in the next lemma is not its exact form, but simply that it is O(η) except when φ i is close to φ j or φ j + π.
Lemma 2.5. Let ξ = (1 − τ) −4 − 1 and let θ ∈ [0, 2π] be chosen uniformly at random. Then the probability that a i sin(θ+φ i )
Proof. The distribution of a i sin(θ+φ i ) a j sin(θ+φ j ) is the same as the distribution of
Therefore, we are interested in the probability that cot θ ∈ a j 
is at most ξtλ m /π for all m, and in addition if tλ m ≥ 2 cot(φ i − φ j ), then we have an upper bound of ξtλ m /π(1 + t 2 λ 2m /4) ≤ 4ξ/πtλ m .
If cot(φ i − φ j ) ≥ 0, then the probability that cot θ + cot(φ i − φ j ) lies in the positive part of BB −1 is therefore at most ξ/π multiplied by the sum
where S = max{2 cot(φ i − φ j ), 1}. By the formula for the sum of a geometric progression, the first sum is at most S λ/(λ − 1) and the second is at most λ/S (λ − 1), so the total is at 1) . Therefore, we obtain an answer of at most ξλ(5 + 2 cot(φ i − φ j ))/π(λ − 1).
is again at most ξtλ m /π for all k, and it is also at most ξtλ m /(1+ t 2 λ 2m ) ≤ ξ/πtλ m for all m. Using the first bound when tλ m ≤ 1 and the second when tλ m > 1, we obtain an upper bound of at most 2ξλ/π(λ − 1).
Considering the negative part of B as well and combining these two estimates, we obtain the result stated. 
Note also that since y 2 i ≤ a 2 i for each i, and Ei y 2 i = 1 2 Ei a 2 i , we have that P y [Q(i, j)] ≤ 4P a [Q(i, j)] for every event Q(i, j) that depends on two coordinates i, j. It follows that
It is easy to check the identity cot 2 α = 2 cos 2 α 1−cos(2α) , so if cos(2(φ i − φ j )) ≤ 1/2, then | cot(φ i − φ j )| ≤ 2. We also have for each i, j that
Now for any event Q that depends on two coordinates i, j,
where the average is over all y of the given form with θ ∈ [0, 2π]. Therefore,
which, by Lemma 2.3, is at least 1/3. Together with the estimate in the first paragraph, this implies that
It is straightforward to check that if τ ≤ 10 −4 , then this is at least 1/4, and the result follows.
Corollary 2.7. Provided that 2λ 2 β + 6ǫ < 1/4, every great circle contains a point that does not belong to Γ ǫ .
Proof. The previous Corollary, applied to the subspace whose unit sphere is the great circle,
gives us a point y such that P y i, j [y i /y j B 2 B −2 ] ≥ 1/4. Since the event in square brackets is invariant under positive scalar multiples, we may assume that y is a unit vector and thus that it belongs to the great circle.
We showed earlier that if z ∈ Γ ǫ , then P z i, j [z i /z j ∈ B 2 B −2 ] ≥ 1−2λ 2 −6ǫ. If 2λ 2 +6ǫ < 1/4, this implies that y Γ ǫ , and we are done.
Almost every point has an "atypical" image
In this section we want to show that there exists a subspace X of linear dimension such that
and indeed that for an appropriate constant α > 0, almost all subspaces of dimension at most αn have this property.
To this end, it will be sufficient to show that ∆ has exponentially small measure. Note that
where B is, as before, the set 
As mentioned before, we shall end up taking λ = 4. For this reason, although ∆ ξ γ depends on λ, we suppress this dependence in the notation. We shall be particularly interested in the set ∆ η β , which is equal to the set ∆ defined earlier. However, we shall also be interested in the set ∆ 0 β , which we shall write simply as ∆ β . That is, Proof. We are given that P y i [|y i | is an η-approximate power of λ] ≥ β. Let J be the set of all i such that |y i | is an η-approximate power of λ. For each i ∈ J let |x i | be the nearest power of λ to |y i | and let x i have the same sign as y i . For each i J let x i = y i . Then |x i − y i | ≤ η|y i | for i ∈ J, so, writing P J for the coordinate projection to J, we have that
We now need a lower bound for |P J x| 2 /|x| 2 . We know that |P J y| 2 ≥ β|y| 2 , and also that |P J x| 2 − |P J y| 2 = |x| 2 − |y| 2 . We also have for each i ∈ J that (1 + η) −2 y 2 i ≤ x 2 i ≤ (1 + η) 2 y 2 i , which implies that (1 + η) −2 |P J y| 2 ≤ |P J x| 2 ≤ (1 + η) 2 |P J y| 2 . Therefore,
The right-hand side is minimized when ζ = (1 + η) −2 , and then it is at least ζβ ≥ (1 − 2η)β, which finishes the proof of the lemma.
Our next aim is to prove an upper bound for the volume of η expansion of ∆ β(1−2η) , which by the above lemma contains ∆ η β . We shall do this in a series of simple steps. Lemma 2.9. For every constant C > 1, the number of sequences (a 1 , . . . , a n ) of positive integers that add up to at most Cn is at most (Ce) n .
Proof. For each sequence a = (a 1 , . . . , a n ) let C a be the unit cube of points x ∈ R n such that a i − 1 ≤ x i < a i for every i. Then if a b, the unit cubes C a and C b are disjoint. Also, if a consists of positive integers and i a i ≤ Cn, then the cube C a is contained in the convex hull of the points 0 and Cne i , where e 1 , . . . , e n is the standard basis of R n . But this simplex has volume (Cn) n /n! ≤ (Ce) n . This proves the result. Proof. If λ a 1 + · · · + λ a m ≤ λ a m, then by Jensen's inequality λ (a 1 +···+a m )/m ≤ λ a , and therefore a 1 + · · · + a m ≤ am. Therefore, by Lemma 2.9 the number of such sequences is at most (ea) m .
Our hypothesis allows us to apply this with a = log λ C, so the result is proved. Corollary 2.11. Let λ > 1 be a real number, let m be a positive integer, and let ǫ > 0. Let Ω be the set of all sequences (x 1 , . . . , x m ) such that x 2 1 + · · · + x 2 m ≤ C 2 m and each |x i | is a power of λ. Then there is an η-net of Ω of cardinality at most (2e log λ (λ 2 C/η)) m .
Proof. Let x ∈ Ω. For each i such that |x i | ≤ η/λ, replace x i by λ −t sign(x i ), where t is chosen in such a way that η/λ ≤ λ −t < η, and let the resulting vector be y. Then |x i − y i | ≤ η for every i, so x − y 2 ≤ η. Now let Ω ′ consist of all vectors x ∈ Ω such that each |x i | is equal to λ a i for some integer a i with a i ≥ −t. We have just shown that Ω ′ is an η-net of Ω ′ .
The number of points in Ω ′ with positive coordinates is the number of integer sequences (a 1 , . . . , a m ) such that each a i is at least −t and λ 2a 1 + · · · + λ 2a m ≤ C 2 m. Rescaling, we see that that is equal to the number of positive-integer sequences (a 1 , . . . , a m ) such that λ 2a 1 + · · · + λ 2a m ≤ λ 2(t+1) C 2 m, which by Corollary 2.10 is at most (e(t + 1 + log λ C)) m . Since there are 2 m possible choices of signs, the size of Ω ′ is at most (2e(t + 1 + log λ C)) m . Noting that t ≤ log λ (λ/η) = 1 + log λ (1/η), we obtain the result.
The important thing about the bound above is that the number we raise to the power n depends logarithmically on η. This shows that an η-net of Ω is much smaller than an η-net of the full sphere of radius C, which has size more like (C/η) n .
We shall need a lemma concerning the sizes of nets of unit balls. It is standard, but the version we give is less commonly used, so for convenience we include a proof. (The argument is essentially due to Rogers [4] .) Lemma 2.12. Let X be an n-dimensional normed space with unit ball B X and let δ > 0. If n is sufficiently large, then X contains a δ-net of B X of cardinality at most 2en log(n)(1 + 1 δ ) n .
Proof. Let ρ > 0 be a small real number to be chosen later. (It will in fact depend on n.)
Then a standard estimate shows that there is an ρ-net of B X of size at most (3/ρ) n . We shall now cover every point of this net with a union of balls of radius δ − ρ in order to obtain our δ-net, and then we will optimize over ρ.
To do this, let ζ = δ − ρ and pick points x 1 , . . . , x N uniformly at random from (1 + ζ)B X .
If y is a point in the ρ-net, then the probability that y is not within any of the balls of radius
. Therefore, we are done as long as
. For this value of ρ, we have that log( 3 ρ ) < log( 3n δ ), which is at most 3 2 log n when n is sufficiently large. We also have that (1 + 1 n ) n < 4e 3 when n is sufficiently large, and putting these estimates together we find that we can take N to be 2en log n(1 + 1 δ ) n , as claimed.
Next, we need a simple technical lemma about the largest proportion of the unit sphere of ℓ n 2 that can be covered by a ball of radius δ.
Lemma 2.13. Let B δ (x) be a closed ball of radius δ about a point x in L n 2 . If n is sufficiently large, then the probability that a random point of the unit sphere of L n 2 lies in B δ (x) is at most 2δ n .
Proof. The intersection of B δ (x) with the unit sphere is a spherical cap, and the measure of the spherical cap is maximized when the centre x of B δ (x) is a vector of norm √ 1 − δ 2 .
We claim now that B δ (x) contains all points y such that 1 ≥ |y| ≥ 1 − 2δ 2 and x − y |y| ≤ δ. By the convexity of B it is sufficient to prove this when |y| = 1 − 2δ 2 . The second assumption on y implies that
and therefore, since
This implies that
which proves the claim. Now let C be the set of all y such that x − y |y| ≤ δ. This is a segment of the unit ball, and its volume, as a proportion of the volume of the entire unit ball, is equal to the probability we are trying to estimate. We have just shown that B δ (x) contains the set C \ (1 − 2δ 2 )C.
Since (1 − 2δ 2 )C has volume (1 − 2δ 2 ) n times that of C, if n is sufficiently large, then B δ (x) contains at least half of C. The result follows, since the volume of B δ (x) is δ n times that of the unit sphere of L n 2 .
Now let y be a vector in L n 2 supported on J ⊂ {1, . . . , n} of cardinality m and satisfying the inequality |y| 2 ≥ β(1 − 2η). Again let P J be the coordinate projection to the set J and let V y be the set of all unit vectors x such that P J x = y. Our next task is to obtain an upper bound for the spherical volume of the ǫ-expansion (V y ) ǫ of V y . Lemma 2.14. Let δ > η > 0. Then when n is sufficiently large, the probability that a random unit vector belongs to (V y ) η is at most 4eδ n n log n 1 + √
Proof. If we cover V y by N balls of radius δ − ǫ, then the balls of radius δ with the same centres cover (V y ) η , so by Lemma 2.13 the probability that a random unit vector lies in (V y ) η is at most 2Nδ n . But V y is an (n − m)-dimensional sphere of radius at most 1 − β(1 − 2η), so Lemma 2.12 implies that it can be covered by at most N = 2en log n 1 + √ 
To prove that this is exponentially small, it is sufficient to show that
is bounded above by a constant less than 1 as θ varies. First of all, note that in §2.3 we obtain the following bounds on parameters: η ≤ 10 −5 (since η = s − 1 and we need τ = 1 − s −2 ≤ 10 −4 ), ǫ ≤ τ 2 and β ≤ 1 32 1 4 − 6ǫ . We need moreover, that δ > η. Let us note that the above expression is a decreasing function of β and since ǫ ≤ 10 −8 we can take β = 1 129 . To begin with, we shall show that there exist constants for which the result holds and then we shall choose particular values to obtain an upper bound for the maximum. φ : R n → R n and a normalized version ψ : S n−1 → S n−1 . We also defined a set ∆. In this subsection we proved that a random ⌊αn⌋-dimensional subspace lies in ∆ c with exponentially high probability.
We also defined a set Γ ⊂ S n−1 and observed that ψ(∆ c ) ⊂ Γ. In the previous subsection we proved that no great circle is contained in the expansion Γ ǫ .
Therefore, if we pick a random ⌊αn⌋-dimensional subsphere X, then with exponentially high probability we have that X ⊂ ∆ c , and therefore that ψ(X) ⊂ ψ(∆ c ) ⊂ Γ, from which it follows that ψ(X) ǫ contains no great circle. This gives Theorem 1.6.
As explained at the end of the introduction, this also gives a counterexample to Question 1.15. However, there is a small technical issue in that our scalar function φ : R → R used in the construction is not differentiable at zero, and hence the function ψ : S n−1 → S n−1 is not differentiable at any point with a coordinate equal to zero.
This can be dealt with in the obvious way -by approximating φ by a function that is differentiable everywhere and equal to φ except inside a very small interval about 0. Unfortunately, there does not seem to be a quick and easy argument that this change does not give rise to a great circle that contains no ǫ-BAD points. However, it is straightforward to make small adjustments to our construction, the main one of which is to enlarge very slightly the set B so that it contains an interval about 0, and to show that the final result is indeed robust in the appropriate sense.
Thus, a question that can be thought of as a suitable Lipschitz version of Milman's original question has a negative answer. However, because the derivatives of the function ψ at two points x and y can be very different even when x and y are close, when we compose it with a weighted ℓ 2 norm as described in §1.2, we obtain a function that is not a norm, so we do not obtain a counterexample to Question 1.8 (or equivalently Question 1.11). To obtain such a counterexample, one would need much better control over the second derivative of ψ.
3 A norm with few ǫ-good points such that the standard basis is symmetric.
The example we gave earlier of a norm such that the set of ǫ-good points has small measure was just the Euclidean norm in a non-standard position. From the perspective of Milman's question, this is an unsatisfactory example, since it is isometric to the usual Euclidean norm.
In particular, we have not ruled out that for any norm that is C-Euclidean, there is some position (that is, invertible linear transformation of the norm) such that almost all points are ǫ-good, which would straightforwardly imply a positive answer to Milman's question.
In this short section we present strong evidence that such a result cannot be obtained, by giving an example of a C-Euclidean norm such that the standard basis is 1-symmetric and the measure of ǫ-good points is exponentially small. We do not prove that the same is true for all norms that are equivalent to this one, but it seems highly unlikely that a non-standard position of a highly symmetric unit ball would have far more good points than the standard one.
The norm we take is the mixed ℓ 2 /ℓ ∞ norm on R n defined by the formula
where P I is the coordinate projection to the set of indices I. If m = cn, then it is simple to see that |x| ≥ x ≥ c 1/2 |x| for every x, so this norm is c −1/2 -Euclidean. Proof. Let x be an ǫ-good point and suppose that x 1 ≥ x 2 ≥ · · · ≥ x n ≥ 0. Let y be the vector with coordinates (x 1 , x 2 , . . . , x m , x m , . . . , x m ), and note that y = x . Since x is ǫ-good, y is not a witness for x being ǫ-bad, and therefore
x, y ≤ (1 + ǫ)|x| 2 .
Expanding both sides, we find that Hence, for every ǫ-good unit vector x we can find a set J that consists of n−m coordinates, a positive real number λ, and a vector y such that |x − y| ≤ √ ǫ and y i ∈ {0, λ, −λ} for every i ∈ J.
It is therefore sufficient to prove that the √ ǫ-expansion of the set of such y intersects the unit sphere in a set of small measure.
To do this, let us first fix a set J and a subset A ⊂ J and a set of signs ǫ i = ±1, one for each i ∈ A, and consider the set of all y such that ǫ i y i is constant on A and y i = 0 on J \ A.
This is a subspace of R n of dimension m + 1, so by standard estimates [1] its √ ǫ-expansion intersects the unit sphere in a set of measure at most
