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Let I= [0, l] and let T: I-, Z be a piecewise monotonic, expanding map on the 
partial {Z,}:=, of I. We define a 0 - 1 n x n matrix, A, by ai, = 1 if @(I,) 2 I, for 
some k, and 0 otherwise. A subset of the number of irreducible blocks of A provides 
an upper bound for the number of independent absolutely continuous measures 
invariant under T. Similar results are obtained for random maps on I. e 1989 
Academic Press. Inc. 
1. IN~~c~DuCTI~N 
Let I= [0, 11. Let z: I+ I be a piecewise C2 map satisfying inf It’(x)1 )l, 
where the derivative exists. In [l] it is shown that 5 admits an absolutely 
continuous invariant measure p, i.e., p(A) = ,U(T ~ ‘A) for all measurable A, 
and 
where 1 is Lebesgue measure on Z and f is referred to as the density (of II) 
invariant under z. 
Let Fr denote the space of densities invariant under z, and let 
{ aI, a2, . . . . a,- 1 } denote those points in Z where T’ does not exist. The main 
result of [2, 3,6] is that dim Sz d n - 1. 
In Section 3 of [4] a better bound is established for dim FT. For each 
I$ j d n, define the pair 
Two pairs (ui, v,) and (uj, vj) are said to be dependent if they have one 
or both coordinates in common; otherwise, the pairs are independent. Let 
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N, denote the maximal number of independent pairs. Theorem 2 of [4] 
states that dim 5r <N,. In [S] a different notion of independence of pairs 
is used to derive another bound for dim FT. 
The bounds derived in [2-61 depend on the number of discontiniuties in 
the map and do not take into account any other properties of r. In this 
note we shall consider the 0 - 1 matrix induced by r and its defining parti- 
tion and show that certain global properties of r provide a much better 
bound on dim ST. A general result that is proved easily is that if r is 
piecewise monotonic and expanding with inf ]r’(x)l > 2, then dim 9 is 
bounded above by n/2 for n even (n + 1)/2 for n odd. 
2. MAIN RESULT 
A map r: I+ Z is called piecewise monotonic if there is a (minimal) finite 
partition of Z into subintervals, Z = {Ii} y=, such that r 1 1, is continuous and 
monotonic for i = 1 , . . . . n. Let Ii = [ ci- i , ci], i = 1, . . . . n. 
We shall consider a class of piecewise monotonic maps, r, which are 
twice continuously differentiable on the interiors of the intervals Ii for 
which there are one sided derivatives at the end points. Furthermore, we 
assume that there exist constants Q, b, c such that 2 <a < IS’(x)1 <b and 
IS”(x)1 <c at all points of Z except the end points of the intervals Ii. Let 
a denote this class of maps. 
For a map r E&Y there exists an invariant measure which is absolutely 
continuous with respect to Lebesgue measure [l]. In fact we have the 
following: 
THEOREM 1 [2,6,7]. Corresponding to a map T E 98 there exists a finite 
number of disjoint sets Xi, i= 1, . . . . p, such that each Xi is the union of a 
finite number of intervals and is invariant under z up to sets of measure 0. 
(We shall write z(X,) c Xi (mod O).) Moreover, each Xi is the support of an 
ergodic absolutely continuous invariant measure pi for z and every other 
absolutely continuous invariant measure for t is a linear combination of the 
measures pi. 
Our intention in this note is to obtain bounds on the number, p, of 
ergodic absolutely continuous measures. 
For r E 93 we form the directed graph G(r) with vertices Ii; i = 1, . . . . n and 
arrows Ii + Zj if and only if there exists k > 0 3 rk(Zi) 1 Zj. Let M(r) = (mti) 
be the 0 - 1 matrix induced by G(r), i.e., mU = 1 if rk(Zj) 2 Zj for some k > 0 
and mti = 0 otherwise. 
We say that the vertex Zj is accessible from Z, if there exists a path in G(r) 
from Zi to Zj. Given a vertex Ii, the accessible set of Zi which we denote by 
[Z,] consists of the set of all intervals Zj which are accessible from Ii. 
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LEMMA 1. Zf T E GJ and p is an ergodic absolutely continuous invariant 
measure for T with support X, then the interior of X contains [Z,] (mod 0) 
for some 1, 1 di<n. 
Proof. Let .Zc Z be any interval. If .Z is contained in some interval in the 
partition for z then the length of its image, A(t(J)), is greater then 21(J). 
Thus t”(J) must contain some partition point for T in its interior for some 
integer m. If r”(J) contains only one partition point in its interior then 
7 mt1(J) contains an interval of length greater than (a/2) 47”(J)), where 
a/2 > 1. Thus there exists some k km such that zk(J) contains an interval 
with two partition points in its interior. 
In particular, for X = support(p), we know from Theorem 1 that X 
contains an interval and is invariant (mod 0). Thus zk(X) contains an 
interval with at least two partition points in its interior. Invariance of X 
implies that X2 Ii (mod 0) for some i and again that Xz [Z,] (mod 0). i 
As a consequence we have the following bounds on the number of 
independent absolutely continuous invariant measures. Recall that 5T is the 
space of densities invariant under 7. 
COROLLARY 1. The dim Yr is bounded above by the number of disjoint 
accessible sets in the graph G(7). 
Proof: The supports are disjoint and each contains an accessible set. 1 
COROLLARY 2. Zf 7 E L#I is piecewise monotonic on the partition Z= 
(Z, > := , , then dim Fr is bounded above by n/2 for n even and (n + 1)/2 for n 
odd. 
Proof: Suppose the measures ,u,, . . . . pP have supports X,, . . . . X, as in 
Theorem 1. For each i = 1, . . . . p there exists j(i) such that interior (X,) 
contains Z,,,,(mod 0). The disjointness of the supports Xi implies not only 
that Zjci) # Zj(;‘) for if i’ but also that Zj(i,J cannot even be adjacent to Ziti, 
for i# i’, since huJ contains an interval (mod 0) about each of its end 
points. The estimate follows. 1 
Note. The estimate in Corollary 2 is already better than the one found 
in [2, 3, 61. It is strictly better except in the cases n = 2 or 3 when both 
estimates are equal. 
Now, every nonnegative matrix A4 can be written in a normal block 
form, i.e., 
PTMP = 
All 
A 12 A22 ... 0 
A,, As2 . . A,, 
WY 139 I-10 
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where Aii is either irreducible, i= 1, . . . . s, or a 1 x 1 null matrix [8,9]. In 
fact, the blocks correspond to maximal sets of communicating vertices in 
the associated linear graph. (Two vertices are said to communicate if each 
is accessible from the other.) Thus we can see immediately that the number 
of disjoint accessible sets is less than or equal to s, the number of blocks 
in this normal form. In fact we can do better than this. 
LEMMA 2. The number of disjoint accessible blocks is bounded above by 
the number of indices k, where Aik is identically zero for i # k. 
ProojI Clearly there is at most one accessible set of vertices, Aj, corre- 
sponding to each block, j= 1, . . . . s. If Aik #O for i-c k, then somek vertex 
Ipe A, has accessible set [Z,] which includes one interval in Ai. Thus 
Ak 3 Ai for i < k and the conclusion follows. 1 
A maximal communicating set of vertices is called final if it has access 
to no other class [9]. Thus a final class corresponds precisely to the case 
where A, = 0 if i # k. Thus we have shown: 
THEOREM 2. If r E ~3, dim p7 is bounded above by the number of final 
communicating classes in the graph G(z) (or the number of irreducible blocks 
A,, in the normal form with Aik = 0 for i # k). 
Note. The conclusion of the theorem is valid with any subgraph G in 
place of the whole graph G(r). A subgraph of G(z) is obtained by deleting 
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some of the arrows in G(z). An important example is the graph obtained 
by using only those arrows for which 7(1,) 2 I,. We shall always denote this 
subgraph by G1 (7) and the associated matrix by M,(s). 
CORROLLARY 1. If M, is irreducible, then 7 has a unique ergodic 
absolutely continuous inveriant measure. 
EXAMPLE 1. Let 7 E .Cg be as shown in Fig. 1. We assume that all 
the coordinates in IJ!! 1 (r(ci) u z(c+)) are distinct. Then all pairs 
{(7(ci),7W))}ilO, are independent. Hence the upper bound for the 
number of independent absolutely continuous invariant measures using the 
method of [4] is 9. From [2], the upper bound is also 9. The graph 
G, cG(7) has two disjoint accessible sets: {Z2, I,, IV, I,,) and: 
{I,, I,, I,, I,, Z,}. The matrix M, induced by G, is 
M,= 
0001110000 
0110000000 
0000000011 
0011110000 
0000110000 
0000011000 
0000001100 
0001111100 
0110000000 
0000000010 
Let us relabel the subintervals as follows: 2 + 1, 3 + 2, 9 + 3, 10 + 4, 
4 + 5, 5 -+ 6, 6 -P 7, 7 + 8, 8 + 9, 1 + 10. Let P denote this permutation. 
Then 
C1 1 0 01 -. 
0011; 0 
110 01 
0 0 10; 
--+--------- 
PTM, P = 0 10 0) 11 loor, 
0000101100~0~ 
0 0 0 0; 00110~0 
0000l00011~0 
0 0 0 0; 11111’0 
r--------J 
~0000~11100 0, 
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Since the entry in the (5, 2) position is non-zero, the second block has 
access to the first block. Hence there is only one final communicating class 
in G,. By Theorem 2, it follows that z has a unique absolutely continuous 
invariant measure. 
Although Theorem 2 does not apply to maps with [slopeI < 2, it can be 
used indirectly for maps with Islope > 1. To do this we iterate a sufficient 
number of times to get [slope1 > 2 and then apply Theorem 2 to get a 
bound for the iterate of the map. Since every invariant measure of the map 
is an invariant measure for the iterate of the map, and conversely every 
absolutely continuous invariant for the iterate produces an absolutely 
continuous invariant measure for the map itself by Proposition 1 of [16], 
it follows that the bound for the iterate is the same as for the map itself. 
Example 2 presents a case where this procedure yields new information on 
the map. 
EXAMPLE 2. Consider r: [0, 1 ] -+ [0, 1 ] defined by 
1 
:x9 O<x<$, 
z(x)= ix-%, f<x<$, 
2x- 1, ~~XXl, 
and as shown in Fig. 2. 
i 
0 '/3 2/3 1 
FIGURE 2 
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0 219 II3 5/Q 213 516 1 
FIGURE 3 
Iterating t once, we get tZ as shown in Fig. 3. Let I, = (0, $), I, = (4, -f), 
I, = (4, $), I, = ($, j), I, = (f, 2) and I,= (2, 1). The matrix M, for t* is 
111000 
001000 
M,= 
001110 
001111 
It is easy to see that every interval eventually contains (f, 2). This implies 
that all accessible sets intersect. Hence, by Corollary 1, there exists at most 
one absolutely continuous invariant measure. 
EXAMPLE 3. Let r: I+ Z be as in Fig. 4, where r’(x) = 2 if it exists. On 
the partition 0 < d < $ < 2 < 8 < 1, the induced matrix M, is 1 0 1 c 0 1 0 0 0 
1 1 0 0 0 . I 
1 1 
0 El 0 1 
Theorem 2 yields three final communicating classes. But there are, in fact, 
four absolutely continuous invariant measures. This shows that the condi- 
tion inf It’(x)1 > 2 is necessary. This condition is required in Lemma 1, 
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where it is used to prove that any interval expands in a finite number of 
steps to contain an interval of the partition. 
This result can be obtained for certain Markov maps. Let G(r) contain 
n final communicating classes and let L denote the intervals corresponding 
to any communicating class. Let pi = inf,i,, inf,.,, Irj(x)l and let Zi be the 
straight line joining (ci- i, ri(ci- r)) and (ci, zi(ci)) and let ai = fii/Zi. Define 
c = c(L) = ~2 A(I,)/yf; l(Z,), 
where I denotes Lebesque measure. In [15] it is shown that if 
n(i:lipL1 Si( 1 + c) > 1, then for any interval Kc u (Ii: Zip L}, there exists 
an integer s such that t”(K) XI Zi for some Ii EL. Hence we have 
THEOREM 3. Let z: I+ Z be a Markov map such that G,(z) consists of 
n final communicating classes. Let L,, Lz, . . . . L, denote the sets of intervals 
in the partition of Z which correspond to these n classes. Zf 
n Si( 1 + c(L,)) > 1 (1) 
(i:I,EL,] 
for j= 1, . . . . n, then n is an upper bound for the number of independent 
absolutely continuous measures invariant under z. 
Note. Condition (1) is always true if 7 is piecewise linear. 
2. RANDOM MAPS OF THE INTERVAL 
Let zl, . . . . tq be maps from Z into Z and define a random map r by z(x) = 
zi(x) with probability & 2 0, where C,y= i li = 1. A measure p is r-invariant 
if for every measurable 
that if for all x E Z, 
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set A, ,n(A) = CE i &~L(T- ‘A). In [ 111 it is shown 
(1) 
then T admits an absolutely continuous invariant measure. 
We shall assume that each T, satisfies: [z:(x)1 > pi> 1 and 
IT~(x)~/~T’(x)~‘<C< co. Then it follows from [13, p. 1321 that the 
Frobenius-Perron operator P,, induced by zi is constrictive. Using the 
spectral representation of P,,, the following result is shown in [ 121: 
LEMMA 4. Let zl, . . . . TV be as above and let n be the number of inde- 
pendent absolutely continuous measures invariant under the random map T. 
Then 
n < min(n,, n,, . . . . n,), 
where n, is the number of independent absolutely continuous measures 
invariant under 5,. 
Now, let G(T~) be the graph induced by zi and let Zi the number of final 
communicating classes in the graph G(T~). Combining Lemma 4 and 
Theorem 2, we have 
THEOREM 3. n d min(l,, I,, . . . . Z4). 
Using the ideas of Section 1, we can obtain a better result. 
DEFINITION. Let T be a random map and let A be a measurable set in 
I. We say A is invariant if the symmetric difference between A and 
lJ;= I zi(A) has Lebesque measure zero. 
Let P,, denote the Frobenius-Perron operator [13] of T;. Then any 
invariant density of the random map T is a fixed point of the Markov 
operator [ll, 12): 
LEMMA 5. Let f * be a fixed point of P, and a probability density 
function. Then the support off * = {x: f*(x) > 0} is invariant. 
Proof: Since all the zi are expanding, it follows from [ 111 that such an 
f* exists. Let S={x:f*(x)>O} and Z=(x:f*(x)=O}. Since f* is a 
fixed point of P,, 
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Js f*dm= i iijsPT,f*dm 
i= 1 
= i iijTF,sf * dm 
i= I 
= i Ai jc,T,s,,sf* dm. 
i=l 
This implies that m(r;'(S) n S) = m(S), i = 1, . . . . q. Thus 
SCz;‘(S)CS a.e. i = 1, . ..) q. 
Hence Uy= 1 ti(S) E S a.e. 
Now let A=U;=,ri(S). We then have UyE1ri(A)~A, a.e. Thus 
ti(A)sA a.e. and A ST;‘(A) a.e., i= 1, . . . . q. Since f * is a fixed point 
of p,, 
j  
A 
f*dm= i LijTF,Af*dm 
i=l 
= i 4 j 
i=l (5 
-,A)nA f*dm+ i ~ijzrlAmAftdm 
i=l 
Therefore, 
i “ijrF,,-,f’dm=O. 
i=l 
Now, 
iQl zi(A)sAsSsz;‘(A) a.e. 
Hence, 
0s i liJlreAf*dmQ i ~ijz,e,ApAf*dm=O. 
i=l i=l 
(1) 
Since f * >O on S, we must have m(S-A)=O. Thus ScA= 
lJf=, zi(S) a.e., and S is invariant. 1 
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By Theorem 1 of [ 111, we know that each fixed point f* of P,, where 
r is a random map, is a function of bounded variation. Therefore the 
support of f* differs from a union of intervals by a set of zero Lebesgue 
measure. 
Now, for the random map z = (TV, . . . . ry), let {I,},“=, denote the minimal 
(common) partition of I on which each zi is piecewise monotonic. 
For the random map z, we form the directed graph G(t) with vertices 
I,, j= 1, . . . . n and arrows I, + I, if and only if ~~(1,) z I, for some 
iE {1,2, . ..) q}. 
We say that Z, is randomly accessible from Ii if there exists a path in G(r) 
from I, to I,. Given a vertex Ij, the randomly accessible set of I,, denoted 
by [[I,]], consists of the sets of all intervals I, which are randomly 
accessible from I,. 
LEMMA 6. Let 7 be a random map, where 7i E 9, i = 1,2, . . . . q, and 
inf; 1~: 1 > 2. Zf u is an absolutely continuous measure of the random map with 
support X, then X2 [[Ii]] (mod 0) for some i, 1 d i 6 n. 
Proof Directly analogous to the proof of Lemma 2. 
PROPOSITION 2. The number of independent absolutely continuous 
measures of the random map 7 is bounded above by the number of disjoint 
randomly accessible sets in the graph G(T). 
Proof. The proof of Theorem 1 of [ 1 l] shows that P, is a quasicom- 
pact operator on the space of functions of bounded variation. This implies 
the existence of a finite-dimensional basis of density functions fl*, . . . . f,* for 
the eigenspace corresponding to the eigenvalue 1, where the supports off,* 
are disjoint. Since each support of some f,* contains a randomly accessible 
set, the proposition is proved. 1 
Once G(7) is defined for the random map 7, the notion of a final class 
is defined exactly as in the deterministic case (Section 1). Thus we have 
THEOREM 3. Let 7 be a random map, where TIE 99, i = 1, . . . . q, with 
inf, 17il > 2. Then the number of independent absolutely continuous invariant 
measures for 7 is bounded above by the number of final communicating 
classes in G(7), or, equivalently, the number of irreducible blocks Akk in the 
normal form of the induced matrix M, which have A, = 0 for i #k. 
Finally, we have 
COROLLARY 2. Let 7 be a random map as above. If the induced matrix 
M, is irreducible, then there exists a unique absolutely continuous measure 
for T. 
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EXAMPLE 4. Consider the random map r consisting of the two maps T, 
and r2 shown in Fig. 5, where 0 < 2, < 1. Clearly ri has four ergodic 
absolutely continuous measures and z2 has three. Thus G(7,) has four final 
communicating classes and G(z,) has three. From Theorem 3 it follows 
that the number of independent absolutly continuous invariant measures of 
the random map t is less than or equal to three. We will now show it is, 
in fact, one. 
Consider I,. ZI+Zz, since r2(Z1)zZz. Z,+Z,, since r2(Z2)zZ3. Z3+Z4, 
since 2,(Z3)2Z4. Z4+Z5, since r2(Z4)2Z,. Z,-+Z,, since rl(Z,)2Z6. Z6+Z,, 
since r2 (Z,) 2 Z, and 1, + I,, since r ,(Z,) 2 Z,. Hence the randomly 
accessible set of Z2 is all of Z. 
‘8 
‘7 
‘6 
‘5 
‘4 
‘3 
‘2 
‘1 
’ ‘1 ‘2 ‘3 ‘4 ‘5 ‘6 ‘7 ‘8 
‘8 
‘7 
‘6 __------ 
‘5 
‘4 
‘3 
‘2 
‘I 
O ‘1 ‘2 ‘3 ‘4 ‘5 ‘6 ‘7 ‘8 
FIGURE 5 
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Therefore, there is only one randomly accessible set and it follows from 
Proposition 2 that the random map z has a unique absolutely continuous 
invariant measure. 
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