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ON SPACETIMES WITH CONSTANT SCALAR INVARIANTS
ALAN COLEY, SIGBJØRN HERVIK, NICOS PELAVAS
Abstract. We study Lorentzian spacetimes for which all scalar invariants
constructed from the Riemann tensor and its covariant derivatives are con-
stant (CSI spacetimes). We obtain a number of general results in arbitrary
dimensions. We study and construct warped product CSI spacetimes and
higher-dimensional Kundt CSI spacetimes. We show how these spacetimes
can be constructed from locally homogeneous spaces and V SI spacetimes.
The results suggest a number of conjectures. In particular, it is plausible that
for CSI spacetimes that are not locally homogeneous the Weyl type is II, III,
N or O, with any boost weight zero components being constant. We then con-
sider the four-dimensional CSI spacetimes in more detail. We show that there
are severe constraints on these spacetimes, and we argue that it is plausible
that they are either locally homogeneous or that the spacetime necessarily be-
longs to the Kundt class of CSI spacetimes, all of which are constructed. The
four-dimensional results lend support to the conjectures in higher dimensions.
Date: November 7, 2018.
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1. Introduction
Let (M, g) denote a differentiable manifold, either of Riemannian or Lorentzian
signature. We are interested in all spacetimes for which all scalar invariants con-
structed from the Riemann tensor and its covariant derivatives are constant (de-
noted as CSI spacetimes). In the case of a Riemannian manifold, if it is CSI then
it is locally homogeneous [1]. This theorem is false for Lorentzian manifolds (there
are a number of counterexamples; e.g., the non-homogeneous V SI spacetimes [2]).
There are a number of CSI spacetimes that arise from homogeneous spacetimes
and simple warped products (see section 3). Some examples of CSI spacetimes
that arise as simple tensor sum generalizations of V SI spacetimes with a cosmo-
logical constant are given in [3] (some higher dimensional versions are given in [4]).
Simple examples of fibered products were given in [5] and [6] (see also [7]). It is
also straightforward to construct CSI spacetimes as warped products. All of these
spacetimes belong to the class CSIR described below.
We begin with some definitions, and a brief discussion of the four-dimensional
case.
1.1. Notation. Let us denote by Ik the set of all scalar invariants constructed
from the curvature tensor and its covariant derivatives up to order k.
Definition 1.1 (V SIk spacetimes). M is called V SIk if for any invariant I ∈ Ik,
I = 0 over M.
Definition 1.2 (CSIk spacetimes). M is called CSIk if for any invariant I ∈ Ik,
∂µI = 0 over M.
Moreover, if a spacetime is V SIk or CSIk for all k, we will simply call the
spacetime V SI or CSI, respectively. The set of all locally homogeneous spacetimes
will be denoted by H . Clearly V SI ⊂ CSI and H ⊂ CSI.
Definition 1.3 (CSIR spacetimes). Let us denote by CSIR all reducible CSI
spacetimes that can be built from V SI and H by (i) warped products (ii) fibered
products, and (iii) tensor sums (defined more precisely later).
Definition 1.4 (CSIF spacetimes). Let us denote by CSIF those spacetimes for
which there exists a frame with a null vector ℓ such that all components of the
Riemann tensor and its covariants derivatives in this frame have the property that
(i) all positive boost weight components (with respect to ℓ) are zero and (ii) all
zero boost weight components are constant.
Note that CSIR ⊂ CSI and CSIF ⊂ CSI. (There are similar definitions for
CSIF,k etc. [8]).
Definition 1.5 (CSIK spacetimes). Finally, let us denote by CSIK , those CSI
spacetimes that belong to the (higher-dimensional) Kundt class (defined later); the
so-called Kundt CSI spacetimes.
In particular, we shall study the relationship between CSIR, CSIF , CSIK and
especially with CSI\H . We note that by construction CSIR is at least of Weyl
type II (i.e., of type II, III, N or O [9]), and by definition CSIF and CSIK are at
least of Weyl type II (more precisely, at least of Riemann type II). In 4D, CSIR,
CSIF and CSIK are closely related, and it is plausible that CSI\H is at least of
Weyl type II (see section 7).
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In four dimensions the Weyl classification and the Petrov classification are closely
related [9]. However, due to the fact that the Weyl classification contains many
more possibilities in dimensions higher than four we will restrict the term Petrov
classification to four dimensions only.
1.2. 4D CSI. We are particularly interested in the four-dimensional CSI space-
times. For a Riemannian manifold every CSI is homogeneous (CSI ≡ H). This is
not true for Lorentzian manifolds. However, for every CSI with particular constant
invariants there is a homogeneous spacetime (not necessarily unique) with precisely
the same constant invariants. This suggests that CSI can be “built” from H and
V SI (e.g., CSIR).
In addition, there is a relationship between the CSI conditions and (i) the rank
of the Riemann tensor and its holonomy class [12] (ii) the existence of curvature
collineations [12] (iii) the condition of non-complete backsolvability1 (NCB) [11],
in addition to (iv) curvature homogeneity2 and (v) sectional curvature [12]. The
relationship between CSI and curvature homogeneity in 4D is studied in [13]. In
locally homogeneous spacetimes all of the sectional curvatures (Gaussian curva-
tures) are constant. With the exception of certain special plane wave and constant
curvature spacetimes (and all vacuum spacetimes), the sectional curvature uniquely
determines the spacetime metric [12].
It is clear that CSI consists of CSIR and, possibly, some other very special
spacetimes. Let us present a heuristic argument for this in 4D. Let us suppose
that the spacetime is CSI. For spacetimes that are completely backsolvable (CB)
there is a special invariant frame such that all components of the Riemann tensor are
constant. With respect to this invariant frame there exist smooth vector fields ζi(i =
1, 2, 3, 4) that act transitively on the manifold whose directional derivatives leave
the Riemann tensor invariant (i.e., ζi form a Lie algebra of curvature collineations
that spanM). In general, every curvature collineation is a homothetic vector, so as
a result there is a homothetic group acting transitively onM. Therefore, this then
implies that in general the CSI spacetime is locally homogeneous. The exceptions
are those spacetimes that are not CB (NCB [11]) and those spacetimes for which
a curvature collineation is not a homothetic vector [12], and these spacetimes are
related to the V SI spacetimes.
1.3. Overview. In this paper we shall study CSI spacetimes. In the next section
we shall begin by summarizing some important results. In section 3 we construct
a subclass of CSIR spacetimes that arise as warped products of a homogeneous
space and a V SI spacetime. In section 4 we consider the higher-dimensional Kundt
class. In section 5 examples of CSIK spacetimes in higher dimensions are given.
We discuss the results in section 6, and present a number of conjectures. In section
7 we summarize the results in 4D in detail.
There are three appendices. In Appendix A, we present all of the 3-dimensional
V SI metrics, which is necessary for the explicit determination of the metrics in the
4-dimensional CSIR spacetimes. In Appendix B, 4-dimensional CSI spacetimes
1Complete baksolvability (CB) refers to when all of the components of the Riemann tensor can
be determined from the CZ set [11] of zeroth order curvature invariants, once all the remaining
frame freedom has been used to fix components of the Riemann tensor.
2
M is curvature homogeneous (of order zero) if there exists a frame with respect to which the
Riemann tensor has constant components.
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are given explicitly, and the relationship between CSIR, CSIF , and CSIK in 4D is
discussed. Finally, in Appendix C, we write down the metric for higher dimensional
V SI spacetimes in a canonical form.
2. Spacetimes with constant scalar invariants
2.1. Riemannian case. Let us first consider the Riemannian case where a great
deal about these spacetimes is known. The reason the Riemannian case is easier to
deal with is because the orthogonal group O(d) is compact, and hence, the orbits
of its group action are also compact.
Theorem 2.1. If M is a Riemannian spacetime, then:
(1) V SI0 ⇒ V SI.
(2) There exists a k ∈ N such that CSIk ⇒ CSI.
Proof. (1): See proof below. (2): See [1] 
Theorem 2.2 (Riemannian V SI). A Riemannian space is V SI if and only if it is
flat.
Proof. Consider the invariant RABCDR
ABCD. Using an orthonormal frame, this
invariant is a sum of squares; hence, RABCDR
ABCD = 0 ⇔ RABCD = 0. 
Theorem 2.3 (Riemannian CSI). A Riemannian space is CSI if and only if
it is locally homogeneous. Moreover, the set of curvature invariants, I, uniquely
determines the metric up to isometries.
Proof. See Pru¨fer-Tricerri-Vanhecke [1]. 
Theorem 2.4 (Singer). If M is curvature homogeneous of order k ≥ 12n(n − 1),
then M is locally homogeneous.
Proof. See Singer [14]. 
2.2. Lorentzian case. The Lorentzian case is more difficult to deal with and only
partial results are known. However, in the V SI case, it was shown in [15] that
V SI2 implies V SI. A similar result in the CSI case is not known; however, in this
case we believe that an n exists such that CSIn implies CSI.
In the Riemannian caseM is locally homogeneous if and only ifM is curvature
homogeneous to all orders (Theorem 2.4). In the Lorentzian case, we have that
Theorem 2.5 (Podesta and Spiro). There is an integer Kp,q such that if (M, g) is
a complete, simply connected pseudo Riemannian manifold of type (p, q) which is
Kp,q-curvature homogeneous, then M is locally homogeneous.
Proof. See Podesta and Spiro [16]. 
We argued above that in 4D Lorentzian manifolds for every CSI with particular
constant invariants there is a locally homogeneous spacetime with the same constant
invariants. It is plausible that this is true in higher dimensions.
Conjecture 2.6. Assume that a Lorentzian spacetime M is a CSI spacetime with
curvature invariants I. Then there exists a locally homogeneous space M˜ with
curvature invariants I˜ = I.
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2.3. Boost-weight decomposition. Consider an arbitrary covariant tensor T
and a null frame
{
ℓA, nA,m
µˆ
A
}
; i.e.,
ℓAn
A = 1, mµˆAm
νˆA = δµˆνˆ , ℓAℓ
A = nAn
A = ℓAm
µˆA = nAm
µˆA = 0.
Consider now a boost in the ℓA − nA-plane:{
ℓ˜A, n˜A, m˜
µˆ
A
}
=
{
eλℓA, e
−λnA,m
µˆ
A
}
.(1)
We can consider the vector-space decomposition of the tensor T in terms of the
boost weight with respect to the above boost (see [10]):
T =
∑
b
(T )b,(2)
where (T )b denotes the projection of the tensor T onto the vector space of boost-
weight b. The components of the tensor (T )b with respect to the frame will trans-
form according to:
(T )b AB... = e
−bλ(T )b A˜B˜....(3)
Furthermore, we note that
(T ⊗ S)b =
∑
b′+b′′=b
(T )b′ ⊗ (S)b′′ .(4)
Moreover, the connection ∇ can similarly be decomposed according to whether it
raises, lowers or preserves the boost weight:
∇ = (∇)−1 + (∇)0 + (∇)1,(5)
where (∇)b is defined by
(∇)bX ≡ ∇(X)b ,
for all vectors X. We note that for the metric, g = (g)0; hence, raising or lowering
tensor indices preserves the boost weight.
An invariant of a tensor, T , is necessarily SO(1, n)-invariant; in particular, for
any full contraction of T :
Cont[T ] = Cont[(T )0].(6)
This property can now be utilized to construct spaces with constant curvature
invariants. In the V SI case, there exists a null-frame such that the Riemann
tensor, R, has the property:
(R)b = 0, b ≥ 0.(7)
This property alone implies that I0 = 0, regardless of (R)b (b < 0). If the curvature
tensor is of the form:
(R)b = 0, b > 0, and (R)b ABCD,E = 0, b = 0,(8)
in a frame for which gAB,E = 0, it is necessarily a CSI0 spacetime. In general,
further restrictions must be put on ∇ in order to make it CSI. We note that
spacetimes can can be classified according to their boost-weight components (R)b.
In particular, a classification using the Weyl tensor C, which generalises the Petrov
classification in 4D, has been employed based on the components (C)b [9, 10].
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2.4. Kundt metrics. In the 4D V SI spacetimes, all of the positive boost weight
spin coefficients (e.g., κ, ρ and σ) are zero, and hence it follows that ℓ is geodesic,
non-expanding, shear-free and non-twisting and the spacetime is Kundt K [17].
This is also true for CSI spacetimes, in the sense that if the CSI spacetime is not
locally homogeneous, then in general it belongs to K. That is, it is plausible that
in 4D, CSI ≡ H ∪ CSIK .
In higher dimensions it was also shown that ℓ is geodesic, non-expanding, shear-
free and non-twisting (i.e., Lij = 0) in V SI spacetimes [15]. In locally homogeneous
spacetimes, in general there exists a null frame in which the Lij are constants. We
therefore anticipate that in CSI spacetimes that are not locally homogeneous,
Lij = 0. For higher dimensional CSI spacetimes with Lij = 0, the Ricci and
Bianchi identities appear to be identically satisfied [19]. A higher dimensional
spacetime which admits a null vector ℓ which is geodesic, non-expanding, shear-
free and non-twisting, will be denoted as a higher-dimensional Kundt spacetime.
Let us assume that the spacetime admits a geodesic, non-twisting, non-expanding,
shear-free null vector ℓ. It can be then shown that the existence of a twist-free and
geodesic null vector implies that there exists a local coordinate system (u, v, xi)
such that
ds2 = 2du
(
dv +Hdu+Widx
i
)
+ g˜ij(v, u, x
k)dxidxj .(9)
In essence, the twist-free condition implies that the vector field is ’surface forming’
so that there exists locally an exact null one-form du. Using a coordinate trans-
formation and a null-rotation we can now bring the metric into the above form.
In this coordinate system, ℓ = ∂
∂v
. In addition, requiring that this vector field is
non-expanding and shear-free implies that g˜ij,v = 0.
We will therefore consider metrics of the from
ds2 = 2du
(
dv +Hdu+Widx
i
)
+ g˜ij(u, x
k)dxidxj ,(10)
where H = H(v, u, xk) and Wi = Wi(v, u, x
k). The metric (10) possesses a null
vector field ℓ obeying
ℓAℓB;A = ℓ
A
;A = ℓ
A;Bℓ(A;B) = ℓ
A;Bℓ[A;B] = 0;(11)
i.e., it is geodesic, non-expanding, shear-free and non-twisting. We will refer to the
metrics (10) as higher-dimensional Kundt metrics (or simply Kundt metrics), since
they generalise the 4-dimensional Kundt metrics.
2.5. Lorentzian CSI. All examples to the authors knowledge of Lorentzian CSI
spacetimes are of the following two forms:
(1) Homogeneous spaces
(2) A subclass of the Kundt spacetimes
For the homogeneous spaces, their decomposition can be of the most general type,
∇(k)R =
2+k∑
b=−(2+k)
(
∇(k)R
)
b
,
since a frame can be chosen such that all components are constants. However, for
all known examples of non-homogeneous CSI metrics, a frame can be found such
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that we have the decomposition
∇(k)R =
0∑
b=−(2+k)
(
∇(k)R
)
b
,
with constant boost-weight zero components.
Since a homogeneous space is automatically a CSI space, we will in this paper
consider metrics which are not necessarily homogeneous. Since all known examples
of non-homogeneous metrics are of Kundt form, we will henceforth only consider
Kundt metrics.
3. Warped product CSI
It is known that CSIR spacetimes can be constructed in all dimensions via
warped products. Let us first determine necessary and sufficient conditions so that
the warped product of a homogeneous space and a V SI is CSI.
We consider the warped product metric gAB =
1
gab ⊕ e2τ
2
gαβ where
1
g is a Rie-
mannian homogenous space and
2
g is a k-dimensional V SI Lorentzian manifold, the
warping function τ only depends on points of the homogenous space. Using the
left-invariant frame of the homogeneous space3,
(12) eaˆ =
{
m
kˆ
, . . . ,m
N̂−1
}
,
we complete it to a basis of the warped product by appending the null frame,
(13) eαˆ =
{
ℓ = e−τ ℓ′,n = e−τn′,m2ˆ = e
−τm′2ˆ, . . . ,mk̂−1 = e
−τm′
k̂−1
}
,
where the primed vectors represent the canonical V SI frame in which ℓ′ (and hence
ℓ) is the aligned geodesic null congruence that is expansion, shear, and twist free.
The non-vanishing inner products are such that
(14) gAB = 2ℓ(AnB) + δµˆνˆm
µˆ
Am
νˆ
B + δmˆnˆm
mˆ
Am
nˆ
B.
Defining Tmˆpˆ = τ,mˆ;pˆ+τ,mˆτ,pˆ, we shall show that if τ,mτ
,m and Tmˆpˆ are constant
then this implies CSI. These two conditions imply that τ ,mˆ is an eigenvector of
Tmˆpˆ with constant eigenvalue τ,mτ
,m, and thus τ
,bˆ
must be constant.
Following [15], we perform a decomposition of the Riemann tensor for the warped
product to obtain
RABCD = 4R0ˆ1ˆ0ˆ1ˆn{AℓBnCℓD} + 8R0ˆµˆ1ˆλˆn{Am
µˆ
BℓCm
λˆ
D} + 8R0ˆaˆ1ˆbˆn{Am
aˆ
BℓCm
bˆ
D}
+R
µˆνˆλˆσˆ
mµˆ{Am
νˆ
Bm
λˆ
Cm
σˆ
D} + 4Raˆµˆbˆλˆm
aˆ
{Am
µˆ
Bm
bˆ
Cm
λˆ
D}(15)
+R
aˆbˆcˆdˆ
maˆ{Am
bˆ
Bm
cˆ
Cm
dˆ
D} + negative boost weight terms · · ·
Evidently the Riemann tensor is of boost order zero with boost weight zero com-
ponents:
3Hatted indices are the preferred null-frame indices.
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R0ˆ1ˆ0ˆ1ˆ = τ,mτ
,m(16)
R0ˆµˆ1ˆλˆ = −τ,mτ ,m
2
δµˆλˆ(17)
R0ˆaˆ1ˆbˆ = −Taˆbˆ(18)
R
µˆνˆλˆσˆ
= τ,mτ
,m
[
2
δνˆλˆ
2
δµˆσˆ −
2
δµˆλˆ
2
δνˆσˆ
]
(19)
R
aˆµˆbˆλˆ
= −T
aˆbˆ
2
δµˆλˆ(20)
R
aˆbˆcˆdˆ
=
1
Raˆbˆcˆdˆ .(21)
The negative boost weight components, arising from the V SI spacetime, are given
by
R1ˆ0ˆ1ˆµˆ = e
−2τ
2
R1ˆ0ˆ1ˆµˆ(22)
R1ˆµˆνˆλˆ = e
−2τ
2
R1ˆµˆνˆλˆ(23)
R1ˆµˆ1ˆνˆ = e
−2τ
2
R1ˆµˆ1ˆνˆ .(24)
The condition that τ
,bˆ
is constant (and hence τ,mτ
,m and Tmˆpˆ are constant) implies
that the boost weight zero components of the Riemann tensor are constant; the
absence of positive boost weight components then gives CSI0.
The covariant derivative of the null frame has the form,
ℓK;E = −τ,bˆmbˆKℓE + γλˆ0ˆ1ˆmλˆKℓE + γ1ˆ0ˆλˆℓKmλˆE + · · ·(25)
nK;E = −τ,bˆmbˆKnE − γ1ˆ0ˆλˆnKmλˆE + · · ·(26)
m
λˆK;E = −τ,bˆmbˆKmλˆE + γµˆλˆνˆmµˆKmνˆE − γλˆ0ˆ1ˆnKℓE + · · ·(27)
maˆK;E = τ,aˆℓKnE + τ,aˆnKℓE + τ,aˆδµˆλˆm
µˆ
Km
λˆ
E+
1
γ
bˆaˆcˆ
mbˆKm
cˆ
E(28)
where · · · denotes terms of lower order boost weight with respect to previous terms
in an expression, and the unspecified γ’s correspond to V SI Ricci-rotation coeffi-
cients [15] [for example, γ1ˆ0ˆλˆ = e
−τL1ˆλˆ], except for the
1
γ which are the rotation
coefficients associated with the homogeneous space. Equations (25)-(28) have lead-
ing order boost weight terms of +1, −1, 0 and 0, respectively, which is the same
boost weight as the corresponding null frame vector before taking a covariant de-
rivative. It follows that the covariant derivative of the {·} quantities appearing in
(15) will produce terms of equal or lesser boost weight. Furthermore, in [15] it
was proven that the negative boost weight curvature components appearing in (15)
will remain negative upon covariant differentiation. Therefore, if the boost weight
zero components of the Riemann tensor and its derivatives are constant then any
number of covariant derivatives of the Riemann tensor will be of boost order zero,
which implies that the warped product will be CSI.
Supposing that the boost weight zero components of∇(n)R are constant, then for
∇(n+1)R the boost weight zero components will have contributions from τ,aˆ, which
is constant, and the non-constant γ’s arising from the V SI spacetime, however
these boost weight zero V SI γ’s do not occur as a result of Theorem 5.1. Therefore
we have that if τ
,bˆ
is constant, then the warped product is CSI.
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For reference, we include the covariant derivative of the Riemann tensor. By
using the Ricci identity we have,
(29) τ ,aˆ
1
Raˆbˆcˆdˆ +2Tbˆ[dˆτ,cˆ] = Tbˆcˆ;dˆ − Tbˆdˆ;cˆ,
which can be used to express the non-vanishing boost weight zero components of
the covariant derivative of the Riemann tensor as
R1ˆbˆcˆdˆ;0ˆ = Tbˆcˆ;dˆ − Tbˆdˆ;cˆ = R0ˆbˆcˆdˆ;1ˆ(30)
R
µˆbˆcˆdˆ;λˆ =
[
T
bˆcˆ;dˆ − Tbˆdˆ;cˆ
]
δ
µˆλˆ
(31)
R0ˆbˆ1ˆcˆ;eˆ = −Tbˆcˆ;eˆ(32)
R
bˆµˆcˆλˆ;eˆ = −Tbˆcˆ;eˆδµˆλˆ.(33)
As expected all components in (30)-(33) are constant (as a result of requiring τ
,bˆ
to be constant).
We shall now show the converse; that is, if the Ricci invariants are constant then
τ
,bˆ
is constant. In local coordinates, the Ricci tensor and Ricci scalar are
R ρµ = e
−2τ
2
R
ρ
µ −[T + (k − 1)τ,mτ ,m]δρµ(34)
R pm =
1
R
p
m −kT pm(35)
R =
1
R −k[2T + (k − 1)τ,mτ ,m],(36)
where in (36) we have used that
2
R= 0 and set T = Tr(T pm ). Choosing new coordi-
nates x˜1 = τ(xm), x˜2 = x2, . . . so that τ,mτ
,m = g˜11, then
(37) T˜mn = −Γ˜1mn + δ1mδ1n.
Now, with normal coordinates along x˜1 we have g˜11 = 1. Therefore from (36),
since
1
R is constant we have that T˜ , and hence T , is constant. In this coordinate
system the constraint T˜ constant implies that g˜mng˜mn,1 is constant. Constant Ricci
scalar implies that T and τ,mτ
,m are constant. Further conditions are then provided
by the constancy of higher degree Ricci invariants.
From (34) and (35), the Ricci tensor of a warped product is R NM = R
n
m ⊕R νµ ,
thus a degree d Ricci invariant always has the form
(38) R N2N1 R
N3
N2
· · ·R N1Nd = R n2n1 R n3n2 · · ·R n1nd +R ν2ν1 R ν3ν2 · · ·R ν1νd .
The second term of (38) is constant since T and τ,mτ
,m are constant; hence in-
variants constructed from (35) must be constant. Assuming the determinant of
R pm or
1
R
p
m is nonzero, then there exists a frame in which R
p
m and
1
R
p
m can si-
multaneously be expressed in block diagonal form with constant eigenvalues [18].
Therefore, (35) implies that in this frame T pm must also have constant components
and thus constant invariants. In this case, the constancy of the Ricci invariants
completely determines the conditions on T pm and specifies a frame in which the
components of each term in (35) are constant. The frame in which
1
R
p
m and T
p
m
are constant is determined by the left-invariant 1-forms. As before, the conditions
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that T
aˆbˆ
and τ,mτ
,m are constant imply τ,aˆ is constant, and consequently constant
Ricci invariants implies CSI.
Many examples of CSI spacetimes can be found among the cases where the
homogeneous space is a solvable Lie group4:
Theorem 3.1. Assume that MH is a solvable Lie group equipped with a left-
invariant metric. Assume also that MH is connected and simply connected (i.e.,
H1(MH) = 0). Then there exists a non-constant τ such that the warped product of
MH and a V SI, as constructed above, is a CSI.
Proof. We identifyMH = G, where G is a solvable Lie group, with the Lie algebra
g = TeG. Since g is solvable the set [g, g] will be a proper vector subspace of g.
Thus for a solvable Lie algebra, there exists a non-zero X ∈ g∩ [g, g]⊥ where [g, g]⊥
is the complement of the derived algebra [g, g]. This further implies that there is
a left-invariant one-form ω such that dω = 0. Since H1(MH) = 0, there exists
a non-constant function φ such that ω = dφ. We can now choose τ = pφ for a
constant p. 
In 2-dimensions flat space is the only V SI metric, and in the appendix we list
all of the 3-dimensional V SI metrics. Examples of CSI warped products where
the homogeneous space is either En or Hn yield a linear function for τ (since both
of these can be considered as solvmanifolds); however, for Sn, since the coordinates
are cyclic, we find that τ is a constant. Another example, in 5-dimensions, is where
the homogeneous space is a Bianchi type VIII Lie group (∼= SL(2,R)) warped with
a 2-dimensional V SI, with coordinates u, v, x, y, z the metric is
ds2 = e2τ [2du(dv +Hdu)]
+
a2
y2
(cos zdx+ sin zdy)2 +
b2
y2
(cos zdy − sin zdx)2 + c2
(
dz +
dx
y
)2
.(39)
In this case H(u, v) must be linear in v to give CSI, and it turns out that for the
warped product to be CSI we have to consider two separate cases:
(1) The maximal isometry group of the homogeneous space is 3-dimensional
(a 6= b): τ is a constant.
(2) The maximal isometry group of the homogeneous space is 4-dimensional
(a = b): τ can be non-constant, τ = α ln y + βz.
The reason why we have to distinguish these to cases is that in the first case, the
isometry group is the semi-simple group, SL(2,R). However, in the second case,
the isometry group allows for a transitive group which is solvable (Bianchi type
III).
4. Kundt CSI metrics
Let us next consider the higher-dimensional Kundt metrics (10) in the form
ds2 = 2du
(
dv +Hdu+Wiˆm
iˆ
)
+ δiˆjˆm
iˆmjˆ .(40)
4Recall that a Lie group can be equipped with a left-invariant metric (i.e., invariant under the
left action) in the standard way, see e.g. [20].
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It is convenient to introduce the null frame
ℓ = du,(41)
n = dv +Hdu+Wiˆm
iˆ,(42)
miˆ = eiˆj(u;x
k)dxj ,(43)
(ηAB) =

0 1 01 0 0
0 0 δiˆjˆ

(44)
such that
dS2H ≡ δiˆjˆmiˆmjˆ = g˜ijdxidxj , g˜ij,v = 0.(45)
There is a class of coordinate transformations that preserve the form of the
metric (40). In particular, we can define new variables,
(v′, u′, x′i) = (v, u, f i(u;xk)).(46)
For our purposes we can always use this coordinate transformation to simplify the
spatial metric g˜ij :
Theorem 4.1. Consider the metric (10) and assume that there exists a null frame{
ℓA, nA,m
iˆ
A
}
such that all scalars R
iˆjˆkˆlˆ
≡ RABDCm Aiˆ m Bjˆ m Ckˆ m Dlˆ and Riˆ··· ;jˆ1···jˆn ≡
RA··· ;C1···Cnm
A
iˆ
· · ·m C1
jˆ1
· · ·m Cn
jˆn
are constants. Then there exists (locally) a co-
ordinate transformation (v′, u′, x′i) = (v, u, f i(u;xk)) such that
g˜ij ≡ g˜′kl
∂fk
∂xi
∂f l
∂xj
, g˜′ij,u′ = 0.(47)
Moreover, dS2H = g˜
′
ijdx
′idx′j is a locally homogeneous space.
Proof. By calculating the curvature tensor of the metric (10), and its covariant
derivatives, we note that
R
iˆjˆkˆlˆ
= R˜
iˆjˆkˆlˆ
, Riˆ··· ;jˆ1···jˆn = R˜iˆ··· ;jˆ1···jˆn ,(48)
where the tilde refers to curvature tensors with respect to the spatial metric g˜ij(u, x
k).
Since this metric is Riemannian with all its components constant we can use the
results of [1] which state that the metrics g˜ij(u, x
k), for different u, are equivalent
up to isometries. Thus, given u0, there exists for every u sufficiently close to u0
an isometry ψu(x
k) such that (ψ∗ug˜)(u) = g˜(u0). Since, we assume that g˜ is suffi-
ciently smooth in a neighbourhood of u0, we can find a sufficently smooth ψu in u.
The map ψu(x
k) provides us with the functions f i in the theorem by composition
with the coordinate charts. Hence, we have g˜′ = g˜
∣∣
u=u0
. Moreover, g˜′ is a locally
homogeneous space [1]. 
Henceforth, we shall assume that we consider solutions in the set CSIF
⋂
CSIK .
Consequently, from Theorem 4.1, there is no loss of generality in assuming that the
metric (10) has g˜ij,u = 0. The remaining coordinate freedom preserving the Kundt
form is then:
(1) (v′, u′, x′i) = (v, u, f i(xk)) and J ij ≡ ∂f
i
∂xj
.
H ′ = H, W ′i = Wj
(
J−1
)j
i
, g˜′ij = g˜kl
(
J−1
)k
i
(
J−1
)l
j
.
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(2) (v′, u′, x′i) = (v + h(u, xk), u, xi)
H ′ = H − h,u, W ′i = Wi − h,i, g˜′ij = g˜ij .
(3) (v, u, xi) = (v/g,u(u), g(u), x
i)
H ′ =
1
g2,u
(
H + v
g,uu
gu
)
, W ′i =
1
g,u
Wi, g˜
′
ij = g˜ij .
4.1. CSI0 spacetimes. The linearly independent components of the Riemann ten-
sor with boost weight 1 and 0 are:
R0ˆ1ˆ0ˆiˆ = −
1
2
Wiˆ,vv,(49)
R0ˆ1ˆ0ˆ1ˆ = −H,vv +
1
4
(
Wiˆ,v
)(
W iˆ,v
)
,(50)
R0ˆ1ˆˆijˆ = W[ˆiWjˆ],vv +W[ˆi;jˆ],v,(51)
R0ˆiˆ1ˆjˆ =
1
2
[
−WjˆWiˆ,vv +Wiˆ;jˆ,v −
1
2
(
Wiˆ,v
)(
Wjˆ,v
)]
,(52)
Riˆjˆnˆmˆ = R˜iˆjˆnˆmˆ.(53)
Hence, the spacetime is a CSI0 spacetime if there exists a frame
{
ℓ,n,miˆ
}
, a
constant σ, anti-symmetric matrix aiˆjˆ , and symmetric matrix sˆijˆ such that
Wiˆ,vv = 0,(54)
H,vv − 1
4
(
Wiˆ,v
)(
W iˆ,v
)
= σ,(55)
W[ˆi;jˆ],v = aiˆjˆ ,(56)
W(ˆi;jˆ),v −
1
2
(
Wiˆ,v
)(
Wjˆ,v
)
= sˆijˆ ,(57)
and the components R˜iˆjˆmˆnˆ are all constants (i.e., dS
2
H is curvature homogeneous).
We note that the first equation implies that
Wiˆ(v, u, x
k) = vW
(1)
iˆ
(u, xk) +W
(0)
iˆ
(u, xk),(58)
while the second implies
H(v, u, xk) =
v2
8
[
4σ + (W
(1)
i )(W
(1)i)
]
+ vH(1)(u, xk) +H(0)(u, xk).(59)
If dS2H = δiˆjˆm
iˆmjˆ is a (locally) homogeneous Riemannian space, then there exists
a frame where R˜iˆjˆmˆnˆ are all constants. In general, curvature homogeneous does
not imply homogeneous; however, since we are mostly interested in the CSI case,
in light of Theorem 4.1, we will henceforth take dS2H as a (locally) homogeneous
metric.
4.2. CSI1 spacetimes. For a CSI0 spacetime, we have
R0ˆ1ˆ0ˆˆi;1ˆ = −
1
2
[
σWiˆ,v −
1
2
(sjˆiˆ + ajˆiˆ)W
jˆ,v
]
,(60)
R0ˆiˆjˆkˆ;1ˆ = −
1
2
[
W nˆ,vR˜
nˆiˆjˆkˆ
−Wiˆ,vajˆkˆ + (sˆi[jˆ + aiˆ[jˆ)Wkˆ],v
]
.(61)
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For the spacetime to be CSI1, it is sufficient to require that the above components
are constants; i.e.
σWiˆ,v −
1
2
(sjˆiˆ + ajˆiˆ)W
jˆ,v = αiˆ,(62) (
sˆijˆ + aiˆjˆ
)
;kˆ
− (sˆ
ikˆ
+ a
iˆkˆ
)
;jˆ
= β
iˆjˆkˆ
,(63)
where the Ricci identity has been used to rewrite the latter condition.
5. Examples of CSI spacetimes of Kundt form
Various classes of CSI spacetimes that arise as members of CSIF
⋂
CSIK
can now be found. The solutions come in classes according to the properties of
W
(1)
iˆ
(u, xk). In the following,MH is a locally homogeneous Riemannian space.
5.1. W
(1)
iˆ
(u, xk) = 0. Assuming W
(1)
iˆ
(u, xk) = 0 immediately makes the metric
(40) a CSI space.
A special subcase of this class which is worth mentioning is the Brinkmann
metrics for which H andWi are all independent of v; thus σ = sij = aij = 0. In this
case, the expressions for the curvature tensors simplify drastically. In particular, if
Fjˆiˆ ≡ 2W[ˆi;jˆ], the Ricci tensor is
R1ˆ1ˆ = ˜H −
1
4
F˜ 2, R1ˆˆi = ∇˜jˆFjˆiˆ, Riˆjˆ = R˜iˆjˆ .(64)
5.2. W
(1)
iˆ
(u, xk) = constant. This case is CSI if and only if the simpler metric,
M˜:
d˜s2 = 2du
(
dv +
v2
2
σ˜du+ vW
(1)
iˆ
miˆ
)
+ δiˆjˆm
iˆmjˆ ,(65)
is a homogeneous space. The curvature invariants of the Kundt metrics in this class
will have the same invariants as M˜; i.e. I = I(M˜).
The homogeneous spaceMH can be considered as a quotient spaceMH = G/H ,
where G is the isometry group and H is the isotropy group. The corresponding
Lie algebra decomposition is g = h+ m, and we let this correspond to the algebra
of left-invariant vectors. We note that if there exists a subalgebra k ⊂ m such
that [k⊥, k] = 0, where k⊥ is the complement of k in g, then we can choose an
Ad(H)-invariant W:
W ∈ k.
By letting W
(1)
iˆ
miˆ be its corresponding left-invariant one-form, the associated
Kundt spacetime will be a CSI.
Note that some homogeneous spaces may be represented by inequivalent Lie
algebra decompositions. For example, hyperbolic space, Hn, can both be considered
as the quotient SO(1, n)/SO(n) and as a solvable Lie group G [7]. In the latter
case the decomposition gives g = m and h = 0; hence, [h,m] = 0.
5.3. W
(1)
iˆ
(u, xk) = φ,ˆi = non− constant.
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5.3.1. I = I(dS×MH). σ > 0:
ds2 = cos2(
√
σx)
[
2du
(
dv + H˜du+ W˜im
i
)]
+dx2 +
1
σ
sin2(
√
σx)dS2Sn + dS
2
H ,(66)
where
W
(1)
xˆ = 2
√
σ tan(
√
σx),
W˜i = W˜
(0)
i (u, x
j), H˜ =
v2
2
σ + vH˜(1)(u, xj) + H˜(0)(u, xj).(67)
The Riemann tensor is of type:
R = (R)0 + (R)−1 + (R)−2.
Special cases:
(1) If W˜
(0)
i =
1
σ
H˜
(1)
,i then (R)−1 = 0.
(2) If W˜
(0)
i = H˜
(1) = H˜(0) = 0 then (R)−1 = (R)−2 = 0 and dS×MH .
5.3.2. I = I(AdS×MH). σ < 0:
ds2I = cosh
2(
√
|σ|x)
[
2du
(
dv + H˜du+ W˜im
i
)]
+dx2 +
1
|σ| sinh
2(
√
|σ|x)dS2Sn + dS2H ,(68)
where
W
(1)
xˆ = −2
√
|σ| tanh(
√
|σ|x),
W˜i = W˜
(0)
i (u, x
j), H˜ = −v
2
2
|σ|+ vH˜(1)(u, xj) + H˜(0)(u, xj).(69)
The Riemann tensor is of type:
R = (R)0 + (R)−1 + (R)−2.
Special cases:
(1) If W˜
(0)
i = − 1|σ|H˜
(1)
,i then (R)−1 = 0.
(2) If W˜
(0)
i = H˜
(1) = H˜(0) = 0 then (R)−1 = (R)−2 = 0 and AdS×MH .
Let us present another example:
ds2II = sinh
2(
√
|σ|x)
[
2du
(
dv + H˜du+ W˜im
i
)]
+dx2 +
1
|σ| cosh
2(
√
|σ|x)dS2Hn + dS2H ,(70)
where
W
(1)
xˆ = 2
√
|σ| coth(
√
|σ|x),
W˜i = W˜
(0)
i (u, x
j), H˜ =
v2
2
|σ|+ vH˜(1)(u, xj) + H˜(0)(u, xj).(71)
The Riemann tensor is of type:
R = (R)0 + (R)−1 + (R)−2.
Special cases:
(1) If W˜
(0)
i =
1
|σ|H˜
(1)
,i then (R)−1 = 0.
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(2) If W˜
(0)
i = H˜
(1) = H˜(0) = 0 then (R)−1 = (R)−2 = 0.
There are more CSI spacetimes with I = I((A)dS×MH). They are constructed
similarly to the ones above. They are all related to the fact that de Sitter space or
Anti-de Sitter space can be written in many ways as fibered spaces over the spheres,
Sn, or the hyperbolic space, Hn, respectively (see Appendix B for the 4D case).
5.4. W
(1)
aˆ (u, x
k) = non− constant, W (1)αˆ (u, xk) = constant. This is a generalisa-
tion of the Warped CSI spacetimes considered earlier. The metric can be written
ds2 = e−2φ(x
α)
[
2du
(
dv + H˜du+ W˜adx
a + W˜αω
α
)
+ δabdx
adxb
]
+δαβω
αωβ ,(72)
where
W˜a = vW˜
(1)
a (u, x
a) + W˜ (0)a (u, x
a, xα),(73)
W˜α = W˜
(0)
α (u, x
a, xα),(74)
φ = φ(xα), φ,α = constant,(75)
H˜ =
v2
8
(W˜ (1)a )(W˜
(1)a) + vH˜(1)(u, xa, xα) + H˜(0)(u, xa, xα).(76)
Furthermore, we require that δαβω
αωβ = g˜αβ(x
σ)dxαdxβ is a Riemannian homoge-
neous space,MH . The allowed forms of the function φ depend on the homogeneous
spaceMH . Topologically, this space is a fibered manifold with base manifoldMH
and we will require that the fiber is a V SI space; in particular, this means that W˜a
satisfy the V SI equations (54)-(57) with σ = aij = sij = 0. Special cases:
(1) If W˜
(0)
iˆ
= Ψ,ˆi, W˜
(0)
i = H˜
(1) = 0 then (R)−1 = 0.
(2) If W˜
(0)
iˆ
= H˜(1) = H˜(0) = 0 then (R)−1 = (R)−2 = 0.
The connection ∇ for the above metric can be decomposed as
∇ = ∇˜ − τ ,(77)
where τ is a (2, 1) tensor (or operator acting in the obvious way) with only non-
positive boost-weight components, while ∇˜ has the following property: There exists
a null frame such that the connection coefficients of ∇˜ has the following properties:
(1) Positive boost weight connection coefficients are all zero.
(2) Zero boost weight connection coefficients are either all constants or are
connection coefficients of MH .
Henceforth we will assume that this null frame is chosen. Moreover, τ and ∇˜ can
be chosen such that
τ eαX = τXeα = 0,
∇˜Xg = 0, g(τXY, Z) + g(Y, τXZ) = 0, ∀X,Y, Z ∈ TM.(78)
Note that the torsion of ∇˜X is SXY = τYX − τXY .
Let R and R˜ be the curvature tensors to the connections ∇ and ∇˜ respectively.
Then
R = R̂+ R˜,(79)
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where (R̂)b = 0 for b ≥ 0 while (R˜)b = 0 for b > 0. Moreover, all boost weight 0
components are constants5. We also have
Theorem 5.1. For all k, ∇(k)R has maximal boost order 0 where all boost weight
0 components are constants.
Proof. We will prove the Theorem by induction. Let us in the following denote
the projection of a tensor T onto the vector space spanned by the components of
boost weight b by (T )b. The key observation is that the (R)0 = (R˜)0 is of constant
curvature over the V SI fibers. As a result, τ (R)0 = 0. Thus the theorem is true
for ∇(R)0. Moreover, by applying the Bianchi identity for ∇R, we can show that
it is true for ∇(R)−1. Hence, the theorem is true for k = 1.
Assume the theorem is true for k. Then consider ∇∇(k)R. Immediately, we
have that it is true for ∇˜(∇(k)R)0. Moreover, the curvature tensor is of constant
curvature over the V SI fibers, so τ (∇(k)R)0 = 0; hence, the theorem is true for
∇(∇(k)R)0
For ∇(∇(k)R)−1 the critical part is the one that raises the boost weight by one.
However, by using the identity
[∇A,∇B]TC1...Ci...Cp =
p∑
i=1
RECiABTC1···E···Cp ,(80)
recursively, and also the Bianchi identity, we see that it is also true for ∇(∇(k)R)−1.
Hence, by induction, the Theorem follows. 
These results consequently imply that the ’fibered vsi’ spacetime given by eq.(72)
is a CSI spacetime. A crucial part of the proof is that (R)0 is of constant curvature
over the V SI fibers, which implies that τ (∇(k)R)0 = 0.
Theorem 5.2. Consider the metric (72). If for all k ∇(k)R has maximal boost
order 0, where all boost weight 0 components are constants, then there exists a
homoegenous space (M˜, g˜) with the same curvature invariants as the metric (72).
Proof. The proof essentially follows along the same lines as above by noticing that
the functions W˜i and H˜ do not contribute to the curvature invariants. The homo-
geneous space can be obtained by setting all of these to zero. 
6. Discussion
We have obtained a number of general results. We have studied warped prod-
uct CSI spacetimes (Theorem 3.1). We have presented the canonical form for the
Kundt CSI metric (Theorem 4.1), and studied higher dimensional Kundt space-
times in some detail. In sections 3 & 5 we have constructed higher dimensional
examples of CSI spacetimes that arise as warped products and that belong to the
Kundt class. In the appendices we shall present all of the 3-dimensional V SI met-
rics, explicitly construct the metrics in the 4-dimensional CSI spacetimes, and we
shall establish the canonical higher dimensional V SI metric.
Motivated by our results and examples we propose the following conjectures:
Conjecture 6.1 (CSIF conjecture). A spacetime is CSI iff there exists a null
frame in which the Riemann tensor and its derivatives can be brought into one of
the following forms: either
5This can be seen by explicit calculation of the curvature tensors.
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(1) the Riemann tensor and its derivatives are constant, in which case we have
a locally homogeneous space, or
(2) the Riemann tensor and its derivatives are of boost order zero with constant
boost weight zero components at each order. This implies that Riemann
tensor is of type II or less.
Whereas the proof of the ‘if’ direction is trivial, the ‘only if’ part is significantly
more difficult and would require considering second order curvature invariants. We
also point out that if we relax CSI to CSI1 then in (1) we must now include all
1-curvature homogeneous spacetimes as well, since these naturally imply CSI1 and
are not necessarily homogeneous spaces.
Assuming that the above conjecture is correct and that there exists such a pre-
ferred null frame, then
Conjecture 6.2 (CSIK conjecture). If a spacetime is CSI, then the spacetime is
either locally homogeneous or belongs to the higher dimensional Kundt CSI class.
Finally, we have that
Conjecture 6.3 (CSIR conjecture). If a spacetime is CSI, then it can be con-
structed from locally homogeneous spaces and V SI spacetimes.
This construction can be done by means of fibering, warping and tensor sums.
From the results above and these conjectures, it is plausible that for CSI space-
times that are not locally homogeneous, the Weyl type is II, III, N or O, and that
all boost weight zero terms are constant.
We intend to study the general validity of these conjectures in future work. The
relationship to curvature homogeneous spacetimes is addressed in [13]. Support for
these conjectures in the 4D case is discussed in the next section.
7. Four–dimensional CSI
Let us now consider the 4D CSI spacetimes in more detail. We assume that a
CSI spacetimes is either of Petrov (P)-type I or Plebanski-Petrov (PP)-type I, or of
P-type II and PP-type II (branch A or B of Table 1, respectively). In branch A, we
explicitly assume that the spacetime is not of P-type II and PP-type II, otherwise
we would be in branch B. It is plausible that in branch A the spacetimes must be of
P-type I and PP-type I (but we have not established this here). Since the spacetime
is not of P-type II and PP-type II, it is necessarily completely backsolvable (CB)
[11]. Since all of the zeroth order scalar curvature invariants are constant, there
exists a frame in which the components of the Riemann tensor are all constant, and
the spacetime is curvature homogeneous CH0 (i.e., CSI0 ≡ CH0). If the spacetime
is also CH1, then it is necessarily locally homogeneousH [13]. Therefore, if it is not
locally homogeneous, it cannot be CH1. Finally, by considering differential scalar
invariants, we can obtain information on the spin coefficents in the CSI spacetime.
Although a comprehensive analysis of the differential invariants is necessary, a pre-
liminary investigation indicates that τ, ρ and σ must all be constant and are likely
zero. Therefore, in branch A, there are severe constraints on those spacetimes that
are not locally homogeneous, and it is plausible that there are no such spacetimes.
In branch B of Table 1, we have that the spacetime is necessarily of P-type II
and PP-type II. It then follows from Theorem 7.1 below, that all boost weight zero
terms are necessarily constant (i.e., the spacetime is CSIF,0). The spacetime is
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P type I
PP type I
or
P type II
PP type II
and
CB
Information on spin coefficients
from differential invariants
τ=ρ=σ=0
H
locally homogeneous:
CH 1 Not CH1
 
 0CSI  = CH   0
Not CB:
Further conditions
Empty?
(2)
CSIK
(3)
 0CSI  ,  CH   0
CB:
CSIF,0
  
CSIA B
(1)
all boost weight zero terms
are constant:
Table 1. 4D CSI. All terms are defined in the text. A dashed
line indicates a conjectured result. Footnotes: (1) this indicates
that the spacetime is at least of type II (i.e., of type II, III, N
or 0), (2) spacetimes in this set are described in the text, (3) all of
the 4D CSIK spacetimes are displayed explicitly in the text.
then either CB, in which case all of the results in branch A apply, or they are NCB
and a number of further conditions apply (these conditions are very severe [11]).
In either case, there are a number of different classes characterized by their P-type
and PP-type (in each case at least of type II), and in each class there are a number
of further restrictions. By investigating the differential scalar invariants we then
find conditions on the spin coefficients. By considering each class separately, we
can then establish that τ = ρ = σ = 0, and that the spacetime is necessarily CSIK .
All of these spacetimes are constructed in Appendix B.
The results are summarized in Table 1. In branch A of Table 1, we have estab-
lished that if the CSI spacetime is not locally homogeneous, then necessarily it is of
P-type I or PP-type I (and does not belong to CSIK , CSIF , or CSIR), it belongs
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to CSI0 ≡ CH0, but not CH1 and there are a number of further constraints aris-
ing from the non-CB conditions and the differential constraints (i.e., constraints on
the spin coefficients). This exceptional set is very sparse, and mostly likely empty;
but in order to demonstrate this the conjectures in 4D must be proven, utilising a
number of 4D invariants.
We have explicitly constructed the 4D CSIF , CSIK , and CSIR, and established
the relationship between these CSI subsets themselves and with CSI\H , thereby
lending support to the conjectures in the previous section. The metrics of these
CSI spacetimes are described in Appendix B. From this calculation of all of the
members of the set CSIF
⋂
CSIK , we see that they all belong to CSIR. That
is, we have established the uniqueness of CSIR within this particular context. In
particular, we have found all CSI in branch B of Table 1.
Finally, let us consider Petrov (P)-type II and Plebanski-Petrov (PP)-type II
Lorentzian CSI spacetimes. We shall show that if all zeroth order curvature in-
variants are constant then the boost weight zero curvature scalars, Ψ2, Φ11 and
Φ02 are constant. For these algebraically special spacetimes the converse follows
straightforwardly.
Theorem 7.1. If all zeroth order curvature invariants are constant in Petrov-type
II and Plebanski-Petrov-type II Lorentzian CSI spacetimes, then the boost weight
zero curvature scalars, Ψ2, Φ11 and Φ02 are constant.
Proof. We make use of the following curvature invariants
(81)
w1 = ΨABCDΨ
ABCD, r1 = ΦABA˙B˙Φ
ABA˙B˙, r2 = ΦABA˙B˙Φ
B B˙
C C˙
ΦCAC˙A˙.
It is worth noting that in general there is an additional independent degree 4 Ricci
invariant r3; however, in PP-types II or less there always exists a syzygy for r3 in
terms of r1 and r2 (or else it vanishes). This is analogous to the well known syzygy
for the Weyl invariants, I3 = 27J2, signifying an algebraically special spacetime.
Assuming first that the Weyl and Ricci canonical frames are aligned, then the
non-vanishing curvature scalars are Ψ2, Ψ4 = 1, Φ11, Φ20 = Φ02, Φ22 = 1 and we
have w1 = 6Ψ
2
2, r1 = 2Φ
2
02+4Φ
2
11, r2 = −6Φ202Φ11. Clearly w1 constant implies Ψ2
constant. If Φ02(2Φ11 − Φ02)(2Φ11 + Φ02) 6= 0 then Φ02 and Φ11 can be expressed
in terms of r1 and r2; therefore, constant r1 and r2 gives constant Φ11 and Φ02.
If Φ02 = 0 or Φ02 = ±2Φ11 then r1 can be used to give the same result. In this
aligned case we find that constant R, w1, r1 and r2 implies that all curvature scalars
are constant (including the boost weight 0 scalars); therefore, we have a curvature
homogeneous spacetime.
In the non-aligned case we refer to Carminati and Zakhary [11] where it was
shown that for this PP-type, complete backsolving (CB) of the Carminati-Zakhary
(CZ) invariants can be achieved and all curvature scalars can be expressed in terms
of zeroth order invariants; thus constant CZ invariants implies constant curvature
scalars. In the exceptional case in which Ψ0 = Ψ1 = 0 in the Ricci canonical frame,
complete backsolvability is not possible since Ψ3 and Ψ4 cannot be determined
from any zeroth order curvature invariant [11]. However, this exceptional case
occurs when the Weyl and Ricci canonical frames are aligned, for P-type II Ψ3 = 0
and Ψ4 = 1 and the remaining curvature scalars were shown above to be constant
(this is a particular instance of a not completely backsolvable (NCB) case becoming
completely backsolvable; see comment in Ref. 3 of [11]). 
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We have consequently also shown that for P-type II and PP-type II spacetimes,
if the zeroth order invariants are constant then all curvature scalars are constant.
These results support the higher dimensional conjectures discussed in the previous
section.
Acknowledgements
We would like to thank R. Milson, V. Pravda and A. Pravdova for helpful com-
ments. This work was supported by NSERC (AC and NP) and the Killam Foun-
dation (SH).
CSI: HALIFAX 21
γ312 Constraints on W1(u, v, x), W2(u, v, x) and H(u, v, x)
= 0 A1) (P-III ; τ = 0 ; PP-N)
W1 = W01(u, x), W2 =W02(u, x), H = vh1(u, x) + h0(u, x)
6= 0 B1) (P-III ; τ 6= 0 ; PP-N)
W1 = − 2vx +W01(u, x), W2 = W02(u, x), H = − v
2
2x2 + vh1(u, x) + h0(u, x)
Table 2. Segre type {3} i.e. R22 6= 0 and R23 6= 0.
γ312 Constraints on W1(u, v, x), W2(u, v, x) and H(u, v, x)
= 0 D1) (P-N ; τ = 0 ; PP-O) special case of A1)
W1 = xf1(u) + f0(u), W2 = xg1(u) + g0(u), H = h0(u, x)
6= 0 F1) (P-III ; τ 6= 0 ; PP-O) special case of B1)
W1 = − 2vx +W01(u), W2 = W02(u), H = − v
2
2x2 +
v
x
W01(u) + h0(u, x)
Table 3. Segre type {(21)} i.e. R22 6= 0 and R23 = 0.
Appendix A. 3-dimensional V SI metrics
By analogy with the four dimensional V SI spacetimes, we begin by considering
a real null frame ei = {l, n,m} such that the only non-vanishing inner products are
lana = 1 = −mama. In three dimensions, the Riemann tensor is equivalent to the
Ricci tensor, therefore all zeroth order invariants vanish if
(82) Rab = R22lalb + 2R23l(amb).
We identify R22 ∼ φ22 and R23 ∼ φ12+φ21 and we use the n-dimensional version
of the V SI theorem to conclude that the analogues of κ, σ and ρ must vanish. In
three dimensions we find that that κ ∼ γ311, σ = ρ ∼ γ313, and τ ∼ γ312, where
γijk are the Ricci-rotation coefficients. Therefore, we have that a three dimensional
spacetime is V SI if and only if γ311 = γ313 = 0 and has Segre type {3}, {(21)} or
{(111)} with the possibility that the (non-)vanishing of γ312 may lead to distinct
subclasses.
The method we use to explicitly obtain the three dimensional V SI spacetimes
involves writing the four dimensional V SI spacetimes in terms of real coordinates
(u, v, x, y) then considering the resulting frame when either x = const. or y = const.
We set ζ = (x + iy)/
√
2 and W = (W1 + iW2)/
√
2 throughout, and in every case
the restriction to y = const. yields nothing new, hence the relevant null frame, in
coordinates (u, v, x), is
l = ∂v, n = ∂u − [H + 12 (W 21 +W 22 )]∂v +W1∂x, m = ∂x(83)
Upon restriction to x = const. most of the four dimensional V SI spacetimes
become either flat or a special case of a null frame given in the following tables. In
addition, whenever γ312 is nonzero then it is always equal to −1/x.
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γ312 Constraints on W1(u, v, x), W2(u, v, x) and H(u, v, x)
= 0 I1) (P-III ; τ = 0 ; vacuum)
W1 =W01(u), W2 = W02(u), H = xh01(u) + h02(u)
6= 0 L1) (P-N ; τ 6= 0 ; vacuum)
W1 = − 2vx , W2 = 0, H = − v
2
2x2 +
√
2x[xh01(u) + h02(u)]
Table 4. Segre type {(111)} i.e. Rij = 0.
Tables 2–4 provide a list of the three-dimensional V SI spacetimes. Here, we
have chosen to characterise the 3D cases according to Segre type. In this regard,
the classification in [22] of three dimensional spacetimes is worth noting. In 4D
the Segre types are related to the PP types [17]. We have also indicated the
corresponding class of four dimensional V SI spacetimes (in brackets) from which
the 3D solutions were obtained. It is also worth noting that some of the spacetimes
given here may be equivalent and so these tables may reduce further. For example,
in Table 4 the vanishing of the Ricci tensor implies that all spacetimes listed there
are flat; therefore, using the full 3 parameter Lorentz group, SO(1, 2), it should be
possible to set γ312 = 0 (i.e., the flat metric should appear in this table). In Tables
2 and 3 it is necessary to consider the frame freedom left after the Ricci tensor has
been brought to its canonical form. This can then be used to determine if γ312
can be made to vanish; alternatively, it may be an invariant of this left over frame
freedom and the metrics would be inequivalent. If γ312 can be set to zero, then it
still remains to be shown if a coordinate transformation can be found relating the
two metrics.
Appendix B. 4D CSI
We know that (Lorentzian) homogeneous spaces and V SI spacetimes are neces-
sarily CSI spacetimes. Let us display all 4D spacetimes that are CSIF and CSIK .
We shall find that all such spacetimes are necessarily in CSIR.
The 4D spacetimes in CSIF
⋂
CSIK are as follows.
B.1. I(AdS4)
ds2 = e−2py
[
2du
(
dv + H˜du+ W˜xdx+ W˜ydy
)
+ dx2
]
+ dy2,(84)
where
W˜x = vW˜
(1)
x (u, x) + W˜
(0)
x (u, x, y),
W˜y = W˜
(0)
y (u, x, y),
H˜ =
v2
8
(W˜ (1)x )
2 + vH˜(1)(u, x, y) + H˜(0)(u, x, y).
and W˜
(1)
x satisfy the 3D V SI equations (see Appendix A).
Since W˜
(0)
x (u, x, y) depends on y, in addition to u and x, this metric is fibered.
Due to the terms e−2py and dy2 in the metric, the spacetime is a warped product.
By redefining W˜x in the metric above by omitting the term vW˜
(1)
x (u, x) (the ’vW ’
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term) and in H˜ omitting the term v
2
8 (W˜
(1)
x )2 (the ’v2H ’ term), we can rewrite the
metric as the tensor sum of the redefined metric (84) and the metric
ds2+ = e
−2py
[
2du
(
dv +
v2
8
(W˜ (1)x )
2du+ vW˜ (1)x dx
)
+ dx2
]
+ dy2,(85)
Clearly the metric can be written in terms of the combined operations of fibering,
warping and tensor summing, and hence belongs to CSIR.
B.2. I(Sol)
ds2 = e−2py
[
2du
(
dv + H˜du+ W˜xdx+ W˜ydy
)]
+ e−2qydx2 + dy2,(86)
where
W˜x = W˜
(0)
x (u, x, y), W˜y = W˜
(0)
y (u, x, y),
H˜ = vH˜(1)(u, x, y) + H˜(0)(u, x, y).
This metric is fibered and warped.
B.3. I(M1 ×M2):
ds2 = 2du
(
dv +Hdu+Wim
i
)
+ δijm
imj,(87)
where
Wi = vW
(1)
i + W˜
(0)
i (u, x, y),
H = v2H(2) + vH˜(1)(u, x, y) + H˜(0)(u, x, y).
andW
(1)
i and H
(2) are given in the table below. This metric is fibered and warped,
and due to the ’vW ’ and ’v2H ’ terms, can be written as a tensor sum.
δijm
imj dx2 + dy2 a2(dx2 + sin2 xdy2) dx2 + e−2qxdy2
W
(1)
i m
i αdx+ βdy 0 αdx + βe−qxdy
H(2) 18 (4σ + α
2 + β2) σ2
1
8 (4σ + α
2 + β2)
B.4. I((A)dS3 × R): Metrics of the form (66), (68) and (70). These metrics are
fibered, warped and tensor summed.
B.5. I((A)dS4): Metrics of the form (66), (68) and (70). In addition, for I(dS4)
ds2 = cos2(
√
σy) cos2(
√
σx)
[
2du
(
dv + H˜du+ W˜im
i
)]
+cos2(
√
σy)dx2 + dy,(88)
where
W˜i = W˜
(0)
i (u, x, y), H˜ =
v2
2
σ + vH˜(1)(u, x, y) + H˜(0)(u, x, y).(89)
and in the case of I(AdS4), similar versions of the metrics (68) and (70) are ob-
tained. These metrics are fibered, warped and tensor summed.
All of the metrics in sections B.1-B.5 can be written in terms of the combined
operations of fibering, warping and tensor summing. Therefore, all of the spacetimes
constructed belong to CSIR. We consequently have the result that in 4D CSIF ,
CSIK and CSIR are equivalent. It is plausible that a similar result applies in
higher dimensions.
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Finally, let us consider the tensor sum in a little more detail. Let us consider
the CSIR metric (66). Redefining the metric by omitting the ’v
2H ’ term, it can be
rewritten as the ’tensor sum’ of the redefined metric and
ds2+ =
[
2du
(
dv +
v2
2
σdu+ 2
√
σ tan(
√
σx)dx
)]
+ dx2.(90)
The term
[
2du
(
dv + v
2
2 σdu
)]
can be rewritten as
[(
1 + σ2UV
)−2
dUdV
]
, which
is a metric of constant Ricci scalar curvature.
It is plausible that we have constructed all of the 4D CSI spacetimes here. To
prove this, we must prove the conjectures outlined above. This is perhaps best done
by considering higher order differential scalar invariants in 4D [2], which we hope
to do in a future paper.
Appendix C. VSI metrics
We can now write down the metric for higher dimensional VSI spacetimes in a
canonical form. An immediate corollary of Theorem 4.1 is:
Corollary C.1. Any V SI metric can be written
ds2 = 2du
[
dv +H(v, u, xk)du+Wi(v, u, x
k)dxi
]
+ δijdx
idxj .(91)
Proof. In [15] it was proven that all V SI metrics have Lij = 0 and Riˆjˆkˆlˆ = 0. The
first condition implies that the metric is Kundt, hence of the form (10), while the
second implies that the spatial metric, g˜ij , is flat. Using Theorem 4.1 the corollary
now follows. 
We are now in a position to determine the explicit metric forms for higher di-
mensional V SI spacetimes [21], which we shall return to in future work.
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