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Molecular simulations of sound wave propagation in simple gases 
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Molecular simulations of sound waves propagating in a dilute hard sphere gas have been performed 
using the direct simulation Monte Carlo method. A wide range of frequencies is investigated, 
including very high frequencies for which the period is much shorter than the mean collision time. 
The simulation results are compared to experimental data and approximate solutions of the 
Boltzmann equation. It is shown that free molecular flow is important at distances smaller than one 
mean free path from the excitation point. © 2001 American Institute of Physics. 
[DOI: 10.1063/1.1352630] 
I. INTRODUCTION 
In this article we study the propagation of high fre­
quency sound waves in a dilute gas using the direct simula­
tion Monte Carlo (DSMC) technique. Our investigation fo­
cuses on the variation of the wave speed and absorption 
coefficient as a function of frequency, w . When the period of 
oscillation is comparable to the molecular collision time, the 
sound speed is known to deviate from the classical adiabatic 
constant. Similarly, at high frequencies the attenuation rate 
deviates significantly from the classical behavior observed in 
the low attenuation limit.1,2 
Cercignani3 surveys the various molecular kinetic for­
mulations based on the Boltzmann equation that attempt to 
capture this phenomenon. These theories predict that at high 
frequencies the sound speed increases with frequency and 
that the absorption coefficient, which in the classical theory 
increases proportionally to the square of the frequency, ex­
hibits a shallow maximum. Agreement with experimental 
data4,5 over a frequency range that spans five orders of mag­
nitude varies from moderate to good depending on the 
model. Surprisingly, the Maxwell molecule assumption, 
which simplifies the solutions significantly, seems to yield 
the same overall level of agreement with experimental data 
as the hard sphere approximation that is more appropriate for 
simple gases. Among the theoretical approaches discussed in 
Ref. 3, the 11-moment method of Sirovich and Thurber6 is, 
in general, in best agreement with the experimental data. 
We have performed accurate numerical calculations to 
obtain the wave speed and attenuation coefficient using the 
direct simulation Monte Carlo (DSMC) method. These re­
sults are a useful complement to the experimental data avail­
able, especially since the latter are subject to significant scat­
ter in the high frequency range. Comparison of our results 
with analytical solutions can assess the validity of approxi­
a)Permanent address: Department of Physics, San Jose State University, San 
Jose, CA 95192-0106. Electronic mail:ngh@mit.edu 
mations involved in the latter; comparison of our results with 
experimental data evaluates the ability of the Boltzmann 
equation as a mathematical model to capture the physical 
reality observed in the experiments. DSMC offers consider­
able flexibility with respect to molecular interaction models 
that can be used; the present study uses the hard-sphere 
model that is typically assumed in the development of 
theory. Further refinements that will improve the connection 
and direct comparison to experimental data are discussed in 
the last section of the article. 
Our calculations confirm that the predictions of the 
Navier – Stokes, Burnett and super-Burnett theories are only 
qualitatively correct. Good agreement is found between our 
results and the work of Sirovich and Thurber for hard sphere 
gases. Agreement with experiments is equally good. The ef­
fect of free molecular flow close to the excitation point is 
also elucidated through our calculations. 
II. WAVE PROPAGATION USING DSMC: NUMERICAL 
TECHNIQUE 
Figure 1 shows a sketch of the simulation geometry, a 
rectangular domain of length L filled with a dilute gas. Stan­
dard DSMC7,8 techniques were used to simulate the gas since 
it is well established that DSMC accurately models high 
Knudsen number flows in which the characteristic length 
scale (in our case the acoustic wavelength, l) is comparable 
to the mean free path, A . For the sake of brevity we will not 
present a description of the DSMC algorithm. Excellent 
introductory7 and detailed8 descriptions of DSMC, as well as 
formal derivations,9 can be found in the literature. Compari­
sons of DSMC simulation results with solutions of the lin­
earized Boltzmann equation and experimental results for di­
verse nonequilibrium phenomena spanning the whole 
Knudsen range can be found in Ref. 8 and 10. 
In our simulations sound waves are excited at x=0 by  
imposing a sinusoidally varying velocity in the x-direction. 
The velocity is imposed using the well-known Maxwellian 
1070-6631/2001/13(4)/1040/7/$18.00 1040 © 2001 American Institute of Physics 
Phys. Fluids, Vol. 13, No. 4, April 2001 Molecular simulations of sound waves in simple gases 1041 
FIG. 1. Simulation geometry. 
reservoir method: particles exiting the domain at x=0 are 
discarded, whereas particle influx is accounted for by a res­
ervoir attached to the simulation domain at x=0 and extend­
ing to x=-LR . Each timestep, particles at the simulation 
mean density are generated inside the reservoir and are given 
velocities drawn from a Maxwellian distribution at the simu­
lation temperature. The Maxwellian distribution has a time-
dependent mean velocity in the x-direction that is equal to 
the desired ‘‘boundary condition.’’ The particle positions are 
advanced in time (one timestep at) ; the particles that cross 
the imaginary plane x=0 and enter the simulation domain 
represent the half-space Maxwellian influx and are retained. 
The particles remaining in the reservoir are discarded and the 
simulation proceeds as usual. The length of the reservoir is 
set to LR =vcutoffat , where vcutoff is a velocity for which the 
probability (based on a Maxwellian distribution) is very 
small. In the simulations we take vcutoff=6�2kBT/mm where 
kB is Boltzmann’s constant, T is the temperature, and mm is 
the molecular mass. 
In order to minimize the cost of our simulations the do­
main length L was taken to be no longer than a few wave­
lengths. The far end of the domain was terminated by a 
specular wall leading to total reflection of the propagating 
waves. In the absence of dissipation, the system would ex­
hibit pure standing waves. At low frequencies attenuation is 
relatively small and the reflected wave is only slightly dimin­
ished with respect to the incoming wave. At higher frequen­
cies no appreciable reflected wave exists. 
The simulation geometry resembles that of the acoustic 
interferometer used in the experiments in Ref. 11 but with 
three differences. First, the acoustic source is a reservoir 
rather than a transducer: the reservoir generates a Maxwell­
ian influx distribution which approximates that produced by 
a thermal wall, which in turn approximates the transducer 
used in the experiments; the reservoir, however, does not 
model the change in position of the wall. The second differ­
ence is that experimental measurements are taken at only a 
few output receivers whereas in the simulations the velocity 
variation, v(x,t) , is computed everywhere. This permits us 
to obtain the sound speed and attenuation coefficient without 
interferometry, i.e., without having to vary the domain 
length. Third, and perhaps most importantly, our evaluation 
of the velocity field is nonintrusive, in contrast to the receiv­
ers used in the experiments. 
Waves propagating in the x direction lead to a velocity 
variation voexp{i(wt-kx)-mx} where k=27/ l is the wave-
number, and m is the attenuation coefficient. The wave am­
plitude used was small to avoid nonlinear effects. Specifi­
cally, the viscous terms dominate the nonlinear terms when 
vo�wf/pc where f is the viscosity, p is the mass density 
and c is the classical sound speed.12 It will be convenient to 
express this criterion as vo�c/ R where R=c
2p/wf is the 
acoustic Reynolds number. 
In the case of high frequency waves ( R<0.5) larger ini­
tial amplitudes were used (up to vo =0.15c) because the at­
tenuation is large and the amplitude damped considerably 
(see Sec. IV). At intermediate frequencies ( 0.5�R�4 ) the 
amplitude was vo =0.05c, whereas at the lowest frequencies 
(R>4 ) the amplitude was vo =0.025c; the above criterion 
(vo�c/ R) is thus not satisfied for R>20. However, the dis­
tance that a wave must travel before it significantly steepens 
due to nonlinear effects12 is Lnl=cl/7(y+1)vo , where y is 
the ratio of heat capacities (y= 3 
5 for the monatomic gas 
studied here). The systems we consider are small ( L= 4 
7l ) so  
Lnl�2.7L . From these arguments we expect the effects of 
nonlinearities to be small at both the high and low frequency 
ranges. Additionally, simulations with the following wave 
amplitudes were performed: vo =0.05c, 0.0125c at R=40, 
vo =0.0125c, 0.00625c at R=80, and vo =0.05c, 0.0125c, 
0.00625c, 0.003125c at R=120; these confirmed that non­
linear effects were small and did not affect our estimation of 
m and k. 
The reflected wave is of the form voexp{i(wt+kx) 
-m(2L-x)}. Superposition leads to a standing wave of the 
form 
-mx+ev(x,t )=vo[(e
-m(2L-x))cos kx sin wt 
-mx-e-(e -m(2L-x))sin kx cos wt] 
=A(x)sin wt+B(x)cos wt . (1) 
After the initial transients have passed, the velocity field is 
evaluated at each timestep in slices perpendicular to the 
x-axis. The chi-square fit to this data gives13 
 s2 vc- sc vs
A(xj )= , (2) 
 c2 s2-( sc)2 
 c2 vs- sc vc
B(xj )=









sin wt i cos wt i ,  vs= 
i 




v(xj ,t i )cos wt i , 
with xj being the position of the slice and M being the num­
ber of time samples recorded. The Nelder – Mead simplex 
method13 is used to perform a nonlinear chi-square fit of 
A(x) and B(x) to extract the wavenumber k and the attenu­
ation coefficient m. At the lowest frequencies ( R>10) , 
B(x)�A(x) and so the estimation of m and k was based on 
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higher frequencies ( R<0.5) a phase shift is also included in 
the parameter fits. Entrance effects are further discussed in 
Sec. IV. 
III. THEORIES FOR WAVE PROPAGATION IN 
HOMOGENEOUS MEDIA 
The classical Navier – Stokes theory is limited to low fre­
quencies ( attenuations) and predicts a constant sound speed 
c= y kBT/mm, and an attenuation coefficient that is propor­
tional to the square of the frequency2 
2w 4 K
m= f +� + 1 ) . ( 4)[ ( ) ( y - ]
2p c3 3 cp 
Here � is the coefficient of bulk viscosity, K is the coefficient 
of thermal conductivity, and cp is the specific heat at con­
stant pressure. ( For a dilute gas � =0.) 
At high frequencies, where the attenuation is large, the 
classical result is no longer accurate. The full Navier – Stokes 
theory and its extensions to the Burnett and super-Burnett 
limits have been shown to only qualitatively describe the 
existing experimental data.4 Despite this, these results are 
useful because they are given in closed form and perform 
reasonably well for frequencies that are not too high ( R 
>0.5) . For Maxwell molecules, the complex propagation 
constant f =m/k0+ ik/k0 (k0=w /c is the classical wave-
number) is given in terms of R as4 
3 i 10 1 23 i
f4( - ) +f 2 ( 1+ )+1=0 ( 5)2 R 3 R2 6 R
in the Navier – Stokes theory, 
35 1 10 i 97 1 3 i 
f 6 - - +f 4 - +( ) ( )27 R4 3 R3 18 R2 2 R
23 i 
+f 2( 1+ )+1=0 ( 6)6 R
in the Burnett theory and 
157X25 1 i 805 1 67 i 
f 8 -15 +f 6 - +( ) ( )972 R6 R5 54 R4 24 R3 
2275 i 97 1 3 i 23 i 
+f4( - + ) +f2( 1+ )+1=0216 R3 18 R2 2 R 6 R
( 7) 
in the super-Burnett theory. 
Molecular-kinetic calculations have been performed at 
various levels of approximation and with varying degrees of 
success in capturing the variation of the attenuation coeffi­
cient and sound speed with frequency at the high frequency 
limit.3 The Boltzmann equation has been solved approxi­
mately by Buckner and Ferziger14 using the method of el­
ementary solutions and by Sirovich and Thurber6 using the 
method of analytic continuation. Both groups considered the 
linearized model equation by Gross and Jackson.15 The so­
lution by Sirovich and Thurber has been found to perform 
well over the whole range for which experimental data exist; 
their 8-moment and 11-moment results for hard spheres have 
been transcribed from their paper and are included in Sec. IV 
for comparison. 
IV. SIMULATION RESULTS AND DISCUSSION 
We simulated gaseous argon as a hard sphere gas ( mo­
lecular mass mm =6.63X10
-26 kg, hard sphere diameter m 
=3.66X10-10 m) at atmospheric conditions (P=1.013 
X105 Pa, T=273 K) . This choice of species was mainly due 
to historical and convenience reasons. It has been historically 
used in a large number of DSMC studies because it provides 
instant availability to a substantial literature of simulation 
and experimental results for code validation. The hard sphere 
model was selected as the intermolecular potential primarily 
because it is commonly used in the theoretical analysis of 
high frequency acoustics. More complicated interaction 
models ( e.g., variable hard sphere, variable soft sphere) are 
often used in DSMC simulations because the temperature 
dependence of the transport coefficients can be important for 
accurate computations. However, in our simulations the tem­
perature variations are very small since the wave amplitude 
was kept small to avoid nonlinear effects. 
We ensured that there were 35 – 40 ( on average) mol­
ecules per cell, which is substantially more than the number 
( about 20) empirically determined to be required for accurate 
solutions.16,17 Calculations with approximately 100 mol­
ecules per cell at selected frequencies yielded identical re­
sults. The number of cells was chosen so that the cell linear 
dimension is less than half of a mean free path. The mean 
free path for hard spheres is given by A =mm / 27m  
2p and 
A=  6.25X10-8 m in our simulations. Alexander et al.18 have 
shown that the transport coefficients deviate from the dilute 
gas Enskog values as the square of the cell size a x with the 
proportionality constant such that for cell sizes of the order 
of one mean free path, an error of the order of 10% occurs. 
In our case a x 0.5A , so the error is less than 2.5%. We 
used the results of Alexander et al.18 to correct all our results 
for the transport coefficients ( viscosity and thermal conduc­
tivity) . 
The timestep of the simulation a t was taken to be sig­
nificantly smaller than A /co where co = 2kBT/mm is the 
most probable velocity. It has been shown19,20 that the error 
in the transport coefficients is proportional to the square of 
the timestep, which for accurate simulations has to be much 
smaller than A /co . At the highest frequencies the waveform 
period is significantly smaller than the mean free time and 
thus a second constraint on the simulation timestep is a t 
27 /w . Consequently, the timestep was set to the highest 
value that would satisfy both a t<A /(5co) , and a t 
<(27 /w ) /60. 
Temperature variations due to dissipation were closely 
monitored and the mean temperature was found to increase 
for R<1. The maximum temperature increase observed was 
less than 3%, which leads to a change of less than 2% in the 
sound speed and transport coefficients given that these vary 
as T. 
Figure 2 shows a comparison between the simulation 
results and the classical Navier – Stokes theory for w =422 
�
�
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X106 rad/s. This frequency is low enough that the charac­
teristic time ( 27/w�1.5X10-8 s) is much larger than the 
mean collision time r=A/c�1.2X10-10 s. In this low fre­
quency regime the Navier – Stokes theory is well approxi­
mated by the classical theory and successfully captures 
the physics of wave propagation, as verified by our simula­
tion. 
Experimentation at high frequencies is difficult because 
the strong absorption makes sampling very close to the wall 
necessary. Greenspan11 limits his experiments to R>0.3 be­
cause for R<0.3 the ‘‘wave path is shorter than one mean 
free path’’ and sufficient signal only exists at distances less 
than one mean free path from the input. Measurements closer 
than one mean free path from the transducer (or from the 
input reservoir in the simulations) are likely to be skewed by 
the input’s Maxwellian distribution through free molecular 
flow.6 
In his discussion Cercignani argues that sufficient colli­
sions take place even at small distances from the input and 
subsequently the region excluded due to free molecular flow 
should be much smaller than one mean free path. Addition­
ally he argues that while molecules with high velocities may 
bias the distribution function at large distances from the in­
put, this is not expected to happen for hard sphere molecules 
due to the high collision rate associated with high velocity 
hard spheres. We examine these assertions below. 
Our results indicate that the wavelength and attenuation 
coefficient attain constant values for x>A . This is illustrated 
by considering the same data ( R=0.5) but restricting the fit 
to x>xmin with xmin=A in Fig. 3 and xmin=0.5A in Fig. 4. 
Figure 3 shows that the waveforms are fitted very well by a 
constant sound speed and attenuation coefficient model for 
x>A; the fit extrapolated in the region 0 <x<A deteriorates 
very quickly, indicating that the free molecular flow is still 
important for x<A . Figure 4 shows that the same constant 
FIG. 2. Velocity amplitude V(x)= A2+B2 (in m/s) as 
a function of distance (in meters) from the driven end 
for w=422X106 rad/s ( R=20) . The solid line repre­
sents the Navier – Stokes prediction, the dash-dotted line 
represents the simulation result, and the dashed line 
represents a fit to the simulation results. 
parameters cannot fit the waveform for both x<A and x 
>A . 
Figures 5 and 6 summarize our computational results for 
the sound speed and the attenuation coefficient in the range 
52X106 rad/s<w<129.8X109 rad/s. Selected experimental 
data points from Greenspan,4 and Meyer and Sessler,5 as 
well as the theoretical predictions of the Navier – Stokes, Bur-
nett and super-Burnett theories and the 8- and 11-moment 
results of Sirovich and Thurber are shown. Several other 
theories21–23 (not graphed) are in fair agreement with our 
sound speed results but predict a smaller absorption coeffi­
cient at the higher frequencies ( R<5). 
Unfortunately, for R<0.25 the available signal is very 
weak and the results obtained using xmin=A may be inaccu­
rate. For R 0.5 we also considered xmin =0.5A and the val­
ues of m and k thus obtained are denoted by the circled stars 
in Figs. 5 and 6. Note that for three frequencies (between 
R=0.1 and 0.5) the results from both fits are shown and the 
variation in the curve fits indicates the sensitivity of the re­
sults to the choice of xmin . As can be seen from Figs. 3 and 
4, for x<A , that is in the region where free molecular flow is 
significant, the wavelength is shorter and the attenuation co­
efficient lower. This is very important in connection with the 
reported experimental results for R<0.25. 
We should also reemphasize that for R<4 larger initial 
amplitudes were gradually introduced due to the appreciable 
attenuation. The wave amplitude at the reservoir was in­
creased up to vo /c=0.15 to ensure that sufficient signal ex­
isted for x>xmin (curve fit region); however, care was taken 
to ensure that voexp(-mxmin)/c<0.025. 
In summary, we find that our simulation results are 
consistent with the experimental data, and verify the obser­
vations of Cercignani3 that the classical Navier – Stokes 
description fails for R<10, and that none of the proposed 
theories can capture the variation of both sound speed 
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and attenuation coefficient over the whole frequency range. 
Our results offer significantly less scatter compared to 
the experimental data, which is essential for the development 
of an accurate theory valid over the whole frequency range. 
V. CONCLUDING REMARKS 
In this article we consider the acoustic properties of a 
single species, dilute gas of hard sphere particles for small 
amplitude oscillations. This study demonstrates the useful­
ness of the simulation technique; extensions to more com-
FIG. 3. Cosine and sine components, 
A(x) and B(x) , of the velocity ampli­
tude (in m/s) for w=16.2X109 rad/s 
(R=0.5) . The waveforms are fitted 
for A to extract a sound x>xmin = 
speed of 464.1 m/s and an attenuation 
coefficient of 1.42X107 m -1 at this 
frequency. The stars denote simulation 
data used for the fit (solid line) and 
crosses denote simulation data not in­
cluded in the fit. 
plex problems directly follow. For example, the sound speed 
and absorption are modified by thermal relaxation effects,2 
such as vibrational and rotational degrees of freedom, chemi­
cal reactions, etc. Interesting nonhydrodynamic effects in bi­
nary mixtures (e.g., ‘‘fast sound’’24,25) are known to occur at 
high frequencies. Nonlinear effects become comparable to 
viscous dissipation at amplitudes a few times larger than 
those considered here. Finally, the consistent Boltzmann 
algorithm26 can be employed to simulate nondilute systems. 
Our DSMC technique uses a thermal reservoir with an 
FIG. 4. Cosine and sine components, 
A(x) and B(x) , of the velocity ampli­
tude (in m/s) for w=16.2X109 rad/s 
(R=0.5) . The waveforms are fitted 
for x>xmin =0.5A giving a sound 
speed of 515.7 m/s and an attenuation 
coefficient of 1.45X107 m -1 . The 
stars denote simulation data used for 
the fit (solid line) and crosses denote 
simulation data not included in the fit. 
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oscillating mean velocity at the domain inlet ( x=0 ) , to pro­
duce the input sound wave. Instead of generating the 
particles with a Maxwell – Boltzmann distribution, the 
Chapman – Enskog distribution27 may be used to approximate 
bulk conditions, possibly minimizing the inhomogeneity as­
sociated with free molecule effects. Alternatively, an oscil­
lating solid wall (i.e., a transducer piston) can be used as the 
acoustic source. This surface should be thermal rather than 
specular, otherwise there would be no way to remove the 
FIG. 5. Scaled inverse sound speed vs 
scaled inverse frequency. The solid 
lines represent the 8 and 11 moment 
solutions, the dashed line represents 
the Navier – Stokes (NS) prediction, 
the dash-dotted lines represent the 
Burnett (B) and super-Burnett (SB) 
solutions, the crosses represent experi­
mental data ( X for Meyer and Sessler, 
and + for Greenspan), and the stars 
(*) are the DSMC simulation results. 
Plain stars denote sampling for xmin 
=A and circled stars denote sampling 
for xmin =0.5A . 
heat generated by viscous dissipation. Such a wall in con­
junction with DSMC collision models that capture real-gas 
non-hard-sphere interactions8 is expected to be a better 
model of a typical experimental setup. However, we expect 
that these different methods of simulating the input acoustic 
source will have little effect on the sound speed and attenu­
ation prediction presented here since our curve fits excluded 
the region nearest to the excitation point. However, the phase 
shift in the free molecular regime near the excitation point 
FIG. 6. Scaled absorption coefficient 
vs scaled inverse frequency. The solid 
lines represent the 8 and 11 moment 
solutions, the dashed line represents 
the Navier – Stokes (NS) prediction, 
the dash-dotted lines represent the 
Burnett (B) and super-Burnett (SB) 
solutions, the crosses represent experi­
mental data ( X for Meyer and Sessler, 
and + for Greenspan), and the stars 
(*) are the DSMC simulation results. 
Plain stars denote sampling for xmin 
=A and circled stars denote sampling 
for xmin =0.5A . 
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may be sensitive to the various input boundary conditions 
and an analysis of this effect would be of interest. Finally, by 
replacing the specular surface at x=L with a stationary, con­
stant temperature wall, the reflection phase shift of a solid2 
can be computed. 
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