Abstract-The study done in this paper focuses on the detection of breast cancer by neuronal approach, by rotating the transmitting antenna from 15 • , 30 • , 45 • , 60 • , 75 • , to 90 • relative to its initial position which is of 0 • (i.e., to the opposite of the receiving antenna). We have generated our database by using a CST electromagnetic simulator for each antenna location. Then the learning and test phases of our artificial neural network (ANN) are done for seven antennae locations using two learning algorithms which are: the Scaled Conjugate Gradient Back-propagation (Trainscg) and the Gradient Descent with Momentum (Traingdm). A comparative study was conducted for all the seven cases. The results obtained are very satisfying and show that the best location of the transmitter antenna is at 60 • and that the learning algorithm Trainscg gives better results than Traingdm.
INTRODUCTION
Breast cancer is one of the most common cancers for women. For this, detection and early intervention are one of the most important factors in improving survival rates and quality of life of people with this type of cancer, since this is the time when treatment is most effective [1] . X-ray mammography is one of the most widely used imaging methods for early detection of breast cancer. However, despite significant progress in the improvement of the mammographic technique, persistent limitations lead to high rates of false negatives [2] and high rates of false positives [3] particularly in premenopausal women where increased breast density can obscure non-palpable lesions [4] . These false-positive diagnoses result in unnecessary biopsies, causing considerable distress to the patient and unnecessary financial burden on the health service. These limitations motivate the need of other methods that can overcome such limitations in a cost-effective manner.
Microwave imaging is considered as one of the most promising approaches for the detection of breast cancer during recent years. Several works have been conducted using a numerical breast model [3, [5] [6] [7] . Microwave imaging consists of transmitting UWB signals through breast tissues and collecting received signals from different locations. When the breast is exposed to microwave radiation, the high water content of malignant breast tissues causes a more significant diffusion than healthy mammary tissues which have low water content [8] . It is reported, in the literature, that the increase in dielectric permittivity and conductivity for cancerous mammary tissues is three or more times greater than healthy tissues [5] .
In this study, neural network in microwave imaging is going to be used in order to detect the presence of an eventual tumor in the breast. The proposed method has already been used in several studies [7] [8] [9] [10] [11] . However, the configuration of the microwave system used only one position of the transmitting antenna at 0 • . Different configurations of microwave imaging system by rotating the transmitter antenna from 0 • to 90 • with step of 15 • are used to increase the recognition rate.
Our contribution consists in undertaking a comparative study for different configurations of the microwave imaging system using an artificial neural network. For this, two learning algorithms, the Scaled Conjugate Gradient Back-propagation (trainscg) and Gradient Descent with Momentum (Traingdm), are used in order to get the best configuration and best learning algorithm that gives an optimal recognition rate. It is why we position a transmitter antenna at different locations around a prototype of the breast, and then a spherical tumor is placed at arbitrary locations using an electromagnetic simulator for each antenna location. A UWB slotted antenna is used to transmit and receive ultra-wideband signals [13] .
The paper is organized as follows. The following section presents steps of creating different databases for each antenna location, in order to begin the learning and testing phases of the neural network using the two algorithms. Section 3 presents the obtained results. Finally, a conclusion is given to summarize the work done in this project and also provides new perspectives for future work.
PROPOSED METHOD

Breast Model
In this article, the model given in [5] is taken, which has a hemispherical shape, and our study is adapted to it, as presented in Table 1 and Fig. 1 . The size of the tumor has been studied several times in the literature [6, 14] . A tumor of 0.25 cm in radius is taken with the following dielectric properties as shown in Table 2 , where σ is the conductivity in (Siemens/meter), and ε r is the relative permittivity [7] . Fig. 2 ). This study is limited to the upper right quadrant (Fig. 2) , and it is the same for the other three quadrants. 
Positioning of the Antenna and Creation of Data Base
Group (2):
A set of 100 signals were used for the testing phase of our ANN. 
Detection of the Tumor by Neural Networks
Neural networks are very performing tools for the recognition of forms and the detection of breast cancer, but the problem resides in their dimensioning because there is no theory or empirical rules that allows it. There conception is done in an experimental way. The difficulty usually arises in the choice of the number of hidden layers as well as the number of nodes in each layer. In the following section we are going to realize the design, and the learning and test phases of our artificial neural networks for each antenna location. After several tests, architectures of our neural networks retained for each antenna position are illustrated in Figs. 3(a) and (b) . The input layer contains as many neurons as the number of elements of the input vector P (xi). In order to fix a sampling step of the signal, a cubic hermit interpolating polynomial is made to generate a polynomial P (xi) while keeping the same pace of the signal [15] . Table 3 summarizes the number of samples obtained after interpolation with a step of 0.01 for each antenna location.
The synthetic scheme of our model is illustrated in Fig. 4 .
The Position of The Tumor Table 4 summarizes learning parameters of each neural network under MATLAB. The activation function used is a sigmoid function which has an output interval between [−1; 1]. Two learning algorithms are used: Scaled conjugate gradient backpropagation (Trainscg) and Gradient descent with momentum (Traingdm).
RESULTS
Once the learning phase was completed, the performance of our ANN was tested using group 2, shown in Figs. 5-11. In Tables 6-9 only 11 examples from group 2 are presented.  Tables 5 and 6 show the tumor detection results using the Scaled Conjugate Gradient (SCG) learning algorithm. The learning phase lasted respectively 10 hours, 3 minutes, 9 hours, 11 minutes, 2 hours, 5 hours, 5 hours for each antenna location. Tables 7 and 8 show tumor detection results using the Gradient Descent With Momentum (GDM) learning algorithm. The learning phase lasted respectively 9 hours, 4 hours, 10 hours, 5 hours, 10 hours, 8 hours and 10 hours for each antenna location. Table 9 summarizes the recognition rate and the relative error for each neural network studied. 
DISCUSSIONS
The detection of the tumor by a neural network have been studied for several locations of the transmitter antenna from 0 • to 90 • with a step of 15 • (Fig. 2) . Two algorithms have been used for the learning of each neural network trainscg and traingdm (see Tables 5-8 ). The positions obtained at the output of the ANN for each antenna location are very close to the real position under CST except for some of them that are relatively far as shown in Tables 5-8 . From Table 9 , it is noted that for an antenna placed at 60 • (Fig. 2 ) the best recognition rate is obtained with trainscg which is 100%, whereas the antenna locations obtained are, respectively, at 45 • giving a rate of 99%, at 30 • with a rate of 97%, at 75 • with a rate of 96%, at 15 • with a rate of 92%, at 0 • with a rate of 89%, and finally a rate of 88% is noted for the antenna placed at 90 • (Fig. 2) .
The fact of making a rotation of the emitting antenna (Fig. 2) throughout the breast ensures a higher detection rate because with a single antenna position (antenna at 0 • ) case studied in [16] there is a great risk that the tumor is not placed in the radiation field of the transmitting antenna at this emplacement, and therefore, there will be no detection. It is also noticed that the learning algorithm trainscg gives a better result than traingdm. 
CONCLUSIONS
In this work, a comparative study is conducted for the detection of breast cancer by an artificial neural network using two learning algorithms trainscg and traingdm. This is done by rotating the transmitter antenna on different locations from 0 • to 90 • with step of 15 • . The learning algorithm trainscg gives better results than traingdm for the detection of tumor for each antenna location. These simulation results are very satisfactory in terms of detection.
This method gives an optimal recognition rate for different locations of the transmitting antenna around the breast (60 • , 45 • , 30 • , 75 • ) as shown in Table 9 . So it is appreciated that it is a promising technique for detection of the tumor at any location in the breast. As perspectives, it is suggested to treat a similar study by decreasing the rotation step of the transmitting antenna. Also, it is interesting to look for a detection and localization of a tumor object in 3D. Finally, a study of a heterogeneous breast prototype is recommended.
