A t-spanner of a graph G is a spanning subgraph H such that the distance between any two vertices in H is at most t times their distance in G. Spanners arise in the context of approximating the original graph by a sparse subgraph 23]. The MINIMUM t-SPANNER problem seeks to nd a t-spanner with the minimum number of edges for the given graph. In this paper, we completely settle the complexity status of this problem for various values of t, on Chordal graphs, Split graphs, Bipartite graphs and Convex Bipartite graphs. Our results settle an open question raised in 7] and also greatly simplify some of the proofs presented in 7, 8]. We also give a factor two approximation algorithm for the MINIMUM 2-SPANNER problem on interval graphs. Finally, we provide approximation algorithms for the bandwidth minimization problem on Convex Bipartite graphs and Split graphs using the notion of tree spanners.
Introduction and Motivation
We denote the vertex set and edge set of a graph G by V (G) and E(G) respectively. A t-spanner of a graph G is a spanning subgraph S in which the distance between every pair of vertices is at most t times their distance in G. We refer to t and jE(S)j as the stretch factor and size of the spanner S. The MINIMUM t-SPANNER problem asks for a t-spanner S with fewest possible edges for a xed t, such an S is called a minimum t-spanner of G and we denote by s t (G) the size of a minimum t-spanner of G. Clearly if G is connected, s t (G) jV (G)j?1 with equality holding if and only if G admits a tree t-spanner 6].
The decision version of the MINIMUM t-SPANNER problem consists of a graph G = (V; E) and a goal K 0 and the question is whether G has a tspanner with K or fewer edges i.e whether s t (G) K. The decision versions of all problems considered in this paper are in NP; we only prove NP-hardness of the optimization versions of the problems { our proofs can be trivially modi ed to prove NP-completeness of the decision versions. In what follows, all graphs we deal with are nite, simple, undirected and connected.
Motivation
The notion of t-spanners was introduced by Peleg and Ullman 24] in connection with the design of synchronizers. The synchronizer is a simulation technology introduced by Awerbuch 3] which enables the execution of a synchronous algorithm on an asynchronous network. The t-spanner is the underlying graph structure of the synchronizer, and the stretch factor and size of the t-spanner are closely related to the time and communication complexities of the synchronizer respectively. Spanners also have applications in planning e cient routing schemes while maintaining succinct routing tables 25] . Spanners also arise in computational geometry in the study of approximation of complete Euclidean graphs 10] and in computational biology in the process of reconstruction of phylogenetic trees 4] .
The study of graph spanners has been very active in the last few years. Most of the work has been focused on nding spanners with few edges, small degree, light weights or small stretch factors or on nding optimal spanners on restricted classes of graphs 1, 6, 9, 17, 18, 19, 21, 23] .
The key ideas behind the notion of spanners is to approximate the pairwise distances in the original graph by a sparse spanning subgraph. Therefore, one of the fundamental problems in the study of spanners is to nd a minimum t-spanner of a graph where t 1 is a xed integer (stretch factor). Finding a minimum 2-spanner is NP-hard for general graphs 23] . Later, Cai 7] proved that minimum t-spanner is NP-hard for each t 3 using a rather complicated reduction from 3SAT. MINIMUM t-SPANNER, for each xed t 2, remains NP-hard on graphs with maximum degree equal to nine 8] . Because of these intractability results, the complexity of MINIMUM t-SPANNER for useful subclasses of graphs becomes interesting. Linear algorithms exist for the MINIMUM t-SPANNER problem on interval and permutation graphs for each xed t 3 20] , however the case t = 2 remains open for both these classes of graphs. Also, a linear algorithm for the MINIMUM 2-SPANNER problem on graphs with bounded degree 4 is presented in 8].
Discussion of main results
In this paper we study the MINIMUM t{SPANNER problem for chordal, bipartite and split graphs. We also consider interval graphs (which are a subclass of chordal graphs), convex bipartite graphs and graphs of bounded degrees. We also show how to use the existence of optimal t{spanners with special properties to nd approximate solutions to the bandwidth minimization problem for split graphs, permutation graphs and convex bipartite graphs.
An interesting outcome of our study consists of the fact that the di culty of nding optimal 2{spanners may radically di er from the di culty of nding optimal t{spanners for t 3.
Chordal and interval graphs We show in this paper that for chordal graphs the problem is NP-hard for t = 2 and t 3. As corollary, this also holds for perfect graphs. For t = 2 this is new. A polynomial approximation algorithm was given for t = 2; 3; 5 in 23], however the exact complexity was still considered open in 7].
For its subclass of interval graphs it was shown in 20, 27 ] that the problem is polynomial for t 3. For t = 2 the exact complexity of the problem remains open, but we show here a polynomial 2{approximation algorithm. Note that also for permutation graphs the exact complexity of nding optimal 2{spanners remains open, whereas for t 3 the problem is polynomial, 20].
Split graphs
In the case of split graphs we show in this paper that the case of t = 2 is NPhard whereas the case t 3 is polynomial. The reason for this is that for t 3 there is an optimal t-spanner which is a tree. As a tree is not necessarily a 2-spanner, the case for t = 2 is di erent, and, in fact, the proof of NP-hardness for chordal graphs can be adapted to this case.
Bipartite graphs
In contrast to split graphs, for bipartite graphs the case t = 2 is trivially polynomial as there are no edges which can be replaced by a path of length 2. But the case t 3 is NP-hard, 7] . In this paper we present a new and simpler proof of this.
We also look at a fairly large subclass of bipartite graphs, namely the convex bipartite graphs. Here we prove that nding optimal t{spanners is polynomial for every t 2.
Bounded degree graphs
Finally we look at graphs of bounded degree with bound k. In 9] it is shown that for k 9 nding optimal t-spanners is NP-hard for t 2. Our techniques used for the case of chordal graphs can be used to simplify the proof of this result. In 9] it is also shown that for k 4 the 2{spanner problem is polynomial. For the remaining non{trivial combinations of t and k the exact complexity of the MINIMUM t{SPANNER problem still remains as open.
Organization of the paper
In detail the paper is organized as follows. In section 2 we prove a useful lemma stating that a certain edge covering problem used in the sequel is NP-complete.
In section 3 we discuss bipartite and convex bipartite graphs. In section 4 we deal with chordal graphs and split graphs. In section 5 we present approximation algorithms for interval graphs and in section 6 we discuss the applications to the bandwidth minimization problem. In section 7 we draw conclusions and present open problems.
Notation
The notations and de nitions not stated explicitly may be found in 15]. We use u v to mean that u is adjacent to v. The neighborhood of a vertex v in G is denoted by N G (v). When the graph being referred to is obvious, we just use N(v). The degree of a vertex v in G is denoted by deg G (v). We denote by (G) and (G) the minimum and maximum degree of a vertex in G. 
A useful NP-complete problem
In this section we prove the NP-hardness of a useful problem which we will use for reductions to prove NP-hardness later on. De ne the 2K 3 -edge cover of a graph G to be a set of edges S of G such that every triangle in G has at least two edges from S. Also let t 2 (G) denote the size of a minimum 2K 3 -edge cover of G.
Lemma 2.1 It is NP-hard to determine t 2 (G) of a general graph G.
The above lemma can be proved through a reduction from the vertex-cover problem using some modi cations in the idea used in 30] to prove the NPhardness of the following problem: Given a graph G = (V; E), nd a set P of minimum number of edges in E such that any triangle in G has at least one edge in P.
However we prove a stronger result constraining the input graph G is degreebounded. More precisely we prove: Lemma 2.2 It is NP-hard to determine t 2 (G) even for a graph G with (G) = 9.
Proof : The reduction is from the vertex cover problem on cubic graphs 12]. Let H 1 = (V 1 ; E 1 ) be a cubic graph with V 1 = f1; 2; : : :; ng, E 1 = fe i = (p i ; q i ) :
Form a graph H 2 = (V 2 ; E 2 ) as follows: Initially take n independent edges f i = (x i ; y i ), for 1 i n as part of H 2 { these edges correspond to the vertices of H 1 . Then for 1 j m, corresponding to the edge e j of H 1 , add the following con guration shown in Figure 1 (called T j ) between the edges f pj and f qj of H 2 . Note that a j ; b j ; c j and u jk (for 1 k 5) are new vertices.
Also jV 2 j = 8m + 2n, jE 2 j = 19m + n and c 3 (H 2 ) = 10m.
Clearly (H 2 ) 10. Also if we ensure that, for each i, 1 i n, if fe i1 ; e i2 ; e i3 g are the three edges of H 1 incident at vertex i, then x i is adjacent to say c i1 and c i2 and y i is adjacent to c i3 . This will make sure that (H 2 ) = 9. Observe also that !(H 2 ) = 3. Now consider the problem of nding a minimum 2K 3 -edge cover S of H 2 , jSj = t 2 (H 2 ). Clearly S may be chosen so that, for the con guration of Figure 1, P j = f(a j ; x pj ); (c j ; y pj ); (a j ; b j ); (c j ; x qj ); (b j ; y qj )g S. Now in S, at least three more edges are needed from T j so that the triangles (a j ; b j ; c j ), (a j ; x pj ; y pj ), (a j ; c j ; y pj ), (c j ; b j ; x qj ) and (b j ; x qj ; y qj ) have at least two edges in S and at least two of these edges which are used to cover the above ve triangles must be from Q j = f(a j ; c j ); (c j ; b j ); (a j ; y pj ); (b j ; x qj )g. Thus it is not di cult to see that the optimal way to choose S is that: P j S, jQ j \ Sj = 2 where (H 1 ) stands for the size of a minimum vertex cover of H 1 . The result now follows since H 2 can be clearly constructed in polynomial time from H 1 . 2
Minimum Spanners on Bipartite Graphs
In this section, we prove that the MINIMUM t-SPANNER problem, for t 3 is NP-hard on Bipartite graphs. Since a Bipartite graph G has no odd cycle, a subgraph H of G would be a 2k-spanner of G i it is (2k ? 1)-spanner of G.
Hence if su ces to prove the result for odd t 3. Also since the only 1-spanner and 2-spanner of a Bipartite graph G is G itself, the MINIMUM t-SPANNER problem for Bipartite Graphs is in P for t = 1; 2. We prove that for t = 3, this problem is NP-hard. Moreover, we solve this problem on Convex Bipartite
Graphs, which is a broad subclass of Bipartite Graphs. Speci cally, we show that all Convex Bipartite Graphs have a tree 3-spanner, and such a spanner can be constructed in linear time. Since t is odd and H is Bipartite, it is easy to see that G has no odd cycles and is also therefore Bipartite. Also G has 2 + (r + s)t(t ? 1)=2 vertices and (r + s)(t 2 ? 1)=2 + m edges.
Minimum Spanners on Bipartite Graphs is NP-hard
Let S be a minimum t-spanner of G. By lemma 3.1, we may assume that S is a minimum t-spanner of G that includes all the t-mandatory edges of G and exactly t ? 1 edges from each t-compelling path of G. Hence S will have s t (G) edges and E(P i ) E(S), E(Q j ) E(S) for 1 i r, 1 j s. So any two x i 's (or y i 's) will certainly be connected by a path of length t ? 1 in S and a necessary and su cient condition to further ensure that S is a t-spanner is that E(S) \ E is an edge dominating set of H. Thus we have:
+ e (H) and the result follows since G can be constructed in polynomial time from H. 2 
Minimum Spanners on Convex Bipartite Graphs
As the MINIMUM t-SPANNER problem is NP-hard on Bipartite Graphs, the problem of determining the largest subclass of Bipartite Graphs, which admits a polynomial solution to MINIMUM t-SPANNER problem becomes interesting. We have solved this problem on Convex Bipartite Graphs. We show that all Convex Bipartite Graphs have a tree 3-spanner and such a tree can be constructed in linear time. So, in e ect we have solved the MINIMUM t-SPANNER problem on Convex Bipartite Graphs (for t 3) in linear time.
A Bipartite graph G = (X; Y; E) is said to be convex if a linear ordering \ 00 of the elements of Y can be found so that for any x in X and distinct y 1 and y 2 in Y , with y 1 y 2 x y 1 ; x y 2 ) x y; 8y 2 Y; y 1 y y 2 In other words, G is convex i elements of Y can be ordered such that for any x 2 X, the set of vertices of Y adjacent to x forms an interval in this ordering.
Given the adjacency matrix A, of a Bipartite graph, it is convex if and only if A has consecutive 1's property. So, the recognition algorithm is straight forward and is linear 5] . From now on, we assume that the ordering of the vertices of Y is available. We also label the vertices of Y as y 1 ; y 2 ; : : :; y nY , where n Y = jY j, such that y i < y j i i < j. Moreover, for every vertex x 2 X, we assume that Note that i+1 is the largest vertex that can be reached from i by a path of length two. It is easy to see that if G is connected, then there is a k such that k = y nY . Before we proceed with the construction of the tree, we de ne an imaginary vertex 0 which is less than 1 = y 1 . This is just for mathematical strictness in our proofs. This lemma shows that for any v 2 X, the neighbors of v are restricted to span at most two consecutive intervals of the sequence. This property is su cient to construct a tree 3-spanner. Let y 1 = 1 ; 2 ; : : :; k = y nY be the sequence for a Convex Bipartite graph G. We construct a tree T as follows. Proof: Let G be a convex Bipartite graph. Since G has no odd cycles, the only t-spanner of G for t = 1; 2 is G itself. Also for t 3, a tree 3-spanner that can be obtained in linear time by Theorem 3.2 will serve as a MINIMUM t-SPANNER of G. The result now follows. 2 
Minimum Spanners on Chordal Graphs
We now obtain NP-completeness results on Chordal graphs. However, here we cannot force the choice of an edge in a t-spanner by simply adding a path Continue the sequence as follows: Form H n+1 from H n by bonding a new K 3 at each outer edge. The bond triangle of H n+1 is the same as that of H n and the outer edges of H n+1 are the edges that are newly introduced while bonding the triangles. The newly introduced vertices become the outer vertices of H n+1 . F n+1 is obtained from F n in a similar way by bonding a new K 3 at each outer edge (here bond edges remain the same). See Figure 3 for 3 . S may be chosen so that e 2 E(S). Proof : Proof proceeds by induction on t. All the three statements are clearly true for t = 2. For t > 2, S must have at least one edge incident with each outer vertex of F t and so S must contain at least 2 t?2 outer edges of the bonded F t . Also if S contains both the edges incident at an outer vertex u of the bonded F t , then one of the edges may be replaced by the third edge (not outer w.r.t F t ) of the unique triangle in F t containing u. Thus any such S may be chosen to include a set Q of exactly 2 t?2 outer edges of F t . If O(F t ) denotes the set of outer vertices of F t , then by our construction of fF t g t 2 , F t ? O(F t ) = F t?1 . Hence it is easy to see that S will satisfy the conditions of the lemma i S ?O(F t ) satis es the conditions of the lemma with t replaced by t ? 1 everywhere in the lemma.
Hence jE(S)j = 2 3. S may be chosen so that it includes two edges of the triangle T.
Proof : The proof proceeds along the same lines as that of Lemma 4.1. See Figure 4 for an illustration for the case t = 4 (edges present in S are marked bold). Note that this \bonding" has the e ect of forcing the choice of at least two edges of T in a minimum spanner. Proof : The reduction is from the problem of determining the size of a minimum 2K 3 -edge cover(t 2 (H)) of a general graph H, proved NP-hard in Lemma 2.2. Let H = (V; E) where V = fv 1 ; v 2 ; : : :; v n g. Form a graph G as follows:
Initially take a K n+1 containing vertices fz; u 1 ; u 2 ; : : :; u n g where z is a special vertex and u i corresponds to v i for 1 i n. For each edge e i = (z; u i ), 1 i n, bond a new copy of F t (using its bond edge) at e i . Finally, for each triangle (v i1 ; v i2 ; v i3 ) in H, bond a new copy of H t (using its bond triangle) at the triangle (u i1 ; u i2 ; u i3 ). The resulting graph is our desired G. See Figure 5 for an illustration of this construction for the case t = 2. Since F t and H t are Chordal (by our construction) and all bonding operations are at either 2-cliques or 3-cliques it is straightforward to see that G is Chordal.
Let S be a minimum t-spanner of G. By Lemmas 4.1 and 4.2, it follows that S may be chosen to include each edge (z; u i ) for 1 i n (thus providing a path of length two between u i and u j for 1 i < j n) and at least two edges from each triangle (u i ; u j ; u k ) (1 i < j < k n) in G whenever (v i ; v j ; v k ) induces a K 3 in H. Since S is a minimum t-spanner of G, it will include exactly t 2 (H) edges of the form (u p ; u q ) (1 p < q n) and using Lemmas 4.1 and 4. Proof : Let G = (V; E) be a connected Split graph, with a partition V = S K where S = fx 1 ; x 2 ; : : :; x p g is an independent set and K = fy 1 ; y 2 ; : : :; y q g is a clique. Since G is connected, for 1 i p, 9f i such that (x i ; y fi ) 2 E. Construct a tree T = (V; E 0 ) with E 0 = f(y 1 ; y i ) : 2 i qg f(x i ; y fi ) :
1 i pg. It is easy to verify that T is a tree-3-spanner of G and can be constructed in linear time. Clearly therefore, T is a minimum t-spanner of G for all t 3 and the result follows. Corollary 2 The MINIMUM t-SPANNER problem on Split graphs is NP-hard if t = 2 and is in P otherwise.
Corollary 3 The MINIMUM t-SPANNER problem on Chordal graphs is in P for t = 1 and is NP-hard for all integers t > 1.
As every chordal graph is perfect we get Corollary 4 The MINIMUM t-SPANNER problem on perfect graphs is NPhard for all integers t 2.
For t 3 this also follows from the NP-hardness of the MINIMUM t-SPANNER problem for bipartite graphs, 7], cf. also theorem 3.1. For t = 2 the result of the corollary is new.
Remark: Using a similar approach and by bonding \suitable" graphs at each triangle of the graph H 2 constructed in the reduction of lemma2.2, one can prove in a much simpler way than that given in 8] that MINIMUM t-SPANNER is NP-hard on degree-bounded graphs for each xed t 2.
Minimum 2-spanner on Interval Graphs
All connected interval graphs admit a tree 3-spanner that can be computed in linear time 20, 27] , hence it follows that the minimum t-spanner of an interval graph can be found in linear time for t 3. However, the MINIMUM 2-SPANNER problem on interval graphs is an intriguing open problem and as a rst step, we proceed to give a factor 2 approximation algorithm for the same. Note that a factor O(log(jEj=jV j)) approximation algorithm exists for the MINIMUM 2-SPANNER problem on general graphs 17]. Recall that a clique of a graph G = (V; E) is a set of vertices C V such that for any pair of vertices u; v in C the edge (u; v) is in E. A maximal clique of G is a clique C of G, such that for every vertex v of V which is not in C, the set of vertices C fvg is not a clique of G.
The following theorem is from 13]:
Theorem 5.1 (Gilmore and Ho man) A graph G is an interval graph if and only if the set of vertices of G can be linearly ordered such that, for every vertex x of G, the maximal cliques containing x occur consecutively. We now propose the following algorithm for nding a \good" sparse 2-spanner of an interval graph: ALGORITHM Approx-Interval-2-spanner Input : A connected interval graph G = (V; E) with n vertices. Output : A set S of edges which will induce a 2-spanner of G. We conclude this section by introducing a variant of the above algorithm, where the max function in step 3 is replaced by an arbitrary function f which satis es the following conditions:
1. f is a function from f1; 2; : : :; n ? 1g to f2; 3; : : :; ng.
2. For 1 i < n, it must be that: i < f(i) maxfj : K i \ K j 6 = ;g: ALGORITHM f-SPAN-2 Input : A connected interval graph G = (V; E) with n vertices and a function f as above. Output : A set S f of edges which will induce a 2-spanner of G. End.
It is easy to see that for every f as described above algorithm f-SPAN-2 produces a 2-spanner of G and the algorithm runs in linear time.
Problem 1 Is it true that for every connected interval graph G there is an f G such that the 2-spanner S fG produced by algorithm f G -SPAN-2 above is a minimum 2-spanner for G?
If the answer to this question is positive, we can use this to produce a polynomial algorithm for the MINIMUM 2-SPANNER problem for interval graphs. This relies on the following observation. Using dynamic programming we can optimize in polynomial time the choice of f as a function of G such that S f is the smallest 2-spanner obtainable using f-SPAN-2.
Bandwidth Approximation Using Tree Spanners
We now use the notion of tree-spanners to nd approximate solutions to the bandwidth minimization problem.
De nition 6.1 A labeling L of G is a 1-1 mapping from V into f1; 2; : : :; jV jg.
The width of L is de ned as
The bandwidth of G is bw(G) = minfb(G; L)jLis a labeling of Gg A label L such that b(G; L) = bw(G) is called an optimal labeling of G.
The bandwidth minimization problem is in general very tough. The rst NP-hardness result on general graphs was shown by Papadimitriou 22] . Later, Garey et. al 11] showed that this problem is NP-hard even when restricted to trees having maximum degree of three. A caterpillar is a special kind of tree consisting of a simple chain with \hairs" attached to each vertex. If each hair has a length k, it is called as a caterpillar of hair length at most k.
The following is by Assmann et.al 2].
Theorem 6.1 Bandwidth of caterpillars of hair length at most 2 can be found in O(n log n) time.
As Bandwidth Minimization is intractable on many classes of graphs, we can try to nd an approximate bandwidth of a given graph. A labeling L is said to be a d-approximation to the bandwidth of a graph G, if b(G; L) d bw(G). Up to our knowledge, there is no algorithm for approximate bandwidth of general graphs, and even for trees. An approximate algorithm for Asteroidal TripleFree Graphs was given by Kloks et.al 16] . In this section, we seek to nd approximate algorithms for certain classes of graphs using the concept of tree{ spanners. Recall that G Proof: The proof follows using lemma 6.1 once we observe that T G T Proof: Note that the tree 3-spanners we have constructed for convex bipartite graphs in theorem 3.2 and that constructed in 20] for permutation graphs are caterpillars of hair length at most 2. The proof of this theorem directly follows from corollary 5 and theorem 6.1.
Two Approximation for Bandwidth of Convex Bipartite Graphs
Now we improve the previous result on Convex Bipartite Graphs by providing a factor two approximation. Given a Convex Bipartite Graph (X; Y; E), we seek to construct an Interval Graph I such that G I G This means that the intervals associated with u and v intersect. Similarly, we can prove that if two intervals intersect then the corresponding vertices are adjacent in I. So, I is an interval graph. Using the fact that the bandwidth of an interval graph can be computed in O(n log n) time 28] and using lemma 6.1, the following theorem can be deduced: Theorem 6.3 A two approximation of bandwidth of a Convex Bipartite Graph can be found in O(m + n logn) time.
Two Approximation for Bandwidth of Split Graphs
We now give a factor two approximation algorithm for the bandwidth on Split graphs. Note that the complexity of the bandwidth minimization is unknown even on Split graphs, but is likely to be NP-hard. Proof: The labeling in lemma 6.2 is a two approximation for any Split Graph by lemma 6. Problem 3 Determine the exact complexity of the MINIMUM 2-SPANNER problem on permutation graphs and interval graphs.
Problem 4 Determine the exact complexity of the MINIMUM 2-SPANNER problem on graphs of bounded degree k with 5 k 8.
We also have seen in the tables above di erences between the cases t = 2 and t 3. Is there a more general feature behind this ? More precisely, Problem 5 Given t 1 ; t 2 3, does there exist a class C of graphs such that the MINIMUM t 1 -SPANNER problem on C is polynomial-time solvable whereas the MINIMUM t 2 -SPANNER problem on C is NP-hard ?
