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Abstract We generalize Feigin and Miwa’s construction of extended vertex operator
(super)algebras Ak(sl(2)) for other types of simple Lie algebras. For all the constructed
extended vertex operator (super)algebras, irreducible modules are classified, complete
reducibility of every module is proved and fusion rules are determined modulo the fusion
rules for vertex operator algebras of affine type.
1 Introduction
In the development of vertex operator algebra theory, one of the most important problems
is to construct new solvable vertex operator (super)algebras in the sense that irreducible
modules and fusion rules can be completely determined and that intertwining operators
can be explicitly constructed. To a certain extent, such algebras give rise to solvable
physical models. One of many ways to get such vertex operator (super)algebras is to
consider certain extensions of some well known algebras. For example ([MS], [Li5]), the
vertex operator algebra L(k, 0) associated to the affine Lie algebra sˆl2 with a positive
even integral level k can be extended to a vertex operator (super)algebra L(k, 0)+L(k, k).
When k is odd, L(k, 0)+L(k, k) does not have an extended vertex operator (super)algebra
structure because of the failure of the locality. (For a certain class of vertex operator
algebras, e.g., vertex operator algebras associated to positive-definite even lattices, as
proved in [DL], the sum of a copy of each irreducible module does have a nice structure,
called an abelian intertwining algebra. See [DL], [FFR], [M] and [Hua2] for notions of
various generalized structures.)
In [FM], Feigin and Miwa constructed a family of extended vertex operator (su-
per)algebras Ak from the vertex operator algebras L(k, 0) associated to the affine Lie
algebra sˆl2 with an arbitrary positive integral level k, and they classified all irreducible
modules and determined all fusion rules. In addition they obtained very interesting re-
sults on the monomial basis for irreducible modules. This paper was mainly motivated by
[FM] and [DLM2]. As the main results of this paper we generalize their results except the
monomial basis result to affine Lie algebras of other types by using a different approach.
The algebras Ak were defined in [FM] by a set of mutually local vertex operators
(or fields). On the other hand, in terms of vertex operator algebra language, Ak are
extensions (by an infinite sum of irreducible modules) of vertex operator algebra L(k, 0)⊗
1Partially supported by NSF grant DMS-9970496
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M(1, 0), whereM(1, 0) is the vertex operator algebra associated to an infinite-dimensional
Heisenberg Lie algebra of rank one, or a single free bosonic field. The essential building
block of Ak is the irreducible L(k, 0)⊗M(1, 0)-module L(k, k)⊗M(1, α) for some α ∈ C.
The L(k, 0)-module L(k, k) has been known to be a simple current ([FG], [GW], [SY])
in the sense that the left multiplication of the equivalence class [L(k, k)] in the Verlinde
algebra gives rise to a permutation on the standard basis. It was known to physicists
(cf. [MS], [SY]) that a simple current with integer weights can be included to generate an
extended vertex operator algebra. In [Li5], as an exercise by using an explicit construction
of simple currents given in [Li4] we studied the extension of a certain vertex operator
algebra by a self-dual (or order 2) simple current where L(k, 0)+L(k, k) is a special case.
For such extended algebras, all their irreducible modules were classified and the complete
reducibility of every module was proved. A little bit latter, the results of [Li5] were greatly
extended in [DLM2].
The construction of simple currents given in [Li4] was based on a result of [Li2]. Let V
be a vertex operator algebra and let h be a weight one primary vector in V such that the
component operators h(m) of the vertex operator Y (h, z) satisfy the Heisenberg algebra
relation and such that h(0) is semisimple on V with only rational eigenvalues. Clearly,
σh := e
2πih(0) is an automorphism of V . Define
∆(h, z) = zh(0) exp
(
∞∑
n=1
h(n)
−n
(−z)−n
)
,
an element of (End V ){z}. It was proved in [Li2] that for any V -module W ,
(W (h), Yh(·, z)) := (W,Y (∆(h, z)·, z))
is a σh-twisted V -module. In particular, this gives an (untwisted) V -module if h(0) acting
on V has only integral eigenvalues. It was furthermore proved in [Li4] that if I(·, z) is
an intertwining operator of type
(
W3
W1W2
)
(in the sense of [FHL]), then I(∆(h, z)·, z) is
an intertwining operator of type
(
W
(h)
3
W1W
(h)
2
)
. By using this result and the invertiability of
∆(h, z), it was proved that V (h) is a simple current. As a matter of fact, for certain well
known vertex operator algebras almost all simple currents can be constructed in this way.
For example, when V is the vertex operator algebra VL associated with a positive-definite
even lattice L, it was proved that all irreducible VL-modules can be constructed this way.
In this case, this construction is intimately related to the construction of twisted modules
by using shifted vertex operators in [Le]. When V = L(ℓ, 0) associated to an affine Lie
algebra gˆ with g 6= E8 and with a positive integral level ℓ, all the simple currents can
also be constructed this way. The merit of this construction of a simple current is on the
canonicalness of the vector space and the vertex operator map (in terms of the algebra
V and the element h). With this construction, certain intertwining operators can be
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constructed canonically. The canonical construction of intertwining operators of certain
types is the basis of [Li5] and [DLM2].
The essential results of [DLM2] can be described as follows: Let V be a vertex operator
algebra and H be a subspace of V(1) such that the components h(n) of vertex operators
Y (h, z) for h ∈ H, n ∈ Z satisfy the Heisenberg algebra relation. Let L be a subgroup of
H such that for every α ∈ L, α(0) acts semisimply on V with only integral eigenvalues.
Consider the space V [L] = C[L] ⊗ V , where for α ∈ L, eα ⊗ V is identified with V (α)
equipped with the V -module structure Yα. Extend the V -module structure on V [L] in
a certain canonical way to a vertex operator map Y on V [L]. Then it was proved that
V [L] equipped with the defined vertex operator map Y is a generalized vertex algebra in
the sense of [DL]. It was proved that V [L] is a vertex operator (super)algebra when L
satisfies certain conditions. When V =Mh(1, 0) with h = C⊗Z L, where L is an integral
lattice, we have V [L] = VL ([FLM], [DL]). Then we may view V [L] as a generalization
of VL. In [DLM2], we were mainly interested in the case V = L(k, 0) associated to an
affine algebra gˆ with a positive integral level k. Because L(k, 0) has only finitely many
irreducible modules up to equivalence, each irreducible V -module V (α) in V [L] is not
multiplicity-free. Having noticed this we proved that V [L] has a quotient algebra V [L]
such that every irreducible V -module in V [L] is multiplicity-free and that V [L] and V [L]
contain the same number of non-isomorphic irreducible V -modules. An irreducible V -
module W was also extended to W [L] on which V [L] acts and it was proved that W [L] is
in general a twisted V [L]-module with respect to a certain automorphism of V [L]. With
this result, under the assumption of complete reducibility of V -modules, all irreducible
V [L]-modules were classified and a complete reducibility theorem for V [L]-modules was
proved.
In this paper, to generalize Feigin and Miwa’s construction we apply the results of
[DLM2] by taking V = L(k, 0) ⊗ Mh′(1, 0) and by choosing h
′ and L appropriately,
depending on the type of g. In this case, each irreducible V -module in V [L] is multiplicity-
free and V [L] is a simple algebra. On the other hand, since the category of V -modules is
not semisimple, the results of [DLM2] for the complete reducibility of V [L]-modules do
not apply to this case directly. The complete reducibility of V [L]-modules is proved here.
We also naturally extend intertwining operators for modules in the category of V -modules
to intertwining operators for modules in the category of V [L]-modules. Using this result
we are able to derive a formula of fusion rules for V [L]-modules in terms of fusion rules
for V -modules.
This paper is organized as follows: In Section 2, we recall the classification of irre-
ducible modules for certain vertex operator algebras and recall a construction of simple
currents. Most part of this section is preliminary and the only new result is about the
fusion rules for simple currents for L(k, 0). In Section 3 we recall and refine some of the
results of [DLM2] on the extended vertex (super)algebra V [L]. We furthermore study
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the multiplicity-free case. In Section 4, we apply the results of Section 3 to construct
extended vertex operator (super)algebras associated to an affine algebra gˆ.
2 Vertex operator algebras and simple currents
The extended vertex operator (super) algebras we shall construct are based on vertex
operator algebras Lg(ℓ, 0), Mh(1, 0), VL and their representations. For this reason, in this
section we shall recall the relevant information about these algebras and we also recall
from [Li4] a construction of simple currents for a certain type of vertex operator algebras,
including Lg(ℓ, 0), Mh(1, 0), VL. For the vertex operator algebra Lg(ℓ, 0) associated to
an affine algebra gˆ (not type E
(1)
8 ) with a positive integral level ℓ, we prove that the
equivalence classes of the simple currents form an abelian group isomorphic to P ∨/Q∨,
where P ∨ and Q∨ are the co-weight and co-root lattices of g.
2.1 Vertex operator algebras Lg(ℓ, 0), Mh(1, 0) and VL
We shall use standard definitions and notations as given in [FHL] and [FLM] and we also
use [K] and [H] as our references for (Kac-Moody) Lie algebras. Following [DL] we use
the term “vertex (super)algebra” for an object that satisfies all the axioms defining the
notion of vertex operator (super)algebra except the two grading restrictions.
Let g be a finite-dimensional simple Lie algebra, h a Cartan subalgebra, and 〈·, ·〉 the
normalized killing form such that the square length of a long root is 2. Let
gˆ = g⊗ C[t, t−1]⊕ Cc (2.1)
be the affine Lie algebra.
Let ℓ be a complex number such that ℓ 6= −h∨, where h∨ is the dual Coxeter number
of g. Let Cℓ be the one-dimensional (g⊗C[t] +Cc)-module on which c acts as scalar ℓ and
g⊗ C[t] acts as zero. Form the generalized Verma gˆ-module
Mg(ℓ, 0) = U(gˆ)⊗U(g⊗C[t]+Cc) Cℓ. (2.2)
It was well known (cf. [FF], [FZ], [Li1], [MP]) that Mg(ℓ, 0) has a natural vertex operator
algebra structure. Furthermore, the category of weakMg(ℓ, 0)-modules in the sense that all
the axioms defining the notion of module except those involving grading hold is canonically
equivalent to the category of restricted (cf. [K]) gˆ-modules of level ℓ in the sense that for
every vector w of the module, (g⊗ tnC[t])w = 0 for n sufficiently large.
Remark 2.1 More generally, let W be an arbitrary vector space. An element a(z) of
(End W )[[z, z−1]] is called a vertex operator if a(z)w ∈ W ((z)) for every w ∈ W . Two
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vertex operators a(z) and b(z) are said to be mutually local if there exists a nonnegative
integer N such that
(z1 − z2)
N [a(z1), b(z2)] = 0 (2.3)
(cf. [DL], (1.4)). It was proved in [Li1] (Corollary 3.2.11) that any set of mutually local
vertex operators on W automatically generates a vertex algebra, which is a canonical
vector subspace of (End W )[[z, z−1]], and that W is a natural module for this vertex
algebra.
For λ ∈ h∗, denote by Lg(ℓ, λ) the irreducible highest weight gˆ-module of level ℓ with
highest weight λ. Each Lg(ℓ, λ) is an irreducible Mg(ℓ, 0)-module possibly with infinite-
dimensional homogeneous subspaces.
Denote by θ the highest long root of g. For a positive integer ℓ, set
Pℓ = {λ ∈ P+ | 〈λ, θ〉 ≤ ℓ}, (2.4)
where P+ is the set of dominant integral weights of g. Then L(ℓ, λ) is an integrable gˆ-
module if and only if λ ∈ Pℓ [K]. The following result was known (cf. [DL, Proposition
13.17], [FZ, Theorem 3.1.3], [Li1, Propositions 5.2.4 and 5.2.5], [MP, Theorems 5.9, 5.14
and 5.15]):
Proposition 2.2 Let ℓ be a positive integer. Then (1) The set of irreducible Lg(ℓ, 0)-
modules is exactly the set of irreducible highest weight integrable (or standard) gˆ-modules
of level ℓ. (2) Every Lg(ℓ, 0)-module is completely reducible.
The following stronger result was obtained in [DLM1] (Theorem 3.7):
Proposition 2.3 Let ℓ be a positive integer. Then every weak Lg(ℓ, 0)-module is a di-
rect sum of irreducible highest weight integrable (or standard) gˆ-modules of level ℓ. In
particular, every irreducible weak Lg(ℓ, 0)-module is an (ordinary) Lg(ℓ, 0)-module.
A vertex operator algebra with the property that every weak module is a direct sum
of irreducible (ordinary) modules is said to be regular [DLM1].
Let h be a finite-dimensional vector space equipped with a nondegenerate symmetric
bilinear form 〈·, ·〉, i..e, a finite-dimensional abelian Lie algebra equipped with a nonde-
generate symmetric invariant bilinear form. Let hˆ = h ⊗ C[t, t−1] + Cc be the affine Lie
algebra. We have
hˆ = hˆZ ⊕ h, (2.5)
where hˆZ =
∑
n 6=0 h ⊗ t
n + Cc is a Heisenberg algebra and h is central. Similar to the
construction ofMg(ℓ, 0) we construct a spaceMh(1, 0), and just likeMg(ℓ, 0),Mh(1, 0) is a
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vertex operator algebra. For any α ∈ h∗ (= h), let Ceα be a one-dimensional (h⊗C[t]+Cc)-
module on which h⊗ tC[t] acts as zero, c acts as 1 and h = h(0) acts as scalar 〈α, h〉 for
h ∈ h. Form the induced module
Mh(1, α) = U(hˆ)⊗U(h⊗C[t]+Cc) Ce
α ≃ Mh(1, 0)⊗ Ce
α (linearly). (2.6)
As in the case ofMg(ℓ, 0), Mh(1, α) is an irreducible Mh(1, 0)-module. Furthermore, from
[FLM] the lowest L(0)-weight of Mh(1, α) is
∆α =
1
2
〈α, α〉. (2.7)
On the other hand, clearly every irreducible Mh(1, 0)-module is isomorphic to Mh(1, α)
for some α. It follows from the complete reducibility of certain hˆZ-modules ([LW], [K])
that an Mh(1, 0)-module on which h semisimply acts is completely reducible. In general,
an Mh(1, 0)-module may not be completely reducible.
Let P be a rational lattice of finite rank with the Z-bilinear form 〈·, ·〉. Set
h = C⊗Z P, (2.8)
and extend 〈·, ·〉 to a C-bilinear form on h.
Denote by C[P ] the group algebra. Set
VP = C[P ]⊗Mh(1, 0), (2.9)
equipped with the standard Mh(1, 0)-module (or hˆZ-module) structure. That is, VP is a
direct sum of irreducible Mh(1, 0)-modules Mh(1, α) ≃ Ce
α ⊗Mh(1, 0) for α ∈ P .
It was proved in [FLM] (cf. [B]) that when P = L is even and positive-definite, VL has
a natural simple vertex operator algebra structure which extends the Mh(1, 0)-module
structure. (It follows from Proposition 3.22 that such a vertex operator algebra structure
is unique up to equivalence.) Furthermore, let Lo be the dual lattice of L. Then VLo is a
natural VL-module and Vβ+L is an irreducible VL-module for β ∈ L
o.
Proposition 2.4 (1) Let {β1, . . . , βr} be a complete set of representatives of cosets of L
in Lo. Then {Vβ1+L, . . . , Vβr+L} is a complete set of representatives of equivalent classes
of irreducible VL-modules. (2) Every VL-module is completely reducible. (3) VL is regular,
i.e., every weak VL-module is a direct sum of irreducible (ordinary) VL-modules.
The assertion (1) was proved in [FLM] and [D1], (2) was proved in [Guo] and (3) was
proved in [DLM1].
Remark 2.5 For a general rational lattice P , VP is not a vertex (operator) algebra
because of the involvement of non-local vertex operator. A notion of generalized vertex
algebra was introduced in [DL] with a generalized Jacobi identity as one of the main
axioms and it was proved in [DL, Theorem 5.1 and Remark 9.11] that VP is a generalized
vertex algebra.
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2.2 Simple currents and a construction
We first recall from [FHL] the definition of an intertwining operator.
Definition 2.6 Let V be a vertex operator algebra and letW1,W2 andW3 be V -modules.
An intertwining operator of type
(
W3
W1W1
)
is a linear map I fromW1 to (Hom(W2,W3)){z},
(where for a vector space U , U{z} is defined to be the vector space of U -valued formal
series in z with arbitrary complex powers of z), satisfying the following properties: for
w1 ∈ W1, w2 ∈ W2,
I(w1, z)w2 ∈ z
γ1W3[[z]] + · · ·+ z
γnW3[[z]] (2.10)
for some (finitely many) complex numbers γ1, . . . , γn, and for v ∈ V, w1 ∈ W1,
[L(−1), I(w1, z)] =
d
dz
I(w1, z), (2.11)
z−10 δ
(
z1 − z2
z0
)
Y (v, z1)I(w1, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
I(w1, z2)Y (v, z1)
= z−12 δ
(
z1 − z0
z2
)
I(Y (v, z0)w1, z2). (2.12)
All intertwining operators of type
(
W3
W1W2
)
form a vector space denoted by IW3W1W2 . The
dimension of IW3W1W2 is called the fusion rule, denoted by N
W3
W1,W2
. Clearly, the fusion rule
only depends on the equivalence class of each Wi.
The following are among the immediate consequences of the Jacobi identity (2.12):
[vn, I(w1, z2)] =
∑
i≥0
(
n
i
)
zn2 I(viw1, z2) (2.13)
(the commutator formula) and
I(vnw1, z2)
= Resz1 ((z1 − z2)
nY (v, z1)I(w1, z2)− (−z2 + z1)
nI(w1, z2)Y (v, z1)) (2.14)
(the iterate formula) for n ∈ Z. Conversely, the commutator and iterate formulas imply
the Jacobi identity.
Remark 2.7 If V = Lg(ℓ, 0) and W1 = Lg(ℓ, λ), for w1 ∈ L(λ) (the lowest L(0)-weight
subspace of Lg(ℓ, λ)), the commutator formula (2.13) gives
[an, I(w1, z2)] = z
n
2 I(aw1, z2) (2.15)
for a ∈ g ⊂ Lg(ℓ, 0) and for n ∈ Z. In many literatures such as [TK] (and [FM]), an
intertwining operator was defined on L(λ) with the properties (2.11) and (2.15) as the
defining axioms. However, it can be proved (cf. [TK], [Li3, Li6]) that the two definitions
give rise to the same fusion rules.
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Let V be a vertex operator algebra. We denote by Irr(V ) the set of equivalence classes
of irreducible modules and for an irreducible V -module W , denote by [W ] the equivalence
class. V is said to be quasi-rational [MS] if all fusion rules associated with irreducible
modules are finite and if for any [W1], [W2] ∈ Irr(V ), N
[W3]
[W1],[W2]
= 0 for all but finitely
many [W3] ∈ Irr(V ).
For a quasi-rational vertex operator algebra V , the Verlinde algebra A(V ) is defined
to be an algebra (over C) with Irr(V ) as a basis and with the fusion rules as the structural
constants, i.e.,
[Wi] · [Wj ] =
∑
[Wk]∈Irr(V )
N
[Wk]
[Wi],[Wj]
[Wk]. (2.16)
When V is simple, it is easy to show that [V ] is the unit. It follows immediately from [FHL,
HL2] that A(V ) is commutative. Under certain conditions, Huang [Hua1] established the
associativity, but for a general V the associativity is still an unsolved problem.
Let V = Lsl(2)(k, 0) with a positive integer k. It is well known ([GW], [TK], [FZ]) that
the Verlinde algebra has the following relations:
[L(k, i)] · [L(k, j)] =
min(i+j,2k−i−j)∑
r=max(i−j,j−i)
[L(k, r)]. (2.17)
The following definition is due to Schellekens and Yankielowicz [SY].
Definition 2.8 An irreducible V -module W is called a simple current if the associated
matrix of the left multiplication of [W ] with respect to the standard basis of the Verlinde
algebra is a permutation. The order of the associated matrix as a group element is called
the order of W .
We now recall a construction of simple currents from [Li4]. In the following, one may
think of V as one of, or more general, any tensor product of the following vertex operator
algebras:
Lg(ℓ, 0), Mh(1, 0), VL, Lg(ℓ, 0)⊗Mh(1, 0), Lg(ℓ, 0)⊗ VL.
Let α ∈ V(1) satisfying the following conditions:
L(n)α = δn,0α, α(n)α = δn,1γ1 for n ∈ Z+, (2.18)
where Y (α, z) =
∑
n∈Z α(n)z
−n−1, i.e., α(n) = αn, and γ is a fixed complex number.
Notice that condition (2.18) implies that α is a primary vector and that operators α(n)
satisfy the Heisenberg algebra relation
[α(m), α(n)] = mγδm+n,0 for m,n ∈ Z. (2.19)
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Furthermore, assume that α(0) acts semisimply on V . It is clear that e2πiα(0) is an
automorphism of V and that e2πiα(0) = 1 if and only if α(0) has only integral eigenvalues
on V . If each α(0) has only rational eigenvalues on V and if V is finitely generated, then
e2πiα(0) is of finite order. Define
∆(α, z) = zα(0) exp
(
∞∑
k=1
α(k)
−k
(−z)−k
)
. (2.20)
This is a well defined element of (End W ){z} for any weak V -module W on which α(0)
semisimply acts. The following result is a special case of Proposition 5.4 of [Li2].
Proposition 2.9 Let α,∆(α, z) be given as before. Assume that α(0) has only integral
eigenvalues on V . Let W be any (irreducible) weak V -module. Set
(W (α), Yα(·, z)) = (W,Y (∆(α, z)·, z)). (2.21)
Then (W (α), Yα) carries the structure of an (irreducible) weak V -module.
As a convention, by V -module W (α) we mean the V -module (W (α), Yα).
Recall the following result from [Li4] (Proposition 2.5):
Proposition 2.10 Let α,∆(α, z) be as in Proposition 2.9. Let W1 and W2 be weak V -
modules and f be a V -homomorphism from W1 to W2. Then f is also a V -homomorphism
from W
(α)
1 to W
(α)
2 .
Remark 2.11 In view of Propositions 2.9 and 2.10, we obtain a canonical functor Fα
from the category of weak V -modules to itself in the obvious way. Since
∆(α, z)∆(−α, z) = ∆(−α, z)∆(α, z) = 1, (2.22)
we easily see that F−α is the inverse functor of Fα. Therefore, Fα is an isomorphism.
The following result [Li4, Proposition 2.4] is a generalization of Proposition 2.9:
Proposition 2.12 Let α,∆(α, z) be given as in Proposition 2.9. Let I be an intertwining
operator of type
(
W3
W1W2
)
. Define
Iα(w1, z)w2 = I(∆(α, z)w1, z)w2 (2.23)
for w1 ∈ W1, w2 ∈ W2. Then Iα is an intertwining operator of type
(
W
(α)
3
W1W
(α)
2
)
.
The following results [Li4, Corollary 2.12, Theorem 2.15, Proposition 3.2] give a con-
struction of simple currents:
9
Theorem 2.13 Let V be a simple vertex operator algebra and let α ∈ V(1) be such that
(2.18) holds and such that α(0) has only integral eigenvalues on V . If for each irreducible
(ordinary) V -module W , the weak module W (α) is an (ordinary) V -module, then V (α) is
a simple current. Furthermore, for any irreducible V -module W ,
[W ] · [V (α)] = [W (α)]. (2.24)
The following lemma gives more information about V (α).
Lemma 2.14 Let V, α be as in Theorem 2.13. Then L(0) acts semisimply on V (α) with
eigenvalues in 1
2
γ + Z, where α(1)α = γ1.
Proof. From [Li5, (3.18)], we have
∆(α, z)ω = ω + αz−1 +
1
2
α(1)αz−2 = ω + αz−1 +
1
2
γ1z−2, (2.25)
where ω is the Virasoro element. Then
Yα(ω, z) = Y (∆(α, z)ω, z) = Y (ω, z) + z
−1Y (α, z) +
1
2
γz−2. (2.26)
In terms of components we have
Lα(m) = L(m) + α(m) +
1
2
γδm,0 (2.27)
for m ∈ Z, where Yα(ω, z) =
∑
m∈Z Lα(m)z
−m−2. Since L(0) and α(0) act semisimply on
V with integral eigenvalues, Lα(0) acts semisimply on V with eigenvalues in
1
2
γ+Z. That
is, L(0) acts semisimply on V (α) with eigenvalues in 1
2
γ + Z. ✷
Since any irreducible weak module is an ordinary module for a regular vertex operator
algebra, from Theorem 2.13 we immediately have:
Corollary 2.15 Let V be a regular vertex operator algebra and let α ∈ V(1) be given as
in Theorem 2.13. Then V (α) is a simple current. In particular, this is true when V is a
tensor product from the following algebras:
Lg(ℓ, 0), VL, Lg(ℓ, 0)⊗ VL,
where ℓ is a positive integer and L is a positive-definite even lattice. ✷
The following result was obtained in [Li4]:
Proposition 2.16 Let L be a positive definite even lattice. (1) For β ∈ Lo, as a VL-
module, V
(β)
L is isomorphic to VL+β. (2) Every irreducible VL-module is a simple current.
(3) The Verlinde algebra is canonically isomorphic to the group algebra C[Lo/L].
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Previously, intertwining operators for VL were explicitly constructed, fusion rules were
calculated and (3) was proved in [DL]. (Of course, (3) implies (2).)
Though vertex operator algebra Mh(1, 0) is not regular, the same proof of Proposition
2.16 gives the following result:
Proposition 2.17 (1) For h ∈ h, as an Mh(1, 0)-module, Mh(1, 0)
(h) is isomorphic to
Mh(1, h). (2) Every irreducible Mh(1, 0)-module is a simple current. (3) The Verlinde
algebra is canonically isomorphic to the group algebra C[h]. ✷
Remark 2.18 Suppose that V = V 1 ⊗ V 2 is a tensor product vertex operator algebra.
Then V 1(1) and V
2
(1) are canonical subspaces of V(1). Suppose α = α
′ + α′′ where α1 ∈
V 1(1), a
2 ∈ V 2(1). Then α satisfies (2.18) if and only if both α
1 and α2 satisfy (2.18).
Furthermore, α(0) acting on V has only integral eigenvalues if and only if αi(0) acting on
V i has only integral eigenvalues for i = 1, 2. Let W =W1⊗W2, where W1,W2 are V1 and
V2-modules, respectively. Since [α
1(m), α2(n)] = 0 for m,n ∈ Z, we have
∆(α, z) = ∆(α1, z)∆(α2, z). (2.28)
Then we have
W (α) =W
(α1)
1 ⊗W
(α2)
2 . (2.29)
Let g,h, 〈·, ·〉 be as in Section 2.1. Let {ei, fi | i = 1, . . . , n} be the Chevalley generators
with simple roots α1, . . . , αn and simple coroots α
∨
1 , . . . , α
∨
n . Let λi (i = 1, . . . , n) be the
fundamental weights for g. Let Q = ⊕ni=1Zαi be the root lattice and let P = ⊕
n
i=1Zλi be
the weight lattice.
Let h(1), . . . , h(n) ∈ h be the fundamental co-weights, i.e.,
αi(h
(j)) = δi,j for i, j = 1, . . . , n. (2.30)
Set
Q∨ = Zα∨1 + · · ·+ Zα
∨
n , (2.31)
P ∨ = Zh(1) + · · ·+ Zh(n), (2.32)
the co-root lattice and the co-weight lattice.
Let
θ =
n∑
i=1
aiαi (2.33)
be the highest long root. Then
θ(h(i)) = ai for i = 1, . . . , n. (2.34)
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We shall need to know which ai equal 1. The following is a list for such ai (cf. [K]):
An : a1, . . . , an
Bn : a1
Cn : an
Dn : a1, an−1, an
E6 : a1, a5
E7 : a6. (2.35)
Remark 2.19 Simple roots for type E (E6, E7, E8) were numbered differently in [H] and
[K]. Here, we use the numbering system of [K].
Let Λ0, . . . ,Λn be the fundamental weights of gˆ [K]. Then each λi for 1 ≤ i ≤ n is
naturally extended to Λi. From the Dynkin diagram ([K], TABLE Aff 1) we find that
ai = 1 if and only if the vertices 0 and i are in the same orbit under the automorphism
group of the affine Dynkin diagram. We point out that if ai = 1, then Λi is of level one.
The following proposition was proved in [Li4] (Proposition 3.5, Remark 3.8):
Proposition 2.20 Let ℓ be a complex number with ℓ 6= −h∨, where h∨ is the dual Coxeter
number of g. If the coefficient ai of αi in θ is 1, then as an L(ℓ, 0)-module
L(ℓ, 0)(h
(i)) ≃ L(ℓ, ℓλi). (2.36)
Furthermore, if ℓ is a positive integer, L(ℓ, ℓλi) is a simple current for L(ℓ, 0).
Remark 2.21 It was known ([FG], [F]) that L(ℓ, ℓλi) with ai = 1 are all the simple
currents except the level 2 simple current L(Λ7) for g of type E8.
Remark 2.22 The element ∆(h(i), z) gives rise to an automorphism ψi of affine Lie
algebra gˆ via
ψi(Y (a, z)) = Yh(i)(a, z) = Y (∆(h
(i), z)a, z) (2.37)
for a ∈ g, where Y (a, z) =
∑
n∈Z a(n)z
−n−1 is the generating series of a. That is,
ψi(α
∨
i (n)) = α
∨
i (n) + δn,0ℓ, ψi(ei(n)) = ei(n+ 1), ψi(fi(n)) = fi(n− 1); (2.38)
ψi(α
∨
j (n)) = α
∨
j (n), ψi(ej(n)) = ej(n), ψi(fj(n)) = fj(n) for j 6= i, n ∈ Z, (2.39)
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and
ψi(fθ(n)) = fθ(n− 1) for n ∈ Z. (2.40)
The vector 1 in L(ℓ, 0)(h
(i)) is a highest weight vector of weight ℓΛi. More general au-
tomorphisms of this type was recently studied in [FS]. Note that the composition of the
representation on L(ℓ, 0) with the corresponding Dynkin diagram automorphism of gˆ also
gives L(ℓ, ℓλi). But ψi are not Dynkin diagram automorphisms. Dynkin diagram auto-
morphisms played important roles in [FG], [F], [SY] and [FM].
Remark 2.23 For α ∈ h, from (2.25) we have
Lα(m) = L(m) + α(m) +
1
2
ℓ〈α, α〉δm,0 (2.41)
for m ∈ Z, recall that Yα(ω, z) =
∑
m∈Z Lα(m)z
−m−2 with ω being the Virasoro element.
Then the Lh(i)(0)-weight of 1 is
1
2
ℓ〈h(i), h(i)〉. Since under the new action Y (∆(h(i), z)·, z)
on L(ℓ, 0), 1 is still a highest weight vector for gˆ, the lowest L(0)-weight of L(ℓ, ℓλi) is
1
2
ℓ〈h(i), h(i)〉. Of course, there is a formula for the lowest weight of any irreducible module
(cf. [DL]).
From now on we assume that k is a positive integer. Let h ∈ h. Note that for any
root vector eα of g and for m ∈ Z,
[h(0), eα(m)] = α(h)eα(m). (2.42)
Since h(0)1 = 0 and L(k, 0) is generated by gˆ from 1, using (2.42) we see that h(0) has
only integral eigenvalues on L(k, 0) if and only if h ∈ P ∨.
Define a map π from P ∨ to the Verlinde algebra V(L(k, 0)) of L(k, 0) by
π(α) = [L(k, 0)(α)] for α ∈ P ∨. (2.43)
The map π naturally extends to a linear map from the group algebra C[P ∨] to V(L(k, 0)).
We abuse the notation π for this extension also.
Proposition 2.24 The linear map π is an algebra homomorphism.
Proof. For α, β ∈ P ∨, since [α(r), β(s)] = 0 for r, s ≥ 0, we have
∆(α + β, z) = ∆(α, z)∆(β, z), (2.44)
recall (2.20). Then we get
L(k, 0)(α+β) ≃ (L(k, 0)(α))(β) (2.45)
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as L(k, 0)-modules. In view of Theorem 2.13 we have
[L(k, 0)(α)] · [L(k, 0)(β)] = [(L(k, 0)(α))(β)] = [L(k, 0)(α+β)]. (2.46)
Thus π is an algebra homomorphism. ✷
It follows immediately that π(P ∨) is an abelian group. The following result gives
important kernel elements of π as a group homomorphism on P ∨.
Proposition 2.25 We have
[L(k, 0)(α)] = [L(k, 0)] for α ∈ Q∨. (2.47)
Furthermore, for any irreducible L(k, 0)-module W , we have
[W (α)] = [W ] for α ∈ Q∨. (2.48)
Proof. It suffices to prove (2.47) for α = α∨i . For 1 ≤ i ≤ n, set r =
2
〈αi,αi〉
, a positive
integer. From [H] or [K] we have
〈α∨i , α
∨
i 〉 =
4
〈αi, αi〉
= 2r. (2.49)
Since
[ei(1), fi(−1)] = α
∨
i (0) + 〈ei, fi〉c = α
∨
i (0) +
1
2
〈α∨i , α
∨
i 〉c = α
∨
i (0) + rc, (2.50)
Li := Cei(1)+Cfi(−1)+C(α
∨
i +rc) is a subalgebra of gˆ isomorphic to sl(2). Furthermore,
L(k, 0), being an integrable gˆ-module, is an integrable Li-module. Clearly, 1 is a highest
weight vector of weight rk for Li. Then fi(−1)
rk1 6= 0. From (2.25) we have
Lα∨
i
(0) = L(0) + α∨i (0) +
1
2
k〈α∨i , α
∨
i 〉 = L(0) + α
∨
i (0) + kr, (2.51)
where Yα∨
i
(ω, z) =
∑
n∈Z Lα∨i (n)z
−n−2. Then
Lα∨
i
(0)fi(−1)
rk1 = (L(0) + α∨i (0) + kr)fi(−1)
rk1 = (kr − 2kr + kr)fi(−1)
rk1 = 0.(2.52)
That is, fi(−1)
rk1 is a non-zero element of L(k, 0)(α
∨
i
) of weight zero.
On the other hand, with L(k, 0) being regular, every irreducible module, in particular,
L(k, 0)(α
∨
i
), is an integrable gˆ-module of level k, which is unitary. Thus the lowest weights
of L(k, 0)(α
∨
i
) are nonnegative. Consequently, the lowest weight of L(k, 0)(α
∨
i
) is 0. Because
L(k, 0) is the only irreducible L(k, 0)-module with 0 being the lowest weight, we must have
L(k, 0)(α
∨
i
) ≃ L(k, 0) as L(k, 0)-modules.
For an irreducible L(k, 0)-module W , using the first part and Theorem 2.13 we get
[W ] = [W ] · [V ] = [W ] · [V (α)] = [W (α)] for α ∈ Q∨. (2.53)
This completes the proof. ✷
The following result generalizes Proposition 2.20 with L = Q:
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Theorem 2.26 The algebra homomorphism π gives rise to an algebra isomorphism from
the group algebra C[P ∨/Q∨] onto π(C[P ∨]). Furthermore,
π(P ∨) = {[L(k, kλi)] | ai = 1}. (2.54)
Proof. In view of Proposition 2.25, π gives rise to an algebra homomorphism π¯ from
C[P ∨/Q∨] onto π(C[P ∨]). From [H] (Section 13.1), we have
|P/Q| = n + 1, 2, 2, 4, 3, 2, 1, 1, 1 (2.55)
for g of type An+1, Bn, Cn, Dn, E6, E7, E8, F4, G2, respectively. Note that Bn and Cn are
dual to each other and the others are self-dual. Then |P ∨/Q∨| = |P/Q| for all types. On
the other hand, from Proposition 2.20, all [L(k, kλi)] for i with ai = 1, which are distinct
basis elements V(L(k, 0)), are images of π. Then it follows immediately that (2.54) holds
and π¯ is an algebra isomorphism. ✷
The group structure of P/Q for the nontrivial cases was given in [H] (Exercise 4 on
page 71). Then we have:
For An+1, P
∨/Q∨ ≃ Z/(n+ 1)Z with h(1) +Q∨ as a generator such that
mh(1) +Q∨ = h(m¯) +Q∨, (2.56)
where m¯ is the least nonnegative residue of m modulo n + 1.
For Dn with n being odd, P
∨/Q∨ ≃ Z/4Z with h(n) +Q∨ as a generator such that
2h(n) +Q∨ = h(1) +Q∨, 3h(n) +Q∨ = h(n−1) +Q∨. (2.57)
For Dn with n being even, P
∨/Q∨ ≃ Z/2Z× Z/2Z with h(n−1) +Q∨ and h(n) +Q∨ as
generators such that
h(1) +Q∨ = h(n−1) + h(n) +Q∨. (2.58)
Then with Theorem 2.26 we immediately have the following results which have been
known to physicists:
Corollary 2.27 The following fusion algebra relations hold:
For An+1, for 0 ≤ i, j ≤ n,
[L(k, kλi)] · [L(k, kλj)] = [L(k, kλi+j)]. (2.59)
For Bn,
[L(k, kλ1)] · [L(k, kλ1)] = [L(k, 0)]. (2.60)
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For Cn,
[L(k, kλn)] · [L(k, kλn)] = [L(k, 0)]. (2.61)
For Dn with odd n,
[L(k, kλn)]
2 = [L(k, kλ1)], [L(k, kλn)]
3 = [L(k, kλn−1)], [L(k, kλn)]
4 = [L(k, 0)].(2.62)
For Dn with even n,
[L(k, kλ1)]
2 = [L(k, kλn−1)]
2 = [L(k, kλn)]
2 = [L(k, 0)], (2.63)
[L(k, kλn−1)] · [L(k, kλn)] = [L(k, kλ1)]. (2.64)
For E6,
[L(k, kλ1)]
2 = [L(k, kλ5)], [L(k, kλ1)]
3 = [L(k, 0)]. (2.65)
For E7,
[L(k, kλ6)]
2 = [L(k, 0)]. ✷ (2.66)
We shall need the number 〈h(i), h(i)〉 and the explicit expression of h(i) in terms of α∨j .
The expression of each λi in terms of simple roots αj was known ([H], page 69, Table 1).
Suppose that for 1 ≤ i ≤ n,
λi = ai1α1 + · · ·+ ainαn, (2.67)
h(i) = bi1α
∨
1 + · · ·+ binα
∨
n . (2.68)
Then
aij = λi(h
(j)) = bji. (2.69)
Furthermore, from [H] we get
〈h(i), α∨j 〉 = 〈h
(i), tαj〉
2
〈αj, αj〉
= αj(h
(i))
2
〈αj, αj〉
= δi,j
2
〈αj, αj〉
. (2.70)
Then
〈h(i), h(i)〉 = bii
2
〈αi, αi〉
= aii
2
〈αi, αi〉
. (2.71)
With a glance of Table Aff in [K] we see that if ai = 1, αi is a long root, hence 〈αi, αi〉 = 2.
Therefore, we have obtained:
Lemma 2.28 If λi = ai1α1 + · · ·+ ainαn for 1 ≤ i ≤ n, then
h(i) = a1iα
∨
i + · · ·+ aniα
∨
i , (2.72)
〈h(i), h(i)〉 = aii
2
〈αj , αj〉
. (2.73)
In particular, if ai = 1, we have 〈h
(i), h(i)〉 = aii. ✷
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3 Extension of vertex operator algebras by simple
currents
We shall first recall some of the results from [DLM2] on V [L], an extension of a certain
vertex operator algebra V by simple currents V (α) parametrized by α ∈ L, where L is
a lattice carrying an intrinsic structure of V . We then extend and refine those results.
In Section 3.3, we concentrate a special class of V [L]. We classify all irreducible V [L]-
modules, prove a complete reducibility theorem and we give a formula of fusion rules in
the category of V [L]-modules in terms of fusion rules in the category of V -modules.
3.1 Extension of algebras
We shall first establish some basic assumptions which will remain in force throughout this
section.
Let V be a simple vertex operator algebra. As in Section 2, one may think of V as a
tensor product from the following vertex operator algebras:
Lg(ℓ, 0), Mh(1, 0), VL.
Let H be a (finite-dimensional) subspace of V(1) satisfying the following conditions:
L(n)h = δn,0h, h(n)h
′ = B(h, h′)δn,11 for n ∈ Z+, h, h
′ ∈ H, (3.1)
where Y (h, z) =
∑
h(n)z−n−1 for h ∈ H , and B(·, ·) is assumed to be a nondegenerate
symmetric bilinear form on H . We then identify H with its dual H∗. We also assume
that for any h ∈ H , h(0) acts semisimply on V . Then
V = ⊕α∈HV
(0,α), where V (0,α) = {v ∈ V | h(0)v = B(α, h)v for h ∈ H}. (3.2)
Set
P = {α ∈ H | V (0,α) 6= 0}. (3.3)
As V is simple, P is a subgroup of H (cf. [LX]). Then P equipped with the bilinear form
B is a lattice.
Let L be a subgroup of H such that for each α ∈ L, α(0) acting on V has only integral
eigenvalues. This amounts to L ⊂ P o, where
P o = {h ∈ H | B(h, α) ∈ Z for α ∈ P} (3.4)
is the dual lattice of P . Note that the rank of P may be less than dimH .
Let W be a V -module. By Proposition 2.9, for α ∈ L, we have a (weak) V -module
(W (α), Yα(·, z)) := (W,Y (∆(α, z)·, z)). (3.5)
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For convenience, we reformulate the construction of the V -module W (a) as follows: Set
W (α) = Ceα ⊗W ≃W (linearly), (3.6)
where eα is a symbol for now and Ceα is a one-dimensional vector space with eα as a
pre-chosen basis element. Then define
Yα(v, z)(e
α ⊗ w) = eα ⊗ Y (∆(α, z)v, z)w for v ∈ V, w ∈ W. (3.7)
Set
W [L] = ⊕α∈LW
(α) = C[L]⊗W, (3.8)
equipped with the direct sum V -module structure. Now, the symbol eα in the definition
of W (α) is considered as an element of the group algebra C[L].
For α ∈ L, we define a linear endomorphism ψα
2 of W [L] by
ψα(e
β ⊗ w) = eα+β ⊗ w for β ∈ L, w ∈ W. (3.9)
Then
ψ0 = 1, ψα+β = ψαψβ for α, β ∈ L. (3.10)
That is, ψ gives rise to a representation of L on W [L].
For α ∈ L, we set ([LW], [FLM])
E±(α, z) = exp
(
∞∑
n=1
h(±n)
±n
z∓n
)
. (3.11)
Then
∆(α, z) = zα(0)E+(−α,−z). (3.12)
Next, we extend the domain of Yα from V to V [L].
Definition 3.1 For u ∈ V (α), v ∈ V (β) with α, β ∈ L, we define
Yα(u, z)v = ψα+βE
−(−α, z)Y (ψ−α∆(β, z)u, z)∆(α,−z)ψ−β(v) ∈ V
(α+β){z}. (3.13)
We then define a linear map Y˜ (·, z) from V [L] to (End V [L]){z} via Y˜ (u, z) = Yα(u, z)
for u ∈ V (α).
2The map ψα here is the inverse of the map ψα in [DLM2]
18
Note that the E−(α, z) defined in [DLM2] is the E−(−α, z) defined in (3.11) ([LW],
[FLM]). Then the definition of Yα is is exactly the same as the one defined in [DLM2].
For α ∈ P, h ∈ H , set
V (α,h) = ψα(V
(0,h)). (3.14)
Then
V (α) = ⊕h∈PV
(α,h). (3.15)
Definition 3.2 We define C-valued functions η and C on (L×H)× (L×H) by
η((α1, h1), (α2, h2)) = −B(α1, α2)− B(α1, h2)− B(α2, h1) ∈ C, (3.16)
C((α1, h1), (α2, h2)) = e
(B(α1,h2)−B(α2,h1))πi ∈ C× (3.17)
for (αi, hi) ∈ L×H, i = 1, 2.
Then we have ([DLM2], Theorem 3.5):
Theorem 3.3 Let u ∈ V (α,h1), v ∈ V (β,h2), w ∈ V (γ,h3) with α, β, γ ∈ L, h1, h2, h3 ∈ P .
Then
z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)η((α,h1),(β,h2))
Y˜ (u, z1)Y˜ (v, z2)w
− C((α, h1), (β, h2))z
−1
0 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((α,h1),(β,h2))
Y˜ (v, z2)Y˜ (u, z1)w
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)η((α,h1),(γ,h3))
Y˜ (Y˜ (u, z0)v, z2)w. (3.18)
Furthermore, for all v ∈ V [L],
[L(−1), Y˜ (v, z)] =
d
dz
Y˜ (v, z). (3.19)
Now we express Y˜ more explicitly.
Lemma 3.4 For α, β ∈ L, u, v ∈ V , we have
Y˜ (eα ⊗ u, z)(eβ ⊗ v) = eα+β ⊗ zB(α,β)E−(−α, z)Y (∆(β, z)u, z)E+(−α, z)(−z)α(0)v.(3.20)
In particular,
Y˜ (eα ⊗ 1, z)(eβ ⊗ v) = eα+β ⊗ zB(α,β)E−(−α, z)E+(−α, z)(−z)α(0)v. (3.21)
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Proof. From Lemma 3.2 of [DLM2] we have
ψ−α∆(β, z) = z
B(α,β)∆(β, z)ψ−a. (3.22)
Note that the map ψα defined here is the map ψ−α defined in [DLM2]. Then (3.20) follows
immediately. ✷
Remark 3.5 Let G = L× P be the product group. Suppose that there exists a positive
integer T such that η restricted on G is 1
T
Z/2Z-valued. The original theorem states that
(V [L], 1, ω, Y˜ , T, G, η(·, ·), C(·, ·)) is a generalized vertex algebra in the sense of [DL]. This
result is similar to Theorem 5.1 of [DL], which states that if L is a rational lattice, then
VL has a canonical generalized vertex algebra structure. In fact, by taking V = Mh(1, 0)
with h = C⊗Z L, we have P = 0 and V [L] = VL.
In order to have vertex (super)algebras V [L], we shall restrict ourselves to special L.
We have already assumed that L ⊂ P o, or what is equivalent to, α(0) acting on V has
only integral eigenvalues for every α ∈ L. Now we furthermore assume that (L,B) is an
integral lattice. Then
B(α, α), B(α, β) ∈ Z for α ∈ L, β ∈ P. (3.23)
Recall from Lemma 2.14 that for α ∈ L, the weights of V (α) are contained in 1
2
B(α, α) +
Z. Then V [L] is 1
2
Z-graded by L(0)-weights. Furthermore, the function η restricted to
(L× P )× (L× P ) is Z-valued and
C((α1, h1), (α2, h2)) = (−1)
B(α1,h2)−B(α2,h1), (3.24)
(recall (3.16) and (3.17)). Then we have ([DLM2], (3.59)):
Corollary 3.6 Assume that L ⊂ P 0 and (L,B) is an integral lattice. For a ∈ V (α), b ∈
V (β) with α, β ∈ L, we have
z−10 δ
(
z1 − z2
z0
)
Y˜ (a, z1)Y˜ (b, z2)− (−1)
B(α,β)z−10 δ
(
z2 − z1
−z0
)
Y˜ (b, z2)Y˜ (a, z1)
= z−12 δ
(
z1 − z0
z2
)
Y˜ (Y˜ (a, z0)b, z2). (3.25)
Remark 3.7 Set
Le = {α ∈ L | B(α, α) ∈ 2Z}. (3.26)
Clearly, Le is a subgroup of L of index 2. If Le ⊂ 2Lo, i.e.,
B(α, β) ∈ 2Z for α ∈ Le, β ∈ L, (3.27)
20
we easily see that V [L] = ⊕β∈LV
(β) is a vertex superalgebra with
V [L]0 = V [Le] = ⊕α∈LeV
(α), V [L]1 = ⊕α∈L−LeV
(α). (3.28)
In particular, if L is of rank one, clearly (3.27) holds, hence V [L] is a vertex (super)algebra.
However, without assuming (3.27) V [L] equipped with the vertex operator map Y˜ may
not be a vertex superalgebra. Even if L is even, V [L] may not be a vertex algebra unless
B is 2Z-valued. Corollary 3.13 of [DLM2], which states that V [L] equipped with Y˜ is a
vertex superalgebra if L is integral (without the condition (3.27), is incorrect.
As in [FLM] and [DL] for VL, we shall need a 2-cocycle ǫ on L. Suppose that (L,B) is
an integral lattice of finite rank. Let {α1, . . . , αd} be a Z-basis for L. Define ǫ to be the
(uniquely determined) {±1}-valued multiplicative function on L× L such that
ǫ(αi, αj) = (−1)
B(αi,αj)+B(αi,αi)B(αj ,αj) if i ≥ j, and 1 otherwise (3.29)
(cf. [DL], [FLM]). Note that ǫ(αi, αi) = 1 because B(αi, αi) + B(αi, αi)B(αi, αi) is even.
Then
ǫ(α, β)ǫ(β, α)−1 = (−1)B(α,β)+B(α,α)B(β,β) for α, β ∈ L. (3.30)
Define a vertex operator map Y on V [L] by
Y (eα ⊗ u, z)(eβ ⊗ v) = ǫ(α, β)Y˜ (eα ⊗ u, z)(eβ ⊗ v) (3.31)
for α, β ∈ L, u, v ∈ V . By Lemma 3.4,
Y (eα ⊗ u, z)(eβ ⊗ v)
= ǫ(α, β)eα+β ⊗ zB(α,β)E−(α, z)Y (∆(β, z)u, z)E+(−α, z)(−z)α(0)v. (3.32)
From Corollary 3.6 we immediately obtain:
Proposition 3.8 Suppose that L ⊂ P o and that (L,B) is an integral lattice of finite rank.
Let ǫ be the {±1}-valued multiplicative function on L × L defined in (3.29). Then V [L]
equipped with the vertex operator map Y defined in (3.32) is a vertex (super)algebra with
the even and odd parts being defined in (3.28). ✷
Remark 3.9 It was proved in [DL] (Theorem 6.7 and Remarks 6.17 and 12.38) that if L
is an integral lattice, VL is a vertex superalgebra.
Since we in this paper are mainly interested in vertex operator (super)algebras, for
the rest of Section 3 we shall assume that L ⊂ P o and (L,B) is integral, and we fix the
multiplicative function ǫ.
21
3.2 Extensions of modules and intertwining operators
We continue Section 3.1 to study the extension of an irreducible V -module, following
[DLM2]. The extension W [L] of an irreducible V -module W is in general a twisted V [L]-
module with respect to an automorphism of V [L]. We shall also study the extension of
an intertwining operator.
Let W be an irreducible V -module. By definition, homogeneous subspaces of W are
finite-dimensional. Since [L(0), h(0)] = 0 for h ∈ H , H preserves each homogeneous
subspace of W so that there exist 0 6= w ∈ W, h ∈ H = H∗ such that h(0)w = B(h, h′)w
for h′ ∈ H . Since H acts semisimply on V (by assumption) and w generates W by V
(from the irreducibility of W ), H also acts semisimply on W . For any h ∈ H , we define
W (0,h) = {w ∈ W | h(0)w = B(h, h′)w for h′ ∈ H}. (3.33)
Set
P (W ) = {h ∈ H |W (0,h) 6= 0}. (3.34)
Since W is irreducible, P (W ) is an irreducible P (V )-set. Then P (W ) = h+P (V ) for any
h ∈ P (W ).
Definition 3.10 Let W be an irreducible V -module and h ∈ P (W ). Define a linear
endomorphism σW of V [L] by
σW (a) = e
−2πiB(α,h)a for a ∈ V (α) with α ∈ L. (3.35)
Because L ⊂ P (V )o and P (W ) = h+P (V ), σW is well defined, i.e., it does not depend
on the choice of h.
Lemma 3.11 The defined linear endomorphism σW of V [L] is an automorphism of the
vertex (super)algebra and σW = 1 if and only if α(0) has only integral eigenvalues on W
for every α ∈ L, i.e., P (W ) ⊂ Lo. Furthermore, if V is finitely generated, σW is of finite
order if and only if α(0) has rational eigenvalues on W for every α ∈ L, or equivalently,
B(α, h) ∈ Q for α ∈ L.
Proof. In view of (3.13), clearly, σW is an automorphism of the vertex (super)algebra
and σW = 1 if and only if α(0) has only integral eigenvalues on W for every α ∈ L.
Furthermore, when V is finitely generated, σW is of finite order if and only if α(0) has
rational eigenvalues on W for every α ∈ L, or equivalently, B(α, h) ∈ Q for α ∈ L. ✷
Recall that W [L] = C[L]⊗W = ⊕α∈LW
(α).
Definition 3.12 Let W be an irreducible V -module. For a ∈ V (α), w ∈ W (β), α, β ∈ L,
we define YW [L](a, z)w ∈ W
(α+β){z} by
YW [L](a, z)w = ǫ(α, β)ψα+βE
−(α, z)Y (ψ−α∆(β, z)a, z)∆(α,−z)ψ−β(w) (3.36)
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(cf. (3.13)).
In terms of the notion of twisted module as defined in [Le], [D2] and [FFR] we have
([DLM2], Theorem 3.6, Corollary 3.14):
Proposition 3.13 Let W be an irreducible V -module such that α(0) has rational eigen-
values on W for every α ∈ L. Then the following twisted Jacobi identity holds for
u ∈ V (α), v ∈ V (β), w ∈ W (γ,h),
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)w − (−1)
B(α,α)B(β,β)z−10 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)w
= z−12
(
z1 − z0
z2
)B(α,h)
δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)w. (3.37)
Moreover, W [L] is a σW -twisted V [L]-module. In particular, if P (W ) ⊂ L
o, i.e., α(0)
acting on W has only integral eigenvalues for α ∈ L, W [L] is an (untwisted) V [L]-module.
Next, we prove a functorial property.
Proposition 3.14 Let σ be an automorphism of V [L] of finite order such that
σ(V (α)) = V (α) for α ∈ L, (3.38)
σ(v) = v for v ∈ V = V (0). (3.39)
Let M be a σ-twisted weak V [L]-module which is a direct sum of irreducible V -modules
and let W be an irreducible V -submodule of M . Then σ = σW and there is a canonical
V [L]-homomorphism φ[L] from W [L] to M extending the embedding φ of W into M .
Proof. The following arguments are essentially the ones of [DLM2], Corollary 3.15
and Lemma 4.3.
Note that for α ∈ L, YW [L] restricted to V
(α)×W is a nonzero intertwining operator of
type
(
W (α)
V (α)W
)
. Since YM(·, z)φ restricted to V
(α) ×W is an intertwining operator of type(
M
V (α)W
)
and [V (α)] · [W ] = [W (α)], it follows from Schur lemma (cf. [FHL]) that there
exists a unique V -homomorphism φα from W
(α) to M such that
YM(a, z)w = φα(YW [L](a, z)w) (3.40)
for a ∈ V (α), w ∈ W . From the definition of a twisted module we have
zrαYM(a, z)w ∈M((z)), φα(z
B(α,h)YW [L](a, z)w) ∈M((z)). (3.41)
Then it follows from (3.40) that rα −B(α, h) ∈ Z, hence σ(a) = σW (a). Thus σ = σW .
Define a V -homomorphism φ[L] from W [L] to M by φ[L] = φα on W
(α) for α ∈ L.
Now we show that φ[L] is a V [L]-homomorphism.
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Let w ∈ W, a ∈ V (α), b ∈ V (β) with α, β ∈ L. Let k0 be a positive integer such that
(z0 + z2)
k0+B(α,h)YW [L](a, z0 + z2)YW [L](b, z2)w
= (z2 + z0)
k0+B(α,h)YW [L](Y (a, z0)b, z2)w, (3.42)
(z0 + z2)
k0+B(α,h)YM(a, z0 + z2)YM(b, z2)φ(w)
= (z2 + z0)
k0+B(α,h)YM(Y (a, z0)b, z2)φ(w). (3.43)
Then using (3.40) we get
(z0 + z2)
k0+B(α,h)φα+βYW [L](a, z0 + z2)YW [L](b, z2)w
= (z2 + z0)
k0+B(α,h)φα+βYW [L](Y (a, z0)b, z2)w
= (z2 + z0)
k0+B(α,h)YM(Y (a, z0)b, z2)φ(w)
= (z0 + z2)
k0+B(α,h)YM(a, z0 + z2)YM(b, z2)φ(w)
= (z0 + z2)
k0+B(α,h)YM(a, z0 + z2)φβYM(b, z2)w. (3.44)
Multiplying both sides by (z0 + z2)
−k0−B(α,h) we get
φα+βYW [L](a, z0 + z2)YW [L](b, z2)w = YM(a, z0 + z2)φβYM(b, z2)w, (3.45)
that is,
φ[L]Y (a, z0 + z2)YW [L](b, z2)w = YM(a, z0 + z2)φ[L]YM(b, z2)w. (3.46)
Since W (β) is linearly spanned by bnW for b ∈ V
(β), n ∈ Z, we have
φ[L](YW [L](a, z)u) = YM(a, z)u (3.47)
for a ∈ V (α), u ∈ W (β). Thus φ[L] is a V [L]-homomorphism. ✷
Our next result gives a characterization of the equivalence relation on (twisted) V [L]-
modules W [L] in terms of the equivalence of V -modules:
Proposition 3.15 Let W1 and W2 be irreducible V -modules on which α(0) has rational
eigenvalues for each α ∈ L. Then σW1 = σW2 andW1[L] ≃ W2[L] if and only ifW2 ≃ W
(α)
1
for some α ∈ L.
Proof. The “only if” part is clear. Note that σW (α) = σW for any irreducible V -
module W and α ∈ L because P (W (α)) = α + P (W ). Assume W2 ≃ W
(α)
1 for some
α ∈ L. Then σW1 = σW2. Let φ be a V -isomorphism from W2 to W
(α)
1 ⊂ W1[L]. It
follows from Proposition 3.14 that φ extends to a V [L]-homomorphism φ[L] from W2[L]
into W1[L] with φ[L](W
(β)
2 ) = W
(α+β)
1 for β ∈ L. With each W
(β) being an irreducible
V -module, φ[L] is an isomorphism. ✷
Next, we shall extend an intertwining operator I in the category of V -modules to an
intertwining operator I[L] in the category of V [L]-modules.
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Definition 3.16 Let W1,W2 and W3 be irreducible V -modules and I be an intertwining
operator of type
(
W3
W1W2
)
. We define a linear map
I[L] : W1[L]→ (Hom(W2[L],W3[L])){z} (3.48)
by
I[L](a, z)w = ǫ(α, β)ψα+βE
−(α, z)I(ψ−α∆(β, z)a, z)∆(α,−z)ψ−β(w) (3.49)
(cf. (3.13) and (3.36)) for a ∈ W
(α)
1 , w ∈ W
(β)
2 with α, β ∈ L.
The same proof of Theorem 3.5 in [DLM2] gives:
I[L](L(−1)a, z) =
d
dz
I[L](a, z) for a ∈ W1[L], (3.50)
and
z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)η((α,h),(β,h1))
YW (a, z1)I[L](b, z2)u
− C((α, h), (β, h1))z
−1
0 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((α,h),(β,h1))
I[L](b, z2)YW (a, z1)u
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)η((α,h),(γ,h2))
I[L](Y (a, z0)b, z2)u (3.51)
for a ∈ V (α,h), b ∈ W
(β,h1)
1 , u ∈ W
(γ,h2)
2 , with α, β, γ ∈ L, h ∈ P, h1 ∈ P (W1), h2 ∈
P (W2). If the extensions Wi[L] are (untwisted) V [L]-modules, then P (Wi) ⊂ P
o, so that
η and C have integer values. Then we conclude:
Proposition 3.17 Let W1,W2,W3 be irreducible V -modules such that for α ∈ L, α(0)
has only integral eigenvalues on Wi for i = 1, 2, 3, or what is equivalent to, the extensions
Wi[L] are (untwisted) V [L]-modules. Let I be an intertwining operator of type
(
W3
W1W2
)
in
the category of V -modules. Then I[L] is an intertwining operator of type
(
W3[L]
W1[L]W2[L]
)
in
the category of V [L]-modules. ✷
Note that various V -submodules V (α) of V [L] may be V -isomorphic to each other. It
was proved in [DLM2] that V [L] contains an ideal I such that each irreducible V -module
V (α) is of multiplicity-one in the quotient algebra V [L] modulo I. In the following we
present an abstract reformulation of this result.
Consider an (abstract) vertex operator (super)algebra U = ⊕g∈GV
g graded by a (finite
or infinite) abelian group G satisfying the following conditions:
(C1) V 0 is a vertex operator subalgebra and V g for g ∈ G are simple currents for V 0.
(C2) For u ∈ V g, v ∈ V h with g, h ∈ G, unv ∈ V
g+h for n ∈ Z.
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(C3) For g, h ∈ G, unv 6= 0 for some u ∈ V
g, v ∈ V h, n ∈ Z.
It is easy to see that under these conditions, U is a simple G-graded algebra, i.e., there
is no nontrivial G-graded ideal. From Conditions (2) and (3), Y restricted to V g × V h is
a nonzero intertwining operator of type
(
V g+h
V gV h
)
. Then from Condition (1) we have
[V g] · [V h] = [V g+h] for g, h ∈ G. (3.52)
Set
G0 = {g ∈ G | V
g ≃ V 0 as V 0-modules }. (3.53)
Using (3.52) by a routine argument we easily get (cf. [DLM2], Lemma 3.7):
Lemma 3.18 The defined subset G0 of G is a subgroup and for g, h ∈ G, [V
g] = [V h] if
and only if g − h ∈ G0. ✷
For each g0 ∈ G0, fix a V
0-isomorphism fg0 from V
0 to V g0. We particularly define
f0 = 1. Let g0 ∈ G0, h ∈ G. Then Y (·, z) ◦ fg0 is a nonzero intertwining operator of type(
V g+h
V hV 0
)
. On the other hand, for any V 0-isomorphism ψ from V h to V g+h, ψ ◦ Y (·, z) is a
nonzero intertwining operator of type
(
V g+h
V hV 0
)
. Because V h, V 0, V g+h are simple currents
and
[V g+h] = [V g] · [V h] = [V 0] · [V h] = [V h],
there exists a unique V 0-isomorphism fg0,h from V
h to V g0+h such that
fg0,h(Y (u, z)v) = Y (u, z)fg0(v) for v ∈ V
0, u ∈ V h. (3.54)
Define a V 0-endomorphism f¯g0 of U via f¯g0 = fg0,h on V
h for h ∈ G.
Next we define I to be the linear span of
f¯g0(u)− u for g0 ∈ G0, u ∈ U. (3.55)
Lemma 3.19 The defined subspace I is an ideal of U with I ∩ V 0 = 0. Furthermore,
I = 0 if and only if G0 = 0.
Proof. Let g0 ∈ G0, h, h
′ ∈ G and let u ∈ V h, v ∈ V h
′
. Then
f¯g0(u) = Resz2 f¯g0(Y (u, z2)1) = Resz2Y (u, z2)f¯g0(1). (3.56)
Since
Y (v, z)f¯g0(1) = f¯g0(Y (v, z)1) ∈ U [[z]], (3.57)
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we have (cf. [Li2])
Y (v, z0 + z2)Y (u, z2)fg0,h(1) = Y (Y (v, z0)u, z2)fg0,h(1). (3.58)
Using (3.56)-(3.58) we obtain
Y (v, z0)(f¯g0(u)− u)
= Resz2Y (v, z0 + z2)Y (u, z2)fg0,h(1)− Y (v, z0)u
= Resz2Y (Y (v, z0)u, z2)fg0,h(1)− Y (v0, z)u
= fg0,h(Y (v, z0)u)− Y (v, z0)u
= f¯g0(Y (v, z0)u)− Y (v, z0)u. (3.59)
It follows immediately that I is an ideal.
Clearly, I 6= 0 if G0 6= {0}, so I = 0 implies G0 = 0. If G0 = 0, with f0 = 1 from the
definition of I we have I = 0. ✷
Proposition 3.20 The algebra U is simple if and only if G0 = 0. Furthermore, the
quotient algebra U¯ = U/I is simple.
Proof. From Lemma 3.19, U is not simple if G0 6= 0. Now we prove that U is simple
if G0 = {0}. In view of Lemma 3.18, all V
g for g ∈ G are non-isomorphic irreducible
V 0-modules. Then any nonzero ideal of U as a V 0-module must be a sum of some V g.
Then it follows from the conditions (1)-(3) that any nonzero ideal of U must be U . That
is, U is simple.
Note that U¯ = U/I is a vertex operator (super)algebra graded by group G/G0 with all
the conditions (1)-(3) being satisfied. Furthermore, U¯ is a direct sum of non-isomorphic
simple current V 0-modules. From Part one, U¯ must be simple. ✷
Applying Proposition 3.20 to V [L] we immediately have (cf. [DLM2], Corollary 3.13):
Corollary 3.21 Let V, L be as before. Set
L0 = {α ∈ L | V
(α) ≃ V as V -modules}. (3.60)
Then V [L] has an ideal I such that V [L]/I is simple with V as a subalgebra and such that
as a V -module
V/I ≃ ⊕α∈SV
(α), (3.61)
where S is a complete set of representatives of cosets of L0 in L. ✷
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3.3 Multiplicity-free extension V [L]
In this subsection we consider extended vertex (super)algebra V [L] in which each V -
module V (α) is multiplicity-free. We shall classify all irreducible V [L]-modules in terms
of irreducible V -modules and determine the fusion rules of V [L]-modules by the fusion
rules of V -modules. Our concrete examples we shall construct in Section 4 is of this type,
so that all the results of this subsection apply to those examples.
Throughout this subsection we assume that for any irreducible V -module W and for
α, β ∈ L, W (α) ≃ W (β) as V -modules if and only if α = β.
We shall need the following result:
Proposition 3.22 The vertex (super)algebra V [L] is simple. Furthermore, if Y1 and
Y2 are two simple vertex operator (super)algebra structures on V [L] extending the V -
module structure YV , then vertex operator (super)algebras (V [L], Y1) and (V [L], Y2) are
isomorphic.
Proof. First, we prove that V [L] is simple. Notice that in the definition (3.13) of
the vertex operator map Y , ψα+β , ψ−α, ψ−β, E
−(α, z), ∆(β, z) and ∆(α,−z) are invertible
elements and that
Y (a, z)b ∈ V (α+β) for a ∈ V (α), b ∈ V (β)
(cf. (3.13)). Since V is simple, Y (u, z)v 6= 0 for 0 6= u, v ∈ V ([DL], Proposition 11.9,
or [FHL], Remark 5.4.6). Then it follows from Proposition 3.20 immediately that V [L] is
simple.
For α, β ∈ L, because V (α) and V (β) are simple currents, there exists ǫ′(α, β) ∈ C×
such that
Y2(a, z)b = ǫ
′(α, β)Y1(a, z)b for a ∈ V
(α), b ∈ V (β). (3.62)
It follows from weak associativity of vertex operators (cf. (3.43)) that
ǫ′(α, β + γ)ǫ′(β, γ) = ǫ′(α, β)ǫ′(α + β, γ) (3.63)
for α, β ∈ L. That is, ǫ′ is a (C×-valued) 2-cocycle on L. We also have
ǫ′(0, α) = ǫ′(α, 0) = 1. (3.64)
Since V = V (0) is even for both superalgebra structures, each structure corresponds a
sublattice Li of L of index 2 with V [Li] being the even parts.
Now we claim that L1 = L2. Otherwise, suppose L1 − L2 6= ∅ and let β ∈ L1 − L2.
Then we have the following skew-symmetry
Y1(a, z)b = e
zL(−1)Y1(b,−z)a, (3.65)
Y2(a, z)b = −e
zL(−1)Y2(b,−z)a (3.66)
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for a, b ∈ V (β). Since both Y1 and Y2 extend the V -module structure, the two vertex
superalgebra structures have the same Virasoro vector. Consequently,
ǫ′(β, β) = −ǫ′(β, β), (3.67)
which is impossible because ǫ′(β, β) 6= 0.
With L1 = L2, using the skew-symmetry we obtain
ǫ′(α, β) = ǫ′(β, α) for α, β ∈ L. (3.68)
It follows from the proof of Propositions 5.1.2 and 5.2.3 in [FLM] (with Z/sZ being replaced
by C×) that ǫ′ is a 2-coboundary. Then the two vertex superalgebra structures on V [L]
are equivalent. ✷
Remark 3.23 More generally, let G be a (finite or infinite) abelian group and let V be
a simple vertex operator algebra and V [G] = ⊕g∈GV
g be a V -module with each V g being
an irreducible V -submodule. Furthermore, assume that each V g is a simple current of V .
Then the set of equivalence class of simple vertex operator (super)algebra structures on
V [G] which extend the V -module one-to-one corresponds to the set of equivalence classes
of symmetric C×-valued 2-cocycles of G.
Similar to Proposition 3.22 we have (cf. [DLM2], Lemma 4.2):
Proposition 3.24 Let W be an irreducible V -module. Then W [L] is irreducible. ✷
The following theorem gives the complete reducibility for every V [L]-module under
certain conditions:
Theorem 3.25 Assume that there is a sublattice L1 of L such that V [L1] is regular and
that every irreducible V [L1]-module is a direct sum of irreducible V -modules. Let σ be an
automorphism of V [L] such that σ fixes V [L1] point-wise. Then any σ-twisted weak V [L]-
module is a direct sum of irreducible σ-twisted V [L]-modules of type W [L] with σ = σW .
In particular, V [L] is regular.
Proof. Let M be a σ-twisted weak V [L]-module. Since σ fixes V [L1] point-wise,
M is a weak V [L1]-module. With V [L1] being regular, M is a direct sum of irreducible
(ordinary) V [L1]-modules. With the assumption that each irreducible V [L1]-module is a
direct sum of irreducible V -modules, M is a direct sum of irreducible V -modules. Let
W be an irreducible V -submodule of M . By Proposition 3.14, σ = σW and there exists
a V [L]-homomorphism φ[L] from W [L] to M extending the embedding φ of W into M .
Since W [L] is V [L]-irreducible (Proposition 3.24), the V [L]-submodule of M generated
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by W , which is the image of φ[L], is an irreducible σ-twisted V [L]-module. Therefore, M
is a direct sum of irreducible σ-twisted V [L]-modules of type W [L]. ✷
Let W1,W2,W3 be irreducible V -modules such that σWi = 1, or equivalently, the
extensions W1[L],W2[L] and W3[L] are V [L]-modules. For each α ∈ L, with W
(α)
3 being
a V -submodule of W3[L], by Proposition 3.14, there is a V [L]-homomorphism gα from
W
(α)
3 [L] to W3[L]. Then with Proposition 3.17 we obtain a natural linear map fα from
I
W
(α)
3
W1W2
to I
W3[L]
W1[L]W2[L]
defined by
fα(I) = gα ◦ I[L]. (3.69)
The next result gives a precise connection between the fusion rules for V -modules and
the fusion rules for V [L]-modules:
Theorem 3.26 Let W1,W2,W3 be irreducible V -modules such that σWi = 1, which im-
plies that W1[L],W2[L],W3[L] are irreducible V [L]-modules. In addition, we assume that
V is quasi-rational. Then f =
∐
α∈L fα is a linear isomorphism from
∐
α∈L I
W
(α)
3
W1W2
to
I
W3[L]
W1[L]W2[L]
. In particular,
N
W3[L]
W1[L]W2[L]
=
∑
α∈L
N
W
(α)
3
W1W2
. (3.70)
Proof. SinceW
(α)
3 ≃W
(β)
3 only if α = β, clearly, fα is one-to-one. On the other hand,
if Y is an intertwining operator of type
(
W3[L]
W1[L]W2[L]
)
. Then by restricting Y to W1 ×W2
we have an intertwining operator I of type
(
W
(α)
3
W1W2
)
for a unique α ∈ L. It is clear that
Y = I[L]. This completes the proof. ✷
We now describe the Verlinde algebra of V [L] in terms of the Verlinde algebra of V
explicitly. Let A(V ) be the Verlinde algebra of V . The Verlinde algebra A(V [L]) with a
basis [W [L]] for [W ] ∈ A(V ) with σW = 1. First, we have:
Lemma 3.27 All [W ] with σW = 1 linearly span a subalgebra A(V, L) of A(V ).
Proof. Suppose that [W1], [W2] ∈ Irr(V ) with σW1 = σW2 = 1. Let h1 ∈ P (W1), h2 ∈
P (W2). Then σW1 = σW2 = 1 amount to h1, h2 ∈ L
o. Let Y be a nonzero intertwining
operator of type
(
W3
W1W2
)
for some irreducible V -module W3. Then h1 + h2 ∈ P (W3)
because for h ∈ H, w(i) ∈ W
(0,hi)
i ,
h(0)Y(w(1), z)w(2) = Y(h(0)w(1), z)w(2) + Y(w(1), z)h(0)w(2)
= B(h, h1 + h2)Y(w(1), z)w(2). (3.71)
Since h1 + h2 ∈ L
o, σW3 = 1. Then [W3] ∈ A(V, L). The proof is complete. ✷
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Define a subspace R of A(V, L) linearly spanned by
[W ]− [W (α)] for α ∈ L. (3.72)
Then R is an two-sided ideal of A(V, L). Indeed, let W1 and W2 be irreducible V -modules
with σWi = 1 for i = 1, 2. For α ∈ L, by Proposition 2.10,
IW2W1W ≃ I
W
(α)
2
W1W (α)
. (3.73)
Thus
[W1] · ([W ]− [W
(α)]) =
∑
[W2]∈Irr(V )
NW2W1W ([W2]− [W
(α)
2 ]) ∈ R. (3.74)
Since A(V ) is a commutative algebra, R is a two-sided ideal. Furthermore, by Proposition
3.15, [W1] = [W2] in the quotient algebra A(V, L)/R if and only if [W1[L]] = [W2[L]] in
A(V [L]). Then in view of Theorem 3.26 we immediately have:
Proposition 3.28 The subspace R is a two-sided ideal of A[V, L] and the Verlinde algebra
A(V [L]) is canonically isomorphic to the quotient algebra of A(V, L) modulo R. ✷
4 Extended vertex operator (super)algebras of affine
types
In this section we shall specialize the vertex (super)algebra V [L] constructed in Section 3
from a pair (V, L) to obtain extensions of vertex operator algebras associated with affine
Lie algebras gˆ. In the case g = sl(2), we shall obtain Feigin-Miwa’s extended vertex
operator (super)algebras Ak [FM]. To apply the results of Section 3 we need to define V
and L explicitly and check the necessary conditions. For each type, V will be the tensor
product vertex operator algebra Lg(k, 0) ⊗ Mh′(1, 0) where h
′ is a 1 or 2-dimensional
vector space equipped with a nondegenerate symmetric bilinear form. When defining
h′, we follow two basic principles: (1) To include all the L(k, 0)-simple currents in the
construction of V [L]. (2) To make dimh′, or equivalently, to make the rank of V [L] as
small as possible. After h′ is chosen, we still have plenty of choices for the bilinear form
on h′. Another principle to follow is to make V [L] as large as possible. We shall define
h′ and L type by type.
4.1 A complete reducibility theorem for a certain family of V [L]
In Section 3, for a general pair (V, L), under a certain assumption we proved a complete
reducibility theorem (Theorem 3.25) for extended algebra V [L]. In this section, we shall
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consider a family of V [L] such that the assumption of Theorem 3.25 holds. All the ex-
tended algebras we shall construct later belong to this family, so the complete reducibility
theorem holds for all of them.
Let g = g1 ⊕ · · · ⊕ gr be a semisimple Lie algebra with a Cartan subalgebra
h = h1 + · · ·+ hr, (4.1)
where gi are simple factors with Cartan subalgebras hi, equipped with the normalized
Killing forms. Let Q∨ = Q∨1 + · · ·+Q
∨
r and P
∨ = P ∨1 + · · ·+P
∨
r be the coroot lattice and
coweight lattice of g, respectively, where Q∨i and P
∨
i are the coroot lattice and coweight
lattice of gi.
Let k = (k1, . . . , kr) be an r-tuple of nonnegative integers. Set
Lg(k, 0) = Lg1(k1, 0)⊗ · · · ⊗ Lgr(kr, 0), (4.2)
equipped with the standard tensor product vertex operator algebra structure. Set
Pk = {(λ
1, . . . , λr) | λi ∈ Pki(gi)}, (4.3)
where Pki(gi) stands for Pki for the Lie algebra gi. Then Lg(k, 0) is regular [DLM1], i.e.,
every weak module is a direct sum of irreducible (ordinary) modules Lg(k, λ), where
Lg(k, λ) = Lg1(k1, λ
1)⊗ · · · ⊗ Lgr(kr, λ
r) (4.4)
for λ = (λ1, . . . , λr) ∈ Pk.
Let h′ be a finite-dimensional vector space equipped with a nondegenerate symmetric
bilinear form 〈·, ·〉. Associated to h′ is the vertex operator algebra Mh′(1, 0). Set
V = Lg(k, 0)⊗Mh′(1, 0), (4.5)
equipped with the standard tensor product vertex operator algebra structure. The algebra
V can be considered as the vertex operator algebra associated to the affine algebra of the
reductive Lie algebra g+ h′.
Set
H = h+ h′ ⊂ g+ h′ = V(1). (4.6)
Then H is a Cartan subalgebra of the reductive Lie algebra g + h′. Clearly, (3.1) holds
and
B(h1, h2) = δi,jki〈h1, h2〉 for h1 ∈ hi, h2 ∈ hj (4.7)
because h1(1)h2 = h1(1)h2(−1)1 = δi,jki〈h1, h2〉1 (and h1(1)h2 = B(h1, h2)1). We also
have
B(h′1, h
′
2) = 〈h
′
1, h
′
2〉 for h
′
1, h
′
2 ∈ h
′. (4.8)
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For h ∈ H , we write
h = h1 + · · ·+ hr + h′, h = h′′ + h′, (4.9)
where hi ∈ hi, h
′ ∈ h′, h′′ ∈ h.
For λ = (λ1, . . . , λr), γ ∈ h′ with λi ∈ Pki(gi), we set
W (λ, γ) = Lg1(k1, λ
1)⊗ · · · ⊗ Lgr(kr, λ
r)⊗Mh′(1, γ). (4.10)
Then from [FHL] all such W (λ, γ) form a complete set of representatives of equivalence
classes of irreducible V -modules.
Let L be a subgroup of H such that (L,B) is an integral lattice of finite rank. To have
a vertex (super)algebra V [L], we shall also need the condition that α(0) has only integral
eigenvalues on V for every α ∈ L. For α ∈ L, since α′(0) acts as zero on V , α(0) has only
integral eigenvalues on V if and only if α′′(0) has only integral eigenvalues on Lg(k, 0).
Then we immediately have:
Lemma 4.1 For α ∈ L, α(0) has only integral eigenvalues on V if and only if α′′ ∈ P ∨,
the coweight lattice of g. ✷
Set
L′ = {α′ | α ∈ L}, L′′ = {α′′ | α ∈ L}. (4.11)
Lemma 4.2 Assume that the projection of L onto L′ is one-to-one. Then for λ ∈ Pk, γ ∈
h′ and for α, β ∈ L, W (λ, γ)(α) ≃ W (λ, γ)(β) if and only if α = β.
Proof. Because ∆(α, z) = ∆(α′′, z)∆(α′, z) and ∆(α′′, z) = 1 on Mh′(1, γ) and
∆(α′, z) = 1 on Lg(k, λ) for α ∈ L, we have
W (λ, γ)(α) = Lg(k, λ)
(α′′) ⊗Mh′(1, γ)
(α′) ≃ Lg(k, λ)
(α′′) ⊗Mh′(1, γ + α
′). (4.12)
We knewMh′(1, γ+α
′) ≃Mh′(1, γ+β
′) if and only if α′ = β ′. Then it follows immediately.
✷
Now we have:
Proposition 4.3 Let V,H be defined as in (4.5) and (4.6) and let L be a subgroup of H
such that (L,B) is an integral lattice of finite rank. Assume that L′′ ⊂ P ∨, the projection
of L onto L′ is one-to-one and L′ is a positive definite lattice. Then V [L] equipped with
the vertex operator map Y defined in (3.13) is a simple vertex operator (super)algebra.
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Proof. Since L′′ ⊂ P ∨, by Lemma 4.1, for α ∈ L, α(0) acting on V has only integral
eigenvalues. With Lemma 4.2, in view of Corollary 3.6 and Proposition 3.22, V [L] is a
simple vertex (super)algebra with all L(0)-weights being half integers. Now we only need
to verify the two grading restrictions [FLM].
For α ∈ L, we have
V (α) = Lg(k, 0)
(α′′) ⊗Mh′(1, 0)
(α′) = Lg(k, 0)
(α′′) ⊗Mh′(1, α
′). (4.13)
With Lg(k, 0) being regular, Lg(k, 0)
(α′′) is an irreducible Lg(k, 0)-module, which is uni-
tary. Then the L(0)-weights of Lg(k, 0)
(α′′) are nonnegative. On the other hand, the lowest
weight of Mh′(1, α
′) is 1
2
〈α′, α′〉. Thus each V (α) satisfies the two grading restrictions with
the lowest weight at least 1
2
〈α′, α′〉. Since the projection of L onto L′ is one-to-one and
L′ is positive definite, for every n ∈ 1
2
Z, V
(α)
(n) 6= 0 only for finitely many α. Then the two
grading restrictions follows immediately. ✷
Furthermore, we have:
Theorem 4.4 Let V, L be as in Proposition 4.3 with all the assumptions. In addition
we assume that dimh′ = rank L′. Let σ be an automorphism of V [L] of finite order
which fixes V point-wise. Then every σ-twisted weak V [L]-module is a direct sum of
irreducible (ordinary) σ-twisted V [L]-modules isomorphic to W (λ, γ)[L] with σ = σW (λ,γ).
In particular, every weak V [L]-module is a direct sum of irreducible (ordinary) V [L]-
modules isomorphic to W (λ, γ)[L] for λ ∈ Pk, γ ∈ (L
′)o (the dual of L′) with
λ1(α1) + · · ·+ λr(αr) + 〈γ, α′〉 ∈ Z for α ∈ L. (4.14)
Proof. Denote by o(σ) the order of σ. In view of Lemma 4.2, V (α) for α ∈ L are
non-isomorphic irreducible V -modules. Then σ(V (α)) = V (α) for α ∈ L and σ acts on
V (α) as a scalar, which is an o(σ)-th root of unity. Therefore, σ acts trivially on V (mo(σ)α)
for α ∈ L, m ∈ Z.
Because Lg(k, 0) has only finitely many irreducible modules up to equivalence, there
exists a positive integer d1 such that as Lg(k, 0)-modules,
Lg(k, 0)
(d1α′′) ≃ Lg(k, 0) for all α ∈ L. (4.15)
Let d2 be another positive integer such that d2L
′ is an even lattice. Set d = o(σ)d1d2 and
L1 = dL. Then
V [L1] = ⊕α∈LV
(dα). (4.16)
Then V [L1] is a simple vertex operator subalgebra of V [L] and σ fixes V [L1] point-wise.
Furthermore, as a V -module,
V (dα) ≃ Lg(k, 0)
(dα′′) ⊗Mh′(1, dα
′) ≃ Lg(k, 0)⊗Mh′(1, dα
′) (4.17)
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for α ∈ L, hence
V [L1] ≃ Lg(k, 0)⊗ VdL′ . (4.18)
(Here we used the fact that dimh′ = rank L′.) Note that Lg(k, 0)⊗VdL′ is a natural simple
vertex operator algebra, which is regular. It follows from Proposition 3.22 that V [L1] is
regular. Clearly, each irreducible V [L1]-module is a direct sum of irreducible V -modules.
Then it follows from Theorem 3.25 immediately that every σ-twisted weak V [L]-module
is a direct sum of irreducible (ordinary) σ-twisted V [L]-modules of type W (λ, γ) with
σ = σW (λ,γ).
From Lemma 3.11, σW (λ,γ) = 1 if and only if for α ∈ L, α(0) has only integral
eigenvalues on W (λ, γ). With (λ1, . . . , λr, γ) being an H-weight of W (λ, γ), we see that
σW (λ,γ) = 1 if and only if
λ1(α1) + · · ·+ λr(αr) + 〈γ, α′〉 ∈ Z for α ∈ L, (4.19)
which furthermore implies that γ ∈ (L′)o because λ ∈ Pk. This completes the proof. ✷
Remark 4.5 From the proof of Theorem 4.4, one can easily see that the regularity result
still holds for V [L] if we replace Lg(k, 0) by any regular vertex operator algebra U .
Because
W (λ, γ)(α) = L(k, λ)(α
′′) ⊗Mh′(1, γ + α
′)
and Mh′(1, γ) ≃ Mh′(1, γ
′) if and only if γ = γ′, in view of Proposition 3.15, we see that
W (λ, γ)[L] ≃ W (λ′, γ′)[L] if and only if there is α ∈ L such that
γ′ = γ + α′, L(k, λ′)(α
′′) ≃ L(k, λ). (4.20)
To describe explicitly the equivalence relation on the set ofW (λ, γ)[L], or to get a complete
set of equivalence classes of irreducible V [L]-modules, we need to know L(k, λ′)(α
′′) as a
gˆ-module. Of course, from Theorem 2.13,
[L(k, λ′)(α
′′)] = [L(k, λ′)] · [L(k, 0)(α
′′)]. (4.21)
Nevertheless, in view of Proposition 3.28 we immediately have:
Proposition 4.6 The subspace A of V(L(k, 0))⊗ C[(L′)o], linearly spanned by
[L(k, λ)]⊗ eγ (4.22)
for λ ∈ Pk, γ ∈ (L
′)o satisfying (4.14), is a subalgebra. Furthermore, the Verlinde algebra
V(V [L]) is canonically isomorphic to the quotient algebra of A modulo the relations:
[L(k, λ)]⊗ eγ − [L(k, λ)(α
′′)]⊗ eγ+α
′
(4.23)
for α ∈ L. ✷
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4.2 Extended vertex operator (super)algebras Ak of type sl(n+1)
Starting from this subsection we shall work on the setting of Section 4.1 and we shall
consider a simple Lie algebra g, i.e., r = 1. For g of each type, we take
V = L(k, 0)⊗Mh′(1, 0) (4.24)
and we define Ak(g) to be the extended algebra V [L] for a certain L. We shall case by
case define the pair (h′, 〈·, ·〉) and the lattice L, and then verify that (L,B) is an integral
lattice, L′′ ⊂ P ∨, L′ is positive-definite and the projection of L onto L′ is one-to-one, so
that Proposition 4.3 and Theorem 4.4 hold.
In this subsection we shall consider the case g = sl(n+1). For a fixed positive integer
k, L(k, 0) has n + 1 simple currents L(k, kλi) for i = 0, . . . , n. By Corollary 2.27 the
equivalence classes of the (n+1) simple currents form a cyclic group of order (n+1) with
[L(k, kλ1)] as a generator.
Recall that h(i) ∈ h with αj(h
(i)) = δi,1 for i, j = 1, . . . , n. From [H] (Table 1 on page
69) and Lemma 2.28, we have
h(i) =
1
n + 1
(
(n+ 1− i)α∨1 + 2(n+ 1− i)α
∨
2 + · · ·+ (i− 1)(n+ 1− i)α
∨
i−1
)
+
1
n+ 1
(
i(n + 1− i)α∨i + i(n− i)α
∨
i+1 + · · ·+ iα
∨
n
)
, (4.25)
〈h(i), h(i)〉 =
i(n+ 1− i)
n+ 1
. (4.26)
Define h′ = Cα′ to be a one-dimensional vector space equipped with a symmetric
bilinear form 〈·, ·〉 such that
〈α′, α′〉 =
k
n+ 1
. (4.27)
Set
L = Zα, where α = h(1) + α′. (4.28)
Because
B(α, α) = B(h(1), h(1)) +B(α′, α′) =
kn
n + 1
+
k
n+ 1
= k ∈ Z, (4.29)
(L,B) is an integral lattice. Clearly, L′′ = Zh(1) ⊂ P ∨, L′ is positive-definite and the
projection of L onto L′ is one-to-one. By Proposition 4.3, we have a simple vertex operator
(super)algebra V [L].
Definition 4.7 We define Ak(sl(n+ 1)) to be the simple vertex operator (super)algebra
V [L] with V and L being defined in (4.24) and (4.28).
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Remark 4.8 There are many ways to define 〈α′, α′〉 such that V [L] is a vertex operator
superalgebra. For examples, one may define h′ with 〈α′, α′〉 = 1− nk
n+1
, where nk is the least
nonnegative residue of nk modulo n+ 1. One may also define h′ with 〈α′, α′〉 = s+ k
n+1
,
where s is any nonnegative integer.
For λ ∈ Pk, γ ∈ C, set
W (λ, γ) = L(k, λ)⊗Mh′
(
1,
γ
k
α′
)
. (4.30)
Since L = Z(h(1) + α′), (4.14) amounts to
λ(h(1)) +
γ
n+ 1
∈ Z, (4.31)
which from (4.25) is equivalent to
nλ(α∨1 ) + (n− 1)λ(α
∨
2 ) + · · ·+ λ(α
∨
n) + γ ∈ (n+ 1)Z. (4.32)
Note that (4.32) implies γ ∈ Z because λ ∈ Pk. We also see that in general, σW (λ,γ) is of
finite order if and only if γ ∈ Q. Then Propositions 3.13 and 3.24 immediately give:
Proposition 4.9 For λ ∈ Pk, γ ∈ Q, σW (λ,γ) is of finite order and W (λ, r)[L] is an
irreducible σW (λ,γ)-twisted Ak(sl(n+1))-module. In particular, if (4.32) holds, W (λ, γ)[L]
is an irreducible V [L]-module. ✷
From Theorem 4.4 we also have:
Proposition 4.10 Let σ be an automorphism of Ak(sl(n+1)) of finite order which fixes
V = L(k, 0)⊗Mh′(1, 0) point-wise. Then every σ-twisted weak Ak(sl(n+ 1))-module is a
direct sum of irreducible (ordinary) σ-twisted Ak(sl(n+ 1))-modules W (λ, γ)[L] for some
λ ∈ Pk, γ ∈ Q with σ = σW (λ,γ). In particular, every weak Ak(sl(n + 1))-module is a
direct sum of W (λ, γ)[L] for some λ ∈ Pk, γ ∈ Z that satisfy (4.32). ✷
Let us consider the case n = 1. Then we can make our results more explicit. We have
Pk = {0, 1, . . . , k} and h
(1) = 1
2
α∨1 . From Corollary 2.27 we have
L(k, 0)(2mh
(1)) ≃ L(k, 0), L(k, 0)((2m+1)h
(1)) ≃ L(k, k) (4.33)
for m ∈ Z. Since
V (mα) = L(k, 0)(mh
(1)) ⊗Mh′(1, 0)
(mα′) = L(k, 0)(mh
(1)) ⊗Mh′(1, mα
′), (4.34)
it follows from Proposition 3.15 that W (i, γ)[L] ≃ W (i′, γ′)[L] if and only if there exists
m ∈ Z such that
L(k, i′) ≃ L(k, i)(mh
(1)),
γ′
k
=
γ
k
+m. (4.35)
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Recall that [L(k, k)] · [L(k, i)] = [L(k, k− i)]. If m is even, we have i′ = i and γ′−γ ∈ 2kZ.
If m is odd, we have i′ = k − i and γ′ = γ +mk. Then W (i, γ)[L] = W (i′, γ′)[L] if and
only if either i′ = i and γ′ ≡ γ mod 2k, or i′ = k − i and γ′ ≡ γ + k mod 2k. Then
Propositions 4.9 and 4.10 give (cf. [FM], Proposition 3):
Corollary 4.11 Every weak Ak(sl(2))-module is completely reducible and
W (i, j)[L] for 0 ≤ i ≤ k, 0 ≤ j ≤ k − 1 with i+ j ∈ 2Z (4.36)
form a complete set of representatives of equivalence classes of irreducible Ak(sl(2))-
modules. ✷
Note that W (i, j)[L] was denoted by R(i, j) in [FM]. Using the fusion rules for L(k, 0)
we have the following relations in the Verlinde algebra A(V ):
[W (i1, j1)] · [W (i2, j2)] =
min(i1+i2,2k−i1−i2)∑
i=max(i1−i2,i2−i1)
[W (i, j1 + j2)]. (4.37)
Then in the Verlinde algebra of Ak, we have
[W (i1, j1)[L]] · [W (i2, j2)[L]] =
min(i1+i2,2k−i1−i2)∑
i=max(i1−i2,i2−i1)
[W (i, j1 + j2)[L]]. (4.38)
Note that when j1 + j2 ≥ k, we have W (i, j1 + j2)[L] = W (k − i, j1 + j2 − k)[L].
Remark 4.12 Set L′ = Zα′. Then, as a V -module,
Ak ≃ L(k, 0)⊗ V2L′ + L(k, k)⊗ V2L′+α′ . (4.39)
Furthermore, using more general fusion rules we get
W (i, γ)[L] ≃ L(k, i)⊗ V2L′+ γ
k
α′ + L(k, k − i)⊗ V2L′+ γ+k
k
α′
(4.40)
for i = 0, . . . , k; γ ∈ Q. With this, one can easily write down the characters of W (i, j)[L]
in terms of the characters of L(k, j) and the theta functions of 2L′.
Remark 4.13 For g = sl(n+ 1), from Corollary 2.27, we have
L(k, 0)(mh
(1)) ≃ L(k, kλm¯) for m ∈ Z. (4.41)
Then
Ak(sl(n+ 1)) ≃
n∐
i=0
L(k, kλi)⊗ V2(n+1)L′+iα′ (4.42)
as a V -module. More general fusion rules are needed to express W (λ, j)[L] explicitly.
38
4.3 Generating property for the extended algebras Ak(sl(n+ 1))
First, we review some properties for a general vertex operator superalgebra U . Recall
Borcherds’ commutator formula [B]:
[um, vn]± =
∑
i≥0
(
m
i
)
(uiv)m+n−i (4.43)
for u, v ∈ U and m,n ∈ Z, where [·, ·]± refers to the super commutator. Thus, the super
commutator [Y (u, z1), Y (v, z2)]± is uniquely determined by uiv for i ≥ 0. From this we
have
(z1 − z2)
r[Y (u, z1), Y (v, z2)]± = 0 (4.44)
if r is a nonnegative integer such that uiv = 0 for i ≥ r. For homogeneous vectors u, v ∈ U
and for m ∈ Z, we have (cf. [FLM])
wt (umv) = wt u+ wt v −m− 1, (4.45)
where wt u stands for the L(0)-weight of u.
Let U =
∐
n∈ 1
2
Z
U(n) be such that U(0) = C (= C1) and U(n) = 0 for n < 0. Then
[um, vn]+ = (u0v)m+n−1 = δm+n,1u0v (4.46)
for u, v ∈ U( 1
2
), m, n ∈ Z, where u0v ∈ U(0) = C. That is, the component operators um for
u ∈ U( 1
2
), m ∈ Z give rise to a Clliford algebra.
It is well known ([B], [FLM]) that the weight-one subspace U(1) is a Lie algebra with
[u, v] = u0v and with a symmetric invariant bilinear form (u, v) = u1v ∈ C. We have
[um, vn] = (u0v)m+n +mδm+n,0(u, v) (4.47)
for u, v ∈ U(1), m, n ∈ Z. Then operators um for u ∈ U(1), m ∈ Z give rise to a natural
representation of affine Lie algebra Uˆ(1).
Now we consider Ak(sl(n + 1)), which is a vertex operator algebra when k is even
and which is a vertex operator superalgebra when k is odd. It is easy to see that vertex
operator (super)algebra Ak(sl(n+1)) is generated by V
(α) and V (−α). Denote by V
(β)
low the
lowest L(0)-weight subspace of V (β) for β ∈ L. Because V as a vertex operator algebra is
generated by g + Cα′ and both V (α) and V (−α) are irreducible V -modules, Ak(sl(n + 1))
is furthermore generated by
S := (g+ Cα′) + V
(α)
low + V
(−α)
low . (4.48)
Since (Corollary 2.27)
V (α) = L(k, kλ1)⊗Mh′(1, α
′), V (−α) = L(k, kλn)⊗Mh′(1,−α
′),
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we have
V
(α)
low = L(kλ1)⊗ e
α′ , V
(−α)
low = L(kλn)⊗ e
−α′ . (4.49)
From Remark 2.23 and (2.7), we find that the lowest L(0)-weights of V -modules V (α) and
V (−α) are 1
2
B(α, α) = k
2
. Now we are ready to prove our main result of this subsection.
Proposition 4.14 The algebra Ak(sl(n+ 1)) is generated by the subspace
(g+ Cα′) + V
(α)
low + V
(−α)
low ,
where V
(α)
low = L(kλ1)⊗ e
α′ and V
(−α)
low = L(kλn)⊗ e
−α′ are of weight k
2
. Furthermore, the
following relations hold:
Y (u, z1)Y (v, z2) = (−1)
kY (v, z2)Y (u, z1), (4.50)
Y (u′, z1)Y (v
′, z2) = (−1)
kY (v′, z2)Y (u
′, z1) (4.51)
for u, v ∈ V
(α)
low , u
′, v′ ∈ V
(−α)
low and
usv
′ ∈ V(k−s−1), (4.52)
(z1 − z2)
k[Y (u, z1), Y (v
′, z2)]± = 0 (4.53)
for u ∈ V
(α)
low , v
′ ∈ V
(−α)
low , s ∈ Z.
Proof. First we calculate the lowest L(0)-weight of V (mα). From Theorem 2.26 and
Corollary 2.27 we have
V (mα) = L(k, 0)(mh
(1)) ⊗Mh′(1, mα
′) = L(k, kλm¯)⊗Mh′(1, mα
′),
where m¯ is the least nonnegative residue of m modulo n+ 1. From Remark 2.23, we see
that the lowest weight of L(k, kλm) is
m¯(n+1−m¯)k
2(n+1)
. Then the lowest weight of V (mα) is
m¯(n+ 1− m¯)k
2(n + 1)
+
m2k
2(n+ 1)
=
m¯k
2
+
(m2 − m¯2)k
2(n+ 1)
,
which is at least k if |m| ≥ 2.
Let u, v ∈ V
(α)
low . Thus wt u = wt v =
k
2
. Then for i ≥ 0, uiv ∈ V
(2α) and wt (uiv) =
k − i− 1 < k. Since the lowest weight of V (2β) is at least k, we obtain
uiv = 0 for i ≥ 0. (4.54)
Then (4.50) follows immediately from (4.43). Similarly, (4.51) holds.
(4.52) directly follows from the definition of the vertex operator map and the weight
formula (4.45). Since usv
′ ∈ V (0) = V for s ∈ Z and the lowest weight of V is zero, we
have
uiv
′ = 0 for i ≥ k. (4.55)
Then (4.53) follows immediately from (4.44). ✷
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Remark 4.15 In the case k = 1, L(λ1) is the vector representation of sl(n+1) on C
n+1.
In this case, the algebra A1(sl(n+ 1)) is generated by L(λ1)⊗ e
α′ +L(λ1)
∗ ⊗ e−α
′
, which
generates a Clliford algebra. The algebra A1(sl(n+1)) is exactly the spinor representation
of Dn+1 [FFR], which is isomorphic to L(1, 0) + L(1, λ1) as a Dˆn+1-module.
Remark 4.16 When k = 2,
L(2λ1)
∗ ⊗ e−α
′
+ (g+ Cα′) + L(2λ1)⊗ e
α′
is exactly the weight-one subspace of A2(sl(n + 1)) and it has a natural Lie algebra
structure with the obvious Z-grading. Using the fact that L(2λ1)
∗⊗ e−α
′
and L(2λ1)⊗ e
α′
are non-isomorphic irreducible (g+Cα′)-modules one easily shows that this Lie algebra is
simple and of rank n+1. Consider the standard Dynkin diagram embedding of sl(n+1)
into Cn+1. Then we see
Cn+1 = sl(n+ 1) + L(2λ1) + L(2λn).
Thus the weight one subspace of A2(sl(n + 1)) as a Lie algebra is isomorphic to Cn+1.
(For n = 1, this was pointed out in [FM].) Then A2(sl(n+1)) is a vertex operator algebra
associated to the affine Lie algebra Cˆn+1.
Remark 4.17 For k ≥ 3, since wt (u0v
′) = k − 1 ≥ 2, [Y (u, z1), Y (v
′, z2)]± involves
nonlinear normal ordered products of vertex operators (or fields) Y (a, z) for a ∈ g+ Cα′.
This type of algebras are commonly referred by physicists as nonlinear W -algebras.
Remark 4.18 The following consideration was motivated by [GH1-2] and [Gun]. In the
construction of Ak, let us define h
′ = Cα′ with 〈α′, α′〉 = 1 + k
n+1
and keep the rest
unchanged. Then B(α, α) = 1 + k. With (L,B) being an integral lattice, V [L] is a
vertex operator (super)algebra (cf. Remark 4.8). Furthermore, V [L] is generated by the
subspace
V
(−α)
low + (g+ Cα
′) + V
(α)
low = L(kλ1)
∗ ⊗ e−α
′
+ (g+ Cα′) + L(kλ1)⊗ e
α′ ,
where L(kλ1)⊗ e
α′ and L(kλ1)
∗⊗ e−α
′
are of weight k+1
2
. In particular, when k = 2, V [L]
is a vertex operator superalgebra and L(2λ1) ⊗ e
α′ and L(2λ1)
∗ ⊗ e−α
′
are of weight 3
2
.
In view of this and Remark 4.16, we may view V [L] with k = 2 as a superization of the
vertex operator algebra V [L] with k = 2 defined in Remark 4.16. In [Gun], an N = 2
vertex operator superalgebra was constructed from a simple Lie algebra γ equipped with
a Z-grading such that gm = 0 for |m| > 1. From Remark 4.16, symplectic Lie algebra
C = Cn+1 is naturally Z-graded with only three homogeneous subspaces being nonzero. A
further study on the connection between V [L] and the N = 2 vertex operator superalgebra
constructed in [Gun] will be conducted in a future paper.
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4.4 Extended algebras Ak of type Dn
We consider g of Dn type for n ≥ 3. From Corollary 2.27, the equivalence classes of simple
currents L(k, kλ1), L(k, kλn−1), L(k, kλn) and L(k, 0) form a group which is cyclic for an
odd n and which is isomorphic to Z/2Z×Z/2Z for an even n. We shall define the extended
algebra separately for the two cases.
From [H] and Lemma 2.28 we have
h(n−1) =
1
2
(α∨1 + 2α
∨
2 + · · ·+ (n− 2)α
∨
n−2 +
1
2
nα∨n−1 +
1
2
(n− 2)α∨n), (4.56)
h(n) =
1
2
(α∨1 + 2α
∨
2 + · · ·+ (n− 2)α
∨
n−2 +
1
2
(n− 2)α∨n−1 +
1
2
nα∨n) (4.57)
and
〈h(n−1), h(n−1)〉 = 〈h(n), h(n)〉 =
n
4
. (4.58)
Using the relation h(n−1) = h(n) + 1
2
α∨n−1 −
1
2
α∨n we get
〈h(n−1), h(n)〉 =
n− 2
4
. (4.59)
Case I, n is odd.
Define h′ = Cα′ with 〈α′, α′〉 = 3nk
4
. Set
L = Zα, where α = h(n) + α′. (4.60)
Then
L′ = Zα′, L′′ = Zh(n). (4.61)
Since
B(α, α) = k〈h(n), h(n)〉+ 〈α′, α′〉 = nk, (4.62)
(L,B) is a positive definite integral lattice. By Proposition 4.3 (with the other assump-
tions being obvious) V [L] is a simple vertex operator (super)algebra. We define Ak(g) to
be V [L]. Then we have the following results with the same proof as that of Propositions
4.9 and 4.10:
Proposition 4.19 For g of type Dn with an odd n, the extended algebra Ak(g) is regular.
Furthermore, for λ ∈ Pk, j ∈ Q, set
W (λ, j) = L(k, λ)⊗Mh′(1,
j
3nk
α′).
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Then any irreducible Ak(g)-module is isomorphic to W (λ, j)[L] for some λ ∈ Pk, j ∈ Z
with
2λ(α∨1 ) + 4λ(α
∨
2 ) + · · ·+ 2(n− 2)λ(α
∨
n−2) + (n− 2)λ(α
∨
n−1) + nλ(α
∨
n) + j ∈ 4Z. (4.63)
Furthermore, Ak(g) is generated by
(g+ Cα′) + V
(α)
low + V
(−α)
low ,
where V
(α)
low = L(kλn)⊗e
α′ and V
(−α)
low = L(kλn−1)⊗e
−α′ are of weight nk
2
, and the relations
(4.50)-(4.53) with k being replaced by nk hold. ✷
Case II: n is even.
Define h′ = Cα′1+Cα
′
2 to be a two-dimensional vector space with a symmetric bilinear
form 〈·, ·〉 such that
〈α′1, α
′
1〉 = 〈α
′
1, α
′
1〉 =
3
4
nk, (4.64)
〈α′1, α
′
2〉 =
1
4
k(n− 2). (4.65)
Define
L = Zα1 + Zα2, (4.66)
where
α1 = h
(n−1) + α′1, α2 = h
(n) + α′2. (4.67)
Then
L′ = Zα′1 + Zα
′
2, L
′′ = Zh(n−1) + Zh(n). (4.68)
We have
B(α1, α1) = B(α2, α2) = kn, (4.69)
B(α1, α2) =
1
4
k(n− 2) +
1
4
k(n− 2) =
1
2
k(n− 2). (4.70)
Since n is even, (L,B) is a positive-definite even lattice. Clearly, L′′ = Zh(n−1) + Zh(n) ⊂
P ∨, L′ is positive-definite, and the projection of L onto L′ is one-to-one. By Proposition
4.3, V [L] is a simple vertex operator algebra. Now we define Ak(g) = V [L], as a simple
vertex operator algebra. We just mention that this is a regular vertex operator algebra
and a set of generators and relations can be worked out similarly but with some extra
work.
Remark 4.20 Note that L(k, kλ1) is a simple current of order 2 and we have 〈h
(1), h(1)〉 =
1. Let V = L(k, 0) and L = Zh(1). Then in view of Corollary 3.21, L(k, 0)+L(k, kλ1) has
a natural simple vertex operator superalgebra structure (cf. Remark 4.15).
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4.5 Extended vertex operator (super)algebras Ak(E6)
Let g be of type E6. From Section 2.2, for any positive integer k, L(k, kλ1) and L(k, kλ5)
are (the only) nontrivial simple currents for L(k, 0). From [H] and Lemma 2.28, we have
h(1) =
1
3
(4α∨1 + 3α
∨
6 + 5α
∨
2 + 6α
∨
3 + 4α
∨
4 + 2α
∨
5 ) , (4.71)
h(5) =
1
3
(2α∨1 + 3α
∨
6 + 4α
∨
2 + 6α
∨
3 + 5α
∨
4 + 4α
∨
5 ) (4.72)
and
〈h(1), h(1)〉 = 〈h(5), h(5)〉 =
4
3
. (4.73)
Define h′ = Cα′ to be a one-dimensional vector space equipped with the bilinear form
〈·, ·〉 such that
〈α′, α′〉 =
2k
3
. (4.74)
Set
L = Zα, where α = h(1) + α′. (4.75)
Then
L′′ = Zh(1) ⊂ P ∨, L′ = Zα′. (4.76)
Since
B(α, α) =
4k
3
+
2k
3
= 2k, (4.77)
(L,B) is a positive-definite even lattice. By Proposition 4.3 (with the other assumptions
being obvious), we have a simple vertex operator algebra V [L]. We define Ak(g) to be the
vertex operator algebra V [L]. For λ ∈ Pk, j ∈ Q, set
W (λ, j) = L(k, λ)⊗Mh′(1,
1
2k
α′), (4.78)
an irreducible V -module. Then we have:
Proposition 4.21 For g of type E6, the extended algebra Ak(g) is regular and any irre-
ducible module is isomorphic to W (λ, j)[L] for some λ ∈ Pk, j ∈ Z with
4λ(α∨1 ) + 3λ(α
∨
6 ) + 5λ(α
∨
2 ) + 6λ(α
∨
3 ) + 4λ(α
∨
4 ) + 2λ(α
∨
5 ) + j ∈ 3Z. ✷ (4.79)
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Similar to the case g = sl(n+ 1), Ak(E6) as a vertex operator algebra is generated by
(g+ Cα′) + V
(α)
low + V
(−α)
low .
We have
V
(α)
low = L(k, kλ1)low ⊗ e
α′ = L(kλ1)⊗ e
α′ , (4.80)
V
(−α)
low = L(k, kλ1)
∗
low ⊗ e
−α′ = L(kλ1)
∗ ⊗ e−α
′
. (4.81)
Since the L(0)-weights of L(k, kλ1)low and L(k, kλ1)
∗
low are
1
2
B(h(1), h(1)) =
k
2
〈h(1), h(1)〉 =
2k
3
,
the lowest weights of V (α) and V (−α) are 2k
3
+ k
3
= k.
For m ∈ Z, the lowest L(0)-weight of Mh′(1, mα
′) is 1
2
〈mα′, mα′〉 = km
2
3
. Then the
lowest L(0)-weight of V (mα) is at least km
2
3
. If |m| ≥ 3, the lowest L(0)-weight of V (mα)
is at least 3k. The lowest L(0)-weight of V (2α) is the sum of the lowest L(0)-weight of
L(k, 0)(2h
(1)) and 4k
3
. We know that L(k, 0)(2h
(1)) ≃ L(k, kλ5) whose lowest L(0)-weight
is 4k
3
. Then the lowest L(0)-weight of V (2α) is 8k
3
, which is greater than 2k. With this
information, using the same proof of Proposition 4.14 we immediately have:
Proposition 4.22 The extended vertex operator algebra Ak(E6) is generated by
(g+ Cα′) + V
(α)
low + V
(−α)
low , (4.82)
where V
(α)
low = L(kλ1)⊗ e
α′ and V
(−α)
low = L(kλ1)
∗⊗ e−α
′
are of weight k. Furthermore, the
relations (4.50)-(4.53) with k being replaced by 2k hold. ✷
Remark 4.23 When k = 1, V
(−α)
low + (g+ Cα
′) + V
(α)
low is exactly the weight-one subspace
of A1(g), which is a natural Lie algebra with
[L(λ1)⊗ e
α′ , L(λ1)⊗ e
α′ ] = 0, [L(λ1)
∗ ⊗ e−α
′
, L(λ1)
∗ ⊗ e−α
′
] = 0, (4.83)
[L(λ1)⊗ e
α′ , L(λ1)
∗ ⊗ e−α
′
] ⊂ g+ Cα′. (4.84)
These relations give rise to a Z-grading for the Lie algebra. One can easily show that this
Lie algebra is simple and of rank 7. Using the standard Dynkin diagram embedding of
E6 into E7 we can show that it is really E7.
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4.6 Extended vertex operator (super)algebras Ak(E7)
Let g be of type E7. From Section 2.2, for any positive integer k, L(k, kλ6) is a (and the
only nontrivial) simple current for L(k, 0). Using [H] (Table 1 on page 69) and Lemma
2.28 we have
h(6) =
1
2
(2α∨1 + 3α
∨
7 + 4α
∨
2 + 6α
∨
3 + 5α
∨
4 + 4α
∨
5 + 3α
∨
6 ) , 〈h
(6), h(6)〉 =
3
2
. (4.85)
Define h′ = Cα′ to be a one-dimensional vector space equipped with a bilinear form
〈·, ·〉 such that
〈α′, α′〉 =
k
2
. (4.86)
Set
L = Zα, where α = h(6) + α′. (4.87)
Then L′ = Zα′ and L′′ = Zh(6). Since B(α, α) = 3k
2
+ k
2
= 2k, (L,B) is a positive-definite
even lattice. By Proposition 4.3 (with the other assumptions being obvious), V [L] is a
simple vertex operator algebra. We define Ak(E7) to be the simple vertex operator algebra
V [L]. For λ ∈ Pk, j ∈ Q, we set
W (λ, j) = L(k, λ)⊗Mh′(1,
j
k
α′). (4.88)
In view of Theorem 4.4 we immediately have:
Proposition 4.24 For g of type E7, the extended algebra Ak(g) is regular and any irre-
ducible module is isomorphic to W (λ, j)[L] for λ ∈ Pk, j ∈ Z with
2λ(α∨1 ) + 3λ(α
∨
7 ) + 4λ(α
∨
2 ) + 6λ(α
∨
3 ) + 5λ(α
∨
4 ) + 4λ(α
∨
5 ) + 3λ(α
∨
6 ) + j ∈ 2Z. ✷ (4.89)
The lowest weights of V (α) and V (−α) are 1
2
B(α, α) = k. Since [L(k, 0)(2h
(6))] =
[L(k, 0)], the lowest weights of V (2α) and V (−2α) are 1
2
B(2α′, 2α′) = k also. For |m| ≥ 3,
the lowest weight of V (mα) is at least 1
2
B(mα′, mα′) = m
2k
4
, which is greater than 2k.
With this information we immediately have:
Proposition 4.25 The vertex operator algebra Ak(E7) is generated by
V
(−2α)
low + V
(−α)
low + (g+ Cα
′) + V
(α)
low + V
(2α)
low ,
where
V
(α)
low = L(kλ6)⊗ e
α′ , V
(−α)
low = L(kλ6)⊗ e
−α′ , (4.90)
V
(2α)
low = C⊗ e
2α′ , V
(−2α)
low = C⊗ e
−2α′ (4.91)
are of weight k. ✷
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Remark 4.26 When k = 1,
C⊗ e−2α
′
+ L(λ6)⊗ e
−α′ + (g+ Cα′) + L(λ6)⊗ e
α′ + C⊗ e2α
′
is exactly the weight-one subspace of A1(g). It is a Z-graded Lie algebra with the obvious
grading. Similarly, we can show that it is E8.
4.7 Extended algebras of types Bn and Cn
For g of type Bn, L(k, kλ1) is the only nontrivial simple current and for g of type Cn,
L(k, kλn) is the only nontrivial simple current. For Bn, from [H] and Lemma 2.28 we
have
h(1) = α∨1 + · · ·+ a
∨
n−1 +
1
2
α∨n , 〈h
(1), h(1)〉 = 1 (4.92)
and for Cn we have
h(n) =
1
2
(α∨1 + 2α
∨
2 + · · ·+ nα
∨
n), 〈h
(n), h(n)〉 =
n
2
. (4.93)
Remark 4.27 We here correct an error of [DLM2] (Examples 5.12 and 5.13) where it
was stated that L(k, kλn) was the nontrivial simple current for g of type Bn and that
L(k, kλ1) was the nontrivial simple current for g of type Cn. For g of type Bn, it follows
from [DLM2] or Proposition 3.20 with V = L(k, 0) and L = Zh(1) that for any positive
integral level k, L(k, 0) + L(k, kλ1) has a natural simple vertex operator (super)algebra
structure. However, for Cn, L(k, 0) + L(k, kλn) is a vertex operator (super)algebra only
for a positive integral level k with nk being even.
For g of type Cn, we define h
′ = Cα′ with 〈α′, α′〉 = nk
2
. Set
L = Zα, where α = h(n) + α′. (4.94)
Then L′′ = Zh(n) and L′ = Zα′. Furthermore,
B(α, α) = k〈h(n), h(n)〉+ 〈α′, α′〉 = nk. (4.95)
Then (L,B) is a positive definite integral lattice. Hence V [L] is a simple vertex operator
(super)algebra. Furthermore, we have:
Proposition 4.28 For g of type Cn, Ak(g) is regular and any irreducible Ak(g)-module
is isomorphic to W (λ, j)[L] for λ ∈ Pk, j ∈ Z with
λ(α∨1 ) + 2λ(α
∨
2 ) + · · ·+ nλ(α
∨
n) + j ∈ 2Z, (4.96)
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where
W (λ, j) = L(k, λ)⊗Mh′(1,
j
nk
α′). (4.97)
Furthermore, Ak(g) is generated by
(g+ Cα′) + V
(α)
low + V
(−α)
low
and the the relations (4.50)-(4.53) with k being replaced by nk hold, where V
(α)
low and V
(−α)
low
are of weight nk
2
. ✷
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