ABSTRACT. We construct a categorification of (parabolic) Verma modules for symmetrizable Kac-Moody algebras using KLR-like diagrammatic algebras.
INTRODUCTION
The study of categorical actions of quantum groups, nowadays called 2-representation theory, leads to many interesting results. An impressive example is the proof of Broué's abelian defect group conjecture by Chuang-Rouquier, using categorical actions of quantum sl 2 [10] . Another nice result is Webster's construction of homological versions of quantum invariants of knots and links obtained by the Reshetikhin-Turaev machinery [31] .
Until recently, only categorifications of integrable representations were known. These are given by additive (or abelian) categories, on which the quantum group acts by (exact) functors respecting some direct sum decompositions corresponding to the relations in the quantum group (see for example [11, 13, 20, 21, 29] ). In [25] the authors followed a slightly different approach to construct a categorification of the universal Verma module for quantum sl 2 . Their construction is given in the form of an abelian, bigraded (super)category, where the commutator relation takes the form of a (non-split) natural short exact sequence 0 Ñ FE Ñ EF Ñ QK ' ΠQK´1 Ñ 0, with Q " À iě0 Π Idx2i`1y, and Π the parity shift functor. This category is obtained as a certain category of modules over cohomology rings of infinite Grassmannianns and their Koszul duals. Studying the endomorphism rings of F k yields a (super)algebra A k that extends the ubiquitous nilHecke algebra NH k . This superalgebra is studied by the authors in the follow up [26] , where it is used to construct an equivalent categorification of sl 2 Verma modules. The techniques used in the present paper are close to the ones introduced in [26] . The supercenter of A k is also studied with a different flavor in [4] .
The superalgebra A k comes equipped with a family of differentials d n for each n ě 0, yielding quasi-isomorphisms pA k , d n q -pNH n k , 0q, where pNH n k , 0q is the cyclotomic quotient of the nilHecke algebra, equipped with a trivial differential. This cyclotomic quotient is known to categorify the irreducible integrable representation V pnq of highest weight n. We interpret this as a categorification of the fact that V pnq can be found inside Mpnq, the Verma module with highest weight n (see [25] ). More precisely V pnq is isomorphic with the cokernel of the canonical inclusion Mp´n´2q Ñ Mpnq.
In [16, 17] and [29] , Khovanov, Lauda and Rouquier introduced a generalization of the nilHecke algebra for any Cartan datum. These algebras are presented in the form of braid-like diagrams in [16, 17] , with strands labeled by simple roots and decorated with dots. It is proved in [16, 17, 29] that KLR algebras categorify the half quantum group associated with the Cartan datum. Khovanov and Lauda conjectured that certain quotients of these algebras categorify irreducible, integrable representations of the quantum group. These quotients have become known as cyclotomic KLR algebras, the corresponding cyclotomic conjecture being first proven in [7, 8, 22] for some special cases, and then for all symmetrizable Kac-Moody algebras by Kang and Kashiwara in [13] and independently by Webster in [31] .
In this paper, we introduce an extended version of the KLR algebra associated to a pair pp, gq, where p is a (standard) parabolic subalgebra of a quantum Kac-Moody algebra g. This construction generalizes the extended nilHecke algebra A k from [25] , which we view as associated to the Borel subalgebra of sl 2 . We prove that cyclotomic quotients of extended KLR algebras categorify parabolic Verma modules associated to the chosen parabolic subalgebra, together with a finite-dimensional irreducible representation of the Levi factor l of p in g. In particular, we give an alternative proof of Khovanov-Lauda's cyclotomic conjecture. Furthermore, it is well-know that some quotients of parabolic Verma modules yield other parabolic Verma modules associated to bigger parabolic subalgebras. By introducing a differential on the extended KLR algebras, viewing them as dg-algebras, we get a categorical version of this fact through derived equivalences.
Lifting the construction to a 2-categorical setting, we define the notion of parabolic 2-Verma modules, extending the definition given by the authors in [26, §4] . In particular, taking our construction of the categorified Verma modules with its space of (exact) endofunctors and (homogeneous) natural transformations gives an example of parabolic 2-Verma module. Up to some mild hypothesis, we show a uniqueness result for the construction.
Categorification of parabolic Verma modules have recently found applications to topology, with the work of the authors in [27] .
Outline of the paper. In §2 we recall the basics about quantum groups and their parabolic Verma modules.
In §3 we introduce the extended KLR algebras associated with a pair pp, gq where p is a parabolic subalgebra of g, which we refer to as p-KLR algebras. These are defined in diagrammatic form, in the same spirit as in [16] . We construct a faithful polynomial action and a basis, proving they are free k-modules.
In §4 we explain how to get a categorical action of g on the b-KLR algebras, with b the (standard) Borel subalgebra, using the usual framework of induction (and restriction) functors defined by adding a strand at the right of a diagram. Like in [26] the sl 2 -commutator relation is given by a non-split short exact sequence. We then define cyclotomic quotients of p-KLR algebras, and express them as the homology of the b-KLR algebras for some differentials. Using these differentials, we deduce from the action on the b-KLR algebras that there is a categorical action of the quantum group on the cyclotomic quotients of the p-KLR algebras.
In §5 we show that p-KLR algebras categorify the half quantum group viewed as a Zrq, q´1s-module. This result is used in §6 to prove that the Grothendieck group of a cyclotomic quotient of a p-KLR algebra is isomorphic to a parabolic Verma module. We also explain how to obtain the quotients of the Verma modules as Grothendieck groups of derived categories after introducing the corresponding differential.
In §7 we define and study parabolic 2-Verma modules. In particular we show some uniqueness results for the case of 2-representations in the 2-category of k-linear categories.
where q i " q pi¨iq{2 , and the quantum Serre relations for i ‰ j P I: ÿ
where d ij "´xi, j X y and
is the quantum binomial in the variable q i .
Given a sequence i " i 1 . . . i m we write F i " F i 1 . . . F im and the same for E i " E i 1 . . . E im .
2.1. Universal Verma modules. The (standard) Borel subalgebra b of g is the subalgebra generated by K γ and E i for all i P I and γ P Y . We choose β " tβ i u iPI P C |I| , and we let Λ " tλ i u iPI be formal parameters that we think as λ i " q β i i whenever β i R Z, or be given by λ i " q n i i if β i " n i P Z . Let C Λ " Qppq, Λqqv Λ be the U q pbq-module defined by
for all i P I and γ P Y . The universal Verma module is the induced representation
It is an infinite dimensional U q pgq-weight module with highest weight β.
Remark 2.1. The notation Qppq, Λqq means the field of formal Laurent series in the variables q and λ i for all λ i P Λ such that β i R Z. As explained in [3] and in [25, §5.3] , it is given by formal series with degrees contained in cones compatible with some fixed additive order ă on Z 1`|I| . For the means of categorification, and to agree with common conventions, we will require that this order is given by 0 ă q and 0 ă λ i for all i P I, so that
We will also demand q ă λ i so that
Other choices can be possible and everything should work the same way, under the condition that we modify the grading in §3.1.1 appropriately.
Parabolic Verma modules.
A (standard) parabolic subalgebra p of g is a subalgebra that contains b. It is generated by K γ , E i and F j for all γ P Y , i P I and j P I f for some fixed subset I f Ă I. The part given by K γ and E j , F j for γ P Y and j P I f is called the Levi factor and written l. The part generated by E i for i P I r " IzI f is called the nilpotent radical and denoted u. There is a decomposition p " l ' u.
To a parabolic subalgebra p, we assign a decorated graph Γ p which we call deleted diagram. It is given by the graph Γ of g where we put a cross over the vertices corresponding with j P I r . These diagrams are in bijection with the parabolic subalgebras of g. Example 2.2. Consider sl 6 with I " tα 1 , . . . , α 5 u and Γ "˝˝˝˝˝.
2-Verma modules
Let I f " tα 2 , α 5 u Ă I and p Ă sl 6 be the corresponding parabolic subalgebra. Then we associate to p the following deleted diagram
Now fix a parabolic subalgebra p and choose β " tβ i u iPI P C |I| such that β j " n j P N for all j P I f . We write N " tn j u jPI f . Let Λ " tλ i u iPIr be as before. Let V pΛ, Nq be the unique, finite dimensional, irreducible representation of U q plq with highest weight β, over Qppq, Λqq. We extend it to a representation of U q ppq by setting U q puqV pΛ, Nq " 0. Definition 2.3. The parabolic Verma module of highest weight β associated to p Ă g is the induced module
The parabolic Verma module M p pΛ, Nq is a weight module with highest weight β, infinite dimensional whenever p ‰ g. When V pΛ, Nq is 1-dimensional, we say that M p pΛ, Nq is scalar.
Example 2.4. We consider some extreme cases: ‚ When p " b , then I f " H and N " H, and so V pΛ, Nq " C Λ and M p pΛ, Nq " MpΛq. ‚ When p " g, then I f " I and Λ " H, and so V pΛ, Nq " V pNq and M p pΛ, Nq " V pNq is the finite dimensional irreducible module with highest weight N. Since q is taken to be a generic parameter, the results of [2] allow us to apply Jantzen's criterion [12, Theorem 9.12] . Hence if β i R N for all i P I r , then M p pΛ, Nq is irreducible. If λ i " q n i P N for some i P I r , then there is a short exact sequence of U q pgq-modules
Moreover, given a parabolic Verma module M p pΛ, Nq with β i R N for some i P I r , then for any n i P Z there is a surjective map
We say that there is an arrow from irreducible M p pΛ, Nq to M p 1 pΛ 1 , N 1 q if there is an evaluation map ev n i yielding an exact sequence
This allows us to define a partial order on the irreducible parabolic Verma modules, saying that M p pΛ, Nq is greater than M p 1 pΛ 1 , N 1 q if there is a sequence of arrows from M p pΛ, Nq to M p 1 pΛ 1 , N 1 q. There are maximal elements given by the universal Verma module MpΛq and its shifts MpΛq µ q, and a collection of minimal elements given by all the finite dimensional irreducible modules V pNq.
Shapovalov form.
As usual [18] we consider some interesting (anti-)automorphisms on U q pgq. First let q be the Cpqq-linear involution mapping q to q´1. Then let ρ : U q pgq Ñ U q pgq op be the Qpqq-linear algebra anti-involution defined by
for all i P I and γ P Y . Let also τ : U q pgq Ñ U q pgq op be the Qpqq-linear anti-automorphism given by
for all i P I and γ P Y , and
for W, W 1 P U q pgq and p P Cpqq.
Definition 2.6. The universal Shapovalov form
is the bilinear form defined by ‚ pm 0 , m 0 q " 1, with m 0 the highest weight vector, ‚ pum, m 1 q " pm, ρpuqm 1 q, with u P U q pgq and m, m
The Cpqq-linear involution q extends on Qpq, Λq by sending λ i to λ´1 i for all i P I r . 
EXTENDED KHOVANOV-LAUDA-ROUQUIER ALGEBRAS
In this section, we introduce KLR-like (super)algebras associated to a pair pp, gq, where g is a quantum Kac-Moody algebra and p Ď g a parabolic subalgebra. These algebras can be thought as a mix between the KLR algebras Rpνq from [17, 29] and the algebras A n introduced by the authors in [25] . For the remaining of the paper, k will denote a commutative unital ring, with the exception of §5 and §6, where it will be a field of characteristic 0.
Fix a Cartan datum pI,¨q, a root datum and a parabolic subalgebra p given by I f Ă I. Using the notations from [16] , we write for ν P NrIs:
with |ν| "
"´xi, j X y P N. We also fix a choice of scalars Q as introduced in [30] . Following the conventions in [9] , the set Q consists of: [16, 17] .
3.1. p-KLR algebras. Consider the collection of braid-like diagrams on the plane connecting |ν| points on the horizontal axis Rˆt0u to |ν| points on the horizontal line Rˆt1u, admitting no critical point when projected onto the y-axis, so that a strand can never turn around. We allow strands to intersect each other without triple intersection points. Moreover, each strand is labeled by a simple root, with ν i strands labeled i, and they can carry (KLR) dots. In addition, regions in Rˆs0, 1r can be decorated with floating dots, drawn as hollow circles , as introduced in [26] . Floating dots are labeled by simple roots in I r as a subscript, together with a non-negative integer as a superscript. Two floating dots are not allowed to be at the same height (i.e. y-coordinate) in a diagram. An example of such a diagram is given below, for i, j, k P I with i, k P I r , (1)
As usual, a non-negative integer k P N next to a dot means there are k consecutive dots on the strand. Also by convention, we do not write the superscript of a floating dot whenever it is 0, as in the example above. Furthermore, these diagrams are taken up to regular isotopy which does not create critical points and preserves the relative height of floating dots, as well as the labels of the strands and the floating dots. We assign a parity to these diagrams by declaring that floating dots are odd while crossings and dots are even. Definition 3.2. Let R p pνq be the k-(super)algebra generated by the diagrams described above with multiplication given by gluing diagrams on top of each other whenever the labels of the strands agree, and zero otherwise. We read diagrams from bottom to top by convention and so ab means we stack a atop of b. The diagrams are subjected to the local relations (2-10) below. The KLR relations:
And the relations involving floating dots, where we suppose all subscripts are in I r :¨ä
for all a, b P N and i, j, k P I. Moreover, we also demand a floating dot in the left-most region to be zero:
We call R p " À νPNrIs R p pνq the extended KLR algebra associated to the pair pp, gq, abbreviated p-KLR algebra. In particular, taking p " g recovers the usual KLR algebra. Remark 3.3. Relation (6) means that up to a sign floating dots can move freely within regions. It also means that a diagram containing two floating dots with the same subscript and superscript in the same region is zero. Notice also that (10) implies the diagram in (1) is zero since the floating dot with subscript i slides to the left over the strand with label j by (8) , and reaches the left-most region. We also remark that, in equations (2) and (8), whenever i¨j " 0 we have t " v " 0 and the sums give t ij , so that the floating dot jumps over the strand at the cost of multiplying by an invertible scalar. Also in this case, in (5) and (9) the sums over t, v vanish since we must have v " 0.
3.1.1. Gradings. The algebra R p pνq is generated by the following elements:
As in the case of the algebra A k from [26] , R p pνq is multigraded and the grading of a floating dot is not defined locally: it depends on the strands at its left. In order to still be able to write equations in a compact form, we introduce for each diagram a function that takes a region and spits a |I|-tuple K " ř k i¨i where k i P N is the number of strands labeled i at its left. Concretely, when we write a local relation with a K placed somewhere in a region, it means it is embedded in a diagram where there are k i strands labeled i at the left of this region. For a fixed K it will be sometimes useful to also consider K X " ř iPI k i¨iX P X. This allows compact notations such as xi, K X y "´ř jPI k j d ij . In particular |K| counts the total number of strands at the left of the considered region. We will also abuse notation and write K´i instead of K´1¨i. For example, we can now write relation (10) as a local relation
We introduce a multigrading on R p pνq consisting of a quantum grading q and |I r | homological gradings Λ " tλ i u iPIr (see [25] for interpretation of the "homological" denomination). We write the degree of an element as a pair pr, Lq with r P Z being the q-degree, and L " ř iPIr ℓ i¨i P Z |Ir| being the homological multigrading. We fix the degree of the generators by
Relations (2-10) above are clearly homogeneous for this multigrading, and R p pνq becomes a multigraded superalgebra (recall dots and crossings are even and floating dots are odd). To keep the notation simple we will write grading shifts by monomials in variables q and λ i s, and the parity shift by Π. From the definition, it is clear that R p pνq contains the KLR algebra Rpνq as a graded subalgebra if we extend its q-grading to a multigrading trivially. If I " I r " tiu with i¨i " 2 we recover the algebra A n from [25, 26] . In general for p Ă p 1 , with I f Ă I 1 f , we can obtain R p 1 pνq as a quotient (or resp. a sub-algebra) of R p pνq by killing floating dots with subscript in I In general, we drop the prefix "super" and refer to R p pνq as an algebra, leaving implicit that it is in fact a superalgebra. The same applies for related structures (e.g. (super)modules, (super)functors, etc.).
3.1.2. Idempotent decomposition. Before going any further, let us introduce some useful notation borrowed from [16] . We denote Seqpνq the set of all ordered sequences i " i 1 i 2 . . . i m with each i k P I and i appearing ν i times in the sequence. The symmetric group S m acts on Seqpνq with a simple transposition s k P S m acting on i " i 1 i 2 . . . i m P Seqpνq by permuting i k and i k`1 . Sometimes we abuse notation by writing s K for s |K| where K " ř iPI k i¨i . For i " i 1 i 2 . . . i m P Seqpνq, let e i P R p pνq be the idempotent given by m vertical strands with labels i 1 , i 2 , . . . , i m ,
By definition, we have e i e j " δ ij for all i, j P Seqpνq. Hence there is a decomposition
of k-modules.
3.2.
An action of R p pνq on a polynomial space. We fix ν P NrIs with |ν| " m. For each simple root i P I we define
We write P I " Â iPI P i where b means the supertensor product, so that P I is a multigraded superring with degpx r,i q " pi¨i, 0q and degpω r,i q " pp1´rqi¨i, 2¨iq. Then we define
where the 1 i s are central idempotents.
Remark 3.5. Despite the similarities between the action to be introduced below and the one in [16] , we use a different notation that seems to be more natural, at least for our case. Indeed, the action of a floating is not necessarily multiplication by a single ω s,i but rather by a linear combination of such elements with coefficients in (partially symmetric) polynomials in the variables
Following [26, Lemma 2.18] we introduce ω a s,j P P j with superscript a P N and j P I r by
where h n px ℓ,j , . . . , x s,j q is the n-th complete homogeneous symmetric polynomial in variables x ℓ,j , . . . , x s,j . Hence we have ω Now choose a K " ř iPI k i¨i such that k i ď ν i , and define ω a j pKq P P I recursively by
A straightforward computation shows that taking out i and then i 1 or i 1 followed by i, with k i ą 0, k i 1 ą 0, gives the same result, and therefore ω a j pKq is well defined. Notice that this definition corresponds to relation (8) in the definition of R p pνq.
It will be useful to give ω a j pKq a more direct expression. We write
with the sum being over all partitions V i : v 1,i`¨¨¨`vk i ,i " v i such that pi¨iq|v ℓ,i pj¨jq for each ℓ, and with t ℓ,i "´2
. This is a symmetric polynomial of q-degree´2k i pi¨jq´v i pj¨jq whenever it is nonzero. Clearly we can suppose v ℓ,i ď d ji and therefore we can suppose also that
with the sum being over all partitions V :
A computation shows that the RHS of (12) respects the recursive definition of ω a j pKq, which proves the equality.
In particular for the simply-laced case, ε We now have all the tools we need to define an action of R p pνq on P ν . First we choose an arbitrary orientation i Ð j or i Ñ j for each pair of distinct i, j P I. Then we let a P R p pνqe j act as zero on P I 1 i whenever j ‰ i. Otherwise, we declare that 
for f P P I , and where B k i ,i is given by B k i ,i p1q " 0,
together with the rule
Remark 3.7. Following an alternative procedure one can first define an action of S m in P ν by
and
with i P I, p P t1, . . . , ν i u and i " i 1 . . . i m . Then we let the crossing
With this point of view, it is clear the action of the KLR generators, when restricted to the part generated by x p,i for all p and i, corresponds with the one given in [16] . Moreover when taking i " ii . . . i the action restricts on P i to the one introduced by the authors in [25, 26] .
Proposition 3.8. The rules above define an action of R p pνq on P ν .
In order to simplify computations, we only prove the case t ij " 1, s tv ij " 0 for all i, j P I, and all t ‰ d ij or v ‰ d ji . The general case follows from a straightforward but rather tedious generalization of the computations used in the proof below.
Proof. We have to check the validity of relations (2-10) together with the invariance under regular isotopies. Except for relations (5), (7), (9) and the commutation of distant crossings and floating dots, all relations are directly verified. Notice that (12) tells us that a floating dot with subscript i acts on P i as a sum of floating dots (with different superscripts) in the same region on ν i strands labeled i for an sl 2 quiver. Hence we can apply arguments from [26, §2.6] almost unchanged. This proves relation (7) and the commutation of floating dots with distant crossings when their labels match the subscript of the floating dot. The distant commutation relation between a floating dot and a crossing between strands having different labels is clear. The remaining cases of commutation between floating dots and distant crossings follow from the symmetric nature of ε
with f P P I 1 i and x 1 , x 2 , y correspond respectively to dots on the two strands with labels i and on the one with label j. A similar computation applies for i Ñ j.
For (9) we compute the action of the RHS, with the sum at the right vanishing for v ‰ d ji since we have assumed s This concludes the proof.
3.3.
A basis for R p pνq. We will now construct a basis for R p pνq, viewed as a k-module.
We say that a floating dot is tight if it has superscript 0 and it is placed directly at the right of the left-most strand. By (10) , for a tight floating dot not to be zero, it must have the same subscript as the strand at its left and so we will always assume it is the case. Proof. By (7) and (4) . and thus the claim is straightforward to prove using recursively (4), (8) and (9) . , for all i, j P I r . Then we can recover all other floatings dots as combinations of KLR generators and tight floating dots, with relations (6-10) being consequences of (13) Let ω denote a tight floating dot in a diagram given by m vertical strands with labels supposed to be given by the context. Let τ a be a crossing between the a-th and the pa`1q-th strands. We write τ w " τ ℓr . . . τ ℓ 1 for a reduced expression w " s ℓr . . . s ℓ 1 P S m , and we let x i denote a dot on the ith strand. Define the tightened floating dot θ a " τ a´1 . . .
where the strand pulled to the left is the ath one and its label matches the subscript of the floating dot. Clearly this element only exists for i P I r . Fix i, j P Seqpνq. Since they are both sequences of the same elements, there is a subset corresponds to a crossing τ k , it is given by the diagram where each strand is "pulled as far as possible to the left without creating double intersections". For example, the following permutation has two reduced expressions and we take the one on the left:
In general one can transform a reduced expression into a left-adjusted one by applying a sequence of braid moves, s k`1 s k s k`1 Ñ s k s k`1 s k , and distant crossing permutations, transforming each triplet of intersections as in the example above from right to left. The left-adjusted reduced expression is unique up to distant crossings permutations.
For each k P t1, . . . , mu we choose an index t k P t1, . . . , ru such that
In other words, we split the reduced expression of φ in two parts so that k attains its minimal (left) position in between. The set tt 1 , . . . , t m u is partially ordered by the natural order, with t i ă t t j whenever the value of t i in t1, . . . , ru Ă N is stricly less than the one of t j . We extend this order arbitrarily and write it ă t . The map t1, . . . , mu Ñ ttt 1 , . . . , t m u, ă t u, k Þ Ñ t k is a bijection which in turn induces an order ă t on t1, . . . , mu (it is different from the natural order ă N given by taking the values in N). We write s : tt1, . . . , mu, ă N u Ñ tt1, . . . , mu, ă t u for the bijective map that preserves the orders. It sends k to the kth element of t1, . . . , mu in the induced order ă t . Hence t spaq ď N t spbq and t spaq ă t t spbq whenever a ă N b. This was we get a partition of φ " φ m φ m´1 . . . φ 0 , with φ k " s ℓt spk`1q . . . s ℓt spkq and where it is understood that t sp0q " 1 and t spm`1q " r. In particular we have
From a diagrammatic point of view, the map s tells us in which order the strands attain their respective left-most position in the diagram corresponding with the reduced expression. Thus φ m , φ m´1 , . . . , φ 0 partitions the diagram so that the kth strand attains it left-most position between φ s´1pkq´1 and φ s´1pkq .
Now fix a left-adjusted reduced expression φ " s ℓr . . . s ℓ 1 P j S i , and choose m-uples u " pu 1 , . . . , u m q P N m and α " pα 1 , . . . , α m q P t0, 1u m with α i " 0 whenever i P I f . To such a triplet pu, α, s ℓr . . . s ℓ 1 q we associate an element of e i R p pνqe j given by:
‚ we take the braid-like diagram in which crossings correspond with the simple transpositions in the chosen left-adjusted reduced expression s ℓr . . . s ℓ 1 , ‚ for each α k " 1, we insert a tightened floating dot θ min φ pkq between the part of the diagram corresponding to φ s´1pkq´1 and φ s´1pkq ; that is we look where the kth strand (counting from bottom left) attains its left-most position (in the sense that there is a minimal number of other strands at its left), we pull it to the far left at this height, and add a floating dot with matching label at its immediate right, ‚ we add u k dots at the bottom of the kth strand for all k.
Example 3.11. For example, with i " ijk, j " kji, u " p2, 0, 1q and α " p0, 1, 0q we get
Example 3.12. We take i " ijjii and j " jiiij. We choose the following permutation
. Let j B i denote the set of diagrams from i to j given by all choices of x, α and permutations φ, with a fixed choice of presentation and decomposition φ " φ m . . . φ 0 " s lr . . . s l 1 for each of them. In algebraic terms,
It is not left-adjusted as we can pull the
where we also suppose α i " 0 whenever i R I r .
Lemma 3.13. Elements in j B i generate the k-module e j R p pνqe i .
Proof. By Lemma 3.9 we can assume all floating dots are tight. The proof relies on an induction on the number of crossings. We can apply the braid relations (if not blocked by a floating dot) at the cost of adding diagrams with fewer crossings, thanks to (2) and (5). We can also slide dots over crossings at the same cost by applying (3) or (4). This means we can always bring all dots at the bottom of the diagram, as in [16, §2.3] . Now suppose we have two tight floating dots at the right of a same strand, depicted in red in the equation below. . . .
. . . Using the braid relations we can pull this strand as much as possible to the left between the two floating dots, so that it becomes either a vertical strand, and thus zero by the anti-commutative property of floating dots, or there are some bumps formed by other (tight) floating dots as in the equation above. From (4) and (7) we have
, and so we can slide the bottom floating dot over the bumps until it is in the same region as the one atop, giving zero. We can now assume all diagrams have up to one tight floating dot per strand. If two strands cross more than once, then, if there is a floating dot between the two crossings we can deform the strands to get a tightened floating dot θ a , and if not we can unknot them. The proof finishes by observing that tightened floating dots anti-commute, up to adding diagrams with fewer crossings, thanks to (5) and (14) . This is illustrated in the following picture:
"`t erms with lower number of crossings, where we don't write the labels of floatings dots since they do not matter for the argument. Proof. We prove that elements in j B i act as linearly independent endomorphisms on P ν . The action yields morphisms P I 1 i Ñ P I 1 j that we will consider as endomorphisms of P I .
First we extend the scalars to kpx ν i ,i q in P i for all i P I. We claim that different choices of pφ, αq give linearly independent operators. Notice that since i, j is fixed, φ is only given by choices of permutations between strands of the same label. Since crossings between strands with different labels act as multiplication by a polynomial, we can ignore them. By the results in [26] , we know that different choices of permutations and tightened floating dots for strands with label i act as linearly independent operators on P i , hence proving our claim. Finally taking into account the multiplication by the polynomial given by the choice u in the first place concludes the proof.
As a direct consequence of Lemma 3.13 and 3.14 we have the following. Theorem 3.15. The k-module e j R p pνqe i is free with basis j B i . Moreover the action described in §3.2 is faithful.
i be another collections of diagrams constructed in the same fashion as j B i , but where in the third step we choose to put the dots on other fixed positions on each strand. That is for each permutation φ and choice α we fix a position on each strand of the corresponding diagram and we add the dots at this position. For example we can choose to put the dots on each strand where it attains its left-most position. i generates e j R p pνqe i . This can be easily deduced from the fact that we can slide dots at the cost of adding diagrams with fewer crossings.
CATEGORICAL g-ACTIONS
In this section, we first construct functors between categories of R b pνq-(super)modules for the Borel subalgebra b, yielding a categorical g-action. Then we extend this construction to other choices of parabolic subalgebras. 4.1. Categorical sl 2 -commutator for p " b. Our first goal is to describe how R b pmq can be decomposed as a module over R b pm´1q, where R b pmq " À |ν|"m R b pνq is the algebra given by all diagrams with m strands. Then we use this decomposition to state a categorical version of the sl 2 commutator relation for each simple root. The following subsection is a generalization of [26, § 3] and is freely inspired by the work of Kang and Kashiwara [13] .
Denote the idempotents e pν,iq " ř jPSeqpνq e ji and e pm,iq "
We write b for b k and b m for b R b pmq . In this section we will use the notation x a and τ a to represent respectively a dot on the ath strand and a generic crossing between the ath and pa`1qth, with labels supposed to be given by an idempotent e i . For example in the lemma below, it is implicitly supposed that the decomposition is taken over all possible combinations of e j above and e i below, that is À i,j e j R b pm`1qe i , so that the label of the strands agree. 
where the strand pulled to the upper right is the ath one, counting from left, and the subscript of the floating dot is determined by the label of this strand.
Proof. The right coset decomposition of S m`1 ,
gives a choice of left-adjusted reduced presentations to construct j B i , where each strand attains its left-most position when it is pulled to the top-right. By Corollary 3.16, this is a basis and thus we get the decomposition as claimed.
Notice that up to a global degree shift, the degrees of the direct summands correspond to the action of E i on the canonical basis element F j w 0 of the universal Verma module MpΛq, when applied on R b pm`1qe j . m`1 ). Thanks to the nilHecke relations, we can slide dots over crossings at the same cost. Finally this observation together with (7) and (8) 
Proof. For each i, j P I, we define the inclusion morphism h ij : q´i¨jR b pνqe pm´1,iq b m´1 e pm´1,jq R b pνq Ñ e pν,jq R m`1 e pν,iq , x b m´1 y Þ Ñ xτ m y, as the one that adds a crossing at the right. It is clearly a well defined bimodule morphism since τ m commutes by isotopy with every element of R b pm´1q. Define the projection morphisms as the projections on the left (equivalently right) R b pmq-submodules of R b pm`1q given by the summands R b pmqkrx n`1 s and R b pmqθ Finally, the isomorphism in the second claim follows from the fact that e pν,iq R b pmqpkrx m`1 s ' θ 
2-Verma modules
with the cokernel vanishing whenever i ‰ j, and where we think of the rightmost picture not as the bimodule generated by those diagrams but as the quotient of e pν,iq R b pm`1qe pν,iq corresponding to such diagrams.
Define the functors
In other words, F i is the (non-unital) induction functor given by adding a strand of color i at the right and E i is a shift of the corresponding restriction functor. We also write 1 ν for the identity functor of R b pνq -smod.
Corollary 4.4.
The functors E i , F i and Q i are exact and send projectives to projectives. Moreover, there is a natural short exact sequence
for all i P I, and a natural isomorphism
Proof. The first claim is a direct consequence of Lemma 4.1 since it shows that R b pm`1q is sweet as a pR b pmq, R b pm`1qq-bimodule. The second one is a restatement of Theorem 4.3. 
when applied on an object M P R b pνq -smod.
Following the results of Khovanov and Lauda in [17, Proposition 6], we also have the proposition below.
Proposition 4.6. For each i, j P I there is a natural isomorphism
and in particular for i¨j " 0 we have for i P I r . There are also isomorphisms
e pν,jq R p pm`1qe pν,iq -q´i¨jR p pνqe pm´1,iq b m´1 e pm´1,jq R p pνq, for i ‰ j P I and i f P I f .
4.2.1.
Cyclotomic quotients of R p pνq. Fix Λ and N " tn j u jPI f as in §2.2.
Definition 4.10. We define the cyclotomic quotient of the p-KLR algebra by
In other words, we kill the 2-sided ideal generated by the elements j n j i 1¨¨¨im´1 , with ji 1 . . . i m´1 P Seqpνq and j P I f . In particular, by taking p " g we recover the usual cyclotomic quotient of the KLR algebra.
The short exact sequences for the simple roots in I r from Proposition 4.9 descend to short exact sequences in the quotient R N p . For the other simple roots, the categorical commutator is given by a direct sum decomposition. iq if i P I f and r i " n i´x i, ν X y ě 0,
iiq if i P I f and r i " n i´x i, ν X y ď 0,
The proof of Proposition 4.11 will be one the main goals of the next subsection.
R b as a dg-algebra.
Choose a subset I f Ă I and consider the corresponding parabolic subalgebra p. Also fix some N " tn j u jPI f . The aim of this subsection is to show R 
for all i, j P I, and
where x k j ,j represents dots on the strands with label j, at the left of the floating dot. From the computations done in §3.2 we see that the differential is well-defined.
Remark 4.12. Alternatively, one can define the differential by first decomposing into diagrams involving only tight floating dots and then putting (15) d N pω j q " p´1q n j x n j 1 , for j P I f and ω j supposed to be tight, that is in a region with K " 1¨j. Proof. We can take i " i 1 . . . i |ν| , j " j 1 . . . j |ν| P ν and work with e j R b pνqe i without loosing generality. The proof is an induction on |ν|. For |ν| " 0 the statement is trivial. Now suppose |ν| ą 0 and put j " j |ν| . Then Lemma 4.1 tells us epν´j, jqR b pνq decomposes as a R b pν´jq left module as To do so, it suffices to compute the differential on the generating elements of the direct sum decomposition. Hence we compute for p ě 0 and a P t1, . . . , m`1u,
This proof the claim if j R I f since this means (16) is a direct sum decomposition of dg-modules and thus we can apply the induction hypothesis to conclude. Now for j P I f , we compute how the element p`n j decomposes in (16) . In fact what we claim is that if H˚pR b pνq, d N q is non-zero then we can write this element as τ m . . . τ a Hpx a q`R,
where Hpx a q P R b pν´jqe pν´j,jq τ m . . . τ a krx a s, and R P À a´1 b"1 R b pν´jqe pν´j,jq τ m . . . τ b krx b s. In particular Hpx a q is a polynomial in the variables x 1 , . . . , x a , having a dominant monomial in x a of degree n j´x j, γ X y`p, with γ " ř i γ i¨i and γ i " #ti k P i|k ă a, i k " iu. It means that generating elements having a floating dot are sent to linearly independent generators by the differential, so that the homology is generated by the elements with λ i -degree zero. Then by the inductive hypothesis, this will concludes the proof.
To prove the claim we observe that the diagram p`n j is an element of R b p|a|q with Λ-degree zero. Therefore it must decompose as a sum
Now we compute α a , which corresponds to Hpx a q. In fact this can easily be deduced from the results in [26, Lemma 3.10] and the computations done in §3.2, so that it is given by α a " p´1q
where γ "
The only thing of interest to us in this equation is that it is a polynomial with a dominant monomial in x a of degree n j´x j, γ X y`p. Therefore if n j´x j, γ X y ď 0 for some a, then by choosing p sufficiently large enough we get α a " 1 and H˚pR b pνq, d N q -0. Otherwise α a ‰ 0 for all a and we are done. (15) and Theorem 3.15 we deduce that the part of H˚pR b pνq, d N q with λ i -degree zero for all i P I f is canonically isomorphic to R N p pνq. Since by Lemma 4.13 the homology is concentrated in such degree, the proposition follows.
It is also interesting to notice the proof of Lemma 4.13 together with Proposition 4.14 gives us for free the following fact: 
It will be useful to introduce some extra gradings on R b . The I f -parity degree is the Z{2Z grading given by the parity of the floating dots having subscript in I f . We will denote it p 1 pxq for x P R b . By construction, d N is homogeneous with I f -parity 1 and thus we consider it as the homological degree of the differential. Hence pR b pνq, d N q is a periodic chain complex of length 2. We can reinterpret Lemma 4.13 by saying that H˚`R
Proof. Take a floating dot ω a j in a region labeled by K such that n j`a`kj´x j, K X y`1 " 0. For example we can choose K " ν and a " xj, K X y´n j´kj´1 ě 0. Then we compute d N pω a j q " 1.
Short exact sequences.
Take i P I f and consider the short exact sequence (17) q´2 i R b pνqe pm´1,iq b m´1 e pm´1,iq R b pνq ãÑ e pν,iq R b pm`1qe pν,iq
, we equip the cokernel of (17) with a differential, also denoted d N , defined by d N pξ a ' 0q " 0, and 
and for r i ď 0,
For r i ě 0, we notice that d N p0 ' ξ a q yields a monic polynomial with dominant term ξ r i`a . For r i ď 0, we have d N p0 ' ξ a q " 0 whenever a ă´r i , and d N p0 ' ξ´r i q " 1 ' 0.
Notice d N has a degree pn i i¨i,´2¨iq and parity 1, and thus the connecting homomorphism in the long exact sequence has the same degree. Therefore, if r i " n i´x i, ν X y ě 0, then the long exact sequence gives a short exact sequence
and if r i ď 0, taking the degree of the connecting homomorphism into account, it yieldś
Clearly the projection morphism in the first sequence is invertible and also is the injection in the second one, so that both short exact sequences split into direct sums decompositions. All of this sums up to the following: Proposition 4.18. Let p be a parabolic algebra given by some I f Ă I. Fix Λ and N " tn j u jPI f as in §2.2. For each i P I f there is an isomorphism of pR
and an isomorphism for r i ď 0,
Now take i P I r " IzI f and consider again the short exact sequence
We equip the cokernel with a differential given by d N pξ (18) becomes a short exact sequence of dg-bimodules, with each object having homology concentrated in I f -parity 0. By the snake lemma we get a short exact sequence
The same applies for the third isomorphisms in Proposition 4.11, so that the proposition is proven. The quantum Serre relations on R f zI f , choose a non-negative integer n j P N and write
where x k j ,j represents the dots on the strands with label j, at the left of the floating dot. Now using §4.2.2 we get the following:
is a formal dg-algebra and H˚pR
Proof. Here we consider the differential as graded over Z and not Z{2Z (the degree being the number of floating dots with matching label pνq, thanks to Proposition 4.14. Since H˚pR b , d N q is concentrated in degree 0, the spectral sequences beginning with d N converge at the second page and we get
which concludes the proof.
The story in §4.2.3 generalizes so that we can obtain the properties of R
Definition 4.20. We defineR p,µ pνq as R p pνq but where floating dots with subscript i can have minimal superscript µ i . We call a floating dot with subscript i tight if it has superscript µ i and is placed directly at the right of the left-most strand.
Notice R p,µ pνq Ă R p,µ 1 pνq whenever µ i ě µ 1 i for all i, and R p,0 pνq " R p pνq. We also define the corresponding cyclotomic quotient
and the functors
All results above apply for the shifted algebras and are summed up in the following theorem, where
Theorem 4.21. Functors Q i , F i , E i are exact and send projectives to projectives. Moreover, there are natural short exact sequences
for all i P I r and natural isomorphisms
for all j P I f . There are also natural isomorphisms
for all i, j P I with i ‰ j.
Notice in particular that choosing p " g (and thus I r " H) in the theorem above yields the direct sums decompositions used to prove the Khovanov-Lauda cyclotomic categorification conjecture from [16] , which was proven by Kang-Kashiwara in [13] .
HALF QUANTUM GROUPS
As before, fix a Cartan datum pI,¨q. Let Uq pgq be the Qpqq-algebra generated by the F i s in U q pgq. We let A Uq pgq be the A " Zrq, q´1s-subalgebra generated by the divided powers [17] or [24] for more details. From now on k is a field of characteristic zero. In this section we prove that for every choice of p and µ the algebras R p,µ pνq from §4.3 can yield a categorification of the half quantum group A Uq pgq, as a k-module, like does Rpνq in [16, 17, 29] . However, algebras R p,µ pνq in general do not yield a categorification of the algebra nor the coalgebra structure of Uq pgq, in opposition to R g pνq " Rpνq. This is due to the non-local nature of the floating dots. However, taking the sum of the shifted p-KLR algebras à µPCpXq R g,µ pνq, CpXq "
yields a categorification of the idempotented half quantum group 9 Uq pgq, with its multiplication. This algebra is given by adjoining a collection of orthogonal idempotents 1 γ for each γ P X, such that
for all γ 1 , γ 2 , γ P X and i P I. Hence 9 Uq pgq decomposes as a sum
This can be turned into a category 9 U´pgq where the objects are given by X and the hom-space from γ 1 to γ 2 by 1 γ 2 Uq pgq1 γ 1 .
5.1.
Projective and simple modules. Throughout this section all modules are multigraded supermodules. Every idempotent in R p,µ pνq is the image of an idempotent in Rpνq under the canonical inclusion Rpνq Ñ R p,µ pνq. Let Seqdpνq be the set of expressions i
. . . i pnrq r with n a P N and ř r a"1 n a i a " ν.
Take i P Seqdpνq and assign to it e i " e i 1 ,n 1 b e i 2 ,n 2 b¨¨¨b e ir,nr P Rpνq where e i,n is given by τ ϑ x n´1 1 x n´2 2 . . . x n´1 in the nilHecke algebra viewed as a subalgebra in Rpnq by labeling the strands with i, and ϑ is the longest element in S n . By the inclusion Rpνq Ñ R p,µ pνq we see e i as an element of R p,µ pνq and we define the left projective (super)module , for all i, j P I.
Consider the subring P pνq of R p,µ pνq consisting of dots on vertical strands (without floating dots). It admits an action of the symmetric group permuting the strands and dots on them (not to be confused with the action of S m on P ν from §3.2). We write Sympνq " P pνq Sm for the subring of invariants under this action. Clearly it lies in the supercenter of R p,µ pνq but this inclusion is strict (see [26] or [4] for a study of the supercenter in the case of sl 2 ).
The supercenter of R p,µ pνq contains
y where ω a i is a floating dot with subscript i, superscript a and placed at the rightmost region. We conjecture that the supercenter contains no other elements.
Conjecture 5.2. There is an isomorphism of superrings
where ZpR p,µ pνqq is the supercenter.
In general R p,µ pνq is not a free module over
y, but we have the following. Proof. It follows from Theorem 3.15 and the fact P pνq is a free module of rank m! on Sympνq.
Since Sympνq lies in the supercenter of R p,µ pνq, any simple R p,µ pνq-module is annihilated by Sym`pνq, where Sym`pνq consists of the elements in Sympνq with non-zero degree. In particular, a simple R p,µ pνq-module must be a finite dimensional R p,µ pνq{ Sym`pνq-module. Since R p,µ pνq{ Sym`pνq has finite dimension over k, we only have finitely many simple modules, up to shift and isomorphism.
Any simple module admits a projective cover and any indecomposable projective module is isomorphic to the projective cover of a simple module.
5.2.
Categorification of Uq pgq. Let R p,µ pνq -psmod fg be the category of finitely generated projective, graded R p,µ pνq-(super)modules. It is Krull-Schmidt and its split Grothendieck group is a free Zrq, q´1s-module generated by the classes of projective modules, up to shift. We define
There is an isomorphism of Zrq, q´1s-modules A Uq pgq -K 0 pR p,µ -psmod fg q.
Proof. By §5.1 we know the projective modules of R p,µ pνq are in bijection with the ones of R g pνq. Hence the proof is a direct consequence of the main results in [16, 17] .
Categorification of 9
Uq pgq. Take a decomposition ν " ν 1`ν2 of ν and define µ ν 1 " µ`txi, pν 1 q X y´pν 1 q i u iPI . Then there is a (non-unital) degree preserving inclusion of algebras R p,µν 1 pν 2 q ãÑ R p,µ pνq given by adding vertical strands labeled by ν 1 at the left in all possible orders, and increasing the superscript of the floating dots by pν 1 q i´x i, pν 1 q X y so that it preserves the degrees. For example
where a 1 " a`pν 1 q i´x i, pν 1 q X y and i 1 . . . i |ν 2 | P Seqpν 2 q. This defines an inclusion R p,µν 1 pν 2 q b R p,µ pν 1 q ãÑ R p,µ pν 1`ν2 q which in turn gives rise to an induction functor
In general e ν 1 ,ν 2 Rpν 1`ν2 q is not a free Rpν 1 q b Rpν 2 q-module and thus the corresponding restriction functor does not preserve projective modules. Also the induction functor is not exact.
The induction functor induces a map K 0 pR p,µν 1 pν 2 q -psmod fg q b Zrq,q´1s K 0 pR p,µ pν 1 q -psmod fg q Ñ K 0 pR p,µ pν 1`ν2 q -psmod fg q which defines a product
Hence K 0 p' µ R p,µ -psmod fg q has a structure of Zrq, q´1s-algebra. Theorem 5.6. We have an isomorphism of Zrq, q´1s-algebras K 0 p' µ R p,µ -psmod fg q -9
Uq pgq.
Proof. By the proof of Theorem 5.4 we get
as Zrq, q´1s-modules. Then we conclude the proof by observing that rR p,µν 1 pν 2 qe j s.rR p,µ pν 1 qe i s " rR p,µ pν 1`ν2 qe ij s, since Ind
Now consider the 2-category 9 U´pgq where the objects are given by the dual weight lattice X and the hom-spaces are defined as hom 9 U´pgq pγ´i X , γq " R p,µ piq -psmod fg , µ i " xi, γy´γ i . As corollary of Theorem 5.6 we get the following.
Corollary 5.7. There is an equivalence of categories 9
U´pgq -K 0 p 9 U´pgqq.
CATEGORIFICATION OF VERMA MODULES
In this section, we construct abelian and triangulated categories, categorifying all parabolic Verma modules M p pΛq µ , Nq.
6.1. Categories of modules. Throughout this section we suppose the reader is acquainted with the notions presented in [25, §5] . Let R N p,µ pνq -psmod lfg be the category of cone bounded, locally finitely generated projective R N p,µ pνq-supermodules. These are the projective modules generated by a collection of elements such that the (infinite) sum of the monomial corresponding to their degrees gives an element of Zppq, Λqq (see Remark 2.1). This category is cone complete (i.e. it contains all cone bounded, locally finite coproducts), and possesses the local Krull-Schmidt property. Indeed, the indecomposable projectives have all locally finite dimensions contained in cones compatible with ă, and their part in minimal degree is isomorphic to k. The topological split Grothendieck group K 0 pR N p,µ pνqq is a free Z π ppq, Λqq-module, with Z π " Zrπs{pπ 2´1 q, generated by the classes of indecomposable projective modules, up to shift.
We consider also R N p,µ pνq -smod lf , the category of cone bounded, locally finite dimensional R N p,µ pνq-modules (here, the graded dimension of the modules seen as k-vector spaces are in Zppq, Λqq). It is also cone complete and possesses the local Jordan-Hölder property. Therefore its topological Grothendieck group G 0 pR N p,µ pνqq is also a Z π ppq, Λqq-module, freely generated by the classes of simple modules. When specializing the parameter π "´1 and extending the scalars to Q, we write
, and the same for Ă K 0 pR N p,µ pνqq. Taking projective resolutions of the simple objects yields a change of basis, and therefore Ă G 0 pR N p,µ pνqq is also freely generated by the classes of projective modules. This justifies the choice q ă λ i in the order chosen to define Zppq, Λqq. Indeed, suppose for example we take a simple object S " Q and projective R The functor Q i descends onto the Grothendieck groups as
explaining the choice 0 ă q. Therefore, the short exact sequences in Theorem 4.21 descend to the sl 2 -commutator relation on the level of the Grothendieck group. Proof. We show this for M i " R N p,µ piq " F i R p,µ pHq and N j " R N p,µ pjq, and the general case follows. Again, as in the proof of Corollary 4.7, this can be obtained by induction using the adjunction of E i and F i and Theorem 4.21, together with the fact that
This concludes the proof. Remark 6.3. Caution is in order when using the twisted Shapovalov form. Indeed, taking for example M " N " À iě0 q 2i R N p,µ pHq gives an indeterminate form. However it is always defined when we take M and N finitely generated projective or finite dimensional simple. This is related to the considerations taken in the definition of the Shapovalov forms in §2.3.
In fact, we can give a categorification of the Shapovalov form itself through the additive bi-
N, and where we think of k as a ZˆZ |Λ| -graded superalgebra concentrated in parity and degree 0. This bifunctor possesses the following properties ‚ SpR
Nq where pF i q R is the right adjoint of F i and pE i q L the left adjoint of E i , ‚ f SpM, Nq -pf M, Nq -pM, f Nq for any Laurent series f P Zppq, Λqq representing a direct sum of shifts.
6.2. Derived categories of dg-algebras. We use the notations of [19] adjusted to the context of dg-algebras, whose description is close to ours and contains many useful results for categorification purposes. Good references for dg-algebras are also [14, 15, 5] . In our situation, the differential is graded by Z{2Z, the dg-algebras are superalgebras with ℓ " |Λ|`1 extra Z-gradings, and the differential is homogeneous with respect to these extra gradings. Our dg-algebras pA, dq are 2-periodic complexes of the form
Given a dg-module pM, d M q over pA, dq, we write ΠM for the dg-module pΠM,´d M q. We denote a shift in the other gradings by Mxsy, for s P Z ℓ . The homotopy category KpA, dq of pA, dq-modules is triangulated with exact triangles generated by short exact sequences of pA, dq-modules which split as A-modules, and with the translation functor given by Π.
The derived category DpA, dq is the localization of KpA, dq with respect to the class of quasiisomorphisms. It inherits a triangulated structure from the homotopy category, where exact triangles are isomorphic to triangles induced by short exact sequences of pA, dq-modules. Thus all isomorphisms and short exact sequences in Theorem 4.21 descend to exact triangles in DpR N p,µ , 0q, the derived category of the dg-algebra obtained by equipping R N p,µ with a trivial differential (and seeing the parity as the Z{2Z-grading of the differential). More generally it suffices to find differentials commuting with the homomorphisms in the short exact sequences to get exact triangles in the derived category. For example the differentials in §4.2.4 yield exact triangles in the derived category DpR
As in the case of abelian categories of modules, we restrict to a certain subcategory for the Grothendieck group not to collapse. In particular we need to avoid arbitrary direct sums to prevent Eilenberg swindle-like situations. With the will of adapting the results in [25, §5] to get a derived flavor as in [19] , we first fix an additive order on the gradings Z ℓ in order the have a notion of "cone bounded", and we recall the following definitions. Definition 6.4. Let pA, dq be a dg-algebra and P an pA, dq-module.
(1) P is cofibrant if for any surjective quasi-isomorphism M Ñ N of pA, dq-modules then the induced map HOM pA,dq pP, Mq Ñ HOM pA,dq pP, Mq is also surjective. (2) P satisfy property (P) if there is an exhaustive filtration of pA, dq-modules
such that F r`1 {F r is isomorphic to a direct sum of free A-modules for each r.
In particular, property (P) modules are cofibrant and we think of these as respectively the correspondent in DpA, dq of the notions of free modules and projective modules. 6.3. Locally finite cell modules. In a category of graded projective modules, cone bounded locally finitely generated modules yield a good subcategory to define the Grothendieck group. In the derived category, the corresponding notion is given by the direct summands of cone bounded, locally finite cell modules. Definition 6.6. A dg-module M is called locally finite cell module if there is an exhaustive filtration of pA, dq-modules
such that F r`1 {F r is isomorphic as A-module to a direct sum of Π b Axsy for various b P Z{2Z and s P Z ℓ , but with each Π b Axsy appearing only finitely many times in the whole filtration. If in addition the degrees are contained in a cone compatible with the order on the gradings, we say that M is a cone bounded, locally finite cell module.
In particular locally finite cell modules are property (P) modules which are locally finitely generated as A-modules. From now on we suppose pA, dq to be a formal dg-algebra over a field k. We also require its graded dimension to be cone bounded, locally finite. We write D lc pA, dq for the strictly full triangulated subcategory of the derived category DpA, dq generated by (quasi)isomorphism classes of direct summands of cone bounded, locally finite cell modules. We also write D lf pA, dq Ă DpA, dq for the strictly full triangulated subcategory consisting of dg-modules isomorphic to cone bounded, locally finite dimensional pA, dq-modules in DpA, dq. The property of being cone bounded, locally finite dimensional can be expressed as a categorical property by saying it admits a cone bounded, locally finite filtration where each sub-quotient is given by a simple object. Alternatively, one should be able to define the topological Grothendieck groupsà la AcharStroppel [1] by introducing a weight on D lc pA, dq (or D lf pA, dq) and modding out elements in the Grothendieck group which descend to 0 after applying the truncation functor for arbitrarily high weights. If this weight is given by the chosen order on Z ℓ , then both definitions should agree.
Remark 6.9. Our construction requires the algebra pA, dq to be formal, whilst the constructioǹ a la Achar-Stroppel should be doable for arbitrary pA, dq. ‚ There are identity 1-morphisms ½ γ for each γ P Y`β, as well as 1-morphisms F i ½ γ : γ Ñ γ´α i in M and their grading shifts. We also assume that F i ½ γ has a right adjoint and define the 1-morphism E i ½ γ´α i : γ´α i Ñ γ as a grading shift of a right adjoint of F i ,
‚ The Hom-spaces between objects are locally additive, cone complete, Quillen exact categories.
On this data we impose the following conditions:
(1) The identity 1-morphism ½ γ of the object γ is isomorphic to the zero 1-morphism if γ R Λ β,µ .
(2) The enriched HOM M p½ γ , ½ γ q is cone bounded for all γ.
(3) For each i P I r there is an exact sequence
where Q i ½ γ :"
Π½ γ . (4) For each j P I f there is an isomorphism E j F j ½ γ -F j E j ½ γ ' rxj,pγ´βq X ysq j ½ γ if xj, pγ´βq X y ě 0, F j E j ½ γ -E j F j ½ γ ' r´xj,pγ´βq X ysq j ½ γ if xj, pγ´βq X y ď 0, (5) There are also natural isomorphisms
Proof. Let i P I f . Condition (1) in Definition 7.1 tells us we have the integrability condition on ½ γ E i , F i ½ γ , meaning for any γ there exists some N such that F N i ½ γ -0 and ½ γ E N i -0 (see [9, §1.2] ). Hence we always have locally a highest weight for i, by applying E i until we get zero. Thus can deduce recursively the dimension of the hom-spaces between compositions of functors ½ γ E i , F i ½ γ , as in [9] . Then we can assume the isomorphisms (4) to be realized using the unit and counit of the adjunction F i ½ γ % ½ γ E i together with the morphisms coming from the action of the nilHecke crossing from (7) in Definition 7.1. Then by Brundan's results [6] we can construct an unit and counit for the adjunction ½ γ E i % F i ½ γ , using the splitting morphism E i F i ½ γ Ñ F i E i ½ γ , concluding the proof.
Following Rouquier [29] and [26] , we now restrict to the case of parabolic 2-Verma modules which are subcategories of the strict 2-categories of all bigraded k-linear supercategories, with 1-morphisms being functors and 2-morphisms being grading-preserving natural transformations. For such a parabolic 2-Verma module, we write M " À γPY`β M γ with M γ the category corresponding to the object γ in it. We will call this a k-linear parabolic 2-Verma module. When M is abelian, we will say it is an abelian parabolic 2-Verma module.
Like in [23] , we also demand that dots in the algebra R p,µ pνq on strands labeled by roots in I f act as nilpotent operators on F i . This can be done without loss of generality. Hence the right side of the diagram is an isomorphism, and so is the left side. We conclude the functor is fully faithful.
