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Abstract
We study the global existence of solutions of the nonlinear degenerate wave equation (ρ  0)
(∗)
∣∣∣∣∣∣∣∣∣∣
ρ(x)y′′ −∆y = 0 in Ω×]0,∞[,
y = 0 on Γ1×]0,∞[,
∂y
∂ν
+ y′ + f (y)+ g(y′)= 0 on Γ0 ×]0,∞[,
y(x,0)= y0, (√ρy′)(x,0)= (√ρy1)(x) in Ω,
where y′ denotes the derivative of y with respect to parameter t , f (s) = C0|s|δs and g is a non-
decreasing C1 function such that k1|s|ξ+2  g(s)s  k2|s|ξ+2 for some k1, k2 > 0 with 0 < δ, ξ 
1/(n− 2) if n  3 or δ, ξ > 0 if n = 1,2. The existence of solutions is proved by means of the
Faedo–Galerkin method. Furthermore, when ξ = 0 the uniform decay is obtained by making use of
the perturbed energy method.
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Let Ω be a bounded domain of Rn with C2 boundary Γ . Let Γ0 and Γ1 be nonempty
subsets of Γ such that Γ = Γ0 ∪ Γ1 with Γ0 ∩ Γ1 = ∅ (note that this assumption excludes
the simply connected regions).
The aim of this paper is to prove the global existence of smooth and weak solutions
to problem (∗) provided that the initial data belong to a special class of functions and
furthermore, to obtain the exponential decay of the energy related to problem (∗). When
we consider ρ = 1 and f,g = 0, the existence of regular and weak solutions to problem
(∗) was studied by many authors using semigroup arguments, see Quinn and Russell [14],
Chen [4–6], Lagnese [10,11], Komornik and Zuazua [9]. Later, Lasiecka and Tataru
[12] studied a nondegenerate similar problem using nonlinear semigroup theory. In this
context we can also cite the works of Conrad and Rao [7] and Komornik and Rao [8].
Since the semigroup theory is not suitable to treat degenerate problems we use Galerkin’s
approximations. However, as it had occurred in the works [1–3] due to the authors, the
necessity of additional estimates in order to pass to the limit, brings up technical difficulties
which were overcame by considering a change of variables which transforms problem (∗)
into an equivalent one with null initial data.
In order to obtain the exponential decay of the energy, we make use of the perturbed
energy method; see, for instance, Komornick and Zuazua [9]. To this end we consider Γ0
and Γ1 as follows:
Γ0 =
{
x ∈ Γ ; m(x) · ν(x) > 0} (1.1)
and
Γ1 =
{
x ∈ Γ ; m(x) · ν(x) < 0} (1.2)
where m(x)= x − x0, x0 ∈ Rn, and ν(x) is the unit outward normal at x ∈ Γ .
A distinctive characteristic of our paper is exactly to deal with a degenerate wave
equation subject to nonlinear boundary conditions, which forced us to deal with a more
difficult Lyapunov structure than the one used in a previous work [2] by the authors. In fact,
in [2] we studied a degenerate wave equation with nonlinear boundary conditions subject
to an additional frictional damping acting in the domain, whose decay was established
by considering a standard Lyapunov functional. In addition, we have to deal with the
degeneracity of function ρ = ρ(x) (see assumption (1.3) below).
Assume that ρ  0 in Ω and it satisfies the following hypothesis
∇ρ ·m 0 in Ω. (1.3)
According to the physical point of view, if ρ  0 is the mass density of the material
which is modelled in order to have the shape of Ω , hypothesis (1.3) informs us that the
mass distribution is concentrated in such a way that the mass density grows as far as the
points of Ω are distant from x0. On the other hand, if ρ = 0, problem (∗) is a elliptic one
with dynamical boundary conditions which can be reduced to the following problem on
manifolds
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
Ay + y ′ + f (y)+ g(y)= 0 on Γ0 × (0,+∞),
y = 0 on Γ1 × (0,+∞),
y(x,0)= γ0(y0) on Γ,
(1.4)
where γ0 is the trace operator and A :H 1/2(Γ0)→ H−1/2(Γ0) is the self-adjoint, linear
operator given by Aϕ = ∂ω/∂ν where ω is the unique solution of the elliptic problem{
∆ω= 0 in Ω,
ω= 0 on Γ1,
ω= ϕ on Γ0.
(1.5)
Problem (1.4) in connection with (1.5) reduces (1.4) to a mathematical physics problem
on a manifold. In this direction it is important to mention the work of Cavalcanti and
Domingos Cavalcanti [3].
Considering that the above hypotheses hold, we will show that every regular and weak
solution of (∗) decays uniformly. In other words, if
E(t)= 1
2
∫
Ω
ρ(x)
∣∣y ′(x, t)∣∣2 dx + 1
2
∫
Ω
∣∣∇y(x, t)∣∣2 dx
+ C0
δ+ 2
∫
Γ0
∣∣y(x, t)∣∣δ+2 dΓ (1.6)
is the energy related to (∗), we will obtain
E(t) C exp(−θt), ∀t  0
for some positive constants θ,C.
Our paper is organized as follows. In Section 2 we give notations and state the principal
result. In Section 3 we prove solvability of regular and weak solutions using the Galerkin
procedure. In Section 4 we prove the exponential decay of solutions obtained in Section 3.
2. Notations and main results
In what follows we will denote
(u, v)=
∫
Ω
u(x)v(x) dx, (u, v)Γ0 =
∫
Γ0
u(x)v(x) dΓ,
|u|2 =
∫
Ω
∣∣u(x)∣∣2 dx, |u|2Γ0 =
∫
Γ0
∣∣u(x)∣∣2 dΓ, ‖u‖pp,Γ0 =
∫
Γ0
∣∣u(x)∣∣p dΓ.
Defining
V = {v ∈H 1(Ω); v = 0 on Γ1}
and endowing V with the Hilbert structure induced by H 1(Ω) we have that V is a Hilbert
space.
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y0, y1 ∈ V ∩H 3/2(Ω) (2.1)
verifying the compatibility conditions

−∆y0 = 0 in Ω,
y0 = 0 on Γ1,
∂y0
∂ν
+ f (y0)=−y1 − g(y1) on Γ0.
(2.2)
Remark 1. We recall from Sobolev immersion that H 1(Ω) ↪→ Lq(Γ ) for 1  q 
(2n− 2)/(n− 2) if n  3 and since δ, ξ  1/(n− 2) it follows that y0 ∈ L2δ+2(Γ ),
y1 ∈ L2ξ+2(Γ ), for n  1. Then, given y1 ∈ V ∩ H 3/2(Ω) the above elliptic problem
has only one solution y0 ∈ V which verifies
∂y0
∂ν
=−f (y0)− y1 − g(y1) ∈L2(Γ0).
Consequently, y0 ∈H 3/2(Ω).
The assumptions (2.1) and (2.2) can seem to be restrictive, but, in fact, they are not so
restrictive since given y1 ∈ V ∩ H 3/2(Ω), the elliptic problem (2.2) possesses a unique
solution y0 ∈ V ∩H 3/2(Ω). Therefore, for each y1 ∈ V ∩H 3/2(Ω) there exists a unique
y0 ∈ V ∩H 3/2(Ω) verifying (2.2) which proves that conditions (2.1) and (2.2) make sense.
Furthermore, let us assume that
ρ ∈C1(Ω), (2.3)
f (s)= C0|s|δs, s ∈ R, for some C0 > 0, (2.4)
and g is a nondecreasing C1 function such that there exist k1, k2 > 0 which verify
k1|s|ξ+2  g(s)s  k2|s|ξ+2, (2.5)
where 0 < δ, ξ  1/(n− 2) if n 3 or δ, ξ > 0 if n= 1,2.
Now, to obtain existence for weak solutions, we consider, in a natural way,
{y0, y1} belonging to the closure in V ×L2(Ω) of the set C (2.6)
where
C = {{y0, y1} ∈ (H 3/2(Ω))2; such that (2.2) holds}.
Now we are in a position to state our results.
Theorem 2.1. Assume that the hypotheses (2.1)–(2.5) hold. Then, problem (∗) possesses a
unique solution y such that
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y ′ ∈ L∞(0,∞;V ), √ρy ′′ ∈ L∞(0,∞;L2(Ω)), (2.8)
ρy ′′ −∆y = 0 in Ω × (0,∞), (2.9)
∂y
∂ν
+ y ′ + f (y)+ g(y ′)= 0 on Γ0 × (0,∞), (2.10)
y(0)= y0, √ρy ′(0)=√ρy1. (2.11)
Moreover, if ξ = 0, C0 is small enough and assumption (1.3) holds, we obtain the fol-
lowing decay
E(t) 3E(0) exp
(
−ε
2
C2t
)
, ∀t  0, ∀ε ∈ (0, ε0] (2.12)
where ε0 and C2 are positive constants.
Theorem 2.2. Assume that the assumptions (2.3) and (2.6) hold. Then, problem (∗) pos-
sesses at least a weak solution in the class
y ∈C0([0,∞);V ), √ρy ′ ∈C0([0,∞);L2(Ω)), (2.13)
y ′ ∈ L2(0,∞;L2(Γ1)). (2.14)
Moreover, if ξ = 0, C0 is small enough and assumption (1.3) is satisfied, then (2.12) is
obtained for weak solutions by using density arguments.
3. Existence of solutions
In this section we prove the existence of regular solutions to problem (∗) and for this
purpose we employ Galerkin method. Without loss of generality we considerC0 = 1. Then,
using a density argument we extend the same result to weak solutions. The variational
formulation to problem (∗) is given by∫
Ω
ρy ′′wdx +
∫
Ω
∇y · ∇wdx +
∫
Γ0
y ′wdΓ
+
∫
Γ0
|y|δyw dΓ +
∫
Γ0
g(y ′)w dΓ = 0, ∀w ∈ V. (3.1)
As we are looking for strong solutions and the boundary conditions do not permit us to
use ‘special basis’ (for example those ones formed by eigenfunctions of −∆ operator) we
need to derive (3.1) with respect to t . But this procedure leads us to technical difficulties
when we are going to estimate ρy ′′(0) in L2(Ω) norm.
To solve this, we transform problem (∗) into an equivalent one with null initial data. In
fact, let us consider the change of variables
v(x, t)= y(x, t)− φ(x, t), (3.2)
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φ(x, t)= y0(x)+ ty1(x), t ∈ [0, T ]. (3.3)
From (3.2) and (3.3) we obtain the equivalent problem∣∣∣∣∣∣∣∣
ρv′′ −∆v = F(x, t) in QT =Ω×]0, T [,
v = 0 on Σ1,T = Γ1×]0, T [,
∂v
∂ν
+ v′ + |v + φ|δ(v + φ)+ g(v′ + φ′)=G on Σ0,T = Γ0×]0, T [,
v(0)= 0, √ρv′(0)= 0 in Ω,
(3.4)
where
F(x, t)=∆y0(x)+ t∆y1(x), ∀(x, t) ∈Ω×]0, T [, (3.5)
G(x, t)=−y1(x)−
(
∂y0
∂ν
(x)+ t ∂y
1
∂ν
(x)
)
, ∀(x, t) ∈ Γ0×]0, T [. (3.6)
If v is a solution of (3.4) in [0, T ], then y = v + φ is a solution of (∗) in the same
interval. However, we will prove later that∣∣∆v(t)∣∣2 + ∣∣∇v′(t)∣∣2  C(T ), ∀t ∈ [0, T ] and ∀T > 0. (3.7)
Thus, from (3.2) and (3.3) we obtain the same inequality given in (3.7) for the solution y .
So, we can extend y to the whole interval ]0,∞[ using the standard argument
TMax =∞
or, if TMax <∞, so
lim
t→TMax
(∣∣∆y(t)∣∣2 + ∣∣∇y ′(t)∣∣2)=∞.
Hence, it is sufficient to prove that (3.4) has a solution for all finite T .
We represent by (ων)ν∈N a basis in V which is orthonormal in L2(Ω); by Vm the sub-
space of V , generated by the m-first vectors ω1,ω2, . . . ,ωm, and define
ρε = ρ + ε (ε > 0), vεm(t)=
n∑
j=1
gjεm(t)ωj , (3.8)
where vεm(t) is the solution of the following Cauchy problem:(
ρεv
′′
εm(t),ωj
)+ (∇vεm(t),∇ωj )+ (v′εm(t),ωj )Γ0
+ (∣∣vεm(t)+ φ(t)∣∣δ(vεm(t)+ φ(t)),ωj )Γ0 + (g(v′εm(t)+ φ′(t)),ωj )Γ0
= (F(t),ωj )+ (G(t),ωj )Γ0 , (3.9)
vεm(0)= v′εm(0)= 0, j = 1,2, . . . ,m.
The approximate system (3.9) is a normal one of ordinary differential equations which
has a solution in [0, tεm[. The extension of the solution to the whole interval [0, T ] is a
consequence of the first estimate we will prove below.
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3.1.1. The first estimate
Multiplying (3.9) by g′jεm and summing over j we obtain
1
2
d
dt
[∣∣√ρεv′εm(t)∣∣2 + ∣∣∇vεm(t)∣∣2 + 2δ+ 2
∥∥vεm(t)+ φ(t)∥∥δ+2δ+2,Γ0
]
+ ∣∣v′εm(t)∣∣2Γ0
− (∣∣vεm(t)+ φ(t)∣∣δ(vεm(t)+ φ(t)), φ′(t))Γ0
+ (g(v′εm(t)+ φ′(t)), v′εm(t)+ φ′(t))Γ0 − (g(v′εm(t)+ φ′(t)), φ′(t))Γ0
= d
dt
(
F(t), vεm(t)
)− (F ′(t), vεm(t))+ d
dt
(
G(t), vεm(t)
)
Γ0
− (G′(t), vεm(t))Γ0 .
Taking (2.5) into account, we obtain
k1
∣∣v′εm + φ′(t)∣∣ξ+2  (g(v′εm(t)+ φ′(t)))(v′εm(t)+ φ′(t)) and∣∣g(s)∣∣ k2|s|ξ+1.
Then,
d
dt
[
1
2
∣∣√ρεv′εm(t)∣∣2 + 12
∣∣∇vεm(t)∣∣2 + 1
δ + 2
∥∥vεm(t)+ φ(t)∥∥δ+2δ+2,Γ0
]
+ ∣∣v′εm(t)∣∣2Γ0 + k1∥∥v′εm(t)+ φ′(t)∥∥ξ+2ξ+2,Γ0
 d
dt
(
F(t), vεm(t)
)− (F ′(t), vεm(t))+ d
dt
(
G(t), vεm(t)
)
Γ0
− (G′(t), vεm(t))Γ0 +
∫
Γ0
|vεm + φ|δ(vεm + φ)φ′ dΓ
+ k2
∫
Γ0
∣∣v′εm + φ′∣∣ξ+1|φ′|dΓ. (3.10)
Integrating (3.10) over [0, t], taking the Young’s inequality into account and noting that
vεm(0)= v′εm(0)= 0, for an arbitrary η > 0 it follows that
1
2
∣∣√ρεv′εm(t)∣∣2 +
(
1
2
− 2η
)∣∣∇vεm(t)∣∣2 + 1
δ + 2
∥∥vεm(t)+ φ(t)∥∥δ+2δ+2,Γ0
+
t∫
0
∣∣v′εm(s)∣∣2Γ0 ds + (k1 − η)
t∫
0
∥∥v′εm(s)+ φ′(s)∥∥ξ+2ξ+2,Γ0 ds
 C1 + λ
2
4η
‖F‖2
C([0,T ];L2(Ω)) +
λ2
2
‖F ′‖2
L2(Q)+
1
2
t∫ ∣∣∇vεm(s)∣∣2 ds
0
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2
2
4η
‖G‖2
C([0,T ];L2(Γ0)) +
C22
2
‖G′‖2
L2(Σ0)
+ 1
2
t∫
0
∣∣∇vεm(s)∣∣2 ds
+C3
t∫
0
∥∥vεm(t)+ φ(t)∥∥δ+2δ+2,Γ0, (3.11)
where C1, C2, C3 and λ are positive constants such that
|v| λ|∇v|, |v|Γ0  C2|∇v| ∀v ∈ V,
C1 = 1
δ + 2‖y
1‖δ+2,Γ0 +
(ξ + 2)ξ
[η(ξ + 1)]ξ+1 ‖y
1‖ξ+2,Γ0 and C3 =
δ+ 1
δ+ 2 .
Choosing η > 0 small enough and applying Gronwall’s lemma from (3.11) we obtain
the first estimate∣∣√ρεv′εm(t)∣∣2 + ∣∣∇vεm(t)∣∣2 + ∥∥vεm(t)+ φ(t)∥∥δ+2δ+2,Γ0
+
t∫
0
∣∣v′εm(s)∣∣2Γ0 ds +
t∫
0
∥∥v′εm(s)+ φ′(s)∥∥ξ+2ξ+2,Γ0 ds  L1, (3.12)
where L1 is a positive constant independent of ε, m and t given by
L1 =
[
C1 + λ
2
4η
‖F‖2
C0([0,T ];L2(Ω)) +
λ2
2
‖F ′‖2
L2(QT )
+ C
2
2
4η
‖G‖2
C0([0,T ];L2(Ω)) +
C22
2
‖G′‖2
L2(Σ0,T )
]
L−10 e
kT ,
where QT =Ω× (0, T ), Σ0,T = Γ0× (0, T ), L0 =min{1/2,1/2−2η,1/(δ+ 2), k1−η}
and k =max{L−10 ,C3L−10 }.
3.1.2. The second estimate
First, we are going to estimate |√ρv′′εm(0)|. Indeed, from (3.9) and noting that vεm(0)=
v′εm(0)= 0 we have(
ρεv
′′
εm(0),ωj
)+ (f (y0),ωj )Γ0 + (g(y1),ωj )Γ0
= (F(0),ωj )+ (G(0),ωj )Γ0 . (3.13)
Now, from (2.2), (3.5), (3.6) and (3.13) we conclude that∣∣√ρεv′′εm(0)∣∣2 = 0. (3.14)
Getting the derivative of (3.9) with respect to t , multiplying the result by g′′jεm(t) and
summing over j we obtain
d
[
1 ∣∣√ρεv′′εm(t)∣∣2 + 1 ∣∣∇v′εm(t)∣∣2
]
+ ∣∣v′′εm(t)∣∣2Γ0dt 2 2
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∫
Γ0
|vεm + φ|δ
(
v′εm + φ′
)
v′′εm dΓ +
∫
Γ0
g′
(
v′εm + φ′
)∣∣v′′εm∣∣2 dΓ
 d
dt
(
F ′(t), v′εm(t)
)− (F ′′(t), v′εm(t))
+ d
dt
(
G′(t), v′εm(t)
)
Γ0
− (G′′(t), v′εm(t))Γ0 . (3.15)
Analysis of I = (δ + 1) ∫Γ0 |vεm + φ|δ(v′εm + φ′)v′′εm dΓ. Taking into account that
δ/(2δ+ 2) + 1/(2δ+ 2) + 1/2 = 1, considering the generalized Hölder inequality, the
continuity of the trace operator γ0 :H 1(Ω)→ Lq(Γ ) for 1  q  (2n− 2)/(n− 2) and
the first estimate we infer
|I | (δ+ 1)∥∥vεm(t)+ φ(t)∥∥δδ+2,Γ0∥∥v′εm(t)+ φ′(t)∥∥2δ+2,Γ0∣∣v′′εm(t)∣∣Γ0
C4(η)+C4(η)
∣∣∇v′εm(t)∣∣2 + η∣∣v′′εm(t)∣∣2Γ0 ,
where η > 0 is arbitrary and C4 is a positive constant.
Observe that
∫
Γ0
g′(v′εm + φ′)|v′′εm|2 dΓ is well defined since g′(v′εm + φ′) ∈
L2(ξ+1)/ξ (Γ0), v′′εm ∈L2(ξ+1)(Γ0), v′′εm ∈L2(Γ0) and ξ/(2ξ + 2)+ 1/(2ξ + 2)+ 1/2= 1.
Integrating (3.15) over [0, t], taking (3.14) and the last inequality into account, noting
that g′  0 and considering the same arguments used in the first estimate we obtain the
second one
∣∣√ρεv′′εm(t)∣∣2 + ∣∣∇v′εm(t)∣∣2 +
t∫
0
∣∣v′′εm(s)∣∣2Γ0 ds  L2 (3.16)
where L2 is a positive constant independent of ε,m and t .
3.2. Solvability of (∗)
Due to estimates (3.12) and (3.16), we can extract subsequences {vεl} of {vεm} such that
vεl → vε weak star in L∞(0, T ,V ), (3.17)
v′εl → v′ε weak star in L∞(0, T ,V ), (3.18)√
ρv′′εl(t)→
√
ρv′′ε weak star in L∞
(
0, T ,L2(Ω)
)
, (3.19)
v′εl → v′ε weakly in L2
(
0, T ;L2(Γ0)
)
. (3.20)
The above convergences are sufficient to pass to the limit in the linear terms of (3.9).
3.2.1. Analysis of the nonlinear terms
From the first estimate and taking into account the continuity of the trace operator
γ0 :H 1(Ω)→H 1/2(Γ ) we have
(vεl) is bounded in L2
(
0, T ;H 1/2(Γ0)
)
,
(v′εl) is bounded in L2
(
0, T ;L2(Γ0)
)
.
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and using Aubin–Lions theorem (see Lions [13, Théorème 5.1]) we can extract a subse-
quence (vεµ) of (vεl) such that
vεµ → vε strongly in L2
(
0, T ;L2(Γ0)
)
and therefore
vεµ → vε a.e. on Σ0,T = Γ0 × [0, T ]. (3.21)
Using analogous arguments, from the second estimate we obtain a subsequence still
represented by (vεµ) such that
v′εµ → v′ε a.e. on Σ0,T . (3.22)
Consequently (3.21) and (3.22) yield
|vεµ|δvεµ→ |vε|δvε and g
(
v′εµ
)→ g(v′ε) a.e. on Σ0,T . (3.23)
On the other hand, taking the estimates and Sobolev imbeddings into account, we infer(|vεµ|δvεµ) is bounded in L2(Σ0,T ), (3.24)(
g
(
v′εµ
))
is bounded in L2(Σ0,T ). (3.25)
Then, combining (3.23)–(3.25) we conclude thanks to Lions’s lemma that
|vεµ|δvεµ ⇀ |vε|δvε weakly in L2(Σ0,T ),
g
(
v′εµ
)
⇀g
(
v′ε
)
weakly in L2(Σ0,T ).
The convergences above are sufficient to pass to the limit in the nonlinear terms of (3.9).
Remark 2. We note that for each ε > 0 fixed, the function v :Ω→ R is a weak solution to
the Dirichlet–Neumann problem∣∣∣∣∣∣
−∆vε = F ∗(x, t) in Ω,
vε = 0 on Γ1,
∂vε
∂ν
=G∗(x, t) on Γ0,
where
F ∗(x, t)= F(x, t)− v′′ε ∈ L2(Ω)
and
G∗(x, t)=−|vε + φ|δ(vε + φ)− g
(
v′ε + φ′
)+G(x, t)− v′ε ∈L2(Γ0)
for each t fixed in [0, T ]. Since Γ0 ∩ Γ1 is an empty set, the theory of elliptic problems
gives v ∈ L∞(0, T ;H 3/2(Ω)).
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Let y1 and y2 be solutions to problem (∗). Then, defining z= y1 − y2, we obtain(
ρz′′(t),w
)+ (∇z(t),∇w)+ (z′(t),w)
Γ0
+ (g(y ′1)− g(y ′2),w)Γ0
= (f (y2)− f (y1),w)Γ0 .
Substituting w = z′(t) in the above equality and observing that g is nondecreasing, it
results that
d
dt
{
1
2
∣∣√ρz′(t)∣∣2 + 1
2
∣∣∇z(t)∣∣2}+ ∣∣z′(t)∣∣2
Γ0

(|y2|δy2 − |y1|δy1, z′(t))Γ0 . (3.26)
It follows from the mean value theorem that∣∣∣∣y2(x, t)∣∣δy2(x, t)− ∣∣y1(x, t)∣∣δy1(x, t)∣∣
 (δ+ 1)(∣∣y2(x, t)∣∣+ ∣∣y1(x, t)∣∣)δ∣∣y2(x, t)− y1(x, t)∣∣.
Then, from (3.26) we deduce
d
dt
{
1
2
∣∣√ρz′(t)∣∣2 + 1
2
∣∣∇z(t)∣∣2}+ ∣∣z′(t)∣∣2
Γ0
D1
∫
Γ0
(|y2|δ + |y1|δ)∣∣z(t)∣∣∣∣z′(t)∣∣dΓ
where D1 = (δ+ 1)2δ+1.
Using analogous arguments like those used in the second estimate, we obtain
d
dt
{
1
2
∣∣√ρz′(t)∣∣2 + 1
2
∣∣∇z(t)∣∣2}+ (1− η)∣∣z′(t)∣∣2
Γ0
D2(η)
∣∣∇z(t)∣∣2 (3.27)
where η is arbitrary positive constant.
Integrating the inequality (3.27) over (0, t) and making use of Gronwall’s lemma we
conclude that |√ρz′(t)| = |∇z(t)| = ∫ t0 |z′(s)|2Γ0 ds = 0. This concludes the first part of
the proof. ✷
3.4. Weak solutions
Let us consider {y0, y1} verifying (2.6). Then, there exist, for each µ ∈ N, {y0µ,y1µ}
solution of the elliptic problem (2.2) and such that
y0µ→ y0 in H 10 (Ω) and y1µ→ y1 in L2(Ω). (3.28)
Then, for each µ ∈ N there exists yµ regular solution of (∗) belonging to the class of
Theorem 2.1. Repeating the same arguments used in the first estimate we obtain
∣∣√ρy ′µ(t)∣∣2 + ∣∣∇yµ(t)∣∣2 + ∥∥yµ(t)∥∥δ+2δ+2,Γ0 +
t∫
0
∣∣y ′µ(s)∣∣2Γ0 ds
+
t∫
0
∥∥y ′µ(s)∥∥ξ+2ξ+2,Γ0 ds C (3.29)
where C is a positive constant independent of µ ∈ N.
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lowing the same steps already used in the uniqueness of regular solutions and taking the
convergences in (3.28) into account we deduce that there exists y :Ω × (0,∞)→ R such
that
yµ→ y strongly in C0
([0, T ];V ), (3.30)
√
ρy ′µ→
√
ρy ′ strongly in C0
([0, T ];L2(Ω)), (3.31)
y ′µ→ y ′ strongly in L2
(
0, T ;L2(Γ0)
)
. (3.32)
The weak convergences from the estimate given by (3.29) and the convergences
obtained in (3.30)–(3.32) are sufficient to pass to the limit in order to obtain a weak solution
to problem (∗).
4. Asymptotic behaviour
In this section we prove the exponential decay for regular solutions of problem (∗).
Using the density arguments introduced in the last section, we conclude the same result for
weak solutions.
A simple computation shows that
E′(t)−(1+ k1)
∫
Γ0
∣∣y ′(x, t)∣∣2 dΓ. (4.1)
Let µ and λ be positive constants such that∫
Γ0
v2 dΓ  µ
∫
Ω
|∇v|2 dx ∀v ∈ V (4.2)
and
|v|2  λ|∇v|2 ∀v ∈ V. (4.3)
For an arbitrary ε > 0, we define the perturbed energy
Eε(t)=E(t)+ εψ(t) (4.4)
where
ψ(t)= 2
∫
Ω
ρy ′(m.∇y) dx + (n− 1)
∫
Ω
ρy ′y dx. (4.5)
Proposition 4.1. There exist C1 > 0 such that∣∣Eε(t)−E(t)∣∣ εC1E(t), for all t  0.
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+ (n− 1)√λ‖ρ‖C0(Ω)
∣∣√ρy ′(t)∣∣∣∣∇y(t)∣∣

(
2R(x0)+ (n− 1)λ)‖ρ‖C0(Ω)E(t) (4.6)
where
R(x0)=max
x∈Ω
‖x − x0‖.
If we define C1 = (2R(x0)+ (n− 1)λ)‖ρ‖C0(Ω) from (4.6) we deduce∣∣Eε(t)−E(t)∣∣= ε∣∣ψ(t)∣∣ εC1E(t).
This proves Proposition 4.1. ✷
Proposition 4.2. There exists ε1 > 0 and C2 > 0 such that
E′ε(t)−εC2E(t), for all t  0 and ε ∈ (0, ε1].
Proof. Differentiating (4.5) with respect to t and substituting ρy ′′ = ∆y in the obtained
result, we come to the expression
ψ ′(t)= 2
∫
Ω
∆y(m · ∇y) dx + 2
∫
Ω
ρy ′(m · ∇y ′) dx
+ (n− 1)
∫
Ω
∆yy dx + (n− 1)
∫
Ω
ρ|y ′|2 dx. (4.7)
Let us analyse terms in (4.7). We recall that n 1, C0 is given in (2.4) and δ is detailed
in (2.5).
Analysis of I1 =−2
∫
Ω
∆y(m · ∇y) dx. We have by Green and Gauss formulas, the clas-
sical identity due to Rellich
I1 = (n− 2)
∫
Ω
|∇y|2 dx + 2
∫
Γ
(
∂y
∂ν
)
(m · ∇y) dΓ −
∫
Γ
(m · ν)|∇y|2 dΓ. (4.8)
Analysis of I2 = 2
∫
Ω ρy
′(m · ∇y ′) dx . By Gauss theorem, we obtain
I2 =
∫
Ω
ρm · ∇(|y ′|2)dx
=−
∫
Ω
(∇ρ ·m)|y ′|2 dx − n
∫
Ω
ρ|y ′|2 dx +
∫
Γ
(m · ν)ρ|y ′|2 dΓ. (4.9)
M.M. Cavalcanti et al. / J. Math. Anal. Appl. 281 (2003) 108–124 121Analysis of I3 = (n−1)
∫
Ω ∆yy dx. Observing that ∂y/∂ν =−y ′ −f (y)−g(y ′) on Γ0,
we have
I3 = (1− n)
∫
Ω
|∇y|2 dx − (n− 1)
∫
Γ0
yy ′ dΓ − (n− 1)
∫
Γ0
f (y)y dΓ
− (n− 1)
∫
Γ0
g(y ′)y dΓ. (4.10)
Thus, from (4.7)–(4.10), we get
ψ ′(t)−
∫
Ω
ρ|y ′|2 dx −
∫
Ω
|∇y|2 dx − 2C0
δ+ 2
∫
Γ0
|y|δ+2 dΓ
−
∫
Ω
(∇ρ ·m)|y ′|2 dx −
∫
Γ
(m · ν)|∇y|2 dΓ + 2
∫
Γ
∂y
∂ν
(m · ∇y) dΓ
+
∫
Γ0
(m · ν)ρ|y ′|2 dΓ − (n− 1)
∫
Γ0
y ′y dΓ − (n− 1)
∫
Γ0
g(y ′)y dΓ. (4.11)
However, on Γ1 we have (∂y/∂xk)= ∂y/∂ννk, which implies
m · ∇y = (m · ν)∂y
∂ν
, |∇y|2 =
(
∂y
∂ν
)2
on Γ1.
Consequently
−
∫
Γ
(m · ν)|∇y|2 dΓ =−
∫
Γ0
(m · ν)|∇y|2 dΓ −
∫
Γ1
(m · ν)
(
∂y
∂ν
)2
dΓ (4.12)
and
2
∫
Γ
∂y
∂ν
(m · ∇y) dΓ =−2
∫
Γ0
y ′(m · ∇y) dΓ − 2
∫
Γ0
g(y ′)(m · ∇y) dΓ
− 2
∫
Γ0
f (y)(m · ∇y) dΓ + 2
∫
Γ1
(m · ν)
(
∂y
∂ν
)2
dΓ. (4.13)
Substituting (4.12) and (4.13) in (4.11), noting that ∫
Γ1
(m · ν)(∂y/∂ν)2 dΓ  0 and
taking (1.1) and (1.3) into account, we obtain
ψ ′(t)−2E(t)−m0
∫
Γ0
|∇y|2 dΓ − 2
∫
Γ0
y ′(m · ∇y) dΓ
− 2
∫
g(y ′)(m · ∇y) dΓ − 2
∫
f (y)(m · ∇y) dΓΓ0 Γ0
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∣∣y ′(t)∣∣2
Γ0
− (n− 1)
∫
Γ0
y ′y dΓ
− (n− 1)
∫
Γ0
g(y ′)y dΓ, (4.14)
where m0 =min{m(x) · ν(x); x ∈ Γ0} which is strictly positive.
But using the inequality ab (1/4η)a2 + ηb2 where η is an arbitrary positive number,
we deduce
−2
∫
Γ0
y ′(m · ∇y) dΓ  R
2(x0)
4η
∣∣y ′(t)∣∣2
Γ0
+ η
∫
Γ0
|∇y|2 dΓ,
(n− 1)
∫
Γ0
g(y ′)y dΓ  (n− 1)
2µ2k2
4η
∣∣y ′(t)∣∣2
Γ0
+ 2ηE(t),
2
∫
Γ0
f (y)(m · ∇y) dΓ  C02
δ+1µk0R(x0)
η
[
E(0)
]δ+1
E(t)+ η
∫
Γ0
|∇y|2 dΓ,
where k0 > 0 comes from the imbedding V ↪→ L2(δ+1)(Γ0). In addition, we have
2
∫
Γ0
g(y ′)(m · ∇y) dΓ  k22R(x0)
∣∣y ′(t)∣∣2
Γ0
+ η
∫
Γ0
|∇y|2 dΓ,
(n− 1)
∫
Γ0
y ′y dΓ  2(n− 1)
2µ2
4η
∣∣y ′(t)∣∣2
Γ0
+ ηE(t).
From the last five inequalities and from (4.14), we conclude
ψ ′(t)−(2− 3η−C0M(η))E(t)− (m0 − 3η)
∫
Γ0
|∇y|2 dΓ +N(η)∣∣y ′(t)∣∣2
Γ0
,
(4.15)
where
M(η)= 2
δ+1µk0R(x0)
η
[
E(0)
]δ+1
and
N(η)= R
2(x0)
4η
+ (n− 1)
2µ2k2
4η
+ k22R(x0)+
2(n− 1)2µ2
4η
.
If we choose η and C0 sufficiently small such that C2 = 2 − 3η − C0M(η) > 0 and
m0 − 3η > 0, from (4.15) it follows that
ψ ′(t)−C2E(t)+N
∣∣y ′(t)∣∣2
Γ0
. (4.16)
Hence, from (1.3), (4.1), (4.4) and (4.16) we conclude
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∫
Γ0
[1− εN]|y ′|2 dΓ. (4.17)
Considering ε1 = 1/N we obtain for all ε ∈ (0, ε1] that E′ε(t)  −εC2E(t). This
concludes the proof of Proposition 4.2. ✷
Proof of decay. Let us define
ε0 =min
{
1
2C1
, ε1
}
and let us consider ε ∈ (0, ε0].
From Proposition 4.1 we have
(1−C1ε)E(t)Eε(t) (1+C1ε)E(t).
Since ε  1/2C1, we deduce
1
2
E(t)Eε(t)
3
2
E(t) 2E(t), ∀t  0. (4.18)
Observe that from (4.18) we get
−εC2E(t)−ε2C2Eε(t). (4.19)
Hence, from (4.19) and Proposition 4.2, we obtain
E′ε(t)−
ε
2
C2Eε(t),
that is,
d
dt
(
Eε(t) exp
(
ε
2
C2t
))
 0.
Integrating last inequality over [0, t], we get
Eε(t)Eε(0) exp
(
−ε
2
C2t
)
. (4.20)
From (4.18) and (4.20) we deduce
E(t) 3E(0) exp
(
−ε
2
C2t
)
which concludes the exponential decay for regular solutions of (∗). ✷
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