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“The ancient oracle said that I was the wisest of all the 
Greeks. It is because I alone, of all the Greeks, know that I 
know nothing” 
-Socrates 
 
 
 
 
 
“Great things are done by a series of small things brought 
together.” 
-Vincent Van Gogh 
 
 
 
 
 
“The desire for knowledge shapes a man” 
Patrick Rothfuss, The Wise Mans Fear.  
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Abstract 
 
The study of protein adsorption on surfaces is becoming an increasingly important 
topic for research since it plays a crucial role in a variety of biomedical and 
biotechnological applications, biomaterials and cell biology research. Specific 
properties of surface-based diagnostic assays and cell culture supports are often 
determined by the site-selective attachment of proteins to solid supports. In this 
thesis, we investigate two different methods of immobilising proteins: the 
immobilisation of the Hydrophobin protein via its “hydrophobic patch” and large-
scale but weak van der Waals interactions; and the immobilisation of the TagRFP 
protein using hexahistidine tags and fewer but stronger electrostatic interactions. Our 
simulations show that the Hydrophobin protein prefers to use its hydrophobic patch 
to adsorb to hydrophobic surfaces while it adsorbs to hydrophilic surfaces with its 
opposite side. On the other hand, our simulations confirm that increasing the number 
of hexahistidine tags attached to the tagRFP protein steadily increases the binding 
strength of the protein to the surface. Our results provide insight into the 
mechanisms driving the orientation of the protein when adsorbed. These results can 
help guide future simulations and experiments that wish to improve the 
immobilisation of proteins.  
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Chapter 1: Introduction 
1.1 Computational materials design 
 
1.1.1 Nanoscale Physics  
Nanoscale differs dramatically from macroscale, or everyday physics. Thus, proposed 
nanotechnology devices based on taking macroscopic objects and shrinking them 
down to atomic dimensions may not work [1]. Nanoscale devices have the potential 
to interact controllably with cells and cell components, however, in order to achieve 
working nanotechnology solutions using materials, one must “unlearn” conventional 
engineering and instead learn from the elegant designs of nature. Current sub-
Angstrom resolution crystallography and electron microscopy provide, for the first 
time, the means to understand how biological nanomachines such as DNA 
topoisomerase (enzymes that regulate the overwinding or underwinding of DNA), 
RNA polymerase (enzymes that produce RNA) and ribosome function. One of the 
goals of nanotechnology is to translate the tricks that these nanoarchitectures have 
evolved into the design of new materials for devices. For example, biological catalysts 
such as photosynthetic reaction centers and cellulosomes can achieve, in ambient 
conditions, conversion rates, specificity and turnover rates that are far better than 
existing synthetic materials [2]. 
 
At the nanoscale, it is the surface area rather than the volume that is the dominant 
factor and so driving forces are changed dramatically for molecule-level assembly. 
Scaling down from human scale (1 meter) to micro scale (1 micron), mass and 
momentum become (106)3 = 1018 times smaller, whereas surface dependent properties 
become (106)2 = 1012 times smaller, making friction, surface tension, and van der 
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Waals forces, a million times more important. These effects become a billion times 
more important (compared to the macroscale) at the nanoscale, which is why 
nanoscale designers that seek to create functional interfaces to cells and biomolecules 
must be more concerned with viscosity (“gloopiness”), Brownian motion (random 
shaking) and van der Waals forces (stickiness). These effects (asides from Brownian 
motion) usually have a much smaller effect at macroscopic scales and therefore human 
engineers are usually not concerned with these forces. What’s more, since these 
nanoscale forces depend on the medium as well as the molecular structures, they 
cannot be engineered around. The best example of working nanotechnology -life- does 
not seek to damp these forces. Rather, biological machines use and exploit these forces 
as core design principles. For example, the corkscrew motion of bacterial flagella, cell 
membrane ion channels, and the lock-and-key mechanism of enzyme catalysis have 
evolved under the selective pressures of nanoscale viscosity, random motion and 
sticking respectively. It has been argued that the best solutions have the correct ratio 
of shaking to sticking, which allows for robust, self-correcting nanomachines [3].  
 
Properly formulated nanomaterials must achieve the required levels of sensitivity, low 
cost, mass production while being able to work in the conditions of room/body 
temperature as well as physiological pH and ionic strengths. Soft nanomaterials have 
numerous applications for medical technology; i.e. biocompatible materials with 
useful and controllable electronic properties, that work in ambient conditions and are 
made from inexpensive building blocks. A schematic of an electronic medical device 
based on an organic self-assembled monolayer sandwiched between two electrodes 
and electrically contacted to conventional integrated circuits is sketched in Figure 1.1 
 
 
13 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1.1.2 Using self-assembly as a medical device principle 
The design sketched in Figure 1.1 relies on the spontaneous assembly of an ordered, 
densely-packed layer of molecules on the substrate. The properties of this layer 
determine both the functionality of the device and the device electrical performance. 
Desired functionalities include the ability to perform single-molecule sensing of 
analytes, electro-responsive tissue engineering and the eventual possibility to directly 
couple living tissue with electronics for in vivo monitoring and reactive treatment of 
medical conditions. Self-assembled monolayers (SAMs) are a “bottom-up” 
nanotechnology that exploit molecular forces to create strongly-bound, uniform, 
electrically-conducting layers that are just one molecule thick. They have recently 
been used in applications as diverse as molecule sensors [4], molecular switches [5], 
the creation of nanopatterned surfaces including tissue engineering scaffolds [6], and 
non-fouling surfaces that stay clean even in physiological protein concentrations [7]. 
 
Self-assembly describes processes in which a collection of molecular components 
forms an organised structure as a result of specific, local interactions among the 
components, without external direction  [8]. The self-assembled structure must (a) 
Figure 1.1. (Left) Schematic of an idealized nanostructured medical device [4]. (Right) Molecular 
model of a device based on a protein-adhesive self-assembled monolayer (SAM) grown on a 
graphene layer [5]. 
14 
 
have higher order than the isolated components, in terms of shape and/or function; (b) 
use weak interactions (e.g. van der Waals, π − π, hydrogen bonds) instead of covalent, 
ionic or metallic bonds; (c) use building blocks of not only atoms and molecules, but 
also a wide range of nano- and mesoscopic structures, with different chemical 
compositions, shapes and functionalities. Although they are considerably weaker, 
these weak interactions play an important role in materials synthesis. For example, 
they play a role in the physical properties of liquids, the solubility of solids, and the 
organisation of molecules in biological membranes.  
 
Most research on nano-bio interfaces in electrical devices has been done under 
conditions of ultra-high vacuum and/or cryogenic temperatures but recent work shows 
that organic monolayers grown on metals can maintain their structures and 
functionality in ambient conditions and can be made into device components [9], [10], 
[11],  [7]. However, despite this progress, more research is needed to test the ability 
of these interfaces to carry reproducible electrical signals under common biological 
conditions such as saliva (e.g. for glucose sensing) and blood (e.g. in a Point-Of-Care 
instrument for acute coronary sensing). 
 
The optimisation of the nano-bio interface should aid in the development of disruptive 
new technologies that will outperform existing microelectronics solutions. For 
example, in the area of detection of medical biomarkers, many different methods are 
currently being used, including enzyme-linked immunosorbent assays (ELISA) [12], 
particle-based flow cytometric assays [13], electrochemical measurements based on 
impedance and capacitance [14], electrical measurement of micro-cantilever resonant 
frequency change [15], gas chromatography [16] (GC), ion chromatography [17], high 
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density peptide arrays [18], chemiluminescence [19], selected ion flow tube [20] 
(SIFT), bead-based suspension microarrays [21], magnetic biosensors [22] and mass 
spectrometry [23]. Most of these existing techniques measure only one analyte at a 
time, which hampers the development of multi-marker disease activity tests [24]. 
Particle-based assays allow for the detection of multiple analytes by using multiple 
beads but can take 2+ hours which is not suitable for bedside or in-office testing. 
Electrochemical devices can be simpler to use and inexpensive but significant 
improvements in their sensitivities are still required for use in clinical settings. Micro-
cantilevers are capable of detecting concentrations as low as 10 pg/ml, but suffer from 
an undesirable resonant frequency change due to the viscosity of the medium.  
 
Devices designed for the nanoscale can provide an excellent option toward fast, label-
free, sensitive, selective, and multiple detections for both pre-clinical and clinical 
applications. Electrical sensors [25] are especially promising in diagnostics because 
of their potential for miniaturisation and automation as well as their simpler 
instrumentation for on-site and point-of-care applications. It can even be possible to 
determine the presence of a disease as it progresses using the simultaneous real-time 
detection of multiple biomarkers. Examples of detection of biomarkers using multi-
parameter nanosensors in semiconductor devices include carbon nanotubes for lupus 
erythematosus antigen detection [26] and semiconducting nanowires for prostate-
specific antigen detection [27]. Another recent example used a self-assembled 
monolayer of antibody mimic proteins (AMPs) to detect subnanomolar concentrations 
of nucleocapsid (N) protein, a biomarker for severe acute respiratory syndrome 
(SARS), in 44 μM bovine serum albumin [28]. 
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1.2 Supercomputing-enabled molecular dynamics simulations 
To move from trial and error and serendipitous discovery of these types of elegant 
assemblies, we need to be able to describe the nanoscale interactions in these systems. 
This will enable the rational design of architecture with tailor-made functionalities for 
electronic device applications using inexpensive and non-toxic chemicals. The 
description of the nanoscale interactions of molecules in a theoretical manner is 
referred to as molecular modelling  [29]– [33], see Appendix A for an introduction to 
molecular modelling and molecular dynamics.   
 
 
 
1.2.1 High Performance Computing 
A supercomputer is not just one computer, but is actually a large number of computers 
tightly integrated to form one large supercomputer. Its speed comes from the ability 
to do parallel calculations using a huge number of processors. When theoretical and 
experimental research is too expensive, dangerous, or simply not feasible, 
supercomputers allow almost any research discipline to carry out simulations of 
complex problems. They are used in a wide range of computationally intensive tasks 
in various fields including weather forecasting, climate research as well as airplane 
and spacecraft aerodynamics. 
Most modern supercomputers use Linux as their operating system. The parallel 
architectures of supercomputers often dictate the use of special programming to 
exploit their speed. Software tools for distributed processing include APIs (application 
programming interfaces) such as OpenMP and MPI. OpenMP supports shared 
memory programming in C/C++ and fortran. It consists of a set of complier directives, 
library routines and environment variables that influence and control the programs 
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run-time behaviour. OpenMP programs run within a single instance of an operating 
system and consist of multiple threads sharing a common address space. MPI is a 
language-independent communications protocol used to program computer clusters. 
MPI programs consist of processes communicating with each other through the 
explicit exchange of messages. These processes are typically distributed across 
multiple nodes of a cluster, but it is perfectly right to run multiple processes within a 
single node. While parallelisation with OpenMP is easier to implement, the speed-up 
by parallelisation can scale better for larger clusters when using MPI. 
 
1.3 Methodology 
The modelling work done in this thesis is based on and wishes to provide a direct 
insight for experimental work. The first step is to build a computational model that 
matches the experimental system as close as possible. The protein atomic structure is 
taken from the Protein databank (PDB, an online databank containing the structures 
for many different proteins). The protein may be modified (mutations) to reproduce 
the actual experimental system. A SAM (self-assembled monolayer) model is then 
built to match the one described by the experimenters. Simulations are then run with 
a model of the protein interaction with the SAM. 
The goal of our simulations is to be able to describe the preferred orientation of the 
protein when adsorbing to a SAM as well as the nature of the interactions of the protein 
with the SAM. The simulations are run with the protein in a number of different 
starting configurations or orientations with respect to the SAM and the simulations 
investigate how this changes the interaction of the protein with the SAM. In order to 
quantify this, the final orientations of the protein after the simulation can be examined 
as well as the interaction energy of the protein with the SAM. The protein-SAM 
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interaction energy is the sum of the electrostatic and the van der Waals forces between 
the two and can be calculated using VMD (visual molecular dynamics) [34]. To further 
investigate the system, enhanced sampling methods were used and will be discussed 
in Chapters three and four.  
The standard, equilibrium MD simulations were performed using the NAMD 
(Nanoscale Molecular Dynamics) software [32]. The simulation parameters were: 
timestep of 2 fs; Velocity-Verlet method for the integrator; Langevin for the 
temperature control; Nose-Hoover-Langevin for the pressure control; the 
CHARMM36 (Chemistry at Harvard Macromolecular Mechanics) forcefield [33] was 
used; the SHAKE algorithm was used for constraints and a TIP3P water model was 
used. The non-equilibrium and enhanced sampling simulations were performed using 
the GROMACS (Groningen Machine for Chemical Simulations) software [35].  
 
1.4 Scope of this thesis 
The aim of this thesis is to use Molecular Dynamics (MD) simulations to show how 
these strange physics that are found at the nanoscale can be tailored to help in the 
development of drugs or biomaterials. In Chapter one, we give an introduction to 
physics at the nanoscale in order to provide some context and applications for the work 
presented in this thesis. In Chapter two, we present a literature review on the state of 
the art research that has been done in recent years on the immobilisation of proteins 
on SAMs (self-assembled monolayers) and other surfaces. In Chapter three, we use 
interactions of the amphiphilic hydrophobin protein with different self-assembled 
monolayers to quantify how large area, non-covalent interfaces can be used to 
immobilise proteins in a controlled and oriented manner. In Chapter four, we use 
Histidine-tags to immobilise a fluorescent protein to quantify how many smaller scale 
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interfaces can be used to immobilise proteins. Finally, in Chapter five, we explore the 
use of enhanced sampling methods in order to better describe the systems modelled in 
Chapters three and four. The models built for these chapters can be easily expanded to 
explore the immobilisation of other proteins, either by attaching proteins to the 
hydrophobin protein from Chapter three, or by replacing the Histidine-tagged protein 
in Chapter four.  
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Chapter 2: Literature Review 
2.1 Protein Immobilisation 
 
Immobilisation is defined as the attachment of molecules to a surface resulting in 
reduction or loss of mobility for the molecule [1]–[3]. The way in which a protein is 
immobilised determines how its properties and functions change. Uncontrolled 
immobilisation leads to a reduction of protein activity, due to random orientation when 
immobilised that could, e.g., block active sites, or structural deformation as it binds to 
the surface. Thus, in order to retain full activity, proteins must be attached to surfaces 
in a controlled manner that does not affect conformation and function. The choice of 
a suitable immobilisation technique is usually determined by the physical and 
chemical properties of both the surface and the protein. Protein immobilisation 
techniques are usually divided into three categories: physical, covalent and bioaffinity 
immobilisation. 
 
2.1.1 Physical Immobilisation 
Proteins can adsorb onto surfaces via non-chemical, intermolecular forces, such as 
ionic bonds, polar interactions or hydrophobic interactions (i.e. interactions involving 
molecules that are repelled from water). Which of these intermolecular forces will be 
involved in the interaction depends on the protein and the surface. The resulting 
protein layer is likely to be heterogeneous and the adsorbed proteins will be randomly 
oriented since they can form many different types of contacts in multiple orientations. 
This random orientation could minimize repulsive interactions with the substrate and 
other adsorbed proteins. Physical immobilisation is generally weaker than other 
methods of immobilisation and the adsorbed layer of proteins will not as stable. 
Nevertheless, physical immobilisation is the basis for some biosensors. For example, 
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Choi et al. developed a surface plasmon resonance (SPR) based biosensor for the 
detection of human C-reactive protein (CPR) using the physical immobilisation of 
proteins onto plasma-treated paraylene-N films [4]. Bagen et al. developed a 
biosensing platform that immobilises proteins using physical interactions of 
electrostatic and hydrophobic effects [5]. Such strategies have the benefit of avoiding 
the need for often laboursome, and/or expensive covalent attachment methods. 
 
2.1.2 Covalent Immobilisation 
For more stable, irreversible immobilisation, the formation of covalent bonds can be 
used. Proteins are usually covalently bound through accessible functional groups of 
amino acids on the protein. Covalent bonds are mostly formed between these exposed-
, side-chain-, functional groups in proteins and suitably modified supports on the 
surface, resulting in an irreversible binding that produces a high density of proteins on 
the surface. However, because the chemical makeup of every protein is different, and 
they will have different amino acids on the exterior, chemical binding via side chains 
of amino acids is usually random. This means that immobilisation may occur with 
many different types of amino acids and many different types of proteins, causing 
heterogeneity in the population of immobilised proteins. It is desirable to guide the 
chemical attachment in an orderly manner to attain oriented immobilisation [6]. Such 
designed immobilisation procedures provide reproducible and oriented 
immobilisation and avoids denaturation due to reactions with amino acid groups that 
are not involved in protein function. This designed immobilisation is site-specific but 
requires functionalisation of the molecules or tailoring of the surface, or both. Two 
strategies that enjoy widespread use are attachment via amine and thiol groups. 
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2.1.2.1 Amine Chemistry 
Lysine amino acids are commonly located on the outside of the protein because of 
their polarity and, as an added advantage, are usually not involved in the catalytic sites 
of the protein [7]. They are often in good abundance and are commonly used for 
covalent immobilisation as they can be readily and selectively targeted for interaction 
with activated surfaces (e.g. -COOH). However, there can be many of them on the 
protein surface which can cause multipoint attachment on the substrate, increasing 
heterogeneity and reducing conformational flexibility. One recent demonstration by 
Kaieda at al. used small angle x-ray scattering to characterise the microstructure and 
structural kinetics of gels formed by cross-linking of the proteins bovine pancreatic 
trypsin inhibitor (BPTI), equine skeletal muscle myoglobin (Mb) and rat intestinal 
fatty acid-binding protein (IFABP) [8]. The protein gels were formed using the 
interaction of Glutaraldehyde with lysine side chains that are found in the proteins. 
They found that the native protein structure is retained in the gel, despite the lysine 
side-chains involved in the cross link experiencing some conformational perturbation, 
because these lysines are not involved in protein function. They also found that the 
protein gel is spatially heterogeneous with dense clusters linked by sparse networks, 
with proteins that have a large number of uniformly distributed lysines making larger 
clusters. 
2.1.2.2 Thiol Chemistry 
Cysteines are unique among amino acids in that they contain a thiol group that is able 
to create internal disulphide bonds that contribute to protein stability. Since cysteines 
are among the least common amino acids found in proteins, random immobilisation is 
less likely to occur. Cysteines can be easily introduced at a specific location on a 
protein by use of genetic engineering techniques prior to expression, which allows 
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control of the site of modification [9]. Another property of cysteine is that it has a 
unique nucleophilicity (likelihood to donate electron pairs when forming chemical 
bonds) compared to other reactive sidechains. Under physiological conditions, it is 
very likely to form the nucleophilic thiolate ion with a general pK_a of 8.2. However, 
this depends on the cysteine conformation and its environment (e.g. buffer and 
neighbouring residues) [10], [11]. Recent work by Park et al. developed a method that 
combines cysteine and oligomerization domain-mediated immobilisation of proteins 
for the purpose of attaining orientation-controlled density packing of multimeric 
proteins on an SPR gold chip [12]. SPR measurements gave surface coverage densities 
for monomeric, dimeric and trimeric cysteine modified EGFP proteins of 6.87 x10-10 
g mm-2, 11.6 x10-10 g mm-2 and 25.2 x10-10 g mm-2 respectively. This is compared to 
non-cysteine modified EGFP that was immobilised using a single His6 tag which gave 
a surface coverage density of 5.88 x10-10 g mm-2. Zhang et al. used thiol-ene (a link 
between a thiol and an alkene) click chemistry to immobilize cysteine-tagged 
dehydrogenase proteins onto carbon electrodes [13]. Catalytic current measurements 
showed that the cysteine tagged proteins stayed adsorbed considerably longer to the 
carbon electrodes than the non-cysteine tagged proteins. After three days, almost all 
of the non-cysteine tagged proteins had desorbed compared to 50% of the cysteine 
tagged proteins. 
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2.1.3 Bioaffinity Immobilisation 
In bioaffinity, or site-specific immobilisation, the protein is immobilised via site-
specific interactions where the protein is bound to an already immobilised affinity 
ligand [14]. It yields strong, highly specific and orientated protein immobilisation 
which minimises protein leakage and offers better accessibility of the protein to 
binding partners. Another advantage is that bioaffininty immobilisation can be 
reversed using chemical methods, pH change or heat treatment. 
 
2.1.3.1 Avidin-Biotin 
One of the most commonly used bioaffinity immobilisation techniques involves the 
use of avidin (a tetrameric glycoprotein) and biotin (water soluble vitamin B7). The 
avidin-biotin interaction is one of the strongest noncovalent bonds (Kd = 10
15 M-1) and 
one avidin protein can bind up to four biotin molecules [15]. The interaction has a 
binding affinity (Kd) of 10
15 M-1 and a free energy of binding (ΔA0) of -20.4 kcal/mol 
[15]. This is comparable to the covalent bonds in a peptide (e.g. a typical C-C covalent 
bond has a bond energy of 85 kcal/mol) and considerably stronger than non-covalent 
bonds between molecules (e.g. electrostatic interactions between two atoms bearing 
single opposite charges can be around the order of 1-2 kcal/mol) [16]. The formation 
of a bond between biotin and avidin is rapid and is not affected by pH, temperature, 
organic solvents or other denaturing agents. Matsubara et al. used the avidin/biotin 
interaction to study the binding of heptapeptide ligands to Hemagglutinin for the 
development of anti-viral drugs [17]. An example of a biosensor that uses the avidin-
biotin interaction is one developed for quantitative label-free immunoassay by Lei et 
al. [18]. The biosensor achieved a sensitivity of 0.33 μA/ng mL-1 and minimal 
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detectable analyte concentration of 25ng/mL. The time for detection was reported to 
be 500s, which is a large reduction compared with standard immunoassay procedures. 
2.1.3.2 DNA-directed immobilisation 
DNA-directed immobilisation (DDI) of proteins was first described in 1994 by 
Niemeyer et al. [19] DDI uses capture oligonucleotides that are bound to a surface to 
selectively bind proteins with oligomers that are complimentary to these 
oligonucleotides [20]. Due to the specificity of Watson-Crick base pairs, many 
different DNA-tagged components can be adsorbed simultaneously. Advantages of 
DDI include high surface-coating density, the possibility to regenerate the DNA 
surface using denaturation protocols and the ability to produce protein arrays in situ. 
Recently, Yang et al developed a DDI based biosensor for the detection of prostate 
cancer specific antigens [21]. They used thiolated single-stranded DNA that 
immobilised on gold electrodes and used as a scaffold for the capture of the antigens. 
 
2.2 Atomic-scale modelling of bio-nano interfaces in medical devices 
Owing to the progress that has been made in recent years in the guided synthesis of 
biomaterials and in the controlled immobilization of biomolecules, it is now possible 
to engineer biomaterials through mimicking biological strategies that have been 
optimized over millions of years of evolution. Studying how peptide specificity works 
can lead to rational design approaches that have precise control on how proteins 
interact with bio-devices and also provides new ways of functionalising different 
materials with better sensitivity and specificity. This requires a deep understanding of 
the physical and chemical properties that govern the interactions between inorganic 
device surfaces and organic/biological molecules. For example, when proteins are 
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directly adsorbed at solid surfaces, they may partially unfold, due to non-bonding 
interactions with the inorganic surface, which in turn impairs protein function. 
Detailed multiscale experiments and simulations can work in tandem to identify, 
quantify, and then control the atomic-scale interactions that drive the assembly of 
electronic devices that have controllable functions when interfaced with biology. 
 
2.2.1 Protein-graphene interfaces 
Devices that take advantage of protein-graphene interactions have the potential to play 
significant roles in the future direction of science and industry. The protein/graphene 
interface has great potential for the development of biomaterials, medicines, and for 
new protein separation and purification techniques. Understanding the role water plays 
in mediating protein-graphene interactions is a necessary step in being able to control 
these interactions. Molecular Dynamics (MD), which is already the tool of choice for 
studying proteins at the atomic scale, can be useful when studying protein/biomaterial 
interfaces in aqueous solutions at the molecular level. 
Recent MD studies have shown that the adsorption of a protein onto an uncharged 
solid surface can be affected by the presence and orientation of water layers that at the 
surface. The interactions of water layers with graphene surfaces can result in changes 
in the hydrogen-bond interactions of the protein with graphene. Water density 
fluctuations can also affect protein adsorption. For example, Lv et al. [24] investigated 
the molecular details of interactions between proteins, water and graphene as well of 
the role of water in the protein-graphene interface by means of MD simulations. They 
modelled a β-sheet protein on a rigid and flexible graphene sheet and showed via free 
energy calculations, power spectrum estimation and structural analysis (H-bond 
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dynamics) that the formation of a bio-nano interface by the adsorption of the protein 
on this hydrophobic surface in water environment is impeded by the presence of 
interlayer water in both aspects of their interfacial interactions. However, the 
transversal motion of the protein would reduce this impedence simultaneously. 
Furthermore, Peter et al. studied how the water layers near graphene affects the 
folding and adsorption of the Trp-rich beta-hairpin TrpZip2 protein [25]. They found 
that these are affected by direct interactions between the indole rings of the protein 
and rings on the graphene surface and that indirect water-mediated interactions have 
also played a part. They also tuned the strength of the attraction between surface and 
the water and found that this affects the formation of hydrogen-bonds between the 
protein and graphene. Using Steered Molecular Dynamics (SMD), Schneider et al. 
[26] found a correlation between the adhesion forces and the nanoscale features of the 
water layers at the solid/liquid interfaces. They found that the local water density 
variations near a heterogeneous, rough surface are sensed by the side chains of a 
peptide in a way that bears many similarities with the specific recognition in 
biomolecules. Hughes et al. [27] used a polarisable force-field (GRAPPA), optimized 
by extensive plane-wave DFT calculations using the revPBE-vdW-DF functional. 
This force field reproduces the spatial and orientational structure of the water layers 
at the graphene and carbon nanotubes, and was used to measure the free energy of 
adsorption for a range of amino acids, identifying Trp, Tyr and Arg to have the 
strongest binding affinity and Asp to be a weak binder. 
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Other factors that can affect the adsorption of proteins onto graphene include non-
covalent interactions, such as van der Waals interactions (vdW). For example, Kim et 
al. [22] used MD simulations and AFM (Atomic Force Microscopy) experiments to 
describe the role π-π stacking and electrostatic interactions play in the binding of 
Graphene Binding Peptides (GBP) and Carbon-nanotube Binding Peptides (CBP) to 
the planar surface or edge of graphene respectively. These simulations showed that 
the negatively charged amino acids present in GBP are attracted to the hydrogen-
terminated positive graphene edge while the aromatic amino acids maximize the ring–
ring off-stack π-π interactions with the graphene surface. Balamurugan et al. used MD 
simulations to study the effect that carbon nanotube curvature has on helix breaking 
of α-helix peptides that are adsorbing to the nanotube [23]. They found that a lower 
curvature disrupts the peptide structure the most. While the electrostatic energy 
contribution is primarily responsible for the stabilisation of the α-helix, the vDW 
interactions are the predominant interactions between the nanotubes the peptide. 
Sun et al. [28] developed a graphene oxide/Fluorescein isothiocynate based sensor 
that can specifically detect unstructured collagen fragments, but not fully folded 
collagen species.  Huang et al. [29] fabricated an electrochemical aptasensor for 
platelet derived growth factor based on molybdenum selenide graphene composites. 
The large surface active sites and good conductivity of the composites together with 
Exonuclease III aided signal amplification leaded to a device with remarkably low 
detection limits (20 fM). Zhang et al. [30] synthesised nanocomposites of graphene 
oxide and gold nanoparticles for label-free detection of amino acids. These 
nanocomposites displayed apparent color changes and absorption spectra changes in 
presences of amino acids including glutamate, aspartate, and cysteine. Due to 
electrostatic interactions, gold particles were supposed to attach the oxygen functional 
32 
 
groups of the graphene material to nucleate and grow on the nanosheets. Linear and 
stable dose-dependent characteristics of the composites could also be demonstrated in 
the detection compared with pure nanoparticles. Xie et al. [31] reported an 
immunosensor based on a graphene modified electrode for the detection of 
phosphorylated proteins. 
 
2.2.2 Protein-metal surfaces 
Other popular surfaces for bio-nano interfaces are gold surfaces cut in the (100) and 
mainly in the (111) directions. Since the pioneering work of Schulten et al., [32] a 
large number of simulations have been carried out including development of new force 
fields [33], [34]. Among the recent works, Hoefling et al. [35] investigated 
polypeptides (β-sheet folds) on an Au(111) surface using a polarizable gold model in 
water. They found that the protein adsorbs via a stepwise mechanism with arginine 
playing a crucial role in the initial contact with the surface. The initial binding of Arg 
(charged) allows adsorption of overall neutral peptides. 
 
Penna et al. did statistical analysis of 240 MD simulations of peptides adsorbing to 
Gold and Platinum surfaces in order to describe the mechanisms of peptide adsorption 
from bulk solution [36]. They found that the effective charged layering at the surface 
is caused by the water layer between the peptide and the surface extending the surfaces 
influence into the solution, which enhances the attraction of the peptide to the surface. 
They also found that the peptide is anchored by interactions between its hydrophilic 
parts and the water layers, allowing it time to arrange itself to fully adsorb to the 
surface. The water layer does slow the adsorption of the peptide due to its tightly 
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bound nature but its charged and hydrophilic nature helps to strongly bind the peptide 
once adsorption begins. 
 
Feng et al. [34] examined the adsorption mechanism of twenty amino acids on 
Au(111) using the CHARMM-METAL force field. They found that adsorption 
energies are comprised between -3 and -26 kcal/mol and are correlated with the degree 
of coordination of polarizable atoms (O, N, C). The molecular size and geometry 
determine the adsorption energy: large molecules with planar sp2 groups (Arg, Trp, 
Gln, Tyr, Asn) adsorb most strongly, followed by molecules with polar sp3 groups. 
Short molecules with alkyl groups exhibit the smallest binding free energies. Xu et al. 
[37] studied histidine and histidine containing peptides adsorption behavior on gold 
surfaces, showing that they adsorb via the imino nitrogen and the carboxylic acid 
group. 
More recently, Rosa et al. [38] used plane-wave pseudopotential periodic DFT 
calculations to investigate the geometries, energetics, and electronic structure of small 
molecules (benzene, ammonia and cytosine) on Au(111), which are representative of 
different types of adsorption regimes and interaction strengths. They addressed how 
van der Waals forces can affect the adsorption process and the accuracy of different 
recently developed functionals that embody such effects. Functionals which reduce 
the short-term repulsion between the adsorbate and the substrate generally 
overestimate the adsorption strength and may even predict the wrong adsorption 
orientation. They concluded that the vdW-DF functional performs well in view of DFT 
calculations of DNA bases on Au(111) and similar systems in which both short-range 
and long-range interactions exist. Popa et al. [39] used a combination of classical and 
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quantum methodologies to examine chiral effects upon adsorption of three sulphur-
containing amino acids on an Au(111) surface: cysteine, homocysteine and 
methionine. Parallel tempering Monte Carlo simulations were used to sample the 
configurational space of monomers, dimers and trimers of the amino acids on the gold 
surface, while DFT calculations were performed on promising structures in order to 
take into account electronic effects on adsorption. They found that neutral molecules 
adsorb too weakly on Au(111) surfaces to differentiate the stabilities of homochiral 
and heterochiral dimers, whereas strong chiral discrimination was found in charged 
amino acids. 
As well as metal surfaces, gold nanoparticles (GNP) have attracted attention as 
nanomaterials that are biocompatible and are able to conjugate to proteins and other 
biomolecules, making them useful in biochemical sensing and detection, as well as in 
drug delivery [40]–[47]. To aid in a better understanding of the binding of proteins 
and peptides to GNPs, MD simulations are currently used. 
Tang et al. [43] showed that the binding of proteins can be defined as either an 
enthalpy driven process, with a high number of anchor residues that are spaced evenly 
along the peptide chain, or as a entropy driven process with less anchors that are 
spatially clustered at either end of the peptide chain. Since the binding of peptides to 
gold consists of multiple noncovalent interactions (compared to the single, nonspecific 
gold–sulfur bonding in thiol monolayers on gold), this binding is not reversible. Thus, 
depending on the desired application, peptides can be a better choice for nanoparticle 
surface modification, as compared to covalently bound thiols. Lee et al. [41] used MD 
simulations to study the conjugation of six different peptides on GNPs. The dynamics 
and structure of the peptides on the GNP surface depends on the amino acid sequence 
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and the conformational entropy of the peptides decreases when conjugated but 
sometimes the total entropy increases. 
Ramezani et al. [44] compared the adsorption of 20 different amino acids onto 
GNPs of different sizes. They found that amino acids adsorbed in a more stable manner 
to larger GNPs but that when adsorbing to smaller GNPs, there is less variation in the 
stabilty. They also evaluated the effect of the peptide length when binding to the GNP 
surface, [45], [46] finding that homo tri-peptides (three similar amino acids in a chain) 
that were adsorbed on the GNP surface had more flexibility, a larger radius of gyration, 
and have a further distance from the GNP, compared with homo mono and di-peptides. 
The presence aromatic rings in the amino acids reduced the stability on the GNP 
surface. 
Finally, Palafox-Hernandez et al. [47] studied the binding of peptides on Ag and 
Au surfaces and nanoparticles, combining experiments and MD simulations. Well-
Tempered Metadynamics MD simulations showed flatter configurations on Au and a 
greater variety of 3D adsorbed conformations on Ag. This may arise from differences 
in the structure of the water layers: on Au, direct peptide-metal interactions are 
dominant, while on Ag, solvent-mediated interactions are mainly observed. This is 
reflected in peptide mediated synthesis of nanoparticles, leading to significant 
variation in terms of particle morphology, size or aggregation state. 
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2.2.3 Protein-silica interfaces 
It is worth mentioning also the protein/DNA--SiO2 interaction. Indeed, 
semiconductor-based field-effect transistors (FETs) are available for the detection of 
bio-molecular charges or ionic behaviors based on large variety of biological 
phenomena. A FET biosensor is based on the detection of the variation of the potential 
due to biomolecular charges at an oxide membrane whose surface is used a sensor. 
Indeed, it is at the electrode surface that ions are adsorbed or binding of biomolecules 
is induced, both in specific fashion. Therefore, the principle of the FET biosensor 
enables the direct detection of a variety of biological phenomena based on the intrinsic 
ionic or biomolecular charges, as reported in many studies. Thus, FET biosensors are 
useful for simple and cost-effective systems. MD simulations are then used to clarify 
in detail the electrical behaviors of ions or biomolecules at the substrate/solution 
interface of a FET biosensor. Recently, simulations of ionic solutions at the interface 
with the quartz (100) surface were extended to model DNA bound on the surface [28]. 
It has been found that the introduction of DNA at the substrate surface neither affects 
the water-ions configuration, nor the charge and potential distributions near the 
interface. This is due to Na+ adsorption onto DNA, resulting in the neutralization of 
DNA charges. Sakata et al. [48] concluded that screening DNA charges by cations is 
required to allow molecular recognition of DNA in concentrated solutions using FET 
biosensors with DNA probes. FET biosensors can also detect the ionic charges 
adsorbed directly at the SiO2 surface regardless of the cations involved in the screening 
of the charges of the probe molecules in a concentrated solution. Unlike DNA, 
monovalent ions such as counterions affect the electric double layer and the potential 
distribution, even in concentrated solutions. However, the elucidation of the electrical 
double layer structure including bio-molecules in a dilute solution is yet to be clarified. 
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2.3 Self-Assembled Monolayers 
A Self-Assembled-Monolayer (SAM) is a single layer of molecules that is formed 
from the spontaneous adsorption of molecular constituents from solution (or gas 
phase) onto the surface of solids (or even liquids) [49], [50]. The SAM molecules 
usually consist of three parts: a surface-active headgroup that binds strongly to the 
substrate, a tailgroup that comprises the outer surface of the monolayer (and generally 
provides the surface properties of the SAM) and a spacer that connects the head and 
tail groups. The possibility to tailor the physical and chemical properties of SAMs by 
varying the head and tail groups of the SAM molecules means that SAMs have a great 
many applications. 
One of the first papers describing SAMs was in 1946 by Zisman et al. [51], who 
described the adsorption of a single layer of surfactant molecules onto a metal surface. 
SAMs on gold were first developed in the 1980s by Nuzzo et al. [52] who made 
alkanethiolate SAMs on gold. SAMs on graphene were first developed by Lee et al. 
[53] in 2010 who grew an alkylsilane SAM on the surface on graphene and graphite. 
Nomura et al. studied the interactions of water with a zwitterionic (being neutral with 
both a positive and negative charge) SAM [54]. They found that water molecules are 
weakly oriented at the interface between the zwitterionic SAM and liquid water in 
comparison to the interface between charged SAMs and water. The zwitterionic SAM 
also supressed non-specific adsorption of bovine serum albumin compared to the 
charged SAMs, showing the potential of the SAMs as anti-biofouling surfaces. 
Shoenbaum et al. used SAMs to improve catalytic performance for hydrogenation 
reactions involving palladium and platinum catalysts [55]–[57]. They controlled the 
surface density of a thiolate SAM by varying the steric bulk of the organic substituent 
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[56], finding a seventeen-fold increase in the ethylene hyrogentation rate.  The effect 
of modifier density on reactivity was found to be different for several mono- and bi-
functional reactants.  They also used thiolate SAMs to control the selectivity of the 
hydrogenation of cinnamaldeyde by changing the functional groups to adjust the 
noncovalent interactions in the near-surface environment [57]. 
In general, longer SAM chains are preferable to shorter ones, for example Bain et al. 
found that long chain monolayers are thermally more stable than short chain ones [58]. 
Short chains formed loosely packed, disorded SAMs. Reimers et al. studied how the 
chain length affects Meso-tetraalkylporphyrin SAM free energy using both 
experimental (Scanning Tunnelling Microscope, STM) and computational (QM/MM) 
methods [59]. They found that stability increases with chain length and that for chain 
lengths greater than 15, a ‘crystallization’ of the alkyl chains occurs, which allows this 
feature to determine SAM structure in a predictable way. They also found an odd/even 
effect in SAM structure that arises from packing anomalies. The odd length chains 
were calculated to be more stable than the even length chains because long alkyl chains 
align in a dense pattern that does not allow ready slippage of the chains. This means 
that one of the two sets of chain ends appears compressed compared to the other which 
decreases stability.  However, short chain SAMs have been useful for developing self-
healing molecular junctions [60]. 
The most commonly used surface for forming SAMs is gold because of the strong 
gold-thiol chemical bond (44 kcal/mol) that can be used to bind the required models 
to the gold surface [61]. Gold has a number of properties that make it useful for 
forming SAMs [50]: First, gold is easy to obtain, both as a film and as a colloid, and 
is straightforward to prepare as a thin film by physical layer deposition. Second, gold 
is easy to pattern by a variety of lithographic tools (e.g. photolithography, 
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micromachining) and chemical etchants. Third, gold is a generally unreactive metal: 
it does not oxidate at room temperature or biologically relevant temperatures; it does 
not react with atmospheric oxygen and can be expected to not react with biological 
molecules. Fourth, gold is non-toxic to cells, cells are able to adhere and function on 
gold surfaces. 
Since graphene was first characterized in 2004, it has received a growing amount of 
attention for applications such as transistors, photodetectors or solar cells. SAMs on 
graphene were first described by Lee et al in 2010 [53]. SAMs were used by Wan et 
al. to enhance the effectiveness of graphene field effect transistors [62]. Using the 
SAM caused suppression of the interfacial charge impurity scattering and remote 
interfacial phonon scattering, less adsorption of dipolar adsorbates and reduced charge 
transfer at the interface between the graphene and the dielectric. These improvements 
lead to increased carrier mobility, a low doping level, a long mean free path and 
diminished hysteric behaviour. Cernetic et al showed that the SAM binding group can 
make significant doping contribution to the properties of the graphene transistors [63]. 
They also found that alkyl based SAMs with a greater packing density has a stronger 
doping effect but silane based SAMs do not significantly dope graphene transistors 
due to their similarity to the underlying dielectric layer. Song et al. used experimental 
methods as well as MD simulations to study a molecular electronic junction based on 
an alkylamine SAM on graphene supported on copper [64]. They showed that SAMs 
on graphene form a barrier against tunnelling in SAM-based junctions and have 
electrical characteristics. The resistance of the SAM increased with chain length and 
was the major contributor the charge transport properties of the junctions. 
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The formation of SAMs on Palladium has also been studied. Alkanethiol SAMs show 
well-ordered structures on palladium similar to those formed on platinum and silver 
[65]. They have similar wetting properties to SAMs formed on gold and silver but are 
less stable in air.  
SAMs can also form on metal nanoparticles. Nanoparticles made of metals such as 
gold have applications in fields such as optics, medicine and electronics due to their 
unique size-dependent physical and chemical properties, as well as being 
biocompatible. A SAM adsorbed to a nanoparticle can improve stability and enrich 
functional diversity. Devi used MD simulations to study the hydration of nanoparticles 
coated with a mixed SAM made of methyl- and hydroxyl- terminated alkane thiol 
chains [66]. A direct correlation was found between the concentration of the hydroxyl 
terminated molecules and the wettability of the SAM-coated nanoparticles. Therefore, 
it may be possible to control the interactions of the nanoparticle with water by 
controlling the constituents of the SAM adsorbed to the surface. 
 
2.4 Mixed Self-Assembled Monolayers 
One advantage of using mixed SAMs is the possibility to tailor even further the 
properties of the SAM (e.g. surface energy and wetting properties) by mixing 
appropriate ‘ingredients’ e.g. hydrophobic CH3-terminated and hydrophyllic OH-
terminated molecules [58]. Mixed SAMs can also enable chemical patterning of 
surfaces or can even help with incorporating into a SAM a molecular species whose 
own physical dimension would prevent normal assembly.  Another advantage is that 
a mixed SAM allows a mix of reactive and non-reactive terminal groups which dilutes 
the reactive sites at the interface [67]. This can be useful because the molecules that 
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can be attached to a SAM for sensing, recognition or other purposes are often larger 
than the SAM molecules themselves. 
Lewis et al. used MD to study how mixed fluorocarbon/hydrocarbon SAMs reduces 
frictional behaviour compared to pure fluorocarbon SAMs [68]. Although 
fluorocarbon SAMs are more stable against temperature and humidity than 
hydrocarbon SAMs, as well as being better at reducing adhesion, they experience 
higher friction forces. It was found that a mixed monolayer with a ratio of 3:1 F:H 
chains and a hydrocarbon chain length of 18 provided the lowest frictional forces. Van 
Lehn et al. [69] also investigated mixed SAMs on gold nanoparticles, finding that 
changes in the relative length of the hydrophobic and hydrophilic constituents can 
cause bending of the hydrophobic molecules to prevent exposure of the hydrophobic 
material to water. Henne et al. used a mixed TBTQ/decanethiol SAM to make a stable 
TBTQ SAM [70]. The mixed SAM formed a densely packed alkyl chain layer 
underneath a surface-exposed TBTQ headgroup which is stable under ambient 
conditions. Groppi et al. created mixed monolayers on glassy carbon and were able to 
control the concentration of headgroups by varying the relative amount of the 
respective amine linkers in solution [71]. 
Yang et al used MD simulations to investigate the properties of hydration water 
molecules around a mixed COO-/NH3+ SAM adsorbed on AU nanoparticles as well 
as the effect of molecule length on water properties [72]. They found that the 
translational and rotational motions of the hydration water molecules were supressed 
compared to those in bulk water, especially when in proximity to the charged 
headgroups of the SAM. The relaxation times of the water-water and water-SAM 
hydrogen bonds are also longer compared to that of the bulk water. They also found 
that the length of the SAM molecules is a factor in determining the morphology in 
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water of the mixed SAMs due to hydrophobic interaction between the alkane chains 
and water molecules. Shorter molecules generated a spherical and uniform distribution 
while the longer molecules generated two large bundles of molecules. Decreasing the 
molecule length results in an increase in charge density at the SAM surface so that 
stronger electrostatic interactions can restrict the translational motions of the water 
molecules. 
 
2.5 Adsorption on SAMs 
Because it is very easy to tailor the surface properties of a SAM, by changing the 
headgroup, SAMs have great potential as tools for the adsorption of different 
molecules. By tuning the tailgroup and headgroup of a SAM, it is possible to change 
the adsorption properties of a surface. The simplest example of adsorption to a SAM 
is the interaction with water [73].  Since water probes the polar characteristics of a 
surface, it has a high wetting contact angle with hydrophobic CH3 SAMs (θa=110) and 
it has a high contact angle with hydrophyllic OH SAMs (θa=10). It is even possible to 
tune the wettability of a SAM by changing the length of the SAM spacer chains 
because as the chain becomes shorter, the perturbation of the monolayer structure by 
interactions with the tail groups increases [58]. 
In fact, the wettability of a SAM can be a relevant property when discussing the use 
of SAMs for adsorbing other molecules. In solution, an interfacial water layer is 
usually formed that can act as a barrier for adsorption or can help facilitate it depending 
on the adsorbate and SAM [74]. 
 
43 
 
2.6 Protein-SAM Interactions 
Investigations of the adsorption of an amphiphilic protein (having both hydrophobic 
and hydrophilic) onto three different self-assembled monolayers, SAMs (CH3-SAM, 
OH-SAM and NH2-SAM), [75] showed that the protein uses its hydrophobic surface 
amino acids for adsorbing to a hydrophobic surface and uses its hydrophilic surface 
amino acids  for adsorbing to a hydrophilic surface. Further [76], [77]involving a 
fourth SAM (COOH-SAM) indicate that the orientation of the protein adsorbed on 
neutral surfaces is dominated by a hydrophobic dipole [76]. For the adsorption of 
proteins onto charged SAMs, the interactions are dominated by electrostatic 
interactions between the charged surface and the oppositely charged amino acids on 
the protein. Interestingly, when the protein adsorbs onto a charged SAM, the 
adsorption strength weakens as the surface charge density increases. Simulations 
comparing the adsorption onto charged SAMs of a mutated and non-mutated non-
hydrophyllic protein reveal a preferential orientation of the proteins upon adsorption 
[77]. The adsorption of the protein to the charged SAM is driven by the competition 
of electrostatic and vdW interactions, with the strength of electrostatic interaction 
being larger than that of the vdW interaction. Despite this, there are few 
conformational changes of the proteins and the bioactivity is unchanged. 
 
Hung et al. [78] used MD simulations and PMF (potential of mean force) calculations 
to describe the mechanisms of adsorption of a protein onto a methyl-terminated SAM 
comprised of molecules of differing length. They were able to alter the relative 
contributions of the SAM and the solvent by changing the ratios of short-chain and 
long-chain molecules (mixed SAMs reduced the contribution of the solvent). The 
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disordered surface of the mixed SAMs increased the enthalpy of protein adsorption, 
leading to enhanced binding affinities of the protein onto the mixed SAM. 
 
Liu et al. used MD to investigate the interactions between the human gamma 
fibrinogen and a mixed carboxylic methyl ether-terminated (COOCH3) and 
trimethylamine-terminated (N(CH3)3
+-) SAMs as well as the effect of SAM hydrolysis 
of adsorption [79]. Before hydrolysis, the mixed SAM had a mixed negative charge 
and promoted adsorption due to electrostatic interactions between the protein and the 
SAM. After hydrolysis, the SAM became neutral overall, gaining similar antifouling 
properties to a zwitterionic surface, causing the protein to desorb. Before hydrolysis, 
there is a water layer above only the (N(CH3)3
+-) SAM but after hydrolysis, there is a 
water layer to be found over both parts of the SAM. The doubling of the water layer 
near the SAM could also be a factor in the protein desorbing from the SAM after 
hydrolysis. 
 
2.7 Applications of SAMs 
SAMs have been developed for preventing surface fouling or non-specific adsorption 
(NSA) [80]. Preventing NSA by biological species circulating in the blood stream or 
in interstitial fluids on implants in the body has a high priority because it can cause 
implant malfunction, reduce implant efficiency or cause immunological responses. 
Chapman et al. did an extensive survey detailing the resistance to protein adsorption 
of more than fifty SAMs terminating in different groups using surface plasmon 
resonance [81]. The proteins studied were fibrinogen and lysozyme. Properties that 
help a surface to resist protein adsorption include the surface being hydrophyllic, 
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electro-neutral, having hydrogen bond acceptors, lacking hydrogen bond donors and 
they found that the formation of an interfacial water layer at the surface may be 
important. Sheikh et al. developed a trochlorosliane based SAM that was able to alter 
the fouling behaviour of quartz against undiluted serum [82]. They found that the 
majority of the serum species adsorbed to the SAM in a reversible fashion and was 
able to be rinsed off much more easily than on the bare quartz.  Miodek et al. designed 
an aptasensor with enhanced anti-fouling properties that was based on a SAM made 
from a ternary mixture of 15-base thiolated DNA aptamers [83]. The aptasensor was 
made with specificity for human thrombin and despite exposure to a high 
concentration of bovine serum albumin solution, there was no detectable binding of 
proteins from this serum. However, this SAM structure provides good antifouling 
properties when used on screen-printed electrodes, it is less efficient when adsorbed 
onto smoother gold surfaces. 
SAMs can be used as the building blocks for molecular electronic devices. For 
example, alkyltriethoxysilane based SAMs were used to controllably affect the 
electrical transport properties of graphene transistors [84]. The SAM-induced doping 
had little impact on the mobility of the graphene and the SAM remained stable even 
in vacuum. Phosphonic acid based SAMs on metal oxides have been made that show 
the dielectric and interfacial properties for low voltage organic field effect transistors 
[85]. SAMs can also be useful for their self-healing properties, helping to repair 
defects in molecular electronics [60]. It was found that ultra-thin SAMs compensate 
for defects in SAM-based two terminal junctions, resulting in an increase in 
performance. 
SAMS have a number of advantages that are useful for biosensors [86]: It is easy to 
form ordered, stable monolayers; the membrane like microenvironment that is made 
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by the SAM surface is suitable for biomolecule immobilization; it is easy to design a 
SAM with headgroup functional groups to immobilize wanted particles; SAMs are 
suitable surfaces for techniques such as AFM and STM. Arduini et al. made a 
biosensor for organophosphate detection in water using a cysteamine SAM [87]. This 
cystamine SAM was formed on gold-screen printed electrodes and detected the 
organophosphate molecules with an AChE enzye that was immobilised with 
glutaraldehyde. This method is much simpler and cheaper than the normal methods 
used to detect organophosphates such as gas chromatography of high performance 
liquid chromatography. Because the enzyme is immobilised close to the electrode due 
to the SAM, there is a high degree of control over the molecular architecture of the 
recognition surface. Ebraham et al. [88] were able to immobilize a single stand of 
DNA on a NAATS SAM based biosensor. The biosensor showed both good selectivity 
and high sensitivity. The long chain SAM had a better performance than a commonly 
used method using short chain SAMs. 
SAMs have also found use in coronary stents that can be placed in the body [89]. A 
stent is a metal or plastic tube that is inserted into a blood vessel to keep the 
passageway open. Since bare stents can have poor biocompatibility and can cause re-
narrowing of arteries, SAM based stents have been considered for drug eluting 
purposes or to help recruit cells for growth at the site of injury. Lee et al [90] developed 
a PEG (polyethylene glycol, a polymer) based SAM that were coated with an anti-
Vascular endothelial-cadherin antibody. These stents demonstrated an improvement 
in the capture of endothelial cells which shows that SAMs can be used to promote cell 
growth. Zhu et al. constructed an octadecyltrichlorosilane SAM that is able to 
assemble on stainless steel by prolonging the storage time of OTS–toluene reaction 
solution and adding a moderate amount of alkali into the reaction solution [91]. 
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Although most SAMs are built on surfaces such as gold or graphene, most stents are 
made of steel due to its good mechanical properties and biocompatibility. Karakoy et 
al. used SAMs to increase the bioadhesion between metal stents and tissue while 
preserving the removability of the stent [92].  They took advantage of the affinity 
between epoxide and amine terminated silane molecules and between amine and 
carboxyl groups that are abundant in biomolecules. 
 
One of the most impressive uses for SAMs is in drug delivery.  SAMs can provide a 
self-repairing, focused mechanism for delivering drugs that can reduce the dose 
concentration required. For example, Mirmohseni et al. were able to controllably bind 
dipyridamole and paclitaxel to gold surfaces that were coated with mixed SAMs [93]. 
SEM analysis showed that the morphology of the monolayer coated by the two drugs 
was uniform. They used mixed monolayers as a replacement for polymers in drug 
eluting stents to prevent undesirable interactions between neighbouring head groups 
in the SAM molecules which may hinder the adsorption of the desired molecule [94]. 
Lamichhane et al. investigated a drug eluting stent made of a carboxylic acid 
phosphonic acid SAM that was adsorbed on a steel stent [95], investigating the effects 
of solvents, drug concentrations in the coating solution and coating methods. The 
SAM coated stent released the studied drug in a biphasic manner with an initial burst 
followed by a slow and sustained release for ten weeks. 
Liu et al. made printable perovskite solar cells using organic silane SAMs with an 
efficiency improved from 9.6% to 11.7% [96]. SAMs have even been developed as 
tunnel diodes that can potentially be used in energy harvesters or oscillators [97]. 
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2.8 SAMs and Tissue Engineering 
Since tissues consist of many cell types that constantly interact with each other, it is 
necessary to develop in-vitro cellular co-culture systems that mimic in-vivo tissue 
microenvironments through direct and designed organisation of multiple cell types. 
By patterning the formation of SAMs using microcontact printing into regions that 
either promote or resist the adsorption of proteins, it is possible to confine the 
attachment of cells to the surface to rows whose dimensions are can be controlled 
when making the SAM. One of the earliest examples of this was done by Mrksich et 
al in 1996 [98]. They compared methyl-terminated, hexadecanethiolate-terminated 
and tri(ethylene glycol)-terminated SAMs which were used to immobilise 
fibronectin proteins which were in turn, used to immobilise Bovine Capillary 
Endothelial (BCE) cells. They found that the attachment of the cells depended 
mostly on the SAM properties and not on the topology of the surface and that the 
tri(ethylene glycol)-terminated SAM resisted adsorption of the fibronectin proteins 
and subsequently, the cells. The cells remained attached to the substrate after five 
days and continued to divide. Muni et al. used SAMs to create a well-structured, 
laterally organised epithelial and mesenchymal cell co-culture similar to that found 
in a developing tooth [99]. The SAM used hexadecanethiol to aid in the adsorption 
of fibronectin, an extracellular matrix protein, to mediate cell attachment. The SAM 
also had patterns of maleimide-terminated alkanethiols which immobilise RGD 
peptides.  These two regions support cell attachment. 
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Chapter 3: Adsorption of hydrophobin protein on graphene-
supported self-assembled monolayers 
3.1 INTRODUCTION 
The substrate-templated self-organization of organic molecules into two- and three-
dimensional functional architectures provides new nanostructured materials for 
technological applications [1], given the demonstrated film structural stability and 
integrity provided by strong molecule-substrate adhesion and tight packing between 
molecules [2], [3]. The importance of such “bottom up” processes lies in their 
capability to build uniform, ultra-small functional units and the possibility to exploit 
such structures at nano-, meso- and macro-scopic scale for life science and 
nanotechnology applications [4], [5]. Self-assembled monolayers (SAMs) provide 
recognition of specific molecules at the film surface for bio-sensing and tissue 
engineering applications [6]–[8], together with controlled charge transport through the 
films for electronics and (bio)nanotechnology applications [9], [10]. While SAM 
platforms potentially provide a direct means of setting macroscopic physical, chemical 
and biological properties by nano-scale engineering [11]–[15], detailed multi-scale 
experiments and simulations are necessary to identify, quantify and then control the 
atom-scale interactions that drive  their assembly [16]–[23]. In general, the assemblies 
are found to be stabilized by individually weak non-covalent interactions that, summed 
over large areas, provide tightly-woven and extensive self-assembled structures [24]–
[26]. Once assembled, these structures can serve as platforms for adsorption of 
materials such as biomolecules and nanoparticles [21], [27]–[29].  
The purpose of this chapter is to probe the role of SAM-substrate adsorption, intra-
SAM molecule-molecule packing and SAM-protein binding in the assembly of SAM-
based protein adsorption platforms, using atom-scale computer simulations, as 
sketched in Figure 3.2. Given the potential usefulness of architectures that combine 
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graphene, SAM and protein components, we focus on modelling the formation of 
mono- and bi-layered films on graphene from alkylamine molecules terminated in 
methyl, amine and methanol groups, and probe the protein recognition properties of 
the films by adsorbing hydrophobin proteins on the film surfaces. The resulting 
graphene-SAM-protein assemblies combine (a) the electronic and physicochemical 
properties of a graphene substrate [3], [30], [31] with (b) the non-covalent adsorption 
properties, SAM packing ability and charge transport properties of alkylamine 
molecules[29], [32] and (c) the selective hydrophobic and hydrophilic binding 
properties of electrically-conductive hydrophobin proteins [33]–[35].  
 
Figure 3.2. Schematic depicting the competing solvation, bilayer formation and protein adsorption effects in the 
self-assembly of a nanostructured platform on graphene that could potentially be used for electrically-stimulated 
tissue engineering (e.g. to grow nerve cells). The assembly steps are shown in green boxes. We study the likelihood 
of formation of monolayers, bilayers and protein-film complexes. Future work towards engineering protein-cell 
surface recognition and electrical interfacing is sketched in the orange box.  
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The formation of alkylamine SAMs on various substrates including graphene[29] has 
been reported; e.g., alkylamines SAMs on iron have been characterized using 
microscopy, spectroscopy, and molecular mechanics simulations [36]. Amine groups 
have also been shown to physisorb onto semiconducting carbon nanotubes [37], [38], 
and n-type doping of nanotubes and graphene using ammonia or molecules containing 
amine groups has been reported by several groups [30], [39], [40]. Molecules 
including peptides and fluoroalkylsilanes have also recently been assembled into 
SAMs on graphene [41]. Quantum mechanical and atomistic molecular dynamics 
simulations have aided the interpretation of experimental data on molecule packing 
and SAM-substrate interface properties in these structures[29], [36], [42] and have 
also provided detailed mechanisms of self-assembly of various other graphene-
molecule and graphene-protein complexes; see, for example the simulation studies 
described in references [43]–[47]. 
The simulations reported in this chapter reveal a strong driving force, that depends on 
the terminal-groups, for alkylamine chain packing on graphene. While the 
contributions of anchor, linker and terminal groups to SAM formation are additive, 
they are not independent; indicating that a “modular” approach to nanostructured 
materials design requires modelling of the long-range architecture to make reliable 
predictions about the film strength and function that may be obtained using different 
molecules. Our results also highlight the tuneable and protein-adhesive nature of the 
SAMs formed on graphene, and further quantify the range of binding modes used by 
the hydrophobin protein on hydro-phobic and hydrophilic surfaces [48]–[50]. Once 
formed, the hydrophobin layer may provide an immobilized, ordered protein scaffold 
for the recognition of specific cell surface peptide sequences, with the underlying 
alkylamine molecules providing charge tunnelling paths to the bottom graphene layer, 
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which could be exploited for applications such as electrochemically stimulated growth 
of nerve fibres [51]–[54].  
 
We use a comprehensive set of molecular simulations to address the question of 
whether or not alkylamine-based SAMs can be engineered to serve as bio-
immobilization platforms on graphene. The simulation data allows us to make 
predictions concerning the usefulness of functionalized graphene surfaces as platforms 
for immobilizing proteins (and cells via immobilisation of cell-attaching proteins like), 
by quantifying: (a) SAM dynamics for alkylamines with hydrophobic methyl terminal 
groups and more hydrophilic amine and alcohol headgroups; (b) water solvation of 
SAMs; (c) assembly of molecular bilayers on graphene; (d) protein adsorption on the 
graphene-based SAMs. Water, excess molecules and proteins compete for adsorption 
on top of the SAMs, and the simulations allow us to estimate the populations of each 
type of alternative solvated, bilayered and protein-bound regions on the SAM. The 
simulation data may thus provide some preliminary design rules toward the realization 
of truly nanostructured platforms and scaffolds for electro-stimulated tissue 
engineering, as well as for other applications including, e.g., molecule-doped 
transparent graphene electrodes for solar cells and photoconductive “light-barrier” 
sensors [55]. 
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3.2 Results and Discussion 
 
 Seventeen models were generated and subjected to molecular dynamics simulations 
to model the formation of monolayers and bilayers (Figure 3.3), as well as monolayer-
protein complexes on graphene. The models studied are listed in Table 3.1. List of 
graphene-bound film structures modelled in the current study. and span three types of 
molecules, 1-aminodecane NH2(CH2)9CH3 (methyl-terminated SAM), 1,10-
diaminodecane NH2(CH2)10NH2 (amine-terminated SAM) and 10-amino-1-decanol 
NH2(CH2)10OH (methanol-terminated SAM), adsorbed on graphene in vacuum 
monolayer, water-solved monolayer, vacuum bilayer, and water-solvated monolayer-
hydrophobin assemblies. In the image, methyl-, amine- and methanol-terminated 
SAMs are shown in panels (a), (b) and (c), respectively. Water-solvated SAMs and 
molecule bilayer structures are shown in panels (d)-(f) and (g)-(i). These final 
structures were computed following 12 ns of SAM dynamics and an additional 4 ns to 
model assembly of SAM/water interfaces or an additional 8 ns to model bilayer 
assembly via adsorption of a second layer of molecules on the SAM. More details on 
the models and simulation protocol are given in the Methods section. One of these 
seventeen models, the 1-aminodecane monolayer (the methyl-terminated SAM), 
assembled on graphene under vacuum conditions, has previously been  studied in a 
joint experimental/simulation study of graphene non-covalent functionalization by 
alkylamines in a low dielectric solvent of 1:9 methanol:tetrahydrofuran [29]. While 
compatibility with aqueous environments is essential for interfacing the films with 
biomolecules, dry films are ideal for electrical measurements and so the properties of 
SAMs are calculated in water and in vacuum. 
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Figure 3.3. Computed film structures on graphene. Each subpanel shows a perspective view of typical molecule 
packing arrangements in film structures formed following room temperature molecular dynamics on a 13 nm x 
15 nm graphene sheet. Methyl-, amine-, and methanol-terminated SAMs are shown in panels a-c, respectively. 
Water-solvated SAMs and molecule bilayer structures are shown in panels d-f and g-i respectively.  
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Table 3.1. List of graphene-bound film structures modelled in the current study. 
 
 
3.2.1 Molecular dynamics of alkylamine assembly on graphene 
3.2.1.1 Computed SAM and bilayer structures:  
Figure 3.3 shows the SAM structures on graphene generated from the MD simulations. 
The SAMs form as a result of physisorption of the amine anchor groups of each 
molecule to graphene coupled with horizontal packing of the molecules into stable, 
upright monolayers. Second-order Møller–Plesset (MP2) perturbation theory 
calculations on a cluster model (methylamine on pyrene) yielded a binding energy of 
~5 kcal/mol (1 kcal/mol  43.5 meV/molecule) for the amine-graphene interaction 
[29],which is strong enough to enable formation of a stable aminodecane layer at room 
temperature [29]. The binding was found to be mainly van der Waals in nature with 
 
Molecule type 
1-amino decane 1,10-diaminodecane 
10-amino-
1-decanol 
Film Number of atoms per cell 
SAM (12 ns) 33,856  35,424 34,640 
Solv. SAM (+4 ns) 230,920 231,702 230,930 
Bilayer (+8 ns) 60,512 63,648 62,080 
SAM-
protein  
complex 
(+4 ns) 
(a) 309,188 309,634 N/A 
(b) 309,212 309,682 N/A 
(c) 309,194 309,682 N/A 
(d) 309,209 309,592 N/A 
The model size is the number of atoms in each model; more details on cell contents, cell dimensions 
and simulation parameters are given in Methods. The three molecules are 1-aminodecane 
NH2(CH2)9CH3, 1,10-diaminodecane NH2(CH2)10NH2 and 10-amino-1-decanol NH2(CH2)10OH. The post-
equilibration sampling time for each model is given in parentheses next to each film type, and the “+” 
sign indicates the extra sampling performed on the final SAM structure to model SAM solvation and 
bilayer assembly. For the SAM-protein complexes, an additional 4 ns were performed starting from the 
final solvated SAM structure. Hydrophobin proteins were adsorbed in four different starting 
orientations, labeled (a)-(d) and described in the text. Protein adsorption was not computed on the 
NH2(CH2)10OH SAM, as this SAM shows a strong preference for forming NH2-terminated bilayers, as 
described in the text. 
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only a small contribution from charge transfer, and the calculations found no strong 
preferential bonding site on the graphene plane [29]. Table 3.2 shows the computed 
self-assembly energies per molecule in each structure. As well as the SAM simulations 
in vacuum and in water, a third set of atomistic molecular dynamics simulations was 
performed. This third set of simulations measured the layering of excess molecules on 
top of the formed SAMs in order to understand how multi-layered structures assemble 
on graphene, which is important for applications of graphene as a platform in 
molecular device applications [55].  
Table 3.2. Computed film self-assembly energies (kcal/mol) on graphene. 
 
Film energy (kcal/mol) 
Molecule type 
1-amino decane 1,10-diaminodecane 10-amino-1-decanol 
SAM 
Elec +0.6 -3.2 -3.7 
vdW -21.1 -22.7 -20.5 
Total 
(s.d.) 
-20.5 (0.5) -25.9 (0.6) -24.3 (1.6) 
Water-
solvated 
SAM 
Elec +6.3 -4.9 -5.4 
vdW -23.3 -23.3 -22.4 
Total -17.0 -28.2 -27.8 
Bilayer 
Elec +0.8 -7.1 -9.7 
vdW -20.1 -23.4 -22.1 
Total -19.4 -30.5 -31.8 
Solvation effect +3.5 (1.9) -2.3  (1.9) -3.5  (2.0) 
Bilayer effect +0.9 (1.6) +0.6 (1.8) -1.6  (1.6) 
Film self-assembly energies were computed from 200 structures sampled over the final 2 ns of room 
temperature molecular dynamics and are averaged over all molecules within the central 8 nm x 8 nm 
region of the film assembled on a 13 nm x 15 nm graphene sheet. Elec and vdW are electrostatic and van 
der Waals energies respectively. A negative sign indicates structure stabilization. The number in 
parentheses below the Total energy is the time- and molecule-averaged uncertainty (s.d., standard 
deviation). Water-solvated SAM energies include the water-SAM interaction and the penalty for loss in 
water-water interactions (estimated as -5.3 kcal/mol from solvation at one face of an 8 nm x 8 nm 
monolayer of water molecules). Solvation of the bottom, unfunctionalized face of graphene is not included 
in the energy calculation.  The “solvation effect” and “bilayer effect” calculations are explained in the text. 
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Table 3.2 shows that film assembly is dominated by van der Waals forces for the 
methyl-terminated molecule, with electrostatics becoming more significant as the 
polarity of the terminal group is increased. Electrostatic interactions account for 12% 
and 15% of the assembly energy in vacuum for the SAMs terminating in amine and 
methanol groups respectively, and this electrostatic contribution rises slightly to 17% 
and 19% in the solvated SAMs and more sharply to 23% and 31% in the bilayer 
structures. As described below, the computed self-assembly energies may be 
rationalized on the basis of (non-covalent) bonding between terminal groups within a 
SAM layer, bonding between layers in a bilayer and competitive water interactions at 
the surface of the solvated SAMs (as sketched in Figure 3.2). As well as these direct, 
local interactions at the top of the SAM, the packing between the terminal groups also 
influences packing of the underlying alkyl chains and packing of amine anchor groups 
on the graphene substrate, meaning that the effect of terminal group “switching” is not 
confined to the top of the SAM.  
The main prediction from the data in Table 3.2 is that only the most polar terminal 
group (methanol) will preferentially favour formation of molecule bilayers on 
graphene. While the “solvation effect” values given in Table 3.2 compare the stability 
of vacuum and solvated SAMs, the “bilayer effect” compares mono- and bi-layer 
assemblies. The computed bilayer effect values in Table 3.2 predict populations of 
bilayered to solvated SAMs of approximately 15:1 for the amino alcohol. By contrast, 
SAMs are preferred for the less polar amine-terminated and methyl-terminated 
molecules, with estimated SAM:bilayer populations of 1:3 and 1:5, respectively. 
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Measured AFM height profiles for ordered regions of methyl-terminated films on 
graphene also showed monolayer formation [29]. As expected, the methyl-terminated 
molecule is most stable in vacuum, with a +3.5 kcal/mol penalty for water solvation 
due to the non-polarity of the –CH3 group [56]. While earlier simulations showed that 
alkanethiol SAMs on gold contain low-density film defect regions that can adsorb 
excess molecules [20], and also that SAMs damaged by AFM tips can adsorb water 
[57], the present, nearly defect-free SAMs and hydrophobic graphene substrate cause 
a net repulsive interaction with water for the methyl-terminated SAM (Table 3.2). The 
computed energies indicate that a low population of approximately 1:5 of bilayers to 
monolayers may be expected, slightly less than that predicted for the diamine 
molecule, with the inter-layer methyl-methyl contacts a poor substitute for amine 
anchoring to graphene. As shown in Table 3.3, the amine-graphene physisorption 
contact stabilizes the assembly by approximately -5 kcal/mol, which outweighs the 
approximately -2 kcal/mol benefit for solvation (Table 3.2, amine-terminated SAM 
solvation effect) that could be obtained in a methyl-terminated bilayer (Figure 3.3g 
and Figure 3.4).  
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Figure 3.4. Schematic showing the sums used to estimate the likelihood of bilayer assembly on alkylamine-based 
SAMs on graphene. The top panel depicts the methyl-terminated SAM and the middle and bottom panel show 
sketches of the amine and alcohol terminated SAMs. 
 
 
Table 3.3 shows the computed contributions to the overall SAM self-assembly 
energies (Table 3.2), of amine anchor physisorption and packing, alkyl packing and 
terminal group packing, as well as contributions from solvation and bilayer formation. 
The computed energies in Table 3.3 show that the strength of physisorption on 
graphene of methyl-terminated and amine-terminated molecules through their amine 
Solvated bilayer
Amine anchor
Methyl terminal
Amine anchor
Methyl:Methyl 
interface
Amine terminal
Solvated bilayer
Amine anchor
Amine terminal
Amine anchor
Amine:Amine 
interface
Amine terminal
Vacuum SAM
Solvated SAM
Solvated bilayer
Amine anchor
Alcohol terminal
Amine anchor
Alcohol :Alcohol 
interface
Amine terminal
Solvated SAM
DEbilayer = DEmethyl:methyl +  DEamine + DEamine
assembly               interface                 solvation          unanchoring
DEbilayer = DEamine:amine +  DEamine +  DEamine:graphene + 2*DEamine
assembly               interface                solvation              unanchoring desolvation
DEbilayer = DEalchol:alcohol +  DEamine +  DEamine:graphene +  2*DEalcohol
assembly               interface                 solvation                unanchoring desolvation
SAM
Graphene
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anchor groups does not depend strongly on the assembly, whether SAM in vacuum, 
water-solvated SAM or bilayer of molecules. The most significant change in 
physisorption strength is for the alcohol with a -2.5 kcal/mol, or >50%, stronger 
physisorption in the bilayer structure. The structural analysis in the next section shows 
how reduced atom mobility (lower root mean square flexibilities, RMSF) contributes 
to the stronger film-graphene adhesion for the methanol-terminated bilayer, compared 
with methanol-terminated SAMs.  
 
Table 3.3. Computed components of film self-assembly energies (kcal/mol) on graphene. 
Component kcal/mol Terminal group SAM Solv. SAM 
Bilayer   
la.1, la.2 
Physisorption 
-CH3 -5.1 -5.1 -4.5, N/A 
-CH2NH2 -5.5 -5.1 -5.4, N/A 
-CH2OH -4.4 -5.0 -6.9, N/A 
-CH2NH2 anchor packing 
-CH3 +9.4 +9.4 +9.4, +9.6 
-CH2NH2 +10.0 +9.8 +9.7, +9.8 
-CH2OH +9.4 +9.8 +9.6, +9.7 
(CH2)8 alkyl packing 
-CH3 -24.5 -24.5 -24.5,-24.3 
-CH2NH2 -40.3 -39.1 -40.7,-40.2 
-CH2OH -33.4 -33.6 -33.6,-33.5 
Terminal group packing 
-CH3 -0.3 -0.3 -0.3, -0.3 
-CH2NH2 +10.0 +10.5 +9.7, +9.7 
-CH2OH +4.2 +7.2 +6.8, +6.8 
Solvation/ Bilayer assembly 
-CH3 N/A +3.7 -1.9 (67% t.) 
-CH2NH2 N/A -4.3 -6.8 (74% t.) 
-CH2OH N/A -6.1 -11.3 (76%t.) 
Energies shown are physisorption, molecule packing and solvation/bilayer assembly components for the total 
film self-assembly energies which were given in Table 3.2 along with electrostatic and van der Waals 
contributions and error estimates. For the bilayer structure, values are given for layer1 and layer2 separated 
by a comma (la.1, la.2). Layer1 is the layer physisorbed directly to graphene. The bilayer assembly value is the 
interfacial energy between the layers and includes SAM desolvation penalties for the hydrophilic amine- and 
hydroxyl-terminated SAMs. The percentage in parentheses gives the contribution of the terminal groups to 
the inter-layer stabilization in the bilayer structures. 
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The similarity of methylamine packing energies (Table 3.3) for all molecules and for 
all structure types is striking and indicates that (a) the bottom amine groups pack 
closely on graphene irrespective of the molecule terminal group and more importantly 
(b) the amines pack identically when present at the surface of bilayer structures, where 
they become effectively the terminal groups at the surface of the bilayer (Figure 3.3). 
Neither graphene, water nor an extra top layer of molecules significantly affects amine 
packing, with time-averaged differences of ≤0.8 kcal/mol computed from the data in 
Table 3.3, which are of the same order as the error estimates on individual values 
(standard deviations, Table 3.2).  
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Table 3.4. Computed molecule flexibilities and tilt angles in SAM-functionalized graphene. 
 
The amine packing values (Table 3.3) are positive, ~+10 kcal/mol, due to 
unfavorable electrostatic Nδ----Hδ+ repulsion between cramped NH2 groups, as the 
amines pack close enough to allow overall efficient molecule packing. The net full-
molecule packing stabilization is achieved through alkyl chain contacts, in this case 
(CH2)8. This eight-carbon chain connects the –CH2NH2 anchor with the –CH3, –
CH2NH2 or –CH2OH terminal groups, and packs efficiently in vacuum, solvated and 
bilayer structures. The time-averaged (CH2)8 chain packing energies are the same to 
within 0.2 kcal/mol (well below the inherent error in the averages, Table 3.2) in the 
 Terminal group SAM Solv. SAM 
Bilayer  
la.1, la.2 
Molecule RMSF, Å 
-CH3 0.8 0.6 0.8, 1.1 
-CH2NH2 0.7 1.1 0.5, 0.7 
-CH2OH 1.0 0.8 0.6, 0.7 
-CH2NH2 anchor RMSF, Å 
-CH3 0.9 0.8 1.0, 1.3 
-CH2NH2 0.8 1.2 0.6, 0.8 
-CH2OH 1.3 0.9 0.8, 0.9 
(CH2)8 alkyl RMSF, Å 
-CH3 0.7 0.5 0.7, 1.0 
-CH2NH2 0.6 1.0 0.6, 0.8 
-CH2OH 0.9 0.7 0.6, 0.7 
Terminal group RMSF, Å 
-CH3 1.0 0.7 0.9, 1.2 
-CH2NH2 1.0 1.4 0.5, 0.6 
-CH2OH 1.1 1.0 0.7, 0.7 
Molecule tilt angle, ° 
-CH3 6 ± 3 6 ± 5 8 ± 4, 8 ± 7 
-CH2NH2 36 ±3 33 ±5 36 ±4,35 ±7 
-CH2OH 8 ± 3 31 ±5 19±9,17±13 
Root mean square fluctuation values (RMSF) have standard deviations ≤0.2 Å, with averages calculated 
over the same sampling region and structures used in the energy calculations (Tables 2-3). The molecule 
tilt angles are measured between the nitrogen of the amine anchor group and the terminal carbon atom, 
i.e., the carbon of terminal group -CH3, -CH2NH2 or –CH2OH. Standard deviations in the tilt angles are given 
as ± values after the time- and structure-averaged tilt angle. 
71 
 
methyl and alcohol terminated films, with a slight benefit of approximately 1-2 
kcal/mol obtained by reducing the number of competitive water interactions by 
forming bilayers (Figure 3.3 and Figure 3.4), which reduces the flexibility of the 
chains (Table 3.4). Taken together, the alkyl and terminal group packing data in 
Table 3.3 show how the overall assembly is optimized by amine physisorption 
coupled with tight methylene packing in the chains which drives the non-covalent 
functionalization of graphene by alkylamine molecules [29].  
The stabilizing SAM-substrate physisorption and SAM chain packing interactions are 
partially balanced and offset by electrostatic penalties at either end of the molecule. 
These penalties are due to size mismatch between the endgroups and the alkyl chain, 
and indicate that the alkyl chain must be sufficiently long to direct formation of 
ordered, tightly-packed SAMs on graphene. This is in addition to the well-known 
requirement that the alkyl chain must be sufficiently long (and the surface 
concentration of molecules must be sufficiently high) to trigger formation of an 
upright SAM, as opposed to molecules physisorbed lengthways on graphene. Given 
that the amine molecules are physisorbed on graphene [29], molecule-substrate 
covalent bond angles do not affect SAM packing. This contrasts with SAM formation 
of metals and metal oxides [58], which is generally coupled with molecule 
chemisorption by formation of strong, directional bonds between the molecule anchor 
and substrate atoms. Finally, the tight surface coverage of molecules on graphene (5.6 
± 0.1 molecules/nm2, averaged over all structures) and the regular spacing between 
molecules (see structural analysis in the next section) means that any bilayer formation 
is limited to a 2-D interface between layers, unlike the 3-D interfaces which are 
possible for more irregularly-packed SAMs formed on, e.g., nanoparticles[59] and 
metal oxide surfaces [60], which can feature, respectively, splayed chain 
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conformations and irregularly-spaced substrate-molecule binding sites. These 
irregularly-packed SAMs can direct formation of porous SAMs that can be stabilized 
by interdigitation between molecules on opposing faces, which does not occur in the 
present physisorbed (but tightly-packed) alkylamine SAMs and bilayers on graphene.  
 
3.2.1.2 Structural origin of the measured alkylamine-on-graphene self-assembly 
energies:  
The structural origin of these changes in film packing energies (due to changes in the 
magnitude of the van der Waals and electrostatic interactions between the molecules) 
may be understood by examination of local packing environments, molecule 
flexibilities and molecule tilts. These effects may be measured from the simulations 
by computing radial distribution functions around the anchor –NH2 nitrogen atoms 
and around the terminal atoms (RDF, Figure 3.5), by calculating molecule root mean 
square fluctuations around the average positions of the atoms (RMSF values, Table 
3.4) and computing the angle between the plane normal to the graphene and the 
plane of the anchor amine nitrogen atom and the outermost alkyl carbon atom (tilt 
angles, Table 3.4). These terminal atoms correspond to the –CH3 carbon in the 
methyl-terminated SAM, the –NH2 nitrogen in the amine-terminated SAM, and –
CH2OH carbon and oxygen atoms in the hydroxyl-terminated SAM. 
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Figure 3.5. Radial distribution function, RDF, plots for the films assembled on graphene. Panels (a), (c) and (e) 
show contacts between nitrogen atoms in the amine anchor groups that physisorb on graphene, for (a) methyl-
terminated, (c) amine-terminated, and (e) methanol-terminated films. Panel (b) shows contacts between terminal 
carbon atoms in the methyl-terminated films and panel (d) shows contacts between terminal nitrogen atoms in 
the amine-terminated films. Panel (f) shows contacts between terminal carbon atoms in the methanol-terminated 
films, with inset panel (g) showing contacts between the hydroxyl oxygen atoms.  
 
 
The RDF plots in Figure 3.5 show that the –CH3 terminal group packing in the 1-
aminodecane film tightens slightly in the solvated SAM (Figure 3.5b) while the –
NH2 anchor group packing is loosened in the bilayer structure (Figure 3.5a). These 
effects are due to the repulsive interaction with water (Figure 3.5b) and loss in 
graphene-induced ordering in the bilayer, particularly in the top layer (Figure 3.5a). 
These structural perturbations are reflected also in the computed RMSF values 
(Table 3.4) with SAM molecule flexibility reduced in the solvated structure and 
increased in the bilayer. These structural effects are responsible for the calculated 
preference for a single, dry SAM of methyl-terminated alkylamine molecules on 
graphene, rather than solvated and bilayer structures (Table 3.2). 
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On the other hand, for the di-amine film, the molecules are significantly more 
flexible when water is present on top of the film and the molecules are slightly less 
flexible in the bilayer (Table 3.4). These flexibilities reflect the changes in molecule 
packing arrangements in the solvated and bilayer environments, with a higher 
proportion of too-close, repulsive amine-amine contacts in the solvated SAM (panels 
(c) and (d) of Figure 3.5), while the opposite effect is present for the bilayer 
structures, with inter-layer amine-amine contacts ordering the molecules at the 
optimum amine packing distance [56]. The assembly energies in Table 3.2 indicate a 
mild net preference of -2.3 ± 1.9 kcal/mol for solvation of the amine-terminated film, 
mainly due to electrostatic stabilization of the polar –NH2 groups at the film-water 
interface (Table 3.2 and Table 3.3). Solvation and bilayer formation on the amine-
terminated SAM are near-isoenergetic (Table 3.2) with a very small computed 
difference of +0.6 ± 1.8 kcal/mol in favor of solvation, due to mutually 
compensating electrostatic stabilization and van der Waals penalties for bilayer 
formation; comparing the RDF plots for the solvated and bilayer structures in panels 
(c) and (d) of Figure 3.5 shows that these competing electrostatic and van der Waals 
effects originate from the slightly looser amine packing in the bilayer.  
 
Finally, the OH-terminated film shows significantly less molecule flexibility in both 
the solvated SAM and bilayer structures (Table 3.4). Thus, the very polar –OH 
terminal groups change the SAM response to solvation and bilayer formation, 
compared with the moderately polar terminal –NH2 groups. The RDF plots in Figure 
3.5 show a reversed response to solvation for the alcohol compared with the di-
amine molecule. Solvation, and to a lesser extent bilayer formation, decreases the 
repulsive amine anchor contacts. This is due to the very ordered H-bonding network 
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that forms between the terminal alcohol groups and the top layer of water or alcohol 
molecules, which damps the motion of the molecules on the surface (Table 3.4) and 
gives a significant preference for solvated and bilayer structures (Table 3.2). While 
methyl-terminated and amine-terminated SAMs remain tilted (Table 3.4), by 
approximately 7° and 34° respectively, only the hydroxyl-terminated SAM shows an 
environmental response, tilting from 8° to 31° upon solvation and from 8° to 18° 
upon bilayer formation (Table 3.4 and Figure 3.3). Chain tilt angles of ~30° are well 
known to stabilize methylene packing in alkyl SAMs on gold, by optimising Cn---
Hn+1 contacts[20], [60], [61] to simultaneously minimize van der Waals and 
electrostatic potentials [56]. The more tilted orientations for amine- vs. methyl-
terminated SAMs reflects the better matching of molecule anchor and terminal 
groups in the di-amine film, as discussed above and in the next section, and the 
improvement in chain tilts in the solvated and bilayered alcohol films is reflected in 
the computed stabilization energies (Table 3.2).   
Overall, the computed stable, robust and virtually defect-free alkylamine film 
assembly on graphene is in excellent agreement with experiment [29] and points to 
useful applications of a range of different surface terminations in tuning the surface 
hydropathy of the films, to aid phase transfer of graphene between different 
environments (different solvents and solutions with different pH and ionic strengths) 
and to direct self-assembly of materials on top of the films. In section B, we take a 
further step in exploring self-assembly chemistry on functionalized graphene. We 
model adsorption of protein molecules on top of the SAMs, which may provide leads 
for experimental realization of functionalized graphene platforms for adsorption of 
biomolecules, towards the development of graphene-based molecular electronic and 
sensing devices [55].  
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3.2.1.3 Computed structures of alkylamine SAMs physisorbed on graphene vs. 
alkanethiol SAMs chemisorbed on gold: 
 Alkylamine SAMs have been observed on a wide variety of substrates including 
graphene [29], iron [36], gold [62], cuprate semiconductors [63], steel [64], and 
graphite oxide [65], as well as gold nanoparticles[66] and cadmium selenide quantum 
dots [67]. Figure 3.6 compares the SAM structures obtained in the present work for 
mono- and di-amine alkane molecules on graphene with previously calculated 
structures of alkanethiol molecules on gold [20], [61]. Note that the thiol-gold 
interaction (-40 kcal/mol)[2] is much stronger than the amine-graphene interaction (-
5 kcal/mol)1 and so the alkanethiol molecules form directional, atom-specific bonds 
to gold, as distinct from the weak non-bonded interaction between the amines and the 
graphene basal plane.  
Figure 3.7 compares radial distribution function (RDF) plots for sulfurs of 
alkanethiol-on-gold, specifically, hexadecanethiol CH3(CH2)15S on Au(111) [20], 
with those for amines of mono- and di-amines on graphene, 1-aminodecane 
NH2(CH2)9CH3 and 1,10-diaminodecane NH2(CH2)10NH2. The peak centered around 
~0.5 nm in Figure 3.7 for the sulfur---sulfur separations of alkanethiols chemisorbed 
to gold are dictated by the Au(111) lattice constant [2], [61]. This is close to optimal, 
with only a small lengthening of the inter-sulfur separation dictated by the gold lattice. 
For comparison, in an alkanethiol bilayer in water the sulfur atoms have a separation 
of ~0.45 nm [68]. The difference in anchor group packing for alkylamines on graphene 
is striking, with a separation between nearest neighbors of ~0.32 nm for mono-amine. 
This same amine separation was calculated for a reference mono-amine film in the 
absence of the graphene substrate (not shown). Thus, the absence of long-lived 
interactions between specific individual graphene carbon atoms and the amine anchors 
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means the mono-amine alkyl chains can pack as closely as allowed for the amine-
amine interaction.  
 
Figure 3.6. Computed alkyl film structures on gold and graphene. The left-hand panel shows a hexadecanethiol 
SAM bound to Au(111) through S-Au chemical bonds. The middle and right-hand panels show decyl mono- and di-
amine SAMs physisorbed on graphene, computed as described in the main text. In these images, substrate atoms 
are shown as grey sticks, anchor sulphur/nitrogen atoms are green spheres, alkyl carbons are black sticks, and 
terminal carbon/nitrogen atoms are red spheres.  
 
 
Figure 3.7. Radial distribution function, RDF, plots for alkyl SAMs on gold and graphene. RDF plots for (a) anchor 
S/N atoms, (b) terminal C/N atoms. 
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As discussed in the previous section, the absence of substrate-directed anchor 
group packing in the weakly physisorbed SAM on graphene results in a less ordered 
SAM, as optimum amine-amine packing penalizes alkyl-alkyl packing due to the 
mismatch in size between anchor –NH2 and chain -CH2- and -CH3 groups. The di-
amine film provides a more ordered SAM, as the anchor and terminal groups are 
matched in size and form slightly longer inter-amine contacts so as to allow tight 
packing of the chain methylene groups. This also provides a tilted film as shown in 
Figure 3.6 and discussed in the main text. The terminal---terminal group separations 
(carbon of -CH3 in alkanethiol and mono-amine, nitrogen of -NH2 in di-amine) are 
plotted in Figure 3.7 and indicate that the more favourable assembly energies for the 
di- vs. mono-amine films (Table 3.2) arise because the di-amine forms a SAM 
structure that is more like the alkanethiol SAMs on gold, with chains tilted to 
maximize methylene contacts (Figure 3.6), while retaining the useful feature of non-
bonded (i.e., reversible) contacts to the graphene substrate. 
3.2.2 Molecular dynamics of hydrophobin protein adsorption on monolayer-
protected graphene 
We now present protein-SAM structures on graphene calculated by modelling the 
adsorption of a hydrophobin (HFB) protein on top of the SAMs. We investigated four 
alternative starting protein orientations (Figure 3.8) on top of all three SAMs. The 
structure of the HFB protein molecule is shown in Figure 3.8, which also highlights 
the existence of the hydrophilic regions and hydrophobic patch region and so potential 
for controlled, selective adhesion of hydrophobin on the SAM surface. Experiments 
and simulations show [33], [35], [48], [50], [69], [70] that it is possible to deposit the 
hydrophobins selectively on hydrophobic substrates including graphene, which shows 
conductivity about 100 times greater than that of silicon and so could offer many 
improvements to electroactive biological sensors and scaffolds [35], [71]. Crucially 
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for potential applications in medical diagnostics and therapeutics (e.g., electrically 
stimulated tissue repair/engineering) the hydrophobin layer shows (a) very sharp 
resonances in current-voltage curves at room temperature [72] and (b) can be 
engineered by attaching other proteins or metal nanoparticles for further 
functionalization [35]. Our results described below provide the atom-scale structure, 
dynamics and energetics of graphene-SAM-hydrophobin interfaces, which may 
benefit efforts to exploit hydrophobin proteins in nanostructured hybrid materials [73]. 
Surface ordering effects [74] and conformal changes in the protein (both in native form 
and in engineered mutant forms) [75] will affect the electrical response and so 
influence the ability of the protein to act as a charge conduit between the SAM surface 
and immobilized cells.  
80 
 
 
Figure 3.8. The four HFB protein starting orientations used to model protein adsorption on the SAM-functionalized 
graphene substrates. The film shown is the methanol-terminated SAM; similar models were generated for the 
other two SAMs, as listed in Table 3.1. The images were made using VMD. SAM atoms are shown using the 
liquorice representation and the water molecules are hidden for clarity. The protein contains about 100 amino 
acids, and the surface is mainly hydrophilic, but two β-hairpin loops contain several sidechains that form a flat 
“hydrophobic patch” that makes the molecule amphiphilic. The protein Cα backbone is drawn in carton 
representation and the sidechain atoms of the hydrophobic patch residues are shown as space-filling spheres 
(identified in the X-ray structure [76] by the large cluster of uncharged residues comprised of Val18, Leu19, Leu21, 
Ile22, Val24, Val54, Ala55, Val57, Ala58, Ala61, Leu62 and Leu63).  
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3.2.2.1 Protein-SAM interaction energies:  
Computed protein adsorption energies are given in Table 5. During the simulations on 
the methyl-terminated SAM (Figure 3.9), the position and orientation of the protein 
stays relatively unchanged, except for orientation (b) where the angle between the 
protein and the surface becomes smaller. Strong favourable van der Waals contacts 
drive the assembly of protein-SAM interfaces at the methyl-terminated surface, with 
orientation (d) showing the strongest interaction. The small but consistently 
favourable contribution of electrostatic interactions reflects long-range stabilization of 
the weakly polar terminal –CH3 groups by the charged aspartate and threonine residues 
(Figure 3.11) that are positioned between 9 Å and 27 Å away from the protein-SAM 
interface in all four complexes; hydrophobin is a small protein with a relatively low 
proportion of charged residues.  
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Table 5. Computed protein-SAM adsorption energies on SAM-functionalized graphene. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9. The four final HFB orientations after 5ns of simulation on the methyl-terminated SAM. 
 
Protein-
SAM 
adsorption, 
kcal/mol 
Terminal 
group 
Electrostatic van der Waals Total 
Orientation 
(a) 
-CH3 -4± 3 -25± 4 -28± 6 
-CH2NH2 -20 ± 10 -26± 5 -40 ± 10 
-CH2OH -30 ± 20 -11± 3 -40 ± 20 
Orientation 
(b) 
-CH3 -4 ± 2 -29± 5 -33± 6 
-CH2NH2 0.007 ± 0.04 
-0.00001 ± 
0.0001 
-0.007± 0.04 
-CH2OH -20 ± 10 -27± 4 -50± 10 
Orientation 
(c) 
-CH3 -3 ± 3 -26± 4 -29.0±5 
-CH2NH2 0.06 ± 0.9 -0.04 ± 0.07 -0.002 ± 0.9 
-CH2OH -40 ± 20 -27± 5 -70 ± 20 
Orientation 
(d) 
-CH3 -5 ± 2 -42± 4 -47± 4 
-CH2NH2 -8 ± 8 -14± 4 -21± 9 
-CH2OH -50 ± 20 -36± 4 -80 ± 20 
Adsorption energies were estimated from HFB-SAM van der Waals and electrostatic 
interaction energies. Error estimates are in parentheses and were averaged over 300 
structures, sampling every 10 ps during the final 3 ns of dynamics. Orientations (a), (b), (c) 
and (d) refer to the beginning orientations of the protein w.r.t. the SAM as shown in Figure 
3.7 
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Figure 3.10. Computed contributions of individual protein residues to HFB protein adsorption on methyl SAMs on 
graphene (continued overleaf). 
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Figure 3.11. Computed contributions of individual protein residues to HFB protein adsorption on methyl SAMs on 
graphene (continued from previous page). 
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During simulations on the amine-terminated SAM (Figure 3.12), the protein was 
observed to adsorb onto the SAM in two out of four 20ns MD simulations (orientations 
(a) and (d)) while the protein desorbed in the other two simulations (orientations (b) 
and (c)). As with the methyl-terminated SAM, the van der Waals contacts show the 
strongest interactions, however, the electrostatic interactions between the amine-
terminated SAM and the protein also contribute significantly to the overall interaction. 
In orientation (a), the protein starts off with the hydrophobic patch ‘flat’ relative to the 
surface but the protein re-orients so the hydrophobic patch faces away from the surface 
after 7ns. The high binding energy of -43.5 kcal/mol is due to the interaction of the 
residues Ser45, ILe38 and Ala41 with the amine terminal groups of the SAM (Figure 
3.13 shows the interaction energies for the strongest interacting residues). The residues 
that have the strongest interactions with the amine SAM (Ser, Thr, Lys, Gln) are polar 
amino acids showing the contribution of the electrostatic forces to adsorbing the 
protein This strong protein-amine complex is shown in Figure 3.12a, with the two 
near-surface lysine residues forming strong, water-mediated H-bonds to the amine 
surface. Orientation (d), shown in Figure 3.12d, forms an alternative, less stable 
complex, with an estimated binding energy of -21.3 ± 10 kcal/mol. The protein starts 
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with the hydrophobic path facing away from the surface but re-orients to a similar 
orientation to (a) after 12ns.  
 
 
Figure 3.12. The two final HFB orientations that remained adsorbed to the amine-terminated SAM after 20ns of 
simulation. 
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Figure 3.13. Computed contributions of individual protein residues to HFB protein adsorption on amine SAMs on 
graphene. 
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During simulations on the methanol-terminated SAM (Figure 3.14), the protein was 
observed to stay adsorbed on the protein in all four simulations. When starting in 
orientations (b), (c) or (d) the protein re-orients itself so that the hydrophobic patch 
faces the SAM and to increase surface area of the protein in contact with the SAM. 
However, in orientation (a), the protein orients itself so that the patch moves away 
from the SAM. The protein-SAM interactions for the methanol-terminated SAM are 
driven mostly by the electrostatic forces with the van der Waals forces contributing 
roughly a third of the total interaction energy. Orientation (d) shows the strongest 
interaction. The high binding energy of -82 kcal/mol is due to the interaction of the 
residues Gln60 and Asp59 (which also contributes strongly in orientation (a)) with the 
methanol-terminated groups of the SAM. The residues that have the strongest 
interactions (Figure 3.16) with the SAM (Asp, Gln, Thr) are polar amino acids 
showing how the contribution of the electrostatic forces to adsorbing the protein.   
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Figure 3.14. The four final HFB orientations after 20ns of simulation on the methanol-terminated SAM. 
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Figure 3.15. Computed contributions of individual protein residues to HFB protein adsorption on methanol SAMs 
on graphene (continued overleaf). 
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Figure 3.16. Computed contributions of individual protein residues to HFB protein adsorption on methanol SAMs 
on graphene (continued from previous page). 
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As shown by the computed energies in Table 5, the time averaged protein-SAM 
binding energies have higher standard deviations for the amine- and methanol-
terminated surfaces compared with the methyl-terminated surface. This is because 
water molecules mediate protein adsorption on the amine-terminated surface, giving 
protein-SAM complexes that are more flexible than those formed through the 
adsorption of the hydrophobic patch on the methyl-terminated SAM. The 
identification of strong binding energies between hydrophobin and the amine-
terminated surface indicates the potential usefulness of this film in aqueous 
biotechnology applications including sensing and tissue engineering [55], with a tight 
interface that involves the electrostatic interactions between protein residues (with 
charged sidechains) and the polar amine surface. Compared with the methyl-
terminated surface, the selective adsorption of hydrophobin to surfaces on the basis of 
matching hydrophobicity/polarity is clear, and in agreement with contemporaneous 
simulations of similar interfaces [50].  
 
3.2.2.2 Protein Conformation: 
 To investigate the structural stability of the protein when adsorbed onto the different 
SAM surfaces, the root-mean-squared-fluctuation (RMSF) of non-hydrogen atoms in 
the protein as well as the RMSF of each residue and the radius of gyration of the 
protein were calculated. The protein RMSF values and the radii of gyration are shown 
in Table 3.6 and the residue RMSF values are shown in Figure 3.17, Figure 3.18 and 
Figure 3.19. As can be seen from Table 3.6, the RMSF values are highest when the 
protein is interacting with the amine-terminated SAM, especially when the protein 
desorbs from the surface. The RMSF values are lowest when the protein has found a 
favourable position to adsorb onto the SAM. For the methyl- and methanol-terminated 
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SAM, the values are lowest when the hydrophobic patch is buried in the SAM. For the 
amine-terminated SAM, the values are lowest when the protein is bound strongest to 
the SAM with the hydrophobic patch facing away from the SAM, illustrating the 
damping effect of the SAM surface on protein flexibility.  
Table 3.6. Computed protein RMSF values on SAM-functionalized graphene. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.17 shows the RMSF calculated for each of the residues in the protein when it 
is adsorbing to the methyl-terminated SAM. The residues with the highest RMSF 
values are Thr5, Leu19, Asp34, Ile38, Ser45, Ala58, Gln60 and Thr70. These residues 
can be divided into those with polar, uncharged sidechains (Thr, Asp, Gln and Ser) 
and those with hydrophobic side chains (Leu, Ile and Ala) and these residues are 
generally exposed to the bulk water. Figure 3.18 shows the RMSF calculated when 
 
Terminal 
group 
RMSF (A)  
Radius of 
Gyration 
Adsorption 
energy 
(kcal/mol) 
Orientation 
(a) 
-CH3 2.4±0.7 11.27±0.06 -28.3 (5.9) 
-CH2NH2 2.1±0.6 11.22±0.06 -43.5 (12.6) 
-CH2OH 3.1±0.8 11.23±0.08 -43.5 (12.6) 
Orientation 
(b) 
-CH3 2.3±0.6 11.23.4±0.07 -32.8 (6.0) 
-CH2NH2 4.0±0.9 11.38.4±0.09 -0.007 (0.04) 
-CH2OH 2.7±0.8 11.36.4±0.07 -0.007 (0.04) 
Orientation 
(c) 
-CH3 2.80±0.6 11.18±0.07 -29.0 (5.2) 
-CH2NH2 3.9±0.6 11.40±0.08 -0.002 (0.9) 
-CH2OH 2.3±0.8 11.44±0.07 -0.002 (0.9) 
Orientation 
(d) 
-CH3 2.1±0.4 11.18±0.08 -47.1 (4.4) 
-CH2NH2 4.0±0.8 11.44±0.07 -21.3 (9.3) 
-CH2OH 1.8±0.4 11.25±0.08 -21.3 (9.3) 
Adsorption energies were estimated from HFB-SAM van der Waals and 
electrostatic interaction energies. Error estimates are in parentheses and were 
averaged over 300 structures, sampling every 10 ps during the final 3 ns of 
dynamics. 
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the protein is adsorbing to the amine-terminated SAM. The residues with the highest 
RMSF values are Thr5, Leu19, Asp34, Ala37, Gln40, Ser45, Gln60, Thr70. The 
residues Asp34, Ala37 and Gln40 show a reduction (compared to the orientation 
maximum) in RMSF in orientation (a) when they are buried in the SAM however, the 
residues Thr5, Leu19, Ser45 and Thr70 do not show a similar reduction when they are 
buried in the SAM. Figure 3.19 shows the RMSF calculated when the protein is 
adsorbing to the methanol-terminated SAM. The residues with the highest RMSF are 
Thr5, Ala15, Leu19, Asp25, Lys27, Thr30, Lys46, Gln60, Thr70.  They show a 
reduction (compared to the orientation maximum) in RMSF when they are buried in 
the SAM.  
The overall size of the protein was monitored by calculating the radius of gyration. 
We calculated a reference value of 11.23 Å for the protein in solution. As shown in 
Table 3.6, the average value is about 11.18-11.27 Å for the methyl-terminated SAM, 
11.22-11.44 Å for the amine-terminated SAM and 11.25-11.44 Å for the methanol-
terminated SAM. 
 
Figure 3.17. RMSF of atomic positions of each residue of the hydrophobin protein for the different protein 
orientations on the methyl-terminated SAM. 
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Figure 3.18. RMSF of atomic positions of each residue of the hydrophobin protein for the different protein 
orientations on the amine-terminated SAM. 
 
 
Figure 3.19. RMSF of atomic positions of each residue of the hydrophobin protein for the different protein 
orientations on the methanol-terminated SAM. 
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3.2.2.3 Role of interfacial Water:  
The behaviour of water when interacting with SAMs at the molecular level has a 
profound effect on many processes such as protein binding and biological self-
assembly [77]–[79]. To showcase the effect of water layers near SAM surfaces on the 
adsorption of the HFB protein, the density profiles (Figure 3.20, Figure 3.21, Figure 
3.22) of water molecules along the surface normal (i.e. the z-axis) were calculated for 
the three different SAMs. The density profiles were calculated for a 20Åx20Å box 
surrounding the protein and a similar sized box over a region of the SAM where the 
protein did not adsorb.  
It can be seen from the graphs that two water layers are formed near all three SAM 
surfaces, except for the instances for the methanol-terminated SAM when the protein 
is adsorbing with the hydrophobic patch facing the SAM (orientations (b) and (d)). 
For the methyl-terminated SAM, there are two layers formed at 21Å and 24 Å. For the 
amine-terminated SAM, there are two layers formed at 19Å and 22Å. For the 
methanol-terminated SAM, there are two layers formed at distances of 19Å and 22Å 
or a single layer formed at 20Å. At first it may seem counterintuitive that the first 
water layer on the methyl-terminated SAM has the highest density while the methanol-
terminated SAM has the lower density. However, this high density is caused by the 
repulsion of water by the hydrophobic methyl groups which pushes the water 
molecules a greater distance away from the SAM compared to the other SAMs. This 
can be further seen from a radial pair distribution plot (Figure 3.23), g(r), w.r.t. the 
waters and the terminal atom of the SAM molecules. The very high peak for the 
methanol-terminated SAM means that there is a high probability to find structured 
water molecules near the SAM, and for water, more structured layers are less dense.  
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When the protein adsorbs onto the methyl-terminated SAM, there a clear reduction in 
the density of both water layers that is more pronounced when the protein is bound the 
strongest (orientation (d)). However, for the other two SAMs, only the second peak is 
reduced. From Figure 3.24, we can see that the adsorption of the HFB protein leads to 
the removal of water from the surface as several residues pass through the water layers 
to form a direct contact with the surface. The ‘hole’ formed in the water is larger for 
the hydrophobic methyl-terminal surface, allowing more of the protein to make 
contact with the surface, and smallest for the hydrophilic methanol-terminated surface.  
 
 
Figure 3.20. Density profiles of water molecules along the z-axis for the methyl-terminated SAM. 
 
 
Figure 3.21. Density profiles of water molecules along the z-axis for the amine-terminated SAM. 
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Figure 3.22. Density profiles of water molecules along the z-axis for the methanol-terminated SAM. 
 
 
Figure 3.23. Radial pair distribution function, g(r), for water and the SAM molecules 
 
 
99 
 
 
Figure 3.24. Top down images showing the gaps in the water layer (coloured blue) formed as the protein adsorbs 
in its most favourable orientation for each SAM 
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3.2.2.4 Protein Mutation:  
Since either the residue Asp59 or Thr70 provide the bulk of the interaction energy 
between the protein and the methanol-terminated SAM, it was decided to mutate the 
protein and replace these amino acids with alanine residues (which lack a polar 
sidechain) to potentially remove some of the interaction between the protein and the 
SAM. Figure 3.25 shows the final configurations of the mutated protein after 10ns of 
simulation on the methanol-terminated SAM and Figure 3.26 shows the computed 
interaction energy for the residues interacting most strongly with the SAM. During 
simulations beginning with orientation (a), the protein flips so that a different side of 
the protein (containing the residue Gln60) is facing the SAM. However, following the 
replacement of Asp59, the interactions of the surrounding residues remain low. 
Simulations beginning with orientation (c), where the residue Thr70 was replaced, 
perform the same as simulations with the wild type protein. The protein re-orients 
itself in a similar fashion to increase the surface area of the protein in contact with the 
SAM. This shows that in some cases mutating a protein can change its preferred 
orientation and binding strength on a surface.  
 
 
Figure 3.25. The two final mutated HFB orientations after 10ns of simulation on the methanol-terminated SAM. 
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Figure 3.26. Computed contributions of individual protein residues to the mutated HFB protein adsorption on 
methanol SAMs on graphene. 
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3.2.3 Replica Exchange simulations of Hydrophobin adsorbing to SAMs 
 
Replica Exchange simulations (see Appendix C) were performed on the Hydrophobin 
protein when adsorbing onto the methanol- and amine-terminated SAMs. The Replica 
exchange simulations were performed for 40ns with 24 replicas, a temperature range 
of 300-400 K and ten configurations with different angles were taken from this dataset. 
Standard MD simulations were then run for 20ns starting with these configurations.  
To study the interaction of the protein with the SAM, we calculated the angle the 
protein makes with the SAM, the distance of the protein centre of mass from the 
surface of the SAM and the total interaction energy of the protein with the SAM (sum 
of van der Waals and electrostatic interactions). Figure 3. shows these for the amine-
terminated SAM. The angle versus energy graph has three minima for the energy at 
angles of 74°, 88° and 131° (See Figure 3.275 for snapshots of these configurations). 
The most favourable interaction energy value is -85 kcal/mol which is double the value 
found earlier. However, the earlier value is an average over 5ns whereas the values 
given here are the most favourable and seem to be rare when looking at Figure 3.b 
which shows the most common energy value to be, as expected, around -40 kcal/mol. 
The distance-energy plot (Figure 3.c) reveals two minima (representing configurations 
b and c from Figure 3.). This is because the distance of the protein centre of mass can 
vary with the angle as the angle can change the amount of protein in contact with the 
SAM. Figure 3. shows the protein residues that interact most strongly with the SAM. 
The protein orients so that the positively charged Lysine residues are close to the SAM, 
this is because the amine terminal groups have a net negative charge.  
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Figure 3.24. Results for the amine-terminated SAM: (a) protein distance from the SAM versus angle; (b) angle 
versus interaction energy; (c) distance versus interaction energy 
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Figure 3.275. Snapshots of the protein in configurations with favourable interaction energies when interacting 
with the amine-terminated SAM. 
 
 
Figure 3.26. Specific residue interaction energies corresponding to the three configurations for the amine-
terminated SAM in Figure 3.25. 
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Figure 3. shows the results for the protein interacting with the methanol-terminated 
SAM. Unlike the amine-terminated SAM, the protein shows one minima for the 
energy when adsorbing to the methanol-terminated SAM. Again, the most favourable 
energy value (-120 kcal/mol) is higher than the value given earlier (-80 kcal/mol) but 
this is because we are comparing a minimum with an average. The most favourable 
angle is 78° which is similar to orientation (c) from Figure 3.12 which has a similar 
average energy value to the most favourable (orientation (d)). Figure 3. shows the 
protein residues that interact most strongly with the methanol-terminated SAM. The 
protein orients so that polar Threonine and Asparagine residues, hydrophobic Alanine 
and Proline, and a negatively charged Aspartate are interacting with the SAM. 
 
Figure 3.27. Results for the methanol-terminated SAM: (a) distance versus angle; (b) angle versus interaction 
energy; (c) distance versus interaction energy 
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Figure 3.28. Snapshot of the protein in the configuration with the most favourable interaction energy when 
interacting with the methanol-terminated SAM. 
 
Figure 3.29. Specific residue interaction energies for the methanol-terminated SAM 
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3.3 Conclusions 
This chapter describes the atom-scale mechanisms underlying self-assembly of 
alkylamine films on graphene and the role of film termination in stabilizing the 
adsorption of a model protein on the film. This hydrophobin protein can provide an 
electrically conductive interface between a secondary, more hydrophilic protein layer 
and the graphene substrate, which could ultimately be used to seed cells and 
electrically stimulate nerve tissue formation [51]–[54] on large area multi-protein 
hydrophobin films assembled on alkylamine-functionalized graphene. The 
hydrophobin adsorbs without significant denaturation on the surface of the films, with 
the alkyl groups linking the protein to graphene forming a tight, defect-free SAM for 
electronic coupling of the conductive protein with graphene. While bilayers can also 
form on graphene in the presence of a high local concentration of molecules per unit 
surface area of graphene, monolayers remain the predominant film type assembled 
using amine-terminated molecules [29], and the current simulations indicate a 
population of approximately 75% monolayers. Bilayer formation is less favourable 
because the energy gain for assembly of the bilayer interface is offset by the loss in 
solvation for the bottom layer and loss in graphene interactions for the top layer. While 
monolayers also predominate for the methyl-terminated molecule, the simulations 
predict that bilayer formation becomes more favourable for methanol-terminated films 
on graphene, due to strong H-bonding between layers.   
Replica exchange simulations were used to improve sampling of the interactions of 
the hydrophobin protein with amine- and methanol-terminated SAMs. These showed 
that the protein has three preferred angles when adsorbing to the amine-terminated 
SAM and one preferred angle when adsorbing to the methanol-terminated SAM. 
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By modelling adsorption of a hydrophobin protein on top of the solvated films, the 
simulations show that the protein switches from using its basal “hydrophobic patch” 
to using more hydrophilic surface residues for surface adsorption as the film surface 
is made more hydrophilic by changing the terminal group from a methyl to an amine 
moiety. Crucially for mechanical (and electrical) interfacing of graphene with the 
aqueous biological environment, the SAM packing remains highly ordered and 
virtually defect free in water, and both the protein residues and film molecules at the 
interface form strong contacts, resulting in a protein-film interface that competes with 
intra-protein residue-residue and intra-film molecule-molecule contacts.  
The main prediction from this modelling study is that alkylamine films can provide an 
ordered, adhesive platform for protein immobilization. Future work could involve 
modelling the formation of multi-protein films on functionalized graphene and 
investigating the cell adhesion properties of this protein layer. As well as the 
hydrophobic adhesion of hydrophobin to a methyl-terminated surface, the results 
obtained in the present work indicate that polar terminal groups can be used to make 
a tight interface between the film and hydrophilic protein residues (e.g., cell surface 
binding peptide motifs) that is mediated by water molecules and which may be 
expected, for more hydrophilic proteins and over larger areas, to form interfaces as 
strong as the multivalent, electrostatically-driven protein-protein interfaces used to 
regulate biological processes. In addition, while many studies have used high level 
quantum mechanical calculations to describe amine binding to inorganic substrates 
such as metals and metal oxides (see, e.g., references [80]–[82]), only a few studies 
have reported calculations of  amine-graphene [29], [83], alkyl-protein [84] and direct 
protein-graphene [83] electronic interactions. Therefore, much computational work 
remains to be done to describe charge transfer from graphene to cell surface proteins 
109 
 
via the SAM-hydrophobin interface, and will most likely require a combination of 
petascale computing, linear scaling density functional theory and/or well-
parameterized semi-empirical methods. In the nearer term, deeper understanding of 
the atom-scale features of SAM assemblies on graphene, and the corresponding 3-D 
layering, will aid efforts to synthesize novel biomaterials in which the component 
building blocks and interfaces are engineered and arranged to provide structures 
tailored for specific device applications.  
 
3.4 Methods 
The SAM models (Table 3.1 and Figure 3.3) feature a film of 784 molecules placed 
on a graphene sheet with surface area 13 nm x 15 nm, generating systems containing 
~35,000 atoms. Graphene carbons were assigned neutral charges and constrained to 
their experimental positions throughout the simulations. Each film was relaxed using 
steepest descent minimization with respect to the CHARMM22 force field [56] and 
then brought to room temperature by gradually raising the temperature from 0 to 295 
K over 2 nanoseconds of dynamics while simultaneously loosening positional 
constraints on the molecule non-hydrogen atoms. Each model was then subjected to 
12 ns of free dynamics with no constraints on the film to allow formation of a well-
equilibrated, stable structure. In all, 3 x 12 = 36 ns of production dynamics were 
performed for these monolayer assemblies using 1-aminodecane, 1,10-diaminodecane 
and 10-amino-1-decanol.  
The final monolayer structures calculated following 12 nanoseconds of room 
temperature dynamics were used as starting structures for both water-solvated 
monolayer and vacuum bilayer models. Water solvation of each monolayer model was 
performed by encasing the model in a large 16 x 20 x 6 nm box of water molecules, 
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producing ~231,000 atom cells which were minimized and thermalized using the same 
protocol as described above and then sampled for an additional 4 ns of room 
temperature dynamics each, 12 ns in all. Bilayer models were made by placing a 
second layer of molecules on top of the monolayer structures, and these ~62,000 atom 
cells were minimized and thermalized and then each of the three bilayers were 
subjected to a further 8 ns of room temperature dynamics, 24 ns in all. Finally, a 
hydrophobin protein was placed on top of the solvated monolayers in four different 
starting orientations (Figure 3.8), overlapping waters removed and extra waters added 
to expand the water box size to 16 x 20 x 10 nm and ensure no spurious inter-cell 
protein-protein interactions, yielding model sizes of ~309,000 atoms. The formation 
of protein-film complexes (from four different starting protein orientations) was 
modeled for the methyl-terminated SAMs for a further 5ns of equilibrated room 
temperature dynamics, while simulations for the amine- and methanol-terminated 
SAMs were run for 20 ns of equilibrated room temperature dynamics, sampling for a 
total of 45 ns. The full dataset comprised 117 ns of production dynamics for films and 
complexes assembled from each of the three molecules. 
For the vacuum models, Ewald summation was used to calculate the 
electrostatic interactions by embedding the model in a large 18 nm x 18 nm x 12 nm 
vacuum box. For the solvated models, the cell sizes used corresponded to the 
dimensions of the water boxes. A 2 fs timestep was used for dynamics by constraining 
covalent bonds to hydrogen via the ShakeH algorithm.82 The distance between pairs 
of non-bonded atoms for inclusion in the pair list was set to 13.5 Å with a 12 Å cutoff 
and a switching function used between 10 and 12 Å. Langevin dynamics was used for 
non-hydrogen atoms with a damping coefficient of 5 ps-1. The NAMD program [85] 
together with the CHARMM22 forcefield [56] was used for molecular dynamics with 
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a NVT (constant number of particles, constant volume and constant temperature) 
ensemble for vacuum and NPT (constant number of particles, constant pressure and 
constant temperature) for solvated models. Image generation and Tcl script-based 
trajectory analysis was performed using the VMD program [86].  
 
Replica Exchange with Solute Tempering (REST2) simulations were performed using 
GROMACS 4.6.1 [19] patched with the PLUMED plugin, version 2.2. The beginning 
configurations for both SAMs were taken from the most favourable orientations from 
the results from chapter three. The Replica exchange simulations were performed for 
40ns with 24 replicas and ten configurations with different angles were taken from this 
dataset. Standard MD simulations were then run for 20ns starting with these 
configurations. Exchanges between adjacent replicas are attempted every 1000 steps, 
giving an acceptance probability of 40%. Ten different configurations with differing 
angles were taken from this trajectory and where subjected to 10 ns of standard MD 
simulations.  
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Chapter 4: Adsorption of His-tagged protein on NTA-
functionalised SAMs 
4.1 Introduction 
The study of protein adsorption onto surfaces is becoming an increasingly important 
topic for research since it plays an important role in a variety of biomedical and 
biotechnological applications, biomaterials and cell biology research. Specific 
properties of surface-based diagnostic assays and cell culture supports are often 
determined by the site-selective attachment of proteins to solid supports. Controlling 
the immobilisation via site-specifically attached binding motifs provides a means to 
control the orientation of immobilised proteins on solid supports. Control over protein 
orientation on substrates is particularly important because, as opposed to non-specific 
or non-site-selective immobilisation, it generates homogenous surface coverage and 
easy accessibility to the proteins active sites.  
One of the most versatile methods for the immobilisation of proteins in a controlled 
manner is the binding of hexahistidine (His6) sequence tags to transition metal 
chelates of nitrilotriacetic acid (NTA) [1]–[3]. A His6 tag is a sequence of six 
histidines that acts as a molecular anchor that binds to a metal ion (such as copper or 
nickel). The nitrogen atom in the imidazole of histidine can donate its pair of electrons 
to a metal ion, forming a coordination complex. Polyhistidine sequences like this have 
been found in nature [4], with more than 2000 histidine-rich proteins being found in 
microorganisms. The His6 tag method requires minimal addition of amino acids, can 
be fused to the C or N termini or even within internal sites [5], and rarely affects 
protein function except for a few cases [6]–[8]. NTA forms a chelate with the Ni2+ 
ion, occupying four of the six ligand binding sites in the coordination sphere of the Ni 
ion which leaves two free sites to interact with the His6 tag (see Figure 4.1). 
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Specifically, the electron donor groups on histidine imidazole rings readily form 
coordinate bonds with the Ni-NTA complex. The force required to pull a his-tagged 
protein from the Ni-NTA complex has been measured by AFM to be 153-468 pN, 
depending on the number of complexes formed [9].  
 
 
Figure 4.1. Nickel ions have six electron coordination bonds. NTA binds to four of these bonds. Two ligand sites 
are then available to readily coordinate with a His6-tagged protein. Image taken from [10] 
 
The method of using His6 tags for purifying proteins was first developed by Hochuli 
et al. [1]  in 1987 and the use of Ni-NTA functionalised SAMs for immobilising His6-
tagged proteins was first described by Kroger et al. in 1999 [11]. Studies have shown 
that varying the number of histidine residues on the protein as well as the valency of 
the NTA molecules in the capture substrate can tune the dissociation constants and 
thus provide a pathway for changing release kinetics [12], [13]. This method has been 
used to help with enzymatic polymerization [14], to attach proteins to the surfaces of 
degradable polymer microparticles to help with drug delivery in a way that does not 
compromise protein activity [15], for flow cytometric analysis of proteins [16], in lipid 
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bilayers to examine protein interactions [17], and for the purification of His6-tagged 
peptides [18], [19].  
Chang et al. studied how a Ni-Co alloy coating can be used for the immobilisation of 
His-tagged proteins in a manner similar to immobilised metal chromatography [20]. 
They found that a stronger hcp texture, caused by a higher Co content, results in a 
better affinity adsorption to His-tagged biotin. However, the allotropic phase 
transformation from hcp to fcc because of the annealing process leads to a decrease in 
affinity adsorption. The crystallographic structure of the Ni-Co coating is the dominant 
factor in the adsorption of the His-tagged proteins, as opposed to the wettability 
properties and surface roughness. Ho et el. fabricated Ni-Co nanowire ligands, that 
were TiO2 nanotube templates, for the immobilisation of penta-histidine-tagged biotin 
[21]. Due to a higher contact probability, as well as the high surface-to-volume ratio 
of the one dimensional structure, the Ni-Co nanowire ligand shows better fluorescence 
sensitivity than a Ni-Co film.  
There is little previous MD work on the Ni-NTA-His6 system. Xu et al. used 
molecular dynamics simulations to probe the adsorption of histidine-containing 
peptides to an Au (1 1 1) surface [22]. They found that the peptides bind to the Au 
surface using the imidazole nitrogen and the carboxylic acid group and that the 
sequence of amino acids in the peptide can strongly affect the adsorption geometry of 
the peptide. Yang et al used quantum mechanics simulations to study histidines 
chelating with a Ni ion and molecular dynamics simulations to study the 
immobilisation of a histidine-tagged peptide on a neutral nickel (1 0 0) surface [23]. 
The QM simulations studied two, four and six histidines bound to the Ni ion, finding 
that the binding energy per histidine was highest for the two histidine system (approx. 
124 kJ/mol) compared to the four and six histidine systems (approx. 82 kJ/mol and 67 
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kJ/mol respectively) and the Ni-N distance was shorter for the two histidine system 
(2.065 Å, 2.09 Å and 2.095 Å respectively), compared to an experimental value of 
2.112 Å [24]. The molecular dynamics simulations of the histidine-tagged peptide 
found that the imidazole rings of the histidines tend to adsorb to the nickel surface in 
a parallel orientation and that a force of 2500 pN is needed to pull the peptide from 
the surface, consistent with experimental measurements [9]. They also did 
comparative molecular dynamics simulations to study histidines adsorbing onto Ni, 
Cu and Au (1 0 0) surfaces, finding that histidines bind strongest to the Ni surface 
[25].  
Lin et al. did molecular dynamics simulations to investigate the effect that attaching a 
His6 tag on the N-terminus has on the structure of a small heme protein, cytochrome 
b5 [26]. They found that the His6 tag adopts a helical conformation and packs against 
one of the hydrophobic cores of the protein through salt bridges, hydrogen bonding 
and hydrophobic interactions. They also found that the heme group of the protein has 
a similar conformation as in the original protein, indicating that a His6 tag attached at 
the N terminus does not alter the active sites of the protein. Chen et al. used molecular 
dynamics simulations to study the interaction of His6 tags with Ni2+, Cu2+, Fe3+ and 
K+ ions [27]. They found that the Ni and Cu ions prefer to chelate in positions His(2,4) 
or His(3,5), the K+ ion preferred to chelate in the His(1,3) and His(3,5) positions and 
the Fe3+ ions preferred to chelate in the His(1,3) and His(2,4) positions. Watly et al. 
did experimental and molecular dynamics/DFT studies of Cu2+ ions binding to a His6 
tag [28]. They found that the most stable structure was when the ion was bound to the 
first and fifth imidazole, suggesting that His tags in proteins may be able to move 
metal ions along the tag. Zhang et al. did molecular dynamics simulations on a His6 
tag interacting with a single Ni-NTA complex [29]. They found that the residue pair 
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His(2,3) was the most stable pair, while secondary structure analysis show that the 
His6 structure has a high propensity for random coil structures.  
Fluorescent proteins are an important and versatile biological tool that can be used for 
monitoring physiological processes, visualising the location of proteins during 
experiments, and detecting transgenic expression in vivo. TagRFP was first described 
in 2007 by Merzlyak et al. and has excitation/emission peaks at 555/584 nm [30]. 
TagRFP has been used to help describe endothelia cell matrix assembly [31], to 
describe the micropatterning of proteins [32], [33], and to characterise metal-
functionalised amphiphilic diblock copolymers [34]. Molecular dynamics has been 
used to describe the behaviour of fluorescent proteins in solution [35]–[37] as well as 
the interactions of a green fluorescent protein with a silicon substrate [38] but to the 
best of our knowledge, there has been no molecular dynamics studies on the 
immobilisation of fluorescent proteins to SAMs.   
Goujon et al. used molecular dynamics to study the effect of surface coverage on an 
NTA SAM [39]. They found that the dense packing of the negatively-charged 
monolayer forms a wall when the SAM has a high surface coverage and induces a 
layering in the water molecules. The water molecules that are trapped between the 
terminal groups of the SAM molecules are less mobiles as the surface coverage 
increases. However, the molecule-molecule interaction energy is not dependant on the 
surface coverage as there is compensation between the favourable van der Waals 
interactions and the unfavourable repulsive electrostatic energy parts. Mixed SAMs 
containing two or more constituent molecules provide a practical experimental system 
with which to generate model systems to study fundamental aspects of the interactions 
of surfaces with bioorganic nanostructures, such as proteins, carbohydrates, and 
antibodies [40]. They also have potential applications in the development of 
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microarray electrodes [41]. Molecular dynamics has recently been used to model 
cyclodextrin mixed SAMs which can be used to anchor proteins [42] and to study the 
effect of water on mixed SAMs [43].  
Jonkheijm et al. have described the decoration of fluorescent proteins with 
supramolecular histidine motifs that can be used to control the orientation and density 
on their immobilisation on planar chip surfaces [44]. In order to replicate these 
experiments in silico, we have made models of the TagRFP protein (a red fluorescent 
protein) with a varying number of His6 tags being adsorbed to both a uniform NTA 
and a mixed NTA/carboxylic acid SAM. These calculations and experiments on the 
number and strength of multiple molecule-surface interaction sites (so-called 
“multivalency”) can potentially aid the engineering of novel peptide-based 
macromolecules, which could, to take just one illustrative example, inform the 
synthesis of peptide-terminated dendrimer molecules that minimise the number and 
variety of protein growth factors required for tissue engineering [45].  
4.2 Results and Discussion 
Twelve models were made and subjected to molecular dynamics simulations to model 
the adsorption of the tagRFP protein onto NTA SAMs using His6 tags. The models 
were chosen to investigate the effect that the number of His6 tags has on the 
immobilization of the protein, i.e., the strength of the binding interactions as well as 
the orientation of the protein when adsorbed. Furthermore, the protein was modelled 
adsorbing to two different SAMs: a uniform NTA SAM and a mixed NTA/carboxylic 
acid SAM (Figure 4.2 - Figure 4.5).  
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Figure 4.2. The NTA-functionalised SAM viewed from the side with atoms shown as space-filling spheres. Ni ions 
are coloured in orange, oxygen in red, nitrogen in dark blue, carbon in light blue, sulphur in yellow and gold 
atoms are pink. 
 
 
 
Figure 4.3. The NTA-functionalised SAM viewed from above with atoms shown as space-filling spheres. . Ni ions 
are coloured in orange, oxygen in red, nitrogen in dark blue, carbon in light blue, sulphur in yellow and gold 
atoms are pink. 
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Figure 4.4. The mixed acid- and NTA-functionalised SAM viewed from the side with atoms shown as space-filling 
spheres. Ni ions are coloured in orange, oxygen in red, nitrogen in dark blue, carbon in light blue, sulphur in 
yellow and gold atoms are pink. 
 
 
 
Figure 4.5. The mixed SAM viewed from above with atoms shown as space-filling spheres. Ni ions are coloured 
in orange, oxygen in red, nitrogen in dark blue, carbon in light blue, sulphur in yellow and gold atoms are pink. 
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The structure of the tagRFP protein (pdb structure: 3M22) is shown in Figure 4.6, 
which also highlights the chromophore found at the centre of the protein which is 
responsible for the fluorescence of the protein. The protein provided from the pdb was 
mutated (Figure 4.7) to change two Cysteines (114 and 222) to Serines and to change 
a Serine (128) to a cysteine. This was done to allow attachment of a third His6 tag to 
the added cysteine using a maleimide linker and to prevent unwanted attachment of 
His6 tags at the removed sites.  
 
Figure 4.6. The protein shown in (a) CPK representation and (b) cartoon representation with the chromophore 
highlighted using CPK representation. 
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Figure 4.7. (a) The protein shown in cartoon representation with the mutated residues shown using VDW 
representation. (b) The third His6 tag shown in CPK representation attached to a cysteine using a maleimide 
linker. 
 
Three His6 tags were attached to the protein at the NTER, CTER and the added 
cysteine to model the protein adsorbing in four different binding modes: 1H, with a 
His6 tag at the CTER; 2H, with His6 tags at the NTER and CTER; 1+1H, with His6 
tags at the NTER and at the added cysteine; 3H, with His6 tags at all three sites. For 
all models except for 3H, the protein was modelled adsorbing in both perpendicular 
and parallel representations w.r.t the SAM (see Figure 4.9). 
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Figure 4.8. Schematic representation of the tagRFP protein with the His6 tags that adsorb in each model. 
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Figure 4.9. The protein adsorbing in upright, perpendicular “perp” ((a) and (b)) and in flat, parallel 
orientations ((c) and (d)). 
 
4.2.1 Interactions of His6 tags with NTA:  
Since the His6-NTA interaction normally occurs on the order of minutes, it is very 
difficult to find structures where the His6 tags bind with all histidines on the timescales 
that are studied using molecular dynamics simulations. In fact, contemporary literature 
only focusses on the interaction of a His6 tag with a single ion or NTA fragment as 
steric hindrance may make it difficult for a His6 tag to bind with all six histidines [27]–
[29]. Kapanidis et al. claim that a His6 tag should be able to interact with up to two 
Ni-NTA moieties without steric hindrance [46]. The computed interaction energy is 
directly correlated with the number of histdines adsorbed (Figure 4.10 - Figure 4.14). 
In general, the NTER His6 tag has the most adsorbed histidines. The CTER His6 tag 
may have less adsorbed histidines because of unfavourable interactions of the CTER 
with the oxygens on NTA. The desorption of a histidine is usually because of a 
temporary bad electrostatic contact formed with the SAM that causes the histidine to 
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detach from the surface. In order to approximate the experimentally-posited binding 
of the His6 tag with the full complement of 6 histidines, it was decided to extrapolate 
the interaction energies for each His6 tag to six histidines (see Figure 4.15 - Figure 
4.20 for final snapshots of the His6 tags adsorbing to the SAM). The estimated 
interaction energy for the entire His6 tag is 190 kcal/mol (Table 4.7) which gives an 
interaction energy per histidine of approx. 32 kcal/mol which is similar to the value 
calculated by Yang et al. [23] who used QM simulations to calculate the interaction 
energy for separate (i.e., not connected) histidines bound to a Ni ion (124 kJ/mol or 
30 kcal/mol). We also concentrate largely on the mixed SAM as it forms a more 
ordered structure (Figure 4.5 above). 
 
Figure 4.10. 1H NTER and 2H NTER His6 tag-SAM interaction energy and number of adsorbed Histidines for 
the mixed SAM. 
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Figure 4.11. 2H CTER and 1+1H NTER His6 tag-SAM interaction energy and number of adsorbed Histidines 
for the mixed SAM. 
 
 
 
Figure 4.12. 1+1H “other” (i.e., at the introduced free Cys site) and perp 1H NTER His6 tag-SAM interaction 
energy and number of adsorbed Histidines for the mixed SAM. 
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Figure 4.13. perp2H NTER and perp2H CTER His6 tag-SAM interaction energy and number of adsorbed 
Histidines for the mixed SAM. 
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Figure 4.14. 3H His6 tag-SAM interaction energy and number of adsorbed Histidines for the mixed SAM. 
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Figure 4.15. Final snapshots of the His6 tags adsorbing onto the uniform NTA SAM. The SAM is in liquorice 
representation, the His6 tag is in CPK representation and the Nickel ions are in VDW representation. 
 
 
Figure 4.16. Final snapshots of the His6 tags adsorbing onto the uniform NTA SAM. The SAM is in liquorice 
representation, the His6 tag is in CPK representation and the Nickel ions are in VDW representation. 
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Figure 4.17. Final snapshots of the His6 tags adsorbing onto the uniform NTA SAM. The SAM is in liquorice 
representation, the His6 tag is in CPK representation and the Nickel ions are in VDW representation. 
 
Figure 4.18. Final snapshots of the His6 tags adsorbing onto the mixed NTA SAM. The SAM is in liquorice 
representation, the His6 tag is in CPK representation and the Nickel ions are in VDW representation. 
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Figure 4.19. Final snapshots of the His6 tags adsorbing onto the mixed NTA SAM. The SAM is in liquorice 
representation, the His6 tag is in CPK representation and the Nickel ions are in VDW representation 
138 
 
 
Figure 4.20. Final snapshots of the His6 tags adsorbing onto the mixed NTA SAM. The SAM is in liquorice 
representation, the His6 tag is in CPK representation and the Nickel ions are in VDW representation 
 
4.2.1.1 Protein-SAM interaction energies: 
 Computed energy interactions for the uniform and mixed SAMs are given in Table 
4.7 - Table 4.10. During simulations for both the uniform and mixed SAMs, the protein 
stays bound and maintains a near-constant, to within a few Å, center-of-mass height 
above the surface. Apart from the His-Ni-NTA binding sites, the interactions between 
the SAM and the protein are driven mostly by electrostatic interactions due to amino 
acids with electrically charged sidechains on the exterior of the protein and because of 
the charged terminal headgroups of the SAM. Also, the protein-SAM interaction 
energies are much larger for the uniform SAM since the protein is in direct contact 
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with more of the SAM. For the mixed SAM, the interaction energy between the protein 
and the SAM is comparable to that of the interaction energy between the His6 tag and 
the SAM.  Table 4.9 and Table 4.10 show the total interaction energy which includes 
the protein-water interactions as well as the protein-SAM interactions. This is done in 
order to investigate whether the protein prefers an upright/perpendicular or 
flat/parallel orientation w.r.t the SAM as experiments (unpublished experimental data 
from Jonkheijm et al, U Twente, See Appendix E for reproduction of paper draft) 
suggest that the protein prefers to adsorb in an upright manner when the His6 tags are 
on the NTER and/or the CTER of the protein (models 1H and 2H).  
Table 4.7. Protein-SAM interaction energies for the uniform SAM. 
Orientation van der Waals 
(kcal/mol) 
Electrostatic 
(kcal/mol) 
Protein-SAM 
Interaction Energy 
(kcal/mol) 
1H -44 ±7 -880 ±50 -920 ±50 
2H -59 ±8 -1120 ±50 -1180 ±50 
3H -62 ±8 -1060 ±80 -1120 ±80 
1+1H -40 ±8 -670 ±60 -710 ±60 
perp1H -0.02 ±0.01 0.08 ±0.9 0.06 ±0.9 
perp2H -0.3 ±0.2 3 ±5 3 ±5 
His6 Tag -150 ±30 -39 ±5 -190 ±30 
 
Table 4.8. Protein-SAM interaction energies for the mixed SAM. 
Orientation van der Waals 
(kcal/mol) 
Electrostatic 
(kcal/mol) 
Protein-SAM 
Interaction Energy 
(kcal/mol) 
1H -11 ±6 -190 ±70 -200 ±70 
2H -12 ±5 -150 ±80 -160 ±70 
3H -31 ±7 -390 ±40 -420 ±40 
1+1H -32 ±7 -270 ±70 -300 ±70 
perp1H -0.1 ±0.1 6 ±11 6 ±10 
perp2H -0.9 ±0.8 -17 ±19 -18 ±19 
His6 Tag -180 ±30 -23 ±5 -200 ±40 
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Table 4.9. Total interaction energies for the uniform SAM. 
Orientation Protein-SAM 
(kcal/mol) 
Protein-Water 
(kcal/mol) 
His6 Tag-SAM 
(kcal/mol) 
His6 Tag-
Water 
(kcal/mol) 
Total 
Interaction 
Energy 
(kcal/mol) 
1H -920 ±50 -6700 ±200 -200 ±40 -190 ±30 -8010 ±200 
2H -1180 ±50 -6400 ±200 -400 ±40 -380 ±30 -8360 ±200 
3H -1120 ±80 -6800 ±300 -600 ±40 -570 ±30 -9090 ±300 
1+1H -710 ±60 -6500 ±200 -400 ±40 -380 ±30 -7990 ±200 
perp1H 0.06 ±0.9 -7200 ±200 -200 ±40 -190 ±30 -7590 ±200 
perp2H 3 ±5 -7600 ±200 -400 ±40 -380 ±30 -8380 ±200 
Table 4.10. Total interaction energies for the mixed SAM 
Orientation Protein-SAM 
(kcal/mol) 
Protein-Water 
(kcal/mol) 
His6 Tag-SAM 
(kcal/mol) 
His6 Tag-Water 
(kcal/mol) 
Total Interaction 
Energy (kcal/mol) 
1H -200 ±70 -6900 ±200 -200 ±40 -190 ±30 -7490 ±200 
2H -160 ±70 -7000 ±200 -400 ±40 -380 ±30 -7940 ±200 
3H -420 ±40 -6500 ±200 -600 ±40 -570±30 -8090 ±200 
1+1H -300 ±70 -6900 ±200 -400 ±40 -380 ±30 -7980 ±200 
perp1H 6 ±10 -6900 ±200 -200 ±40 -190 ±30 -7290 ±200 
perp2H -18 ±19 -7100 ±200 -400 ±40 -380 ±30 -7880 ±200 
 
Looking at the interaction energies, it can be seen that increasing the number of His6 
tags on the protein gives an increase in the total interaction energy, which agrees with 
experimental results. However, for both the uniform SAM nor the mixed SAM, there 
is no clear difference in the interaction energies for the protein adsorbing in a face-on 
or side-on orientation. In fact, for both SAMs, the perp1H model has less favourable 
time-averaged interaction energies than the 1H model. This is because the gain in 
protein-water interactions does not outweigh the loss in protein-SAM interactions on 
standing up. We note that calculated entropic effects (not shown) are comparatively 
very small and inclusion of the TDS term in the computed interaction energies does 
not change the numbers significantly. Hence we suggest that future work should focus 
on inclusion of multi-protein interactions, for which the current work could provide 
starting (single protein) models to which additional proteins could be adsorbed from 
solution. For the 2H divalently bound proteins the time-averaged preference for the 
flat orientation is smaller (Table 4.5 shows that the computed water sphere density 
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around the upright 2H protein is comparable to that of the free protein) but we still do 
not see a computed preference for the upright orientation. We hypothesis that at 
experimental timescales the protein switches to the more upright manner because it 
allows more protein to be adsorbed so the magnitude of the protein-SAM adsorption 
energy per unit area is increased as is the density of lateral protein-protein interactions. 
The contact area is doubled when the protein is adsorbing side-on (Fig. 9 above) and 
so larger surface coverages are achieved for the upright orientation. Beyond (future) 
investigations of multi-protein effects on the computed binding orientations, potential 
of mean force (PMF) MD calculations of 2H unbinding from the SAM (section 4.2.2) 
indicate that the protein can more easily approach (by a factor of two) the solvated 
SAM surface in a side-on manner, supporting the computed protein-SAM interaction 
energies from the equilibrium MD simulations presented in this chapter. 
Table 4.11. Number of water molecules within 10 Å of the protein when adsorbing to the mixed SAM. 
 Solvated 
Protein 
1H 2H 3H 1+1H perp1H perp2H 
No. of 
Water 
molecules 
3720 3350 3550 3400 3370 3570 3700 
 
4.2.1.2 Protein Conformation:  
To investigate the structural stability of the protein when adsorbed to the SAM, the 
conformational energies of the protein as well as the radius of gyration of the protein 
(excluding the His6 tags) was calculated (Table 4.13). The protein conformational 
energy and radius of gyration values show little deviation, <5% in conformational 
stability and size, from the protein in a water box when adsorbed to the SAM using 
the His6 tags. This means that the His6 tag method of immobilising proteins allows 
the protein to be tethered to the SAM surface in its unperturbed, “active” 
conformation.  
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Table 4.12. Conformational energies and sizes of the protein when adsorbing to the uniform SAM 
 Solvated 
Protein 
1H 2H 3H 1+1H perp1H perp2H 
Energy 
(kcal/mol) 
4720 ±40 4770 ±50 4800 ±50 4750 ±50 4770 ±50 4750 ±50 4730 
±50 
Difference 0 +50 +80 +30 +50 +30 +10 
Radius of 
gyration 
(Å) 
18.50 
±0.10 
18.43 
±0.05 
18.31 
±0.07 
18.35 
±0.07 
18.34 
±0.06 
18.08 
±0.08 
18.97 
±0.05 
 
 
 
 
 
Table 4.13. Conformational energies and sizes of the protein when adsorbing to the mixed SAM 
 Solvated 
Protein 
1H 2H 3H 1+1H perp1H perp2H 
Energy 
(kcal/mol) 
4720±40 4770±40 4700±40 4700±50 4690±40 4680±40 4690±40 
Difference 0 +50 -20 -20 -30 -40 -30 
Radius of 
gyration (Å) 
18.50±0.10 18.05±0.05 18.31±0.05 18.36±0.04 15.36±0.09 18.20±0.06 18.43±0.07 
 
 
4.2.2 Steered Molecular Dynamics simulations of a Histidine-tagged TagRFP protein 
desorbing from a mixed NTA SAM. 
 
We used SMD simulations (see Appendix C) to estimate the force required to remove 
a tagRFP protein that is immobilised using His6 tags from the mixed NTA SAM. The 
SMD simulation was used to pull the protein a distance of 110 Å over a time of 7 ns 
from the SAM and 58 configurations along the trajectory were taken and umbrella 
sampling was performed for 10 ns on these to obtain the Potential of Mean Force 
(PMF).  
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Figure 4.21. The beginning configurations used in the SMD simulations for the protein adsorbing in the (a) 
upright (face-on) and (b) flat (side-on) orientations. 
 
Figure 4.22 shows the PMF that was calculated for detachment of the protein when 
adsorbed in face-on and side-on orientations, in divalent binding modes using two 
His6 tags (beginning configurations shown in Figure 4.21). The two different 
orientations show different desorption paths. The face-on orientation, where only the 
His6 tags are in contact with the SAM, has a lower free energy difference that for the 
side-on orientation, where the protein is also in contact with the SAM. The free energy 
difference is much higher for the side-on orientation (approx. 38 kcal/mol compared 
to approx 18 kcal/mol). This is because the protein is being pulled against the protein-
SAM forces as well as the His6 tag-SAM forces. It is also caused by the protein 
pushing the water out of the way while it is being pulled, because the side-on 
orientation has greater surface area in the vertical pulling direction. 
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Figure 4.22. The Potential of Mean Force for the protein being pulled from the SAM. 
 
The slope for the face-on orientation changes as the protein is pulled away from the 
SAM because the number of histidines in contact with the SAM is decreasing. The 
free energy plateaus considerably faster than for the side-on SAM (over 20 Å 
compared to 50 Å) as the main (non-His tagged) body of the protein starts at a greater 
distance for the SAM and has practically zero interaction with it. Figure 4.23 shows 
different configurations taken along the distance trajectory. The CTER His6 tag 
desorbs around 65 Å (Figure 4.23a and Figure 4.23b show before and after) which 
agrees with the Chapter 4 results where the CTER His6 tag usually had less histidines 
adsorbed. Figure 4.23c shows the configuration of an intermediate state in which one 
His6 tag is adsorbed and the other is not and Figure 4.23d shows the configuration 
after all His6 tags have desorbed.  
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Figure 4.23. The protein starting in the face-on orientation as it is being pulled away from the SAM. Distances 
are: (a) 64 Å; (b) 65 Å; (c) 74 Å; (d) 77 Å 
 
Contrary to the face-on orientation, the side-on orientation shows a smoother curve. 
The main body of the protein desorbs from the SAM (See Figure 4.24a, and starting 
configuration in Figure 4.21b) at a distance of 48 Å, corresponding to an energy 
difference of 3 kcal/mol. It should be noted that the pulling force is being applied to 
the main body of the protein excluding the His6 tags so the fact that the protein desorbs 
before the His6 tags in this simulation does not say anything about a comparison 
between the forces required to remove the protein or the His6 tags. The CTER His6 
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tag desorbs (Figure 4.24b) from the SAM at 59 Å, giving an energy difference of 9 
kcal/mol between this event and the protein desorbing. The NTER His6 tag desorbs at 
71 Å (Figure 4.24c and Figure 4.24d show the before and after), giving an energy 
difference of 18 kcal/mol between the two His6 tags desorbing. The fact that these 
events make little change to the force profile means that it is the protein pushing 
against the water which contribute the most to the force. The protein has a higher 
surface area in the pulling direction (normal to the plane of the SAM) so the protein 
prefers to move in a side-on direction when moving through the water, which may 
help explain why adsorption in the face-on manner predominates in the experiments 
(Wasserberg and Jonkheijm, U Twente, unpublished data). 
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Figure 4.24. The protein starting in the side-on orientation as it is being pulled away from the SAM. Distances 
are: (a) 48 Å; (b) 59 Å; (c) 70 Å; (d) 71 Å 
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4.3 Conclusions 
This chapter describes the atom-scale mechanisms that control the immobilization of 
tagRFP proteins onto uniform and mixed NTA self-assembled-monolayers using His6 
tags. The tagRFP protein is a fluorescent protein that is used for visualising proteins 
during experiments and monitoring physiological processes. The protein is 
immobilised using the histidine-tagging method which is a commonly used technique 
for protein purification and has potential for use in protein biochips or in drug design. 
This chapter shows that it is possible to immobilise proteins using histidine tags in a 
manner that does not affect protein function and that increasing the number of tags 
increases the binding interaction. However, the simulations were unable to distinguish 
a statistically significant preferred orientation (whether side-on or face-on) for a single 
protein when binding to the SAM. Thus we explain the experimentally observed 
preference for protein adsorption in an upright “face-on” manner as arising purely 
from the fact that this orientation allows more of the protein to be adsorbed, as the 
contact area is halved when the protein is adsorbed face-on and so the adsorption, and 
in a SAM protein-protein packing, energy per unit area is improved. Steered Molecular 
Dynamics simulations were used to generate a Potential of Mean Force to describe the 
desorption of the His6-tagged TagRFP protein from the mixed NTA SAM. The PMF 
hints that the water being ‘pushed’ by the protein when it is moving plays a large part 
in the force needed to move the protein when it is moving away from the SAM in the 
side-on orientation which may provide a (single-protein) explanation for why the 
protein prefers to adsorb in a face-on orientation in experiments.  
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4.4 Methods 
Molecular Langevin dynamics were performed using the NAMD program [47] 
together with the CHARMM force field [48]. Short range nonbonded interactions were 
computed up to 1.2 nm distance. Ewald summation was used to calculate the 
electrostatic interactions and a 2 fs time-step was used for dynamics by constraining 
covalent bonds to hydrogen.   
The coordinates for tagRFP were taken from a pdb file provided by the experimental 
crystallographer Dorothee Wasserberg at U Twente and is available on the protein data 
bank (PDB ID: 3M22). The protein labelled chain A was taken from the tetramer and 
was then modified according to the instructions of the crystallographer. The VMD 
[49] mutate residue plugin was used to change residues Cys114, Cys222 and Ser128 
to Serine, Serine and Cysteine respectively.  
In order to run Molecular Dynamics simulations with the tagRFP-His-NTA system, it 
was necessary to parameterize the chromophore found in the center of the protein, the 
maleimide linker used to attach the third His tag to the protein and the NTA molecule 
used in the SAM. Parameterization was carried out using the Paramchem [50] web 
tool and the partial charges were normalized with respect to the CHARMM force field.  
A Au(1 1 1) surface of area 2.8kÅ² was cut from bulk gold metal and 384 NTA 
molecules were placed on one face. The SAM model was encased in a large water box 
of dimensions 200x200x100 nm and periodic boundary conditions were applied. The 
SAM (31872 atoms) was first relaxed using 6000 steps of steepest descent 
minimization and then allowed to equilibrate to a stable room temperature structure 
over 1 nanosecond of molecular dynamics and then subjected to a further 7 ns of 
dynamics with a constant-density monolayer forming within 5ns. The sulphur atoms 
were weakly constrained to their positions to simulate the gold-sulphur bond that is 
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formed. A similar protocol was used to model the mixed SAM, with clusters of 5-10 
NTA molecules surrounded by unfunctionalised acid-terminated chains. Simulation 
input files and calculated SAM structures are available on request from the authors. 
Representations of the SAM are shown in Figures 3.1 and 3.2.  
To study the protein-SAM interactions, the tagRFP protein was placed near the SAM 
in two different orientations (face-on and side-on, see Figures 3.3-3.6) with a varying 
number of bound histidine tags and the Avogadro program [51] was used to place the 
histidines near the Ni ions in the SAM in positions where a complex might form. The 
system was equilibrated with gradually-loosening positional constraints on the 
histidine side chains for 8 ns. Free dynamics simulations were then run on the system 
for 20 ns, sampling every 100 ps. Image generation and Tcl script-based trajectory 
analysis was performed using the VMD program [49]. 
For the SMD simulations, two configurations were taken from the standard MD 
simulations already performed. They were chosen to have the same number of 
adsorbed histidines in order to be able to compare like with like as much as possible. 
For both configurations, SMD simulations were done using GROMACS 5.1.1 and the 
CHARMM force field to pull the protein a distance of 110 Å over a time of 7 ns from 
the SAM. 58 configurations were then taken from these trajectories and subjected to 
10 ns of umbrella sampling simulations. The PFM was then calculated using the 
gmx_wham command in GROMACS using the sampled windows.  
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Conclusions 
In Chapter three, we describe the atom-scale mechanisms underlying self-assembly of 
alkylamine films on graphene and the role of film termination in stabilizing the 
adsorption of a hydrophilic protein on the film. We found that the hydrophobin adsorbs 
without significant denaturation on the surface of the films, with the alkyl groups 
linking the protein to graphene forming a tight, defect-free SAM. By modelling the 
adsorption of the hydrophobin protein on top of the solvated films, we have shown 
that the protein switches from using its hydrophobic patch to using more hydrophilic 
surface residues for surface adsorption as the film surface is made more hydrophilic 
by changing the terminal group from a methyl to an amine moiety. molecule-molecule 
contacts. The main prediction from this modelling study is that alkylamine films can 
provide an ordered, adhesive platform for protein immobilization. Future work could 
involve modelling the formation of multi-protein films on functionalized graphene and 
investigating the cell adhesion properties of this protein layer or could involve the use 
of hydrophobin based dendrimers for the immobilisation of other proteins.  
Chapter four describes the atom-scale mechanisms that control the immobilization of 
fluorescent tagRFP proteins onto uniform and mixed NTA self-assembled-monolayers 
using hexahistidine tags. We show that it is possible to immobilise proteins using 
histidine tags in a manner that does not affect protein function and that increasing the 
number of tags increases the binding interaction, which agrees with unpublished 
experimental work that is described in Appendix AA. However, the simulations were 
unable to distinguish a statistically significant preferred orientation (whether side-on 
or face-on) for a single protein when binding to the SAM, while the experiments show 
that the protein prefers to adsorb in a standing-up orientation where possible. Future 
work could involve using the His6 tag method for the immobilisation of different 
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proteins such as growth hormone proteins or studying the immobilisation of multiple 
proteins on the SAM.   
Finally, in Chapter five, we used enhanced sampling methods to be able to better 
describe the results from Chapters three and four. Replica Exchange simulations were 
used to get more data from simulations of the hydrophobin protein adsorbing to the 
amine- and methanol-terminated SAMs from Chapter three. The results from these 
Replica Exchange simulations agree with the results from Chapter three, i.e. the 
protein prefers to adsorb to the hydrophilic SAMs in a manner that points the 
hydrophobic patch of the protein away from the SAM. Steered Molecular dynamics 
simulations were used to generate the Potential of Mean Force for the desorption of 
the TagRFP protein from the mixed NTA SAM. These simulations showed how water 
can affect the orientation the protein prefers to approach the SAM in which may help 
to explain why the protein prefers to adsorb in a face-on manner in experiments.  
In this thesis we have used Molecular Dynamics computer simulations to study 
different methods for the immobilisation of proteins onto prepared surfaces. Being 
able to perform ‘in silico’ experiments is a very powerful predicative tool for the 
development of new biomaterials, biomedical devices. It allows you to be able to see 
the interactions between the proteins and the surfaces at the nanoscale in a way that 
cannot be seen in experiments. Simulations can put numbers on the kinetic and 
thermodynamic information to help control structure and function of nanoscale 
systems. The design principles that result from this work are the ability to predict and 
control the orientation of a protein when adsorbed to a surface. This, for example, can 
be used to help design a device that anchors proteins and/or drug molecules so that 
they function of the molecules is unaffected. However, there are a number of 
limitations with computational studies such as this. Molecular modelling simulations 
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can only study a limited number of proteins (<100) on the supercomputer systems that 
are available today. This means that it is not possible to study the complex real world, 
biological environments, such as cells, where biomedical nanoscale devices will be 
used. However, with the growing power of computational hardware and software, 
larger and larger systems can be studied and this problem may eventually be 
overcome.  
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Appendix A: Introduction to Molecular Dynamics Computer 
Simulations 
 
The most accurate techniques used for molecular modelling are those which use 
quantum mechanics (QM) as they deal with the electrons in the system [1]. However, 
this means that a large number of particles must be considered and the time needed for 
calculations will increase considerably as the system size increases. This is especially 
true for some of the most commonly studied systems (e.g. protein dynamics, protein 
folding, carbon nanotube surfaces etc.) which can have atom counts in the hundreds 
of thousands. Force field methods sidestep this problem by ignoring electronic 
motions and calculate the energy of a system as a function of nuclear positions only. 
In molecular modelling, a force field is a set of equations and parameters used to 
calculate the potential energy of a system of atoms. Since the chemical environment 
of an atom changes its behaviour in a molecule (for example a carbon atom will behave 
differently in CO2 than in a phenyl ring), parameters are given according to atom type. 
In some cases, force field methods can have comparable accuracy to QM methods in 
a fraction of the computing time. However, molecular mechanics cannot determine 
properties that depend on the electronic distribution in a molecule.  
 
Molecular mechanics approximates the different interactions in a system by 
considering processes such as bond stretching, the vibrations of angles and rotations 
around single bonds. Even when simple functions (e.g. Hooke’s Law) are used to 
describe these processes, the force field can perform quite acceptably. Many of the 
molecular modelling force fields in use today (the one used in this thesis being 
‘CHARMM’ [2]) usually consist of a simplified six-component picture of the intra- 
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and inter-molecular forces within the system. These components can be divided into 
two categories: Bonded (Bond stretching, Angle bending, Torsional terms and 
Impropers) and non-Bonded (van der Waals and Electrostatic). While the non-bonded 
terms are calculated as a function of distance between two atoms, the bonded terms 
are described as being variations around an equilibrium value (e.g. Hooke’s Law for 
atom bond distances). For these terms, there is an energetic penalty associated with 
the deviation of the term from its equilibrium value, i.e. the energy required to 
maintain a deviation increases significantly as the deviation increases. More 
complicated force fields may have extra terms but will generally include these six 
terms. A more detailed description of the terms follows. 
 
Figure 28. Internal coordinates for bonded interactions: r governs bond stretching; θ represents the bond angle 
term; Φ gives the dihedral angle; the small out-of-plane angle α is governed by the “improper” dihedral angle ψ. 
Figure reproduced from online teaching [36] 
 
Bond stretching 
This term describes the distance between two different atoms in a molecule and is 
usually represented by using Hooke’s Law where the energy varies with the square of 
the displacement from the reference bond length r0.  
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𝐸𝐵 = 𝑘𝐵(𝑟 − 𝑟0)
2 
 
(Note: The usual form of Hooke’s law is: 𝐸 = 1 2⁄ 𝑘𝐵(𝑟 − 𝑟0)
2 . However, MD 
(Molecular Dynamics) software generally calculates the bond energy in the above 
form and that’s the form that will be used in this thesis). This bond length is the value 
that the bond adopts when all other terms in the force field are set to zero. The forces 
between bonded atoms are the strongest for all the bonded terms considered by MM 
methods (on the order of 200-600 kcal/mol) and considerable energy is needed to 
cause a bond to deviate significantly from its equilibrium value. If a more accurate 
representation is required, a Morse potential can be used.  
𝐸𝑀 = 𝐷𝑒(1 − 𝑒
−𝑎(𝑟−𝑟0)) 
Here, 𝐷𝑒 is the well depth (which depends on the atoms in question) and 𝑎 controls 
the width of the potential. However, because it is rare for bonds to deviate significantly 
from their equilibrium values in MM simulations, this is usually not necessary.  
 
 
 
Angle bending 
The bending of angles from their reference values is also usually described using 
Hooke’s law: 
 
𝐸𝐴 = 𝑘𝐴(𝜃 − 𝜃0)
2 
 
Each angle is characterised by a force constant and a reference value. Less energy is 
needed to distort an angle from equilibrium compared to a bond distance so the force 
162 
 
constants for the angle terms tend to be much smaller (on the order of 30 to 120 
kcal/mol) 
 
Torsional/Dihedral terms 
The bond stretching and angle bending terms are the terms that have the highest force 
constants, representing the fact that it takes a lot of energy to cause changes from their 
reference values. The biggest changes in structure and relative energies is due to 
variations in the torsional, improper and non-bonded contributions. The dihedral term 
describes atom pairs separated by three covalent bonds with the central bond subject 
to the torsion angle Φ. Torsional terms are generally expressed as a cosine function: 
 
𝐸𝐷 = 𝐾𝐷(1 + cos⁡(𝑛Φ − ⁡Δ)) 
 
kD is the force constant, n is the multiplicity (usually takes a value of 1-3), Φ is the 
current dihedral angle and Δ is the phase. The force constants for dihedrals are usually 
an order of magnitude lower than those for the angle terms. 
 
Improper terms 
The fourth bonding term is the impropers which are used to maintain the planarity of 
molecules. They are represented using the harmonic form 𝑘𝜓(𝜓 − 𝜓0)
2⁡, where 𝜓 is 
the improper angle, with a large spring constant and 𝜓0 typically zero to restrain 
deformations among an atom and three atoms bonded to it.  
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Electrostatic interactions 
Since the atoms in a molecule will have varying electronegativity and thus will attract 
different numbers of electrons, there will be an unequal distribution of charge in a 
molecule. A common approach to represent this is to attribute partial charges to the 
different atoms in the molecule. These charges are designed to reproduce the 
electrostatic properties of the molecule. The electrostatic interaction between two 
atoms is calculated using Coulomb’s law: 
 
𝐸𝐶 =
𝑞1𝑞2
4𝜋𝜖0𝑟12
 
 
1.2.1.6 van der Waals interactions 
The van der Waals forces are the sum of the attractive or repulsive inter- or intra-
molecular forces other than those due to covalent or electrostatic forces. The repulsive 
force is most important when the molecules are close to each other where the electron-
electron interactions are strongest. The attractive force (also called the dispersion 
force) arises from changes in the charge distribution in the electron clouds of the two 
molecules. The change in the electron distribution on one molecule gives rise to an 
instantaneous dipole which, in turn, induces a dipole in the second molecule giving an 
attractive interaction. Both effects are equal to zero at infinite distance and become 
significant as the distance decreases. The most commonly used function for describing 
van der Waals forces is the Lennard-Jones 12-6 potential: 
 
 
𝐸𝑉 = 𝜖 [(
𝑟𝑚
𝑟
)
12
− 2(
𝑟𝑚
𝑟
)
6
] 
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where ε is the Lennard-Jones well depth, 𝑟𝑚 is the distance at the Lennard-Jones 
minimum and r is the distance between the two atoms. The 1 𝑟12⁄  term describes the 
short range electron-electron repulsion and the  1 𝑟6⁄  term describes the long range 
electron-nucleus attraction between a pair of atoms.  
 
Because the non-bonded interactions (van der Waals and electrostatic) occur between 
every non-bonded pair of atoms in the system, computing the interactions that occur 
at long range (and thus will have very low values) exactly can be very computationally 
intensive. For the van der Waals forces, this is handled by truncating the interaction at 
a specified distance. For the electrostatic forces in a simulation that uses periodic 
boundary conditions, the system periodicity is exploited to calculate the interactions 
using the particle-mesh Ewald (PME) method.  
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Figure 29. An example of a tightly coupled protein-protein bio-interface (marked by the black shadow) held 
together by H-bonds and hydrophobic interactions. The electrostatic potential surface is overlaid on the 
structure (PDB code 1OHZ) with sites coloured according to atomic charge. This and all molecular graphics in 
this thesis were produced using VMD software [3]. (B) The corresponding electrostatic and van der Waals’s 
potentials that quantify the sub-microscopic driving forces behind the assembly of nanostructured 
(bio)materials. These Lennard-Jones (black) and electrostatic (red) potentials are used in molecular dynamics 
simulations. The parameters used here correspond to a positive (+1e) and a negative (-1e) interacting charges 
for the electrostatic component, while typical carbon-carbon separations are used for the LJ potential. The 
switching procedure is used to dampen the electrostatic potential between 10 and 12 Å so that it goes to zero at 
the cut-off (12 Å). Image reproduced from [4] 
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Force Field Parameterization 
In the past, constructing a new force field or even adding new parameters to an existing 
force field was a complicated and time-consuming task.  A brief guideline for 
parameterization follows:[2]  
 
1. Decompose molecule into molecular fragments 
2. Identify molecular fragments already in the force field that is being used 
3. Optimise geometry using QM simulations 
4. Optimise the partial charges 
5. Optimise the bond, angle, improper and dihedral parameters  
However, nowadays, there exists tools such as ‘paramchem’ [5], [6] and ‘fftk’ [7] that 
can automate much of the work required for parameterizing a molecule although some 
refinement using QM simulations is usually required.  
 
Energy Minimization 
Prior to running simulations with a given system, it is necessary to perform an energy 
minimization on the system first. This will help relieve any overlap between atoms 
and relax any strained parameters like the bonds or angles. The minimization of a 
function f which depends on one or more independent variables 𝑥1, 𝑥2, … , 𝑥𝑖, seeks to 
find the values of those variables for which f has the minimum value. At a minimum 
point, the first derivative of the function w.r.t. each of the variables is zero and the 
second derivative is positive. 
 
𝜕𝑓
𝜕𝑥𝑖
= 0;⁡⁡⁡⁡⁡⁡⁡
𝜕2𝑓
𝜕𝑥𝑖
2 > 0⁡ 
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For a molecular mechanics simulation, the function in question is the molecular 
mechanics energy, the variables being the Cartesian coordinates of the atoms. Because 
of the large number of variables in a molecular mechanics simulation, analytical 
methods (which solve equations exactly) for finding the minima are not feasible. 
Therefore, numerical methods (which solve equations approximately) are used which 
gradually change the coordinates to produce configurations with lower and lower 
energies until the minimum is found. The method used for energy minimization in 
NAMD (the MD software mostly used in this thesis [8]) is the conjugate gradients 
method.  
 
Molecular Dynamics 
A Molecular Modelling simulation enables the calculation of the energy of a system 
at a given instance, however the conformation of a system will vary with time. To 
model how a system changes over time, Molecular Dynamics can be used. A 
Molecular Dynamics simulation involves the numerical solution of the Newtonian 
equations of motion, which for an atomic system may be written 
 
𝑚𝑖𝒓?̈? = 𝒇𝑖 ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇𝑖 = −
𝜕
𝜕𝒓𝑖
𝑈 
 
Here, 𝑚𝑖 is the mass of a particle, 𝒓𝑖 describes its coordinates, ?̈?𝑖 and 𝑈(𝒓
𝑁) is its 
potential energy.  
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The first MD simulation was performed in the late 1950s by Alder and Wainwright 
using a hard-sphere model [9]. In this model, the spheres move at constant velocity in 
straight lines between collisions. All collisions are perfectly elastic and occur when 
the distance between the centers of the spheres is equal to the sphere diameter. The 
new velocities of the spheres are calculated by applying the principle of conservation 
of momentum. Rahman [10] developed more realistic models of intermolecular 
interactions using continuous potentials so that the force on the particle changes when 
the particle changes its position.  
 
 
The MD Algorithm 
Let’s say we have a system composed of atoms with coordinates 𝒓𝑁 = (𝒓1, ⁡𝒓2, … , 𝒓𝑁) 
with a force 𝒇𝑁 = (𝒇1, 𝒇2, … , 𝒇𝑁) acting on them and potential energy 𝑈(𝒓
𝑁). These 
atoms have momenta 𝒑𝑁 = (𝒑1, 𝒑2, … , 𝒑𝑁⁡) and thus the kinetic energy may be 
written 
 𝐾(𝒑𝑁) = ⁡∑
|𝒑𝑖|
2
2𝑚𝑖
𝑁
𝑖=1 . The Hamiltonian (or the total energy) is 𝐻 = 𝐾 + 𝑈. The 
classical equations of motion for this system are: 
 
𝜕𝑟𝑖
𝜕𝑟
=
𝒑𝑖
𝑚𝑖
; ⁡⁡⁡⁡⁡⁡⁡⁡⁡
𝜕𝒑𝑖
𝜕𝑡
= 𝒇𝑖⁡⁡⁡ 
 
This is a system of coupled ordinary differential equations. One of the most commonly 
used method for solving these equations is the Verlet method, more specifically the 
Velocity Verlet method. This may be written as: 
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𝒑𝒊 (𝑡 +
1
2
𝜕𝑡) = 𝒑𝑖(𝑡) +
1
2
𝜕𝒇𝑖(𝑡)⁡⁡⁡⁡⁡(𝑎) 
𝒓𝑖(𝑡 + 𝜕𝑡) = 𝒓𝑖(𝑡) +
𝜕𝒑𝑖 (𝑡 +
1
2𝜕𝑡)
𝑚𝑖
⁡⁡⁡⁡(𝑏) 
𝒑𝑖(𝑡 + 𝜕𝑡) = 𝒑𝑖 (𝑡 +
1
2
𝜕𝑡) +
1
2
𝜕𝑡𝒇𝑖(𝑡 + 𝜕𝑡)⁡⁡⁡(𝑐) 
 
 
 
 
After step b, the force is calculated to give 𝒇𝑖(𝑡 + 𝜕𝑡) for step c. The Verlet algorithm 
works well for MD because it is time reversible and it requires just one force 
calculation per step, among other criteria.   
 
MD in NVT and NPT ensembles 
MD algorithms are much easier to apply in NVE (the microcanonical ensemble, where 
the number of particles (N), the system volume (V) and the total energy of the system 
(E) are kept constant) systems (as above) and modifications to the Newtonian 
equations of motion are required to run simulations in other ensembles like NVT (the 
canonical ensemble, where the number of particles (N), the system volume (V) and 
the temperature of the system (T) are kept constant) or NPT (the isothermal-isobaric 
ensemble, where the number of particles (N), the system pressure (P) and the 
temperature of the system (T) are kept constant). To generate the correct ensemble 
distribution, the system is coupled to a reservoir. NAMD uses the Langevin equation 
to generate the Boltzmann distribution for NVT ensemble simulations. The Langevin 
equation is given by:  
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𝑀?̇? = 𝐹(𝑟) − 𝛾𝑣 + √
2𝛾𝑘𝐵𝑇
𝑀
𝑅(𝑡) 
 
 
where M is the mass, v is the velocity, F is the force, r is the position, γ is the friction 
coefficient, k is the boltzmann constant, T is the temperature and R(t) is a univariate 
Gaussian random process. Coupling to the reservoir is modelled by adding the 
fluctuating (last term) and dissipative (second last term) forces to the equations of 
motion. To integrate this equation, NAMD uses the Brunger-Brooks-Karplus method, 
which is an extension of the Verlet method for the Langevin equation: 
 
𝑟𝑛+1 = 𝑟𝑛 +
1 −
𝛾Δ𝑡
2
1 +
𝛾Δ𝑡
2
(𝑟𝑛 − 𝑟𝑛−1) +
1
1 +
𝛾Δ𝑡
2
Δ𝑡2 [𝑚−1𝐹(𝑟𝑛) + √
2𝛾𝑘𝐵𝑇
Δ𝑀
𝑍𝑛] 
 
where Zn is a set of Gaussian random variables of zero mean and variance 1.   
 
For NPT simulations, NAMD uses the Nose-Hoover method in which Langevin 
dynamics is used to control fluctuations in the barostat [11]. The equations of motion 
are:  
 
?̇? =
𝒑
𝑚
+ 𝑒?̇? 
?̇? = 𝑭 − 𝑒𝒑 − 𝑔𝒑 + 𝑅̇  
?̇? = 3𝑉?̇? 
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?̈? =
3𝑉
𝑊(𝑃 − 𝑃0)
− 𝑔𝑒?̇? +
𝑅𝑒
𝑊
 
𝑊 = 3𝑁𝜏2𝑘𝑇 
〈𝑅2〉 =
2𝑚𝑔𝑘𝑇
ℎ
 
〈𝑅𝑒
2〉 =
2𝑊𝑔𝑒𝑘𝑇
ℎ
 
 
Here, W is the mass of the piston, R is the noise on the atoms, Re is the noise on the 
piston, e is an extra degree of freedom that is introduced for the heat bath, 𝑔 is the 
number of independent momentum degrees of the system 
 
Periodic Boundary conditions 
Periodic boundary conditions allow simulations to be run with a relatively small 
number of particles in a way such that the particles experience forces as if they were 
in a bulk fluid. If it is a rectangular water box that is being studied, the system is 
replicated in all directions to give a periodic array. In 2D, each box is surrounded by 
8 neighbours, in 3D it is surrounded by 26 neighbours. The coordinates of each atom 
in the image boxes (the boxes beside the original box) can be calculated by adding or 
subtracting multiples of the box lengths. If a molecule leaves the box during the 
simulation, an identical image molecule appears on the opposite side. This keeps the 
number of atoms in the central box constant.  
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Setting up and running an MD simulation 
Now, we will discuss some of the steps involved in performing an MD simulation. 
The first step is to obtain the initial configuration of the system. This is in the form of 
a .pdb file that contains the atom positions, protein .pdb files can be obtained from the 
protein databank (rcsb.org). Other files that are necessary are the .psf (protein structure 
file) that details the connections between the atoms and the parameter file that gives 
the connection strengths necessary for the MD algorithm.  
 
The first step before running the simulation is minimization, this relieves any overlap 
between atoms and relaxes any bond/angles etc. between atoms. It is also necessary to 
assign initial velocities to the atoms. This is done by using a Maxwell-boltzmann 
distribution to randomly select the velocities according to the simulation temperature: 
 
𝑝(𝑣𝑖𝑥) = √(
𝑚𝑖
2𝜋𝑘𝐵𝑇
) exp [−
1
2
𝑚𝑖𝑣𝑖𝑥
2
2𝑘𝐵𝑇
] 
 
The Maxwell-boltzmann equation provides the probability p that an atom i of mass mi 
has velocity vix in the x-direction at a temperature T. The initial velocities are adjusted 
so that the total momentum of the system is zero. Once this is done, the first step in 
the MD simulation is equilibration to stabilize the temperature or volume of the cell. 
After the system has been equilibrated, the production phase of the simulation can 
begin. The production phase is run for as long as necessary to generate statistically 
meaningful data.  
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Figure 30. A sample workflow of the processes involved in a MD simulation. 
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Appendix B: Nanoscale dynamics and protein adhesivity of of 
alkylamine self-assembled monolayers on graphene 
 
Below is a reproduction of the published paper which contains results from this PhD 
and upon which Chapter three is based.  
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Atom-scale molecular dynamics computer simulations are used to probe the structure, 
dynamics and energetics of alkylamine self-assembled monolayer (SAM) films on graphene, 
and to model the formation of molecular bilayers and protein complexes on the films. 
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Routes toward the development and exploitation of functionalized graphene structures are 
detailed here, and we show that the SAM architecture can be tailored for use in emerging 
applications, e.g., electrically stimulated nerve fiber growth via the targeted binding of 
specific cell surface peptide sequences on the functionalized graphene scaffold. The 
simulations quantify the changes in film physisorption on graphene and alkyl chain packing 
efficiency as the film surface is made more polar by changing the terminal groups from 
methyl (–CH3) to amine (–NH2) to hydroxyl (–OH) groups. The mode of molecule packing 
dictates the orientation and spacing between terminal groups at the surface of the SAM, 
which determines the way in which successive layers build up on the surface, whether via 
formation of bilayers of the molecule or the immobilization of other (macro)molecules, 
e.g., proteins, on the SAM. The simulations show formation of ordered, stable assemblies 
of monolayers and bilayers of decylamine-based molecules on graphene. These films can 
serve as protein adsorption platforms, with a hydrophobin protein showing strong and 
selective adsorption by binding via its hydrophobic patch to methyl-terminated films and 
binding to amine-terminated films using its more hydrophilic surface regions. Design rules 
obtained from modeling the atom-scale structure of the films and interfaces may provide 
inputs to experiments for rational design of assemblies in which the electronic, 
physicochemical and mechanical properties of the substrate, film and protein layer can be 
tuned to provide the desired functionality.  
 
KEYWORDS: graphene functionalization, self-assembly, bilayers, alkylamine, hydrophobin 
protein, computer-aided design, molecular dynamics, nanostructured scaffolds, cell 
immobilization.  
 
 
INTRODUCTION 
The substrate-templated self-organization of organic molecules into two- and three-
dimensional functional architectures provides new nanostructured materials for 
technological applications,1 given the demonstrated film structural stability and integrity 
provided by strong molecule-substrate adhesion and tight packing between molecules.2-3 
The importance of such “bottom up” processes lies in their capability to build uniform, 
ultra-small functional units and the possibility to exploit such structures at nano-, meso- 
and macro-scopic scale for life science and nanotechnology applications.4-5 Self-assembled 
monolayers (SAMs) provide recognition of specific molecules at the film surface for bio-
sensing and tissue engineering applications,6-8 together with controlled charge transport 
through the films for electronics and (bio)nanotechnology applications.9-10 While SAM 
platforms potentially provide a direct means of setting macroscopic physical, chemical and 
biological properties by nano-scale engineering,11-15 detailed multi-scale experiments and 
simulations are necessary to identify, quantify and then control the atom-scale interactions 
that drive  their assembly.16-23 In general, the assemblies are found to be stabilized by 
individually weak non-covalent interactions that, summed over large areas, provide tightly-
woven and extensive self-assembled structures.24-26 Once assembled, these structures can 
serve as platforms for adsorption of materials such as biomolecules and nanoparticles.21, 27-
29  
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The purpose of the present work is to probe the role of SAM-substrate adsorption, intra-
SAM molecule-molecule packing and SAM-protein binding in the assembly of SAM-based 
protein adsorption platforms, using atom-scale computer simulations, as sketched in Figure 
1. Given the potential usefulness of architectures that combine graphene, SAM and protein 
components, we focus on modeling the formation of mono- and bi-layered films on 
graphene from alkylamine molecules terminated in methyl, amine and hydroxyl groups, 
and probe the protein recognition properties of the films by adsorbing hydrophobin 
proteins on the film surfaces. The resulting graphene-SAM-protein assemblies combine (a) 
the electronic and physicochemical properties of a graphene substrate3, 30-31 with (b) the 
non-covalent adsorption properties, SAM packing ability and charge transport properties of 
alkylamine molecules29, 32 and (c) the selective hydrophobic and hydrophilic binding 
properties of electrically-conductive hydrophobin proteins.33-35  
 
Figure 1. Schematic depicting the competing solvation, bilayer formation and protein 
adsorption effects in the self-assembly of a nanostructured platform on graphene that 
could potentially be used for electrically-stimulated tissue engineering, e.g., to grow nerve 
cells. The assembly steps modeled in the present study as shown in green boxes. Future 
work towards engineering protein-cell surface recognition and electrical interfacing is 
sketched in the orange box. 
 
The formation of alkylamine SAMs on various substrates including graphene29 has been 
reported; e.g., alkylamines SAMs on iron have been characterized using microscopy, 
spectroscopy, and molecular mechanics simulations.36 Amine groups have also been shown 
to physisorb onto semiconducting carbon nanotubes,37-38 and n-type doping of nanotubes 
and graphene using ammonia or molecules containing amine groups has been reported by 
several groups.30, 39-40 Molecules including peptides and fluoroalkylsilanes have also recently 
been assembled into SAMs on graphene.41 Quantum mechanical and atomistic molecular 
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dynamics simulations have aided the interpretation of experimental data on molecule 
packing and SAM-substrate interface properties in these structures29, 36, 42 and have also 
provided detailed mechanisms of self-assembly of various other graphene-molecule and 
graphene-protein complexes; see, for example the recent simulation studies described in 
references43-47. 
The simulations reported in the present work reveal the strong but terminal group-
dependent driving force for alkylamine chain packing on graphene. While the contributions 
of anchor, linker and terminal groups to SAM formation are roughly additive, they are not 
independent; indicating that a “modular” approach to nanostructured materials design 
requires modeling of the long-range architecture to make reliable predictions about the 
film strength and function that may be obtained using different molecules. Our results also 
highlight the tunable and protein-adhesive nature of the SAMs formed on graphene, and 
further quantify the range of binding modes used by the hydrophobin protein on hydro-
phobic and hydrophilic surfaces.48-50 Once formed, the hydrophobin layer may provide an 
immobilized, ordered protein scaffold for the recognition of specific cell surface peptide 
sequences, with the underlying alkylamine molecules providing charge tunnelling paths to 
the bottom graphene layer, which could be exploited for applications such as 
electrochemically stimulated growth of nerve fibers.51-54  
We use a comprehensive set of molecular simulations to address the question of whether 
or not alkylamine-based SAMs can be engineered to serve as bio-immobilization platforms 
on graphene. The simulation data allows us to make predictions concerning the usefulness 
of functionalized graphene surfaces as platforms for immobilizing proteins (and cells), by 
quantifying: (a) SAM dynamics for alkylamines with hydrophobic methyl terminal groups 
and more hydrophilic amine and alcohol headgroups; (b) water solvation of SAMs; (c) 
assembly of molecular bilayers on graphene; (d) protein adsorption on the graphene-based 
SAMs. Water, excess molecules and proteins compete for adsorption on top of the SAMs, 
and the simulations allow us to estimate the populations of each type of alternative 
solvated, bilayerred and protein-bound regions on the SAM. The simulation data may thus 
provide some preliminary design rules toward the realization of truly nanostructured 
platforms and scaffolds for electro-stimulated tissue engineering, as well as for other 
applications including, e.g., molecule-doped transparent graphene electrodes for solar cells 
and photoconductive “light-barrier” sensors.55 
 
RESULTS AND DISCUSSION 
We first describe the atomic resolution molecular dynamics simulations of room 
temperature monolayer assemblies on graphene and then move to the simulations of 
bilayer formation and finally hydrophobin protein adsorption. The simulation results are 
discussed in relation to the state of the art in harnessing nanoscale structure, dynamics and 
energetics for the design of self-organizing, electrically-conductive interfaces. 
Seventeen models were generated and subjected to extended, multi-nanosecond 
molecular dynamics simulations to model the formation of monolayers and bilayers (Figure 
2), and monolayer-protein complexes on graphene. Models are listed in Table 1 and span 
three types of molecules, 1-aminodecane NH2(CH2)9CH3, 1,10-diaminodecane 
NH2(CH2)10NH2 and 10-amino-1-decanol NH2(CH2)10OH, adsorbed on graphene in vacuum 
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monolayer, water-solved monolayer, vacuum bilayer, and water-solvated monolayer-
hydrophobin assemblies. More details on the models and simulation protocol are given in 
the Methods section. One of these seventeen models, the 1-aminodecane monolayer 
assembled on graphene under vacuum conditions, was previously reported in a joint 
experiment/simulation study of graphene non-covalent functionalization by alkylamines in 
a low dielectric solvent of 1:9 methanol:tetrahydrofuran.29 While compatibility with 
aqueous environments is essential for interfacing the films with biomolecules, dry films are 
ideal for electrical measurements and so we calculate the properties of SAMs in water and 
in vacuum.  
 
Figure 2. Computed film structures on graphene. Each subpanel shows a perspective view 
of typical molecule packing arrangements in film structures formed following room 
temperature molecular dynamics on a 13 nm x 15 nm graphene sheet. Methyl-, amine- and 
methanol-terminated SAMs are shown in panels (a), (b) and (c), respectively. Water-
solvated SAMs and molecule bilayer structures are shown in panels (d)-(f) and (g)-(i). These 
final structures were computed following 12 ns of SAM dynamics and an additional 4 ns to 
model assembly of SAM/water interfaces or an additional 8 ns to model bilayer assembly 
via adsorption of a second layer of molecules on the SAM.  
 
 
180 
 
 
Table 1. List of graphene-bound film structures modeled in the current study. 
 
 
 
 
 
 
 
 
A. Molecular dynamics of alkylamine assembly on graphene 
I) Computed SAM and bilayer structures: Figure 2 shows computed SAM structures on 
graphene. The SAMs form as a result of physisorption of the amine anchor groups of each 
molecule to graphene coupled with horizontal packing of the molecules into stable, upright 
monolayers. Second-order Møller–Plesset (MP2) perturbation theory calculations on a 
cluster model (methylamine on pyrene) yielded a binding energy of ~5 kcal/mol (1 kcal/mol 
 43.5 meV/molecule) for the amine-graphene interaction,29 which is strong enough to 
 
Molecule type 
1-
amino 
decane 
1,10-
diamino
decane 
10-amino-1-decanol 
Film Number of atoms per cell 
SAM (12 ns) 33,856  35,424 34,640 
Solv. SAM (+4 ns) 230,920 231,702 230,930 
Bilayer (+8 ns) 60,512 63,648 62,080 
SAM-
protein  
complex 
(+4 ns) 
(a) 309,188 309,634 N/A 
(b) 309,212 309,682 N/A 
(c) 309,194 309,682 N/A 
(d) 309,209 309,592 N/A 
The model size is expressed as number of atoms in each model; more details on cell contents, 
cell dimensions and simulation parameters are given in Methods. The three molecules are 1-
aminodecane NH2(CH2)9CH3, 1,10-diaminodecane NH2(CH2)10NH2 and 10-amino-1-decanol 
NH2(CH2)10OH. The post-equilibration sampling time for each model is given in parentheses next 
to each film type, and the “+” sign indicates the extra sampling performed on the final SAM 
structure to model SAM solvation and bilayer assembly. For the SAM-protein complexes, an 
additional 4 ns were performed starting from the final solvated SAM structure. Hydrophobin 
proteins were adsorbed in four different starting orientations, labeled (a)-(d) and described in 
the text. Protein adsorption was not computed on the NH2(CH2)10OH  SAM, as this SAM shows a 
strong preference for forming NH2-terminated bilayers, as described in the text. 
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enable formation of a stable aminodecane layer at room temperature.29 The binding was 
found to be mainly van der Waals in nature with only a small contribution from charge 
transfer, and the calculations found no strong preferential bonding site on the graphene 
plane.29 Table 2 shows the computed self-assembly energies per molecule in each 
structure. As well as the SAM simulations in vacuum and in water, a third set of atomistic 
molecular dynamics simulations was performed. This third set of simulations measured the 
layering of excess molecules on top of the formed SAMs in order to understand how multi-
layered structures assemble on graphene, which is important for applications of graphene 
as a platform in molecular device applications.55 
 
Table 2. Computed film self-assembly energies (kcal/mol) on graphene.  
 
 
Film energy,          
kcal/mol 
Molecule type 
1-
amino 
decane 
1,10-
diamino
decane 
10-amino-1-decanol 
SAM 
Elec +0.6 -3.2 -3.7 
vdW -21.1 -22.7 -20.5 
Total 
(s.d.) 
-20.5 
(0.5) 
-25.9 
(0.6) 
-24.3 (1.6) 
Water-
solvated 
SAM 
Elec +6.3 -4.9 -5.4 
vdW -23.3 -23.3 -22.4 
Total -17.0 -28.2 -27.8 
Bilayer 
Elec +0.8 -7.1 -9.7 
vdW -20.1 -23.4 -22.1 
Total -19.4 -30.5 -31.8 
Solvation effect 
+3.5 
(1.9) 
-2.3  
(1.9) 
-3.5  (2.0) 
Bilayer effect 
+0.9 
(1.6) 
+0.6 (1.8) -1.6  (1.6) 
Film self-assembly energies were computed from 200 structures sampled over the final 2 ns of 
room temperature molecular dynamics and are averaged over all molecules within the central 8 
nm x 8 nm region of the film assembled on a 13 nm x 15 nm graphene sheet. Elec and vdW are 
electrostatic and van der Waals energies. A minus sign indicates structure stabilization. The 
number in parentheses below the Total energy is the time- and molecule-averaged uncertainty 
(s.d., standard deviation). Water-solvated SAM energies include the water-SAM interaction and 
the penalty for loss in water-water interactions (estimated as -5.3 kcal/mol from solvation at one 
face of a 8 nm x 8 nm monolayer of water molecules). Solvation of the bottom, unfunctionalized 
face of graphene is not included in the energy calculation.  The “solvation effect” and “bilayer 
effect” calculations are explained in the text. 
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Table 2 shows that film assembly is dominated by van der Waals forces for the 1-
aminodecane molecule, with electrostatics becoming significant as the polarity of the 
terminal group is increased. Electrostatic interactions account for 12% and 15% of the 
assembly energy in vacuum for the SAMs terminating in amine and hydroxyl groups 
respectively, and this electrostatic contribution rises slightly to 17% and 19% in the 
solvated SAMs and more sharply to 23% and 31% in the bilayer structures. As described 
below, the computed self-assembly energies may be rationalized on the basis of (non-
covalent) bonding between terminal groups within a SAM layer, bonding between layers in 
a bilayer and competitive water interactions at the surface of the solvated SAMs (as 
sketched in Figure 1). As well as these direct, local interactions at the top of the SAM, the 
packing between the terminal groups also influences packing of the underlying alkyl chains 
and packing of amine anchor groups on the graphene substrate, meaning that the effect of 
terminal group “switching” is not confined to the top of the SAM.  
The main prediction from the data in Table 2 is that only the most polar terminal group (-
OH) will preferentially favor formation of molecule bilayers on graphene. While the 
“solvation effect” values given in Table 2 compare the stability of vacuum and solvated 
SAMs, the “bilayer effect” compares mono- and bi-layer assemblies, with details given in 
Supporting Information section S1 (Table S1 and Figure S1). The computed bilayer effect 
values in Table 2 predict populations of bilayered to solvated SAMs of approximately 15:1 
for the amino alcohol. By contrast, SAMs are preferred for the less polar 1,10-
diaminodecane and 1-aminodecane molecules, with estimated SAM:bilayer populations of 
1:3 and 1:5, respectively.  
Measured AFM height profiles for ordered regions of aminodecane films on graphene also 
showed monolayer formation.29 As expected, the methyl-terminated molecule is most 
stable in vacuum, with a +3.5 kcal/mol penalty for water solvation due to the very low 
polarity of the –CH3 group.56 While earlier simulations showed that alkanethiol SAMs on 
gold contain low-density film defect regions that can adsorb excess molecules,20 and also 
that SAMs damaged by AFM tips can adsorb water,57 the present, nearly defect-free SAMs 
and hydrophobic graphene substrate cause a net repulsive interaction with water for the 
methyl-terminated SAM (Table 2). The computed energies indicate that a low population of 
approximately 1:5 of bilayers to monolayers may be expected, slightly less than that 
predicted for the diamine molecule, with the inter-layer methyl-methyl contacts a poor 
substitute for amine anchoring to graphene. As shown in Table 3 below, the amine-
graphene physisorption contact stabilizes the assembly by approximately -5 kcal/mol, 
which outweighs the approximately -2 kcal/mol benefit for solvation (Table 2, 1,10-
diaminodecane SAM solvation effect) that could be obtained in a 1-aminodecane bilayer 
(Figure 2g and Figure S1).  
Table 3 shows the computed contributions to the overall SAM self-assembly energies 
(Table 2), of amine anchor physisorption and packing, alkyl packing and terminal group 
packing, as well as contributions from solvation and bilayer formation. The computed 
energies in Table 3 show that the strength of physisorption on graphene of methyl-
terminated and amine-terminated molecules through their amine anchor groups does not 
depend strongly on the assembly, whether SAM in vacuum, water-solvated SAM or bilayer 
of molecules. The most significant change in physisorption strength is for the alcohol with a 
-2.5 kcal/mol, or >50%, stronger physisorption in the bilayer structure. The structural 
analysis in the next section (section II) Structural origin of the measured alkylamine-on-
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graphene self-assembly mechanisms) shows how reduced atom mobility (lower root mean 
square flexibilities, RMSF) contributes to the stronger film-graphene adhesion for the 10-
amino-1-decanol bilayer, compared with 10-amino-1-decanol SAMs.  
The similarity of methylamine packing energies (Table 3) for all molecules and for all 
structure types is striking and indicates that (a) the bottom amine groups pack closely on 
graphene irrespective of the molecule terminal group and more importantly (b) the amines 
pack identically when present at the surface of bilayer structures, where they become 
effectively the terminal groups at the surface of the bilayer (Figure 2). Neither graphene, 
water nor an extra top layer of molecules significantly affects amine packing, with time-
averaged differences of ≤0.8 kcal/mol computed from the data in Table 3, which are of the 
same order as the error estimates on individual values (standard deviations, Table 2).  
Table 3. Computed components of film self-assembly energies (kcal/mol) on graphene.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Component 
kcal/mol 
Terminal 
group 
SAM 
Solv. 
SAM 
Bilayer          la.1, la.2 
Physisorp-
tion 
-CH3 -5.1 -5.1 -4.5, N/A 
-CH2NH2 -5.5 -5.1 -5.4, N/A 
-CH2OH -4.4 -5.0 -6.9, N/A 
-CH2NH2 
anchor 
packing 
-CH3 +9.4 +9.4 +9.4, +9.6 
-CH2NH2 +10.0 +9.8 +9.7, +9.8 
-CH2OH +9.4 +9.8 +9.6, +9.7 
(CH2)8 alkyl 
packing 
-CH3 -24.5 -24.5 -24.5,-24.3 
-CH2NH2 -40.3 -39.1 -40.7,-40.2 
-CH2OH -33.4 -33.6 -33.6,-33.5 
Terminal 
group 
packing 
-CH3 -0.3 -0.3 -0.3, -0.3 
-CH2NH2 +10.0 +10.5 +9.7, +9.7 
-CH2OH +4.2 +7.2 +6.8, +6.8 
Solvation/ 
Bilayer 
assembly 
-CH3 N/A +3.7 -1.9 (67% t.) 
-CH2NH2 N/A -4.3 -6.8 (74% t.) 
-CH2OH N/A -6.1 -11.3 (76%t.) 
Energies shown are physisorption, molecule packing and solvation/bilayer assembly 
components for the total film self-assembly energies which were given in Table 2 along 
with electrostatic and van der Waals contributions and error estimates. For the bilayer 
structure, values are given for layer1 and layer2 separated by a comma (la.1, la.2). 
Layer1 is the layer physisorbed directly to graphene. The bilayer assembly value is the 
interfacial energy between the layers and includes SAM desolvation penalties for the 
hydrophilic amine- and hydroxyl-terminated SAMs. The percentage in parentheses gives 
the contribution of the terminal groups to the inter-layer stabilization in the bilayer 
structures. 
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The amine packing values (Table 3) are positive, ~+10 kcal/mol, due to unfavorable 
electrostatic Nδ----Hδ+ repulsion between cramped NH2 groups, as the amines pack close 
enough to allow overall efficient molecule packing. The net full-molecule packing 
stabilization is achieved through alkyl chain contacts, in this case (CH2)8. This eight-carbon 
chain connects the –CH2NH2 anchor with the –CH3,               –CH2NH2 or –CH2OH terminal 
groups, and packs efficiently in vacuum, solvated and bilayer structures. The time-averaged 
(CH2)8 chain packing energies are the same to within 0.2 kcal/mol (well below the inherent 
error in the averages, Table 2) in the methyl and alcohol terminated films, with a slight 
benefit of approximately 1-2 kcal/mol obtained by reducing the number of competitive 
water interactions by forming bilayers (Figure 2 and Figure S1), which reduces the flexibility 
of the chains (Table 4). Taken together, the alkyl and terminal group packing data in Table 3 
show how the overall assembly is optimized by amine physisorption coupled with tight 
methylene packing in the chains which drives the non-covalent functionalization of 
graphene by alkylamine molecules.29  
The stabilizing SAM-substrate physisorption and SAM chain packing interactions are 
partially balanced and offset by electrostatic penalties at either end of the molecule. These 
penalties are due to size mismatch between the endgroups and the alkyl chain, and 
indicate that the alkyl chain must be sufficiently long to direct formation of ordered, 
tightly-packed SAMs on graphene. This is in addition to the well-known requirement that 
the alkyl chain must be sufficiently long (and the surface concentration of molecules must 
be sufficiently high) to trigger formation of an upright SAM, as opposed to molecules 
physisorbed lengthways on graphene. Given that the amine molecules are physisorbed on 
graphene,29 molecule-substrate covalent bond angles do not affect SAM packing. This 
contrasts with SAM formation of metals and metal oxides,58 which is generally coupled with 
molecule chemisorption by formation of strong, directional bonds between the molecule 
anchor and substrate atoms. Finally, the tight surface coverage of molecules on graphene 
(5.6 ± 0.1 molecules/nm2, averaged over all structures) and the regular spacing between 
molecules (see structural analysis in the next section) means that any bilayer formation is 
limited to a 2-D interface between layers, unlike the 3-D interfaces which are possible for 
more irregularly-packed SAMs formed on, e.g., nanoparticles59 and metal oxide surfaces,60 
which can feature, respectively, splayed chain conformations and irregularly-spaced 
substrate-molecule binding sites. These irregularly-packed SAMs can direct formation of 
porous SAMs that can be stabilized by interdigitation between molecules on opposing 
faces, which does not occur in the present physisorbed (but tightly-packed) alkylamine 
SAMs and bilayers on graphene.  
II) Structural origin of the measured alkylamine-on-graphene self-assembly energies: The 
structural origin of these changes in film packing energies (due to changes in the magnitude 
of the cohesive van der Waals and electrostatic interactions between the molecules) may 
be understood by examination of local packing environments, molecule flexibilities and 
molecule tilts. These effects may be measured from the simulations by computing radial 
distribution functions around the anchor –NH2 nitrogen atoms and around the terminal 
atoms (RDF, Figure 3), by calculating molecule root mean square fluctuations around the 
average positions of the atoms (RMSF values, Table 4) and computing the angle between 
the plane normal to the graphene and the plane of the anchor amine nitrogen atom and 
the outermost alkyl carbon atom (tilt angles, Table 4). These terminal atoms correspond to 
the –CH3 carbon in the methyl-terminated SAM, the –NH2 nitrogen in the amine-
terminated SAM, and –CH2OH carbon and oxygen atoms in the hydroxyl-terminated SAM. 
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Figure 3. Radial distribution function, RDF, plots for the films assembled on graphene. 
Panels (a), (c) and (e) show contacts between nitrogen atoms in the amine anchor groups 
that physisorb on graphene, for (a) 1-aminodecane, (c) 1,10-diaminodecane and (e) 10-
amino-1-decanol films. Panel (b) shows contacts between terminal carbon atoms in the 1-
aminodecane films and panel (d) shows contacts between terminal nitrogen atoms in the 
1,10-diaminodecane films. Panel (f) shows contacts between terminal carbon atoms in the 
10-amino-1-decanol films, with inset panel (g) showing contacts between the hydroxyl 
oxygen atoms. 
 
The RDF plots in Figure 3 show that the –CH3 terminal group packing in the 1-aminodecane 
film tightens slightly in the solvated SAM (Figure 3b) while the –NH2 anchor group packing 
is loosened in the bilayer structure (Figure 3a). These effects are due to the repulsive 
interaction with water (Figure 3b) and loss in graphene-induced ordering in the bilayer, 
particularly in the top layer (Figure 3a). These structural perturbations are reflected also in 
the computed RMSF values (Table 4) with SAM molecule flexibility reduced in the solvated 
structure and increased in the bilayer. These structural effects are responsible for the 
calculated preference for a single, dry SAM of methyl-terminated alkylamine molecules on 
graphene, rather than solvated and bilayer structures (Table 2).  
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Table 4. Computed molecule flexibilities and tilt angles in SAM-functionalized 
graphene.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
On the other hand, for the di-amine film, the molecules are significantly more flexible when 
water is present on top of the film and the molecules are slightly less flexible in the bilayer 
(Table 4). These flexibilities reflect the changes in molecule packing arrangements in the 
solvated and bilayer environments, with a higher proportion of too-close, repulsive amine-
amine contacts in the solvated SAM (panels (c) and (d) of Figure 3), while the opposite 
effect is present for the bilayer structures, with inter-layer amine-amine contacts ordering 
the molecules at the optimum amine packing distance.56 The assembly energies in Table 2 
indicate a mild net preference of -2.3 ± 1.9 kcal/mol for solvation of the amine-terminated 
film, mainly due to electrostatic stabilization of the polar –NH2 groups at the film-water 
interface (Table 2 and Table 3). Solvation and bilayer formation on the amine-terminated 
SAM are near-isoenergetic (Table 2) with a very small computed difference of +0.6 ± 1.8 
kcal/mol in favor of solvation, due to mutually compensating electrostatic stabilization and 
 
Terminal 
group 
SAM 
Solv. 
SAM 
Bilayer          
la.1, la.2 
Molecule 
RMSF, Å 
-CH3 0.8 0.6 0.8, 1.1 
-CH2NH2 0.7 1.1 0.5, 0.7 
-CH2OH 1.0 0.8 0.6, 0.7 
-CH2NH2 
anchor 
RMSF, Å 
-CH3 0.9 0.8 1.0, 1.3 
-CH2NH2 0.8 1.2 0.6, 0.8 
-CH2OH 1.3 0.9 0.8, 0.9 
(CH2)8 
alkyl 
RMSF, Å 
-CH3 0.7 0.5 0.7, 1.0 
-CH2NH2 0.6 1.0 0.6, 0.8 
-CH2OH 0.9 0.7 0.6, 0.7 
Terminal 
group 
RMSF, Å 
-CH3 1.0 0.7 0.9, 1.2 
-CH2NH2 1.0 1.4 0.5, 0.6 
-CH2OH 1.1 1.0 0.7, 0.7 
Molecule 
tilt angle, 
° 
-CH3 6 ± 3 6 ± 5 8 ± 4, 8 ± 7 
-CH2NH2 36 ±3 33 ±5 36 ±4,35 ±7 
-CH2OH 8 ± 3 31 ±5 19±9,17±13 
Root mean square fluctuation values (RMSF) have 
standard deviations ≤0.2 Å, with averages calculated 
over the same sampling region and structures used in 
the energy calculations (Tables 2-3). The molecule tilt 
angles are measured between the nitrogen of the 
amine anchor group and the terminal carbon atom, 
i.e., the carbon of terminal group -CH3, -CH2NH2 or –
CH2OH. Standard deviations in the tilt angles are given 
as ± values after the time- and structure-averaged tilt 
angle. 
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van der Waals penalties for bilayer formation; comparing the RDF plots for the solvated 
and bilayer structures in panels (c) and (d) of Figure 3 shows that these competing 
electrostatic and van der Waals effects originate from the slightly looser amine packing in 
the bilayer.  
Finally, the OH-terminated film shows significantly less molecule flexibility in both the 
solvated SAM and bilayer structures (Table 4). Thus, the very polar –OH terminal groups 
change the SAM response to solvation and bilayer formation, compared with the 
moderately polar terminal –NH2 groups. The RDF plots in Figure 3 show a reversed 
response to solvation for the alcohol compared with the di-amine molecule. Solvation, and 
to a lesser extent bilayer formation, decreases the repulsive amine anchor contacts. This is 
due to the very ordered H-bonding network that forms between the terminal alcohol 
groups and the top layer of water or alcohol molecules, which damps the motion of the 
molecules on the surface (Table 4) and gives a significant preference for solvated and 
bilayer structures (Table 2). While methyl-terminated and amine-terminated SAMs remain 
tilted (Table 4), by approximately 7° and 34° respectively, only the hydroxyl-terminated 
SAM shows an environmental response, tilting from 8° to 31° upon solvation and from 8° to 
18° upon bilayer formation (Table 4 and Figure 2). Chain tilt angles of ~30° are well known 
to stabilize methylene packing in alkyl SAMs on gold,2 by optimising Cn---Hn+1 contacts20, 60-61 
to simultaneously minimize van der Waals and electrostatic potentials.56 The more tilted 
orientations for amine- vs. methyl-terminated SAMs reflects the better matching of 
molecule anchor and terminal groups in the di-amine film, as discussed above and in 
Supporting Information section S2, and the improvement in chain tilts in the solvated and 
bilayerred alcohol films is reflected in the computed stabilization energies (Table 2).   
Overall, the computed stable, robust and virtually defect-free alkylamine film assembly on 
graphene is in excellent agreement with experiment29 and points to useful applications of a 
range of different surface terminations in tuning the surface hydropathy of the films, to aid 
phase transfer of graphene between different environments (different solvents and 
solutions with different pH and ionic strengths) and to direct self-assembly of materials on 
top of the films. In the following section we take a further step in exploring self-assembly 
chemistry on functionalized graphene. We model adsorption of protein molecules on top of 
the SAMs, which may provide leads for experimental realization of functionalized graphene 
platforms for adsorption of biomolecules, towards the development of graphene-based 
molecular electronic and sensing devices.55  
 
B. Molecular dynamics of hydrophobin protein adsorption on monolayer-protected 
graphene 
I) Computed protein-SAM structures: We now present protein-SAM structures on graphene 
calculated by modeling the adsorption of a hydrophobin (HFB) protein on top of the SAMs. 
We investigated four alternative starting protein orientations (Figure 4) on top of the 1-
aminodecane and 1,10-diaminodecane SAM surfaces (Table 1), discounting (for the present 
study) the 10-amino-1-decanol SAM as it forms predominantly bilayers in conditions of 
excess 10-amino-1-decanol (Table 2) with amine groups pointing outwards at the surface 
(Figure 2 and Figure S1) and so we approximate the film formed on graphene by 10-amino-
1-decanol molecules as the NH2-terminated 1,10-diaminodecane SAM.  
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The structure of the HFB protein molecule is shown in Figure 4, which also highlights the 
existence of the hydrophilic regions and hydrophobic patch region and so potential for 
controlled, selective adhesion of hydrophobin on the SAM surface. Experiments and 
simulations show33, 35, 48, 50, 63, 64 that it is possible to deposit the hydrophobins selectively on 
hydrophobic substrates including graphene, which shows conductivity about 100 times 
greater than that of silicon and so could offer many improvements to electroactive 
biological sensors and scaffolds.35, 65 Crucially for potential applications in medical 
diagnostics and therapeutics (e.g., electrically stimulated tissue repair/engineering) the 
hydrophobin layer shows (a) very sharp resonances in current-voltage curves at room 
temperature66 and (b) can be engineered by attaching other proteins or metal 
nanoparticles for further functionalization.35 Our results described below provide the atom-
scale structure, dynamics and energetics of graphene-SAM-hydrophobin interfaces, which 
may benefit efforts to exploit hydrophobin proteins in nanostructured hybrid materials.67 
Surface ordering effects68 and conformal changes in the protein (both in native form and in 
engineered mutant forms)69 will affect the electrical response and so influence the ability of 
the protein to act as a charge conduit between the SAM surface and immobilized cells.  
 
 
Figure 4. The four HFB protein starting orientations used to model protein adsorption on 
the SAM-functionalized graphene substrates. The film shown is the 1-aminodecane SAM; 
similar models were generated for the 1,10-diaminodecane SAM, as listed in Table 1. SAM 
atoms are shown as space-filling spheres, with the aqueous environment represented by 
transparent space-filling water atoms (with foreground waters removed for clarity). The 
protein contains about 100 amino acids, and the surface is mainly hydrophilic, but two β-
hairpin loops contain several sidechains that form a flat “hydrophobic patch” that makes 
the molecule amphiphilic. The protein C backbone is drawn in cartoon representation and 
the sidechain atoms of the hydrophobic patch residues are shown as space-filling spheres 
(identified in the X-ray strucuture62 by the large cluster of uncharged residues comprised of 
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Val18, Leu19, Leu21, Ile22, Val24, Val54, Ala55, Val57, Ala58, Ala61, Leu62 and Leu63). In 
panel (d) the remaining residues are colored (in C cartoon representation) by type: light 
blue – non-polar amino acids; orange – polar; blue – negatively charged; red – positively 
charged. Structures computed during 4 ns of equilibrated molecular dynamics are shown in 
Figure 5. 
 
Computed protein adsorption energies are given in Table 5. Strong favorable van der Waals 
contacts drive the assembly of protein-SAM interfaces at the methyl-terminated surface, 
with orientation (c) (Table 5, Figure 4 and Figure 5) showing the strongest interaction. The 
small but consistently favorable contribution of electrostatic interactions reflects long-
range stabilization of the weakly polar terminal –CH3 groups by the four negatively-charged 
aspartate and four positively-charged lysine residues that are positioned between 9 Å and 
27 Å away from the protein-SAM interface in all four complexes; hydrophobin is a small 
protein with a relatively low proportion of charged residues. 
Table 5. Computed protein-SAM adsorption energies on SAM-functionalized graphene.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Protein-
SAM 
adsorption, 
kcal/mol 
Terminal 
group 
Electr-
ostatic 
van 
der 
Waals 
Total 
Orientation 
(a) 
-CH3 
-4.3 
(2.4) 
-24.5 
(4.6) 
-28.8 
(6.2) 
-CH2NH2 
-12.3 
(9.8) 
-12.3 
(3.8) 
-24.6 
(11.7) 
Orientation 
(b) 
-CH3 
-4.5 
(2.4) 
-30.2 
(5.5) 
-34.8 
(7.2) 
-CH2NH2 
-37.3 
(19.7) 
-12.2 
(3.9) 
-49.6 
(20.0) 
Orientation 
(c) 
-CH3 
-4.7 
(1.5) 
-42.3 
(5.3) 
-46.9 
(5.9) 
-CH2NH2 
-3.5 
(7.0) 
-11.3 
(3.1) 
-14.8 
(7.6) 
Orientation 
(d) 
-CH3 
-1.2 
(1.9) 
-27.2 
(4.8) 
-28.4 
(5.3) 
-CH2NH2 
-9.2 
(9.3) 
-11.8 
(4.7) 
-20.9 
(10.2) 
Adsorption energies were estimated from HFB-SAM 
van der Waals and electrostatic interaction energies. 
Error estimates are in parentheses and were averaged 
over 300 structures, sampling every 10 ps during the 
final 3 ns of dynamics. 
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Figure 5. Representative protein-SAM-graphene complexes calculated during 4 ns of 
dynamics for the 1-aminodecane SAM. Similar atom representations are used as in Figure 4 
above, with the exceptions that here all water molecules are omitted for clarity and protein 
residues making strong contributions to binding (see components in Figure 7 below) are 
labelled and shown in space-filling representation. 
The four orientations provide a first approximation to an assembly mechanism on the 1-
aminodecane surface in which proteins that land initially in an “upside down” orientation 
(d) rotate through orientations such as (a) and (b) to obtain the most stable orientation (c) 
in which the hydrophobic patch residues are orientated towards the surface. This 
orientation provides a tight seal between the protein and the film surface that reduces 
repulsive interactions with water for the HFB protein hydrophobic patch48 and hydrophobic 
SAM surface methyl groups (Table 2). On the other hand, the amine-terminated surface of 
the 1,10-diaminodecane SAM on graphene forms a very strong complex to the protein in 
the simulation starting from orientation (b) (Figure 4). The high binding energy of -50 ± 20 
kcal/mol (Table 5) is due to the interaction of charged residues Lys46, Asp25, Lys27 and Asp 
59 with the amine terminal groups of the SAM. This strong protein-amine complex is shown 
in Figure 6a, with the two near-surface lysine residues forming strong, water-mediated H-
bonds to the amine surface. Figure 6b shows an alternative, less stable complex, with an 
estimated binding energy of -21 ± 10 kcal/mol. This complex formed from starting 
orientation (d) (Figure 4) and is notable for the participation of a free 1,10-diaminodecane 
molecule in stabilizing the protein, principally through coordination with residue Lys49. 
Such highly mobile molecules are a ubiquitous feature of SAM interfaces.20, 61  
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Figure 6. Representative protein-SAM-graphene complexes calculated during 4 ns of 
dynamics for the 1,10-diaminodecane SAM. (a) The strongest HFB-SAM complex, formed 
from starting orientation b (Figure 4 and Table 5); (b) A weak HFB-SAM complex that is 
stabilized by a free diaminodecane molecule in solution, formed from starting orientation d 
(Figure 4 and Table 5). Two additional weak HFB-SAM complexes (Table 5), not shown, 
were also formed in the simulations. 
 
As shown by the computed energies in Table 5, the time averaged protein-SAM binding 
energies have higher standard deviations for the amine-terminated surface compared with 
the methyl-terminated surface. This is because water molecules mediate and bridge 
protein adsorption on the amine-terminated surface, giving complexes that are more 
flexible than those formed through the hydrophobic patch adsorption on the methyl-
terminated SAM. The identification of strong binding energies between hydrophobin and 
the amine-terminated surface indicates the potential usefulness of this film in aqueous 
biotechnology applications including sensing and tissue engineering,55 with a tight interface 
provided by electrostatic interactions between charged protein residues and the polar 
amine surface. Compared with the methyl-terminated surface, the selective adsorption of 
hydrophobin to surfaces on the basis of matching hydropathy/polarity is clear, and in 
agreement with contemporaneous simulations of similar interfaces.50 
Note finally that the computed high likelihood of bilayer assembly on the 10-amino-1-
decanol SAM (Table 2) means that we may expect an adsorbing protein to interact with an 
effectively amine-terminated solvated surface (Figure 2). This prediction applies to 
experimental conditions that use the excess molecule concentrations and molecule amine 
anchor groups modelled in the present study, with OH---OH inter-layer bonding calculated 
to be more favourable than NH2-graphene physisorption (Table 3 and Figure S1). Hence 
simple rinsing of the film29 may not be sufficient to remove these bilayers, but this remains 
to be tested experimentally. The computed self-assembly energies in Table 2 indicate that a 
10-amino-1-decanol film will, we predict, form predominantly bilayers with amine groups 
pointing outwards at the surface (Figure 2i and Figure S1), and so exhibit protein adhesivity 
similar to that of the 1,10-diaminodecane film. Hence we do not further consider direct 
protein adsorption on the hydroxyl-terminated surface in the present work. However, this 
(potentially very useful, aqueous) interface is a subject of current calculations, and could be 
obtained experimentally by using conditions different to those modelled in the present 
study, e.g., by using limiting (low) concentrations of molecules and/or using molecules with 
alternative anchor groups that stick more strongly to graphene. For example, alkanethiols 
have recently been predicted to have binding energies of 0.3 eV,70 marginally higher than 
the 0.2 eV binding calculated for alkylamines on pristine graphene.29 Furthermore, thiol 
adsorption to Stone-Wales defect sites (90° rotation of a carbon dimer) is predicted to have 
binding energies as high as 0.8 eV.29 Hence, film assembly at defect sites, and along grain 
boundaries such as the pentagon-heptagon pairs that stitch together grains in 
polycrystalline graphene,71, 72 could provide additional functionalization strategies, as could 
film assembly on graphane and oxides of graphene.55 It is also possible that 10-amino-1-
decanol molecules show a tendency to bind in “head-to-tail” orientations with OH groups 
contacts to graphene, and this possibility is also currently being tested using quantum 
mechanics and molecular dynamics simulations. 
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II) Protein residues driving protein adsorption: The computed protein residue components 
of the overall protein adsorption energies (Table 5) on the methyl-terminated SAM are 
shown in Figure 7. For the complex formed from starting orientation (a), the binding energy 
is made up of large, mutually-compensating interactions from the Lys27-Asp59 salt bridge 
positioned ~8 Å away from the protein-SAM interface, together with significant 
contributions from Asp34, Thr30 and Val57. For orientation (b), the protein adsorption 
energy is due mainly to stabilizing interactions between the SAM surface methyl groups 
and Asp59, Leu19, Leu63 and Leu7. In this orientation, Lys27 of the Lys27-Asp59 salt bridge 
is rotated away to ~19 Å above the protein-SAM interface and so does not contribute 
directly to interface formation.  
Orientation (c) represents a more fully bound complex, with more residues participating in 
the hydrophobic seal between the base of HFB and the methyl-terminated SAM. This 
complex has the largest overall binding energy (Table 5) and the largest number of 
interface residues, with Asp59, Leu63, Leu7, Leu19, Gln50, Ile22, Ala61 and Val54 all 
making a significant contribution to protein adhesion on the SAM. While the negatively-
charged Asp59 residue in the “hydrophobic patch” hinders HFB protein adsorption on non-
polar surfaces (e.g., bare Si(111)48), the polarity of SAM molecules, even very weakly polar 
groups such as –CH3, can use the electrostatic and van der Waals stabilization of the SAM 
terminal group by Asp59 to aid HFB adsorption.  
Orientation (d), which is “upside down” compared with orientation (c), has the lowest 
calculated adsorption energy on the methyl-terminated SAM (Table 5). It also has the 
lowest number of stabilizing interface residues (Figure 7); Thr70 (the carboxy-terminus of 
the protein, see Figure 5), Ala41, Ala37, Ser45 and Ile38 stabilize this orientation, but it 
remains as weak as the alternative binding orientation that uses some a small subset of the 
hydrophobic patch residues (orientation a). This “upside down” orientation is also 
significantly weaker than orientations that use most (orientation b) or all (orientation c) of 
the hydrophobic patch residues. Overall, stronger binding energies are due to participation 
of more residues at the interface with the SAM, rather than rotation of the protein to bring 
one or a few very adhesive residues towards the SAM; this type of multivalent, collectively-
strong binding of multiple, individually-weak ligands is used extensively in nature, and 
increasingly in nanotechnology, in the assembly of kinetically stable interfaces.21, 73 
For the amine-terminated SAM, the strongest interaction with HFB is through the charged 
residues Lys46, Asp25, Lys27 and Asp59 (Figure 6a). These residues show components of -
16, +5, -21 and -6 kcal/mol, accounting for 75% of the overall -50 kcal/mol protein 
adsorption energy, with electrostatic interactions predominating and accounting for 88% of 
the overall summed contribution of             -37 kcal/mol from these four charged residues. 
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Figure 7. Computed contributions of individual protein residues to HFB protein adsorption 
on                      1-aminodecane SAMs on graphene.  
 
CONCLUSIONS 
The present study describes the atom-scale mechanisms underlying self-assembly of 
alkylamine films on graphene and the role of film termination in stabilizing the adsorption 
of a model protein on the film. This hydrophobin protein can provide an electrically 
conductive interface between a secondary, more hydrophilic protein layer and the 
graphene substrate, which could ultimately be used to seed cells and electrically stimulate 
nerve tissue formation51-54 on large area multi-protein hydrophobin films assembled on 
alkylamine-functionalized graphene. The hydrophobin adsorbs without significant 
denaturation on the surface of the films, with the alkyl groups linking the protein to 
graphene forming a tight, defect-free SAM for electronic coupling of the conductive protein 
with graphene. While bilayers can also form on graphene in the presence of a high local 
concentration of molecules per unit surface area of graphene, monolayers remain the 
predominant film type assembled using diaminodecane molecules,29 and the current 
simulations indicate a population of approximately 75% monolayers. Bilayer formation is 
less favorable because the energy gain for assembly of the bilayer interface is offset by the 
loss in solvation for the bottom layer and loss in graphene interactions for the top layer. 
While monolayers also predominate for the monoamine molecule, the simulations predict 
that bilayer formation becomes more favorable for 10-amino-1-decanol films on graphene, 
due to strong H-bonding between layers.   
By modeling adsorption of a hydrophobin protein on top of the solvated films, the 
simulations show that the protein switches from using its basal “hydrophobic patch” to 
using more hydrophilic surface residues for surface adsorption as the film surface is made 
more hydrophilic by changing the terminal group from a methyl to an amine moiety. 
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Crucially for mechanical (and electrical) interfacing of graphene with the aqueous biological 
environment, the SAM packing remains highly ordered and virtually defect free in water, 
and both the protein residues and film molecules at the interface form strong contacts, 
resulting in a protein-film interface that competes with intra-protein residue-residue and 
intra-film molecule-molecule contacts.  
The main prediction from this modeling study is that alkylamine films can provide an 
ordered, adhesive platform for protein immobilization. Future work will involve modeling 
the formation of multi-protein films on functionalized graphene and investigating the cell 
adhesion properties of this protein layer. As well as the hydrophobic adhesion of 
hydrophobin to a methyl-terminated surface, the results obtained in the present work 
indicate that polar terminal groups can be used to make a tight interface between the film 
and hydrophilic protein residues (e.g., cell surface binding peptide motifs) that is mediated 
by water molecules and which may be expected, for more hydrophilic proteins and over 
larger areas, to form interfaces as strong as the multivalent, electrostatically-driven 
protein-protein interfaces used to regulate biological processes. In addition, while many 
studies have used high level quantum mechanical calculations to describe amine binding to 
inorganic substrates such as metals and metal oxides (see, e.g., references74-76), only a few 
studies have reported calculations of  amine-graphene29, 77, alkyl-protein78 and direct 
protein-graphene77, 79-81 electronic interactions. Therefore, much computational work 
remains to be done to describe charge transfer from graphene to cell surface proteins via 
the SAM-hydrophobin interface, and will most likely require a combination of petascale 
computing, linear scaling density functional theory and/or well-parameterized semi-
empirical methods. In the nearer term, deeper understanding of the atom-scale features of 
SAM assemblies on graphene, and the corresponding 3-D layering, will aid efforts to 
synthesize novel biomaterials in which the component building blocks and interfaces are 
engineered and arranged to provide structures tailored for specific device applications.  
 
METHODS 
The SAM models (Table 1 and Figure 2) feature a film of 784 molecules placed on a 
graphene sheet with surface area 13 nm x 15 nm, generating systems containing 
~35,000 atoms. Graphene carbons were assigned neutral charges and constrained to 
their experimental positions throughout the simulations. Each film was relaxed using 
steepest descent minimization with respect to the CHARMM22 force field56 and then 
brought to room temperature by gradually raising the temperature from 0 to 295 K 
over 2 nanoseconds of dynamics while simultaneously loosening positional 
constraints on the molecule non-hydrogen atoms. Each model was then subjected to 
12 ns of free dynamics with no constraints on the film to allow formation of a well-
equilibrated, stable structure. In all, 3 x 12 = 36 ns of production dynamics were 
performed for these monolayer assemblies using 1-aminodecane, 1,10-diaminodecane 
and 10-amino-1-decanol.  
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The final monolayer structures calculated following 12 nanoseconds of room 
temperature dynamics were used as starting structures for both water-solvated 
monolayer and vacuum bilayer models. Water solvation of each monolayer model was 
performed by encasing the model in a large 16 x 20 x 6 nm box of water molecules, 
producing ~231,000 atom cells which were minimized and thermalized using the same 
protocol as described above and then sampled for an additional 4 ns of room 
temperature dynamics each, 12 ns in all. Bilayer models were made by placing a 
second layer of molecules on top of the monolayer structures, and these ~62,000 atom 
cells were minimized and thermalized and then each of the three bilayers were 
subjected to a further 8 ns of room temperature dynamics, 24 ns in all. Finally, a 
hydrophobin protein was placed on top of the solvated monolayers in four different 
starting orientations (Figure 2), overlapping waters removed and extra waters added 
to expand the water box size to 16 x 20 x 10 nm and ensure no spurious inter-cell 
protein-protein interactions, yielding model sizes of ~309,000 atoms. The formation 
of protein-film complexes (from four different starting protein orientations) was 
modeled for methyl and amine terminated films, for a further 4 ns of equilibrated room 
temperature dynamics, sampling for a total of 4 x 4 x 2 = 32 ns. The full dataset 
comprised 104 ns of production dynamics for films and complexes assembled from 
each of the three molecules.  
For the vacuum models, Ewald summation was used to calculate the 
electrostatic interactions by embedding the model in a large 18 nm x 18 nm x 12 nm 
vacuum box. For the solvated models, the cell sizes used corresponded to the 
dimensions of the water boxes. A 2 fs timestep was used for dynamics by constraining 
covalent bonds to hydrogen via the ShakeH algorithm.82 The distance between pairs 
of non-bonded atoms for inclusion in the pair list was set to 13.5 Å with a 12 Å cutoff 
and a switching function used between 10 and 12 Å. Langevin dynamics was used for 
non-hydrogen atoms with a damping coefficient of 5 ps-1. The NAMD program83 
together with the CHARMM22 forcefield56 was used for molecular dynamics with a 
NVT (constant number of particles, constant volume and constant temperature) 
ensemble for vacuum and NPT (constant number of particles, constant pressure and 
constant temperature) for solvated models. Image generation and Tcl script-based 
trajectory analysis was performed using the VMD program.84 
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Appendix C: Enhanced sampling and advanced free energy 
methods to describe protein-surface binding  
AC.1 Introduction 
An important issue when preforming a molecular dynamics simulation involves the 
conformational sampling of the system [1]. When performing experiments at a 
macroscopic scale, a thermodynamic property describes the average behaviour of 
billions of molecules for timescales on the order of seconds. For equilibrium 
conditions, these molecules represent a Boltzmann-weighted ensemble of 
conformational states of the system. In order to get an equivalent thermodynamic 
property from a simulation, it must be run in such a way as to obtain a Boltzmann-
weighted set of conformational states. This can pose a problem if the molecular system 
has what is referred to as a ‘rugged’ conformational phase space where the are many 
low energy states that are separated by relatively high energy barriers which makes it 
hard for the simulation to explore all of the phase space. In this chapter we describe 
how these methods were applied to probe more deeply both the van der Waals-driven 
hydrophobin-alkyl SAM complexes and the electrostatically-governed, Ni2+-mediated 
His-tagged RFP-NTA SAM complexes described in chapters 3 and 4 respectively. 
To overcome the phase space sampling problem, so-called enhanced sampling 
methods were developed. These methods usually invoke a nonphysical interaction, 
such as an application of elevated temperature or biasing potential, to increase chances 
to cross the energy barriers. Examples of enhanced sampling methods include 
Metadynamics [2], Simulated Annealing [3] as well as Replica Exchange [4]. In 
Metadynamics, a positive Gaussian potential is added to the energy landscape of the 
system in order to discourage the system from returning to previous points. As the 
simulation progresses, more and more Gaussians are added, which encourages the 
system to explore the full energy landscape. To give just one illustrative example, 
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Metadynamics has recently been used by Scalvini et al. to investigate the dynamics of 
monoacylglycerol lipase [5]. They found that the sulfenylation (the introduction into 
the molecule of a univalent radical, R-S-, derived from sulfane) of peroxidatic 
cysteines in the protein alters its conformational equilibrium to favour closed 
conformations of the enzyme that do not permit the entry of substrate into the active 
site. In Simulated Annealing, the temperature of a system is increased and then 
gradually decreased; this allows the system to jump out of any local minima it may 
find itself in. Simulated annealing has recently been used very successfully by Xiao et 
al. [6] to study displacement cascades in nickel, finding that defects generated in high-
temperature cascades are more stable than those in low temperature cascades.  
In this chapter, we use Replica Exchange with Solute Tempering (REST) [4], [7], [8] 
simulations to obtain an enhanced energy landscape for the interaction of the 
Hydrophobin protein with alkyl SAMs from chapter three. We then used Steered 
Molecular dynamics (SMD) simulations to obtain a PMF (Potential of Mean Force) 
that describes the movement of the His6-tagged TagRFP protein to/from the NTA-
SAM from chapter 4. 
 In Replica Exchange, simulations are run with a number of copies of the system at 
different temperatures. During the simulation, copies at different temperatures are 
exchanged so that copies at high temperature are run at low temperature and vice versa. 
This gives a robust ensemble that is able to sample both low and high energy 
configurations. Petra et al have recently used Replica Exchange Molecular Dynamics 
simulations to study the folding of RNA tetraloops [9]. They found that no 
contemporary force fields were able to correctly describe the folding of the tetraloop 
due to imbalances caused by overstabilisation of base/sugar–phosphate interactions 
and underestimated stability of the hydrogen bonding interaction in base pairing. 
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Chamachi et al. used Replica Exchange simulations of monomer and dimer forms of 
a prion protein to be able to compare the monomeric form to the dimeric form [10]. 
They found that the monomers show spontaneous dimerization as decrease in the 
solvent exposed area of the protein was compensated by an increase in intermolecular 
contacts.  
In Steered Molecular Dynamics, an external force is applied to part of the system. This 
allows the exploration of events such as mechanical unfolding or stretching or to study 
the mechanisms of adsorption. Recently Min et al. used SMD to study the adhesion 
behaviour between polyimide and silica glass [11]. They found that a polyimide with 
a lower thermal expansion coefficient needs a greater force but a shorter pulling 
distance to detach it from the silica surface. Mucksch et al. used SMD to investigate 
the adsorption and desorption of bovine serum albumin (BSA) and lysozyme on a 
graphite surface [12]. They found that lysozyme retains its secondary structure when 
adsorbing while BSA loses it and that BSA has larger adsorption energy. Desorption 
simulations showed that the BSA protein becomes ‘unzipped’ when being pulled off 
the surface.   
 
AC.1.1 Single variable Replica Exchange 
This method is based on a system of N atoms with mass mk (k=1, …, N) that each have 
coordinate vectors and momentum vectors denoted q = {q1, …, qN} and p = {p1, …, 
pN}, respectively [4]. The generalised ensemble for Replica Exchange consists of M 
non-interaction replicas of the original system in the canonical ensemble (a collection 
of states with fixed temperature, number of particles and volume) at M different 
temperatures Tm (m=1, …, M). The replicas are organised so that there is exactly one 
replica at each temperature. There is a correspondence between replicas and 
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temperatures; the label i (i = 1, …, M) for replicas is a permutation of the label m (m 
= 1, …, M).  
Let 𝑋 = ⁡(𝑥1
[𝑖(1)]
, … , 𝑥𝑀
[𝑖(𝑀)]
) = (𝑥𝑚(1)
[1]
, … , 𝑥𝑚(𝑀)
[𝑀]
) stand for a state in this generalised 
ensemble. The superscript, [i], and the subscript, m, in 𝑥𝑚
[𝑖]
 label the replica and the 
temperature, respectively. The state X is described by the M set of coordinates q[i] and 
momenta p[i] of N atoms in a replica i at temperature Tm: 𝑥𝑚
[𝑖]
≡ (𝑞[𝑖], 𝑝[𝑖])
𝑚
. 
Because the replicas do not interact, the weight factor for a state X in the generalised 
ensemble is given by the product of the Boltzmann factors for all of the replicas: 
𝑊𝑅𝐸𝑀 = 𝑒𝑥𝑝 {−∑𝛽𝑚(𝑖)𝐻(𝑞
[𝑖], 𝑝[𝑖])
𝑀
𝑖=1
} = 𝑒𝑥𝑝 {− ∑ 𝛽𝑚𝐻(𝑞
[𝑖(𝑚)], 𝑝[𝑖(𝑚)])
𝑀
𝑚=1
} 
where i(m) and m(i) are permutation functions, H is the Hamiltonian (which describes 
of the total energy of the system) and βm is the inverse temperature (β = 1/kBT where 
kB is the Boltzmann constant). 
In Replica Exchange, the replicas are exchanged (i.e., the temperatures are swapped) 
in order to enhance the sampling. If we wish to exchange the replicas i and j which are 
at temperatures Tm and Tn respectively, then we swap the momenta p
[i] and p[j] to the 
momenta p[i]’ and p[j]’ using the following equation:  
{
 
 
 
 
𝑝[𝑖]′ ≡ √
𝑇𝑛
𝑇𝑚
𝑝[𝑖],
𝑝[𝑗]′ ≡ √
𝑇𝑚
𝑇𝑛
𝑝[𝑗],
 
In order for the exchange process to converge towards an equilibrium distribution, one 
can impose the detailed balance condition on the transition probability 𝑤(𝑋 → 𝑋′): 
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𝑊𝑅𝐸𝑀(𝑋)𝑤(𝑋 → 𝑋
′) = 𝑊𝑅𝐸𝑀(𝑋
′)𝑤(𝑋′ → 𝑋). 
This gives 
𝑤(𝑋 → 𝑋′)
𝑤(𝑋′ → 𝑋)
= exp⁡(−Δ) 
where Δ ≡ [𝛽𝑛 − 𝛽𝑚](𝐸(𝑞
[𝑖] − 𝐸(𝑞[𝑗]))) and E is the potential energy of the system. 
This can be satisfied using the metropolis criterion: 
𝑤(𝑋 → 𝑋′) ≡ 𝑤 (𝑥𝑚
[𝑖]
|𝑥𝑛
[𝑗]
) = {
1, Δ ≤ 0
exp⁡(−Δ), Δ > 0
 
Without loss of generality, it can be assumed that 𝛽1 < 𝛽2 < ⋯ < 𝛽𝑀. A Replica 
Exchange simulation is then run by alternating the following two steps: 
(1) Each replica is simulated simultaneously and independently for a certain 
number of MD steps. 
(2) A pair of replicas at neighbouring temperatures are exchanged with the 
probability given in the above equation.  
It should be noted that when non-neighbouring temperatures are used, the acceptance 
ratio decreases exponentially as the difference in the β values increases.   
 AC.1.2 Multidimensional Replica Exchange 
As long as there are M non-interacting replicas of the original system, the Hamiltonian 
H(q,p) does not have to be identical between the replicas and it can vary with a 
parameter, with different parameter values for different replicas [7]. The Hamiltonian 
for the i-th replica at temperature Tm can be written as 
𝐻𝑚(𝑞
[𝑖], 𝑝[𝑖]) = 𝐾(𝑝[𝑖]) + 𝐸𝜆𝑚(𝑞
[𝑖]), 
where the potential energy 𝐸𝜆𝑚  depends on a parameter λm and can be written as 
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𝐸𝜆𝑚(𝑞
[𝑖]) = 𝐸0(𝑞
[𝑖]) + 𝜆𝑚𝑉(𝑞
[𝑖]). 
While replica i and temperature Tm are in one-to-one correspondence in one-
dimensional Replica Exchange, replica i and ‘parameter set’ Λ𝑚 ≡ (𝑇𝑚, 𝜆𝑚) are in 
one-to-one correspondence in this new, multi-dimensional, algorithm. Because the 
replicas are non-interacting, the weight factor for the state X in this new generalised 
ensemble is given by the product of the Boltzmann factors for each replica: 
𝑊𝑀𝑅𝐸𝑀 = 𝑒𝑥𝑝 {−∑𝛽𝑚(𝑖)𝐻𝑚(𝑖)(𝑞
[𝑖], 𝑝[𝑖])
𝑀
𝑖=1
} = 𝑒𝑥𝑝 {− ∑ 𝛽𝑚𝐻𝑚(𝑞
[𝑖(𝑚)], 𝑝[𝑖(𝑚)])
𝑀
𝑚=1
}. 
This gives the transition probability for replica exchange: 
𝑤(𝑋 → 𝑋′) ≡ 𝑤 (𝑥𝑚
[𝑖]|𝑥𝑛
[𝑗]) = {
1, 𝛥 ≤ 0
exp(−𝛥) , 𝛥 > 0
 
where Δ = 𝛽𝑚 (𝐸𝜆𝑚(𝑞
[𝑗]) − 𝐸𝜆𝑚(𝑞
[𝑖])) −⁡𝛽𝑛 (𝐸𝜆𝑛(𝑞
[𝑗]) − 𝐸𝜆𝑛(𝑞
[𝑖])). 
It is necessary to re-evaluate the potential energies for the exchanged coordinates 
because 𝐸𝜆𝑚and  𝐸𝜆𝑛are usually different functions.  
For obtaining the canonical distributions, the Weighted Histogram Analysis Method 
(WHAM)[13] is used. Suppose there is a Replica Exchange simulation with M replicas 
that correspond to M different parameter sets Λ𝑚 ≡ (𝑇𝑚, 𝜆𝑚) (m=1, …, M). Nm(E0, 
V) and nm respectively describe the potential energy histogram and the total number 
of samples collected for the m-th parameter set Λm. Then, the expectation value of a 
physical quantity A for a potential energy parameter value λ at a temperature T = 1/kBβ 
is given by 
〈𝐴〉𝑇,𝜆 =
∑ 𝐴(𝐸0, 𝑉)𝑃𝑇,𝜆(𝐸0, 𝑉)𝐸0,𝑉
∑ 𝑃𝑇,𝜆(𝐸0, 𝑉)𝐸0,𝑉
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where  
𝑃𝑇,𝜆(𝐸0, 𝑉) = [
∑ 𝑔𝑚
−1𝑁𝑚(𝐸0, 𝑉)
𝑀
𝑚=1
∑ 𝑛𝑚𝑔𝑚−1𝑒
(𝑓𝑚−𝛽𝑚𝐸𝜆𝑚)𝑀
𝑚=1
] 𝑒−𝛽𝐸𝜆 , 
and 
𝑒−𝑓𝑚 = ∑𝑃𝑇𝑚,𝜆𝑚(𝐸0, 𝑉).
𝐸0,𝑉
 
Here, 𝑔𝑚 = 1 + 2𝜏𝑚, and 𝜏𝑚 is the integrated autocorrelation time at temperature Tm 
with the parameter value λm. The unnormalised probability 𝑃𝑇,𝜆(𝐸0, 𝑉) and the 
dimensionless Helmholtz free energy fm are calculated self-consistently by iteration 
during the simulation.  
If the replica exchange method is applied to umbrella sampling, the potential energy 
is given by 
𝐸𝜆(𝑞) = 𝐸0(𝑞) +⁡∑𝜆
(𝑙)𝑉𝑙(𝑞)
𝐿
𝑙=1
, 
where E0(q) is the original unbiased potential, Vl(q) (l=1, …, L) are the umbrella 
potentials and 𝜆(𝑙)are the coupling constants [𝝀 = (𝜆(1), … , 𝜆(𝐿))]. If we introduce a 
reaction coordinate, ξ, the umbrella potentials can be written as harmonic restraints, 
𝑉𝑙(𝑞) = 𝑘𝑙[𝜉(𝑞) − 𝑑𝑙]
2,⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝑙 = 1,… , 𝐿), 
where dl are the midpoints and kl are the strengths of the restraining potentials. There 
are M different values of the parameters 𝚲𝒎 ≡ (𝑇𝑚, 𝝀𝑚). Since the umbrella potentials 
Vl(q) are the reaction coordinate ξ only, the histogram can be written as 
𝑁𝑚(𝐸0, 𝜉)instead of 𝑁𝑚(𝐸0, 𝑉1, … , 𝑉𝐿). The WHAM equations can then be written as  
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𝑃𝑇,𝜆(𝐸0, 𝜉) = [
∑ 𝑔𝑚
−1𝑁𝑚(𝐸0, 𝜉)
𝑀
𝑚=1
∑ 𝑛𝑚𝑔𝑚−1𝑒
(𝑓𝑚−𝛽𝑚𝐸𝜆𝑚)𝑀
𝑚=1
] 𝑒−𝛽𝐸𝜆 , 
and  
𝑒−𝑓𝑚 =∑𝑃𝑇𝑚,𝜆𝑚
𝐸0,𝜉
(𝐸0, 𝜉). 
The expectation value of a variable A is then given by 
〈𝐴〉𝑇,𝜆 =
∑ 𝐴(𝐸0, 𝜉)𝑃𝑇,𝜆(𝐸0, 𝜉)𝐸0,𝜉
∑ 𝑃𝑇,𝜆(𝐸0, 𝜉)𝐸0,𝜉
. 
The potential of mean force (PMF), or free energy as a function of the reaction 
coordinate, of the original, unbiased system at temperature T can then be obtained 
using the equation 
𝒲𝑇,𝜆 = (𝜉){0} = −𝑘𝐵𝑇𝑙𝑛 [∑𝑃𝑇,𝜆={0}(𝐸0, 𝜉)
𝐸0
], 
where {0} = (0, …, 0).  
AC.1.3 Replica Exchange with Solute Tempering (REST) 
In REST [14], the total interaction energy of the system is decomposed into three 
components: the protein intramolecular energy, Epp; the protein-water intermolecular 
energy, Epw; and the interaction energy between the water molecules, Eww. In standard 
REST, the potential energy and the temperature are different for different replicas. 
However, in a similar method (REST2[8]), it is possible to run the replicas at the same 
temperature but on different potential energy surfaces using the Hamiltonian Replica 
Exchange Method Method (H-REM) [15]. This gives the following potential energy: 
𝐸𝑚
𝑅𝐸𝑆𝑇(𝑋) =
𝛽𝑚
𝛽0
𝐸𝑝𝑝(𝑋) + √
𝛽𝑚
𝛽0
𝐸𝑝𝑤(𝑋) + 𝐸𝑤𝑤(𝑋) 
208 
 
where X represents the configuration of the whole system. In REST2, enhanced 
sampling is achieved through scaling the intramolecular protein potential energy by 
(𝛽𝑚 𝛽0⁄ ), a number that is smaller than one, so that the barriers between different 
conformations are lower. The interaction energy in the above equation can be obtained 
by scaling the bonded interaction energy terms, the VDW parameters and the charges 
of the solute atoms by (𝛽𝑚 𝛽0⁄ ), (𝛽𝑚 𝛽0⁄ ), 𝑎𝑛𝑑⁡√(𝛽𝑚 𝛽0⁄ ) respectively, and the 
scaling factor for the Epw term, √(𝛽𝑚 𝛽0⁄ ), follows from the standard combination 
rules for VDW interactions. In practice, it turns out that scaling the bond stretch and 
bond angle parameters does not contribute much improvement to the sampling, so it 
is only necessary to scale the dihedral angle terms in the solute bonding interactions, 
making the transition between different conformations of the solute faster. The 
acceptance ratio for REST2 is then given by: 
Δ𝑅𝐸𝑆𝑇2 = (𝛽𝑚 − 𝛽𝑛) [(𝐸𝑝𝑝(𝑋𝑛) − 𝐸𝑝𝑝(𝑋𝑚))
+
√𝛽0
√𝛽𝑚 +√𝛽𝑛
(𝐸𝑝𝑤(𝑋𝑛) − 𝐸𝑝𝑤(𝑋𝑚))] 
AC.1.4 Steered Molecular Dynamics 
A Steered Molecular Dynamics (SMD) simulation applies external steering forces in 
a desired direction to accelerate and study processes that, due to energy barriers, are 
too slow or may not happen in the typical sub- or at best few-microsecond timescale 
of a typical, few hundred thousand atom molecular dynamics simulation [16]. 
Typically, a SMD simulation steers a system by applying a constraint (e.g., a harmonic 
potential) that moves along a chosen path in the configuration space.  
Since SMD is an effective method for exploring the desired potential energy surface 
of molecular processes, it is desirable to calculate a Potential of Mean Force (PMF) 
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using the results from a SMD simulation. A PMF describes how the energy of a system 
changes as a function of a specific reaction coordinate parameter. For example, it may 
be used to obtain the force needed to pull a protein away from a surface. However, 
SMD is a non-equilibrium process, while PMF is an equilibrium property. Park et al. 
[17] have described how to use Jarzynski’s equality [18] to generate a PMF from a 
SMD simulation. Jarzynski’s equality is an exact relation between free energy 
differences and the work done by non-equilibrium processes.  
Suppose we have a classical mechanical system of N particles that is in contact with a 
heat bath at constant temperature T. A microscopic state of this system is described by 
a 3N-dimensional position vector r and a momentum vector p. If we choose a reaction 
coordinate ξ(r), then the PMF Φ(𝜉) is defined by 
𝑒𝑥𝑝[−𝛽Φ(𝜉′)] = ∫𝑑𝒓𝑑𝒑𝛿(𝜉(𝒓) − ⁡𝜉′)𝑒𝑥𝑝[−𝛽𝐻(𝒓, 𝒑)]. 
The PMF Φ(𝜉) is the Helmholtz free energy profile along the reaction coordinate ξ; 
the probability of observing a value of ξ for the reaction coordinate is proportional to 
𝑒𝑥𝑝[−𝛽Φ(𝜉′)]. If the system is in contact with a heat bath at constant temperature T 
and pressure P but a variable volume V, the PMF is given by 
𝑒𝑥𝑝[−𝛽Φ(𝜉′)] = ∫𝑑𝑉∫𝑑𝒑∫ 𝑑𝒓𝛿(𝜉(𝒓) − 𝜉′) × 𝑒𝑥𝑝[−𝛽𝐻(𝒓, 𝒑, 𝑉) − 𝛽𝑃𝑉].
𝑉
 
In the above equation, the PMF is the Gibbs free energy profile along the reaction 
coordinate. To simplify matters, we will work in the isothermal framework (i.e., 
assume the temperature remains constant). SMD is a useful method for exploring how 
a system changes along a reaction coordinate. In a SMD simulation, a guiding potential  
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ℎ𝜆(𝒓) =
𝑘
2
[𝜉(𝒓) − 𝜆]2 
is added to the original Hamiltonian H. The new total Hamiltonian is now written as  
?̃?𝜆(𝒓, 𝒑) = 𝐻(𝒓, 𝒑) + ℎ𝜆(𝒓). 
The parameter λ is usually varies along the reaction coordinate ξ with a constant 
velocity, 
𝜆(𝑡) = 𝜆(0) + 𝑣𝑡. 
Applying Jarzynski’s equality to the ?̃?-system gives: 
𝐹𝜆(𝜏) − 𝐹𝜆(0) = −
1
𝛽
𝑙𝑜𝑔〈𝑒𝑥𝑝[−𝛽𝑊(𝜏)]〉. 
Here 𝐹𝜆is the Helmholtz free energy of the ?̃?-system, 
𝑒𝑥𝑝(−𝛽𝐹𝜆) = ∫𝑑𝒓𝑑𝒑⁡𝑒𝑥𝑝[−𝛽?̃?𝜆(𝒓, 𝒑)], 
and W(τ) is the work done on the system during the time interval between zero and τ, 
and is calculated as  
𝑊(𝜏) = ∫ 𝑑𝑡 [
𝛿
𝛿𝑡
?̃?𝜆(𝑡)(𝒓, 𝒑)]
(𝒓,𝒑)=(𝒓(𝑡),𝒑(𝑡))
.
𝜏
0
 
At a time t, the value of λ is fixed at 𝜆(𝑡) = 𝜆(0) + 𝑣𝑡. However, the reaction 
coordinate 𝜉(𝒓(𝑡)), may take any value although the guiding potential will hold it near 
λ(t). If we assume a stiff spring, i.e., a high k value for the guiding potential, the 
fluctuation of the reaction coordinate is minimised.  
𝑒𝑥𝑝(−𝛽𝐹𝜆) = ∫𝑑𝒓𝑑𝒑⁡𝑒𝑥𝑝 {−𝛽𝐻(𝒓, 𝒑) −
𝛽𝑘
2
[𝜉(𝒓) − 𝜆]2} 
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𝑒𝑥𝑝(−𝛽𝐹𝜆) = ∫𝑑𝜉⁡𝑒𝑥𝑝 [−𝛽Φ(𝜉) −
𝛽𝑘
2
(𝜉 − 𝜆)2] . 
When k is large, the reaction coordinate will not deviate much from ξ=λ. We can then 
take the Taylor series of 𝑒𝑥𝑝(−𝛽Φ(𝜉)) about λ, 
𝑒𝑥𝑝[−𝛽Φ(𝜉)] = 𝑒𝑥𝑝[−𝛽Φ(𝜆)] {1 − 𝛽
𝛿Φ(𝜆)
𝛿𝜆
(𝜉 − 𝜆)2
−
𝛽
2
[
𝛿2Φ(𝜆)
𝛿𝜆2
− 𝛽 (
𝛿Φ(𝜆)
𝛿𝜆
)
2
] (𝜉 − 𝜆)2 +⋯}, 
and using a value of 𝑘 = ∞ gives 
𝑒𝑥𝑝(−𝛽𝐹𝜆) = 𝑒𝑥𝑝[−𝛽Φ(𝜆)]√
2𝜋
𝛽𝑘
{1 −
1
2𝑘
[
𝛿2Φ(𝜆)
𝛿𝜆2
− 𝛽 (
𝛿Φ(𝜆)
𝛿𝜆
)
2
] + 𝑂(1 𝑘2⁄ )}. 
Taking the logarithm of this and dropping terms that are independent of λ obtains  
𝐹𝜆 = Φ(𝜆) −
1
2𝑘
(
𝛿Φ(𝜆)
𝛿𝜆
)
2
+
1
2𝛽𝑘
δ2Φ(𝜆)
𝛿𝜆2
+ 𝑂(1 𝑘2⁄ ), 
And inverting this gives 
Φ(𝜆) = 𝐹𝜆 +
1
2𝑘
(
𝛿𝐹𝜆
𝛿𝜆
)
2
−
1
2𝛽𝑘
𝛿2𝐹𝜆
𝛿𝜆2
+ 𝑂(1/𝑘2). 
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Appendix D: Binding of guest peptides to beta-cyclodextrin 
SAMs 
 
Cyclodextrins are cyclic glucose molecules that exist in three forms, known as alpha-
, beta-, and gamma-cyclodextrin, which have 6, 7, and 8 glucose units respectively. 
Beta-cyclodextrin is the most commonly used version as it forms 1:1 inclusion 
complexes with many molecules such as Tyrosine by means of a hydrophobic cavity.  
We investigated four short peptides, constructed from experimental sequences 
(according to work done by Pascal Jonkheijms group in the University of Twente), to 
see if their tyrosine-tyrosine distance allows the immobilisation of the peptide by 
cyclodextrins: (SGGYGGS)4, (SGY)4, (SGYGS)4, SYYGYYS. These peptides have 
four tyrosines and the peptide varies the length between the tyrosine. The simulations 
were run using NAMD for 60 ns and with two water models: TIP3D and TIP4P-d. The 
beginning conformations are shown in Figure 31. 
 
 
Figure 31. The beginning orientations for the peptides. [a]: (SGGYGGS)4, [b]: (SGY)4, [c]: (SGYGS)4, [d]: SYYGYYS. 
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In some cases, the peptide would ‘crumple’ during the simulations which reduces the 
number of exposed tyrosines. Figure 32 and Figure 33 show the final configurations 
of the peptides after 60 ns.  
 
Figure 32. The final configurations of the peptides after 60ns of MD simulation using the TIP3P water model 
 
 
Figure 33. The final configurations of the peptides after 60ns of MD simulation using the TIP4P-d water model 
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Table 14. Nearest neighbour Tyrosine-Tyrosine distance. 
Y---Y, Å TIP3P TIP4P-D 
SGGYGYS 10 ± 3 11 ± 2 
SGY 10 ± 2 10 ± 2 
SGYGS 14 ± 4 14 ± 3 
 
Table 14 shows the average tyrosine-tyrosine distances. Cyclodextrin SAMs are 
reported to have cyclodextrin-cyclodextrin distances in the range of 18-24 Å. Table 
15 to Table 20 show the population of suitable tyrosine-tyrosine distances for 
multivalent cyclodextrin-peptide complex formation with multiple simultaneous Tyr-
CD interactions.  
 
 
Table 15. Measured populations of peptide conformations with all four tyrosines showing separations of 18 -24 Å 
Multivalency 4 3 2 1 
SGGYGGS(TIP3P) 0 1 27 72 
SGGYGGS(TIP4P-
D) 
0 1 51 48 
SGY(TIP3P) 0 0 57 43 
SGY(TIP4P-D) 0 0 69 31 
SGYGS(TIP3P) 0 6 66 28 
SGYGS(TIP4P-D) 0 6 60 34 
SYYGYYS(TIP3P) 0 0 0 100 
SYGYYS(TIP4P-
D) 
0 0 0 100 
 
Table 16. Measured populations of peptide conformations with all four tyrosines showing seperations of 17 -24 Å 
Multivalency 4 3 2 1 
SGGYGGS(TIP3P) 0 1 40 59 
SGGYGGS(TIP4P-
D) 
0 4 51 45 
SGY(TIP3P) 0 0 65 35 
SGY(TIP4P-D) 0 0 77 23 
SGYGS(TIP3P) 1 15 70 14 
SGYGS(TIP4P-D) 0 16 70 14 
SYYGYYS(TIP3P) 0 0 1 99 
SYGYYS(TIP4P-
D) 
0 0 1 99 
217 
 
Table 17. Measured populations of peptide conformations with all four tyrosines showing seperations of 16 -24 Å 
Multivalency 4 3 2 1 
SGGYGGS(TIP3P) 0 2 53 45 
SGGYGGS(TIP4P-
D) 
0 9 67 25 
SGY(TIP3P) 0 0 73 27 
SGY(TIP4P-D) 0 0 83 17 
SGYGS(TIP3P) 3 28 64 5 
SGYGS(TIP4P-D) 2 27 66 6 
SYYGYYS(TIP3P) 0 0 3 97 
SYGYYS(TIP4P-
D) 
0 0 2 98 
 
Table 18. Measured populations of peptide conformations with all four tyrosines showing seperations of 14 -24 Å 
Multivalency 4 3 2 1 
SGGYGGS(TIP3P) 0 5 75 20 
SGGYGGS(TIP4P-
D) 
0 18 71 11 
SGY(TIP3P) 0 0 86 14 
SGY(TIP4P-D) 0 1 91 8 
SGYGS(TIP3P) 12 48 40 0 
SGYGS(TIP4P-D) 9 42 48 1 
SYYGYYS(TIP3P) 0 0 19 81 
SYGYYS(TIP4P-
D) 
0 0 16 84 
 
Table 19. Measured populations of peptide conformations with all four tyrosines showing seperations of 12 -24 Å 
Multivalency 4 3 2 1 
SGGYGGS(TIP3P) 1 14 77 8 
SGGYGGS(TIP4P-
D) 
0 32 63 5 
SGY(TIP3P) 0 18 77 5 
SGY(TIP4P-D) 0 18 81 1 
SGYGS(TIP3P) 24 54 22 0 
SGYGS(TIP4P-D) 16 56 28 0 
SYYGYYS(TIP3P) 0 0 61 39 
SYGYYS(TIP4P-
D) 
0 0 70 30 
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Table 20. Measured populations of peptide conformations with all four tyrosines showing seperations of 12 -24 Å 
Multivalency 4 3 2 1 
SGGYGGS(TIP3P) 5 34 57 4 
SGGYGGS(TIP4P-
D) 
3 53 44 0 
SGY(TIP3P) 9 57 99 1 
SGY(TIP4P-D) 10 54 36 0 
SGYGS(TIP3P) 39 50 11 0 
SGYGS(TIP4P-D) 23 67 10 0 
SYYGYYS(TIP3P) 0 0 95 5 
SYGYYS(TIP4P-
D) 
0 0 93 7 
 
 
 
Figure 34. Configuration with SGGYGGS most likely to be immobilised on cyclodextrin SAM. 
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Figure 35. Configuration with SGY most likely to be immobilised on cyclodextrin SAM. 
 
 
Figure 36. Configuration with SGYGS most likely to be immobilised on cyclodextrin SAM. 
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Figure 37. Configuration with SYYGYYS most likely to be immobilised on cyclodextrin SAM 
 
The simulations revealed the rich variety of 3D structures that “linear” peptides can 
take in solution, irrespective of whether a traditional or dispersion-corrected water 
model is used. In future work it would be necessary to go beyond these initial 
simulations of peptides in bulk solution and explicitly model the complexation with 
the surface-bound cyclodextrin “molecular printboard”. Such simulations could 
possibly explain our collaborators experimental finding that peptides even with very 
close spaced tyrosines appear to engage in multivalent binding with the surface, 
because explicit modelling of the cyclodextrin surface, beyond the scope of this study, 
would allow calculation of the energy balance between peptide conformational strain 
penalties (relative to the “free” conformational energies calculated in the present 
study) and favourable tyrosine-cyclodextrin hydrophobic (van der Waals) binding. 
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Appendix E: Casting anchor(s) controlling protein orientation, 
coverage and binding strength on the molecular scale via 
multivalency 
 
Below is a reproduction of the unpublished paper which contains the experiments 
that are replicated in Chapter four.  
 
Casting anchor(s): controlling protein 
orientation, coverage and binding strength on 
the molecular scale via multivalency 
Dorothee Wasserberg,†,‡,§ Jordi Cabanas-Danés,†,§ Jord C. Prangsma,‡ Eldrich E. 
Tromp,†,‡, Martijn Stopel,‡ Christian Blum,‡ Jurriaan Huskens,†,* Vinod 
Subramaniam,‡,* Pascal Jonkheijm,†,* 
†Molecular nanoFabrication Group, MESA+ Institute for Nanotechnology, 
University of Twente, P.O. Box 217, 7500 AE Enschede, The Netherlands 
‡Nanobiophysics Group, MESA+ Institute for Nanotechnology and MIRA 
Biomedical Technology and Technical Medicine Institute, University of Twente, 
P.O. Box 217, 7500 AE Enschede, The Netherlands 
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KEYWORDS orientational control, protein immobilization, multivalency, tunable 
binding strength, fluorescent protein.  
ABSTRACT A method is presented to manipulate the orientation of proteins on functional 
surfaces on the molecular level. Variants of fluorescent protein, TagRFP, with 0-3 
hexahistidine(His6)-tags at specific residues, were immobilized on nitrilotriacetatenickel 
(NiNTA)-patterned surfaces. This immobilization was studied using fluorescence 
microscopy, IR spectroscopy, surface plasmon resonance and time resolved fluorescence 
anisotropy techniques. Thus, we could show that the orientation of proteins could be 
controlled by the strategic placement of His6-tags on the protein. 
TEXT 
Proteins immobilized on solid substrates play an increasingly important role in a 
variety of biomedical and biotechnological applications, biomaterials and cell biology 
research. Specific properties of surface-based diagnostic assays and cell culture 
supports are often determined by the site-selective attachment of proteins to solid 
supports. Controlling the immobilization via a site-specifically attached binding 
motif(s) provides a means to control the orientation of immobilized proteins on solid 
supports. Control over protein orientation on substrates is particularly important 
because, as opposed to non-specific or non-site-selective immobilization, it generates 
homogeneous surface coverage and, if well-considered, easy accessibility to the 
proteins’ active sites. Consequently, different types of bio-orthogonal reactions, either 
non-covalent or covalent, have been developed to site-specifically attach proteins to 
surfaces.  
Few reports exist that prove the fabrication of arrays displaying proteins uniformly 
oriented on the surface. Saavedra’s group reported the determination of the 
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distribution of orientations of cytochrome c attached site-selectively to glass 
substrates.i,ii Tampé and coworkers attached 20S proteasome (Thermoplasma 
acidophilum) to substrates functionalized with chelated metal complexes using 
hexahistidine(His6)-tags attached to either the α- or β-subunits of 20S proteasome. 
Placing His6-tags on the outer α-subunits resulted in a face-on orientation of the barrel-
shaped enzyme while His6-tags attached to the inner β-subunits resulted in side-on 
immobilization.iii,iv,v Proteolytic activity was determined for both orientations of 20S 
proteasome on the surface and even mechanistic details of proteolysis by 20S 
proteasome were revealed this way. Recently, Rant and coworkers have described a 
system to control orientation of proteins on the surface via an electric field.vi They 
showed that by oscillating an ac-field between positive and negative values a 
fluorescently labelled oligonucleotide tether could be switched between horizontal and 
vertical orientation with regard to the substrate. They demonstrated that, by analyzing 
the switching dynamics of the tether, the amount and affinity of protein binding (via 
His6-tag/NiNTA) to such tethers could be quantified. Already some years ago, 
controlling the orientation of immobilized IgG1 via electro static surface charges 
interacting with unevenly distributed charges of the protein was reported. Very 
recently, Javanmard et al. reported orientation-controlled IgG immobilization under 
the influence of a tunable electric field. vii,viii They argued tunable alignment of the 
IgG’s Fc-region parallel to the applied field (and to the substrate in this case) and 
showed that binding assays of anti-IgG coated beads and of fluoresceine-labelled anti-
IgG on such oriented protein surfaces showed an up to 40-fold increase in signal-to-
noise ratio, upon immuno-binding, compared to physisorbed IgG surfaces 
(immobilized in the absence of an electric field).  
224 
 
The examples mentioned above clearly show that precise control over protein 
orientation and geometry has a strong influence on the functionality and efficiency of 
protein arrays. However, all the above methods rely on intrinsic properties of a protein 
to be immobilized, be it inherent charge distribution, dipole moment or accessible 
reactive residues. They all make use of inherent functionalities of proteins but provide 
no means to tune the control over the orientation, binding strengths and reversibility 
or coverage when immobilizing them.  
In this study, we demonstrate a way to gain tunable control over the orientation, 
binding strength and reversibility of protein immobilization on surfaces using 
molecular biology and surface modification techniques and show its predictabilityix 
using the concept of multivalency. The protein we employed here is a red fluorescent 
protein (RFP), more specifically, an orange, monomeric variant of an RFP from sea 
anemone Entacmaea quadricolor, TagRFP.x We chose the intrinsically fluorescent 
TagRFP for our proof-of-concept to be able to use spectroscopy and fluorescence 
microscopy methods, a. o., for analysis. Moreover, fluorescent proteins provide an 
excellent probe for their structural integrity, and thus, functionality, during the entire 
procedure up to the successful attachment to a substrate – as their spectroscopic 
properties depend very sensitively on perfectly retaining their tertiary structure. 
Recombinant variants of TagRFP were made containing 0-3 His6-tags at different 
positions on the protein (Chart 1 and SI): His6-tags were introduced at either one or 
both of the termini by cloning and/or, after site-selective mutagenesis (S128C), at the 
newly introduced, single accessible cysteine residue by conjugation. The studied 
variants/conjugates were, in particular, a wtTagRFP (0H), containing no His6-tags, two 
mutants, each with both mutations C114S and C222S, removing any accessible 
cysteine residues, of wtTagRFP and containing one and two His6-tags, namely, 
NHis6-
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14TagRFP (1H) and NHis6-
 CHis6-
14TagRFP (2H). N- and C-terminus in TagRFP are 
located at the base of its cylindrical structure, the so-called β-barrel, causing the two 
His6-tags of 2H to be situated at the same end of the β-barrel. Furthermore, two more 
mutants with one and two His6-tags were made, each containing three mutations, 
C114S, C222S and S128C, resulting in a single accessible cysteine residue used for 
conjugation with a maleimide caproic acid modified hexahistidine (mic-His6). The 
conjugates were, namely, NHis6-
S128CHis6-
14TagRFP (1+1H) and  NHis6-
 CHis6-
S128CHis6-
14TagRFP (2+1H). The single accessible cysteine at position 128 is located 
in a flexible loop on the β-barrel’s opposite side to the N- and C-termini. This means 
that conjugates 1+1H and 2+1H have the second, or, respectively, the third, of their 
His6-tags situated at the opposite end of their β-barrels with regard to the first, or, 
respectively, the second His6-tag (Chart 1 and SI). The steady state and time-
dependent spectroscopic properties of all mutants and conjugates were verified to 
matched those of wtTagRFP (Table S1). 
 
Chart 1. Schematic representation of the five TagRFP variants used in this study with 
different numbers of His6-tags located at N- and/or C-terminus and/or at the serine-to-
cysteine mutation site at position 128 (S128C). 
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For a qualitative assessment of the stability and reversibility of the immobilization 
of our TagRFP variants, 1H, 2H, 1+1H and 2+1H were immobilized on bi-functional 
line patterns made by nano-imprint lithography (NIL; SI and Scheme S1). Patterns 
consisted of broader, nitrilotriacetatenickel (NiNTA)-terminated lines and narrower 
(always 5 µm wide), poly(ethylene oxide) (PEG)-terminated lines with TagRFP 
variants, exclusively immobilized on the NiNTA-functionalized areas via their His6-
tag(s). After incubation and washing for 12 h in PBS+5% Tween (PBST), fluorescence 
micrographs (Figure 1) were recorded and fluorescence intensity profiles across the 
lines were generated (insets Figure 1). All variants had bound to NiNTA-areas and 
only faint signatures of non-specific binding to the proteophobic PEGylated areas was 
observed indicating selective binding of the His6-tag(s) to NiNTA-terminated 
surfaces. No significant differences in fluorescence intensities were observed between 
the different variants. However, after washing with PBST for 48 h, absolute 
fluorescence intensities and NiNTA-to-PEG intensity ratios had dropped in correlation 
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with the number of His6-tags: 1H line patterns could not be observed any more, 2H 
and 1+1H patterns showed significantly reduced intensities and 2+1H retained its 
pattern’s intensity without significant changes. This proves that via tuning 
multivalency of binding motifs the binding strength of a protein can be controlled.  
 
Figure 1. Fluorescence microscopy images of NIL-patterned substrates with NiNTA 
(broad lines) and PEG-terminated regions (narrow lines) after incubation with a-d) 
1H, e-h) 2H, i-l) 1+1H and m-p) 2+1H and subsequent washing with PBS containing 
5% of Tween for 12 h (a,e,i,m), for 48 h (b,f,j,n) and for 2 h with PBS containing 5% 
of Tween saturated with imidazole (c,g,k,o) or EDTA (d,h,l,p) and, subsequently, with 
PBS containing 5% of Tween for 12 h (c,d,g,h,l,k,p,o). Insets show corresponding 
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intensity profiles. Imaging parameters, such as the exposure time of 2 s, were kept 
constant for all measurements. 
Next, reversibility of the variants’ bond to the surface was tested by washing with 
imidazole, a monovalent competing ligand to NiNTA, and ethylenediaminetetraacetic 
acid (EDTA) a hexadentated chelating agent for Ni2+ ions (Figure 1). As expected, 
washing with a large access of monovalent imidazole resulted in nearly complete 
reversal of 1H immobilization, while 2H and 1+1H showed similarly, but 
significantly, reduced intensities and 2+1H patterns remained unchanged. Here, too, 
it can be concluded that the higher the multivalency, the higher the binding strength 
and the higher the resistance to replacement by the competitor, imidazole. When 
washing with EDTA, however, only 2+1H could withstand significant removal from 
the surface, while 2H and 1+1H patterns were much more severely reduced than under 
treatment with imidazole. As EDTA binds Ni2+ it removes the ion from the complex 
preventing any further His6-tag (re-)attachment. Again, only the highest valency 
variant, 2+1H, seems to be bound so strongly that it can prevent the EDTA mediated 
Ni2+ depletion to a significant degree. 
Next, the qualitative findings from fluorescence microscopy were quantified using 
SPR. Figure 2 (left) shows maximum SPR responses after reaching thermodynamic 
equilibrium for varying concentrations (10 pM-20 µM) of each of the five variants 
binding to NiNTA-functionalized SPR sensors (SI) as well as their corresponding fits 
to a multivalency model (Table 1 and vide infra). Clearly, specific binding was 
observed for all four His6-tagged constructs, while the control, 0H, shows very little 
binding even at a very high concentration. These results, again, indicate that the 
assembly of TagRFP occurs via specific interaction between His6-tags and surface-
bound NiNTA. Moreover, SPR corroborates the microscopy data as binding strength 
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clearly increases by about one order of magnitude for each additional His6-tag (Figure 
2, Table 1). In addition, SPR also reveals information about the absolute amount of 
immobilized protein: both variants with His6-tag(s) on one side of the β-barrel (1H 
and 2H) have a maximum coverage (Δamax) corresponding to about 300m°, while both 
variants with His6-tags on opposite sides of the β-barrel have a maximum coverage 
corresponding to below 200m°. This difference in maximum attainable coverage, as 
well as the range of concentrations in which a surface reaches total surface coverage 
by a particular mutant, as depicted in Figure 2, right,  hint at a difference in packing 
of the molecules on the surfaces and, thus, at a difference in orientation of the proteins 
constituting the immobilized layer. Clearly, all His6-tags, even in 2+1H, contribute to 
the bond with the surface, which makes it plausible, that protein variants with His6-
tags on both sides of the β-barrel are oriented side-on toward the surface. The observed 
difference in maximum coverage for the variants with binding motifs only on one side 
of the β-barrel suggests, that those variants adopt a more upright, or face-on, 
orientation, reducing their foot-print and making closer packing, and thus, higher 
coverage, possible.  
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Figure 2. Maximum response values of SPR titrations (left) of TagRFP variants 0H 
(black, square) 1H (red, circles), 2H (blue, triangles), 1+1H (green, pentagons) and 
2+1H (orange, stars) at various concentrations binding to SPR sensors functionalized 
with nitrilotriacetatenickel complex (NiNTA) monolayers as well as their 
corresponding fits to the multivalency model (lines, corresponding colors, see text), 
as well as the total surface coverage (right) of the 4 His6-tagged TagRFP variants as 
obtained from the fitting procedure using the multivalency model. 
 
The SPR data were first fitted using a 1:1 Langmuir-type model, assuming that the 
His6-tags of the TagRFPs interact with the NiNTA surface as a single entity (Table 1). 
The  resulting fits were in very good agreement with the experimental data. As the 
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Langmuir model only yields overall observable binding constants (KLM; Table 1) we 
then continued to use another model, based on the concept of multivalency and 
effective concentration (Ceff),
9,xi  to fit the SPR data in order to gain deeper insight into 
the differences in binding conformations as a function of the number and position of 
the His6-tags of the different variants (for details see SI). Briefly, Ceff, is a measure for 
the (much increased) probability, compared to a monovalent ligand, of a second (or 
third, etc.) binding moiety of a multivalent ligand to bind to the surface, after the first 
moiety has bound. It takes the form of a concentration (#/volume), as it can be viewed 
as the number of binding sites the second (or third, etc.) binding moiety could reach 
within its probing volume (considering steric aspects). For fitting the SPR titration 
data for 1H, we used Δamax and the intrinsic binding constant of a single His6-tag 
(Ki,His6) as fitting parameters. We found Ki,His6 = 2.8·10
6 M-1 which is in very good 
agreement with both, the KLM value found for 1H and with values reported in 
literaturexii and in this case is equal to the overall binding constant. For fitting the data 
of the other variants Ki,His6 was fixed to the value found for 1H, while Δamax and Ceff 
were optimized. The resulting Ceff values of 1.8·10
-6 M, 5.7·10-6 M and 1.2·10-5 M for 
2H, 1+1H and 2+1H, respectively (Table 1), increase stepwise in magnitude in this 
order and should provide some insight into the differences of how the different variants 
bind to the surface. It should be mentioned that, commonly, Ceff values in literature 
tend to be in the mM range,xiii while here they are in the µM range. We attribute this 
fact to our use of NHS-chemistry for the functionalization of our SPR sensors, which 
we corroborated using XPS (SI). We found that surface coverage with NiNTA groups 
is more than an order of magnitude lower than expected, causing a much lower number 
of binding sites in reach for the ligands and, thus, much lower Ceff than expected from 
previous works.  
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As mentioned above, Ceff is directly proportional to the number of accessible binding 
sites, which in turn is directly proportional on the (accessible) surface area, with a 
square dependence on the linker length, r, linking the binding moieties. Furthermore, 
Ceff is inversely dependent on the probing volume which has a cubic dependence on 
the linker length, i.e. Ceff ~ area/volume ~ r
2/r3. With this in mind, it is obvious why 
Ceff of 2+1H (1.2·10
-5 M) is the highest as the steric hindrance the third His6-tag 
experiences is the highest, due to the linker’s rigidity being increased by the second 
bond to the surface when compared to the bivalent case. The reduction in flexibility 
reduces the accessible surface area but more strongly the probing volume, resulting in 
the greatest overall increase of Ceff of the three variants. 
Interestingly, Ceff  values found for 2H and 1+1H clearly differ (1.8·10
-6 M and 
5.7·10-6 M, respectively). An effect that can only be due to the difference in position 
of the second His6-tag hinting that by site-specific attachment of binding motifs 
different binding modes can be achieved (see also Figure 2). Ceff  is higher in the case 
of 1+1H, the variant with the His6-tags on opposite sides of the β-barrel, than that of 
2H. Using the same reasoning as before, this can be easily understood as for 1+1H the 
linker between the two His6-tags has a much larger rigid fraction (41 Å (the long axis 
of the β-barrel) of the 80 Å are comprised of rigid β-barrel structure) when compared 
to 2H (here only 22 Å (the diameter of the β-barrel’s base) of the 80 Å are comprised 
of β-barrel).xiv The rigid fraction of the linker reduces the accessible area and even 
more so the probing volume, as many points become inaccessible due to steric 
hindrance. Obviously this effect is stronger the larger the rigid portion of the linker is, 
resulting in an overall larger Ceff  in the case of 1+1H when compared to 2H. This 
effect should only be seen if 1+1H indeed adopts a side-on binding conformation, 
while 2H adopts a face-on conformation. Thus, the differences in KLM  and Ceff between 
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the different variants from SPR data, corroborated by our multivalency model, again 
hint at the fact, that the orientation of the protein variants on the surface upon binding 
depend on the position and number of binding motifs present. In this model we have 
treated the binding of a full His6-tag as a single binding event. Currently, an in-depth 
study is being carried out in our group, to develop a more detailed model to describe 
the nested problem of each of the three His2-units of a His6-tag binding to the surface 
subsequently, for each of the His6-tags and for each of our four variants. 
 
Table 1. Optimized parameters determined by fitting the experimental data. KLM is 
the apparent overall binding constant, in M-1, obtained from the fit using a 1:1 
Langmuir-type model for each mutant. Ceff is the effective concentration, in mol/L, 
obtained from a fit using a multivalent model (see text and SI).  
variant KLM (M
-1) Ceff (M) 
1H 2.7·106 N/A 
2H 3.8·107 1.8·10-6 
1+1H 4.7·107 5.7·10-6 
2+1H 2.7·108 1.2·10-5 
 
Polarization resolved fluorescence  lifetime imaging microscopy was carried out in 
an attempt to shed more light on the question of orientation. Several NiNTA/PEG line-
patterns on glass with immobilized 2H or 2+1H were used to determine the anisotropy 
decay times at different locations on various samples (for a detailed description of 
sample preparation, setup and analysis see SI). A plot with all fitted anisotropy 
lifetimes versus their amplitudes is shown in Figure 3. 
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Figure 3. Plot of the fitted anisotropy lifetimes versus their amplitudes of several 
samples with immobilized 2H (red) or 2+1H (black) at different positions on these 
substrates. Errors as indicated with the error bars obtained using a support plane 
analysis (see SI). 
 
Decay times are clearly clustered into two groups each of which corresponds to one 
of the two studied variants. Decay times of 2H are systematically smaller than those 
of 2+1H. The loss of anisotropy could be caused by two distinct mechanisms: energy 
transfer between neighboring molecules’ chromophores (homoFRET) and freedom of 
movement or rotation. The loss of anisotropy is much faster for 2H indicating that in 
this case molecules are either more tightly packed, making for more efficient energy 
transfer between chromophores, or more mobile. However, when considering that dry 
samples were used for these measurements, homoFRET seems the more likely 
explanation. The time resolved anisotropy results, thus, support the assumption of 
tighter packing of face-on oriented TagRFP variants causing much more efficient 
homoFRET. It should be mentioned that also here, 2H samples all exhibited much 
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higher fluorescence intensities than 2+1H samples (Table S2), again corroborating 
tighter packing for the supposedly face-on oriented 2H. 
For an unambiguous determination of protein orientation polarization modulation 
infra-red reflection absorption spectroscopy (PM-IRRAS) was carried out on 1H and 
2+1H immobilized on NiNTA-functionalized gold substrates as well as bare NiNTA-
layers on gold (Figure 4). The immobilization of protein caused a marked increase in 
ratio between the dichroic ratio of the amide I band at 1660 cm-1 and that of the 
carbonyl stretch vibration of COOH groups at 1740 cm-1 when compared to bare 
NiNTA-layers (ratio of dichroic ratios ≈ 1). The amide I to COOH ratio was higher 
for 1H (ratio of dichroic ratios ≈ 4.5) sample than for 2+1H (ratio of dichroic ratios ≈ 
2.3) indicating, again, more immobilized protein and thus, tighter packing in the case 
of 1H.  
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Figure 4. PM-IRRAS differential reflectance spectra of 1H (red line) and 2+1H (blue 
line) immobilized on NiNTA modified gold substrates (black line). Colored bands 
correspond to regions associated with specific secondary structural elements of 
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proteins, within the amide I region, used to elucidate protein orientation. Intensities 
are giving as dichroic ratios. 
The amide I band between 1600 and 1700 cm-1 can be assigned to C=O stretch 
vibrations and different regions of this band are correlated with different secondary 
structural elements of proteins.xv More specifically, the dichroic ratio at 1654 cm-1 
correspond to α-helices and the dichroic ratio at 1633 cm-1 to β-sheets.xvi Ratios 
between the dichroic ratios for α-helix and β-sheet, were determined to be 1.3 and 1.1, 
for 1H and 2+1H, respectively. Since 1H and 2+1H are structurally identical, apart 
from their number of His6-tags, this observation indicates a difference in orientation. 
From crystallographic data it can be seen that the only substantial α-helical structural 
element of TagRFP is oriented along the axis of the β-barrel. Therefore, the α-helical 
C=O stretch vibration, which is nearly parallel to the axis of the α-helix, should be 
observable in PM-IRRAS (for high angles of incidence of the polarized light on a 
conductive surface) only if the protein is oriented face-on. The differential reflectance 
spectrum of 1H, with its higher relative α-helix signal, indicates that the β-barrel and 
thus, the α-helix, are oriented more face-on, or normal to the surface, while the 
spectrum of 2+1H indicates that the β-barrel is oriented more side-on, or parallel to 
the surface.  
In summary, the results from PM-IRRAS are in agreement with the results from 
polarization resolved fluorescence lifetime imaging microscopy, steady state 
fluorescence microscopy as well as SPR and modelling, indicating a tightly packed 
layer of face-on oriented TagRFP variants in the case of 1H and 2H and a less tightly 
packed layer of side-on oriented TagRFP variants in the case of 1+1H and 2+1H. The 
evidence discussed in this paper indicates that tunable control over the orientation, 
binding strength and reversibility of protein immobilization can be achieved by well-
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considered placement of supramolecular multivalent binding motif(s) on the protein 
using standard molecular biology techniques. 
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ABBREVIATIONS 
mic-His6, maleimide caproic acid hexa(histidine); RFP, red fluorescent protein; 
His6,  hexahistidine; NiNTA, nitrilotriacetatenickel;  MUA, 11-mercaptoundecanoic 
acid; NHS, N-Hydroxy succinimide; EDC, N-(dimethyl aminopropyl)-N’-
ethylcarbodiimide; NTA-NH2, Nα,Nα-bis(carboxymethyl)-L-lysine; SAM, self-
assembled monolayer; SPR, surface plasmon resonance; PM-IRRAS, photo-
modulated infra red reflexion absorption spectroscopy; NIL, nanoimprint lithography; 
PMMA, poly(methyl methacrylate); TPEDA, N-[3-
(trimethoxysilyl)propyl]ethylenediamine; ITC, p-phenylene diisothiocyanate; PEG-
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silane, 2-[methoxy(polyethyleneoxy)propyl]trimethoxysilane; PBS, phosphate 
buffered saline; PBST, PBS+5% Tween; RB, running buffer; IPTG, isopropyl-β-D-
thiogalactopyranoside; SA, sinapinic acid; DTT, dithiothreitol; EDTA, 
ethylenediaminetetraacetic acid; 
 
 
 
REFERENCES 
i Edmiston, P. L.; Lee, J. E.; Cheng, S. S.; Saavedra, S. S., Molecular orientation 
distributions in protein films .1. Cytochrome c adsorbed to substrates of variable 
surface chemistry. J. Am. Chem. Soc. 1997, 119 (3), 560-570. 
ii Wood, L. L.; Cheng, S. S.; Edmiston, P. L.; Saavedra, S. S., Molecular orientation 
distributions in protein films .2. Site-directed immobilization of yeast cytochrome c 
on thiol-capped, self-assembled monolayers. J. Am. Chem. Soc. 1997, 119 (3), 571-
576. 
iii Dorn, I. T.; Eschrich, R.; Seemueller, E.; Guckenberger, R.; Tampe, R., High-
resolution AFM-imaging and mechanistic analysis of the 20 S proteasome. J. Mol. 
Biol. 1999, 288, 1027-1036. 
iv Hutschenreiter, S.; Tinazli, A.; Model, K.; Tampe, R., Two-substrate association 
with the 20S proteasome at single-molecule level. EMBO J. 2004, 23 (13), 2488-2497. 
v Turchanin, A.; Tinazli, A.; El-Desawy, M.; Großmann, H.; Schnietz, M.; Solak, H. 
H.; Tampe, R.; Gölzhäuser, A., Molecular assembly, chemical lithography and 
biochemical tweezers: a path for the fabrication of functinal nm scale protein arrays. 
Adv. Mater. 2008, 20, 471-477. 
                                                          
240 
 
                                                                                                                                                                    
vi Knezevic, J.; Langer, A.; Hampel, P. A.; Kaiser, W.; Strasser, R.; Rant, U., 
Quantitation of Affinity, Avidity, and Binding Kinetics of Protein Analytes with a 
Dynamically Switchable Biosurface. J. Am. Chem. Soc. 2012, 134 (37), 15225-15228. 
vii Chen, S. F.; Liu, L. Y.; Zhou, J.; Jiang, S. Y., Controlling antibody orientation on 
charged self-assembled monolayers. Langmuir 2003, 19 (7), 2859-2864.  
viii Javanmard, M.; Emaminejad, S.; Gupta, C.; Chang, S.; Davis, R. W.; Howe, R. 
T., Immobilization of Antibodies on Solid-State Surfaces with Controlled Orientation 
Using Electric Field. In 17th International Conference on Miniaturized Systems for 
Chemistry and Life Sciences, µTAS2013, Freiburg, Germany, 2013; Vol. 978-0-
9798064-6-9, p 699. 
ix Huskens, J.; Mulder, A.; Auletta, T.; Nijhuis, C. A.; Ludden, M. J.; Reinhoudt, D. 
N., A model for describing the thermodynamics of multivalent host-guest interactions 
at interfaces. J Am Chem Soc 2004, 126 (21), 6784-97. 
x Merzlyak, E. M.; Goedhart, J.; Shcherbo, D.; Bulina, M. E.; Shcheglov, A. S.; 
Fradkov, A. F.; Gaintzeva, A.; Lukyanov, K. A.; Lukyanov, S.; Gadella, T. W.; 
Chudakov, D. M., Bright monomeric red fluorescent protein with an extended 
fluorescence lifetime. Nat Methods 2007, 4 (7), 555-7. 
xi a) J. Huskens, H. Van Bekkum, J. A. Peters, Computers & Chemistry 1995, 19, 
409. 
b) M. J. W. Ludden, A. Mulder, K. Schulze, V. Subramaniam, R. Tampé, J. Huskens, 
Chemistry – A European Journal 2008, 14, 2044. 
xii M. De, S. Rana, V. M. Rotello, Macromolecular Boscience 2009, 9, 174. 
241 
 
                                                                                                                                                                    
xiii Mulder, T. Auletta, A. Sartori, S. Del Ciotto, A. Casnati, R. Ungaro, J. Huskens, 
D. N. Reinhoudt, JACS 2004, 126, 6627. 
xiv Merzlyak, E. M.; Goedhart, J.; Shcherbo, D.; Bulina, M. E.; Shcheglov, A. S.; 
Fradkov, A. F.; Gaintzeva, A.; Lukyanov, K. A.; Lukyanov, S.; Gadella, T. W.; 
Chudakov, D. M., Bright monomeric red fluorescent protein with an extended 
fluorescence lifetime. Nat Methods 2007, 4 (7), 555-7. 
xv Frey, B. L.; Corn, R. M., Covalent attachment and derivatization of poly(L-lysine) 
monolayers on gold surfaces as characterized by polarization-modulation FT-IR 
spectroscopy. Anal. Chem. 1996, 68 (18), 3187-3193. 
xvi Goormaghtigh, E.; Cabiaux, V.; Ruysschaert, J. M., Secondary Structure and 
Dosage of Soluble and Membrane-Proteins by Attenuated Total Reflection Fourier-
Transform Infrared-Spectroscopy on Hydrated Films. European Journal of 
Biochemistry 1990, 193 (2), 409-420. 
 
 
 
 
 
