Developing a drug de novo is a laborious and costly endeavor. Thus, the repositioning of already approved drugs for the treatment of new diseases is promising and valuable. One computational approach to repositioning exploits the structural similarity of binding sites of known and new targets. Here, we review computational methods to represent and align binding sites. We review available tools, present success stories and discuss limits of the approach.
INTRODUCTION Drug repositioning reduces costs and improves efficiency
Since drug development is a very costly and failureprone venture, the pharmaceutical industry puts effort in the repositioning of withdrawn or already approved drugs. The costs for bringing such a drug to market are $60% lower [2] than the development of a novel drug, which costs roughly one billion US dollars [3] . Drug repositioning is the process of finding new indications for existing drugs and is also known as drug repurposing or reprofiling. The benefits for the pharmaceutical industry are manifold [4] . Beside the lower drug development costs and the reduced time for approval, a new drug application can help to expand the patent life and increase the return for the investment in the development of the drug. Moreover, the success rate in the repurposing process is considerably higher. Drug repositioning is also promising for the about 200 compounds [5] , which are shelved by the pharmaceutical industry every year because they failed in clinical trials and were then not further investigated. These drugs could be quickly marketed for new indications [5] , thus reducing the attrition rates [6] . Especially for small companies and public research, repositioning drugs off-patent [7] gives them the opportunity to participate in a process they could otherwise hardly afford financially. Drug repositioning also has a high value for patients [8] . Medications for diseases which were not treatable before can be found while a knowledge about possible side effects, pharmacokinetics and interactions with other drugs already exists. For a comparison of de novo drug discovery and drug repositioning see [9] .
There are often no drugs present for rare diseases. Such orphan drugs need to be developed (or discovered) [10] . For this purpose, the US Food and Drug Administration (FDA) launched a database [11] of approved drugs, which are promising to be repositioned to orphan diseases.
Exploiting binding site similarity for drug repositioning
There have been a number of approaches to computational drug repositioning, including similarity of side effects mined from literature [12, 13] , similarity of gene expression profiles of different diseases [14] and structural similarity of binding sites [15] . In this review, we focus on the latter, since it provides insight into the mode of action of the drug and since there are already some success stories. Although there are drugs binding to other biological targets, we will concentrate on proteins here. To complement the space in the protein-drug interactome, which is not covered by this approach, we briefly introduce some other methods at the end of this review.
To reduce attrition rates (taking advantage of the ever growing amount of available data), using computational methods to find alternative targets (or similar binding sites) is getting important in the beginning of the drug discovery process. The examples of staurosporine binding to synapsin I [16] and the high affinity binding of celecoxib to carbonic anhydrases [17] as well as many others, show that similar binding sites exist among different proteins. It is reasonable to conclude that similar binding sites most likely bind the same ligands. This observation can be exploited, using binding site comparison methods to find new targets for known drugs leading eventually to drug repositioning ( Figure 1 ).
Shedding light on the protein-drug interaction space helps to better understand drug modes of action and can help to reduce drug doses. The identification of off-targets gives the opportunity to optimize drugs to gain a higher selectivity and thus reduce side effects.
Promiscuity of drugs
The prerequisite for drug repositioning is polypharmacology or drug promiscuity, meaning that one drug binds to multiple distinct targets. Recent experiments have shown that promiscuity of proteins in ligand binding as well as in function is not as rare as previously thought [18, 19] . Moreover, degeneracy (partial redundancy) was found to be a key design principle in biological systems [20] , since it increases the adaptability of an organism to environmental changes. Promiscuous drugs are common [21] and thus there is an enormous potential to find novel targets for already known drugs based on the approved targets. The definition of a drug target is often not clear. If one defines a drug target as a protein to which a drug molecule binds physically, there are about 320 known targets for approved drugs [22] . Applying a more loose definition and including experimental drugs can easily lead to 6000 or more 'drug targets' [23] .
A study of a data set of 276 122 bioactive compounds revealed that 35% of them are known to bind to more than one target [24] . A quarter of these was found to bind to proteins from different gene families. In a recent analysis of 189 807 bioactive compounds in PubChem, 62% of these were found to bind to more than one target [25] . Among the remaining 38%, about half of them were highly selective. The permissive binding of a drug to off-targets can be the cause of adverse side effects but may in contrast also increase its efficacy like reported for anticancer and antipsychotic drugs [21, 26, 27] . Moreover, the old 'one drug-one target' paradigm erodes and so called 'dirty drugs' gain popularity [26, 28, 29] . Similarities in the key pharmacophores of structurally different proteins can lead to high affinity binding of the same drug [17] . Obviously, proteins within the same family are The drug repositioning process using binding site similarity. Two proteins A and B have similar binding sites and thus can be aligned (C). The found binding site similarity suggests that the ligand D may also bind to the protein B. This gives a candidate for drug repositioning. more likely to show this phenomenon. One way to identify promiscuous proteins is chemocentric, which exploits chemical similarity among the ligands [30, 31] . This approach is weakened by the finding that chemical similarity seems to contribute much less to similarity in the biological activity profile than the established dogma suggests [32] . The other prospect is the binding site centric chemical space, which is likely to become the new paradigm in drug discovery [15] and is the focus of this review.
Examples of repositioned drugs
Neglected tropical diseases are particularly valuable for drug repositioning. This is because the development of new drugs is not profitable for such rare diseases. Especially, the issue of emerging resistances can be addressed by repositioning. For example, eflornithine was developed as an anticancer compound and is now used against women's facial hair [33] and more importantly, African trypanosomiasis (sleeping sickness) [34] . Eflornithine inhibits the ornithine decarboxylase in humans as well as in the protozoa. These proteins are very similar in sequence and binding site. The drugs pentamidine, amphothericin B (originally an antifungal drug) and miltefosine were all repositioned from other indications for the chemotherapy of leishmaniasis [35] . In 2007, the anti-estrogen drug tamoxifen, used in breast cancer therapy, was shown to be very effective against leishmaniasis [36] . These examples show that repositioned drugs play a central role in the treatment of these diseases. By screening a library of 2687 mostly approved drugs in vitro, the antihistamine astemizole was identified as an antimalarial agent [37] . For the neglected tropical disease onchocerciasis (river blindness), the veterinary anthelmintic closantel was proven to be active against the nematode causing this disease [38] . The in vitro screening against the parasite's chitinase identified closantel as being highly active against it, which was previously not known. Thus, drug repositioning approaches can also help to shed light on the mechanism of action of approved drugs. Combinations of approved drugs (multidrug cocktails) can yield treatments for diseases being untreatable otherwise. The identification of such cocktails can also be supported by in silico methods [39] but will not be subject to this review. For example, a combination of the b-lactamase inhibitor clavulanate with a b-lactam antibiotic is effective against the extensively drug-resistant Mycobacterium tuberculosis [40] . HIV protease inhibitors and other anti-HIV drugs were found to be promising cancer therapeutics [41, 42] . Beneficial effects in cancer treatment were also observed for several cyclooxygenase inhibitors. For one of these, namely sulindac, Lee et al. [43] showed recently that it binds to the protein dishevelled being a key part of the Wntsignaling pathway. An unregulated Wnt signaling is found in many cancers. Thus, sulindac forms a new lead in the development of new cancer drugs [44] . Earlier, Weber etal. [17] showed that the binding site of celecoxib in the cyclooxygenase-2 has a similar analog in the carbonic anhydrase. In experiments, they showed a nanomolar binding of celecoxib to the carbonic anhydrase isoenzymes. This offers a new drug for the treatment of glaucoma and possibly also for cancer.
There are many more examples of (potential) drug repositionings described in the literature [2, 9, [45] [46] [47] [48] [49] . As for the prominent example of sildenafil (Viagra) [50] , many of the known repurposings are serendipitous findings.
Identification of new drug targets
To systematically find new drug targets, and thus candidates for repositioning, one can choose between various techniques. In the best case, a combination of the techniques introduced in the following would be applied, thus allowing to find hits that were not found by one particular method.
Non-in silico approaches involve noninvasive imaging, in vivo disease animal models, improved bioanalytics and in vitro screening [4, 5] . Non-invasive imaging is a bioluminescence technique, where mice were genetically engineered such that they express luciferase when the test compound hits a particular protein. Improved bioanalytics roots in administering the drug to rats and examining their biological fluids. Liquid chromatography and mass spectrometry are employed to quantify interesting metabolites. For example, a drop in the glucose level makes a drug a possible diabetic agent [5] . In vitro target-based screening with already known drugs can yield compounds that could be directly used in clinical trials [48] . These assays are normally employed stepwise, starting with sentinel assays and using specific assays, for example, of proteins in the hit pathway. Particular problems with this approach arise when applying it on large scale. Building a chemical library of all approved or clinical trial drugs is very challenging. It is estimated that there are around 9000 of such drugs [2] . Such a comprehensive chemical library is not yet available. Building a library like this will be expensive. Specifically obtaining compounds under patent will be problematic and costly [2] , but there are efforts [2] in such a direction.
In silico approaches can help not only to avoid animal testing but also for screening purposes and significantly decrease drug development costs. They make a huge amount of data accessible and processable, which evade large-scale experimental investigations, e.g. due to patents. The retrieval of data is not an issue anymore, since most drug structures, mapped to a wealth of additional information, are freely available online [25, [51] [52] [53] [54] together with a fast growing amount of structural data of biological macromolecules in the Protein Data Bank (PDB) [55, 56] and complementing databases [57, 58] . With the huge number of software tools to support the drug repositioning process, there is nowadays the opportunity to complement and partly replace the aforementioned methods by in silico approaches.
By discussing binding site similarity in support of drug repositioning in depth and outlining several other in silico approaches, this review aims at supporting systematic drug repositioning.
EXPLOITING BINDING SITE SIMILARITY FOR DRUG REPOSITIONING
One of the reasons for polypharmacology is the presence of similar binding sites among proteins. These proteins either belong to the same family, thus showing a similar tertiary structure or are distinct in their overall structure. The promiscuous binding of drugs is a major cause of (adverse) side effects, but at the same time, opens the door for the repositioning of (withdrawn) drugs.
The binding site centric chemical space seems to become the new paradigm in structure-based drug discovery [15] . The wealth of tools available (as downloadable executable or webserver) for binding site comparison [15, [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] together with the ever growing structural data in the PDB gives the opportunity to extensively use protein structural data to find new drug targets and thus, identify candidate drugs for repositioning. The aim of all these methods is to reveal structural similarity in protein binding site pairs, although not necessarily similar in sequence or fold. Searching the whole PDB for a specific binding site can identify unexpected potential off-targets right at the beginning of the drug discovery process.
Binding site representation
Current binding site comparison tools allow the quantification of local similarity between protein structures. The algorithms underlying the available tools are mostly based on geometrical comparisons. One thing is common to all the local structural comparison methods: they abstract from the binding site, converting it into a discrete simplified representation. But this commonality is what distinguishes them.
Binding sites can be represented in many ways: examples are pharmacophoric features, atoms or whole residues. These are represented by one or more points and are labeled according to their physicochemical or geometric properties. There are also approaches, which abstain from such a labeling and use, e.g. substitution matrices to decide whether an amino acid alignment is favorable [69, 70] . Only surface residues, or at least such residues that are close to the surface, are considered. The binding pockets of a protein are either identified by the analysis of the surface, by cocrystallized ligands or by user input. Some tools also analyze the complete protein surface. The points can be assigned grid-based or irregularly, represent parts of the residues (C a -or pseudo atoms-like centers of functional groups), individual atoms or neighborhood properties. Such points are called features. The resulting feature patterns of two binding sites are then structurally aligned such that the number of matched features is optimized. The binding site features are either represented as geometric patterns or as numerical fingerprints [59] .
Alignment algorithms
The local structural alignment programs typically first create the reduced geometrical representation of the binding site. This is to reduce the complexity of the pair-wise comparison. Second, properties are assigned to the points. Finally, the binding sites are aligned. There are three key approaches for binding site superimposition.
The simplest method for the alignment is iterative search for the best translation/rotation. The largest alignment is normally considered best. Because this method is slow, other approaches are preferred [59] .
Grouping close points into triplets and testing all possible triplets reduces the pattern complexity. Geometric matching of such triplets gives the transformations for the superimposition. A more efficient method is geometric hashing [71] , which maps all triangles similar in shape, regardless of their orientation, to identical or very close hash slots. Searching for all triplets of the query cavity in the hash keys of the target hash table and aligning these triplets gives a transformation for each pair of triplets. The most frequent transformation corresponds to the largest alignment [59] .
Clique detection is another frequently used method. A graph is constructed for each, the query (Q) and the target binding site (T). The points are represented as nodes colored according to the points' labels (often physicochemical properties like hydrogen bond donor/acceptor). Edges connect all nodes within a defined distance range (e. g. 12 Å ) and are labeled with the distance of the points. Nodes q and t from Q and T are paired if they are colored identically. These node pairs [q, t] are used to construct the product graph P. An edge in P is formed between [q, t] and [r, u] iff (q,r) 2 E Q and (t, u) 2 E T and the distance labels are equal (e.g. AE1.5 Å ) for the edges (q, r) and (t, u). The largest clique in P then corresponds to the largest alignment [59] . Clique detection as well as matching of triplets favors the detection of local motifs. This graph-based method is used, for example, in the ProBiS algorithm, which uses pseudo atoms, representing chemical functional groups [61] and the Sequence-Order Independent Profile-Profile Alignment (SOIPPA) algorithm, which uses a C a -representation of the amino acid residues to achieve a better applicability to low resolution structures and homology models [72, 73] .
Another method, based on the binding sites numerical fingerprints, is used in SiteAlign [64] . The fingerprints are derived by projecting C b atoms and their side chains' physicochemical properties to a discretized sphere. It employs a fuzzier matching of binding sites, allowing a variation in structure of $3 Å [root mean square deviation, (RMSD)]. Hoffmann et al. [63] recently introduced an approach that groups binding sites into 'clouds' of labeled atoms, which they then align. Their rationale was to provide a method allowing the identification of similar pockets, independently of individual atoms.
Alignment-free binding site comparison methods [66, 68] have emerged in the last 2 years and are reported to be as accurate as alignment-dependent tools. They are also suitable to detect local similarity in the binding sites [74] .
Scoring functions
To judge the quality of a binding site alignment, a scoring function has to be applied. The scoring can be directly incorporated in the alignment process, excluding bad scoring alignments. A key influence to the score is the number of aligned points. Basic scores are Tanimoto-index like (number of aligned features divided by the total number of features). The matched points can also be weighted (e.g. by RMSD) to account for geometry or other (physicochemical) properties. Mismatches are normally not penalized, which enables the detection of partial similarities (local motifs) and the comparison of cavities of different size [59] . Amino acid substitution matrices have also been successfully applied to identify similar binding sites [69] . Normalized scores permit the ranking of different alignments of one query to different target binding sites. A possible normalization is dividing the target-query score by the query-query score. Scores have to be adjusted with the application in mind: residues interacting with the ligand, e.g. through hydrogen bonds or p-stacking, could be ranked higher when aligned.
Successful alignment
Apart from the method used for the binding site alignment and the scoring function, there are three critical parameters, which influence the success of the site alignment: (i) resolution of the binding site, (ii) used distance tolerance and (iii) the complexity of feature descriptors. Thus, methods, which use a comprehensive (i.e. one point for each atom) representation (like grid-based methods) are more prone to false negatives, which are due to slight changes in the binding sites in comparison to C a atom-based descriptions. The sensitivity to atomic coordinates should be low for the comparison of unrelated proteins. Nevertheless, side chain orientation is important to consider because otherwise, residues buried in the protein core could be aligned to a binding site residue [59] . On the other hand, a residue, which is buried in the crystal structure, could become an important residue for ligand interaction due to a conformational change upon binding. Thus, a fuzzier binding site representation allowing a higher flexibility of the side chains should be preferred. Even if this leads to more false positives.
Case studies
Before we discuss the limits of these approaches, we review successful applications (Tables 1 and 2 ).
An issue when designing kinase inhibitors is the high binding site similarity among the 518 kinases in the human genome. Milletti and Vulpetti [75] use binding affinity data of 17 kinase inhibitors bound to 189 kinases in the PDB to provide a predictive model for kinase inhibitor binding (they term it 'inhibition map'). In the employed binding site comparison algorithm, the pocket is represented by points in space lying on spheres of radii between 2 and 16.8 Å , assigning the physicochemical properties of the atoms to the points. For each binding site atom, such spheres constitute its fingerprint. To address side chain flexibility, points representing atoms close to the C a carry the physicochemical properties of the side chains.
Using this method to screen the whole PDB, they identified and confirmed kinase targets which were not in their original data sets. Their prediction of kinase inhibitor promiscuity resulted in many false positives with respect to the predicted targets, compared to the data sets of binding affinity values.
De Franchi et al. [16] compared the staurosporine binding pocket (using SiteAlign [64] , described earlier) in the Pim-1 kinase to over 6000 protein ligand binding sites and found synapsin I (involved in the regulation of neurotransmitter release) as a potential target for staurosporine. They experimentally validated the binding of staurosporine (K d ¼ 0.3 mM) and other kinase inhibitors to synapsin I.
Kinnings et al. [76] used an approach involving binding site comparisons to identify alternative targets for a marketed drug. Their pipeline (Figure 2 ) consists of: (i) the extraction of the known drug binding site from a 3D structure; (ii) the identification of similar binding sites (using the SOIPPA algorithm [72] , which employs clique detection and a C a representation); and (iii) docking to the putative target to assess atomic interactions. With this approach, they were able to identify and experimentally verify a new target of entacapone. This drug is used in the treatment of Parkinson's disease, where its confirmed target is the catechol-O-methyltransferase. Applying binding site comparison, they identified a similar pocket in the enoyl-acyl carrier New target of staurosporine [16] . 134 1 bioinfo-pharma.u-strasbg.fr SOIPPA [72] Targets of entacapone and tolcapone [76] .^1 funsite.sdsc.edu Off-targets of cholesteryl ester transfer protein inhibitors [77] .
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lternative targets [73] . 87 2 Minai et al. [78] Alternative targets [78] . 540 1
The table lists the name of the tools together with the number of proposed new targets and the number of experimentally validated targets.
protein reductase. Using entacapone to inhibit this protein, which is essential for the fatty acid biosynthesis in M. tuberculosis, offers a way to treat infections with such multiple drug resistant strains. This is because here the resistance-mediating prodrug state is avoided [76] . The two proteins lack similarity in sequence, but show a similar tertiary structure. Xie et al. [77] used this approach to find off-targets of cholesteryl ester transfer protein inhibitors. Subsequently, the aforementioned binding site comparison algorithm [72] is used in another multidimensional approach [73] to identify potential alternative targets. That is, looking for binding sites similar to the known binding site (query site) of a given drug: an inhibitor for the Trypanosoma brucei RNA editing ligase 1 (TbREL1) serves as an example in this article. The approach of Durrant et al. [73] (see also Figure 2 ) consists of: (i) clustering 110 000 protein chains in the PDB (as of 2007) and picking a cluster representative for each cluster, resulting in 12 646 clusters with 30% sequence identity; (ii) using the SOIPPA algorithm, they select 218 cluster representatives having potentially a binding site similar to the query site; (iii) expanding the set of protein chains by adding all cluster members of step (ii) and restricting the set to human proteins leads to 654 protein chains; and (iv) docking the drug to each of the 654 chains and subsequent selection gives the final dataset of 87 probable protein targets (including 12 human targets) for the query drug. Most of the human proteins are involved in metabolism and DNA synthesis, repair and replication. The four targets with the highest docking scores were experimentally validated. Two of their predicted targets showed an inhibition in the micromolar range (IC 50 of 33.5 mM and $0.7 mM), while the other two remained uninhibited. Moreover, the first two did not show global similarity in sequence or structure.
Minai et al. [78] demonstrated the applicability and usefulness of binding site comparison to find unknown protein-drug interactions (Figure 2 ). For each solvent-accessible binding site atom i, they computed a feature vector, which encodes the molecular neighborhood of i in terms of physicochemical properties depending on the distance to the atom i (maximum distance is 3.2 Å ). Triplets of atoms from the query and the target binding site are used to compute an optimal alignment. The applied similarity score is based on euclidean distance and Tanimoto coefficient calculations. They used a non-redundant representation of the PDB (9708 chains, as of November 2004) and compared 48 347 binding sites therein binding to each other To reduce the set of structures, which have to be compared, e.g. sequence clustering can be applied. Subsequently, the structures are aligned. Additionally, methods, like docking the ligand of the query binding site to the target binding site, can be used to get more confident hits and to reduce the result data set. resulting in 10 403 ligand binding site pairs with similar binding site structures but dissimilar folds. For 281 of these, they found similar ligands with a similar binding mode in the PDB structures. In addition, they could show that the found pairs correlate with biological activity data in the PubChem BioAssay database. One novel found protein-drug interaction (ibuprofen binding to porcine pancreatic elastase, the original target is phospholipase A2) was validated in a nuclear magnetic resonance (NMR) experiment. In total, they predicted 540 proteins (with 209 different binding sites) binding 105 drugs by docking these ligands to the appropriate pockets.
Park and Kim [69] studied the relationship between ligands, in terms of their protein binding sites, by constructing and analyzing a network of ligands as nodes, which were connected by an edge if they were bound to similar binding sites. They used a clique detection algorithm to perform an all-against-all comparison of about 15 000 binding sites binding one of the 4208 ligands. Nodes are the amino acid residues represented by their C a atoms. Physicochemical properties of the amino acids are ignored. Instead, they used the BLOSUM62 to score amino acid substitutions according to their empirical frequency. The score from the substitution matrix is applied if two residues match spatially and a score of À10 for a mismatch. Additionally, binding sites have to be of equal size to be compared (maximum 1.4-fold larger). Such a simple representation adds tolerance to deviations in the binding site structures of two proteins (low resolution structures). Using EC numbers (enzyme classification according to the catalyzed chemical reaction), they demonstrated that there is a strong relation between the ligand binding site and protein function.
Gold and Jackson [79] used geometric hashing with binding sites represented on atom level to build a database of binding sites (SitesBase).
DISCUSSION
The aforementioned examples show that protein ligand binding sites can be similar across very different proteins. Indeed, similar binding sites may bind the same ligand. Binding site comparison tools offer a fast possibility to exploit the similarities to identify new drug targets in silico, saving money and time. Its advantage over chemocentric approaches like virtual ligand screening (reverse docking) is that the sampling of the ligand conformational space is avoided. This eludes hits due to biologically inactive ligand conformations [74] .
In the following, we will discuss problems and limitations, arising when binding site comparisons are employed. These involve the selection of an appropriate tool, computation time, the lack of structures and the clustering of these, as well as the flexibility of protein binding sites and the binding modes of ligands.
Choice of the algorithm
The decision, which algorithm or tool to use should always be driven by the kind of investigation and its specific requirements. A major impact on the identification of analog binding sites has the resolution of the structure. If low-resolution structures and/or homology models ought to be employed, then a fuzzier representation of the binding site (e.g. side chains represented by C a atoms), allowing side chain flexibility, should be the matter of choice. A tolerance (of e.g. 3 Å ) can be employed for the alignment to achieve more fuzziness. For finding new drug targets, the detection of local similarities in the binding sites (like in clique based or geometric hashing algorithms) should be favored over whole binding site alignments. See Table 1 for examples of applied tools.
Computation time
Finally, the computation time needed for a single alignment should be considered. Tools with lower computation time requirements are more suitable for large scale comparisons. In general, geometric hashing is faster than clique detection. The time needed for a single binding site comparison lies between 50 ms and 5 min [59] . For large-scale binding site comparisons, tools running on local computers are more suitable. Whereas, for single case studies, webserver implementations offer a fast and straightforward way to compare binding sites.
Protein structures
Despite its many opportunities, this approach suffers from a lack of structural data. SwissProt currently contains 522 019 peptide sequences [80] , while the PDB currently holds 64 346 protein structures containing 39 895 unique sequences [81] . Furthermore, of the 1504 drug targets (with assigned Uniprot IDs) in the Therapeutic Target Database [51] , only 753 are present in the PDB (internal analysis, V. Joachim Haupt, unpublished data). The gap between the structure and sequence space can at the moment only be filled by theoretical models [82] [83] [84] . Clearly, this gain in structural data has to be paid by loosing accuracy. Currently, homology modeling gives the highest overall accuracy. The quality of these models is mainly dependent on the existence of appropriate templates (homologs with a high sequence identity). For close homologs, state-of-the-art tools calculate in most cases models with an RMSD of about 2 Å from the experimental structure. To achieve this, a sequence identity of above 35% is mostly sufficient (according to data from CASP7 and CASP8) [85] . Nevertheless, if proper templates are absent, the reliability of theoretical models is still far from high.
Clustering
Sequence-based clustering can be applied to notably reduce the set of binding sites to compare. This strategy is used in several studies, aiming at finding new drug targets, but has a huge problem: a cluster representative is used in the subsequent binding site comparisons. With a decreasing degree of sequence identity used for the clustering, the probability of different conformations-and thus different binding sites-within the clusters grows. Again, a single amino acid substitution is sufficient to prevent ligand binding. Thus, in our opinion, if ever, clustering should only be employed with a high sequence identity of !95%.
Binding site and flexibility
Since most of the algorithms require the definition of a binding pocket as input, the result is also influenced by this definition. A binding site can be picked with automatized methods [15, 67, 86] . In the last years, big advances have been made in this area. Nevertheless, the analysis of the protein surface is still a challenge and the identification of pockets is not always successful. Beside the difficulties in extracting continuous surface patches, the binding site might be 'hidden': due to the flexibility of the binding site, the binding pocket may not form before ligand binding [15] . Thus, making its identification nearly impossible if a structure with cocrystallized ligand is absent.
The inherent flexibility of the binding pocket is a general problem and a known limitation in structure-based drug discovery. Only a small portion of the protein-ligand complexes are compliant with the old 'key and lock' hypothesis of Emil Fischer. The vast majority of the protein-ligand complexes are likely to be explained by induced fit and conformational selection theory [15] . Thus, the query binding site should be taken from a structure with co-crystallized (drug) ligand. Even better would be the usage of an ensemble of query binding sites (populated and unpopulated conformers) for subsequent comparisons. This helps to partly overcome the aforementioned limitations. Some strategies were developed [87] to select suitable conformations. However, modeling pocket flexibility is still a challenge being only partly addressed by molecular dynamics or multiple present solved structures. Finally scoring functions-to assess the similarity of two binding sites-are problematic, as they are in virtual ligand docking [88] . But not only the binding site may adopt an alternative conformation upon ligand binding. Also the ligand may show tremendously different conformers in different pockets. A principal issue of binding site comparison tools is the sensitivity of most tools to atomic coordinates, being probably the main reason for the discrepancy between the number of available tools and reported candidates for repositioning.
A general drawback of the new targets proposed by binding site comparisons are false positives. To find similar binding sites, a tie has to be broken between accuracy (a single residue substitution can prevent ligand binding) and fuzziness (small differences in the binding sites should be ignored, since the ligand binds anyway). This balancing act between the two contradictionary rationales is hard-if not impossible-to perform. Taking into account ligand information may be an option (e.g. proteinligand fingerprints) [74] here. Ligand docking succeeding the alignment can also be employed to reduce the number of false positives.
Ligand binding modes
If ligands bind to binding sites different in structure and/or physicochemical properties, the other sites will most likely not be identified by the local structural alignment if only one query site is used. Instead, using an ensemble of query structures can, at least partly, help to overcome this problem. Such a ligand-specific set of binding sites could be constructed by collecting all structures of known targets and identify the binding sites of the ligand (either co-crystallized, by binding site detection or by docking). With a growing number of protein structures, the set of pockets for a ligand will become more and more complete.
As known from protein-protein binding sites [89] , different binding partners recognize the same protein in different ways. This is also true for small molecule ligands (e. g. the anticancer drugs epothilone B and taxol binding differently to the same binding site in b-Tubulin) [90] . But there are two sides of the same coin. A promiscuous ligand can show different conformers [75] , thus being able to bind to multiple proteins with completely different binding pockets. On the other hand, similar conformers (e.g. more rigid ligands) can bind to different binding pockets. In this case, different ligand binding sites 'evolved' to bind the same ligand, however, in different ways [91] . This is clearly where the limits of binding site comparisons are touched. For protein-protein interaction sites, it has been shown that interfaces binding the same interaction partner can be very different except from a few key residues [89] . Although having quite different binding sites, examples like subtilisin and trypsin show that no obvious similarity in sequence or structure is needed to bind the same inhibitors in a similar way [70] . If e.g. only two key pharmacophoric features are needed for ligand binding, it is hard to detect a similar binding site in another protein. Such an alternative target is very unlikely to be found with binding site comparison. Instead, one of other approaches, briefly introduced in the next section, can be employed to reveal such interactions.
Other computational approaches
Systems biology Clearly, systems biology has an impact on drug development and discovery right from the beginning. This is in particular true for drug repositioning [14, 92] . Hopkins [29] believes the integrated system-wide view of drug interactions in combination with phenotype data-'network pharmacology'-to become the new paradigm in drug discovery. One of his concluding statements in his 2008 review is:
'Network pharmacology re-introduces the old idea that understanding the biological and kinetic profile of the drug is more important than individual validation of targets or combinations of targets'.
What the pharmaceutical industry currently is fighting with, is the integration and subsequent visualization of the available data, e.g. from various omics approaches, text mining, various experiments and clinical trials, to facilitate decision making and catalyze the drug development process [93] . In particular, network-based approaches are likely to make key contributions to drug repurposing [94] and were already shown to be successful [95] . Power Graphs offer a possibility to generate edge-reduced representations of networks, which dramatically facilitate visual inspection [96] .
Among others, drug-target networks (possibly including information on diseases and phenotypes) can be used in the development of 'dirty drugs' and for drug repositioning or off-target identification [97] .
The aforementioned approaches are only applicable to well-characterized molecules (presence of, e.g. structural or side effect data). Gene expression profile-based methods can be employed if these data are absent. The expression profiles derived from microarray experiments are then used to generate signatures of the drug action [14] . For example, Iorio et al. [98] provide such an approach (available as webserver), which combines transcriptional profiles of drug responses across multiple cell lines and dosages. Using similarity in the gene expression profiles, they can find previously unknown drug applications. They compared the consensus profile of a known autophagy (degradation of cell components; similar to phagocytosis) enhancer to the profiles of other drugs. Thus, they found and experimentally validated that the experimental drug fasudil promotes cellular autophagy. With that effect, this drug can be applied in disorders due to protein misfolding (e.g. neurodegenerative disorders like Alzheimer's disease) [98] .
Text mining and other approaches
The biomedical literature is a valuable source of biological activity data. Text mining, together with ontologies can be used to identify targets [99] , to extract drug-disease [100] , drug-target relationships [13] and activity information of drugs. In particular, text mining is an alternative if comprehensive data of targets (e.g. structures of membrane proteins) are absent. The generation of ontological profiles for drugs and targets and their matching gives the opportunity to predict new drug-target relations [13] .
There is indication that drugs with a similar therapeutic effect share similar or identical off-targets. This observation could be exploited to identify novel drug targets for already known drugs.
Yamanishi et al. [101] recently showed that drug-target relationships correlate stronger with pharmacological effect similarity than with chemical structure similarity. This strongly underlines the applicability of approaches based on side effect (or other pharmacological effect) profiles. In their study, they used pharmacological effect similarity of drugs (together with chemical structure similarity and genomic sequences) to predict new protein targets.
Apparently, Campillos et al. [102] were the first who used phenotypic side effect data to predict new drug targets 2 years ago. They applied their approach to 1018 drugs related by their side effects. Thus, they predicted 261 unexpected drug pairs similar in their side effect profile. Of these, 20 were tested experimentally, validating 13 unknown drug-target relationships (11 of these with K i 10 mM). They used the Unified Medical Language Sytem (UMLS) ontology to classify the side effects and the relations between the terms in the ontology to reveal relations between drugs annotated with closely related terms [102] . Since this year, there is a database (SIDER) of side effects for 888 drugs available [12] . Similarly, therapeutic uses of approved drugs can be employed to find alternative drug applications. Chiang et al. [103] hypothesize that, if two drugs share similar therapies, one of the drugs is likely to be also applicable to the indications of the other drug. To validate their suggested drug repositionings, they checked clinical trial data for their candidates. Indeed, they found that one of their suggestions is 12Â more likely to appear in the clinical trial data than arbitrary disease-drug relations. Also, statistical tools are successfully employed to detect meaningful adverse drug effects in electronic medical records [104] .
Yang et al. [105] used a Chemical Protein Interactome (CPI), which they construct of a limited number of 10 drugs and 46 targets, to predict novel targets for these drugs. The CPI is constructed by docking all 10 drugs and further 34 decoy drugs to the protein binding sites, using a corrected docking score. They found that drugs with the same therapeutic area show similar CPI profiles. An inverse docking approach is also used by Bernard et al. [106] , they found phosphodiesterase 4 to be a new target for the drug tofisopam used in central nervous system disorders. Inhibitors of this enzyme are under development for the treatment of respiratory diseases including asthma [107] . Virtual screening or reverse docking has been extensively employed in drug discovery but has rarely led to key contributions [108] . Again, protein flexibility is a major issue.
Using chemical similarity among ligands, Keiser et al. [30] identified thousands and validate experimentally 23 new drug-target pairs in 1400 proteins. An approach consisting of a pharmacophore representation of 7302 PDB binding sites with co-crystallized ligands is proposed by Liu et al. [109] . They provide a web sever, which performs the alignment of a submitted ligand structure to all pocket models in the database. The performance in their test case of tamoxifen has room for improvements since 10 of the 14 confirmed targets are among the top 300 hits.
Schneider et al. [110] study the application of Self Organizing Maps (SOMs)-artificial neural networks-for the classification of ligand binding sites in proteins [111] . In one application, sets of ligands (each ligand is represented by its pharmacophoric features) binding to a target, were used to train a SOM for this target. This results in a finger print (feature vector) for each target. Similar fingerprints refer to similar targets. This approach can be easily used to identify alternative drug targets.
This section provided a brief introduction to computational methods other than binding site comparison.
It is an open question, which of these methods will be the main contributors to future drug repurposings. In our opinion, approaches on a systems level will be among them. Text mining has a great potential to become a key player in drug repositioning due to the ever growing amount of available literature [13] . Campillos et al. [102] impressively demonstrated how side effect profiles of drugs can be used to predict new drug targets. To retrieve such information, text mining will be the technique of choice since such information is rather contained in text documents than stored in databases. Docking approaches still suffer from insufficient scoring functions and thus hardly provide success stories [108] . Although chemical similarity of drugs does not in general lead to the binding of the same target [32] , Keiser et al. [30] identified 23 new drug-target pairs using this approach. It remains to be shown what the contribution of pharmacophore mapping approaches and machine learning approaches like artificial neural networks will be.
CONCLUSION
Although the generalization of the observation that similar binding sites bind the same ligands is often true, the converse does not hold: a ligand can bind to very different binding sites. Thus, binding site comparison can only cover a part of possible drug repositionings, but with a high reliability: If the binding site is similar, the binding of the same ligands is quite likely as the presented studies show.
Current algorithms have shown to be applicable to identify such similar binding sites. Specifically with improvements in the detection of target sites, which deviate from the query in conformation, alternative drug targets can be quickly identified. This will help the big pharmaceutical companies to reduce their drug development costs and at the same time help patients with reduced drug side effects. Furthermore, drug repositioning in a systematic fashion has the potential to lead to a number of new medications, also for rare diseases. On the other hand, there are still challenges and the current approaches have still much room for improvement (e.g. solve the problem of modeling protein flexibility in reasonable computation time).
As mentioned before, binding site comparison cannot discover all alternative drug targets. A step in that direction is clearly the combination with the other approaches briefly introduced in this review. Such a combined strategy can also provide accumulated evidence if a drug-target interaction is predicted by various approaches, improving the quality of the prediction.
Clearly, the prediction of new targets only gives a guess, which has to be substantiated by further experimental analysis like affinity studies or structure elucidation. The assessment of the biological significance and falsifiability of the prediction is exactly what forms the bottleneck. Thousands of interactions are predicted while experimental validation is far behind. Going further in that direction poses the danger of being ignored by the practitioners, by burying them with result data. Nevertheless, if wisely employed, these methods form a shortcut in the drug discovery pipelines and give the opportunity to perform purposeful experiments.
It is surprising, that such binding site-centric studies are so rarely applied (in comparison to virtual screening/docking approaches), unless the presented studies draw a clear picture of success and these approaches offer a great potential to shape the future of drug design.
Key Points
Finding new uses for already know drugs has often led to new treatment options. Similar binding sites bind the same ligands and exist among different proteins. The development of tools to align such sites in silico allowed the identification of drug targets, which were unknown so far. This approach is complemented by many other computational methods. Together, they facilitate a systematic identification of unknown drug targets and make suggestions for drug repositioning.
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