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Resumo
Neste trabalho utilizamos a representac~ao de estados coerentes do oscilador harmô-
nico para estudar o operador de evoluc~ao temporal de sistemas n~ao integraveis. O
estudo consiste no desenvolvimento de uma aproximac~ao semiclassica deste objeto
atraves do metodo de fase estacionaria, segundo o qual ele acaba sendo escrito como
uma expans~ao em torno de trajetorias classicas complexas que conectam o ponto
inicial no espaco de fase (p0; q0) ao nal (p00; q00), num tempo T , regidas por uma
func~ao hamiltoniana que e a media em estados coerentes do operador hamiltoniano
do problema em quest~ao. As grandezas p0, q0, p00 e q00 s~ao as medias quânticas da
posic~ao e do momento para os estados coerentes iniciais e nais, respectivamente. E
justamente neste contexto que aparecem as trajetorias complexas. E muito difcil
encontrar uma trajetoria governada por uma hamiltoniana predeterminada que
satisfaca a todos os vnculos p0, q0, p00, q00 e T . Este problema e resolvido quan-
do percebemos que a aproximac~ao utilizada permite que busquemos tais soluc~oes
classicas num espaco de fase complexo. Quanto mais imaginaria for a trajetoria,
menor a sua contribuic~ao para o valor do propagador e vice-versa. Fizemos uma
aplicac~ao desta teoria para um potencial bidimensional e n~ao integravel (potencial
Nelson) nas proximidades de uma trajetoria real e instavel, e comparamos os resul-
tados do propagador semiclassico com o quântico exato e com os obtidos por meio
de uma expans~ao em torno de uma orbita real.
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Abstract
In this work we use the harmonic oscillator coherent state representation to study
the time evolution operator of non-integrable systems. This work consists in de-
veloping a semiclassical approximation to this object through the stationary phase
method. Then the propagator is written as an expansion about complex classi-
cal trajectories that connect the initial phase space point (p0; q0) to the nal point
(p00; q00), during a time T , governed by a hamiltonian function that is the aver-
age, in coherent states, of the hamiltonian operator. The quantities p0; q0; p00; q00
are the quantum average of the position and momentum for the initial and nal
coherent states, respectively. In this context the complex trajectories appear. It
is very diÆcult to nd a trajectory governed by a given hamiltonian that satises
all constraints p0; q0; p00; q00 and T . This problem is solved when we realize that the
approximation allows the search for these trajectories in a complex phase space.
The more imaginary is the trajectory, the less it contributes to the propagator,
and vice-versa. We make an application of this theory to a bidimensional and non-
integrable potential (Nelson Potential) in the vicinity of a real unstable trajectory
and compare the results with the exact quantum propagator and with the results
obtained by expanding about a real orbit.
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Do ponto de vista da dinâmica classica de sistemas hamiltonianos, podemos
classica-los como caoticos ou, opondo-se a estes, integraveis. Quando dizemos
que existe caos em um sistema hamiltoniano com movimento limitado, temos uma
maneira bastante clara para caracteriza-lo: basta dizer que numa dinâmica caotica,
condic~oes iniciais muito proximas separam-se exponencialmente com o decorrer do
tempo. Desta forma, podemos dizer que na presenca de caos a previsibilidade e
nula para tempos longos. Quanto aos sistemas integraveis, e possvel fazer pre-
vis~oes acerca do futuro, pois trajetorias vizinhas separam-se mais lentamente com
a evoluc~ao temporal. Podem existir ainda sistemas onde aparecam as duas carac-
tersticas: tanto o caos quanto regi~oes de regularidade. Neste ultimo caso, e comum
referirmo-nos a eles como sistemas n~ao integraveis. De fato, a teoria de caos classico
ja se encontra numa fase bastante adiantada de estudo, como podemos observar
nas referências basicas da area, [1], [2], [3] e [4], por exemplo.
Diante desta situac~ao, o que mais nos interessa no presente trabalho esta rela-
cionado com o papel que se atribui ao Princpio da Correspondência [5]. Segundo
este princpio, existe uma regi~ao de transic~ao entre a Mecânica Quântica, que
se aplica a sistemas de baixas energias, e a Mecânica Classica, altas energias,
onde estas duas teorias ainda devem ser validas (simultaneamente). Seguindo este
raciocnio, podemos armar que deve haver alguma evidência de caos num trata-
mento quântico dos sistemas cujo analogo classico e caotico, pelo menos para a re-
gi~ao de transic~ao acima citada. Basicamente, podemos atingir este limite por duas
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maneiras n~ao necessariamente distintas: quando se estende a Mecânica Quântica
ao limite de altas energias, ou atraves de metodos semiclassicos; quando se utiliza
informac~ao classica para o calculo de quantidades quânticas, como nveis de energia
e func~oes de onda.
Contudo, numa descric~ao quântica, n~ao encontramos a evidência de caos citada
no primeiro paragrafo. Uma maneira de enxergar isto e notar que o conceito de
trajetoria n~ao pode ser aplicado diretamente a Mecânica Quântica; a evoluc~ao de
um estado (quântico) n~ao pode ser determinada por uma trajetoria no espaco de
fase, mas pela evoluc~ao de sua func~ao de onda. Podemos ate pensar em medir a
sensibilidade as condic~oes iniciais, sem fazer referência aquela regi~ao de transic~ao,
monitorando a distância entre os coecientes de dois estados inicialmente proximos,
escritos numa mesma base. Mas o resultado, como mostra a referência [6], sera que
a distância entre dois estados quânticos vizinhos permanecera sempre a mesma,
discordando do Princpio da Correspondência. Nesse sentido, devemos considerar
outros enfoques do problema. Um desses novos enfoques e a analise estatstica de
grandezas quânticas, como os nveis de energia e a sua comparac~ao com a teoria
de matrizes aleatorias. Nesta dissertac~ao n~ao abordaremos esses aspectos, mas nos
concentraremos no enfoque semiclassico.
Dentro da diretriz de estudar os aspectos semiclassicos de sistemas (classica-
mente) caoticos, e de grande interesse o conhecimento de suas func~oes de onda e
seus nveis de energia, pois eles fornecem praticamente toda a informac~ao quântica
do sistema. Estes objetos est~ao diretamente relacionados com a Func~ao de Green









onde  n e En s~ao respectivamente as auto func~oes e auto energias do hamiltoniano
do sistema. Como podemos ver, dos resduos desta func~ao, podemos extrair as
func~oes de onda; e dos seus polos, os nveis de energia [6]. Ja que esta func~ao e
t~ao completa com relac~ao as informac~oes quânticas, neste trabalho dedicamo-nos
a determinac~ao de sua forma semiclassica. A proposito, existem metodos semi-
classicos que d~ao conta da obtenc~ao direta de func~oes de onda e nveis de energia
sem apelar para a Func~ao de Green, como por exemplo o metodo WKB (Wentzel,
Kramers e Brillouin, [5]) e o metodo dos ndices de Maslov [7] e[8] . No entan-
to, tais formalismos apresentam simplicidade de calculo apenas para um grau de
8
liberdade, o que naturalmente n~ao nos interessa, ja que n~ao existe caos para esta
dimens~ao. Um caminho alternativo para obter G(q00; q0; E) semiclassica e atraves de
sua transformada de Fourier, o propagador K(q00; q0; t); primeiro encontramos uma
forma semiclassica para o propagador, atraves da formulac~ao de Feynman de inte-
grais de trajetoria [9], e depois fazemos a transformada de Fourier inversa, obtendo
nalmente a Func~ao de Green semiclassica e consequentemente as func~oes de onda
e nveis de energia do problema em discuss~ao.
b) Propagador em Estados Coerentes
E exatamente neste contexto que se encaixa o tema deste trabalho de Mestrado: o
propagador semiclassico na representac~ao de estados coerentes, escrito em func~ao de
trajetorias classicas. Apresentaremos o desenvolvimento de uma aproximac~ao semi-





onde Ĥ e o operador hamiltoniano do sistema, e posteriormente a aplicaremos ao
potencial Nelson [10], que e um sistema bidimensional, cujo analogo classico e n~ao
integravel.
A utilizac~ao dos estados coerentes jzi, que s~ao gerados pelo oscilador harmônico,
deve-se ao fato deles apresentarem caractersticas muito interessantes para o nos-
so trabalho, como podemos ver ainda nesta dissertac~ao, ou mais detalhadamente
nos livros basicos de Mecânica Quântica ([11] e [12], por exemplo). Um aspecto
importante e que esta representac~ao tem ligac~ao direta e simultânea com as duas
coordenadas do espaco de fase, sendo portanto natural a comparac~ao entre resul-
tados quânticos e seus analogos classicos. Os estados coerentes ainda possuem a
menor incerteza possvel na determinac~ao simultânea da posic~ao e momento, se-
gundo o Princpio da Incerteza de Heinsenberg [5]. De certa forma, podemos dizer
que estes estados s~ao \pontos quânticos" no espaco de fase, sendo os que mais se
aproximam da Mecânica Classica.
c) Trajetorias Complexas
O ponto central deste trabalho reside no fato da aproximac~ao semiclassica do propa-
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gador resultar numa forma onde aparecem quantidades caractersticas de trajetorias
classicas regidas por uma func~ao hamiltoniana ( ~H), dada pelo operador hamilto-
niano suavizado em estados coerentes, ou formalmente, ~H = hzj Ĥ jzi. Entretanto,
estas trajetorias devem satisfazer as condic~oes de contorno impostas pelos estados
coerentes iniciais z0(q0; p0), e nais z00(q00; p00), o que faz com que seja muito difcil
que existam tais trajetorias. Para entender melhor esta armac~ao, note que procu-
ramos uma trajetoria a qual impomos o seu perodo, os pontos iniciais e nais no
espaco de fase, e a dinâmica que a governa, ~H. Mas este problema e contornado
porque durante a realizac~ao da aproximac~ao, nota-se que e permitido estender o
espaco de fase para uma dimens~ao complexa, ou seja, posic~ao e momento passam a
ter partes reais e imaginarias. Fazendo isto, duplicamos o numero de graus de liber-
dade do sistema classico, de forma que seja sempre possvel encontrar as trajetorias
classicas complexas. Tendo em vista o limite semiclassico, podemos adiantar que,
quando o propagador depender de trajetorias que sejam totalmente reais, o valor
do seu modulo e mais alto, e, na medida em que as condic~oes de contorno v~ao
exigindo trajetorias imaginarias, o valor cai, ja que n~ao existe mais um caminho
real.
Este formalismo e de grande interesse especialmente quando o calculo do propa-
gador estiver numa regi~ao onde exista mais de uma trajetoria real, ou nenhuma.
No primeiro caso, a importância se justica porque, sem utilizar as trajetorias
complexas, e ate possvel escrever o propagador como uma expans~ao em torno das
trajetorias reais, mas como s~ao mais de uma, havera interferência, e n~ao e muito
claro como levar isto em conta para trajetorias reais. Com o uso das trajetorias
complexas, este problema n~ao existe, ja que a diferenca de fase acumulada entre
as duas trajetorias e responsavel por resolver esta quest~ao. No caso de n~ao existir
trajetoria real, como por exemplo em problemas de tunelamento [13], a trajetoria
complexa e a unica responsavel pelo calculo do propagador, sendo portanto de fun-
damental importância. Durante o Mestrado exploramos somente as regi~oes onde
apenas uma trajetoria contribui para o propagador, mas no Doutorado pretende-
mos estender este estudo as regi~oes onde mais de uma contribui, para o mesmo
potencial.
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Agora que temos uma breve ideia do que trata este trabalho, apresentamos co-
mo esta organizada esta dissertac~ao. No primeiro captulo, faremos uma pequena
introduc~ao da teoria dos estados coerentes em duas dimens~oes, e em seguida, desen-
volveremos a aproximac~ao semiclassica do propagador, onde tambem e discutida
a inclus~ao das trajetorias complexas. No captulo dois, apresentaremos o Metodo
Numerico da Matriz de Monodromia, que e capaz de encontrar as trajetorias com-
plexas, atraves de seguidas correc~oes numa trajetoria tentativa. No captulo três,
apresentaremos o potencial Nelson, onde aplicaremos a teoria apresentada nos dois
primeiros captulos. Estudaremos tambem neste captulo uma trajetoria que pos-
sui soluc~ao analtica, com o objetivo de averiguar a validade do calculo numerico.
No quarto e ultimo captulo estudaremos o propagador na vizinhanca da trajetoria
apresentada no captulo três, e compararemos os nossos resultados com calculos
exatos quânticos e com os realizados por meio de uma outra aproximac~ao. A partir




Propagador na Representac~ao de
Estados Coerentes
A ideia deste primeiro captulo e de desenvolver uma forma semiclassica para o
propagador na representac~ao de estados coerentes, que esteja escrita em termos de
trajetorias classicas complexas. Porem, antes de iniciarmos de fato esta aproxi-
mac~ao, achamos conveniente introduzir, numa primeira sec~ao, as ideias gerais da
representac~ao utilizada.
1.1 Estados Coerentes em Duas Dimens~oes
Os estados coerentes que utilizamos nesta sec~ao s~ao os usuais do tratamento quântico
do oscilador harmônico simples. Apresentaremos inicialmente uma breve revis~ao
deste sistema em duas dimens~oes, enfatizando que os auto estados da base que
diagonaliza seu hamiltoniano n~ao satisfaz o Princpio da Correspondência [5]. Ve-
ricado isto, introduziremos os estados coerentes, que s~ao justamente construdos
de forma que n~ao apresentem este tipo de problema. Em seguida, tracaremos
algumas de suas caractersticas gerais, como a sua expans~ao na base de auto es-
tados do hamiltoniano do oscilador harmônico e as relac~oes de completeza e de
n~ao ortogonalidade. Tudo que descreveremos nesta sec~ao pode ser encontrado em
livros basicos de Mecânica Quântica, como por exemplo na referência [11]. A unica
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diferenca e que aqui desenvolveremos a teoria para duas dimens~oes.
Oscilador Harmônico Simples Bidimensional
O hamiltoniano do oscilador harmônico simples em duas dimens~oes e bem conheci-











































h=m!r e cr =
p
mh!r, para r = x ou y, sendo m a massa da partcula,
!r a frequência de oscilac~ao na direc~ao r e h a constante de Planck dividida por 2.
A diagonalizac~ao deste hamiltoniano nos leva a uma base fjnxi
jnyi = jnx;nyig
que e obviamente a mesma que diagonaliza os operadores de numero N̂x  âyxâx
e N̂y  âyyây. Sendo o nosso espaco da forma " = "x 
 "y, qualquer operador do
sub-espaco "x comuta com outro qualquer do "y. Assim, as equac~oes de autovalores
s~ao escritas como:
N̂y jnx;nyi = ny jnx;nyi e N̂x jnx;nyi = nx jnx;nyi ;
onde pode-se demonstrar que nx; ny = 0; 1; 2; : : : .
Sabendo que os operadores de momento e posic~ao s~ao canonicamente conjuga-
dos, podemos concluir, pelas equac~oes (1.1), que s~ao validas as relac~oes: [âr; â
y
r0] =
Ær r0 e [âr; âr0] = 0. Atraves da manipulac~ao destas, torna-se possvel saber como




y) atuam sobre os estados da base:
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âx jnx;nyi = pnx jnx   1;nyi âyx jnx;nyi =
p
nx + 1 jnx + 1;nyi
ây jnx;nyi = pny jnx;ny   1i âyy jnx;nyi =
q
ny + 1 jnx;ny + 1i
(1.2)
De acordo com estas relac~oes, podemos notar que as matrizes de âyr e âr pos-
suem diagonal nula na base usada, implicando que a media destes operadores sobre
qualquer estado estacionario jnx;nyi tambem e nula. Como consequência disto,
podemos concluir que a posic~ao e o momento medios, calculados nestes estados,
tambem valem zero, o que pode ser deduzido diretamente atraves da equac~ao (1.1).
Isto e um problema quando levamos em conta o Princpio da Correspondência,
pois sabemos que a posic~ao e o momento no oscilador harmônico classico oscilam
no tempo e so permanecem nulos quando a energia tambem o e. Na tentativa
de encontrar estados que satisfacam este princpio, obtivemos os estados coerentes
jzi = jzxi 
 jzyi, que nada mais s~ao do que estados gaussianos que podem ser
escritos como uma superposic~ao linear dos estados jnx;nyi. Em sntese, procuramos
os estados tais que, para o oscilador harmônico, os valores hzj X̂ jzi, hzj Ŷ jzi,
hzj P̂x jzi, hzj P̂y jzi e hzj Ĥ jzi sejam equivalentes aos respectivos valores classicos,
pelo menos no limite quase classico.
Estados Coerentes ou Quase Classicos
A ideia basica deste item e comparar as equac~oes de movimento classicas com as
medias quânticas de posic~ao e momento sobre um estado jzi, estabelecendo relac~oes
que o caracterize como quase classico.
Para o oscilador harmônico quântico podemos escrever os operadores de posic~ao


























onde (r; R̂; P̂r) = (x; X̂; P̂x) ou (y; Ŷ ; P̂y).
Quanto ao oscilador harmônico classico, podemos escrever convenientemente as































Uma simples comparac~ao entre as equac~oes (1.3) e (1.4) nos leva a conclus~ao de
que, se quisermos impor a equivalência entre valores classicos e quânticos, devemos
exigir a condic~ao hârijzi (0) = zr(0). O que permite deduzirmos que o operador
âr aplicado sobre o estado coerente jzi nos fornece, como autovalor, a quantidade
classica zr, ou seja:










Caracterizando o estado coerente deste modo, temos as relac~oes entre quanti-








































Indicando que, alem de satisfazerem o Princpio da Correspondência, possuem,
segundo o Princpio da Incerteza [5], a menor incerteza possvel na determinac~ao
das suas coordenadas no espaco de fases. Inclusive, note que para altas energias






Expans~ao dos Estados Coerentes na Base fjnx;nyig
Quando escrevemos os estados coerentes na base dos auto estados do operador
hamiltoniano do oscilador harmônico simples fjnx;nyig, facilitamos a manipulac~ao
que permite a obtenc~ao das relac~oes de completeza e n~ao ortogonalidade, que ser~ao
uteis no decorrer desta dissertac~ao. Portanto, gostaramos de encontrar os coe-







A deduc~ao destes coecientes e facilmente obtida ao aplicarmos nos dois lados
da equac~ao anterior o objeto h0j (âx)nx (ây)ny . Partindo deste ponto, com o uso das
























Relac~ao de Completeza e n~ao Ortogonalidade



























E a relac~ao de completeza pode ser escrita como:
Z
: : :







jzi hzj = 1 ;
(1.10)
que pode ser facilmente comprovada, quando se substitui o estado coerente pela
sua expans~ao na base jnx;nyi.
Outros Aspectos dos Estados Coerentes
Alem dos aspectos destacados ate agora, os estados coerentes ainda possuem
outras caractersticas importantes. Uma delas e que a sua representac~ao no es-
paco de coordenadas ou momento e uma func~ao de onda com formato gaussiano
de largura media igual a br ou cr, respectivamente. Sendo que, para o oscilador
harmônico simples, este pacote n~ao se deforma durante a sua evoluc~ao temporal,
ou seja, ele mantem a coerência, justicando assim o seu nome.
E interessante notar que a discuss~ao realizada no paragrafo anterior, acrescen-
tada ao fato que br  cr = h, implica que a representac~ao dos estados coerentes no
espaco de fase e um pacote gaussiano de mnima largura, segundo o Princpio da
Incerteza. Assim, podemos considerar que estes estados s~ao equivalentes a pon-
tos quânticos no espaco de fase. E quando h tende a zero, as suas incertezas (ou
larguras) tambem, de modo que temos a representac~ao de um estado classico no
espaco de fase: um ponto.
Apesar desta introduc~ao aos estados coerentes relaciona-los exclusivamente com
o oscilador harmônico simples, esclarecemos que tais estados podem ser aplicados
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diretamente a outros sitemas fsicos, tendo a mesma denic~ao (1.5), sendo agora
br e cr incertezas arbitrarias na posic~ao e momento respectivamente, satisfazendo
br  cr = h. Nestes casos, a concordância com o Princpio da Correspondência e a
n~ao deformidade do pacote durante a evoluc~ao temporal n~ao e necessariamente sa-
tisfeita, mas continuam sendo os estados gaussianos de mnima incerteza no espaco
de fase, mantendo as relac~oes de completeza e de n~ao ortogonalidade. E devido
a esta arbitrariedade na denic~ao dos estados coerentes, mais o fato de podermos
interpreta-los como sendo os estados mais classicos possveis, que os utilizamos
neste trabalho.
1.2 Propagador Semiclassico na Representac~ao
de Estados Coerentes em Duas Dimens~oes
Uma vers~ao unidimensional do formalismo apresentado nesta sec~ao ja foi desen-
volvida [14], sendo que sua aplicac~ao para alguns sistemas fsicos [15], [16] e [13],
gerou bons resultados. Para duas dimens~oes, podemos encontra-lo na referência
[17], sendo este trabalho a sua primeira aplicac~ao.









e iĤT=h z(0)E : (1.11)
A interpretac~ao fsica para este objeto ca bastante trivial ao identicarmos































Para iniciarmos a aproximac~ao, aplicamos o conceito de integrais de trajetoria
[9], por meio do qual o propagador (1.11) pode ser escrito como um produto de
propagadores innitesimais. Ao proceder desta maneira, o primeiro passo e dis-
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e iĤ=h z(k)E : : : Dz(1) e iĤ=h z(0)E : (1.12)
Para continuar a resoluc~ao desta integral, devemos identicar o propagador
innitesimal, destacado em negrito na equac~ao (1.12). Ent~ao, fazendo uso do limite


















































zr (k+1)2 + zr (k)2

+ zr (k+1)  zr (k)
 )
: (1.15)


























y (0); : : : ; z

y (N); zx (0); : : : ;












zr (k+1)  zr (k+1) + zr (k)  zr (k)

+








1.2.1 Aproximac~ao de Fase Estacionaria
Para resolver a integral (1.16), utilizaremos a aproximac~ao de fase estacionaria
[18]. A ideia basica deste metodo consiste na identicac~ao dos pontos que mais
contribuem para o calculo da integral. No limite quase classico, quando h ! 0,
o integrando da equac~ao (1.16) oscila muito para qualquer pequena variac~ao nos
elementos de S(w), devido ao argumento da exponencial complexa car muito
grande. Como qualquer integral tende a zero nas regi~oes onde o integrando oscile
muito rapidamente, teremos valores signicativos para a integral apenas nas regi~oes
onde n~ao haja variac~ao da fase S(w) pelo menos em primeira ordem; em outras
palavras, quando S(w) for uma fase estacionaria.
Supomos ent~ao a existência da soluc~ao S( w), que e constituda pelos pontos
que satisfazem a condic~ao de fase estacionaria, e expandimos S(w) em torno dela.
Note que w s~ao os pontos estacionarios para os intervalos de tempo indo de 0 a T ,
portanto S( w) e tambem chamada de trajetoria estacionaria. Expandindo S(w)
em torno de S( w), temos:
S(w) = S( w) + ÆS +
1
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= 0 : (1.19)
Vale lembrar que na equac~ao acima, os elementos para j = 0 e j = N n~ao
aparecem porque zr (0); z

r (0); zr (N); z

r (N) s~ao constantes para a integrac~ao. Para
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resolver a equac~ao (1.19), basta igualar todos os coecientes de Æzr (j) e Æzr (j) a
zero. Apos este procedimento, a forma nal ca:






= 0; k = 1; : : : ; N   1





= 0; k = 0; : : : ; N   2
(1.20)
onde lembramos que r = x ou y e que estas express~oes denem a trajetoria esta-
cionaria zr (j) = zr (j) e z

r (j) = z

r (j). Estendendo estas equac~oes para o limite
contnuo, obtemos:










Portanto, dizer que a trajetoria estacionaria possue variac~ao em primeira ordem
nula e equivalente a dizer que w satisfaz as equac~oes (1.21). Temos ent~ao como
determinar, inclusive no limite contnuo, os pontos de maior contribuic~ao para
o calculo da integral (1.16), restando somente encontrar as correc~oes em segunda
ordem para realiza-lo. Porem, antes de iniciar esta etapa, e necessario fazer algumas
observac~oes a respeito das equac~oes (1.20) e (1.21).
1.2.2 Espaco de Fase Estendido
Escrevendo as equac~oes (1.21) em termos dos valores medios pr e r, notamos que
a soluc~ao estacionaria e descrita pela equac~ao da trajetoria classica para estas
variaveis, sendo regida pela hamiltoniana suavizada ~H. Ou seja, as equac~oes (1.21)
s~ao equivalentes as equac~oes de Hamilton governadas por ~H, para as coordenadas
do centro do estado coerente. Entretanto ao tentarmos resolver esta equac~ao, en-
contraremos o seguinte problema: xando os pontos iniciais e nais, zr(0) = zr (0) e
zr (T ) = z

r (N), estaramos restringindo muito as soluc~oes destas equac~oes. Seriam
muitos os parâmetros dados! Veja que e muito difcil determinar uma trajetoria
quando fornecemos todas as variaveis: os pontos iniciais e nais, o tempo de propa-
gac~ao e a func~ao hamiltoniana que rege sua dinâmica.
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Figura 1.1: Espaco de fase arbitrario. Representamos a unica trajetoria classica
determinada pela evoluc~ao temporal do estado (r(0); pr (0); t = 0), enfatizando a
inexistência de uma orbita que o conectasse a pontos fora da trajetoria classica,
como por exemplo (r?; pr ?; t =?).
Para ilustrar esta ideia veja a gura 1.1, onde temos representado um espaco
de fase arbitrario. Note que dado um estado inicial (r(0); pr (0); t = 0) sob ac~ao da
halmitoniana denida pelo sistema fsico, existe uma unica trajetoria que descreve
sua evoluc~ao temporal: (r(k); pr (k); t = k), para k = 1; 2; : : : ; N . Se, por exem-
plo, estivermos procurando uma trajetoria que conecte este ponto inicial a outro
fora de (r(k); pr (k); t = k), como por exemplo (r(0); pr (0); t = 0)! (r?; pr ?; t =?),
certamente n~ao a encontraremos, limitando muito a nossa aproximac~ao do propa-








onde as medias r(0); pr (0)
e r(N); pr (N) fossem conectadas por uma trajetoria classica de perodo T .
Este problema pode ser resolvido ao notar que zr (0) e zr (N) n~ao aparecem
em (1.20), sendo portanto desvinculados da equac~ao da trajetoria, a n~ao ser pela
relac~ao com seus respectivos complexos conjugados. Ent~ao, se quebrarmos este
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vnculo entre zr e z

r , fazendo zr(0) = zr (0) e z

r (T ) = z

r (N), mas z

r (0) 6= zr (0) e
zr(T ) 6= zr (N), conseguimos uma liberdade maior nas condic~oes de contorno, facil-
itando a obtenc~ao da trajetoria. Isto pode ser entendido como se se tratasse da
procura de duas trajetorias: a que comeca em zr (0), mas que n~ao chega em zr (N), e
a outra, n~ao totalmente independente desta, que n~ao comeca em zr (0), mas termina
em zr (N).
O procedimento descrito no paragrafo anterior e equivalente a introduzirmos
um espaco de fase complexo (ou estendido). Veja que, simplicadamente, zr =
r0 + ip0r 6= zr = r0   ip0r, quando r0 e p0r s~ao numeros complexos. Como con-
sequência disto, z e z agem como se um n~ao fosse o complexo conjugado do outro.
Matematicamente, o que ocorre e que o caminho onde a fase da equac~ao (1.16) ca
estacionaria n~ao esta no espaco de fase real, havendo necessidade de considerar a
dimens~ao complexa para encontra-la. Isto e o que explica o fato do nosso trabalho
basear-se em trajetorias complexas.
Para n~ao haver confus~ao neste espaco de fase complexo, introduziremos uma
nova notac~ao que substitua zr e z

r , pois como vimos, devem ser tratados de forma
independente:




























Neste novo espaco de fase as condic~oes de contorno n~ao restringem totalmente
as soluc~oes de (1.23), e podem ser representadas por:



























onde lembramos que r(0); pr (0) e r(N); pr (N) s~ao as medias do estado coerente inicial
e nal respectivamente, e portanto s~ao parâmetros reais.
Antes de prosseguir, devemos realizar a mudanca de notac~ao para as variaveis
de integrac~ao. Para isto, devemos calcular o jacobiano da transformac~ao, que pode
ser facilmente vericado como sendo  1=4. Desta forma, temos:
d4zj = [d(Re zx) d(Im zx) d(Re zy) d(Im zy)]j !
"






Dando continuidade aos nossos calculos, substituiremos a equac~ao (1.18) na (1.16),
ja que toda a contribuic~ao para a integral esta proximo de S( w). A forma do
propagador apos esta substituic~ao ca:







sendo que aqui ja foi feita a mudanca de variaveis dada pelas relac~oes (1.22) e


















Para resolvermos a integral acima, devemos analisar a variac~ao em segunda or-
dem Æ2S, em relac~ao a trajetoria estacionaria. A partir da equac~ao (1.19), podemos






















































Com a ajuda da relac~ao (1.28), podemos notar que a equac~ao (1.27) tem a forma
























BN 1 I 0 0 0 : : :
I AN 1 CN 3=2 0 0 : : :
0 CT
N 3=2
BN 2 I 0 : : :
0 0 I AN 2 CN 5=2 : : :
0 0 0 CT
N 5=2

























@ Ck+1=2xx Ck+1=2x y








A ideia ent~ao e obter uma transformac~ao unitaria U ) UUy = 1, de modo
que a matriz transformada Q0 = UyQU seja diagonal. Com isso chegaramos a
uma integral de variaveis separaveis, onde cada uma delas teria formato gaussiano,
cujo modo de resolver e bastante conhecido. Quanto as variaveis de integrac~ao,
lembramos que elas n~ao s~ao alteradas, pois a transformac~ao, como ja comentamos,
e unitaria.





2(1x21+:::+Mx2M) dx1 : : : dxM =
vuut (2)M
j1 : : : M j e
  i
2
(~1+:::+~M ) ; (1.31)
onde ~j e a fase de j, sendo j = 1; 2; : : : ; N .
Tendo em vista este resultado, podemos retornar a equac~ao (1.27). A menos do
termo  42 advindo do jacobiano, esta integral, depois de feita a transformac~ao
unitaria, ca idêntica a equac~ao (1.31) para M = 4(N   1). Podemos inclusive
identicar os coecientes j como sendo os autovalores de Q
0, sendo o produto deles,
portanto, o determinante desta matriz, que por sua vez e igual ao determinante de
Q. Ja o termo (2)M=2 de (1.31), vericamos que ele cancela exatamente o termo
(42)
N 1








onde  e o determinante de Q e  a sua fase.
1.2.4 Calculo do Determinante
Como vemos na ultima equac~ao, o calculo do propagador envolve o conhecimento
do determinante de Q (1.30). Quando comecamos a resolvê-lo pelo lado esquerdo
superior desta matriz, notamos que ele se relaciona recursivamente com outros
cinco determinantes da seguinte maneira:












  BN 1y y 
(N 1)






1 1 = A
N 1
y y 
(N 2)   CN 3=2y x 
(N 2)

















2 2 = A
N 1
xx 
(N 2)   2CN 3=2xx 
(N 2)

















1 2 = A
N 1
y x 
(N 2)   CN 3=2xy 
(N 2)























2 1 = A
N 1
x y 
(N 2)   CN 3=2xy 
(N 2)




































  AN 1y x 
(N 2)











onde 0 e o determinante de Q sem as primeiras e segundas, linhas e colunas,
e i j, sem a primeira, segunda e (i+2)-esima linha, e sem a primeira, segunda
e (j+2)-esima coluna. O ndice localizado no canto superior direito dos determi-
nantes e o indicador de passos de tempo. Por exemplo, para (N   1), a matriz Q
esta completa, ou seja, formada por todos os elementos para o tempo indo de 0 a
T , conforme esta representada em (1.30). Para (N   2), Q tem o ultimo passo de
tempo a menos, ou seja, n~ao tem as quatro primeiras linhas e colunas. E assim por
diante. Para maiores detalhes, e interessante a consulta a referência [17].
Neste ponto e interessante introduzir uma outra notac~ao que tem o objetivo de















Bxx Bx y Cx x Cy x
By x By y Cxy Cy y
Cxx Cx y Axx Axy




sendo que nesta ultima express~ao, queremos dizer que o elemento correspondente
a linha l e a coluna m da matriz sera substitudo por i
h
Hl m.
Aplicando esta nova notac~ao e tomando o limite contnuo ( ! 0), as relac~oes
de recorrência (1.33) podem ser representadas de forma mais compacta. Omitindo
a dependência temporal escrevemos:
















0  H2 2  H1 1  H1 2  H1 2 0
H4 4  2H2 4 0  H1 4  H1 4  H1 1
H3 3 0  2H1 3  H2 3  H2 3  H2 2
H3 4  H2 3  H1 4  H+ 0 H1 2
H3 4  H2 3  H1 4 0  H+ H1 2




para H = (H1 3 H2 4).
A intenc~ao agora e associar o determinante  a alguma quantidade fsica do
sistema. Para car mais facil a associac~ao, vamos transformar o objeto D (1.35)
da seguinte maneira:





H+ dt ; (1.36)
de modo que a equac~ao (1.35) seja escrita como:





H+  H2 2  H1 1  H1 2  H1 2 0
H4 4 H  0  H1 4  H1 4  H1 1
H3 3 0  H   H2 3  H2 3  H2 2
H3 4  H2 3  H1 4 0 0 H1 2
H3 4  H2 3  H1 4 0 0 H1 2





A Matriz Q para T = 0
Nesta sec~ao, pretendemos avaliar o valor dos determinantes denidos pelas relac~oes
(1.33) para pequenos valores de T , pois estes resultados ser~ao uteis mais adiante.
Para visualizar melhor, observe que a matriz Q, para somente um passo de tempo




B1xx B1xy 1 0
B1y x B1y y 0 1
1 0 A1xx A1xy
0 1 A1y x A1y y
1
CCCCCA : (1.38)
Atraves deste objeto e da denic~ao de cada determinante, concluimos que temos
como condic~oes iniciais (! 0):
(0) = 1 e m(0) = 0; para m = 0; 1 1; 1 2; 2 2 e 2 1: (1.39)
1.2.5 Matriz Antissimetrica de Deslocamento e o Determi-
nante de Q
Para continuarmos a resoluc~ao do propagador, introduziremos a chamada matriz
antissimetrica de deslocamento, cujos elementos s~ao denidos por Ti j = i 
0
j  
0i j, onde k e 
0
k s~ao pequenos deslocamentos denidos pelas equac~oes (1.34).
Ressaltamos que o smbolo \linha" (0), na denic~ao de Ti j, n~ao tem qualquer
relac~ao com a denic~ao (1.36); estamos somente representando a ideia de k e 
0
k
serem quaisquer pequenos deslocamentos n~ao necessariamente iguais entre si. De
fato, ocorre que este objeto T e quem esta relacionado com os determinantes de D.
Para estabelecermos esta relac~ao, primeiro devemos escrever as equac~oes (1.23) na
nova notac~ao dada pelas equac~oes (1.34):




















Considerando estas ultimas equac~oes, ca facil concluir que cada pequeno deslo-
















Agora que sabemos como e a variac~ao temporal de cada um destes desloca-
mentos, podemos derivar em relac~ao ao tempo alguns componentes da matriz T.
S~ao eles: T1 2, T1 3, T1 4, T2 3, T2 4, T3 4. Feito isto, podemos estabelecer um sis-
tema composto por todos estes seis componentes e as suas variac~oes temporais.
Uma analise mais detalhada deste nos permite estabelecer uma comparac~ao com a
equac~ao (1.37), de forma que se relacionam:
T1 2  ! 00 T3 4  ! 0 T2 3  ! 01 1
T1 4  !  02 2 T1 3  ! 01 2 T2 4  !  02 1
(1.42)
Como exemplo deste resultado veja que:
_T1 2 = _1 
0
2   _01 2 + 1 _02   01 _2: (1.43)
Atraves das equac~oes (1.41), a ultima relac~ao pode ser escrita como:
i h _T1 2 = (1 
0
2   01 2) (H3 1 +H4 2) + (2 03   02 3) ( H3 3)
+ (1 
0
4   01 4) (H4 4) + (1 03   01 3) (H4 3) + (2 04   02 4) ( H3 4)
= T1 2 (H3 1 +H4 2)  T2 3H3 3 + T1 4H4 4 + T1 3H4 3   T2 4H3 4 ;
(1.44)
que e uma equac~ao equivalente a ultima das (1.37), ao fazermos a substituic~ao
denida por (1.42).
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Portanto vemos que o determinante que procuramos  esta relacionado com a
componente T3 4 do tensor. Explicitando agora a dependência temporal, podemos
escrever esta relac~ao como:
(t) = [3(t) 
0









Podemos agora denir de forma coerente uma matriz M que propaga tempo-












































Levando em conta as relac~oes (1.42), percebemos que a maneira de respeitarmos
as condic~oes iniciais (1.39) e fazendo j(0) = Æ3 j e 
0
j(0) = Æ4 j. De posse destes
valores, basta substitu-los na equac~ao (1.46) para obtermos (T ) em termos dos
componentes da matriz Mi j(T; 0):











O nosso objetivo nesta sec~ao e retomar o termo exp [(i=h)S( w)] que aparece na
equac~ao (1.26), reescrevendo-o de uma maneira mais adequada. Para facilitar,
vamos omitir a \barra" sobre os pontos da trajetoria estacionaria, ja que agora
sabemos que qualquer referência a variavel z ou z trata-se de pontos que satisfazem



























Ao alterarmos a notac~ao desta ultima equac~ao para aquela denida por (1.22),
devemos car atentos para algumas particularidades. A primeira e imediata e que
vr (N) = z

r (N) e ur (0) = zr (0). O outro ponto mais delicado e que, para deduzirmos








, que s~ao pontos especiais (de fron-
teira), de forma que toda operac~ao sobre estes estados nos forneceu resultados em
termos de zr (0) e z

r (N), e tambem z

r (0) e zr (N). Portanto, em (1.48) n~ao devemos
transformar zr (0) ! vr (0) e zr (N) ! ur (N), ja que zr (0) 6= vr (0) e zr (N) 6= ur (N).
Ao tomar o limite ( ! 0) para a express~ao (1.48), se desconsiderassemos a
discuss~ao realizada no ultimo paragrafo, obteramos diretamente a equac~ao (1.49),
sem os termos que nela est~ao fora da integral. No entanto, para mantermos a
delidade aquele raciocnio, devemos subtrair desta integral os termos referentes a
k = 1 e k = N   1, e depois soma-los, sendo que agora ur (0), ur (N), vr (0) e vr (N)

























ur (0) vr (0) + ur (N) vr (N)

: (1.49)
Por m, denimos a ac~ao complexa S:
i
h



















ur (0) vr (0) + ur (N) vr (N)

; (1.50)
que leva este nome pois os resultados obtidos a partir dela s~ao equivalentes aos
fornecidos por uma ac~ao classica:
@S
@vr (N)
=  ihur (N); @S
@ur (0)
=  ihvr (0); @S
@T
=  E; (1.51)
onde E e a energia complexa:
E = ~H(u(0);v(0)) = ~H(u(N);v(N)) :
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1.2.7 A Forma Final do Propagador: um Resumo
Neste topico, temos a intenc~ao de explicar resumidamente a forma nal do propa-
gador, ja que, apos todos estes calculos, encontramos uma forma razoavel para
apresenta-lo. Para maior clareza, adotaremos z(N) = z
00 e z(0) = z
0.































Para esta express~ao o espaco de fase considerado e complexo, ou seja, o momento
e a posic~ao podem ter componentes reais e/ou imaginarias. Quanto ao somatorio,





























onde r e a posic~ao complexa e pr o momento complexo relativos a dimens~ao r.
Para as ultimas relac~oes, valem as condic~oes de contorno a seguir, onde r0; r00; p0r e
p00r s~ao as medias na posic~ao e momento de jz0i e jz00i, sendo portanto parâmetros
reais.




























A ac~ao complexa S e dada em termos das soluc~oes ur(t) e vr(t), e do hamil-
toniano suavizado ~H(u; v) = hvj Ĥ jui = (hvxj 
 hvyj) Ĥ (juxi 






















[ur(0) vr(0) + ur(T ) vr(T )] : (1.54)
A func~ao G depende somente das derivadas parciais de ~H(u; v) em relac~ao a
ur e vr, sendo escrita como:











O objeto A merece ser ressaltado pois contem a contribuic~ao da matriz M(T; 0).
Isto indica que A e o termo dependente da sensibilidade a pequenos deslocamentos
da trajetoria (1.23), implicando que o propagador e diretamente proporcional a
instabilidade dela. A pode ser escrito como:
A(u; v; Æu; Æv; T ) =
exp
h
 Pr=x;y jur(0)j2 + jvr(T )j2i
jM3 3(T; 0) M4 4(T; 0) M3 4(T; 0) M4 3(T; 0)j ; (1.56)
onde Mi j(T; 0) s~ao os componentes da matriz 4  4, M(T; 0), responsavel pela
evoluc~ao temporal dos pequenos deslocamentos (Æur e Ævr), indo do tempo 0 ate

















Como ultimo comentario, ressaltamos que  e a fase acumulada pelas trajetorias
ur(t) e vr(t), e esta relacionada com a fase do denominador do objetoA. No entanto,
neste trabalho,  sera deixado de lado pois trabalharemos em regi~oes onde apenas
uma trajetoria contribui para o calculo do propagador, tornando-se uma fase global.
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1.2.8 Reduc~ao do Problema: O Propagador Diagonal
Como vemos pela equac~ao (1.52), a aproximac~ao semiclassica do propagador e
escrita em func~ao de nove parâmetros: r0; r00; p0r; p
00
r (para r = x e y) e T ,
ja considerando xas as larguras do estado coerente inicial e nal. Uma aplicac~ao
dessa natureza, levando em conta tantas variaveis, e muito complicada. Ent~ao, para
tornar esta dissertac~ao mais clara, daqui em diante trabalharemos exclusivamente
com o propagador diagonal, ou seja, para:
z0 = z00 = z =)
8<
: r





Fisicamente, reduzimos o nosso problema ao calculo da probabilidade de um
estado inicial jzi retornar nele mesmo, decorrido um tempo T . Assim, cada re-
sultado apresentado a partir daqui, deve envolver o propagador em func~ao destas
cinco variaveis: x; y; px py; T .
Por ultimo gostaramos de esclarecer alguns pontos referentes as trajetorias
envolvidas no calculo do propagador diagonal. Nos casos onde exista uma trajetoria
real que satisfaca (1.23) e (1.24), certamente teremos uma orbita periodica de
perodo T . No caso de n~ao existir esta orbita real, teremos uma trajetoria complexa
que n~ao e necessariamente periodica. Isto ocorre porque as equac~oes de contorno
(1.53) que s~ao responsaveis por este aspecto n~ao limitam as trajetorias a condic~ao
de periodicidade para cada uma das oito coordenadas independentemente. As
condic~oes de contorno para o propagador diagonal s~ao incomuns, pois exigem o




O Metodo Numerico da Matriz de
Monodromia
Como vimos nesta ultima sec~ao, o calculo do propagador quântico depende essen-
cialmente das trajetorias complexas que intermeiam o estado inicial e o nal. Neste
captulo apresentaremos uma maneira de obter tais trajetorias, utilizando o metodo
numerico da matriz de monodromia [19]. A ideia basica deste consiste em obter
sucessivas correc~oes em uma trajetoria tentativa, de modo que ela convirja para
a soluc~ao que satisfaca as equac~oes de movimento e as condic~oes de contorno do
problema em quest~ao.
2.1 A Dinâmica no Espaco de Fase Estendido
Antes de apresentarmos o metodo numerico da Matriz de Monodromia, realizare-
mos a complexicac~ao de uma hamiltoniana generica ~H(x; y; px; py) e escreveremos
as equac~oes de movimento (1.23) e as condic~oes de contorno (1.53) em termos das
partes reais e imaginarias das coordenadas do espaco de fase. Desta forma, ao
descrever o metodo, visualisaremos mais diretamente a sua aplicabilidade ao pro-
blema de nosso interesse.
Considerando a bidimensionalidade do sistema, utilizaremos a seguinte trans-
formac~ao para a obtenc~ao do espaco de fase estendido:
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x = x1 + ix3 px = p1   ip3
y = x2 + ix4 py = p2   ip4
(2.1)
Aplicando-as a forma conhecida da hamiltoniana, ~H(x; y; px; py), podemos
obter ~H(x1; : : : x4; p1; : : : ; p4), onde agora a hamiltoniana tambem e complexa, ou
seja, ~H = ~HR + i ~HI . E bom lembrar que as novas variaveis x1; : : : x4; p1; : : : ; p4
s~ao reais.
Para converter as equac~oes de movimento (1.23), segundo as transformac~oes


































































































































































Devemos agora aplicar estas relac~oes nas equac~oes (1.23), resolvendo-as para
as partes real e imaginaria. Se restringirmos a hamiltoniana ~H somente a func~oes
analticas dos numeros complexos ux; uy; vx; vy, poderemos aplicar as condic~oes de









para j = 1; 2; 3 e 4. Podemos inclusive escrevê-las de maneira mais conveniente,















































sendo que neste caso I e a matriz identidade de ordem 4.
Outro ponto importante e estabelecermos as condic~oes de contorno (1.24), quan-
do transformadas segundo as relac~oes (2.2):









x00 = x1(T )  bxcxp3(T ) p00x = p1(T )  cxbxx3(T )














2.2 O Metodo Numerico
Para desenvolvermos o metodo que resolve (2.5) e (2.4), em primeiro lugar e
necessario discretizar a ultima, ou seja, dividir o tempo em intervalos innitesimais
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de tamanho , sendo o perodo da trajetoria T = N . Deste modo, temos uma
trajetoria que vai desde o 0-esimo ate o N -esimo ponto. A equac~ao de movimento
discretizada tem a forma:











, sendo que o ndice superior direito indica a coor-
denada temporal discreta.
Suponhamos agora que a soluc~ao que procuramos esteja muito perto de uma
trajetoria tentativa conhecida, r(j) (para j = 0; 1; 2; : : : N). Assim, podemos
escrever a trajetoria soluc~ao como sendo esta tentativa, acrescida de uma pequena































Para resolver as equac~oes de movimento (2.6), devemos escrevê-las em termos
da soluc~ao tentativa, para determinarmos as correc~oes que levam a trajetoria de-
sejada. Quanto a esta trajetoria tentativa, vale a pena discorrer um pouco sobre
ela. Por exemplo, podemos obtê-la a partir da soluc~ao do oscilador harmônico
simples ou mesmo da partcula livre, ambas no espaco de fase complexo. Estes
dois sistemas s~ao de grande importância pois têm soluc~ao analtica, portanto s~ao
as unicas opc~oes possveis para uma primeira tentativa. Quando as trajetorias ad-
vindas destes sistemas convergem para a procurada, podemos re-utilizar a soluc~ao
encontrada como sendo a tentativa para a procura de outra com parâmetros pare-
cidos. Aplicando sucessivamente este precedimento, podemos obter trajetorias dos
mais variados parâmetros.
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Com a expans~ao de ~HR em torno de r
(j), podemos escrever (2.6) como:



















































































































sendo que aqui, I e a matriz identidade de ordem 8.
Podemos notar na equac~ao (2.8) que, se soubermos a correc~ao para o primeiro
ponto, poderamos calcula-la para todos os demais. Desta forma, aproximaramo-
nos da trajetoria desejada, e, ao aplicarmos o metodo por sucessivas vezes, obter-
amos a convergência.
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Nesta parte do desenvolvimento do metodo e que aparecem as condic~oes de
contorno (2.5). E justamente atraves delas que encontraremos um modo de calcular
d(0). O fato e que a relac~ao (2.5) indica que podemos escrever a correc~ao inicial e
a nal em termos de um mesmo vetor de oito dimens~oes:





1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0  bx=cx 0 0 0
0 0 0 0 0 0  by=cy 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
 cx=bx 0 0 0 0 0 0 0







0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 bx=cx 0 0
0 0 0 0 0 0 0 by=cy
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 cx=bx 0 0 0 0 0 0





















































































































Um aspecto importante a salientar e que, se a trajetoria tentativa satiszer as
condic~oes iniciais (2.5), os objetos E0 e EN ser~ao nulos. Vericamos que esta con-
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dic~ao faz com que o programa convirja mais rapidamente, portanto so utilizamos
trajetorias com esta caracterstica durante a aplicac~ao do metodo.
Note que, para a determinac~ao de d(0), precisamos de uma outra equac~ao que
o relacione com d(N). Podemos encontra-la, ao resolver (2.8) recursivamente:
d(N) =M d(0) + B ; (2.11)
onde M e a matriz de monodromia e B, como pode ser observado em sua forma
(2.12), e a matriz que contem o erro R, que aparece porque a trajetoria tentativa
n~ao obedece exatamente as equac~oes de movimento do problema, como podemos



























onde o calculo de todos estes objeto e feito sobre os pontos da trajetoria tentativa.
Uma simples substituic~ao de (2.10) em (2.11) nos leva a uma equac~ao com uma
unica incognita W. Ao resolvê-la, temos:
W = (F ME) 1 (ME0   EN + B) : (2.13)




(F ME) 1 (ME0   EN + B)
i
+ E0 ; (2.14)
e, como ja havamos comentado, de posse deste resultado, encontramos a correc~ao
para todos os pontos da trajetoria.
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Gostaramos de ressaltar que pode ser estabelecida uma relac~ao entre a matriz
de monodromiaM e a matriz de propagac~ao de deslocamentos innitesimais M,
equac~ao (1.57). Para isto, devemos notar em primeiro lugar que a func~ao R (2.9)
contem as equac~oes de movimento (2.6) e por isso tende a zero quando calculada na
trajetoria soluc~ao. Ent~ao, quando aplicamos a equac~ao (2.11) a trajetoria soluc~ao,
temos B igual a zero. Logo, para esta trajetoria:
d(N) =M d(0) ; (2.15)
que, quando comparada a equac~ao (1.57), nos indica que M e equivalente a
M(T; 0), a menos de uma mudanca de coordenadas. Apresentamos abaixo as
relac~oes entre os elementos de M(T; 0) envolvidos no calculo do propagador e os
elementosMi j da matriz de monodromia:










 M1 3   bxcxM5 1 + cxbxM1 5 +M5 7





M2 2   bycyM6 4  
cy
by






 M2 4   bycyM6 2 +
cy
by
M2 6 +M6 8







M1 2   bycxM5 4  
cy
bx








M1 4   bycxM5 2 +
cy
bx
M1 6 cycx +M5 8





















Apresentaremos nesta sec~ao o potencial onde a teoria vista nos primeiros dois
captulos sera aplicada. Trata-se do potencial Nelson que apareceu pela primeira
vez na literatura na referência [10], onde encontramos que a motivac~ao fsica de
sua invenc~ao e atribuda a sua forma: \um vale profundo em forma de parabola,
cercado por altas montanhas", como sugerem as guras 3.1 e 3.5. Em fsica nuclear,
este formato representaria um grau de liberdade coletivo, permanecendo acoplado
a outros tipos de excitac~ao. A equac~ao que o descreve e escrita como:









(para  = 0; 1) ; (3.1)
atraves da qual podemos notar a simetria em relac~ao a invers~ao x!  x, presente
em todos os resultados que apresentamos neste trabalho.
Antes de aplica-lo ao problema de nosso interesse, gostaramos de esclarecer
que sera este o potencial introduzido no operador hamiltoniano que estudaremos,
porem ressaltamos que as trajetorias classicas que procuramos para o calculo do
propagador n~ao s~ao governadas exatamente pelo potencial Nelson (3.1), mas sim
pela sua media em estados coerentes, o que implica numa dinâmica ligeiramente
modicada. Para visualizar melhor esta diferenca, ilustramos os dois casos atraves
das guras 3.2 a 3.4, que s~ao as sec~oes de Poincare (x px) para valores diferentes de
energia. Tendo-as em vista, podemos tirar algumas conclus~oes acerca da dinâmica



















Figura 3.1: Potencial Nelson em uma vis~ao tridimensional. Para x = 0 temos
exatamente o potencial de um oscilador harmônico simples.
integrabilidade deles; existem tanto regi~oes caoticas quanto ilhas de regularidade.
Percebe-se tambem que, conforme a energia e aumentada, mais instavel cam as
trajetorias. Nessa dissertac~ao trabalhamos basicamente no regime mostrado pelas
guras 3.4, ou seja, para energia igual a 0; 5, tratando-se portanto de uma regi~ao
onde os dois potenciais mostram-se bastantes caoticos.
Uma vantagem que temos, ao utilizar o potencial Nelson, e o fato de terem
sido intensamente estudadas em [10] as suas trajetorias periodicas reais. Isto pode
facilitar bastante o calculo do propagador diagonal para os estados coerentes jzi,
cujas medias r e pr estejam proximas de valores que sejam conectados por uma
destas trajetorias, decorrido um tempo T . Desta forma, mesmo que r e pr n~ao
satisfacam as condic~oes para que o propagador esteja escrito em termos destas
orbitas, podemos utiliza-las como uma tentativa inicial, esperando que o metodo
da Matriz de Monodromia efetive a convergência para a trajetoria desejada. Note
que, quando n~ao temos em vista a trajetoria tentativa a ser utilizada, o calculo do
propagador envolve uma etapa muito complicada, que e a sua determinac~ao. Por
isso, no presente trabalho estudaremos apenas a vizinhanca da orbita real mais
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Figura 3.2: Sec~ao de Poincare (x   px) para energia igual a 0,05. A direita temos
a dinâmica gerada pelo potencial Nelson na sua forma original (3.1), e a esquerda
em sua forma suavizada (3.3). Para esta energia os potenciais ainda apresentam
um regime de bastante regularidade.


































Figura 3.3: Idem a gura 3.2 para energia igual a 0,1. Neste caso a energia e duas
vezes maior do que a utilizada na gura anterior, e ja temos um regime em que
existem poucas regi~oes de regularidade.
simples. Trata-se da chamada trajetoria vertical que leva este nome porque ela
aparece quando x = 0 e px = 0. Para esta situac~ao o potencial Nelson e reduzido
a um oscilador harmônico simples na direc~ao y com frequência igual a
p
2, como
sugerem as guras 3.1 e 3.5.
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Figura 3.4: Idem a gura 3.2 para energia igual a 0,5. O regime obtido para esta
energia e totalmente caotico para os dois potenciais.
3.1 A Trajetoria Vertical
Como ja comentamos, a trajetoria analtica mais simples do potencial Nelson e a
trajetoria vertical. Para o Nelson suavizado ainda temos a mesma reduc~ao para
x = px = 0, com a diferenca que o potencial de oscilador harmônico obtido esta
deslocado da origem por um fator b2x=4 na direc~ao y, deslocamento que n~ao era
observado para a sua forma original (3.1). Vale lembrar que bx e a incerteza na
direc~ao x da posic~ao do estado coerente.
Para deduzirmos a trajetoria vertical, devemos calcular em primeiro lugar a
func~ao hamiltoniana que a governa, a qual pode ser obtida a partir da suavizac~ao















(para  = 0; 1): (3.2)
A partir deste, a media em estados coerentes e calculada da seguinte maneira:
escrevemos os operadores de posic~ao (R̂) e momento (P̂r) em func~ao dos de criac~ao
(âyr) e aniquilac~ao (âr), e calculamos a quantidade hzj Ĥ(âr; âyr) jzi, utilizando a








































Figura 3.5: Curvas de nvel para o potencial Nelson. Para x = 0 temos exatamente










































onde lembramos que br e cr s~ao respectivamente as incertezas arbitrarias na posic~ao
e momento medios do estado jzri, para r = x ou y. Vale a pena lembrar que a
arbitrariedade na escolha destas incertezas deve se limitar ao fato que h = br  cr.
No decorrer desta dissertac~ao os calculos foram feitos para bx = by = 0; 2 e
cx = cy = 0; 25, o que nos leva a h = br  cr = 0; 05.
Ao considerar que o espaco de fase e complexo, conforme indicam as equac~oes



















x3 + 2 (x3x2 + x1x4)  3x3x21 + x33








onde a func~ao hamiltoniana utilizada para gerar estas equac~oes e a parte real do
objeto ~H:



























































Note agora que, se zermos a suposic~ao de que o estado inicial da partcula
n~ao possui componentes complexas em sua posic~ao e momento, a trajetoria per-
manece real, ou seja, nenhuma componente complexa do sistema varia no decorrer
do tempo. Se, alem disso, impusermos tambem que as condic~oes iniciais s~ao nulas
para as variaveis da dimens~ao x, resta somente o movimento harmônico de perodo

p
2  4; 443 para a parte real de y. Portanto, existe uma soluc~ao bastante simples,
a trajetoria vertical, que pode ser descrita por:
8>>>>>>><
>>>>>>>>:














x1(t) = x3(t) = p1(t) = p3(t) = x4(t) = p4(t) = 0
(3.6)
Apesar da sua simplicidade, a trajetoria vertical promovera uma serie de re-
sultados importantes, sendo que os consideramos como os primeiros passos para
estudos em regi~oes mais complicadas.
3.2 Calculo do Propagador Diagonal sobre a Tra-
jetoria Vertical
Em primeiro lugar, esclarecemos que, atraves da express~ao \sobre a trajetoria ver-
tical", queremos expressar a ideia de que realizaremos o calculo do propagador
diagonal para os estados coerentes jzi com x = px = 0 e y e py relacionados pela
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equac~ao (3.6), sendo o perodo igual a 
p
2  4; 443.
Para estes estados coerentes podemos concluir que o propagador envolvera pelo
menos a trajetoria vertical, que e totalmente real. Nestes casos consideraremos
que a contribuic~ao signicativa para o calculo do propagador vira somente desta
orbita, dada a aproximac~ao utilizada, que da prioridade para as trajetorias reais,
acrescentada ao fato de desconhecermos outras trajetorias reais que satisfacam as
mesmas condic~oes de contorno. N~ao ha necessidade portanto das trajetorias com-
plexas.
Tendo em vista que o propagador diagonal sobre a trajetoria vertical permite
uma soluc~ao analtica mais avancada, nesta sec~ao o calcularemos somente para es-
tas condic~oes, e, de certa forma, interpretaremos os resultados obtidos como uma
prova de que o programa computacional que os calcula esta em boas condic~oes,
caso a comparac~ao com o resultado analtico seja satisfatoria.
Utilizando a trajetoria vertical (3.6) na equac~ao do propagador semiclassico
(1.52), podemos obter analiticamente o resultado para o caso diagonal:
jK (z; z; T )j2 =
 1M3 3(T; 0) M4 4(T; 0) M3 4(T; 0) M4 3(T; 0)
 : (3.7)
Note que esta express~ao so e valida quando limitamos o estado jzi e o perodo
T aqueles que resultam numa trajetoria como a da equac~ao (3.6). Portanto x =
px = 0, T = 
p
2 e zy qualquer.
Pela equac~ao (3.7), vemos que o propagador semiclassico para esta situac~ao
particular depende somente dos elementos da matriz de monodromia da trajetoria,
equac~ao (2.16); os termos que envolvem a ac~ao do sistema acabam sendo anulados
no calculo. Seria interessante portanto a determinac~ao analtica desta matriz, pois
assim determinaramos completamente o propagador semiclassico. No entanto, ao
estudar a estabilidade deste problema, visando a obtenc~ao da matriz de monodro-
mia, encontramos que as pequenas variac~oes na trajetoria vertical s~ao descritas
segundo as equac~oes:
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Figura 3.6: Modulo do propagador ao quadrado para pontos sobre a trajetoria
vertical com energia cinetica inicial igual a zero, em func~ao de y (x = px = py = 0 e
T = 4; 443). Note que n~ao ha diferenca entre o calculo semi-analtico (representado


















Æp1 = Æ _x1
Æp2 = Æ _x2
Æp3 =  Æ _x3
Æp4 =  Æ _x4
(3.8)
Para a dimens~ao y, tanto para a parte real quanto para a parte imaginaria da
posic~ao e momento, temos que as pequenas variac~oes em torno da trajetoria vertical
oscilam em torno dela, de modo que podemos determinar os elementos da matriz
de monodromia que relacionam estas variaveis. Mas para a dimens~ao x n~ao temos
soluc~ao analtica, a equac~ao a que chegamos e equivalente a conhecida equac~ao
de Mathieu [20]: x + [+  cos (!t+ )] x = 0: Ent~ao, para resolver o propagador
apresentado na equac~ao (3.7), calculamos a matriz de monodromia numericamente,
e por isso o chamaremos de propagador semi-analtico. Por completeza, informamos






















Figura 3.7: Modulo do propagador ao quadrado para pontos sobre a trajetoria
vertical, em func~ao de y e py (x = px = 0 e T = 4; 443).
 = b2x +   =  2y0 ! =
p
2  =  :
Na gura 3.6 apresentamos dois resultados para o propagador diagonal calcu-
lado sobre a trajetoria vertical com energia cinetica igual a zero: o calculo semi-
analtico, onde calculamos a matriz de monodromia de forma numerica e resolvemos
o propagador segundo a equac~ao (3.7); e o calculo inteiramente numerico, resol-
vendo numericamente as trajetorias e os objetos denidos pela equac~ao (1.52).
Podemos notar que n~ao ha praticamente nenhuma diferenca entre os dois resul-
tados, o que interpretamos como um bom desempenho do programa desenvolvido
para calcular o propagador. Salientamos que tal conclus~ao deve ser acatada com
muita cautela, ja que esta sendo tomada atraves de um resultado muito particular.
Na gura 3.7 est~ao os resultados para o modulo do propagador sobre a trajetoria
vertical para varios pontos (y; py). E interessante notar nesta gura que o valor
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do propagador cai muito rapidamente na medida em que a energia aumenta, fato
tambem observado na gura 3.6. Tendo em vista a equac~ao (3.7) e as guras 3.2
a 3.4, podemos concluir que esta queda se deve apenas ao fato da trajetoria car
cada vez mais instavel. Veja que a forma analtica do propagador conta apenas
com o termo advindo da matriz de monodromia do sistema classico, pois os ter-
mos que levam em conta o qu~ao complexa e a trajetoria se anulam. Isto implica
que o propagador sobre a trajetoria vertical depende somente da estabilidade des-
ta trajetoria. Como o centro do pacote realiza o movimento de retorno ao ponto
de partida no tempo 4; 443; podemos concluir que o aumento da instabilidade da
trajetoria deve fazer com que o pacote se alargue mais, diminuindo assim o valor
da projec~ao do estado nal sobre o inicial.
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Captulo 4
O Propagador na Vizinhanca da
Trajetoria Vertical
Neste captulo calcularemos o propagador diagonal para parâmetros x; y; px; py
e T ligeiramente modicados em relac~ao aqueles do captulo 3, de modo que a
trajetoria vertical n~ao mais satisfaca as condic~oes dadas pelas equac~oes (1.23) e
(1.24), n~ao contribuindo, assim, para o calculo do propagador. A semelhanca entre
os parâmetros, que utilizaremos aqui e aqueles usados para o propagador sobre
a vertical, implica podermos adotar a orbita vertical como orbita tentativa para
calcularmos aquela que contribuira para o propagador, utilizando o procedimento
descrito no captulo 2. Como veremos, as correc~oes na trajetoria vertical produzir~ao
trajetorias complexas, cujas contribuic~oes para o objeto K (z; z; T ) se manifes-
tar~ao tambem atraves dos termos G e S da equac~ao (1.52), e n~ao somente atraves
dos termos relacionados a matriz de monodromia, como era o caso do propagador
sobre a trajetoria vertical.
4.1 Deslocamento do Centro do Estado Coerente
para x 6= 0
A primeira variac~ao que estudaremos sera o deslocamento do centro do estado co-




























Figura 4.1: Modulo do propagador diagonal ao quadrado para pontos deslocados
da trajetoria vertical, em func~ao da posic~ao do centro do estado coerente x e y
(py = px = 0 e T = 4; 443).
zero, e permanecendo o perodo em 4; 443. Na gura 4.1 representamos o modulo
do propagador diagonal ao quadrado em func~ao das coordenadas (x; y) do centro
do pacote. Ressaltamos que para o plano x = 0 voltamos a situac~ao mostrada em
3.6, e portanto esta projec~ao e idêntica aquela gura. Sendo assim, continua valen-
do para o graco 4.1 a discuss~ao onde argumentava-se que o propagador diminui
rapidamente na medida em que a energia e consequentemente a instabilidade da
trajetoria vertical aumentam.
Para os resultados apresentados na gura acima, n~ao somente os termos da ma-
triz de monodromia s~ao diferentes de zero; os demais termos da express~ao (1.52)
tambem n~ao se anulam, e s~ao responsaveis pela queda do valor do propagador na
medida em que as trajetorias v~ao se afastando da trajetoria vertical, tornando-se
complexas. Temos, portanto, as duas contribuic~oes para o calculo do propagador:
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aquela que e responsavel pela estabilidade do sistema e que, portanto, determina
quanto o pacote permanece coeso, sendo representada pelo denominador do objeto
A (1.56); e as demais contribuic~oes, que podem ser interpretadas como sendo res-
ponsaveis pela medida de qu~ao complexa e a trajetoria envolvida no propagador.
Atribui-se a esta ultima o decaimento gaussiano em torno da trajetoria real (x = 0),
que e vericado na gura 4.1.
A gura 4.1 apresenta uma forma muito curiosa: para y > 0, existem dois
ramos simetricamente localizados em relac~ao a x, onde o valor da probabilidade de
retorno possui valores signicativos (da ordem de 5%); ja para y < 0 tal formac~ao
n~ao existe. Conclumos que a explicac~ao para esta ocorrência pode ser encontrada
ao considerar o vale parabolico do potencial Nelson, o qual pode ser identicado
nas guras 3.1 e 3.5. Note que a trajetoria classica que uma partcula descreveria
ao ser solta em um daqueles \bracos" seria em direc~ao a origem, oscilando em
torno de um mnimo parcial local. Como o tempo de propagac~ao do pacote n~ao
e muito grande (4; 443) e a largura do estado coerente e consideravelmente alta
(bx = by = 0; 2 e cx = cy = 0; 25), conclumos que ainda existe um valor n~ao nulo
da sobreposic~ao do estado inicial jzi sobre o nal eiĤT=h jzi para aquela regi~ao, o
que justicaria as ramicac~oes observadas na gura 4.1.
4.1.1 As Trajetorias Complexas
Apresentaremos algumas trajetorias envolvidas no calculo do propagador para al-
guns pontos (x; y) da gura 4.1. A ideia e fazer com que vislumbremos a orbita
inicialmente real, e, na medida em que os valores de x se afastam de 0, as trajetorias
v~ao tornando-se complexas.
Escolhemos os planos denidos por y = 0; 5 no graco 4.1, para mostrar as
trajetorias complexas que contriburam para aquele calculo. Na gura 4.2 est~ao
as projec~oes reais das trajetorias (x; y) para varios valores de x entre 0 e 1; 5. Na
gura 4.3, est~ao as partes imaginarias das trajetorias para os mesmos parâmetros.
Salientamos que, devido a simetria x!  x, n~ao vemos necessidade de mostrar as
trajetorias para o lado em que x e negativo.
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Figura 4.2: Partes reais das trajetorias envolvidas no propagador diagonal. O
graco do lado esquerdo foi construdo com parâmetros y = 0; 5, py = px = 0 e
T = 4; 443, e x especicado na gura. Trata-se de um corte na regi~ao onde existe a
ramicac~ao mostrada pela gura 4.1; para o parâmetro x variando de 0 ate 0,375,
as trajetorias seguem continuamente o padr~ao existente no canto esquerdo deste
graco, e, para valores acima deste, elas seguem o padr~ao existente no canto direito.
O graco do lado direito foi construdo com parâmetros y =  0; 5, py = px = 0 e
T = 4; 443, onde n~ao existe a citada ramicac~ao; neste caso as trajetorias seguiram
sempre um mesmo padr~ao.
Podemos observar em 4.2 e 4.3 que, quando x = 0, a trajetoria, como era de se
esperar, e exatamente a trajetoria vertical (3.6), ou seja, possui valores nulos para
as coordenadas imaginarias e para as da direc~ao x. Na medida em que nos afasta-
mos de x = 0, a trajetoria vertical vai deformando, ganhando valores nas compo-
nentes complexas. Esta e uma boa maneira de ilustrar o fato de que, na ausência
de trajetorias classicas reais, as trajetorias complexas v~ao surgindo e prestando
sua contribuic~ao ao calculo do propagador. Gostaramos de ressaltar tambem que
estas trajetorias complexas n~ao s~ao necessariamente periodicas para todas as co-
ordenadas, como se esperaria de uma orbita real envolvida no propagador diagonal.
Um ponto muito interessante nos gracos a esquerda das guras 4.2 e 4.3 e a
descontinuidade nas trajetorias entre os valores de x = 0; 375 e x = 0; 4; tanto
para as partes reais quanto imaginarias. Para valores de x menores que 0; 4; as
trajetorias parecem seguir um certo padr~ao continuamente. Para valores acima
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Figura 4.3: Partes imaginarias das trajetorias envolvidas no propagador diagonal.
O graco do lado esquerdo foi construdo com parâmetros y = 0; 5, py = px = 0 e
T = 4; 443, e x especicado na gura. E o graco do lado direito com parâmetros
y =  0; 5, py = px = 0 e T = 4; 443. Para estes gracos valem os mesmos
comentarios realizados para a gura 4.2. Um ponto que merece ser acrescentado
e o fato das trajetorias imaginarias para y = 0; 5 serem grandes quando x = 0; 4
(onde temos a descotinuidade), e, na medida em que aumentamos x ate 1,5, o
tamanho das trajetorias passa por um mnimo proximo de x igual a 0,9. Depois
deste valor as partes imaginarias das trajetorias voltam a aumentar, seguindo um
padr~ao diferente.
deste, a trajetoria passa subitamente a seguir um outro padr~ao. As trajetorias
tentativas para todos estes parâmetros foram sempre obtidas a partir do oscilador
harmônico simples bidimensional equivalente a parte harmônica da hamiltoniana
(3.3), sendo que elas sempre se comportavam segundo um mesmo padr~ao. Portan-
to foi durante a convergência para a trajetoria desejada que houve a divergência
entre as orbitas. Explicamos este comportamento quando consideramos novamente
o vale parabolico do potencial Nelson. Repare que a descontinuidade surge quando
o metodo da matriz de monodromia converge a orbita do oscilador harmônico para
trajetorias que nitidamente \habitam" o vale parabolico, como sugerem as guras
4.1 e 4.2.
Ressaltamos tambem como comportam-se as partes imaginarias das trajetorias
para y = 0; 5, esbocadas no lado esquerdo da gura 4.3. Veja que, a partir do mo-
mento em que elas manifestam a presenca no vale parabolico (x = 0; 4), o tamanho
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Figura 4.4: Quantidades fsicas relacionadas as trajetorias contribuintes para o
modulo do propagador diagonal, em func~ao da posic~ao x, com parâmetros y = 0; 5,
py = px = 0 e T = 4; 443. Legenda: ~Hreal  HSR, ~Himag  HSI, Simag  SI,
Gimag  GI, jK (z; z; T )j2  K2 e ~H(x; y; px; py)  HS.
delas vai diminuindo ate atingir um mnimo (aproximadamente x = 0; 9 e y = 0; 5),
quando ent~ao voltam a crescer num padr~ao diferente. Neste ponto mnimo encon-
tramos a \crista" da ramicac~ao observada em 4.1.
Ja no lado direito das guras 4.2 e 4.3 apresentamos as trajetorias para y =
 0; 5. Observamos que tanto as partes reais quanto as partes imaginarias destas
trajetorias seguem sempre um mesmo padr~ao, o que era de se esperar, ja que n~ao
observamos para esta regi~ao a bifurcac~ao existente para y > 0 (gura 4.1).
Na gura 4.4 esbocamos as quantidades fsicas envolvidas com as trajetorias
presentes no corte y = +0; 5 da gura 4.1. Podemos notar que todas as quan-
tidades acompanham a descontinuidade da trajetoria, inuenciando no valor do
propagador.
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4.2 Comparac~ao entre Resultados Semiclassicos
e Quânticos
Nesta parte continuaremos com o calculo do propagador na vizinhanca da trajetoria
vertical, sendo que os resultados obtidos ser~ao confrontados com os equivalentes
quânticos, resolvidos por Baranger [21], e com os resultados obtidos pela aproxi-
mac~ao de orbita real, realizada por Aguiar [22]. Na sec~ao 4.2.1 mostraremos em
linhas gerais o raciocnio desenvolvido para a obtenc~ao destes outros dois resulta-
dos. Depois desta, apresentaremos os resultados.
4.2.1 O Calculo Quântico e a Aproximac~ao de Orbita Real
O calculo quântico do propagador foi realizado de maneira usual. Primeiro se
escreve a matriz do operador hamiltoniano numa base arbitraria, como por exem-
plo a base dos auto estados do operador de numero do oscilador harmônico simples
fjnx;nyig, equac~ao (1.2). Depois diagonaliza-se esta matriz numericamente, encon-
trando seus autovalores e autovetores. De posse destes valores, e possvel escrever
os elementos diagonais do propagador (1.11) como:
K (z; z; T ) =
1X
m=0







onde Em s~ao os autovalores, e  m(z) = hzj mi as auto func~oes do operador hamil-
toniano na base fjmig, na representac~ao de estados coerentes. Podemos ent~ao
calcular o propagador numericamente, pois estas quantidades podem ser resolvi-
das, quando as escrevemos em func~ao da base conhecida fjnx;nyig.
A Aproximac~ao de Orbita Real
A ideia basica da aproximac~ao de orbita real que apresentaremos aqui consiste em
expandir todas as quantidades envolvidas no calculo do propagador em torno de
uma trajetoria real, para ent~ao resolvê-lo.
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Como vimos, o propagador semiclassico (1.52) e escrito em termos de trajetorias
classicas que conectam pontos no espaco de fase, fornecidos pelo estado coerente
inicial jz0i e nal jz00i. Quando reduzimos o nosso calculo a somente elementos dia-
gonais do propagador (sec~ao 1.2.8), as trajetorias envolvidas tambem s~ao reduzidas
a orbitas cujas condic~oes de contorno contenham esta caracterstica de retorno, mas
que n~ao s~ao necessariamente periodicas. No caso de existir uma trajetoria classica
real, esta sera uma orbita periodica. Sera em torno deste tipo de trajetoria que
realizaremos a expans~ao. Portanto, a validade desta aproximac~ao e limitada aos
casos em que o propagador diagonal seja avaliado em regi~oes onde existam orbitas
periodicas reais que conectem parâmetros semelhantes as medias r e pr do estado
jzi.
Iniciaremos esta aproximac~ao rearranjando os termos S e G da equac~ao (1.52),
visando facilitar o desenvolvimento do metodo. Objetivando uma descric~ao mais
concisa, apresentaremos aqui somente os resultados nais deste rearranjo, sendo
que os detalhes dos calculos podem ser encontrados no apêndice A. O fato e que
para o limite quase classico (h! 0) podemos aproximar:










onde H e uma func~ao equivalente a ~H quando as incertezas dos estados coerentes
tendem a zero, veja por exemplo a equac~ao (3.3).
Relacionando o lado direito desta equac~ao com o objeto G da equac~ao (1.55),
conclumos que o propagador (1.52) pode ser escrito, para os elementos diagonais,
como:


















onde S 0 e idêntico a ac~ao complexa S da equac~ao (1.54), com uma unica diferenca:
a func~ao ~H daquela equac~ao e agora substituda pelo objeto H.
Com o propagador diagonal escrito desta forma, iniciaremos a aproximac~ao
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assumindo que o ponto z esteja proximo a z, pelo qual passa uma trajetoria classica
real de perodo  e energia E. Podemos ent~ao escrever:
z = z+  e T =  + t ; (4.4)
onde  e o vetor (Æzx; Æzy) que contem as correc~oes em z = (zx; zy).
Assumiremos que na vizinhanca de z a dinâmica seja dada corretamente por
uma aproximac~ao linearizada, ou seja, desprezaremos as correc~oes alem da segunda
ordem O(2). Lembramos que esta e tambem a aproximac~ao na qual a matriz de
monodromia e denida. Expandindo S 0 temos:
S 0(z; z; T ) = S 0(z; z; T )
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@2S 0
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Esclarecemos que, para chegarmos na express~ao (4.5), utilizamos as relac~oes
(1.51), ignorando a diferenca entre S 0 e S. Tal operac~ao e justicada quando con-
sideramos que estamos no limite quase classico, onde e desprezvel a diferenca entre
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~H e H.
A expans~ao do objeto

jzr(0)j2 + jzr(T )j2

pode ser obtida diretamente da
relac~ao:
jzj2 = jzj2 + z   + z   + jj2 : (4.8)
Resta-nos, portanto, determinar o denominador da express~ao (4.3) em func~ao
da trajetoria real, para resolver denitivamente o propagador diagonal segundo a
aproximac~ao em quest~ao. O calculo deste objeto se encontra no Apêndice B, sendo
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00; t0) M34(t00; t0)M43(t00; t0), sendo os objetos Mz z(t00; t0), Mz z(t00; t0),
Hz z(t) e Hz z(t), matrizes 22, denidas segundo as relac~oes:
H00(t) =
0
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onde H00(t) e denido de forma analoga aos elementos da matriz (4.6): basta sub-
stituir S 0 por ~H.
As equac~oes (4.5), (4.8) e (4.9) resolvem completamente o modulo do propa-
gador diagonal na vizinhanca de uma orbita real em func~ao das correc~oes , re-
solvidas pelo metodo da matriz de monodromia.
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4.2.2 Gracos Polares
Para comparar os resultados obtidos pelos três metodos apresentados nesta dis-
sertac~ao, foram construdos alguns gracos para o propagador diagonal nas três
situac~oes, em func~ao de três parâmetros: x, y, e o ângulo  entre px e py. O pro-
cedimento utilizado para constru-los foi o descrito a seguir.
Para cada graco xamos o perodo T em um valor proximo de 4,443, e a ener-
gia classica E, denida pelas coordenadas do centro do pacote na hamiltoniana H
(4.2), que mantivemos em 0,5. Denimos ent~ao um conjunto de pontos (x; y) na
vizinhanca da trajetoria vertical, ou seja, proximos ao eixo x = 0. Esta \grade" de
pontos, como podemos observar nas guras 4.5 a 4.7, foi obtida segundo a relac~ao
(x = n 0; 08; y = m 0; 08), onde m e n s~ao inteiros, limitada a regi~ao classicamente
permitida segundo a energia E. Para cada ponto (x; y) desta grade, indicado nos
eixos dos gracos, calculamos o propagador diagonal variando-se o ângulo  entre
px e py. Vale ressaltar que o modulo do momento para cada (x; y) e determinado
em func~ao destes pontos e da energia. Note que para um determinado x e y destes
gracos, temos o valor do modulo do propagador somente em func~ao de . Para
representar estes resultados, os esbocamos de forma analoga a um graco polar
centrado no ponto (x; y) dado; o raio e representado pelo modulo do propagador
ao quadrado e  pelo ângulo entre px e py. Para que os gracos polares n~ao se
sobrepusessem no plano x   y, reescalamos o valor do modulo do propagador ao
quadrado por um fator que e citado em cada gura. Os valores de  utilizados
foram, em todos os pontos (x; y), iguais a 10Æ; 20Æ; 30Æ; : : : ; 360Æ, embora nas g-
uras aparentem ser distribudos mais continuamente.
Para encerrar esta explicac~ao, explicitamos a situac~ao dos cinco parâmetros
citados na sec~ao 1.2.8, para as guras 4.5 a 4.7: T e dado; x, y s~ao variaveis;
px = j~p(x; y; E)j cos e py = j~p(x; y; E)j sen s~ao, para um dado (x; y), variaveis
atraves do parâmetro .
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Figura 4.5: Propagador em func~ao de x; y e  calculado atraves da utilizac~ao
de trajetorias complexas: T = 4; 4; E = 0; 5 e o fator de reescala vale 0,15.
Ressaltamos a existência de descontinuidades para os pontos (x = 0; 24; y = 0; 24),
(x =  0; 24; y = 0; 24) entre outros. As duas linhas em forma de parabola limi-
tam a regi~ao onde os valores do potencial Nelson s~ao menores que 0,5; e a regi~ao
classicamente permitida.
Gracos Polares para T = 4; 4
Na gura 4.5 apresentamos o propagador diagonal calculado atraves da utilizac~ao
de trajetorias complexas para um perodo T = 4; 4, que e muito proximo do perodo
da trajetoria vertical. Podemos notar que, na medida em que os parâmetros se dis-
tanciam da trajetoria vertical, o propagador cai rapidamente, comportamento re-
presentado pela diminuic~ao dos gracos polares, ao afastar-se do eixo x = 0. Estes
gracos polares apresentam uma forma parecida com a do numero \8" porque o
propagador e maior para a regi~ao proxima de  = 90Æ ou 270Æ, ou seja, proximo
de px = 0. A explicac~ao para este formato esta no fato de que, quando px = 0
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Figura 4.6: Propagador em func~ao de x; y e . Calculo Quântico. T = 4; 4;
E = 0; 5 e o fator de reescala vale 0,15. As duas linhas em forma de parabola
limitam a regi~ao onde os valores do potencial Nelson s~ao menores que 0,5; e a
regi~ao classicamente permitida.
o propagador e calculado para parâmetros mais proximos da trajetoria vertical.
Quando  = 0Æ ou 180Æ, as componentes do momento s~ao ortogonais as da vertical,
implicando um valor praticamente nulo do propagador para todos os pontos (x; y).
Um ponto interessante e que sobre a trajetoria vertical, ou seja, para x = px = 0
podemos notar um aumento signicativo do propagador para y positivo, o que n~ao
ocorre para o lado negativo. Ao observarmos com cuidado a gura 3.6, notamos
que este comportamento ja havia se manifestado. Para o limite da regi~ao classica-
mente permitida, delimitada no graco pelas duas curvas em forma de parabola,
a energia cinetica e zero, de modo que podemos comparar a gura 4.5 com a 3.6.
Esta ultima indica que, para y  0; 5; o valor do propagador e realmente maior
no lado em que y e positivo.
Um aspecto que vale a pena comentar e que, dependendo das larguras do estado
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Figura 4.7: Propagador em func~ao de x; y e  calculado pela aproximac~ao de orbita
real: T = 4; 4;E = 0; 5 e o fator de reescala vale 0,15. As duas linhas em forma
de parabola limitam a regi~ao onde os valores do potencial Nelson s~ao menores que
0,5; e a regi~ao classicamente permitida.
coerente utilizado, este comportamento citado no paragrafo anterior pode ate se
inverter; o propagador ca maior para y negativo e vice-versa. Isto pode ser expli-
cado porque a hamiltoniana (3.3) de onde se extrai a trajetoria, varia em func~ao
das larguras do pacote, sendo natural que a estabilidade da trajetoria tambem
varie. Poderamos fazer algumas hipoteses acerca deste comportamento, exploran-
do o fato do potencial apresentar, em relac~ao a direc~ao x, um \relevo" estavel para
y negativo, e instavel para y positivo. Porem a complexidade, ao considerar cada
largura, n~ao permite nenhuma conclus~ao.
Na gura 4.5 ainda contamos com outro aspecto curioso. Para os pontos
(x = 0; 24; y = 0; 24) e (x =  0; 24; y = 0; 24), entre outros, notamos que os
gracos polares apresentam algumas descontinuidades. Porem antes de estuda-las,
apresentaremos os gracos equivalentes ao 4.5 para o calculo quântico e para o
calculo por aproximac~ao de orbita real.
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Figura 4.8: Modulo do propagador ao quadrado sobre a trajetoria vertical em
func~ao de y. Parâmetros: x = px = 0 e py e calculado em func~ao de x; px; y e
E = 0; 5. O perodo T e especicado no graco. O calculo semi analtico foi feito
para T = 4; 443, pois o propagador tem soluc~ao analtica para este valor especco
(vide sec~ao 3.2)
Na gura 4.6 est~ao os resultados quânticos para o propagador, segundo parâ-
metros idênticos aos utilizados para a gura 4.5; e na 4.7 est~ao os resultados onde
foi utilizada a aproximac~ao de orbita real. Por estas guras, podemos vericar que
todos os calculos demonstram praticamente os mesmos padr~oes, o que interpreta-
mos como um bom desempenho das aproximac~oes utilizadas, do ponto de vista
qualitativo. Inclusive, uma observac~ao um pouco mais minuciosa pode levar a con-
clus~ao de que os resultados obtidos atraves das trajetorias complexas est~ao mais
proximos dos resultados quânticos do que os realizados via aproximac~ao de orbita
real.
Na tentativa de fazer uma analise quantitativa, construmos o graco 4.8. Nele
esbocamos cinco situac~oes para parâmetros idênticos, exceto T , especicado no
graco. Salientamos que a curva quântica foi obtida medindo o valor do propa-
gador na propria gura 4.6, pois tnhamos somente ela como fonte de informac~ao.
Isto acarreta um erro de medida de cerca de 10% que deve ser considerado. Pela
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gura notamos que entre os calculos quânticos e semiclassicos (via trajetorias com-
plexas) temos uma diferenca que e cerca de 20% para os menores valores de y, sendo
que ela diminui para valores maiores de y. Dado que o calculo quântico tambem
possui uma imprecis~ao de aproximadamente 10% devido a problemas provenientes
do truncamento da matriz de Ĥ [21], conrmamos que a utilizac~ao de trajetorias
complexas consiste numa aproximac~ao para o calculo do propagador.
Um fato interessante que observamos no graco da gura 4.5 e que a curva
numerica de perodo T = 4; 4 e maior que a de perodo T = 4; 443. Em princpio
deveramos obter o contrario, ja que no primeiro caso estamos mais distantes da
trajetoria real. Para explicarmos esta situac~ao voltamos ao estudo dos objetos
envolvidos no calculo do propagador. Conclumos que a contribuic~ao que indica
o qu~ao complexa e a trajetoria, devendo abaixar o valor do propagador quando
T = 4; 4; e anulada pela contribuic~ao advinda da matriz de monodromia, que neste
caso indica que a estabilidade da trajetoria convergida e maior, subindo ent~ao
o valor do propagador. Tal raciocnio faz sentido pois, ao propagarmos o estado
coerente inicial por um tempo menor numa regi~ao bastante instavel, como e o caso,
o pacote tem menos tempo para se alargar, aumentando o valor da projec~ao do
estado nal sobre o inicial. A curva da gura 4.8 para T = 4; 5 foi construda para
conrmar esta argumentac~ao. A diferenca entre o perodo desta e o da trajetoria
vertical e praticamente a mesma para T = 4; 4; ou seja, as trajetorias para T = 4; 4
e 4,5 devem apresentar \a mesma quantidade de complexidade". No entanto o
valor do propagador para T = 4; 5 e bem menor. Isto porque o pacote, ao ser
propagado por um tempo maior, se alarga mais, justicando tal comportamento.
Estudo das Descontinuidades da Figura 4.5
Mostramos nas guras 4.9 e 4.10 algumas trajetorias utilizadas na construc~ao do
graco polar centrado em (x = 0; 24; y = 0; 24), apresentado na gura 4.5. No lado
esquerdo destas guras est~ao as trajetorias utilizadas como tentativa, e no direito,
as trajetorias convergidas pelo metodo da matriz de monodromia, que s~ao as que
realmente contribuem para o propagador.
Podemos notar pelas guras 4.9 e 4.10 que as trajetorias para  = 160Æ e 180Æ
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Figura 4.9: Partes reais das trajetorias envolvidas no propagador diagonal, com
parâmetros x = y = 0; 24, T = 4; 4 e E = 0; 5. Sendo que o outro parâmetro  e in-
dicado em cada trajetoria esbocada. No lado esquerdo apresentamos as trajetorias
utilizadas como tentativa, e no direito, as que de fato contribuem ao propagador.
A trajetoria responsavel pela descontinuidade vislumbrada na gura 4.5 e aquela
com  = 160Æ.



































































Figura 4.10: Idem a gura 4.9, para as partes imaginarias das trajetorias. Para
 = 80Æ e 100Æ as trajetorias est~ao muito proximas da origem e portanto e difcil a
sua visualizac~ao.
s~ao muito diferentes das outras, sendo a primeira aquela que leva a descontinuidade
observada em 4.5 (x = 0; 24; y = 0; 24). Para  = 180Æ, a trajetoria tambem pro-
duz uma descontinuidade no valor do propagador que n~ao conseguimos distinguir
na gura 4.5, para notar esta descontinuidade, observe a gura 4.11. Todas as
trajetorias apresentadas no lado direito das guras 4.9 e 4.10 foram convergidas
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Figura 4.11: Quantidades fsicas relacionadas as trajetorias contribuintes para
o modulo do propagador diagonal, em func~ao do ângulo  entre px e py, com
parâmetros x = y = 0; 24, T = 4; 4 e E = 0; 5. Legenda: ~Hreal  HSR,
~Himag  HSI, Simag  SI, Gimag  GI, jK (z; z; T )j2  K2 e ~H(x; y; px; py)  HS.
a partir de tentativas que seguem um certo padr~ao de continuidade (observadas
no lado esquerdo das guras), mas ao nal do processo de convergência acabam
descontnuas. Vale ressaltar que as trajetorias que produzem a descontinuidade
possuem as partes imaginarias predominantemente negativas, ao contrario daque-
las que n~ao produziram tal efeito. Isto parece explicar o fato da parte imaginaria
da ac~ao S ser muito negativa (gura 4.11), o que implica num aumento no valor do
modulo do propagador. De fato, existem trajetorias cujas partes imaginarias sejam
predominantemente negativas, sem causar descontinuidades, como por exemplo a
trajetoria para x = 0; 4 mostrada na gura 4.3, porem para esta trajetoria a parte
imaginaria de S n~ao e t~ao negativa, como observamos na gura 4.4. Aparentemente
esta argumentac~ao baseada na parte imaginaria de S parece garantir a explicac~ao
para as descontinuidades observadas, no entanto n~ao consideramos este problema
denitivamente resolvido. Salientamos que as trajetorias de fato existem; satis-
fazem as condic~oes de contorno e as equac~oes de movimento, mas consideraremos
que tais trajetorias n~ao devem ser validas, sendo que n~ao sabemos ainda como
formalizar esta exclus~ao. Acreditamos que, ao estudar com mais cuidado a apro-
ximac~ao de fase estacionaria, poderemos encontrar a resposta para este problema.
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Figura 4.12: Partes reais das trajetorias envolvidas no propagador diagonal, com
parâmetros x = y = 0, T = 4; 4 e E = 0; 5. Sendo que o outro parâmetro 
e indicado em cada trajetoria esbocada. No lado esquerdo apresentamos as tra-
jetorias utilizadas como tentativa, e, no direito, as que de fato contribuem para o
propagador.












































































Figura 4.13: Idem a gura 4.12, para as partes imaginarias das trajetorias.
Supomos que estas trajetorias s~ao as n~ao garantidas pelo metodo de fase esta-
cionaria, utilizado na aproximac~ao do propagador. Ou seja, estas trajetorias se
encontrariam entre os pontos do espaco de fase excludos pelo contorno da integral.
Existe tambem a possibilidade destas descontinuidades serem anuladas, ao consi-
derar outras trajetorias que satisfacam as mesmas condic~oes de contorno, ja que
devem existir muitas trajetorias nestas condic~oes.
Na gura 4.11 apresentamos o valor das quantidades fsicas calculadas a partir
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Figura 4.14: Idem a gura 4.11, exceto pelos parâmetros x e y que aqui valem 0.
das trajetorias relacionadas ao graco polar centrado em (x = 0; 24; y = 0; 24) da
gura 4.5. Entre estas trajetorias incluem-se aquelas esbocadas em 4.9 e 4.10. Por
esta gura notamos que todas as quantidades s~ao descontnuas para as trajetorias
onde  = 160Æ e 180Æ, o que causa um aumento inesperado no valor do propagador.
Por completeza apresentamos nas guras 4.9 e 4.10 as trajetorias utilizadas, ao
resolvermos o propagador do graco polar centrado em x = 0; y = 0 da gura 4.5.
As grandezas fsicas relacionadas a este graco polar s~ao esbocadas em 4.14. Nossa
intenc~ao, ao expor estas guras, e ilustrar as trajetorias para um caso onde n~ao
haja descontinuidades.
Gracos Polares para T = 4; 2 e T = 4; 6
Ate agora estudamos o propagador diagonal para um perodo T muito proximo
ao da trajetoria vertical. Pretendemos nesta parte apresentar os gracos polares
analogos aos esbocados nas guras 4.5 a 4.7 com uma unica diferenca; o tempo T
de evoluc~ao do estado inicial sera um pouco mais distante de T = 
p
2 em relac~ao
ao que era naquela ocasi~ao (T = 4; 4).
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Figura 4.15: Propagador em func~ao de x; y e  calculado atraves da utilizac~ao
de trajetorias complexas: T = 4; 2; E = 0; 5 e o fator de reescala vale 0,15.
Ressaltamos a existência de descontinuidades para os pontos (x = 0; 24; y = 0; 24),
(x =  0; 24; y = 0; 24) entre outros.
Comecaremos ent~ao pela apresentac~ao da gura 4.15. Nela est~ao os resulta-
dos do propagador calculados atraves da utilizac~ao das trajetorias complexas para
T = 4; 2. Ao compararmos este graco com o apresentado na gura 4.5, pode-
mos notar claramente que os gracos polares (os \8's") reduziram o seu tamanho,
como ja esperavamos. Para este perodo, as trajetorias que contribuem para o
propagador ja est~ao consideravelmente complexas, o que abaixa o valor deste ob-
jeto. Neste ponto podemos voltar a discuss~ao realizada em torno da gura 4.8,
anal o perodo diminuiu em relac~ao ao da gura 4.5, implicando que o termo que
contem os elementos da matriz de monodromia deveria contribuir positivamente
ao propagador. De fato este comportamento pode ate acontecer, mas certamente
o perodo adotado e sucientemente distante da trajetoria real de modo que a con-
tribuic~ao das partes imaginarias da trajetoria s~ao sucientes para anula-lo e ainda
abaixar o valor do propagador. Voltaremos a este assunto, quando compararmos o
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Figura 4.16: Propagador em func~ao de x; y e . Calculo Quântico: T = 4; 2;
E = 0; 5 e o fator de reescala vale 0,15.
Figura 4.17: Propagador em func~ao de x; y e  calculado pela aproximac~ao de
orbita real: T = 4; 2; E = 0; 5 e o fator de reescala vale 0,15.
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Figura 4.18: Propagador em func~ao de x; y e  calculado atraves da utilizac~ao
de trajetorias complexas: T = 4; 6; E = 0; 5 e o fator de reescala vale 0,15.
Ressaltamos a existência de descontinuidades para os pontos (x = 0; 24; y = 0; 24),
(x =  0; 24; y = 0; 24) entre outros.
propagador para T = 4; 6. Na gura 4.15 ainda podemos notar descontinuidades
semelhantes as encontradas em 4.5, entretanto consideramos suciente a discuss~ao
ja realizada e desta vez n~ao entraremos em detalhes.
Observando as guras 4.16 e 4.17, onde e apresentado, respectivamente, o
calculo quântico e o semiclassico por aproximac~ao de orbita real, conclumos que
os resultados concordam muito bem entre si, como ocorrera para T = 4; 4. Nova-
mente notamos uma maior semelhanca entre os resultados por orbitas complexas
e o quântico, em relac~ao a comparac~ao entre o quântico e o por aproximac~ao de
orbita real. Para os resultados onde T = 4; 6, que s~ao apresentados nas guras
4.18 a 4.20, tambem observamos uma boa concordância entre os três calculos. Mas
para este perodo n~ao e claro que a utilizac~ao de orbitas complexas proporciona
uma concordância melhor com calculo quântico, em comparac~ao a aproximac~ao por
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Figura 4.19: Propagador em func~ao de x; y e . Calculo Quântico: T = 4; 6;
E = 0; 5 e o fator de reescala vale 0,15.
Figura 4.20: Propagador em func~ao de x; y e  calculado pela aproximac~ao de
orbita real: T = 4; 6; E = 0; 5 e o fator de reescala vale 0,15.
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orbita real.
Discutiremos agora uma comparac~ao entre os resultados obtidos para T = 4; 2
e 4,6. Note que o primeiro caso e aproximadamente uma vez e meia mais distante
da trajetoria real do que o segundo, ou seja, a diferenca para os perodos utilizados
na gura 4.15 e na 4.18, em relac~ao ao da trajetoria vertical, e respectivamente,
0,243( 1; 5  0; 157) e 0,157. Seguindo este raciocnio os gracos polares da gura
4.15 deveriam ser bem menores ao da 4.18. Entretanto eles possuem aproximada-
mente o mesmo tamanho. Para justicar este fato devemos voltar a considerar a
estabilidade das duas trajetorias; para T = 4; 2 o pacote de onda e propagado por
um tempo menor do que para T = 4; 5; fazendo com que este espalhe menos e
aumente a sobreposic~ao com o pacote inicial.
4.3 Gracos Polares para Energias Diferentes
Nesta parte da dissertac~ao apresentaremos dois resultados que s~ao mostrados nos
gracos das guras 4.21 e 4.22. Agora n~ao pretendemos mais compara-los a resul-
tados quânticos, mas somente conrmar o fato de que, quanto maior a energia e
portanto maior a instabilidade das trajetorias, menor o valor do propagador diago-
nal. Para isso, construmos gracos analogos ao da gura 4.5, com a diferenca que
xamos o valor da energia em 0,3 e 0,7 respectivamente, sendo o perodo T xo em
4,443.
Nas guras 4.21 e 4.22 temos o propagador diagonal para energia xa em 0,3 e
0,7 respectivamente. Uma observac~ao desatenta poderia levar a conclus~ao de que
os dois resultados n~ao apresentam grande diferenca entre si e entre os resultados
apresentados anteriormente (guras 4.5, 4.7 e 4.6). Mas note que existe uma difer-
enca no fator de escala das guras. Para 4.21, o propagador desenhado na gura
e somente 10% do seu valor real, ou seja, o fator de escala e igual a 0,1, enquanto
que para a gura 4.22 o fator vale 0,2. Se os dois gracos fossem colocados em uma
mesma escala, notaramos com uma maior facilidade que, para a energia menor
(0,3), o propagador e aproximadamente o dobro do que para energia igual a 0,7;
sendo que nas outras guras os valores dos propagadores possuem valores inter-
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Figura 4.21: Propagador em func~ao de x; y e  calculado pelo metodo das tra-
jetorias complexas: T = 4; 443; E = 0; 3

























Figura 4.22: Propagador em func~ao de x; y e  calculado pelo metodo das tra-































Figura 4.23: Modulo do propagador diagonal ao quadrado em func~ao x e px.
Parâmetros: T = 4; 443, y = 0 e py calculado em func~ao das variaveis x, px e
das constantes, y = 0 e energia E = 0; 5.
mediarios. Isto corrobora a discuss~ao ja realizada, onde relacionavamos energia e
estabilidade do sistema ao valor do propagador.
Ressaltamos que nas guras 4.21 e 4.22 as regi~oes classicamente permitidas s~ao
diferentes, ja que elas s~ao denidas pelo valor da energia, que s~ao diferentes.
4.4 Propagador em Func~ao das Coordenadas do
Espaco de Fase x  px
O ultimo resultado que apresentamos encontra-se na gura 4.23 e e construdo
da seguinte maneira. Fixamos a energia em E = 0; 5 e o perodo T = 4; 443.
Calculamos ent~ao o propagador para uma grade de pontos x; px na vizinhanca da
origem deste plano. O parâmetro py e previamente determinado pois e func~ao de
E; x, px e y, sendo que o ultimo foi xado em 0. Mais uma vez ca claro o rapido
decaimento, apartir do afastamento da trajetoria vertical, que naquele graco e




Comentaremos aqui este trabalho de Mestrado de uma forma geral, apresentando
algumas conclus~oes e perspectivas para trabalhos futuros.















, quando aproximado segundo o metodo de fase estacionaria, e es-




que conectam z(0) a z

(N) num tempo T , e que podem estar num espaco de fase
complexo. Esta e a primeira contribuic~ao ao calculo do propagador semiclassico;
quanto mais proximas de um espaco de fase real estiverem as trajetorias, maior sera
a contribuic~ao para o calculo do propagador e vice-versa. Entretanto n~ao e somente
esta condic~ao que inui no propagador semiclassico. Ao considerarmos as correc~oes
em segunda ordem na aproximac~ao de fase estacionaria, encontramos uma segunda
contribuic~ao que esta relacionada a estabilidade desta trajetoria classica: quanto
mais estavel ela for, maior e o valor do propagador e vice-versa. Tendo em vista
estes dois aspectos, explicamos qualitativamente quase todos os resultados obti-
dos. Mas note que do ponto de vista da Mecânica Quântica, n~ao podemos fazer
uso destes argumentos para explicar os resultados obtidos. Para explica-los, deve-
mos considerar as caractersticas das func~oes de onda e nveis de energia envolvidos.
Lembramos que e esta a nossa motivac~ao inicial; atraves do propagador semiclassico
obter informac~oes acerca do sistema quântico, interpretando-o via comportamento
classico. Esta relac~ao entre quântico e classico pode ser dada atraves das orbitas
periodicas, como na Formula do Traco de Gutzwiller.
81
Um ponto de grande importância e que os resultados do propagador diagonal
calculados atraves de trajetorias complexas concordaram muito bem com os resul-
tados quânticos e com os obtidos atraves da aproximac~ao por orbita real. Ja que
esta aproximac~ao por orbita complexa demonstrou-se satisfatoria, pelo menos para
os casos estudados, pretendemos estender nossos estudos as regi~oes onde a aproxi-
mac~ao por orbita real n~ao funcionou. E o caso onde o propagador e calculado na
vizinhanca de duas ou mais trajetorias reais, de modo que a contribuic~ao de todas
as orbitas devem ser includas. O que acontece e que na aproximac~ao por orbita
real n~ao ha uma \receita" para incluir satisfatoriamente todas elas, e a contribuic~ao
devido a interferência entre as trajetorias n~ao e bem calculada nesta aproximac~ao.
Com o uso das trajetorias complexas, esperamos que a fase da contribuic~ao de cada
uma delas garanta um termo valido de interferência.
Quanto as descontinuidades encontradas, pretendemos ainda tentar entendê-las
melhor. Em princpio desconsideraremos as orbitas que fornecam comportamentos
descontnuos, mas, sendo possvel, estudaremos melhor este problema, na tentativa
de encontrar algumas restric~oes as trajetorias classicas complexas que eliminem
formalmente tais orbitas.
Gostaramos de ressaltar tambem um fato que, apesar de n~ao ter sido ainda
documentado nesta dissertac~ao, merece ser destacado. A quest~ao e que, ao alterar-
mos as larguras dos estados coerentes envolvidos no propagador, mantendo o valor
de h, podemos mudar bastante os padr~oes dos resultados obtidos. O fato e que tal
alterac~ao inui diretamente nas trajetorias utilizadas para o calculo. A hamiltoni-
ana que as governa ( ~H) e func~ao das larguras dos estados coerentes, produzindo
trajetorias diferentes para larguras diferentes.
Enm, destacamos que futuramente pretendemos aplicar a aproximac~ao semi-
classica do propagador a problemas de espalhamento.
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Apêndice A
As Duas Hamiltonianas ~H e H





















A+ Ŵ (X̂; Ŷ ) ;
onde Ŵ (X̂; Ŷ ) e um termo n~ao harmônico, podemos escrever a sua media em
































+W (x; y) ;
e W e a func~ao suavizada
D
z
Ŵ  zE, que pode ser escrita na representac~ao de
coordenadas como:














!235W (x0; y0) :
Para calcularmosW W , e conveniente escrevermosW numa forma alternativa:












W (x+ x0; y + y0) :
Se a func~aoW varia lentamente em relac~ao a escala de bx e by, podemos expandi-
la em tormo de x e y, como uma func~ao de x0 e y0:
85





















sendo que a partir desta equac~ao calculamos diretamente o valor:






















onde lembramos que esta relac~ao e valida somente no limite de bx e by, tendendo a
zero, que e equivalente a h! 0.
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Apêndice B
Expans~ao do Objeto A em Func~ao
da Orbita Real
Por conveniência, utilizaremos neste apêndice a notac~ao denida pelas relac~oes

















0 0 1 0
0 0 0 1
 1 0 0 0




















A equac~ao (1.41), que descreve os pequenos deslocamentos em relac~ao a esta

















H1 1 H1 2 H1 3 H1 4
H2 1 H2 2 H2 3 H2 4
H3 1 H3 2 H3 3 H3 4
















O objeto que queremos calcular e a matriz M(+t), que e denida pela equac~ao:
( + t) = M( + t)(0) :
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Expandindo a grandeza ( + t), em torno da trajetoria real, ate a primeira
ordem em t, obtemos:
( + t) = () + t _() +O(t2) : (B.3)
Sendo que z e uma trajetoria periodica de perodo  , e valida a relac~ao H00()
= H00(0), de modo que a equac~ao (B.2) pode ser escrita como:
_() =   i
h
JH00(0) M() (0) ; (B.4)
de forma que a equac~ao (B.3) ca igual a:
( + t) = M() (0) +  i
h
t JH00(0) M() (0) t :
Por esta equac~ao podemos concluir diretamente que:







Para continuar resolvendo o denominador do objeto A, reescreveremos os obje-
tos H00(t) e M(t) de uma maneira mais conveniente:
H00(t) =
0
@ Hz z(t) Hz z(t)
Hz z(t) Hz z(t)
1
A e M(t) =
0
@ Mz z(t) Mz z(t)
Mz z(t) Mz z(t)
1
A ;
de modo que o denominador de A, calculado proximo a trajetoria real, possa ser
escrito como:
M33(t+ )M44(t+ ) M34(t + )M43(t+ ) = det[Mz z(t + )] :






=  Hz z( + t)Mz z() Hz z( + t)Mz z() ;
o que implica:
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Mz z(t + ) =
2
6641 + ih t
Kz }| {
Hz z( + t)Mz z()M 1z z() +Hz z( + t)
3775Mz z() :
(B.5)
Portanto, o resultado nal ca:







onde K e denido pela equac~ao (B.5).
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py, com parâmetros x = y = 0; 24, T = 4; 4 e E = 0; 5. Legenda:
~Hreal  HSR, ~Himag  HSI, Simag  SI, Gimag  GI, jK (z; z; T )j2 
K2 e ~H(x; y; px; py)  HS. . . . . . . . . . . . . . . . . . . . . . . . 71
4.12 Partes reais das trajetorias envolvidas no propagador diagonal, com
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gura 4.11, exceto pelos parâmetros x e y que aqui valem 0. 73
4.15 Propagador em func~ao de x; y e  calculado atraves da utilizac~ao de
trajetorias complexas: T = 4; 2; E = 0; 5 e o fator de reescala vale
0,15. Ressaltamos a existência de descontinuidades para os pontos
(x = 0; 24; y = 0; 24), (x =  0; 24; y = 0; 24) entre outros. . . . . . 74
4.16 Propagador em func~ao de x; y e . Calculo Quântico: T = 4; 2;
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