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Abstract
We determine the regular irreducible components of the variety mod(A, d),
where A = kQ/I is a string algebra and I is generated by a set of paths of
length two. Our case is among the first examples of descriptions of irreducible
components, aside from hereditary, tubular (see [4]) and Gelfand-Ponomarev
algebras (see [7]).
1 Introduction
Fix an algebraically closed field k, and let A be a finite dimensional associa-
tive k-algebra with a unit. By mod(A, d) we denote the affine subvariety of
Homk(A,Md(k)) of k-algebra homomorphisms A −→Md(k), where Md(k) is
the algebra of d × d matrices over k. The algebraic group GLd(k) of invert-
ible d× d matrices acts on mod(A, d) by conjugation. The GLd(k)-orbits in
mod(A, d) are in one-to-one correspondence with the isomorphism classes of
d-dimensional left A-modules.
We recall the definition of a string algebra and describe its finite dimen-
sional modules. A quiver is a tuple Q = (Q0, Q1, s, t) consisting of a finite
set of vertices Q0, a finite set of arrows Q1 and maps s, t : Q1 −→ Q0. We
call s(α) the source and t(α) the target of the arrow α ∈ Q1. A path in Q
is either 1u, where u is a vertex of Q, or a finite sequence α1 . . . αn of arrows
of Q, satisfying s(αi) = t(αi+1). The path algebra kQ is the k-algebra with
k-basis {p : p is a path in Q}, where the product of two paths p, q is the
concatenation pq in case s(p) = t(q) and zero otherwise. A string algebra A
over k is an algebra of the form A = kQ/I for a quiver Q and an ideal I in
kQ satisfying the following:
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• I is admissible, i.e. there is an n ∈ N with (kQ+)n ⊆ I ⊆ (kQ+)2,
where kQ+ is the ideal generated by all arrows.
• I is generated by a set of paths in Q.
• There are at most two arrows with source u for any vertex u of Q.
• There are at most two arrows with target u for any vertex u of Q.
• For any arrow α of Q there is a most one arrow β with s(α) = t(β) and
αβ /∈ I.
• For any arrow β of Q there is a most one arrow α with s(α) = t(β) and
αβ /∈ I.
Fix a string algebra A = kQ/I. The opposite quiver Qop is (Q0, Q
−1
1 , s, t),
where Q−11 = {α
−1 : α ∈ Q1}, s(α
−1) := t(α) and t(α−1) := s(α). A string
(of A) is either 1u, where u is a vertex of Q, or a finite sequence α1 · · ·αn of
arrows of Q and Qop, satisfying s(αi) = t(αi+1) and αi 6= α
−1
i+1 such that none
of its partial strings αi · · ·αj nor its inverse α
−1
j · · ·α
−1
i belongs to I. By W
we denote the set of all strings. Let c be a string. We set s(c) := t(c) := u
in case c = 1u and s(c) := s(αn) and t(c) = t(α1), in case c = α1 · · ·αn. We
say that c starts/ends with an (inverse) arrow if c = α1 · · ·αn and αn ∈ Q1
(∈ Q−11 ), α1 ∈ Q1 (∈ Q
−1
1 ), respectively. We define the inverse string c
−1 of
c by c−1 := 1u in case c = 1u and c
−1 := α−1n · · ·α
−1
1 if c = α1 · · ·αn. The
length l(c) of c is 0 if c = 1u and n if c = α1 · · ·αn. We call the strings of
length 0 trivial. Note that the concatenation cd of two strings c and d is not
necessarily a string.
Remark 1.1.
• A string c is trivial if and only if c = c−1.
• If I is generated by paths of length two, then c = α1 · · ·αn is a string if
and only if αiαi+1 is a string for all 1 ≤ i ≤ n− 1.
By Ld(c) := {c′ : c = c′c′′} we denote the set of leftdivisors of c. For any
string c we define the string module M(c) with basis
{ec′ : c
′ ∈ Ld(c)} by
p · ec′ =


ec′p−1 if c
′p−1 ∈ Ld(c),
ec′′ if c
′ = c′′p,
0 otherwise,
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for any path p in Q. For an arrow α and a vertex u we thus have
eα1···αi−1
α // eα1···αi if α = α−1i ,
eα1···αi−1 eα1···αi
αoo if α = αi,
1u · eα1···αi =
{
eα1···αi if u = s(αi),
0 if u 6= s(αi).
By [2] string modules are indecomposable and two string modules M(c)
and M(d) are isomorphic if and only if c = d or c = d−1. An isomorphism
M(c) −→M(c−1) is given by sending ec′ to ec′′−1 for c
′ ∈ Ld(c) with c = c′c′′.
We will refer to such an isomorphism as ”the isomorphism from M(c) to
M(c−1)”.
Aside from string modules there is another type of indecomposable (finite
dimensional) A-modules, the band modules. To make it easier to describe
degenerations (see section 4), we also define quasi-band modules, which are
a generalization of band modules.
A quasi-band (b,m) is a map b : Z −→ Q1∪Q
−1
1 together with an integer
m ≥ 1 such that b(i) = b(i +m) for all i ∈ Z and b(i)b(i + 1) · · · b(i + n) is
a string for all i ∈ Z and all n ≥ 0. Frequently we will just write (b,m) =
b(1) · · · b(m). A quasi-band (b,m) is called a band provided (b,m′) is not
a quasi-band for any 0 < m′ < m. For any quasi-band (b,m) and any
φ ∈ Autk(V ), where V is a finite dimensional k-vector space, we define
the quasi-band module M(b,m, φ) in the following way. First we define an
(infinite dimensional) A-module M(b) with basis {ei : i ∈ Z} by
p · ei =


ej if there is a j ≥ i such that b(i)p
−1 = b(i) · · · b(j),
ej−1 if there is a j ≤ i+ 1 such that pb(i+ 1) = b(j) · · · b(i+ 1),
0 otherwise,
for any path p in Q. Note that we write pb(i + 1) = b(j) · · · b(i + 1) instead
of p = b(j) · · · b(i) in order to include trivial paths. For an arrow α and and
a vertex u we thus have
ei−1
α // ei if α = b(i)−1,
ei−1 eiα
oo if α = b(i),
1u · ei =
{
ei if u = s(b(i)),
0 if u 6= s(b(i)).
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We define an A-module structure on V ⊗k M(b) by setting
p · (v ⊗ w) := v ⊗ (p · w)
for any path p in Q. Finally we set
M(b,m, φ) := V ⊗k M(b)/ spank({v ⊗ ei − φ(v)⊗ ei+m : v ∈ V, i ∈ Z}).
In case V = k the automorphism φ is given by multiplication with a λ ∈ k∗
and we set M(b,m, λ) = M(b,m, φ). We call M(b,m, φ) a band module
provided (b,m) is a band and the k[x]-module defined by φ is indecomposable.
By [2] any band module is indecomposable and two band modulesM(b,m, φ)
andM(b′, m′, φ′) are isomorphic if and only ifm = m′ and one of the following
holds:
• There is an i ∈ Z with b(j) = b′(i + j) for all j ∈ Z and φ and φ′ are
isomorphic as k[x]-modules.
• There is an i ∈ Z with b(j) = b′(i− j)−1 for all j ∈ Z and φ−1 and φ′
are isomorphic as k[x]-modules.
This motivates the definition of an equivalence relation ∼ for quasi-bands,
defined by (b,m) ∼ (b′, m′) if m = m′ and one of the following holds:
• There is an i ∈ Z with b(j) = b′(i+ j) for all j ∈ Z.
• There is an i ∈ Z with b(j) = b′(i− j)−1 for all j ∈ Z.
By [(b,m)] we denote the equivalence class of (b,m) with respect to ∼.
It is shown in [2] that the finite-dimensional indecomposable A-modules
are precisely the string and band modules up to isomorphism.
For any sequence S = (c1, . . . , cl, (b1, m1), · · · (bn, mn)) with l, n ≥ 0 con-
sisting of strings c1, . . . , cl and quasi-bands (b1, m1), · · · , (bm, mn) the family
of modules F(S) ⊆ mod(A, d) is the image of the morphism
GLd(k)× (k
∗)n −→ mod(A, d)
sending (g, λ1, . . . , λn) to
g ⋆ (
l⊕
i=1
M(ci)⊕
n⊕
j=1
M(bj , mj, λj)),
where
d =
l∑
i=1
dimkM(ci) +
n∑
j=1
dimkM(bj , mj, 1).
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We call a subset F of mod(A, d) an S-family of strings and quasi-bands
if there is a sequence S of strings and quasi-bands with F = F(S) and we
call F an S-family of (strings and) bands if S is a sequence of (strings and)
bands.
Note that a band module M(b, φ) with φ ∈ GLp(k) = Autk(k
p) does not
necessarily belong to any S-family of strings and quasi-bands, as φ might
not be diagonalizable. But, as the set of diagonalizable matrices in GLp(k) is
dense in GLp(k), we see that M(b, φ) belongs to the closure of the S-family
F(b, b, . . . , b), which is an S-family of bands. Thus mod(A, d) is a union of
closures of S-families of strings and bands. As GLd(k) is irreducible, any S-
family of strings and quasi-bands is irreducible and as there are only finitely
many different S-families of strings and bands in mod(A, d), any irreducible
component of mod(A, d) is the closure of an S-family of strings and bands.
Let r : mod(A, d) −→ N be the function sending X to
r(X) =
∑
α∈Q1
rankX(α).
We call X ∈ mod(A, d) regular if r(X) = d. From the direct decomposition
of X into a direct sum of string and band modules we obtain that r(X) ≤ d
for any X ∈ mod(A, d) and that X is regular if and only if X is isomorphic
to a direct sum of band modules. As r is lower semi-continuous, we see that
the regular elements of mod(A, d) form an open subset of mod(A, d).
Let C be an irreducible component of mod(A, d) such that there is a
regular X ∈ C. We call such an irreducible component regular. We already
know that there is a sequence of strings and bands S such that the closure
of F(S) is C. Obviously S has to be a sequence of bands. In order to
determine the regular irreducible components of mod(A, d) it suffices to solve
the following problem: Given a sequence of bands S with F(S) ⊆ mod(A, d),
determine whether the closure of F(S) is an irreducible component or not.
We apply the result on decompositions of irreducible components as pre-
sented in [3] and obtain the following: Let S = (b1, . . . , bn) be a sequence of
bands. We set di := dimkM(bi, 1) and d = d1+ . . .+dn. The closure of F(S)
is an irreducible component of mod(A, d) if and only if the following holds:
i) For all i 6= j, there are X ∈ F(bi) and Y ∈ F(bj) with Ext
1
A(X, Y ) = 0.
ii) The closure of F(bi) is an irreducible component of mod(A, di) for
i = 1, . . . , n.
Our goal is to characterize the conditions i) and ii) by combinatorial
criteria on bands. For i) we have a complete solution, whereas our charac-
terization of ii) only holds if the ideal I is generated by paths of length two.
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Note that the result from [3] can also be applied to sequences of strings and
bands in order to determine the non-regular irreducible components, but we
were not able to characterize condition ii) for strings.
We call a pair of bands ((b,m), (c, n)) extendable if there are s, t ≥ 1,
strings u, v, w and arrows α, β, γ, δ with
(b, sm) = wβuα−1 and (c, tn) = wδ−1vγ
such that
(d, n+m) := (c, n)(b,m) := c(1) · · · c(n)b(1) · · · b(m)
is a quasi-band. Note that l(w) > m, n is possible, which explains why s and t
are needed. We call a pair of equivalence classes of bands (B,C) extendable,
if there are bands (b,m) ∈ B and (c, n) ∈ C such that ((b,m), (c, n)) is
extendable.
Proposition 1.2. Let (b,m) and (c, n) be bands. There are X ∈ F(b,m)
and Y ∈ F(c, n) with Ext1A(X, Y ) = 0 if and only if the pair ([(b,m)], [(c, n)])
is not extendable.
Note that Ext1A(X, Y ) = 0 for some X ∈ F(b,m) and Y ∈ F(c, n) implies
that Ext1A(−,−) vanishes generically on F(b,m)×F(c, n).
We call a band (b,m) negligible if one of the following holds:
• There are strings u, v, w, x, y, arrows α, β, γ, δ and an s ≥ 1 with
(b,m) = uγvα−1 and (b, sm) = wβxα−1 = uγwδ−1y
such that
(c, n) := uγ and (d,m− n) := vα−1
are quasi-bands.
• There is a string u that starts and ends with an arrow, a string v that
starts and ends with an inverse arrow and a string w with (b,m) =
wuw−1v such that
(c,m) := wu−1w−1v
is a quasi-band.
We call an equivalence class of bands B negligible if there is a band
(b,m) ∈ B which is negligible. One can show that (B,B) is extendable if B
is negligible, but we will not use it.
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Proposition 1.3. Let (b,m) be a band with F(b,m) ⊆ mod(A, d). If the
closure of F(b,m) is an irreducible component of mod(A, d), then [(b,m)] is
not negligible.
We do not know whether the converse holds in general, but it does in
case I is generated paths of length two:
Proposition 1.4. Assume that I is generated by a set of paths of length two
and let (b,m) be a band with F(b,m) ⊆ mod(A, d). If [(b,m)] is not negligi-
ble, then the closure of F(b,m) is an irreducible component of mod(A, d).
We call a sequence S = (b1, . . . , bn) of bands negligible, if one of the
following holds:
• [bi] is negligible for some 1 ≤ i ≤ n.
• ([bi], [bj ]) is extendable for some 1 ≤ i, j ≤ n.
Our main result is the following theorem which is just a consequence from
the previous propositions.
Theorem. Let A = kQ/I be a string algebra and let S be a sequence of
bands with F(S) ⊆ mod(A, d).
a) If the closure of F(S) is an irreducible component of mod(A, d), then
S is negligible.
b) If S is negligible and I is generated by paths of length two, then the
closure of F(S) is an irreducible component of mod(A, d).
If I is generated by a set of paths of length two and b is a band, then
[b] is negligible if and only if ([b], [b]) is extendable (see Lemma 3.1 and 3.2).
From the previous theorem we thus obtain:
Corollary 1.5. Assume that I is generated by paths of length two and let
F ⊆ mod(A, d) be an S-family of bands. The closure of F is an irreducible
component of mod(A, d) if and only if there are X, Y ∈ F with Ext1A(X, Y ) =
0.
Note that Corollary 1.5 is not true if I is not generated by paths of length
two. Indeed, consider the algebra Λ = k[α, β]/(α3, β3, αβ) and the band
α−1β. The closure of F(α−1β) is an irreducible component of mod(Λ, 2), as
there are no other S-families of band modules in mod(Λ, 2). On the other
hand, Ext1Λ(X, Y ) does not vanish for any X, Y ∈ F(α
−1β), as one can
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easily construct a short exact sequence 0 −→ X −→ Z −→ Y −→ 0 for
some Z ∈ F(α−2β2).
If I is generated by paths of length two, there is a simple formula for the
dimension of a regular irreducible component: We call a vertex u ∈ Q0 gentle
(w.r.t. I) if it satisfies the following:
• For any arrow α of Q with s(α) = u there is a most one arrow β with
s(α) = t(β) and αβ ∈ I.
• For any arrow β of Q with t(β) = u there is a most one arrow α with
s(α) = t(β) and αβ ∈ I.
We call A a gentle algebra if any vertex of Q is gentle and the ideal I is
generated by paths of length two.
Proposition 1.6. Assume that I is generated by paths of length two and
let S be a sequence of bands such that the closure F(S) is an irreducible
component of mod(A, d). The dimension of F(S) is given by the formula
dimF(S) = d2 −
∑
u∈Q0
u non-gentle
dimk HomA(X,M(1u)) dimk HomA(M(1u), X),
for any X ∈ F(S). In particular, the dimension of any regular irreducible
component of mod(A, d) is d2 provided A is a gentle algebra.
The paper is organized as follows. In section 2 we recall results on homo-
morphisms between representations of string algebras from [5]. In section 3
we prove Proposition 1.4 and the dimension formula Proposition 1.6. Section
4 is devoted to explicit inclusions among closures of S-families of bands and
the proof of Proposition 1.3. In section 5 we study extensions and prove
Proposition 1.2.
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2 Homomorphisms
We show that S-families of band modules can be separated by hom-conditions
using string modules (see Proposition 2.5), a result we need for the proof of
Proposition 1.4. We recall a basis of homomorphism spaces between repre-
sentations of string algebras worked out in [5].
2.1 Substring morphisms for a string
Let c be a string. A substring of c is a triple (c1, c2, c3) of strings with
c = c1c2c3 satisfying the following:
• c1 is either trivial or it starts with an inverse arrow (c1 = c
′
1α
−1).
• c3 is either trivial or it ends with an arrow (c3 = αc
′
3).
By sub(c) we denote the set of substrings of c.
For each (c1, c2, c3) ∈ sub(c) we define the homomorphism
ιc2,(c1,c2,c3) : M(c2) −→ M(c)
by sending ed to ec1d for d ∈ Ld(c2). We call such a morphism a substring
morphism. For a string d we set
sub(d, c) := {(c1, c2, c3) ∈ sub(c) : c2 ∈ {d, d
−1}}.
2.2 Factorstring morphisms for a string
Let c be a string. A factorstring of c is a triple (c1, c2, c3) of strings with
c = c1c2c3 satisfying the following:
• c1 is either trivial or it starts with an arrow (c1 = c
′
1α).
• c3 is either trivial or it ends with an inverse arrow (c3 = α
−1c′3).
By fac(c) we denote the set of substrings of c.
For each (c1, c2, c3) ∈ fac(c) we define the homomorphism
πc2,(c1,c2,c3) : M(c) −→ M(c2)
by sending ed to {
ed′ if d = c1d
′ ∈ Ld(c1c2)
0 otherwise.
We call such a morphism a factorstring morphism. For a string d we set
fac(d, c) := {(c1, c2, c3) ∈ fac(c) : c2 ∈ {d, d
−1}}.
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2.3 Winding and unwinding morphisms
Let (b,m) be a quasi-band. For s ≥ 1 and λ ∈ k∗ we define the winding
morphism
w(b,m),s,λ :M(b, sm, λ
s) −→M(b,m, λ)
by sending 1⊗ ei to 1⊗ ei for i = 0, . . . , sm− 1.
Dually, the unwinding morphism
u(b,m),s,λ : M(b,m, λ) −→M(b, sm, λ
s),
sends 1⊗ ei to
s−1∑
j=0
λj1⊗ ei+jm
for i = 0, . . . , m− 1.
2.4 Substring morphisms for a quasi-band
Let (b,m) be a quasi-band and c a string. We define the set
sub1(c, (b,m)) := {1 ≤ i ≤ m : b(i) · · · b(i+ l(c)) = b(i)c,
b(i)−1, b(i+ l(c) + 1) ∈ Q1}
Note that we write b(i) · · · b(i+l(c)) = b(i)c instead of b(i+1) · · · b(i+l(c)) = c
in order to include the case l(c) = 0. For any i ∈ sub1(c, (b,m)) and any
λ ∈ k∗ we define a morphism
ιi,c,(b,m),λ : M(c) −→M(b,m, λ)
as a composition
M(c)
f //M(b, sm, λs)
w(b,m),s,λ //M(b,m, λ)
for some integer s ≥ 1 chosen in such a way that (b, sm) = d1α
−1cβd2
for some arrows α, β and some strings d1, d2 with l(d1) = i − 1, where the
morphism f sends ed to 1⊗ ei+l(d) for d ∈ Ld(c).
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M(c) : e1t(c)
c

 
ec

1⊗ ei
c
1⊗ ei+l(c)
M(b, sm, λs) :
1⊗ ei−1−sm
d2d1
α=λ−s
OO
1⊗ ei+l(c)+1
β
OO
Note that ιi,c,(b,m),λ does not depend on the choice of s.
We set sub−1(c, (b,m)) := sub(c
−1, (b,m)). Note that sub−1(c, (b,m)) =
sub1(c, (b,m)) if c is trivial. For each i ∈ sub−1(c, (b,m)) we define a mor-
phism
ιi,c,(b,m),λ : M(c) −→M(b,m, λ).
as the composition
M(c)
∼ //M(c−1)
ι
i,c−1,(b,m),λ //M(b,m, λ),
where the first morphism is the isomorphism from M(c) to M(c−1).
We have thus defined morphisms ιi,c,(b,m),λ, called substring morphisms,
for any λ ∈ k∗ and any
i ∈ sub(c, (b,m)) := sub1(c, (b,m)) ∪ sub−1(c, (b,m)).
Whereas substring morphisms for strings are always injective, substring mor-
phisms for quasi-bands are not necessarily.
Dually we define the factorstring morphisms for quasi-bands:
2.5 Factorstring morphisms for a quasi-band
Let (b,m) be a quasi-band and c a string. We define the set
fac1(c, (b,m)) := {1 ≤ i ≤ m : b(i) · · · b(i+ l(c)) = b(i)c,
b(i), b(i+ l(c) + 1)−1 ∈ Q1}
For any i ∈ fac1(c, (b,m)) and any λ ∈ k
∗ we define a morphism
πi,c,(b,m),λ : M(b,m, λ) −→ M(c)
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as a composition
M(b,m, λ)
u(b,m),s,λ //M(b, sm, λs)
f //M(c)
for some integer s ≥ 1 chosen in such a way that (b, sm) = d1αcβ
−1d2 for
some arrows α, β and some strings d1, d2 with l(d1) = i − 1, where f is the
morphism that sends 1⊗ ej to 0 if either 0 ≤ j < i or i+ l(c) < j < sm, and
1⊗ ej to ed if i ≤ j ≤ i+ l(c), where d is the leftdivisor of c of length j − i.
We set fac−1(c, (b,m)) := fac(c
−1, (b,m)). For each i ∈ fac−1(c, (b,m)) we
obtain a morphism
πi,c,(b,m),λ : M(b,m, λ) −→ M(c)
by identifying M(c) and M(c−1) just as above.
We have thus defined morphisms πi,c,(b,m),λ, called factorstring morphisms,
for any λ ∈ k∗ and any
i ∈ fac(c, (b,m)) := fac1(c, (b,m)) ∪ fac−1(c, (b,m)).
2.6 Morphisms between string and band modules
In this section we will frequently use the abbreviation
[X, Y ] := dimk HomA(X, Y )
for A-modules X, Y . The following three propositions are reformulations of
results from [5].
Proposition 2.1. Let M(b,m, λ) be a band module and M(c) a string mod-
ule. The morphisms
ιd,x ◦ πi,d,(b,m),λ :M(b,m, λ) −→M(c),
where d is a string of length at most l(c), x ∈ sub(d, c) and i ∈ fac(d, (b,m)),
form a basis of HomA(M(b,m, λ),M(c)). In particular,
[M(b,m, λ),M(c)] =
∑
d∈W ,l(d)≤l(c)
♯ fac(d, (b,m))♯ sub(d, c).
Proposition 2.2. Let M(b,m, λ) be a band module and M(c) a string mod-
ule. The morphisms
ιi,d,(b,m),λ ◦ πd,x :M(c) −→M(b,m, λ),
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where d is a string of length at most l(c), x ∈ fac(d, c) and i ∈ sub(d, (b,m)),
form a basis of HomA(M(c),M(b,m, λ)). In particular,
[M(c),M(b,m, λ)] =
∑
d∈W ,l(d)≤l(c)
♯ fac(d, c)♯ sub(d, (b,m)).
Proposition 2.3. Let M(b,m, λ) and M(c, n, µ) be band modules. The mor-
phisms
ιj,d,(c,n),µ ◦ πi,d,(b,m),λ :M(b,m, λ) −→M(c, n, µ),
where d is a string, j ∈ sub(d, (c, n)) and i ∈ fac(d, (b,m)) (together with an
isomorphism in case M(b,m, λ) and M(c, n, µ) are isomorphic) form a basis
of HomA(M(b,m, λ),M(c, n, µ)).
As an example, we present a result which we will need in section 5.
Lemma 2.4. Let M(b,m, λ) and M(c, n, µ) be band modules, d a string,
j ∈ sub(d, (c, n)) and i ∈ fac(d, (b,m)). The morphism
ιj,d,(c,n),µ ◦ πi,d,(b,m),λ : M(b,m, λ) −→ M(c, n, µ)
is injective if m ≤ l(d) < n+m and m < n, and it is surjective if n ≤ l(d) <
m+ n and n < m.
Note that Lemma 2.4 may become wrong if we drop the condition l(d) <
m+ n.
Proof. We may assume that j = n and i = m. Up to duality it suffices to
show that the morphism
f := ιj,d,(c,n),µ ◦ πi,d,(b,m),λ
is injective if m ≤ l(d) < n+m and m < n. Let A be the matrix of f with re-
spect to the bases 1⊗ e0, . . . , 1⊗ em−1 ofM(b,m, λ) and 1⊗ e0, . . . , 1⊗ en−1
of M(c, n, µ). To show that f is injective, we list the possible forms of A de-
pending on the relation between n,m and l(d):
If l(d) < n, then A is of the form(
A1
A2
)
,
where A1 ∈ Mat(m×m, k) is the identity matrix and A2 ∈ Mat(n−m×m, k).
From now on we assume that n ≤ l(d). If 2m ≤ n, then A is of the form
 A1A2
A3

 ,
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where A1, A2 ∈ Mat(m×m, k), A3 ∈ Mat(n−2m×m, k) and A2 = λ · 1m×m
is a multiple of the identity matrix. Finally, we assume that n < 2m. We
decompose A = B + C, where
B =

 1n−m×n−m 0n−m×2m−n02m−n×n−m 12m−n×2m−n
λ · 1n−m×n−m 0n−m×2m−n

 ,
C =

 02m−n×n−m C1C2 0n−m×2m−n
0n−m×n−m 0n−m×2m−n


and C1 and C2 are diagonal matrices. Note that the sizes of the blocks in B
and C are not necessarily the same. Now we see that A is of the form
 A11 A12A21 A22
A31 A32

 ,
where
• A11, A31 ∈ Mat(n−m× n−m, k),
• A12, A32 ∈ Mat(n−m× 2m− n),
• A21 ∈ Mat(2m− n× n−m, k),
• A22 ∈ Mat(2m− n× 2m− n),
• A22 is upper triangular and all its entries on the diagonal are 1,
• A31 = λ · 1n−m×n−m and
• A32 is zero.
The following proposition shows that the functions
[M(c),−], [−,M(c)] : mod(A, d) −→ N
for c ∈ W separate S-families of band modules.
Proposition 2.5. Let S = (b1, . . . , bm) and T = (c1, . . . , cn) be sequences of
bands with F(S),F(T ) ⊆ mod(A, d). If
[M(c), X ] = [M(c), Y ] and [X,M(c)] = [Y,M(c)]
for any string c, X ∈ F(S) and Y ∈ F(T ), then
F(S) = F(T ).
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We do not claim that Proposition 2.5 holds for sequences of quasi-bands.
Let X, Y be A-modules. Clearly the dimension vectors of X and Y co-
incide (i.e. dimk imX(1u) = dimk imY (1u) for all u ∈ Q0) if and only if
[P,X ] = [P, Y ] for any projective A-module P if and only if [X, J ] = [Y, J ]
for any injective A-module J . Recall from [1], that
[U,X ]− [X, τU ] = [P0, X ]− [P1, X ],
where P1 −→ P0 −→ U −→ 0 is a minimal projective presentation of an
A-module U and τ denotes the Auslander-Reiten translation. Dually, if
0 −→ U −→ J0 −→ J1 is a minimal injective copresentation of U , then
[X,U ]− [τ−U,X ] = [X, J0]− [X, J1].
As the Auslander-Reiten translate of a string module is either 0 or a string
module (see [2]) and as all projective and injective A-modules are string
modules, we obtain the following corollary.
Corollary 2.6. Let S and T be sequences of bands with F(S),F(T ) ⊆
mod(A, d) and let X ∈ F(S) and Y ∈ F(T ). The following are equivalent:
i) F(S) = F(T )
ii) [M(c), X ] = [M(c), Y ] for any string c.
iii) [X,M(c)] = [Y,M(c)] for any string c.
Before we can prove Proposition 2.5 we need some additional definitions
and a technical lemma. For any non-trivial string c and any quasi-band (b,m)
we set
• part1(c, (b,m)) := {1 ≤ i ≤ m : b(i) · · · b(i+ l(c)− 1) = c},
• part−1(c, (b,m)) := part1(c
−1, (b,m)) and
• part(c, (b,m)) := part1(c, (b,m)) ∪ part−1(c, (b,m)).
We extend the definition of sub(c,−), fac(c,−) for a string c and part(c,−)
for a non-trivial string c to sequences of quasi-bands instead of a single quasi-
band. For a sequence S = (b1, . . . , bn) of bands, we set
• part(c, S) :=
n⋃
i=1
(part(c, bi)× {i}) ⊆ N× N
• sub(c, S) :=
n⋃
i=1
(sub(c, bi)× {i}) ⊆ N× N
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• fac(c, S) :=
n⋃
i=1
(fac(c, bi)× {i}) ⊆ N× N
Moreover, we define
[c, S] :=
∑
d∈W ,l(d)≤l(c)
♯ fac(d, c)♯ sub(d, S)
and
[S, c] :=
∑
d∈W ,l(d)≤l(c)
♯ fac(d, S)♯ sub(d, c).
As direct consequence of Proposition 2.1 and Proposition 2.2 we obtain
Corollary 2.7. Let S be a sequence of bands and X ∈ F(S). For any string
c we have
[c, S] = [M(c), X ] and [S, c] = [X,M(c)].
We come to the technical lemma.
Lemma 2.8. Let S and T be sequences of bands with rankX(α) = rankY (α)
for any arrow α, X ∈ F(S) and Y ∈ F(T ) and let N ∈ N. If [c, S] = [c, T ]
and [S, c] = [T, c] for any string c of length at most N , then ♯ part(d, S) =
♯ part(d, T ) for any non-trivial string d of length at most N + 2.
Proof. It follows from Corollary 2.7 that ♯ sub(c, S) = ♯ sub(c, T ) and
♯ fac(c, S) = ♯ fac(c, T ) for any string c of length at most N . We will prove
that ♯ part(d, S) = ♯ part(d, T ) for 1 ≤ l(d) ≤ N + 2 by induction on the
length of d. If l(d) = 1, we may assume that d is an arrow. Let X ∈ F(S)
and Y ∈ F(T ). We have
♯ part(d, S) = rankX(d) = rankY (d) = ♯ part(d, T ).
If N + 2 ≥ l(d) > 1, then d is of the form d = d1cd2 for a (possibly trivial)
string c of length at most N and strings d1, d2 of length one. We assume
that ♯ part(d, S) 6= ♯ part(d, T ). By exchanging S and T we can assume
that ♯ part(d, S) > ♯ part(d, T ). By the induction hypothesis we know that
♯ part(d1c, S) = ♯ part(d1c, T ) and thus
♯ part(d1c, T ) = ♯ part(d1c, S)
≥ ♯ part(d1cd2, S)
> ♯ part(d1cd2, T )
This shows that part(d1c, T ) − part(d1cd2, T ) is non-empty, which implies
that there must be a string d3 6= d2 of length one such that d1cd3 is a string.
16
As d1c is non-trivial, there is a most one arrow α such that d1cα is a string
and at most one arrow β such that d1cβ
−1 is a string. Consequently, such
arrows α and β exist and satisfy {α, β−1} = {d2, d3}. We obtain
♯ part(d1cd2, S) + ♯ part(d1cd3, S) = ♯ part(d1c, S)
= ♯ part(d1c, T )
= ♯ part(d1cd2, T ) + ♯ part(d1cd3, T )
and thus ♯ part(d1cd3, S) 6= ♯ part(d1cd3, T ). If d1 is an arrow, then ♯ fac(c, S) 6=
♯ fac(c, T ) and if d−11 is an arrow, then ♯ sub(c, S) 6= ♯ sub(c, T ). This gives a
contradiction in any case.
Proof of Proposition 2.5. By the definition of S-families of band modules it
suffices to show that
♯{1 ≤ i ≤ m : [bi] = [b]} = ♯{1 ≤ i ≤ n : [ci] = [b]}
for any band b. We first show that part(d, S) = part(d, T ) for any non-trivial
string d. In order to apply Lemma 2.8, we need to show that rankX(α) =
rankY (α) for any arrow α, X ∈ F(S) and Y ∈ F(T ). Let α be an arrow. Let
p and q be the paths of maximal length such that qα and αp−1 are strings.
Note thatM(qαp−1) = Ps(α), where Ps(α) is the indecomposable projective
module corresponding to the vertex s(α), and that M(p−1) is the cokernel of
the morphism Pt(α) −→ Ps(α). Applying HomA(−, X), we obtain the exact
sequence
0 // HomA(M(p
−1), X) // HomA(Ps(α), X)
∼

// HomA(Pt(α), X)
∼

imX(1s(α))
X(α)
// imX(1t(α))
which shows that rankX(α) = [Ps(α), X ]− [M(p
−1), X ] and thus
rankX(α) = [Ps(α), X ]− [M(p
−1), X ]
= [Ps(α), Y ]− [M(p
−1), Y ]
= rankY (α).
Applying Lemma 2.8, we obtain ♯ part(d, S) = ♯ part(d, T ) for any non-trivial
string d, as desired.
Let b = (b, l) be a band. For any k ≥ 1 we define the string
dk := (b, kl) = b(1)b(2) · · · b(kl).
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Clearly ♯ part(dk, (b, l)) = 1 for any k ≥ 1 and if (c, j) is a band with (c, j) ≁
(b, l), then
♯ part(dk, (c, j)) = 0
for sufficiently large k. We choose K ∈ N, such that
♯ part(dK , x) =
{
1 if x ∼ b
0 otherwise.
for any x ∈ {b1, . . . , bm, c1, . . . , cn}. We obtain the desired equality
♯{1 ≤ i ≤ m : [bi] = [b]} = ♯ part(dK , S)
= ♯ part(dK , T )
= ♯{1 ≤ i ≤ n : [ci] = [b]}
3 Proof of Proposition 1.4 and 1.6
In this section we assume that A = kQ/I is a string algebra such that I is
generated by a set of paths of length two. For the proof of Proposition 1.4
we need the following characterization of negligibility.
Lemma 3.1. The equivalence class of a band b = (b,m) is negligible if and
only if the following holds: There are a string c and arrows α, β, γ, δ such
that the sets part(α−1cβ, b) and part(γcδ−1, b) are non-empty and α−1cδ−1
and γcβ are strings.
Proof. If (b,m) is negligible, one can find a string c and arrows α, β, γ, δ such
that the sets part(α−1cβ, b) and part(γcδ−1, b) are non-empty and α−1cδ−1
and γcβ are strings, by a simple case-by-case analysis which we omit. Indeed,
the choice c = w will work in both cases.
We now assume that there are a string c and arrows α, β, γ, δ such that the
sets part(α−1cβ, b) and part(γcδ−1, b) are non-empty and α−1cδ−1 and γcβ
are strings, and we want to show that (b,m) is negligible. Up to replacing
(b,m) by an equivalent band, we may assume that m ∈ part1(α
−1cβ, (b,m)).
We choose n ∈ part(γcδ−1, (b,m)). There are two cases to consider:
• n ∈ part1(γcδ
−1, (b,m))
• n ∈ part−1(γcδ
−1, (b,m))
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If n ∈ part1(γcδ
−1, (b,m)), we set
w = c, u = b(1) · · · b(n− 1), v = b(n + 1) · · · b(m− 1).
We have
(b,m) = uγvα−1 and (b, sm) = wβxα−1 = uγwδ−1y
for an integer s ≥ 1 and strings x, y. From now on we use that I is generated
by paths of length two. As γcδ−1 is a string, we see that γb(1) is a string
and thus γu is a string as well. As γu and uγ are both strings, we obtain
that uγ is a quasi-band. Similarly one can show that vα−1 is a quasi-band.
We now assume that n ∈ part−1(γcδ
−1, (b,m)). By the definition of the
sets part1 and part−1 we have
b(i) = b(n+ l(c) + 1− i)−1
for 1 ≤ i ≤ l(c). Note that l(c) < n, as otherwise
β = b(l(c) + 1) = b(n)−1 = δ−1.
Similarly we obtain that n + l(c) < m. Thus the band (b,m) is of the form
(b,m) = cuc−1v
for some non-trivial strings u and v of length l(u) = n − l(c) and l(v) =
m− n− l(c). As β = b(l(c) + 1) and δ = b(n), we see that u starts and ends
with an arrow. Similarly we obtain that v starts and ends with an inverse
arrow. In order to show that (b,m) is negligible, it remains to prove that
(d,m) := cu−1c−1v
is a quasi-band. As I is generated by paths of length two, it suffices to show
that
u−1c−1v and vcu−1
are strings. We show that vcu−1 is a string. We decompose v = v′α−1 and
u = u′δ. As
v′α−1 and α−1cδ−1 and δ−1(u′)−1
are strings, we obtain that
vcu−1 = v′α−1cδ−1(u′)−1
is a string. Similarly one can show that u−1c−1v is a string.
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Proof of Proposition 1.4. Let b = (b,m) be a band such that the closure of
F(b) ⊆ mod(A, d) is not an irreducible component of mod(A, d). We assume
that (b,m) is not negligible and want to obtain a contradiction.
As F(b) is irreducible it must be contained in a irreducible component C,
which is regular as it contains F(b). Thus there is a sequence S = (b1, . . . , bn)
of bands such that the closure of F(S) is C. As the function X 7→ rankX(α)
is lower semi-continuous on mod(A, d), we see that rankX(α) ≤ rankY (α)
for any arrow α, any X ∈ F(b) and any Y ∈ F(S). On the other hand,∑
α∈Q1
rankX(α) = r(X) = d = r(Y ) =
∑
α∈Q1
rankY (α)
and thus
♯ part(α, b) = rankX(α) = rankY (α) = ♯ part(α, S).
For any string c the functions [M(c),−] and [−,M(c)] from mod(A, d) to N
are upper semi-continuous and thus
[c, b] ≥ [c, S] and [b, c] ≥ [S, c].
As we know by Proposition 2.5 that strings separate S-families of bands,
there is a string c of minimal length with the property that [c, b] > [c, S] or
[b, c] > [S, c]. We only examine the case [c, b] > [c, S], as the other case is
treated similarly. It follows from Corollary 2.7 that ♯ sub(c, b) > ♯ sub(c, S).
Thus there are arrows α, β such that α−1cβ is a string and
♯ part(α−1cβ, b) > ♯ part(α−1cβ, S).
By Lemma 2.8 ♯ part(cβ, b) = ♯ part(cβ, S) and therefore there is an arrow γ
such that γcβ is a string and
♯ part(α−1cβ, b) + ♯ part(γcβ, b) = ♯ part(cβ, b)
= ♯ part(cβ, S)
= ♯ part(α−1cβ, S) + ♯ part(γcβ, S).
In particular ♯ part(γcβ, b) < ♯ part(γcβ, S). Similarly we find an arrow δ
such that α−1cδ−1 is a string and ♯ part(α−1cδ−1, b) < ♯ part(α−1cδ−1, S).
We obtain
♯ part(γc, b)− ♯ part(γcβ, b) > ♯ part(γc, S)− ♯ part(γcβ, S) ≥ 0.
Hence the word γcδ−1 has to be a string and satisfies
♯ part(γcδ−1, b) = ♯ part(γc, b)− ♯ part(γcβ, b) > 0.
From the characterization of negligibility in Lemma 3.1 we obtain that [b] is
not negligible.
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For the proof of the dimension formula Proposition 1.6 we need another
lemma.
Lemma 3.2. Let (b,m) and (c, n) be bands. The pair [(b,m), (c, n)] is ex-
tendable if and only if the following holds: There are a string d and arrows
α, β, γ, δ such that the sets part(α−1dβ, (b,m)) and part(γdδ−1, (c, n)) are
non-empty and α−1dδ−1 and γdβ are strings.
Proof. Set w = d in the definition of extendability and observe that (d, n+m)
is a quasi-band if and only if α−1dδ−1 and γdβ are strings.
Proof of Proposition 1.6. Let S = (b1, . . . , bn) be a sequence of bands such
that the closure of F(S) is an irreducible component in mod(A, d). From the
first part of the main theorem we know that
• ([bi], [bj ]) is not extendable for i 6= j and
• [bi] is not negligible for all i.
LetM =M(b1, λ1)⊕· · ·⊕M(bn, λn) ∈ F(S) such thatM(b1, λ1), . . . ,M(bn, λn)
are pairwise non-isomorphic. The dimension of F(S) is given by the formula
dimF(S) = d2 + n− [M,M ],
as F(S) is an n-parameter family orbits of dimension d2 − [M,M ]. Let N
be the set of all tuples (i, j, k, l, c) consisting of integers i, j, k, l and a string
c such that i ∈ fac(c, bk) and j ∈ sub(c, bl). By Proposition 2.3 a basis of the
space HomA(M,M) is given by
• ♯N morphisms corresponding tuples (i, j, k, l, c) ∈ N
• n morphisms corresponding to the identities on Mi for i = 1, . . . , n.
We thus obtain
dimF(S) = d2 − ♯N
It remains to show that the cardinality of N is
♯N =
∑
u∈Q0
u non-gentle
[X,M(1u)][M(1u), X ]
for any X ∈ F(S). Let (i, j, k, l, c) ∈ N . There are arrows α, β, γ, δ such that
the sets part(α−1cβ, bk) and part(γcδ
−1, bl) are non-empty. Applying Lemma
3.2 in case k 6= l and Lemma 3.1 in case k = l, we obtain that at least one
21
of the words α−1cδ−1 and γcβ cannot be a string. This can only happen if c
is trivial. Let u be the vertex of Q with c = 1u:
α
@
@@
@@
@@
β
~~
~~
~~
~
u
γ
~~
~~
~~
~
δ
@
@@
@@
@@
We apply the same lemmas once again: As the sets part(β−1α, bk) and
part(γδ−1, bl) are non-empty, we obtain that at least one of the words β
−1δ−1
and γα cannot be a string. Therefore none of the pairs of words
• (δα, γβ)
• (γα, δβ)
can be a pair of strings. But this is only possible if the vertex u is non-gentle.
For the cardinality of N we thus obtain
♯N =
∑
u∈Q0
u non-gentle
♯ fac(1u, S)♯ sub(1u, S)
=
∑
u∈Q0
u non-gentle
[S, 1u][1u, S]
=
∑
u∈Q0
u non-gentle
[X,M(1u)][M(1u), X ]
for any X ∈ F(S), which completes the proof.
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4 Regular components of indecomposable
modules
An A-module Y ∈ mod(A, d) is called a degeneration of X ∈ mod(A, d) if
Y belongs to the closure of the GLd(k)-orbit of X in mod(A, d). In that
case we also say that X degenerates to Y and write X ≤deg Y . We extend
this notion to sequences of strings and quasi-bands: Let S and S ′ be finite
sequences of strings and quasi-bands. We call S and S ′ equivalent, denoted
by S =deg S
′, if F(S) = F(S ′), and we say that S degenerates to S ′, in
symbols S ≤deg S
′, if F(S ′) ⊆ F(S). Note that ≤deg defines a partial order
on the set of equivalence classes of finite sequences of strings and quasi-bands.
Two sequences of strings and bands
S = (c1, . . . , cl, b1, . . . , bn) and S
′ = (c′1, . . . , c
′
l′, b
′
1, . . . , b
′
n′)
are equivalent if and only if l = l′, n = n′ and there are permutations σ ∈ Sl
and τ ∈ Sn satisfying
• c′σ(i) ∈ {ci, c
−1
i } for i = 1, . . . , l and
• b′τ(j) ∼ bj for j = 1, . . . , n.
Note that this characterization might also hold for sequences of strings and
quasi-bands, but we do not need it.
We establish two types of degenerations between sequences of bands,
which yield a proof for Proposition 1.3.
Proof of Proposition 1.3. Let (b,m) be a band such that the closure of
F(b,m) ⊆ mod(A, d)
is an irreducible component. If we assume that (b,m) is negligible, we can
apply one of the following degenerations and obtain that F(b,m) is contained
in the closure of another S-family of quasi-band modules, which is impossible
as F(b,m) is an irreducible component.
The first degeneration can be described as follows: Cut off a piece of a
suitable quasi-band, reverse the piece and reconnect it:
(b,m) =
u

w−1oo ///o/o/o (c,m) =
u

w−1oo
v

w
//
v
OO
w
//
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Proposition 4.1. Let (b,m) be a quasi-band and assume that there is a
string u that starts and ends with an arrow, a string v that starts and ends
with an inverse arrow and a string w such that (b,m) = wuw−1v and
(c,m) := wuw−1v−1
is a quasi-band. Then (c,m) <deg (b,m).
Proof. Let Q˜ be the quiver
1
α1
!!
2
α4
aa
α3
== 3
α2
}}
and V be the variety of representations X = (X(α1), X(α2), X(α3), X(α4))
of Q˜ with dimension vector (1, 2, 1), i.e.
V = Mat(2× 1, k)×Mat(2× 1, k)×Mat(1× 2, k)×Mat(1× 2, k).
For λ, µ ∈ k, λ 6= 0, consider the representations
Xλ,µ = (
(
λ−1
µ
)
,
(
1
0
)
,
(
0 1
)
,
(
−λµ 1
)
) ∈ V,
Yν := (
(
0
ν−1
)
,
(
1
0
)
,
(
0 1
)
,
(
1 0
)
) ∈ V.
The algebraic group G = k∗ ×GL2(k)× k
∗ acts on V in the usual way, i.e.
(ϕ, χ, ψ) ⋆ (X1, X2, X3, X4) := (χX1ϕ
−1, χX2ψ
−1, ψX3χ
−1, ϕX4χ
−1).
For λ, µ ∈ k∗ we apply the base change
g = (−λ−1µ−1,
(
1 −λ−1µ−1
0 1
)
, 1)
to Xλ,µ and obtain g ⋆ Xλ,µ = Y−λ−1µ−2 . Thus Xλ,µ belongs to a G-orbit of
Yν for some ν ∈ k
∗, as long as µ 6= 0.
Let A be the set of all paths of Q of length at most one, i.e. A = Q1∪{1x :
x ∈ Q0}. We identify the affine variety mod(A, m) with a subvariety of
Mm(k)
A. To show that M(b,m, λ) belongs to the closure of F(c,m), we
define a morphism
φ : V −→Mm(k)
A
satisfying φ(Xλ,µ) ∈ F(c,m) for µ 6= 0 and φ(Xλ,0) ≃ M(b,m, λ). Note that
we will define φ in such a way that φ(V) ⊆ mod(kQ,m).
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Here is the definition of φ: Let
X = (X(α1), X(α2), X(α3), X(α4)) ∈ V
and let Z be the A-module Z = V ⊕M(w)2 ⊕ U, where
V =
{
0 if l(v) = 1
M(v′) if v = β−1v′α−1
and
U =
{
0 if l(u) = 1
M(u′) if u = γu′δ
We decompose U, V and M(w)2 as k-vector spaces:
M(w)2 =
⊕
d∈Ld(w)
Wd,
where Wd = spank{(ed, 0), (0, ed)},
V = M(v′) = V1t(v′) ⊕ · · · ⊕ Vv′
in case v = β−1v′α−1, where Vd := spank{ed} for d ∈ Ld(v
′) and
U = U1t(u′) ⊕ · · · ⊕ Uu′
in case u = γu′δ, where Ud = spank{ed} for d ∈ Ld(u
′).
We identify Mm(k) with Endk(Z), each Wd with k
2 and each Ud and Vd
with k and set φ(X) = Z+Zv+Zu, where the definition of Zv, Zu ∈ Endk(Z)
depends on the lengths of u and v.
Case v = β−1v′α−1 : Vv′
Zv(α)=X(α1)
##G
GG
GG
GG
GG
W1w
Zv(β)=X(α4){{xx
xx
xx
xx
Ww U
V1t(v′)
Case v = α−1 : W1w
Zv(α)=X(α1)◦X(α4)

Ww U
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Case u = γu′δ : U1t(u′)
Zu(γ)=X(α2)
||xx
xx
xx
xx
V W1w Ww
Zu(δ)=X(α3) ##G
GG
GG
GG
GG
Uu′
Case u = γ : V W1w Ww
Zu(γ)=X(α2)◦X(α3)

By the definition of φ we have:
• φ(Xλ,0) ≃M(b,m, λ) ∈ F(b,m) for any λ ∈ k
∗.
• φ(Yν) ∈ F(c,m) for any ν ∈ k
∗.
The morphism φ is G-equivariant with respect to the morphism of algebraic
groups G −→ GLm(k) sending (ϕ, χ, ψ) to

ϕ · 1V
χ
. . .
χ
ψ · 1U

 .
Therefore φ(Xλ, µ) belongs to F(c,m) for µ 6= 0 and thus M(b,m, λ) ≃
φ(Xλ,0) belongs to the closure of F(c,m) for any λ ∈ k
∗.
To complete the proof we show that
F(b,m) 6= F(c,m).
As ♯ sub(w, (b,m)) 6= ♯ sub(w, (c,m)), there is a string a with [a, (b,m)] 6=
[a, (c, n)] and thus minimum of the function
[M(a),−] : mod(A, d) −→ N
on F(b,m) differs from the minimum on F(c,m), which implies that these
two sets cannot be equal.
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The second degeneration can be described as follows: Cut a suitable
quasi-band into two pieces, and close each piece to separate quasi-bands.
(b,m) ///o/o/o (c, n) (d,m− n)
u

γoo
u

α−1
##
α−1
//
v
OO
γ
cc
v
OO
Proposition 4.2. Let (b,m) be a quasi-band and assume that there are
strings u, v, w, x, y, arrows α, β, γ, δ and an s ≥ 1 with
(b,m) = uγvα−1 and (b, sm) = wβxα−1 = uγwδ−1y
such that
(c, n) := uγ and (d,m− n) := vα−1
are quasi-bands. Then ((c, n), (d,m− n)) <deg (b,m).
Proof. We only show that ((c, n), (d,m− n)) ≤deg (b,m) and leave the proof
of the inequality ((c, n), (d,m− n)) 6=deg (b,m) to the reader, as it is nearly
the same as in the proof of Proposition 4.1.
Let µ, ν ∈ k∗ and set M := M(d,m− n, µ) and N :=M(c, n, ν). For any
h ∈ Homk(M,N) there is a unique A-module structure Xh,µ,ν on the vector
space N ⊕M such that(
1N h
0 1M
)
: Xh,µ,ν −→ N ⊕M
is an A-isomorphism. By definition, we know that
Xh,µ,ν(a) =
(
N(a) ζ(a)
0 M(a)
)
with ζ(a) = N(a)h−hM(a) for any a ∈ A. Note that ζ(a) = 0 for all a ∈ A
in case h is A-linear.
We will construct an h ∈ Homk(M,N) in such away that
ζ(ǫ)(1⊗ ei) =


−ν−1µ−11⊗ e0 if i = m− n− 1 and ǫ = α,
1⊗ en−1 if i = 0 and ǫ = γ,
0 otherwise,
for 0 ≤ i < m−n and for any path ǫ of length at most one. Here is a picture
of the module Xµ,ν := Xh,µ,ν :
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{0} ×M(d,m− n, µ) (0, 1⊗ e0)
γ≃1
''PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
v
(0, 1⊗ em−n−1)
α≃µ−1
yy
α≃−ν−1µ−1
wwnnn
nn
nn
nn
nn
nn
nn
nn
nn
nn
nn
nn
n
M(c, n, ν)× {0} (1⊗ e0, 0)
γ≃ν
99
(1⊗ en−1, 0)u
(An arrow from x to y labeled by α ≃ λ indicates that Xh,µ,ν(α)(x) = λy.)
We postpone the construction of h and show how to complete the proof,
once h is defined: For a fixed λ ∈ k∗ the module M(b,m, λ) belongs to the
closure of the one-parameter family Yµ := Xµ,−λµ−1 , µ ∈ k
∗. Consequently,
((c, n), (d,m− n)) ≤deg (b,m).
In order to define h, we have to show that
c(1) · · · c(l(w) + 1) = wβ = b(1) · · · b(l(w) + 1).
Let 0 < i ≤ l(w)+1. Obviously c(i) = b(i) if i ≤ n. If n < i, we may assume
inductively that c(i− n) = b(i− n) and thus
c(i) = c(i− n) = b(i− n) = b(i).
Similarly, one can show that
d(1) · · ·d(l(w) + 1) = wδ−1.
There are integers t, r ≥ 0 and strings z, z′ such that
(c, tn) = wβzγ and (d, r(m− n)) = wδ−1z′α−1.
Let g : M(w) −→M(c, tn, νt) be the k-linear map sending ed to 1⊗ el(d) for
d ∈ Ld(w). We have
(g ◦ ǫ− ǫ ◦ g)(ed) =
{
−νt1⊗ etn−1 if d = 1t(w) and ǫ = γ,
0 otherwise,
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for any path ǫ of length at most one and any d ∈ Ld(w). Similarly, let
f : M(d, r(m− n), µr) −→ M(w) be the k-linear map sending 1⊗ ei to{
ed if 0 ≤ i ≤ l(w), d ∈ Ld(w), l(d) = i
0 if l(w) < i < r(m− n)
for i = 0, . . . , r(m− n)− 1. The map f satisfies
(f ◦ ǫ− ǫ ◦ f)(1⊗ ei) =
{
µ−re1t(w) if i = tn− 1 and ǫ = α,
0 otherwise,
for any path ǫ of length at most one and 0 ≤ i < tn. For the composition of
f and g, we have
(g ◦ f ◦ ǫ− ǫ ◦ g ◦ f)(1⊗ ei) =


µ−r1⊗ e0 if i = tn− 1 and ǫ = α,
−νt1⊗ er(m−n)−1 if i = 0 and ǫ = γ,
0 otherwise,
for any path ǫ of length at most one and 0 ≤ i < r(m − n). Let h′ be the
composition
M(d,m− n, µ) //M(d, r(m− n), µr)
g◦f //M(c, tn, νt) //M(c, n, ν),
where the first map is an unwinding morphism and the last map is a winding
morphism. We have
(h′ ◦ ǫ− ǫ ◦ h′)(1⊗ ei) =


µ−11⊗ e0 if i = tn− 1 and ǫ = α,
−ν1 ⊗ em−n−1 if i = 0 and ǫ = γ,
0 otherwise,
for any path ǫ of length at most one and any 0 ≤ i < m− n. Finally, we set
h := −ν−1h′.
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5 Extensions
Let (b,m) and (c, n) be bands. Proposition 1.2 will follow from the following
two lemmas.
Lemma 5.1. If the pair ([(b,m)], [(c, n)]) is not extendable, then
Ext1A(M(b,m, λ),M(c, n, µ)) = 0
for any λ, µ ∈ k∗ with λ 6= µ, µ−1.
Lemma 5.2. If the pair ((b,m), (c, n)) is extendable, there is a non-split
short exact sequence of A-modules
0 −→ X −→ MX,Y −→ Y −→ 0
with MX,Y ∈ F(d, n+m) for any X ∈ F(c, n), Y ∈ F(b,m), where
(d, n+m) = c(1) · · · c(n)b(1) · · · b(m).
Recall from [6] that an A-module A degenerates to a direct sum of A-
modules B ⊕ C whenever there is a short exact sequence
0 −→ B −→ A −→ C −→ 0.
Combining this result with Lemma 5.2, we obtain
Corollary 5.3. If the pair ((b,m), (c, n)) is extendable, then
F((c, n), (b,m)) ⊆ F(d, n+m),
where
(d, n+m) = c(1) · · · c(n)b(1) · · · b(m).
Proof of Lemma 5.1. By [2] the Auslander-Reiten translate τ−1M of a band
module M is isomorphic to M . It is well known that
Ext1A(N,M) ≃ HomA(τ
−1M,N)
for any finite dimensional A-modules M,N , where
HomA(τ
−1M,N) = HomA(τ
−1M,N)/P(τ−1M,N)
and P(τ−1M,N) is the subspace of HomA(τ
−1M,N) consisting of all homo-
morphisms that factor through a projective A-module. Therefore it suffices
to show that any morphism M(c, n, µ) −→ M(b,m, λ) factors through a
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projective A-module. The condition λ 6= µ, µ−1 asserts that M(c, n, µ) and
M(b,m, λ) are non-isomorphic and this allows us to apply Proposition 2.3,
which yields a basis for
HomA(M(c, n, µ),M(b,m, λ)).
We show that any morphism of the form
ιj,w,(b,m),λ ◦ πi,w,(c,n),µ : M(c, n, µ) −→M(b,m, λ)
with j ∈ sub(w, (b,m)) and i ∈ fac(w, (c, n)) factors through a projective
A-module. Fix a string w, j ∈ sub(w, (b,m)) and i ∈ fac(w, (c, n)). Up to
equivalence of bands, we may assume that i = n and j = m. Moreover, we
can assume that m ∈ sub1(w, (b,m)) and n ∈ sub1(w, (c, n)) up to replacing
λ by λ−1 and µ by µ−1 if necessary. By the definition of the sets sub1 and
fac1 there are s, t ≥ 1, strings u, v and arrows α, β, γ, δ with
(b, sm) = wβuα−1 and (c, tn) = wδ−1vγ.
As the pair ((b,m), (c, n)) is not extendable,
(d, n+m) = c(1) · · · c(n)b(1) · · · b(m)
cannot be a quasi-band. As c(n) = γ and b(m) = α−1 this can only happen
if one of the words
c(1) . . . c(n)b(1) · · · b(m− 1) and b(1) · · · b(m)c(1) · · · c(n− 1)
is not a string. We just consider the case, where the word
x := c(1) · · · c(n)b(1) · · · b(m− 1)
is not a string, as the other case is treated similarly. Let 1 ≤ i ≤ n be
minimal with the property that c(i), c(i + 1), . . . , c(n) are arrows and let
1 ≤ j ≤ m − 1 be maximal, such that b(1), . . . , b(j) are arrows. As x is not
a string, we see that the path
c(i)c(i+ 1) · · · c(n)b(1) · · · b(j)
belongs to the ideal I. We set
q = c(i)c(i+ 1) · · · c(n) and r = b(1) · · · b(j).
Obviously wβ ∈ Ld(r), because otherwise r ∈ Ld(w), which implies that
qr is a string. We may thus decompose r = wr′ for some non-trivial path
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r′. Let P = Ps(r) be the projective A-module corresponding to the vertex
s(r). Obviously P is isomorphic to M(q′rp−1) for some paths p and q′ with
q = q′′q′ for a non-trivial path q′′. We obtain the sequence of morphisms
M(c, n, µ)
h //M(q′w)
g // P =M(q′wr′p−1)
f //M(b,m, λ),
where h is the factorstring morphism corresponding to
n− l(q′) ∈ fac1(q
′w, (c, n)),
g is the substring morphism corresponding to the decomposition
q′rp−1 = (1t(q′)) (q
′w) (r′p−1)
and f is the morphism sending eq′r to 1⊗ el(r). As
f ◦ g ◦ h = ιj,w,(b,m),λ ◦ πi,w,(c,n),µ,
the proof is complete.
Proof of Lemma 5.2. As ((b,m), (c, n)) is extendable, there are s, t ≥ 1,
strings u, v, w and arrows α, β, γ, δ with
(b, sm) = wβuα−1 and (c, tn) = wδ−1vγ
such that
(d, n+m) := (c, n)(b,m) := c(1) · · · c(n)b(1) · · · b(m)
is a quasi-band.
Let x = c(1) · · · c(n) and y = b(1) · · · b(m) as strings. We divide the proof
into four steps:
a) l(w) < n+m,
b) n +m ∈ sub(xw, (d, n+m)),
c) n ∈ fac(yw, (d, n+m)) and
d) for any λ, µ ∈ k∗ the sequence
0 //M(c, n, µ)
f //M(d, n +m− λµ)
g //M(b,m, λ) // 0,
where
f = ιn+m,xw,(d,n+m),−λµ ◦ πn,xw,(c,n),µ
and
g = ιm,yw,(b,m),λ ◦ πn,yw,(d,n+m),−λµ
is exact and does not split.
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Proof of a): If we assume that l(w) ≥ n+m, we obtain the contradiction
α−1 = b(m) = c(m) = c(n +m) = b(n +m) = b(n) = c(n) = γ.
Proof of b): As d(n+m) = b(m) = α−1 is an inverse arrow and d(i) = c(i)
for i = 1, . . . , n, it suffices to show that d(i+n) = b(i) for i = 1, . . . , l(w)+1,
as b(l(w) + 1) = β is an arrow. This is obvious if i ≤ m. We may thus
assume that i > m. As l(w) < n +m by a), we see that 0 < i−m ≤ n and
i−m ≤ l(w) and thus
d(i+ n) = d(i−m) = c(i−m) = b(i−m) = b(i).
Statement c) follows dually.
Proof of d): We decompose f as the sum
l(w)+n∑
i=0
fi of k-linear maps
fi : M(c, n, µ) −→ M(d, n+m,−λµ).
Note that, in order to keep the coefficients combinatorially simple, we adapt
the basis of M(c, n, µ) to i for the definition of fi: For 0 ≤ i ≤ l(w) + n and
i ≤ l < i+ n we set
fi(1⊗ el) :=
{
1⊗ ei if i = l
0 otherwise.
Similarly, we decompose g as the sum
l(w)+m+n∑
k=n
gk of k-linear maps
gk : M(d, n +m,−λµ) −→M(b,m, λ),
where gk is defined as follows: For n ≤ k ≤ l(w)+n+m and k ≤ l < k+n+m
we set
gk(1⊗ el) :=
{
1⊗ el−n if k = l
0 otherwise.
Applying Lemma 2.4, we see that f is injective and g surjective. In order
to prove that the sequence is exact, it remains to show that g ◦ f = 0. We
have
g ◦ f =
l(w)+n∑
i=0
l(w)+m+n∑
k=n
gk ◦ fi.
We claim that gk ◦ fi = 0 unless (i, k) belongs to one of the disjoint sets
A := {(i, i+ n+m) : 0 ≤ i ≤ l(w)}
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and
B := {(i, i) : n ≤ i ≤ l(w) + n}.
Assume that there are 0 ≤ i ≤ l(w) + n, n ≤ k ≤ n + m + l(w) and
0 ≤ l < n such that gk ◦ fi(1⊗ el) 6= 0. From the definition of fi we obtain
l − i ∈ nZ and fi(1⊗ el) = ξ(1⊗ ei) for a ξ ∈ k
∗ and from the definition of
gk we see that k − i ∈ (n + m)Z. As −l(w) ≤ k − i ≤ n + m + l(w) and
l(w) < n+m, we obtain either k− i = 0 and thus (i, k) ∈ B or k− i = n+m
and hence (i, k) ∈ A. We have
g ◦ f =
∑
(i,k)∈A
gk ◦ fi +
∑
(i,k)∈B
gk ◦ fi =
∑
(i,k)∈A
(gk ◦ fi + gk−m ◦ fi+n)
and suffices to show that (gk ◦ fi + gk−m ◦ fi+n) = 0 for (i, k) ∈ A. Let
(i, k) ∈ A. For any i ≤ l < n + i we have
fi(1⊗ el) = fi+n(1⊗ el) = 0
and thus
gk ◦ fi(1⊗ el) + gk−m ◦ fi+n(1⊗ el) = 0,
unless l = i. In case l = i we obtain
gkfi(1⊗ ei) = gk(1⊗ ei)
= gk(−λµ · 1⊗ ei+n+m)
= gk(−λµ · 1⊗ ek)
= −λµ · 1⊗ ek−n
and
gk−mfi+n(1⊗ ei) = gk−mfi+n(µ · 1⊗ ei+n)
= gk−m(µ · 1⊗ ei+n)
= gk−m(µ · 1⊗ ek−m)
= µ · 1⊗ ek−m−n
= λµ · 1⊗ ek−n
and thus g ◦ f = 0.
To complete the proof, it remains to show that the short exact sequence
0 //M(c, n, µ)
f //M(d, n+m,−λµ)
g //M(b,m, λ) // 0,
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does not split. It suffices to show that M(d, n +m,−λµ) is not isomorphic
to M(c, n, µ)⊕M(b,m, λ). As
♯ sub(w, (c, n)) + ♯ sub(w, (b,m)) > ♯ sub(w, (d, n+m)),
there is an A-module U , such that
[U,M(d, n +m,−λµ)] 6= [U,M(c, n, µ)⊕M(b,m, λ)],
by Proposition 2.2 about the homomorphism spaces between string and band
modules. This shows that M(d, n + m,−λµ) and M(c, n, µ) ⊕ M(b,m, λ)
cannot be isomorphic.
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