INTRODUCTION
In [5] we have constructed the basic elements of the polyharmonic Wavelet Analysis. There we have provided all details of the construction of the filters for the whole infinite family of father and mother wavelets. Here we will finalize the multivariate construction and provide experimental evidence of the power of the new wavelets.
POLYHARMONIC WAVELET ANALYSIS
The Polyharmonic Wavelet Analysis arises in the context of the polyharmonic subdivision. In general, it is obtained when the (one-dimensional) polynomials of degree 1 2 − N are replaced by polyharmonic functions of degree . N The main element of the construction is the application of the Fourier transform in n variables in . was defined at the end of [5] . This gives the wavelet expansion ( ) ( )
We summarize the results in the following theorem, for the proofs we refer to [3] .
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Theorem 1 For every
by means of the definitions Respectively, the space
is generated by an infinite amount of orthogonal (non-stationary) mother wavelets
Although these wavelets do not have a compact support in direction , y it is important to note that they have ''elongated support'' in the y direction, which plays an essential role for the sparseness of the ''edge representation'' in the images, a point of view nicely described in [2] , see also [6] .
THE ALGORITHM
From the above it follows that the algorithm for Decomposition and Reconstruction of the Polyharmonic Subdivision Wavelet Analysis (PhSdWav) consists of a Fourier transform in direction y and consecutive application, for every ,
t It consists of the following steps: 1. As usually we take as first approximation to the image the image itself where the expansion is in terms of the scaling functions 3. Filtering the small (insignificant) coefficients by using a threshold parameter. 4. Quantizing the remaining coefficients. 5. Encoding by arithmetic coder.
The algorithm was written in Matlab.
EXPERIMENTS WITH IMAGES
We apply our Wavelet Analysis to different classes of images --synthetic and real. We compare the results of our method PhSdWav with parameter 9 = N (see [5] ) against the d 2 wavelet transform with Daubechies wavelets 9 db (which are tensor product wavelets and correspond to the one-dimensional Daubechies wavelets with parameter 9 = N ). We use the standard function 2 dwt in Matlab which contains a large class of d 2 wavelets, and 9 db is one of the most used representatives. In all Figures below we first display on top-left the original image, on top-right is the result of PhSdWav compressed representation obtained by wavelet thresholding, and on the bottom is the result of the 9 db compressed representation obtained by wavelet thresholding. In order to make comparison between our method PhSdWav and 9 db we perform thresholding which results in equal PSNR.
Elongated support tests on 64 64×
pixel edges For the proper compression and representation of images it is of fundamental importance to understand how the method applies to ''edges''. For that reason we will first show the performance of our method to some synthetic edge images.
Vertical edge
In this test the image is a vertical edge which is a function ( )
We take a sampling of ( )
by a 64 64× pixel image. The performance of the polyharmonic Wavelets and the 9 db wavelets is provided in Table 1 and Figure 1 below. As we said above the wavelets of our basis (3) show elongation in direction y and this makes the above image vert f perfect for representation and compression with the polyharmonic subdivision wavelets. We see that the quality of representation by means of PhSdWav (measured by the PSNR) is the same as the quality of representation by means of the standard − 2 dimensional Daubechies wavelet 9 db but the number of coefficients is 20 times less! The image vert f would correspond to the one-dimensional image provided by the Heaviside function, ( ) 0
The wavelets have an excellent performance for such images.
Just the opposite is the next example. pixel image. The performance of the polyharmonic Wavelets and the 9 db wavelets is provided in Table 2 and Figure 2 below. We see now how inefficient the PhSdWav are for the representation of hor f compared to 9 db wavelets, since for the same PSNR we need almost 3 times more coefficients. This result is expected since PhSdWav has a very strong vertical orientation.
Skewed edge
Somewhere in the middle is the case of a skewed edge. In this test the image of skewed edge, which is a function We take a sampling of ( )
by a 64 64× pixel image. The performance of the polyharmonic Wavelets and the 9 db wavelets is provided in Table 3 and Figure 3 below. We see that although the edge is prettily skew (the slope is approximately 6 = tanα ) the PhSdWav have a very nice performance compared to 9. db
Lena image
Let us make a more detailed analysis of the seminal image of Lena in 128 128× pixels. We provide the Compression Ratio and the Bits Encoded for both methods in Table  4 and Figure 4 below. We see that for the same PSNR our method PhSdWav is better --it needs 20% less coefficients. This is an astonishingly good result since as we have seen in the experiments with the synthetic edges in Section 4.1, our method of PhSdWav is adapted to the vertical direction y and the Lena image does not have a dominating orientation of the edges.
Astronomical Images
Hereafter we analyze different types of astronomical images.
4.3.1
The Pleiades star cluster, a part with faint objects only, sized 128 128× First we consider an image which is a part of the Pleiades image containing only faint stars. The results are provided in Table 5 and Figure 5 below. We see that for (almost) the same PSNR we have much less coefficients, the compression ratio is higher, and our entropy is much less, which shows a better potential for compression.
The
Pleiades star cluster, a part with bright objects, sized 256 256× Next we consider a part of the Pleiades containing several bright objects. The results are provided in Table 6 and Figure 6 below Figure 6: Pleiades star cluster, bright objects, 256x256 pixels
Again we see that for the same PSNR we have not only less coefficients but also a much higher compression ratio.
The Pleiades star cluster, chain, sized 128 128×
Here we consider a chain image of a part of the Pleiades image. The results are provided in Table 7 and Figure 7 below.
For the same PSNR, the number of coefficients of our method PhSdWav is twice less than the number of 9 db coefficients. This result is expected since the image is vertically oriented. However the compression ratio is not much bigger apparently due to more noise in the background of the image.
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