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Casimir–Polder interactions between an atom and a macroscopic body are typically regarded as
due to the exchange of virtual photons. This is strictly true only at zero temperature. At finite
temperature, real-photon exchange can provide a significant contribution to the overall dispersion
interaction. Here we describe a new resonant two-photon process between an atom and a planar
interface. We derive a second order effective Hamiltonian to explain how atoms can couple resonantly
to the surface polariton modes of the dielectric medium. This leads to second-order energy exchanges
which we compare with the standard nonresonant Casimir–Polder energy.
PACS numbers: 12.20.-m, 42.50.Nn, 71.36.+c
I. INTRODUCTION
Fluctuation-induced forces such as Casimir–Polder
(CP) forces between atoms or molecules and macroscopic
bodies are manifestations of the zero-point energy of the
electromagnetic vacuum [1]. They occur even if the atom
and the macroscopic body are in their respective (unpo-
larized) ground states [2] and can be understood — at
least in the nonretarded limit — as interactions between
a spontaneously generated atomic dipole and its (instan-
taneous) image inside the macroscopic body. As soon
as it became possible to achieve atom-surface distances
below 100µm, experiments revealed that the coupling be-
tween the atom and the surface at these short distances
would produce significant effects [3].
Following the advances in laser cooling and trapping
techniques in the 1980s, a new area of research has
emerged. Modern laser-based techniques have allowed
an unprecedented amount of control, with this control
came the ability to study very large atom-based systems.
As a result of these advances, trapping and manipulat-
ing single atoms, driving atoms into highly excited Ry-
dberg states or creating Bose-Einstein condensates have
become possible. New complex microstructures like atom
chips allow one to trap, cool and manipulate ensembles
of ultracold atoms in the vicinity of a surface [4].
Atoms and surface polaritons are very distinct quan-
tum objects with different characteristics which make
them suitable to perform different tasks. Atoms are very
good candidates for storing and manipulating quantum
information. The extremely promising results in the field
of Rydberg atoms, both in ultracold atoms or in thermal
vapours, shown that they make very good candidates to
build quantum gates [5, 6]. The renewed experimental
interest in Rydberg atoms is due to the unique opportu-
nities afforded by their exaggerated properties [7] which
make them extremely sensitive to small-scale perturba-
tions of their environment and to dispersion forces. Pre-
vious work [8] showed that these properties includes mas-
sive level shifts that a Rydberg atom experiences in close
proximity of another atom or in the vicinity of a macro-
scopic body, with shifts on the order of several GHz ex-
pected at micrometer distances.
Surface polaritons appear at the interface of two media.
They represent particular solutions of the Maxwell equa-
tions which correspond to waves propagating in parallel
to the interface and whose amplitude decreases exponen-
tially when moving away from the surface. They are ca-
pable of interacting and be moved around on a surface,
making them very attractive means of transporting quan-
tum information from one point to another [9]. Upon
taking advantage of the individual properties of atoms
and surface polaritons and their different properties, it is
possible to propose sophisticated quantum circuits [10].
Atom-polariton couplings lead to the (nonresonant)
Casimir–Polder interaction between an atom and a pla-
nar interface. In the nonretarded limit, this interac-
tion scales with 1/z3 (z is the atom-surface distance) [2].
Moreover, it has already been shown that it is possible to
turn the (usually attractive) Casimir–Polder interaction
into a repulsive force by a resonant coupling between a
virtual emission of an atom and a virtual excitation of
a surface polariton [11]. Similarly, it has been shown
that the atom-surface coupling can drastically modify
atomic branching ratios, because of surface-induced en-
hancement of a resonant decay channel [12].
In this article we analyse a new type of near-field ef-
fect involving surface polaritons inspired by the experi-
ment of Ku¨bler et al. [13] with hot Rb vapour in glass
cells. Their experiment indicated that a description of
the atom-surface interactions should also include a sec-
ond order coupling between the atomic transitions and
surface polaritons. Their experimental results indicated
that it should be possible for an atom to be coupled res-
onantly to the surface polariton modes of the dielectric
material which leads to second-order energy exchanges
with the atomic transition energy matching the differ-
ence in polariton energies.
The article is organised as follows. After briefly re-
viewing the formalism of macroscopic QED in Sec. II, we
derive an effective second order atom-polariton coupling
Hamiltonian in Sec. III and give concluding remarks in
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II. BASIC EQUATIONS
In electric dipole approximation, the Hamiltonian that
governs the dynamics of the coupled atom-field system
can be written as [2]
Hˆ = HˆF + HˆA + Hˆint
=
∞∫
0
dω
∫
d3r ~ω fˆ†(r, ω) · fˆ(r, ω) +
∑
n
~ωnAˆnn
−
∑
m,n
Aˆnmdnm · Eˆ(rA) . (1)
HˆF is the Hamiltonian of the medium–assisted electro-
magnetic field. It is expressed in terms of a set of bosonic
variables fˆ†(r, ω) and fˆ(r, ω) that have the interpretation
as amplitude operators for the elementary excitations of
the system composed of the electromagnetic field and ab-
sorbing medium. They obey the commutation rules
[fˆk(r, ω), fˆ
†
k′(r
′, ω′)] = δkk′δ(ω − ω′)δ(r− r′) . (2)
HˆA is the free Hamiltonian of an atom with eigenenergies
En = ~ωn and eigenstates |n〉, Aˆnm = |n〉 〈m| denotes the
transition operators between two internal atomic states;
they obey the commutation rules
[Aˆkl, Aˆmn] = δlmAˆkn − δknAˆml. (3)
The most relevant part of the Hamiltonian for our study
is the atom–field interaction Hamiltonian
Hˆint = −
∑
n,m
Aˆnmdnm · Eˆ(rA), (4)
with dipole transition matrix elements dnm = 〈n| dˆ |m〉.
The frequency components of the electric field operator
Eˆ(rA) =
∞∫
0
dω Eˆ(rA, ω) + h.c. (5)
are constructed via a source-quantity representation from
the dynamical variables fˆ†(r, ω) and fˆ(r, ω) as
Eˆ(rA, ω) =
∫
d3rGe(rA, r, ω) · fˆ(r, ω) . (6)
The tensor Ge(rA, r, ω) is related to the classical Green
tensor G(rA, r, ω) by
Ge(r, r
′, ω) = i
ω2
c2
√
~
ε0pi
Im ε(r′, ω)G(r, r′, ω), (7)
where ε(r, ω) is the permittivity of the macroscopic sys-
tem.
The Green tensor itself is a solution of the Helmholtz
equation
[
∇×∇× −ω
2
c2
ε(r, ω)
]
G(r, r′, ω) = δ(r− r′) (8)
together with the boundary condition G(r, r′, ω)→ 0 for
|r− r′| → ∞. The Green tensor obeys the useful integral
relation
∫
d3s
ω2
c2
Im ε(s, ω)G(r, s, ω) ·G∗(s, r′, ω)
= ImG(r, r′, ω) , (9)
which follows directly from the Helmholtz equation (8)
and which reflects the linear fluctuation-dissipation the-
orem.
III. EFFECTIVE ATOM-POLARITON
COUPLING
In this section, we derive the quantum mechanical de-
scription for an effective second order atom-polariton in-
teraction. The situation we envisage is depicted in Fig. 1
in which an atomic transition couples resonantly to two
surface polariton modes of the dielectric material. This
corresponds to second-order energy exchanges with the
atomic transition energy matching the difference in po-
lariton energies. To illustrate our basic idea, we con-
dielectric
b
atom
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Ω2
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FIG. 1: Scheme of resonance between the atomic transition
and one surface polariton which leads to the creation of a
second polariton Ω1 ≈ ω10 + Ω2.
sider the interaction of an atomic transition of frequency
ω10 between two eigenstates |0〉 and |1〉 with two sur-
face polaritons with corresponding center frequencies Ω1
and Ω2 (Ω1 6= Ω2) for whom the resonance condition
Ω1 ≈ ω10 + Ω2 is satisfied. The polariton resonance fre-
quencies Ω1 and Ω2 are assumed to be far from any other
atomic transition frequency ωmn.
Heisenberg’s equations of motion
˙ˆ
O =
i
~
[Hˆ, Oˆ] for the
dynamical variables and the atomic transition operators
3follow from the Hamiltonian (1) as
˙ˆ
f(r, ω, t) = −iωfˆ(r, ω) + i
~
∑
k,l
Aˆkldkl ·G∗e(rA, r, ω) ,
(10)
˙ˆ
Amn(t) = iωmnAˆmn
− i
~
∑
k
(
Aˆkndkm − Aˆmkdnk
)
· Eˆ(rA) . (11)
These two equations of motion describe the light atom
system, for a full solution one needs to solve the two
equations. Formal integration of Eq. (11) yields
Aˆmn(t) = e
iωmntAˆmn − i~
∑
k
t∫
0
dt′ eiωmn(t−t
′)
×
[
Aˆkn(t
′)dkm − Aˆmk(t′)dnk
]
· Eˆ(rA, t′), (12)
which, inserted back into the equation of motion for
the dynamical variables of the medium-assisted field,
Eq. (10), yields the first iteration of the equations of mo-
tion for the dynamical variables as
˙ˆ
f(r, ω, t) = −iωfˆ(r, ω) + i
~
∑
m,n
eiωmntAˆmndmn ·G∗e(rA, r, ω) +
1
~2
∑
k,m,n
t∫
0
dt′
∞∫
0
dω′
∫
d3r′ eiωmn(t−t
′)
×dmn ·G∗e(rA, r, ω)
[
Aˆkn(t
′)dkm − Aˆmk(t′)dnk
]
·
[
Ge(rA, r
′, ω′) · fˆ(r′, ω′, t′) +G∗e(rA, r′, ω′) · fˆ†(r′, ω′, t′)
]
. (13)
Equation (13) is now a nonlinear operator equation that
is capable of describing resonant processes involving two
polaritons. This is despite the fact that the original
Hamiltonian (1) is bilinear in all operators. The effec-
tive nonlinearity appears as a consequence of the iter-
ation. In order to pick out the resonant interactions
from the equation of motion, we introduce slowly vary-
ing amplitude operators as
ˆ˜
f(r, ω, t) = fˆ(r, ω, t)eiωt and
ˆ˜Amn(t) = Aˆmn(t)e
−iωmnt and apply the Markov approx-
imation. This involves taking the slowly varying ampli-
tude operators out of the integral at the upper time t. For
simplicity let us demonstrate this for one of the terms in
Eq. (13),
I1(r, ω, t) (14)
≡ 1
~2
∑
k,m,n
t∫
0
dt′
∞∫
0
dω′
∫
d3r′ eiωmn(t−t
′)Aˆkn(t
′)
×dmn ·G∗e(rA, r, ω)dkm ·Ge(rA, r′, ω′) · fˆ(r′, ω′, t′)
=
1
~2
∑
k,m,n
∞∫
0
dω′
∫
d3r′ dmn ·G∗e(rA, r, ω)Aˆkn(t)
×dkm ·Ge(rA, r′, ω′) · fˆ(r′, ω′, t)
t∫
0
dt′ei(ωmk+ω
′)(t−t′) .
The integrals can be approximated in the long-time limit,
i.e. by extending the upper limit of integration to infinity
and assuming that the atomic transitions are well away
from the field resonances, so that
∫ t
0
dt′ei(ωmk+ω
′)(t−t′) ∼
− 1
i(ωmk + ω′)
. This leads to the result
I1(r, ω, t) =
1
~2
∑
k,m,n
∞∫
0
dω′
∫
d3r′ dmn ·G∗e(rA, r, ω)
× Aˆkn(t)dkm ·Ge(rA, r
′, ω′)
i(ωmk + ω′)
fˆ(r′, ω′, t). (15)
The other three terms in Eq. (13) can be approximated
in an analogous way.
For our present investigation one has to keep in mind
that in the nonretarded limit the polariton spectrum is
not continuous (see discussion in Sec. III A) but con-
sists of of a quasidiscrete set of lines of midfrequen-
cies Ων and widths γν , where the linewidths are typi-
cally very much smaller than the line center separations
γν  (Ων+1 − Ων−1)/2. We then divide the ω axis into
intervals ∆ν = [(Ων−1 + Ων)/2, (Ων + Ων+1)/2]. Recall-
ing the resonance condition Ω1 ≈ ω10 + Ω2, we apply
the rotating-wave approximation and finally arrive at the
effective equation of motion describing the dynamics of
the resonant atom–polariton coupling where now the fre-
quency integrals have to be taken over the linewidth of
the surface polaritons,
˙ˆ
f(r, ω) = −iωfˆ(r, ω)
−i
∫
d3r′
∫
∆ν
dω′
[
gˆ(r, r′, ω, ω′) · fˆ(r′, ω′)
]
. (16)
4|1〉
|0〉
d1k
dk0
|k〉
FIG. 2: The transition from |1〉 to |0〉 is mediated by the
virtual transitions via the state |k〉.
Here we have introduced the abbreviation
gˆ(r, r′, ω, ω′) =
− Aˆ10
~
∑
k
[
dk0 ·G∗e(rA, r, ω)⊗ d1k ·Ge(rA, r′, ω′)
ωk1 + ω′
−d1k ·G
∗
e(rA, r, ω)⊗ dk0 ·Ge(rA, r′, ω′)
ω0k + ω′
]
(17)
for the operator-valued coupling tensor. As one can see
from the structure of gˆ(r, r′, ω, ω′), the atom–polariton
coupling is mediated by a virtual atomic transition from
|1〉 → |0〉 via an intermediate state |k〉 (see Fig. 2) with
dipole moments d1k and d0k. The equation of motion
(13) can be thought of as being generated by the effective
second order interaction Hamiltonian
˙ˆ
f = (i~)−1[fˆ , HˆF + Hˆ(int)eff ] , (18)
where
Hˆ(int)eff = ~
∫
d3r′
∫
d3r
∫
∆ν
dω
∫
∆ν′
dω′
fˆ†(r, ω) · [gˆ(r, r′, ω, ω′)− gˆ†(r, r′, ω, ω′)] · fˆ(r′, ω′) .
(19)
This Hamiltonian describes the effective creation of one
polariton excitation with a simultaneous annihilation of
another. In the specific scenario depicted in Fig. 1, only
the term involving gˆ(r, r′, ω, ω′) will contribute to the
near-resonant interaction Hamiltonian.
A. Coupling to singly excited polaritons
We consider an atom at nonretarded distance z from
a flat surface of multi–resonance Drude–Lorentz permit-
tivity
ε(ω) = 1 +
∑
j
ω2Pj
ω2Tj − ω2 − iωΓj
(20)
with plasma frequencies ωPj and transverse resonance
frequencies ωTj . The Green tensor for a half-infinite di-
electric medium (subscript d) in vacuum (subscript v)
can be given as
G(r, r, ω) =
i
8pi
∫ ∞
0
dkρ
kρ
kvz
e2ikvzzA
rs(ω)
1 0 00 1 0
0 0 0

+rp(ω)
c2
ω2
−k2vz 0 00 −k2vz 0
0 0 2k2ρ
 (21)
where
rp(ω) =
ε(ω)kvz − kdz
ε(ω)kvz + kdz
, rs(ω) =
kvz − kdz
kvz + kdz
(22)
are the Fresnel reflection coefficients for s− and
p−polarized waves. In the nonretarded limit the approx-
imation kvz = kdz = ikρ can be made and the Green
tensor of such a surface reduces to G(r, r, ω) ' z−3G′(ω)
with
G′(ω) =
c2
32piω2
r˜p(ω)
1 0 00 1 0
0 0 2
 (23)
where now r˜p(ω) = (ε(ω) − 1)/(ε(ω) + 1). The general
condition to obtain p−polarized surface waves is given by
the dispersion relation
ε(ω)kvz + kdz = 0 . (24)
When taken to the nonretarded limit (k →∞) it exhibits
resonances where the associated modes are the surface
polaritons (strictly speaking, there are poles in the com-
plex frequency plane where ε(ω) = −1).
Combining these two equations, one sees that the local
density of states ω2ImG(r, r, ω) near a given polariton
resonance can be approximated by a single Lorentzian
peak of mid-frequency Ων and width γν ,
ω2ImG(r, r, ω) ' Ω2νImG(r, r,Ων)
γ2ν/4
(ω − Ων)2 + γ2ν/4
.
(25)
It is then useful to define the respective single–
polariton excitations (similar to the generic construction
of quantum-mechanical single-photon wave packets, cf.
Ref. [14]) as
|1(rA,Ωi)〉 =
√
2
piγi
∫
∆Ωi
dω
∫
d3s
1
g(rA,Ωi)
×G∗e(rA, s, ω) · fˆ†(s, ω) |{0}〉 (26)
with the normalization factor
g(rA,Ωi) =
√
µ0
~pi
Ω2iTr ImG(rA, rA,Ωi) , (27)
5where Tr denotes the trace. Using the integral relation
(9) for the Green tensor, the integral in frequency can
be approximated in the long–frequency limit by extend-
ing the upper limit of integration to infinity using the
definition for normalization of a Lorentzian function∫ ∞
−∞
1
pi
γ/2
(ω − Ω)2 + γ2/4 = 1, (28)
one easily checks that the states (26) are indeed prop-
erly normalized, 〈1(rA,Ωi) |1(rA,Ωi)〉 = 1. Note that
the states |1(rA,Ωi)〉 carry a vector index as well as the
continuous space and frequency labels.
In our envisaged situation of a resonant coupling be-
tween a single atomic transition and the difference be-
tween two polariton resonances, the energies of the initial
and final states are identical. Degenerate first-order per-
turbation theory asserts that the interacting potential is
[15]
Ueff =
√∣∣∣〈K| Hˆeff |I〉∣∣∣2. (29)
Here |I〉 = |1A〉 |01〉 |12〉 stands for the tensor product of
the initial excited atomic state |1A〉 and a singly excited
polariton with frequency Ω2, and |K〉 = |0A〉 |11〉 |02〉 de-
notes the tensor product of the final atomic state |0A〉
and a single excitation in the polariton with frequency
Ω1. The single-polariton states |1ν〉 ≡ |1(rA,Ων)〉 are de-
fined according to Eq. (26) and |0ν〉 denotes the polariton
ground state |0ν〉 = |{0}〉, ∀ω ∈ [Ων − δω/2,Ων + δω/2].
Using the commutation rules of the operators as well as
the properties of the Green functions, together with the
definition of the Lorentzian lineshape, Eq. (25), we find
that the effective interaction potential can be written in
the form
Ueff = −µ0Ω1Ω2
2
×
√
γ1γ2
Tr [ImG(rA, rA,Ω1)] Tr [ImG(rA, rA,Ω2)]∑
k
{
Tr [ImG(rA, rA,Ω1) · d0k ⊗ dk1 · ImG(rA, rA,Ω2)]
× Ω1 + ω0k
(Ω1 + ω0k)2 + γ21/4
−Tr [ImG(rA, rA,Ω1) · dk1 ⊗ d0k · ImG(rA, rA,Ω2)]
× Ω1 + ωk1
(Ω1 + ωk1)2 + γ21/4
}
. (30)
Let us compare Eq. (30) with the nonresonant Casimir–
Polder potential at finite temperature [2, 8],
∆ENR = µ0kBT
∞∑′
j=0
ξ2jTr [α(iξj) ·G(rA, rA, iξj)]
+µ0
∑
k 6=n
ω2knn¯th(ωkn)dnk · ReG(rA, rA, ωkn) · dkn,
(31)
where ξj are the Matsubara frequencies, α(ω) is the
atomic polarizability and n¯th(ω) = [exp(~ω/kBT )− 1]−1
the thermal occupation number. We note that the ef-
fective potential scales with the atom-surface distance z
in exactly the same way as nonresonant Casimir–Polder
potential (∝ z−3). The effective Hamiltonian (19) is
quadratic in the field variables and contributes to the po-
tential (29) at (degenerate) first-order perturbation the-
ory. The nonresonant potential arises from a Hamilto-
nian which is linear in the field variables, contributing
only in second-order perturbation theory [2]. In both
cases, we therefore obtain a result that is quadratic in the
atom-field coupling, or, equivalently, linear in the imagi-
nary part of the Green tensor (the local mode density).
The total potential experienced by the atom is the sum
of the nonresonant (attractive) Casimir–Polder potential
and the resonant coupling between the atoms and the
surface polaritons,
∆ETotal = ∆ENR + ∆ER. (32)
Using Eqs. (23) and (25), the respective energy shifts for
the nonresonant and (second-order) resonant interactions
in the nonretarded limit considering an isotropic atom are
∆ENR = −µ0c
2kBT
12pi~z3
∑
k
|dnk|2
∞∑′
j=0
ωkn
ω2kn + ξ
2
j
ε(iξj)− 1
ε(iξj) + 1
+
µ0c
2
24piz3
∑
k
n¯th(ωkn) |dnk|2 Re
[
ε(ωkn)− 1
ε(ωkn) + 1
]
(33)
and
∆ER = −µ0Ω1Ω2
2z3
√
γ1γ2
Tr [ImG′(Ω1)] Tr [ImG′(Ω2)]
×
∑
k
{
Tr [ImG′(Ω1) · d0k ⊗ dk1 · ImG′(Ω2)]
× Ω1 + ω0k
(Ω1 + ω0k)2 + γ21/4
−Tr [ImG′(Ω1) · dk1 ⊗ d0k · ImG′(Ω2)]
× Ω1 + ωk1
(Ω1 + ωk1)2 + γ21/4
}
, (34)
recall Eq. (23).
B. Thermal States
As we are dealing with thermally excited surface po-
laritons the concept of perturbation theory has to be ex-
panded from pure states described by a single state vector
to a statistical mixture or ensemble of states [16]. The
density matrix for a thermal state with temperature T
can be written in the Fock basis |n〉 as
ρˆth =
∑
n
pn |n〉 〈n| =
∑
n
e−n~Ωn/kBT
Z(T )
|n〉 〈n| (35)
6where Z(T ) =
∑
m
e−m~Ωm/kBT denotes the partition
function.
So far we have computed the interaction energy for
the situation in which there is initially only one excited
polariton with frequency Ω2 and in the final state only
one polariton with frequency Ω1 [see Eq. (29)]. This has
to be generalized to thermal states in which there can be
initially m polaritons with frequency Ω1 and n polaritons
with frequency Ω2. In this case, we rewrite the result of
the perturbation theory as∣∣∣〈K| Hˆeff |I〉∣∣∣2 = Tr [Hˆeff ρˆinHˆeff |K〉 〈K|] (36)
where
ρˆin = ρˆth(Ω1)⊗ ρˆth(Ω2)⊗ |1A〉 〈1A|
=
∑
n,m
p(1)m p
(2)
n |m1, n2〉 〈m1, n2| ⊗ |1A〉 〈1A| . (37)
Due to the form of the effective interaction Hamiltonian
Hˆ(int)eff ∝ fˆ†(r, ω)fˆ(r′, ω′) the only final state |K〉 that
provides a non-vanishing matrix element will be |K〉 =
|(m+ 1)1, (n− 1)2〉 |0A〉. Recall that fˆ |k〉 =
√
k |k − 1〉
and fˆ† |k〉 = √k + 1 |k + 1〉. Hence,∣∣∣〈K| Hˆeff |I〉∣∣∣2 = ∑
m,n
p(1)m p
(2)
n (m+ 1)(1)(n)(2)U
2
eff
= [n¯th(Ω1) + 1] n¯th(Ω2)U
2
eff . (38)
Finally, the resonant energy shift ∆ER for thermal states
will be given as
∆ER = Ueff
√
[n¯th(Ω1) + 1] n¯th(Ω2). (39)
This result is intuitively clear, as the initial polariton
with frequency Ω2 has to be thermally populated before
the resonant interaction can take place.
C. Discussion
Let us apply the general results for the potentials (33)
and (39) with (34) to the envisaged Drude–Lorentz model
(20). For this scenario with two well-separated narrow
polariton resonances, (in this case the width of the polari-
ton resonance γ is approximately the same as the width
of the Drude-Lorentz resonance Γ of the material), the
effective potential becomes
∆ER ∼ − µ0c
2
128piz3
ωP1ωP2√
Ω1Ω2
×
√
[n¯th(Ω1) + 1] n¯th(Ω2)
∑
k
5 |d0k| |dk1|
12
×
{
Ω1 + ω0k
(Ω1 + ω0k)2 + γ21/4
− Ω1 + ωk1
(Ω1 + ωk1)2 + γ21/4
}
. (40)
Similarly, the nonresonant Casimir–Polder potential
for a one-polariton model is
∆ENR ∼ − µ0c
2
48piz3
kBT
~
∑
ν
ω2P |d1ν |2
Ωων1
+
µ0c
2
24piz3
∑
ν
n¯th(ων1) |d1ν |2
×Re
[
ω2P
2(ω2T − ω21ν − iω1νΓ) + ω2P
]
. (41)
For typical cell materials such as sapphire [17] and quartz
[18] the resonant second order shift was evaluated numer-
ically for atoms typically used in these type of experi-
ments such as Rubidium. For the temperatures at which
these experiments are performed, from 350–600 K, the
surface polaritons frequencies are thermally populated.
In comparison to the nonresonant CP shift (which is in
the order of several GHz for Rydberg atoms) the reso-
nant second order shift is too small (only several kHz)
to be relevant. Although we have detailed experimental
results in Ref. [13], a comparison between theory and the
experimental work cannot be performed because we lack
information on the real cell material properties.
Let us investigate which intermediate atomic transi-
tions might provide the largest second order effect. In
order to have an effect that is comparable to then non-
retarded Casimir–Polder interaction, there has to be a
matching atomic transition between energetically close
states — note that the transition |1〉 → |0〉 does not need
to be allowed by the selection rules — i.e. the interme-
diate state |k〉 has to be close to the initial and final
states |1〉 and |0〉, see Fig. 2. The reason for this con-
straint is the rapidly decreasing magnitude of the dipole
transition matrix element between states with increasing
energy difference. Therefore, the dominant contribution
will come from an intermediate state |k〉 approximately
halfway between the initial and final states.
In this case the difference between the resonant and
nonresonant terms will come from the last line in
Eq. (40). Its maximum value is obtained whenever ω0k
or ω1k is one of Ω1 ± γ1/2; away from these points the
numerical value of this term decreases. As we have as-
sumed throughout our calculations that all atomic tran-
sitions are far from any single-polariton resonance, the
Lorentzian peaks have to be broad, i.e. γ1 has to be large.
This in turn means that, in order for this second order ef-
fect to be comparable to the nonresonant Casimir–Polder
potential, a strongly dissipative material is needed. Note
that we assumed in our derivation that linewidths need
to smaller than the line center separations which does not
exclude the possibility of the peaks to be broad, in fact
that is a characteristic that one observes in real polariton
spectra.
With these considerations in mind, we give some es-
timates to show that it would possible to access this
phenomenon. For our purpose we choose the 27S1/2 →
26S1/2 transition in rubidium. In order for the second-
7order process to be relevant, one has to find a mate-
rial with surface polariton frequencies whose difference
matches that atomic transition (∼ 17 cm−1). For exam-
ple, let us choose a material with surface polaritons at
73 and 90 cm−1 (which we model as two narrow reso-
nances with γ ∼ 0.03Ω, in which case Imrp(Ω) > 100).
With an atom-surface distance of z = 1µm, the Casimir–
Polder shift due to the second-order process is ∆ER =
−2.74619× 107s−1. As the total level shift can be calcu-
lated to be ∆ETotal = −1.07583 × 108s−1, the resonant
second-order process contributes around 25% to the todal
Casimir–Polder shift and is thus expected to be experi-
mentally accessible.
IV. CONCLUSION
We have shown that second order effective interac-
tions involving two surface polaritons lead to novel con-
tributions to dispersion interactions such as the Casimir-
Polder potential. We have explicitly derived the depen-
dence of such effects on the atomic and surface parame-
ters and compared their magnitude to that of the conven-
tional nonresonant Casimir-Polder interaction. In prin-
ciple, one can envisage conditions under which the two
become comparable.
However, a more quantitative analysis is largely de-
pendent on exact data of the individual surface proper-
ties. For each dielectric material there is a unique surface
polariton spectrum that depends sensitively on the con-
centration and distribution of the impurities and surface
quality of the samples (surface roughness). As each sam-
ple is unique, the polariton spectrum should be found
experimentally. Current experimental findings have re-
vealed some discrepancies, which are most likely due to
variations in the quality of the sample, the degree of its
impurities and the orientation of the crystal axes [19].
The latter effect provides a handle to tune the surface
polariton frequency by changing the crystal orientation
[11].
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