The Louvain algorithm is well known for its high speed for detecting community structure in networks. In this paper, first, we analyze the Louvain algorithm as the preliminary experiment to uncover the processes that cause wasted computational time and their characteristics. Then based on this, we propose the Louvain Prune algorithm. The experiments show that the Louvain Prune algorithm significantly reduces computational time by up to 90%, and retains almost the same quality as the original Louvain algorithm.
the Louvain Prune algorithm, significantly reduces computational time by up to about 90% and retains almost the same quality on networks including synthetic networks and real networks.
Related Work

Modularity
Modularity [2] is a widely used objective function to measure the strength of the division of a network into communities, and is normalized between -1 to 1. Modularity is defined as
where A ij represents an element of the adjacent matrix, k i is the total degree of node i, C i is a label of the community to which node i is assigned and a δ(C i , C j ) is the Kronecker delta symbol. Modularity tries to measure how many more internal edges are in the communities than in the expected one, with a random network preserving the degrees of the nodes.
Louvain Algorithm
The Louvain algorithm is a greedy modularity maximization algorithm, and is well known as the one of the fastest and most efficient community detection algorithm [6] . The input is a graph G = (V, E) where V and E are the sets of nodes and edges. Community detection is performed by dividing graph G into clusters C = {V 1 ,V 2 , ... ,V x } and each V i , a set of nodes, is called community. In this paper, we consider only non-overlapping nodes, so V i ∩V j = φ for all i ≠ j and all nodes have to be in a specific community.
Algorithm 1 shows the pseudo code of the Louvain algorithm. It is an iterative algorithm repeating until there is no additional improvement in modularity (line 6). Each iterations consists of two phases. It starts by initializing each node with its own community (line 3). In Phase 1, for each node in a graph, it computes the modularity gain ΔQ for all neighboring communities if the node moves (line [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . ∆Q indicates the modularity gain and is defined as
where Σ in is the sum of the weights of the links inside the community to which the node i is assigned, Σ tot is the sum of the weights of the links incident to nodes in the community, and k i,in is the sum of the weights of the links from i to nodes in the community which is same with the community of node i. However, the following simplified expression (3) is used in the practical implementation of the Louvain algorithm written in C++ by E. Lefebvre, one of the authors of [6] .
The term e iC is the sum of the weights of the links between node i and community C. The node belongs to the neighboring community that gives the maximum gain in modularity. Phase 1 is repeated until a local maximum modularity is reached. In the Phase 2, all communities are collapsed to the vertices to create a new graph (line 33). Internal community edges are collapsed into a single self-looping edge, and the weight is the sum of the edge weights of all internal community edges in the community. Multiple edges between every two communities are collapsed into a single edge, and the weight is the sum of the edges between them.
Random Neighbor Louvain Algorithm
V. A. Traag suggested the Random Neighbor Louvain Algorithm (hereafter RNL) as the faster version of the Louvain algorithm [6] . Although the idea is so simple, it speeds up the Louvain algorithm roughly 2-3 times on synthetic networks resembling real networks and retains almost same quality if the graph has clear community structure. In MoveNodes, Phase 1, function, the RNL randomly choose the community of the neighbor node instead of considering all neighboring communities. Even though it is likely to lower the quality, it makes almost no effect to the quality since many neighbors are likely to belong to the same community in the initial partition. It means that even if we randomly choose the neighbor node, it is in same community with high probability. This idea significantly reduces computational time because even though the Louvain algorithm takes O(k) to find the neighboring node that gives maximum modularity gain, the RNL takes a constant time O(1) even if the nodes has high degree. Algorithm 1. Louvain algorithm.
Observation of the Louvain Algorithm
In this section we first clarify the inefficient process of the Louvain algorithm and characteristics of the process through the input graph. Second, we consider the nodes that have the potential to change their community in the future.
The Louvain algorithm repeats phase 1 until there are no modularity improvements. Fig. 1 shows a case that represents the modularity transition and the computation time per Phase 1 loop on the large real network. It shows us that, although the modularity is dramatically increasing for some of the loops at the beginning, ultimately, the improvements per loop. However, the algorithm takes a relatively long time even for low quality improvements, and it is clearly inefficient in terms of computational time. This is caused by computing ∆Q for all neighboring nodes of all nodes of the graph per Phase 1 loop although only a very few nodes change their community after several Phase 1 loops, and it is assumed that a large number of Phase 1 loops makes the algorithm slower. Fig. 2 shows the high correlation between the total number of Phase 1 loops (hereafter P1L) and the computational time per loop on synthetic graphs generated by the LFR benchmark, widely used to evaluate community detection algorithms [14] . The parameters of the synthetic graphs are set as same value except mixing parameter that is, the ratio between the external degree of a node and the total degree of the node. This indicates that the computational time of the Louvain algorithm highly depends on P1L and P1L apparently depends on the characteristics of the input graph.
Additionally, we clarified the some characteristics that cause an increase in P1L by running the algorithm on many kinds of synthetic graphs generated by LFR benchmark. The benchmark enables us to generate networks and adjust the parameters of the graph such as the graph size, average and maximum degree distribution, minimum and maximum community size, community overlap, and the mixing parameter. We generated 4096 graphs that included all possible combinations of the parameters shown in Table 1 . Then we ran the Louvain algorithm for them and counted the P1L on the first iteration. We used the C++ implementation program provided by E. Lefebvre, one of the authors of the paper of the Louvain algorithm for the experiments. All of the results are shown in Fig. 3-Fig. 5, 100% stacked column charts. The horizontal axis corresponds to the 4096 synthetic graphs sorted in P1L and it is divided into 16 parts. Considering the results in Fig. 3-Fig. 5 , the worst graph for the algorithm has characteristics such as (A) communities mixed with each other, (B) high average degree size, and (C) low maximum degree size. Interestingly, Fig. 3-Fig. 5 indicates that the average degree parameter doesn't linearly correlate with P1L although the large average degree distribution creates a large P1L eventually. Therefore, in order to accelerate while retaining accuracy, it is necessary to find the nodes that have the potential for changing community in the next Phase 1 loop and compute the process for only them in Phase 1. Parameters of the synthetic graphs are set as same value except mixing parameter that is, the ratio between the external degree of a node and the total degree of the node. This indicates that the computational time of the Louvain algorithm highly depends on P1L and P1L apparently depends on the characteristics of the input graph. 
Nodes That Have Potential to Change Community
As we described in the previous subsection, the process for computing ∆Q for all neighboring nodes of all nodes of the graph per Phase 1 loop takes too much time even for low quality improvements. If we can identify the nodes that will change their community in the next Phase 1 loop and consider only them in Phase 1, the calculation time will be significantly reduced. Although it is impossible to identify them accurately, we can narrow down the nodes that have the potential to change their community in the future by considering expression (3) . Each values of ∆Q is changed by the community transition of other nodes. However, one node's community transition effects ∆Q for only the nodes of its neighbor, the nodes of its neighboring communities and the nodes of its new community. Therefore, we can mark the nodes that have higher ∆Q into other communities than previously when nodes change community. Therefore, considering only these in Phase 1 should reduces the inefficiencies within the process. In order to clarify the nodes that have the potential to change community in the future, we consider the one of the cases shown in Fig. 6 in which the node i changed the community from X to Y. There are four groups of nodes having this potential. In Phase 1, only the nodes in these four groups could affect the modularity. Therefore, the computational time will be reduced while maintaining the quality by considering only the nodes in these four groups.
Proposed Louvain Prune Algorithm
In this section, we propose the Louvain Prune algorithm which reduces computational time by up to 90% compared with the original algorithm, and it retains quality. As we described in the observation section, the Louvain algorithm spends too much time improving the slight quality in Phase 1 because the algorithm computes ∆Q for all neighboring nodes of all nodes of the graph per Phase 1 loop although only very few nodes change their community after several Phase 1 loops. The computational time will be reduced if we compute ∆Q for all neighboring nodes of only the nodes of the four groups described in the observation section. However, this produces not small overhead to find the all nodes of the four groups. Therefore, for the acceleration, we consider only the nodes of the Group 1 because they are the most influential for ∆Q among the groups. Surprisingly, this limitation almost doesn't affect the quality.
Algorithm 2. Louvain Prune algorithm.
Our proposed Louvain Prune algorithm replaces the MoveNodes function in Algorithm 1 with the function described in Algorithm 2. It computes ∆Q for only nodes in P which have nodes that have a high
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potential to change their community in the future. Initially, in first Phase 1 loop, all nodes have the same potential to change their community, and P is initialized with all nodes of the graph (line 3). Then a random node v is selected and removed from P (line 5-6). Line 7-16 is the same process as the original one to find the one neighboring community which offers maximum modularity gain to change its community.
In line 17-21, only neighboring nodes of v that are in the same community as v are added to P . This selection significantly reduces the computational time of the algorithm. These processes repeat until P doesn't have any nodes, and this means no nodes have a high potential to change their community (line 4).
In the case shown in Fig. 6 in which the node i changed its community from X to Y, even though not only black nodes but also striped nodes have the potential to change their community, we added only the black nodes to P because they have a higher potential than the rest.
Experimental Results
Experimental Environment and Program
We compare the computational times and the modularity of the Louvain Prune algorithm with the original Louvain algorithm by running a series of experiments on a Ubuntu 14.04.2 with an intel Core i7-3630QM CPU 2.40GHz and 16GB RAM. We use the Louvain algorithm program provided by E. Lefebvre and the Louvain Prune algorithm program as a modification of the original program.
Data Sets
We use the synthetic graphs generated by the LFR benchmark in order to experiment with various kinds of networks and the real large graphs provided as the datasets in the Koblenz Network Collection [15], [16] . The 4096 synthetic graphs include all combinations of Table 1 . The real graph properties are shown in Table  2 . 
Experimental Results -Efficiency
Almost all of the results show that the Louvain Prune algorithm accelerates the algorithm, and we confirmed that the Louvain Prune algorithm reduces computational time by up to 90% compared with the Louvain algorithm. Fig. 7 shows the speed improvement of the Louvain Prune algorithm on synthetic networks. The result demonstrates that the Louvain Prune algorithm accelerates on almost all of the synthetic graphs we used and the larger P1L with greater acceleration since the Louvain Prune algorithm avoids the process considered unnecessary as we described in the observation section. Table 3 indicates that the Louvain Prune algorithm reduces the computational time on, not only synthetic graphs, but also on real graphs. In particular, we achieve a 10-fold speed increase in the US patents network. Surprisingly, for even a small P1L such as California, the Louvain Prune algorithm appears to be more effective on real graphs than on synthetic networks in most cases and it indicates the existence of other influences of unknown network characteristics. Fig. 8 shows the calculation time of the Louvain algorithm and the Louvain Prune algorithm per phase 1 loops in the first iteration on the US patents network. The calculation time of the Louvain Prune algorithm is significantly decreased after the first loop because of pruning effect even though the Louvain algorithm takes 2 seconds or more per loop. 
Experimental results -Accuracy
All of results show the Louvain Prune algorithm retains nearly the same modularity as the Louvain algorithm even though we did not consider all of the nodes that have the potential to change community in the future. This implies that considering only part of the nodes in the Phase 1 loop is sufficient to maintain quality. Fig. 9 shows the modularity difference between the Louvain algorithm and the Louvain Prune algorithm by calculating the Error percentage [13] . Error E is defined as
where q original and q prune represents the final modularity obtained from the Louvain algorithm and the Louvain Prune algorithm respectively. The result indicates that the larger P1L, the larger the error, but this is only less than 0.18%. Fig. 10 shows that, not only final modularity, but also the transition of the modularity appear to be almost the same with the original one. 
Concluding Remarks
The Louvain algorithm is well-known as the one of the fastest and most efficient community detection algorithms. In this paper, we clarified the network characteristics which result in more computational time in the Louvain algorithm, and we proposed a simple acceleration algorithm, the Louvain Prune algorithm, based on the Louvain algorithm. The Louvain Prune algorithm enables us to analyze large networks up to 10 times faster by pruning the inefficient process and the experimental results appears to show that the Louvain Prune algorithm can accelerate without quality deterioration on almost every kinds of network generated by the LFR benchmark and on all real networks we tested.
We are planning further evaluation of the Louvain Prune algorithm. First, we intended to clarify why the Louvain Prune algorithm can maintain almost the same quality even though it doesn't consider all of the
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