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phase at finite temperature and density
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(Received 1 May 2022; accepted 13 July 2022; published 26 July 2022)
We study the phase transitions at finite temperature and density of the magnetic dual chiral density wave
(MDCDW) phase. This spatially inhomogeneous phase emerges in cold, dense QCD in the presence of a
strong magnetic field. Starting from the generalized Ginzburg-Landau (GL) expansion of the free energy,
we derive several analytical formulas that enable fast numerical computation of the expansion coefficients
to arbitrary order, allowing high levels of precision in the determination of the physical dynamical
parameters, as well as in the transition curves in the temperature vs chemical potential plane at different
magnetic fields. At magnetic fields and temperatures compatible with neutron star (NS) conditions, the
MDCDW remains favored over the symmetric ground state at all densities. The phase’s “resilience”
manifests in (1) a region of small but nonzero remnant mass and significant modulation at intermediate
densities, originating in part from the nontrivial topology of the lowest Landau level, and (2) a region of
increasing condensate parameters at high densities. Our analysis suggests the MDCDW condensate
remains energetically favored at densities and temperatures much higher than previously considered,
opening the possibility for this phase to be a viable candidate for the matter structure of even young neutron
stars produced by binary neutron star (BNS) mergers.
DOI: 10.1103/PhysRevD.106.016011

I. INTRODUCTION
In recent years, mapping the quantum chromodynamics
(QCD) phase diagram has been a major goal of theoretical
and experimental research. The most extreme temperatures
and densities are relatively well understood because the
QCD coupling constant becomes very small at high energy
scales. This phenomenon, known as asymptotic freedom,
enables rigorous calculations in the outermost regions of
the phase diagram. The quark-gluon plasma (QGP) phase
[1] is predicted at high temperatures, and the color superconducting color-flavor-locked (CFL) phase [2,3] at low
temperatures and asymptotically high densities. The
regions of intermediate temperature and density remain
much more difficult to investigate: The coupling constant is
too large to allow for perturbative calculations, while the
sign problem prevents the use of numerical calculations
from lattice QCD. Exploring this region, therefore, requires
using nonperturbative methods and effective theories.
Theoretical studies of the intermediate region have
predicted a wide variety of quark matter phases that may
be characterized by a ground state with either Cooper pairs
or chiral condensates, depending on the quark chemical
potential and temperature. Many of these phases have
spatially inhomogeneous ground states [4–20]. Therefore,
it is a daunting task to determine the most energetically
favored phase at any given region of the parameter space.
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Experimental probes could provide additional constraints on
the theoretical work in this area; at the moment, however,
there are no experiments capable of reaching the region of
densities and temperatures required to confirm or rule out
these models. Fortunately, upcoming heavy-ion collision
(HIC) experiments, such as the RHIC Beam Energy Scan II
(BES-II) [21], the Facility for Antiproton and Ion Research
(FAIR) [22] at the GSI site in Germany, and the Nuclotronbased Ion Collider Facility (NICA) [23] at JINR laboratory in
Dubna, Russia, are all designed to run at unprecedented
collision rates to provide high-precision measurements of
observables in the higher baryon density and lower temperature region.
The main tools available to constrain the theoretical
models come from astrophysical observations of neutron
stars (NSs), whose inner cores could reach densities high
enough for quarks to deconfine. There are competing
candidates for the matter in the core of an NS: It could
be composed of neutrons, or, depending on the density, the
neutrons could overlap to the point that the core matter
becomes a “soup” of quarks and gluons, forming one of the
high-density/low-temperature phases predicted by theoreticians. Each phase will characteristically compress under
gravity, leading to a different radius for a given mass and
hence to a different equation of state (EOS). If astronomers
can determine the EOS of an NS, that information could
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help pinpoint the phase of matter in the interior. It is far
from trivial to obtain precise measurements of the radius
and mass of NSs. However, much progress has recently
been made thanks to new advanced instruments, such as the
Neutron Star Interior Composition Explorer (NICER)
telescope on the International Space Station [24] and the
detection of NS mergers by the U.S. Laser Interferometer
Gravitational-Wave Observatory (LIGO) [25].
Not only are NSs the natural objects where the intermediate phases of cold QCD could be realized, but they also
exhibit strong magnetic fields, which become extremely
large in the case of magnetars with observed surface fields
∼1015 G. Magnetars can be produced after an NS merger
via the instigation of various magnetic instabilities [26–35].
The mechanisms associated with these magnetic instabilities
during the merging process can lead to spinning magnetars
with surface magnetic fields as large as 1017 G on a dynamical timescale, even if the two NSs that form the binary
system have magnetic fields only of order 1011 –1013 G. The
existence of this ultrastrong magnetic field is one of the most
crucial factors for the realization of multimessenger
astronomy. It is currently thought that the merger of the
two NSs in the event GW170817 [36] produced such a
magnetar, which was instrumental for the creation of the
gamma-ray burst [37] and the kilonova [38,39] that followed.
Moreover, the magnetic fields of NSs may vary in strength
from surface to the core. The scales of such variations,
however, are much larger than the microscopic magnetic
scale lm , which depends on the magnetic field strength. At
both high and low fields, the star radius R amply satisfies
R ≫ lm [40]; hence, in theoretical studies of the core matter
phase, the magnetic field may be assumed to be constant and
uniform. Theoretical calculations of the inner magnetic field
strength based on the equipartition theorem give upper
estimates on the order of 1018 G for nuclear matter [41]
and 1020 G for quark matter [42]. Because the vast majority
of compact astrophysical objects have strong magnetic fields,
and because these fields can significantly affect several
properties of a star, many authors have been motivated to
study the EOS of magnetized NSs [40–46]. Investigations of
star stability for slowly rotating NSs allow for core fields up
to just below 8 × 1018 ð1.4 M ⊙ =MÞ G [47]. For rapidly
rotating stars, a recent study [48] based on magnetohydrodynamic simulations in full general relativity of self-consistent rotating NSs with ultrastrong mixed poloidal and
toroidal magnetic fields found that poloidal field strengths in
the star core can reach values a few times ∼1017 G.
Therefore, it is reasonable to assume that magnetar inner
fields can be in the range of 1017 –1018 G.
Strong magnetic fields are also formed in off-central
HIC. In the earliest moments after the collision, the system is
subjected to a magnetic field of the order of 1018 G [49–51],
the strongest ever created on Earth. Therefore, the two
scenarios where quark deconfinement becomes relevant,
NSs in nature and HIC experiments on Earth, typically also

have very strong magnetic fields. This observation has
motivated many studies on the effects of strong magnetic
fields on quark matter phases.
From a fundamental point of view, the presence of a
magnetic field is also relevant due to the activation of
new channels of interaction and, occasionally, also due to
the generation of additional condensates. For instance, in
the quarkyonic phase of dense quark matter, a magnetic
field is responsible for the appearance of a new chiral
spiral between the pion and magnetic moment condensates,
hψ̄γ 5 ψi and hψ̄γ 1 γ 2 ψi respectively [52]. Similarly, additional condensates emerge in the homogeneous chiral phase
[53], as well as in color superconductivity [54,55].
Among the quark matter phases proposed at intermediate densities, phases with spatially inhomogeneous chiral
condensates have long been viable candidates for the QCD
phase map [56]. Investigations into Nambu-Jona-Lasinio
(NJL)-like models [11,12,20], quarkyonic matter [13–16],
and the large-N limit of QCD [7], for example, have featured
single-modulated inhomogeneous chiral condensates under
certain conditions. However, such phases in three spatial
dimensions are subject to the Landau-Peierls (LP) instability
[57]. The LP instability is characterized by the fact that
thermal fluctuations of the Nambu-Goldstone bosons at
nonzero temperatures, whose dispersions are anisotropic
and soft in the direction normal to the modulation vector,
wash out long-range order. However, some inhomogeneity
remains due to algebraically decaying long-range correlations
of the order parameter, forming a phase with a quasi–longrange order similar to liquid crystals. This effect has been
shown to occur in the periodic real kink crystal [58], the dual
chiral density wave [59], and quarkyonic matter [60].
Although the LP instability effectively makes these
inhomogeneous phases unstable at any finite temperature,
a new outlook has emerged due to more recent studies that
examine the effects of magnetic fields, thereby adding a
third dimension to the phase diagram. Of particular interest
to the present work is a dense quark matter phase in an
external magnetic field that forms at intermediate densities
when a dual chiral density wave ground state becomes
energetically favored over the chirally symmetric one.
This phase is known as the magnetic dual chiral density
wave (MDCDW) phase [61–64]. The MDCDW phase has
profound differences from the so-called dual chiral density
wave (DCDW) phase [20], even though both are characterized by the same type of inhomogeneous chiral condensate hψ̄ψi ¼ Δ cos qz, hψ̄iτ3 γ 5 ψi ¼ Δ sin qz.
In the absence of a magnetic field, the original symmetry
of the two-flavor NJL model, where the DCDW phase is
realized, is SU V ð2Þ × SU A ð2Þ × SOð3Þ × R3 . In this case,
the spontaneous breaking of chiral, rotational, and translational symmetries triggered by the inhomogeneous condensate gives rise to three independent Goldstone bosons,
whose low-energy theory has soft transverse modes and
hence exhibits the LP instability [59]. In comparison, when
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a magnetic field is present, it explicitly breaks the isospin
and rotational symmetries, so that the original global
symmetry of the two-flavor model is reduced to UV ×
UA × SOð2Þ × R3 [64]. When the inhomogeneous chiral
condensate forms, it breaks the chiral and translational
symmetries, producing a single Goldstone boson. The
low-energy theory of the fluctuations of this boson has
no soft modes in the direction normal to the modulation
vector. Thus the MDCDW phase is free of the LP instability [65]. This result means that the MDCDW phase is
not washed out by the fluctuations at low temperatures, in
sharp contrast to inhomogeneous quark matter phases like
the DCDW and others proposed for the core of neutron
stars. Other important properties of the MDCDW phase
that have no counterpart in other single-modulated phases
are anomalous transport and the conversion of photons
into axion polaritons in the MDCDW medium due to the
anomalous coupling of photons with the axion field
[66,67].
These discoveries warrant a systematic study into the
behavior of the MDCDW phase in the regions relevant to
potential astrophysical applications. As mentioned above,
for environments in which such extreme densities could be
attained—namely, neutron stars and future heavy-ion
collision experiments—strong magnetic fields are expected
to be present. There are some previous efforts aimed at
probing the viability of the MDCDW phase for the inner
matter of NSs. At zero T, an investigation of the EOS of the
MDCDW showed that this phase is compatible with 2 M⊙
NSs [68]. At low temperatures, another study [69] showed
that the heat capacity of MDCDW matter is well above the
lower limit of the core heat capacity established from observations of transiently accreting neutron stars. However, the
effects of high temperatures and magnetic field on the
MDCDW phase have not yet been thoroughly investigated.
In the present era of multimessenger astronomy, with a
constantly increasing wealth of astrophysical observations
and the uncertainties in the EOSs of NSs, including those
formed after the merging of BNS, it is imperative to
investigate the high temperature, high density, and high
magnetic field properties of matter candidates for these
compact objects, the MDCDW being one of those potential
candidates.
Thus, a natural and important task is to precisely
calculate how the region in the μ-T plane where the
MDCDW condensate is favored varies as the magnetic
field strength is increased. As shown in this paper, the
magnetic field extends the region of temperatures and
densities where the inhomogeneous phase can exist to
practically the entire region of parameters where the model
is reliable. Notably, in the presence of a magnetic field, the
inhomogeneous phase remains favored over the symmetric
one at sufficiently low temperatures and intermediate to
large baryon densities that range from 2.5 to about ten times
the nuclear saturation density n0 ¼ 0.16 fm−3. When the
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chemical potential reaches values at which other inhomogeneous condensates would usually vanish, the magnitude
of the MDCDW condensate remains small but nonzero, and
the modulation continues to increase with the chemical
potential μ. With even larger μ, the condensate magnitude
starts growing again to sizable values. This resilience of the
MDCDW ground state at low temperatures and intermediate to large densities has not been found in other inhomogeneous chiral phases.
This paper explores the MDCDW phase at finite density
and temperature using both a numerical minimization of the
exact free energy and a generalized Ginzburg-Landau (GL)
expansion. We derive an analytical expression that allows
for fast computation of the expansion coefficients to
arbitrary order, which is made possible using the EulerMaclaurin formula. We then use the GL expansion to
compute order parameters at various chemical potentials,
temperatures, and magnetic fields. We also compare these
results to those found by exact numerical minimization of
the free energy to demonstrate the validity of the expansion.
Finally, we use the GL expansion to generate phase
diagrams showing how the magnetic field extends the
region of the μ-T plane in which the inhomogeneous
condensate is preferred; this effect becomes very significant
at field strengths of order 1018 G, and remains noticeable
even for fields of order 1017 G and temperatures commensurate with NS temperatures. These findings may thus
prove relevant to the analysis of matter in neutron star
interiors and future heavy-ion collisions, both of which are
expected to contain magnetic fields of these orders.
The paper is organized as follows. In Sec. II, we review
the relevant NJL model and the generalized GL expansion
method. We also present a set of formulas that allow
for quick computation of every GL coefficient to arbitrary
order. (We sketch derivations of these formulas in
Appendices A and B.) We also show how the expansion
in powers of the modulation b effectively becomes an
expansion in powers of b=μ < 1; hence, the expansion is
valid in the region of interest, even though the order
parameter b is large. In Sec. III, we present several results
displaying the phase diagrams of the MDCDW system in
the T vs μ plane. First, we compare the results obtained
from numerical minimization of the exact free energy to
those obtained from the GL expansion and comment on
the accuracy of the approximation. Then we use the GL
expansion (and one other technique, described in
Appendix D) to determine the effects of magnetic field
and temperature on the condensate and generate phase
diagrams. In Sec. IV we interpret our results from a
physical perspective, explaining how the observed behavior
relates to the pairing mechanisms driving the condensate.
We also discuss how certain features of the solutions found
for the dynamical parameters can be traced back to the
nature of the GL coefficients and the expression for the free
energy. We give concluding remarks in Sec. V.
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Ω¼

II. GINZBURG-LANDAU EXPANSION
COEFFICIENTS

X f
½Ωvac ðBÞ þ Ωfanom ðB; μÞ þ Ωfμ ðB; μÞ þ ΩfT ðB; μ; TÞ
f

Let us consider a two-flavor effective theory of interacting quarks described by the following NJL model at finite
baryon density in an external magnetic field,

þ

m2
;
4G

ð4Þ

where
L¼

ψ̄½iγ μ ð∂

μ

þ iQAμ Þ þ γ 0 μψ þ

G½ðψ̄ψÞ2

þ ðψ̄iτγ 5

ψÞ2 :
ð1Þ

Here, Q ¼ diag ðeu ; ed Þ ¼ diag ð23 e; − 13 eÞ, ψ T ¼ ðu; dÞ, μ
is the quark chemical potential, and G is the four-fermion
coupling. The electromagnetic potential Aμ ¼ ð0; 0; Bx; 0Þ
corresponds to a constant and uniform magnetic field B
pointing in the z-direction, with xμ ¼ ðt; x; y; zÞ. The
Lagrangian (1) is symmetric under Uð1ÞL × Uð1ÞR ×
SOð2Þ × R3 , reflecting the explicit breaking of flavor
and rotational symmetries by the external field.
To study the MDCDW phase, we introduce the following
ansatz,
hψ̄ψi þ ihψ̄iγ 5 τ3 ψi ¼ Δeiqz ¼ −

1
MðzÞ:
2G

Ω ¼ α2;0 m2 þ β3;1 bm2 þ α4;0 m4 þ α4;2 b2 m2 þ β5;1 bm4
ð3Þ

For convenience, and unlike [65], we wrote here the
expansion in terms of b ¼ q=2, instead of q, to remove
needless factors of 2 from later formulas. Also, b is more
relevant than q because b=μ < 1 in the region of interest: it
will be seen below that the GL expansion at B ≠ 0
effectively becomes an expansion in powers of b=μ after
solving for the α and β coefficients, as is the case at B ¼ 0
[70]. This feature is important because even though b is
large in the region of interest, the GL expansion remains
reliable since b=μ is always small. We use αij and βij
(rather than aij and bij ) to distinguish the coefficients in (3)
from those of [65].
The coefficients in the GL expansion are found from the
derivatives of the thermodynamic potential.

Z

þ∞

−∞

dk

Ωfμ ¼ −

N c jef Bj
ð2πÞ2

Z

þ∞

−∞

XZ
lξϵ

Ωfanom ¼ −

ds −sðEl Þ2
e
3=2
1=Λ2 s

ΩfT ¼ −

Ωf;LLL
μ

ð5Þ

N c jef Bj
2bμ
ð2πÞ2

X

dk

∞

ð6Þ

½ðμ − El Þθðμ − El Þjϵ¼þ

ξ;l>0

þ Ωf;LLL
μ

ð2Þ

This chiral density wave condensate is energetically
favored over the homogeneous ones in a large region of
chemical potentials [61,62].
The low-energy theory of the MDCDW phase can be
explored using a generalized GL expansion. The thermodynamic potential is expanded in powers of the condensate
MðzÞ and its derivatives. Each term in this expansion
must respect the symmetries of the two-flavor NJL model
in a magnetic field. The MDCDW ansatz (2) allows us to
express the expansion in powers of m ¼ −2GΔ and
b ¼ q=2, which are proportional to the condensate’s
magnitude and modulation, respectively. This procedure
was carried out explicitly in [65], and it led to

þ β5;3 b3 m2 þ α6;0 m6 þ α6;2 b2 m4 þ α6;4 b4 m2 :

1 N c jef Bj
Ωfvac ¼ pﬃﬃﬃ
4 π ð2πÞ2

ð7Þ

N c jef Bj 1
ð2πÞ2 β

1 N c jef Bj
¼−
2 ð2πÞ2

Z

Z

þ∞

−∞
þ∞

−∞

X
dk
ln ð1 þ e−βjEl −μj Þ ð8Þ
lξϵ

X
dk ðjE0 − μj − jE0 jÞreg ; ð9Þ
ϵ

and
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0 ¼ ϵ m2 þ k23 þ b;

ϵ ¼ ;

ð10Þ

rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
ξ m2 þ k23 þ b þ 2jef Bjl;
El ¼ ϵ
ϵ ¼ ;

ξ ¼ ;

l ¼ 1; 2; 3; …

ð11Þ

are the quasiparticle energy modes for the lowest Landau
level (LLL) (l ¼ 0) and for the higher Landau levels
(HLL) (l > 0) respectively. For the HLL modes, ϵ indicates particle/antiparticle energies and ξ the spin projection
in the magnetic field direction.
Notice that the LLL spectrum is asymmetric about zero
energy. An asymmetric spectrum is a sign that the fermion
structure possesses a nontrivial topology [71,72]. This
nontrivial topology is in turn reflected in various anomalous
effects in the theory [63,64], such as the anomalous term
Ωfanom , which is extracted after a careful regularization
procedure based on an energy cutoff, as described in detail
in [61]. The same term can also be extracted by regularizing
the Atiyah-Singer invariant [62], which is a measure of the
spectral asymmetry of the Hamiltonian. An explicit expression of the regularized Ωf;LLL
can be found in [64].
μ
The β coefficients, which multiply odd powers of b, only
get contributions from the LLL [65] and hence have a
topological origin. It is easy to see why the HLL does not
contribute to the β coefficients: If we change b → −b in the
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HLL terms of (5)–(9), the HLL modes with ξ ¼ 1 simply
transform into each other, and the overall expression for
ΩHLL remains the same, meaning that ΩHLL is even in b.
This implies that the HLL terms can contribute to the α
coefficients but not to the β coefficients since the β
coefficients by definition multiply odd powers of b in
(3). For the LLL terms of (5)–(9), there is no such
invariance under b → −b, so the LLL terms contribute
to both even and odd powers of b in the GL expansion and
hence to both types of coefficients, α and β.
Solving for the coefficients in (3) is straightforward in
principle, as it only requires taking derivatives of (5)–(9)
and then taking the limits m; b → 0. In practice, however,
this procedure runs into several challenges at the higherorder derivatives. First, the unwieldy form of (5)–(9) makes
taking high-order derivatives tedious. Second, as jeBj
decreases, the number of non-negligible Landau levels
increases, so the sums in (5)–(9) become computationally
burdensome. Third, the integrand of the finite-temperature
contribution ΩfT becomes increasingly oscillatory as more
derivatives are taken.
The above issues can be essentially eliminated by applying
the Euler-Maclaurin formula to replace the Landau sums
in (5)–(9) with series in powers of jeBj. First, however, a
few key observations and calculations help simplify the
problem. To begin, it can be shown that all the coefficients of
the same total order must differ only by numerical prefactors.
For example, α4;0 ¼ 14 α4;2 and β5;1 ¼ 34 β5;3 . Denoting an
arbitrary term in (3) by cn;nb mn−nb bnb , where c ¼ α or β, we
have the general formula
cn;nb ¼

ðn − 2Þ!21−ðn−nb Þ=2
cn;n−2 :
b
ðn−n
2 Þ!nb !ðn − nb − 2Þ!!

ð12Þ

A proof of this formula is given in Appendix A. The task is
thus reduced to computing only the coefficients of the form
αn;n−2 and βn;n−2 .
The remaining task is to find all coefficients multiplying
terms of the form bnb m2 . Beginning with the β coefficients,
note that these terms require taking only one derivative with
respect to m2 (and an odd number of derivatives with
respect to b) and then taking the limits m; b → 0. It turns
out that after taking the m2 -derivative, one b-derivative, and
letting m → 0, we can arrive at a closed-form expression in
terms of b that allows for easy calculation of any number of
remaining b-derivatives. Specifically, it can be shown that
for T > 0,




∂2 Ω 
3jeBj 1
μ−b
ð1Þ 1
Re ð−iÞψ
þi
¼
2
2πT
∂b∂ðm2 Þm¼0 ð2πÞ2 2πT
þ f odd ðbÞ;

ð13Þ

where f odd is an odd function. Taking ðnb − 1Þ more
derivatives with respect to b and then letting b → 0, we find

βnb þ2;nb ¼

PHYS. REV. D 106, 016011 (2022)

3jeBj
ð2πÞ2
( 1
·

1
nb ! ð2πTÞnb

μ
Re ½ð−iÞnb ψ ðnb Þ ð12 þ i 2πT
Þ T > 0;

− nb1μnb

T ¼ 0;
ð14Þ

where nb is odd and ψ ðnÞ is the polygamma function of
order n.
From (14) it is apparent that the β coefficients indeed
vanish in the absence of a magnetic field, as expected.
From (12) and (14) we can also see that at zero temperature, the general term βnm þnb ;nb mnm bnb becomes
CjeBjm2 ðm=μÞnm −2 ðb=μÞnb for some dimensionless
numerical factor C after writing out β explicitly. All powers
of b thus become powers of b=μ, as claimed earlier. For
T > 0, we can expand the polygamma function in (14) with
a standard asymptotic series; this series adds correction
terms to the T ¼ 0 case in powers of T=μ, which is small
and does not change the preceding argument.
We must still determine the α coefficients of the form
αnb þ2;nb . As mentioned earlier, a direct calculation of these
coefficients runs up against several technical issues, which
are resolved using the Euler-Maclaurin formula for the
HLL contributions. We can decompose each coefficient
HLL
as αLLL
nb þ2;nb þ αnb þ2;nb and then apply the Euler-Maclaurin
formula to the HLL term, which gives a series in powers of
jeBj. Only one term in this expansion has an odd power of
jeBj, namely jeBj1, and it turns out that this term exactly
cancels the LLL contribution. Thus the final expression for
each α coefficient takes the form of a series in even powers
of jeBj. For T > 0, we have
αnb þ2;nb ∼

X
δ0;nb
Bj 1 þ 2j
jeBjj · 2 j−1
þ
4G j¼0;2;4;…
j! 2π 3
·

1
ðμ; TÞ
I
ðnb − 1Þ!! nb þ2j−2

1
1
π2
I −2 ðμ; TÞ ¼ − Λ2 þ μ2 þ T 2
4
2
3


 

γ
4πT
1
μ
þ Re ψ
þi
I 0 ðμ; TÞ ¼ − − ln
2
Λ
2
2πT
 pﬃﬃﬃp
1 i 2
1
1
I p>0 ðμ; TÞ ¼ −
−
p Λ
p!! ð2πTÞp



μ
p ðpÞ 1
þi
:
ð15Þ
× Re ð−iÞ ψ
2
2πT
For the T ¼ 0 case, we simply take the limit T → 0 on
the terms in curly braces above, which are lnð2μ=ΛÞ and
−ðp − 1Þ!μ−p respectively. A sketch of this calculation
is given in Appendix B. Note that the general term
αnb þ2;nb m2 bnb becomes a series with terms of the form

016011-5

WILLIAM GYORY and VIVIAN DE LA INCERA

PHYS. REV. D 106, 016011 (2022)

CΛ2 ðjeBj=μ2 Þj m2 ðb=μÞnb for some dimensionless factor C
(which may include powers of μ=Λ and T=μ). So again, we
see that powers of b become powers of b=μ after solving for
the coefficients, which supports the validity of the GL
expansion in the region of interest.
Two features of formulas (12)–(15) are worth highlighting. First, these formulas allow for fast computation of
any GL coefficient to arbitrary order. As mentioned above,
the powers of jeBj in (15) effectively become powers of
jeBj=μ2 after expanding the term I p ðμ; TÞ. Even for large
magnetic fields of order 1018 G, jeBj=μ2 is small in the
region of interest, so the terms in the sum of (15) decrease
quickly. Moreover, the error term arising from the asymptotic nature of the Euler-Maclaurin formula remains small,
so the coefficients given by (12)–(15) yield an accurate
approximation of the true free energy of the system. This
accuracy is discussed in Sec. III B and demonstrated in
Fig. 2, which compares the solutions for m and b obtained
by minimizing the exact free energy with those obtained
from the GL expansion.
Second, the expression for the α coefficients in (15)
remains valid in the limit eB → 0. (In fact, the error term
arising from the Euler-Maclaurin formula vanishes in this
case.) Every term in the series with j > 0 vanishes, leaving
only the eB-independent j ¼ 0 term. Thus, (12)–(15) give an
exact closed-form expression for every GL coefficient in the
zero-magnetic field (DCDW) case. Formula (14) also gives
an exact closed-form expression for the β coefficients since
they depend only on the LLL and thus do not require the
Euler-Maclaurin expansion. To our knowledge, no such
formulas have been published, although particular low-order
terms have been calculated. For example, Eq. (24) of [62]
gives an equivalent expression for β3;1 (it differs by a factor of
−1=2 only because of the way it is defined). An alternative
formula for the α coefficients is given in Eq. (10) of [11], but
that expression involves both a sum and an integral.
III. RESULTS
A. Validity of the GL expansion at B = T = 0
To assess the validity of the GL expansion and coefficients
given in (12)–(15), we have computed order parameters m
and b using the exact free energy (4)–(9) and also using the
GL approximation at several different orders, similar to the
approach taken in [70]. Following [61], we use proper-time
regularization with Λ ≈ 636.790 MeV and coupling constant GΛ2 ¼ 6. We also work in the chiral limit, in which the
quark current mass vanishes. These parameter values correspond to mvac ¼ 300 MeV. All numerical computations
involved only dimensionless quantities, e.g., m̃ ¼ m=Λ,
and in both cases, we searched for global minima along a
lattice in the m-b plane with grid size 10−4 .
Figure 1 shows these results plotted against chemical
potential in the simplest case, B ¼ T ¼ 0. Recalling that
formula (15) gives the exact α coefficients in the limit

FIG. 1. Order parameters m (solid) and b (dashed) plotted
against chemical potential at zero magnetic field and zero
temperature. Black curves were computed by numerically minimizing the exact free energy, while colored curves were
computed by minimizing the nth-order GL approximation for
n ¼ 6, 8, 10, 20.

B → 0, we expect the solutions calculated using the GL
expansion to approximate the numerical solutions arbitrarily well at sufficiently high order, which is precisely
what we see in Fig. 1. In particular, the order parameters
found using the 20th-order GL approximation are almost
indistinguishable from the exact results. We wish to highlight that formulas (12)–(15) make it easy to calculate
all coefficients up to 20th-order (or higher), enabling
properties of the DCDW and MDCDW condensates to
be computed much more quickly and easily than was
previously possible.
Before proceeding to the B > 0 and T > 0 cases, let
us highlight some key features of the phase behavior
visible in Fig. 1. The range of chemical potentials shown
naturally separates into four distinct regions. In region I
(300–311 MeV), there is no inhomogeneity (b ¼ 0), but
there is a large nonzero m ≈ 300 MeV. After a first-order
phase transition at μ ¼ 311 MeV, spatial symmetry is
broken by the existence of a nonzero inhomogeneity parameter b. In region II (311–341 MeV), m (b) smoothly decreases
(increases) until m vanishes in a second-order phase
transition to region III (341–491 MeV), in which chiral
symmetry is restored, and the ground state is spatially
homogeneous. Finally, in region IV (μ > 491 MeV), the
condensate returns, with m taking on nonzero values and
the inhomogeneity parameter b attaining very large values.
To our knowledge, the existence of region IV, in which the
condensate returns, has been overlooked (in the B ¼ 0 case)
by previous authors. We discuss this region from a physical
and mathematical perspective in Secs. IVA and IV C.
B. Validity of the GL expansion at B > 0 and T > 0
The left panel of Fig. 2 shows the order parameters
plotted for two field strengths, both at T ¼ 0. We highlight
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FIG. 2. Comparison of order parameters computed from the exact free energy (black) and GL approximations of increasing order
(colored) at various magnetic fields and temperatures. m and b are plotted with solid and dashed curves. Left: magnetic field decreases
from top to bottom while T remains fixed at zero. The exact solutions at T ¼ 0 exhibit a region of small but nonzero “remnant” m at
intermediate μ. One can distinguish between very small m and m ¼ 0 by noticing that when m is zero, there is no solution for b because
the potential becomes b-independent. The GL20 curve (green) provides an excellent, smoothed approximation of the exact curve, except
in the region of the remnant mass, where it only captures it partially, as can be seen from the nonzero mass solutions in the two small
segments at the beginning and the end of the remnant mass region found from the exact curve in the top plot. Right: temperature
increases from top to bottom while B ¼ 1.5 × 1018 G remains fixed. Both plots can be compared to the top-left panel, in which T ¼ 0
for the same magnetic field. Increasing temperature smooths out the exact curve for m, erasing the remnant mass.

some fundamental differences in regions I–IV compared to
the B ¼ 0 case. Region I is now “weakly inhomogeneous,”
as b takes on a small nonzero value in this region. This
inhomogeneity comes from the LLL anomalous contribution (6) to the free energy, which is a consequence of the
system’s nontrivial topology in the presence of a magnetic
field, and hence is associated with the LLL spectral
asymmetry. The anomalous term favors nonzero b, even
when μ < m; higher Landau levels, on the other hand,
contribute to region I only via the vacuum part because the
Θ functions in (4) force the HLL medium term to be zero.
We also discuss this phenomenon in Sec. IVA.
There is still a jump in the order parameters between
regions I and II. However, it is no longer a phase transition
because there is no change to any overall symmetry
characterizing the state on either side. Compared to the
B ¼ 0 case, region II extends farther to the right, indicating
that the magnetic field strengthens the inhomogeneous

phase. The exact (black) curve shows m undergoing small
jumps as it decreases. This non-smooth behavior results
from the discretization of Landau levels in the exact
numerical calculation, as opposed to the B ¼ 0 case that
has a continuum of transverse momentum k⊥ . There is no
such non-smooth behavior on the other colored curves at
B > 0 because they were found using the GL expansion
with coefficients calculated using the Euler-Maclaurin
formula. This formula approximates the Landau sums in
(5)–(9) with integrals; hence, the corresponding solutions
provide a smoothed approximation to the exact solutions.
Region IV shows a behavior similar to the zero-field case,
although it covers a larger region of densities as it begins at
smaller μ.
Region III (368–452 MeV) is significantly different from
that of the B ¼ 0 case: Instead of chiral symmetry
restoration and homogeneity, we find that m takes on a
small but nonzero value, which we call the “remnant mass.”
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For B ¼ 1.5 × 1018 G, the remnant mass takes values of
about 5 MeV at the outer edges of region III, reaching a
minimum value of 3 MeV at the center. Because a global
minimum of the free energy exists at m > 0, b remains well
defined. As will be discussed in detail in Sec. IV C 2 and
Appendix C, the origin of the remnant mass comes from
two separate effects: the nontrivial topology of the LLL,
which manifests in the presence of odd-in-b terms in the
GL expansion, and the behavior of the thermodynamic
potential curvature at each Landau level l > 0 along
specific regions of the parameter space near m ¼ 0. The
remnant mass is not fully found in the solutions obtained
from the GL approximation because they were obtained
using the Euler-Maclaurin formula, which approximates
the Landau sums in l > 0 by integrals. Notice that the
order parameters computed with the 6th- and 8th-order GL
expansions do not vanish over region III in the top-left
panel of Fig. 2 only because they are poor approximations,
not because they are capturing the remnant mass effect.
Observe that decreasing the magnetic field to 5 × 1017 G
brings the order parameters closer to their B ¼ 0 values, as
expected (see Fig. 2, bottom-left panel). However, as long

as T ¼ 0 and B > 0, the remnant mass cannot truly vanish
(though it can become tiny). With the introduction of nonzero temperature, however, the remnant mass and the nonsmooth behavior of m are eventually eliminated (see Fig. 2,
right panels). In each panel of Fig. 2, one can distinguish
regions with very small m from those where m ¼ 0 by
realizing that there is a b solution in the former case but
never in the latter one, because the thermodynamic potential
cannot depend on the modulation of a condensate whose
magnitude is zero and hence does not exist. Once m ¼ 0, b
becomes undefined since Ω becomes b-independent. For
example, compare the exact (black) curves for m and b in
region III of the left panels of Fig. 2 (where T ¼ 0 and hence
m takes on remnant values, so b is nonzero) with those of the
right panels (where T > 0, and hence m vanishes and b is
undefined over region III).
It is worth mentioning that a sufficiently high-order GL
expansion with coefficients given by (12)–(15) always
yields a good approximation to the order parameters in
regions I–IV, provided we are willing to neglect the
remnant mass and accept a smoothed average of m.
Moreover, when T is increased to roughly the same order

FIG. 3. Left: order parameters vs μ at select values of T and fixed B ¼ 1.5 × 1018 G. Right: order parameters vs T at select values of μ
and fixed B ¼ 1.5 × 1018 G. Gray dashed curves indicate values halfway between colored solid curves. These data are calculated using
30th-order GL expansions, except when T ≤ 10 MeV or where m ≳ μ, in which case the exact numerical free energy was used.
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of magnitude as the remnant mass, the already-minor
discrepancies between the exact and GL solutions become
even smaller. Indeed, with the tools developed in this paper,
one can easily increase the GL expansion’s accuracy to any
order. This and the discovery of the remnant mass are two
main results of the present work.
C. Effects of temperature on the condensate
Noting that the 20th-order GL expansion accurately
describes the condensate at various magnetic fields and
temperatures, we now use a 30th-order GL expansion to
examine the behavior of the condensate at higher temperatures, where the exact numerical calculation would be
computationally burdensome. The left panels of Fig. 3
show m and b plotted against μ at several temperatures,
increasing in 5-MeV increments up to 65 MeV. For
B ¼ 1.5 × 1018 G, we already saw in Fig. 2 that the
remnant mass is erased when T ¼ 5 MeV. In Fig. 3 we
see that increasing T has the effect of decreasing m for all μ,
which reduces the range of μ over which m > 0. We also
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see that the first-order transition separating regions I and II
shifts to lower μ and softens, eventually becoming smooth
at T ≈ 50 MeV. On the other hand, the lower panels of
Fig. 3 show that b increases with T until m vanishes. In
Sec. IVA we explain this dependence of the inhomogeneity
on the temperature in terms of pairing mechanisms.
Figure 3 makes apparent that for each μ, there is a critical
temperature T c at which m vanishes. This temperature
is plotted in Fig. 4 for various magnetic field strengths.
Each line in Fig. 4 represents the boundary, for a given
magnetic field, between the chiral-symmetry-broken inhomogeneous phase (region below) and the chiral-symmetryrestored (region above) phase. For magnetic fields below
B ¼ 2 × 1018 G, we find two regions with large T c , corresponding to the regions II and IV discussed above, separated
by a region with a small remnant T c required to erase the
remnant mass. Apart from the remnant values, the critical
temperatures of Fig. 4 were calculated using 30th-order GL
expansions; the remnant T c values (which cannot be calculated using the GL expansion, for reasons discussed above)
were approximated using a different technique, described

FIG. 4. Critical temperature vs μ at various magnetic field strengths. Curves indicate the temperature at which m vanishes. Curves are
calculated using 30th-order GL expansions to determine where m > 0 (except in the remnant mass region, where we used a different
technique discussed in Appendix D). Gray dots indicate where GL-approximated T c intersects with the remnant T c . For
B > 2 × 1018 G, the remnant region vanishes and is overtaken by the regions of larger T c on either side.
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in Appendix D. The gray dots in Fig. 4 indicate where the
remnant T c intersects the T c curves of regions II and IV.
In the bottom panel of Fig. 4, we have zoomed in on
the critical temperatures over the remnant region for fields
on the order of 1017 G. It is worth highlighting the potential
significance of this result for neutron star applications. Although T c is small on the scale of MeV in this
region, estimates for old NS temperatures fall in the keV
range. For these neutron stars, the MDCDW condensate
may remain the ground state at much higher densities than
predicted. For example, in a star with magnetic fields
reaching 5 × 1017 G in the interior, MDCDW would
remain the preferred state for all chemical potentials, provided that the temperature is less than 108 K ≈ 10 keV;
without taking the remnant T c into account, on the other
hand, the condensate would appear to vanish when
350 MeV ≤ μ ≤ 480 MeV.
Recent studies that used multimessenger observations,
including those involving the merger product in GW170817,
the binary merger components in GW190814, and the
most recent NICER results for the radius of the massive
PSR J0740 þ 6620, to explore a large ensemble of modelindependent EOSs, have found strong compatibility with the
presence of quark matter in massive NSs [73]. On the other
hand, it is known that short-lived remnant NSs formed after
BNS merging can have extremely large surface magnetic
fields (B⪆1016 G) [74], reaching densities ∼10n0 and
temperatures several tens of MeV before collapsing into a
black hole (BH) [75]. Future multimessenger observations
combined with improved numerical relativity simulations
will allow further constraining the EOS compatible with
these extreme conditions. Given that the properties of dense
nuclear matter at finite temperature are still poorly known,
theoretical studies such as the one done in this paper are an
important and necessary step to determine viable inner matter
phases for the remnant NS. The robustness of the MDCDW
phase at high temperatures and densities, as seen in Fig. 4,
along with its established compatibility with various astrophysical observations [67–69] make this phase an increasingly feasible candidate for the matter of NS cores.
IV. DISCUSSION
A. Pairing mechanisms at different regions
Let us examine the general behavior of the order parameters at zero temperature shown in Figs. 1 and 2 from a
physical perspective. We begin by describing the B ¼ 0
case, and in preparation for our more sophisticated analysis,
we first consider the historical picture that involves only
homogeneous condensates. In vacuum, chiral symmetry is
broken by the pairing of quarks with antiquarks, resulting
in the formation of a homogeneous chiral condensate hψ̄ψi
[56]. A chemical potential does not affect the homogeneous
condensate until μ is large enough to trigger the contribution of the medium (Fermi) term, i.e., when μ > E. At this

point, a Fermi surface is formed. Soon after, the system
undergoes a first-order phase transition to the chirally
symmetric phase. Physically, this indicates that the cost
in energy to lift the antiquarks to the Fermi surface to
pair with the quarks becomes energetically disfavored.
Mathematically, what happens is that the Fermi contribution enters with an opposite sign to the vacuum’s. As μ
increases further, this competition between Dirac and Fermi
contributions is quickly won by the Fermi part, and the
first-order transition occurs.
However, the above description overlooks the fact that
once a Fermi surface is formed, a new pairing mechanism
becomes possible: Particle-hole pairs can be excited near
the Fermi surface with little energy cost. Indeed, at the
Fermi surface, quarks and quark-holes that co-move in the
same spatial direction exchange only small momenta so
that forming a bound state does not cost much energy, in
contrast to the quark-antiquark case. The nonvanishing total
momentum of these pairs gives rise to spatial inhomogeneity. Because of this new pairing mechanism, the DCDW
inhomogeneous condensate is energetically preferable over
the chirally restored state at a range of chemical potentials
where it was previously thought that chiral symmetry was
no longer broken [56]. This scenario describes the parameter behaviors shown in region II of Fig. 1, where m
decreases while b increases, signaling the presence of an
inhomogeneous condensate. For chemical potentials just
before the onset of the Fermi surface (i.e., just before
region I), the condensate gets contributions only from the
Dirac sea (vacuum) term, so in that interval the condensate
is homogeneous and constant. When μ reaches region I, the
Fermi term starts to compete with the Dirac contribution,
just as before, forcing the magnitude of the condensate to
decrease slightly. The difference is that when the quarkhole pairing is activated, the inhomogeneity arises, and the
system reaches region II instead of the restored phase,
where the magnitude m drops to a smaller but nonzero
value. In this region, the magnitude m gradually decreases,
while the modulation b increases until chiral restoration
occurs, reaching region III at a higher chemical potential
than in the homogeneous case.
A magnetic field changes this picture in some remarkable ways. The anomalous term (6), coming from the LLL’s
asymmetric spectrum, creates a topological contribution to
the quark number even in the interval of small μ where the
medium term (7) is still zero; this anomalous contribution
favors a nonzero b. Because of this unique feature, the
density wave phase exists in a magnetic field at arbitrarily
small but nonzero chemical potentials [62]. This behavior is
quite different from the B ¼ 0 case, as can be seen by
comparing the regions I depicted in Fig. 1 and the left
panels of Fig. 2.
In region II, the onset of the conventional competition
between the Dirac and Fermi contributions forces the
dynamical mass m to drop and continue decreasing further,
indicating that the quark-antiquark pairing is still operative.
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However, in contrast to the B ¼ 0 case, m never reaches
zero. Furthermore, other nuances emerge in the density
wave condensate due to the difference between the energy
modes with spin up and down projections in the direction of
the modulation for each HLL. Quarks with the same
Landau level l but opposite spins have different Fermi
surfaces because for each chemical potential, states with the
lower energy will be occupied first. Thus, there will be
more quarks and hence more holes with the spin projection
that corresponds to the lower energy modes at each Landau
level. Given that the chiral condensate comes from quarks
and holes pairing with opposite spins, the stress created by
their different Fermi surfaces adds an element of complexity to the origin of the parameters’ behavior with μ in the
inhomogeneous case. Consequently, the particle-hole pairing is not very effective in the range of chemical potentials
covering regions II and III. Such a situation will last until
the density becomes large enough to produce a much larger
number of quarks and holes of opposite spins available to
pair, something that occurs in region IV, where the two
condensate parameters grow with increasing μ, a clear sign
that the quark-hole pairing mechanism entirely drives them
at the Fermi surface.
An inhomogeneous condensate solution at higher chemical potentials also occurs when B ¼ 0, as can be seen in
Fig. 1. To the best of our knowledge, the return of the
condensate at large μ when B ¼ 0 has not been included in
previous publications; in many cases, plots do not include
sufficiently large μ for the effect to appear [70,12,20],
whereas in Fig. 3 (a) of [61], these high values of μ are
plotted explicitly without any condensate present. The
high-μ
pﬃﬃﬃﬃﬃﬃ condensate appears in Fig. 3 (b) of [61], where
eB ¼ 0.15Λ, and it is claimed to be magnetic in origin.
Here, we argue that the effect is driven by the quark-hole
pairing mechanism, which becomes significant at large μ
due to the expanded Fermi surfaces. In Sec. IV C, we
supplement this explanation with a more detailed analysis
based on the GL coefficients over these regions.
B. Increase of b with T
In the bottom panels of Fig. 3, we see that temperature
tends to increase b, even though it has the opposite effect on
m. This observation is consistent with the physical picture
described above. At zero temperature, only the lowest
energy modes are populated, and the Fermi surface is
sharply defined; with the introduction of temperature, some
of the energy modes above the Fermi surface become
occupied as the set of populated energy modes acquires a
statistical spread. Thus, the temperature tends to increase
the momenta of the particles near the Fermi surface, which
favors the production of particle-hole pairs with greater
total momentum. Since this total momentum is the origin of
the inhomogeneity, the positive dependence of b on T
agrees with the description of the condensate in terms of the
particle-hole pairing mechanism.
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C. Role of the GL coefficients
on the condensate behavior
1. Role of α coefficients

In this section, we examine the role of the different types
of GL coefficients on the condensate solutions. With that
aim, we start by considering the first two lowest orders of
the GL expansion (6th and 8th), which, while not very
accurate, still display the correct qualitative behavior over
regions II–IV at zero and nonzero magnetic field; additionally, they can be easily analyzed quantitatively.
We estimate the order parameters as follows. The free
energy is constant along the line m ¼ 0 in the m-b plane,
and the first derivative ∂Ω=∂m vanishes everywhere
because the free energy depends only on m2 . If a local
minimum exists at some ðmmin ; bmin Þ, then we expect
∂2 Ω=∂ðm2 Þ to be negative at ð0; bmin Þ. Moreover, we can
estimate bmin as the b that minimizes ∂2 Ω=∂ðm2 Þ along the
line m ¼ 0. We can also use the magnitude of ∂2 Ω=∂ðm2 Þ
as a rough measure of m, assuming that stronger negative
curvature at m ¼ 0 results in a minimum that is farther
away. This derivative is easy to write using the GL
expansion. At the 6th order expansion, it is

∂ΩGL;6 
¼ α2;0 þ β3;1 b þ α4;2 b2 þ β5;3 b3 þ α6;4 b4 :
∂ðm2 Þ m¼0
ð16Þ
In the B ¼ 0 case, the β coefficients vanish and (16) is
easily minimized with respect to b, giving
rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
α
bmin ¼ − 4;2 ;
ð17Þ
2α6;4
and then we have
 B¼0  
∂ΩGL;6 
α24;2

min
¼
α
−
:
2;0
4α6;4
∂ðm2 Þ m¼0

ð18Þ

By the above argument, we can treat (18) as an estimate
of the relative size of m, with more negative values
indicating larger m. The quantity in (18), as well as its
two components and the individual GL coefficients, are
plotted in Fig. 5 (top panels). Observe that the gray curve,
which corresponds to the quantity in (18), is similar to the
inversion of the 6th-order curve corresponding to m in
Fig. 1, as expected. As μ increases, α2;0 increases, which
disfavors the condensate. However, α4;2 becomes more
negative and α6;4 becomes less positive, which both act in
favor of the condensate. Eventually, the latter effects
dominate, and the condensate magnitude increases, but
there is an intermediate region where the condensate is
small. Let us recall that the 6th-order GL expansion is not
accurate enough to reproduce the actual vanishing of the
condensate at intermediate chemical potential when B ¼ 0.
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FIG. 5. Analysis of condensate behavior from GL coefficients. Coefficients are made dimensionless with powers of Λ, e.g.,
α̃2;0 ¼ α2;0 =Λ2 . Top left: coefficients at B ¼ T ¼ 0. The black curve shows the combination of coefficients that roughly estimates the
strength of the condensate, scaled up by a factor of 10 for clarity. More negative values of the black curve correspond to larger values of
m. Top right: the two competing terms α2;0 and α24;2 =ð4α6;4 Þ, whose difference (black) is related to the condensate strength. For smaller μ,
α2;0 increases more rapidly, weakening the condensate; at larger μ, the situation reverses and the condensate is strengthened. Bottom left:
α coefficients at T ¼ 0 (solid) and T ¼ 40 MeV (dashed). Temperature has the effect of “lifting” all curves, which corresponds to
weakening the condensate. Bottom right: coefficients at B ¼ 1018 G, with their values at B ¼ 0 subtracted off. The β coefficients
dominate because they scale with jeBj, whereas the changes in the α coefficients scale with jeBj2 . Since the β coefficients are negative,
they strengthen the condensate [see Eq. (16) and preceding discussion].

The initial analysis at B ¼ 0 can be repeated at 8thorder, in which m vanishes and reappears. In this case, we
have

∂ΩGL;8 
¼ α2;0 þ α4;2 b2 þ α6;4 b4 þ α8;6 b6
∂ðm2 Þ m¼0
ð8Þ

¼ α2;0 þ αinhom ;
ð8Þ

where we have defined αinhom ≡ α4;2 b2 þ α6;4 b4 þ α8;6 b6
since this contribution contains all the dependence on
the inhomogeneity parameter b.qItﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
is straightforward to


1
2
2
show that ðbmin Þ ¼ 3α8;6 −α6;4 þ α6;4 −3α8;6 α4;2 , which
enables us to recreate the top-right panel of Fig. 5 for the
8th-order case, as shown in Fig. 6. Unlike at 6th-order,
there is now a region (347 MeV ≤ μ ≤ 439 MeV) in which
the minimum of ∂Ω=∂ðm2 Þjm¼0 is positive, which implies

the minimum free energy occurs at m ¼ 0. Indeed, the 8thorder GL curve (yellow) in Fig. 1 vanishes over exactly
this range.
In light of the discussion in the preceding section,
we highlight that in this more quantitative analysis, we
still find two competing contributions to m, only one of
which depends directly on the inhomogeneity. The coefficient α2;0 , which is not associated with any powers of b,
increasingly disfavors the condensate with increasing μ,
whereas αinhom , which contains all the coefficients associated with b, increasingly favors the condensate. The
former effect dominates at smaller μ (region II). In contrast,
the two effects approximately cancel over intermediate μ
(region III), and finally, the latter effect dominates at large μ
(region IV). Therefore, this quantitative analysis from the
GL expansion is consistent with our physical interpretation
of Dirac and Fermi contributions and pairing mechanisms
on each region.
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expansion for the sake of accuracy. Expanding to 20th
order, we have

∂ΩGL;20 
ð20Þ
ð20Þ
¼ α2;0 þ αinhom þ βinhom ;
∂ðm2 Þ m¼0
ð20Þ

FIG. 6. Analysis of condensate behavior from GL coefficients
at 8th order. As in the top-right panel of Fig. 5, the terms α2;0
ð8Þ
and −αinhom have competing effects on the condensate. Their
difference (gray) is related to the condensate strength: more
negative values correspond to larger m. Unlike in the 6thorder case, here the gray curve is positive over the region
347 MeV ≤ μ ≤ 439 MeV, implying m ¼ 0. The full calculation
of m using the 8th-order GL expansion predicts m ¼ 0 over
exactly this range (see Fig. 1).

2. Magnetic field, role of the β coefficients,
and remnant mass
Finally, let us examine the effect of the magnetic field on
the preceding “competition” curves and the emergence of
the remnant mass. In this case, the β coefficients no longer
vanish, so we cannot solve analytically for bmin using the
quadratic formula, as before. Instead, we borrow the
numerical results of Fig. 2 (top-left panel), evaluating
the derivative at the value of b that minimized the exact
numerical free energy (black) at the corresponding chemical potential. Because we cannot solve for bmin analytically anyway, we may as well use a very high-order GL

ð20Þ

where αinhom ¼ α4;2 b2 þ    þ α20;18 b18 and βinhom ¼
β3;1 b þ    þ β19;17 b17 . The corresponding curves are plotted in Fig. 7. Since the β coefficients are all negative, they
act to decrease the derivative, favoring larger m. Note how
taking the β coefficients into account significantly reduces
the range of chemical potential over which m vanishes. In
other words, the β coefficients favor the emergence of the
remnant mass even if they alone are not enough to ensure
m ≠ 0 in the entire remnant mass region found from the
exact curve. Since the origin of the β coefficients is the
asymmetry of the LLL, this indicates that the remnant mass
is at least partially a consequence of the topology of the
LLL dynamics.
In addition, and as mentioned before, the remnant mass
is also influenced by the behavior of the derivatives in
certain regions of the parameter space at each Landau level.
To better understand this, let us consider the quantity
∂Ω=∂ðm2 Þ along the line m ¼ 0 in the m-b plane. As
explained above, if the derivative ∂Ω=∂ðm2 Þ is negative
anywhere along the line m ¼ 0, then the minimum free
energy must occur at m > 0. The remnant mass arises
because this derivative must be negative at certain values of
b. In particular, for fixed B > 0, the contribution to
∂Ω=∂ðm2 Þ coming from
the nth LL (for any allowed n)
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
is −∞ at m ¼ 0, b ¼

μ2 − 2jef Bjn, as shown rigorously

in Appendix C. Hence, in region III, many small local
minima exist near the line m ¼ 0, the deepest of which
determines the remnant m and b values. Note that the

FIG. 7. Analysis of condensate behavior from GL coefficients at 20th order for B ¼ 1.5 × 1018 G. As in Fig. 6, the red, gray, and black
curves show various contributions to the derivative of the free energy at m ¼ 0. The blue lines include the contribution of the β
coefficients, whose effect is to shift the derivative (black curve) to lower values (blue), thereby favoring the remnant mass solution. This
behavior indicates the connection between the remnant mass and the topology of the LLL.
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locations of these singularities along the line m ¼ 0 depend
explicitly on the discretization of Landau levels. Hence, this
effect cannot occur in the absence of a magnetic field.
3. Opposite effects of magnetic field
and temperature on the condensate
The original analysis at 6th-order can also be extended to
explore the effects of temperature and magnetic field on the
condensate. The bottom-left panel of Fig. 5 compares the α
coefficients at T ¼ 0 and T ¼ 40 MeV. Each coefficient
increases with temperature, which in turn leads to lifting the
black curve. This increase reflects the fact that temperature
tends to disfavor the condensate.
Alternatively, a strong magnetic field has the effect of
making the β coefficients more negative (Fig. 5, bottom-right
panel). We can see from (16) that negative β coefficients act
in favor of the condensate. Interestingly, B has the opposite
effect on the α coefficients, increasing them slightly. This
difference is negligible compared to that of the β coefficients,
however, because the β coefficients scale with jeBj whereas
the α coefficients scale only with jeBj2 , which is much
smaller (e.g., 1018 G corresponds to jeBj=Λ2 ≈ 0.0146).
Since the β coefficients only have contributions from the
LLL, we can conclude that the LLL drives the main effect of
the magnetic field on the condensate, even though the HLLs
play a role in the existence of the remnant mass.
Finally, in the T → 0 limit of (15), one can show that
the αn;n−2 for n ≥ 6 are positive. Hence the higher-order
versions of (16) will approximate a less negative value of
∂Ω=∂ðm2 Þ, and thus smaller value of m. A higher-order
expansion will also better approximate the free energy, so
we should expect m to decrease by smaller amounts toward
some limiting value as the order of the expansion increases.
This is exactly what we observe in Figs. 1 and 2.
V. CONCLUSION
This paper investigated the condensate solutions and the
phase diagrams at finite temperature and density of the
MDCDW phase of dense quark matter using both a
generalized GL expansion and exact numerical calculations. To carry out this study, we developed a systematic
approach based on mathematical techniques outlined in
Appendices A and B, to derive a set of analytical relations
among the GL coefficients that enable their fast computation at arbitrary order. Therefore, this method allows
increasing the accuracy of the GL expansion to any desired
order with ease, thereby turning the problem of minimizing
the free energy (which is challenging to compute numerically when there is a magnetic field) into the minimization
of a simple polynomial.
Using both analytical and numerical arguments, we
demonstrated that a GL expansion of order 20th or higher
accurately approximates the free energy in the region of
interest. These results then provide a reliable tool to study

the effects of the magnetic field, temperature, and density
on the condensate. Using them, we showed that magnetic
fields of magnitude 1017 G and higher noticeably increase
the condensate magnitude and expand the region of phase
space in the μ-T plane where the condensate is preferred.
As expected, high temperatures produce the opposite effect,
so they tend to decrease the magnitude of the inhomogeneous condensate and reduce the region of chemical
potentials where it is preferred.
A significant outcome of our study has been uncovering
the resilience of the inhomogeneous chiral condensate in
regions of densities where previous studies had found it to
vanish. This resilience manifests itself in two important
senses. The first sense is the phenomenon we have called
the “remnant mass,” which occurs only in the presence of a
magnetic field. The remnant mass manifests as an inhomogeneous chiral condensate with small but nonvanishing
magnitude m and significant modulation b in the intermediate μ region. The second sense is the reappearance of
sizable m and b at very high chemical potentials and their
increase with μ. This last one happens with and without a
magnetic field. These effects may have significant consequences for astrophysical applications because the broadened range of conditions in which the condensate is
supported may overlap with those realized in compact stars.
Our results show that the MDCDW phase remains
energetically favored in a large range of temperatures
and densities where quark matter was previously thought
to be chirally symmetric. Such a robustness in principle
makes the MDCDW phase a viable candidate for the inner
core of old NSs and even for the short-lived remnant NSs
that form after the BNS merging. It will take newly refined
multimessenger observations, as well as simulations of the
evolution of the postmerger object and its magnetic field to
shed new light on the connection between the macroscopic
and microscopic physics of these compact objects. Those
advances will eventually make it possible to either validate
the feasibility of this inhomogeneous phase or eliminate it
from the ample set of current NS core matter candidates.
The developed computational tools enabled unveiling
the properties mentioned above with straightforward calculations. On the other hand, the physical mechanisms
underlying the behavior of the condensate with and without
a magnetic field are rather complex. For example, some
features remain qualitatively unaffected by a magnetic
field, such as the resurgence of m at large μ. In contrast,
other features, such as the inhomogeneity at small μ and the
remnant mass at intermediate μ, only appear when a
magnetic field is present. Remarkably, these last two
features are connected to the nontrivial topology of the
LLL in the MDCDW phase. In addition, the discretization
of the HLL also plays a role in the latter. Finally, much of
this behavior can be understood in terms of the quarkantiquark and quark-hole pairing that drives the condensate
formation. These pairing mechanisms have competing
effects, the consequences of which are far from obvious.
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The present study has found regions of temperatures
where the inhomogeneous condensate is preferred at various
magnetic fields and chemical potentials that are well within
the range of neutron star parameters. These results were
found in the mean-field approximation, thus ignoring the
effects of fluctuations. A previous work that went beyond
mean-field but at very low temperatures showed that
the MDCDW phase does not exhibit the Landau-Peierls
instability [65], meaning that at very low temperatures the
condensate is not erased by thermal fluctuations. It remains
unclear however, what is the effect of the fluctuations when
the temperature increases to values comparable to NS
temperatures. A meaningful extension of this work will then
be to quantitatively analyze the condensate’s stability against
thermal fluctuations at temperatures relevant to neutron star
applications. In this direction, a natural task will be determining the threshold temperature at which the fluctuations
would erase the condensate under various conditions. If such
a threshold temperature turns out to be comparable to or
higher than the critical temperature for chiral restoration, the
MDCDW condensate will be stable against thermal fluctuations over a vast range of conditions, enhancing the likelihood of this phase being realizable in the extreme
environments of compact stars.
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n =2  n

m
1
∂
∂ b
Ω:
2
m;b→0 ðnm =2Þ!nb ! ∂ðm Þ
∂b

cn;nb ¼ lim

Let us denote a general term in the GL expansion as
cn;nb mnm bnb , where n ¼ nm þ nb . We assume n ≥ 4, as
otherwise there is only one coefficient of order n, in which
case the formula we are about to derive is not relevant. The
symmetries of the system only allow for even powers of m,
so we can assume nm is even and consider derivatives with
respect to m2 rather than m. We immediately have

ðA1Þ

We now make use of the crucial observation that the free
energy can be expressed as
Z
Ω¼

þ∞

−∞

dk ½fðE0þ Þ þ fðE0− Þ;

ðA2Þ

pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
where E0 ¼  m2 þ k2 þ b and f is some sufficiently
well-behaved function. Specifically, we assume that f is
real-analytic and vanishes rapidly at infinity. It is possible
to verify these properties by manipulating the free energy
given in (4)–(9) to find an explicit expression for f.
However, the precise function is not relevant here. Note
that although E0 is the energy of the lowest Landau level,
the integrand of (A2) also includes the higher Landau
levels, since the energies of the HLL are also functions of
E0 . We neglect the m2 =ð4GÞ term because it only affects
the coefficient α2;0 , whereas we are considering only n ≥ 4.
Let us use the condensed derivative notation ∂x ¼ ∂=∂x
and suppress the limits of integration. Inserting (A2) in
(A1) we have
Z
1
nm =2 nb
dk½fðE0þ Þ þ fðE0− Þ
∂
∂m
2
b
m;b→0 ðnm =2Þ!nb !
Z
1
nb
nm =2
¼ lim
dk∂m
½fðE0þ Þ þ fðE0− Þ
∂b
2
m;b→0 ðnm =2Þ!nb !

n =2
Z
m
1
1
nb
¼ lim
dk
∂k
∂b
m;b→0 ðnm =2Þ!nb !
2k

cn;nb ¼ lim

× ½fðE0þ Þ þ fðE0− Þ

APPENDIX A: RELATIONSHIP BETWEEN
COEFFICIENTS OF EQUAL ORDER

cn;nb
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ðA3Þ

pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
where
in the last step we use the fact that ∂m2 m2 þ k2 ¼
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
2
2k ∂k m þ k . We note that many of the commutations of
limits, derivatives, and integrals throughout this calculation
require careful dominated and uniform convergence proofs
to be fully justified. These proofs are possible, aided by the
tameness properties of f and symmetries of the integrand.
Now taking the limit m → 0 under the integral sign,
we have


n =2
Z
m
1
1
nb
dk
∂
¼ lim
∂
½fðk þ bÞ þ fð−k þ bÞ
k
b
b→0 ðnm =2Þ!nb !2nm =2
k
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1
∂
dk
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∂nbb ½fðk þ bÞ þ fð−k þ bÞ
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Z
m
1
1
dk ∂k
¼ lim
∂nk b ½fðk þ bÞ þ ð−1Þnb fð−k þ bÞ
n
=2
m
b→0 ðnm =2Þ!nb !2
k

n =2
Z
m
1
1
dk
¼
∂
∂nk b ½fðkÞ þ ð−1Þnb fð−kÞ:
k
n
=2
m
k
ðnm =2Þ!nb !2
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Note that there is no pole at k ¼ 0 because the term in square brackets is even [odd] if nb is even [odd], so after acting
with ∂nk b the result is even, and then acting with ð1=kÞ∂k any number of times gives a bounded even function of k. Thus we
are justified in using integration by parts (IBP). Using IBP nm =2 times gives
Z
1
1
cn;nb ¼
dkðnm − 1Þ!! nm ∂nk b ½fðkÞ þ ð−1Þnb fð−kÞ
nm =2
k
ðnm =2Þ!nb !2

Z
ðnm − 1Þ!!
−1
1
dk
¼
∂nm −1 ∂nk b ½fðkÞ þ ð−1Þnb fð−kÞ
ðnm − 1Þ! k
k
ðnm =2Þ!nb !2nm =2
Z
1
1
¼
ðA5Þ
dk ∂nk m þnb −1 ½fðkÞ þ ð−1Þnb fð−kÞ;
nm =2
k
ðnm =2Þ!nb !2
ðnm − 2Þ!!
where we used IBP again nm − 1 times in the last step.
Now let us consider the coefficient cn;n−2 . If we repeat the previous calculation for this coefficient, then we will arrive at
(A4) with nm → 2 and nb → n − 2, giving
Z
1
1
cn;n−2 ¼
dk ∂n−1
½fðkÞ þ ð−1Þn−2 fð−kÞ:
ðA6Þ
ðn − 2Þ!2
k k
The integral in (A6) is identical to that of (A5) because n ¼ nm þ nb and also the exponents of −1 differ by nm − 2, which is
even. Thus, dividing (A6) by (A5) and then rearranging gives (12).
APPENDIX B: CALCULATION OF α COEFFICIENTS
Let us sketch the derivation of (15). Focusing first on the vacuum term and letting a ¼ 2jef Bj, from (4) we can calculate
ﬃ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Z þ∞
∞
∂Ωf;HLL
Nc a X
1
k
k2 þ al
vac
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ erfc
;
PV
dk
¼−
lim
m→0 ∂ðm2 Þ
k − b k2 þ al
Λ
ð2πÞ2 2 l¼1
−∞
where PV

R þ∞
−∞

ðB1Þ

R b−ϵ R þ∞
dk ¼ limϵ→0 ð −∞
þ bþϵ Þdk. If we also take nb derivatives with respect to b, we have

ﬃ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

Z þ∞  nb 
∞
∂nb ∂Ωf;HLL
Nc a X
∂
1
k
k2 þ al
vac
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ erfc
:
PV
dk
¼−
lim
m→0 ∂bnb ∂ðm2 Þ
Λ
∂bnb k − b
ð2πÞ2 2 l¼1
k2 þ al
−∞

ðB2Þ

Note that we can replace ∂=∂b with −∂=∂k. Then taking the limit b → 0 gives
ﬃ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Z þ∞ 
∞
∂nb ∂Ωf;HLL
Nc a X
∂nb 1
k
k2 þ al
vac
n
b
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ erfc
:
PV
dk ð−1Þ
¼−
lim
m;b→0 ∂bnb ∂ðm2 Þ
Λ
∂knb k
ð2πÞ2 2 l¼1
k2 þ al
−∞

ðB3Þ

If nb is odd, the integrand is odd. Hence the total expression vanishes as expected. So henceforth, we assume nb is even. We
can integrate by parts nb times; each time, the boundary terms at k ¼ ϵ cancel because they are evaluated at an odd
function of k. Thus we have
ﬃ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

∞ Z þ∞
∂nb ∂Ωf;HLL
Nc a X
1 ∂nb
k
k2 þ al
vac
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ erfc
lim
;
¼−
dk
m;b→0 ∂bnb ∂ðm2 Þ
k ∂knb
Λ
ð2πÞ2 2 l¼1 −∞
k2 þ al

ðB4Þ

Where we have removed the PV because 1=k now multiplies an odd function of k, so there is no pole at k ¼ 0.
Now let us assume T > 0. Then the integrands for the HLL contributions of Ωfμ and ΩfT in (7)–(8) can be combined into a
single expression, given explicitly in (D8), to which we can apply a procedure similar to that used above for Ωf;HLL
vac .
Combining both of these expressions gives
∂nb ∂Ωf;HLL
N
¼ − c2
m;b→0 ∂bnb ∂ðm2 Þ
ð2πÞ
lim

Z

∞
0

dk

∞
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ∂nb X
ak
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ fð k2 þ alÞ ;
nb
k ∂k l¼1 k2 þ al
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where Ωf;HLL ¼ Ωf;HLL
þ Ωf;HLL
þ Ωf;HLL
and
μ
vac
T
fðxÞ ≡ erfcðx=ΛÞ −

1
1
−
:
βðx−μÞ
1þe
1 þ eβðxþμÞ

ðB6Þ

Applying the Euler-Maclaurin formula to the term in square
brackets, we can write
X
∂nb ∂Ωf;HLL
ðjÞ
∼
Cnb ;
n
2
b
m;b→0 ∂b
∂ðm Þ
j¼0;1;2;4;6;…
lim

ðB7Þ

In particular, the curvature must be negative along some
interval on the line m ¼ 0 near b ¼ μn. Since ∂Ω=∂m ¼ 0
along the line m ¼ 0, negative curvature implies that Ω
must be decreasing in the direction of increasing m over
some region. Thus the (constant) value of Ω along m ¼ 0
cannot be the global minimum.
We will show in particular that the infinite result of the
limit in (C1) arises from the nth Landau level of the Ωμ
contribution, that is,
 f¼1;l¼n 


∂Ωμ

¼ −∞:
lim
ϵ→0
∂ðm2 Þ m¼0;b¼μn þϵ

ðjÞ

and then proceed to Rfind explicit expressions for the Cnb .
Defining f ð−1Þ ðxÞ ≡ ∞x fðtÞdt and using the fact that f is
an odd function, it is then straightforward to show, applying
the Euler-Maclaurin formula,
Z ∞
N
ð0Þ
C0 ¼ 2 c 2
dkfð−1Þ ðkÞdk
ð2πÞ 0
Z ∞
Nc
1
ð0Þ
Cnb >0 ¼ 2nb
dk f ðnb −2Þ ðkÞdk: ðB8Þ
k
ð2πÞ2 0
ðj>0Þ

To find the expressions for Cnb , first rewrite the sumpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mand in (B5) as að∂=∂kÞf ð−1Þ ð k2 þ alÞ and observe that
ðj>0Þ
each term Cnb involves j − 1 derivatives with respect to
l. Following the strategy used in Appendix A, we can use
∂=∂l ¼ ð1=2kÞ∂=∂k and then integrate by parts repeatedly
to arrive at
ðj>0Þ

Cnb

 n
Bþ
a
2nb !!
j Nc
¼
2 ðnb þ 2j − 2Þ!! j! ð2πÞ2
Z ∞
1
×
dk f ðnb þ2j−2Þ ðkÞ:
k
0

ðB9Þ

The integrals in (B8) and (B9) can all be solved analytically, and it can be shown by direct calculation that the
j ¼ 1 term exactly cancels the total LLL contribution for
each nb . Finally, inserting the prefactor of 1=ðnb !Þ, setting
N c ¼ 3, and summing in flavor gives (15).
APPENDIX C: HLL INFLUENCE ON
THE REMNANT MASS ORIGIN
In this appendix, we present an analytical explanation
of the small but nonzero value of m that persists at
intermediate values of μ for large B and small T, which
we have
called the remnant mass. Fix eB > 0, T ¼ 0,
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ > 2eB=3, and any integer n such that 0 < n <
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2 =ð2eB=3Þ. Defining μn ≡ μ2 − 2ðeB=3Þn, we will
show



∂Ω 
lim
¼ −∞:
ðC1Þ
ϵ→0 ∂ðm2 Þm¼0;b¼μ þϵ
n
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ðC2Þ

As we will see, if n is even, then the f ¼ 2 component of
the (n=2)th LL also results in −∞ in this limit. It can be
shown by direct calculation that the other LLs and
components of Ω contribute only finite amounts to this
limit; hence (C2) is equivalent to (C1).
From (7) we can write the zero-temperature fermion
contribution from the nth LL as
Z
N c jeB=3j þ∞ X
f¼1;l¼n
Ωμ
¼−
dk
ðμ − Enξ Þθðμ − Enξ Þ
ð2πÞ2
−∞
ξ¼1
ðC3Þ
where
Enξ

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ﬃ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
2
2
¼ ð m þ k þ ξbÞ þ 2ðjeBj=3Þn:

ðC4Þ

If n is even, then the integrand of the f ¼ 2, l ¼ n=2 term
is identical to that of (C3), and its contribution will simply
be double that of (C3). These terms have the same sign, so
their contributions to the limit in (C1) must add constructively rather than cancel. From here on we will only
consider the f ¼ 1, l ¼ n term.
Let us consider only the region
where b > μn . The
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ξ ¼ þ1 term vanishes because ð m2 þ k2 þ bÞ2 ≥ b2 >
μ2n ¼ μ2 − 2ðjeBj=3Þn, from which it follows that the θ
function in (C3) vanishes. Taking the derivative with
respect to m2 and then the limit m → 0 for the remaining
ξ ¼ −1 term gives


∂Ωf¼1;l¼n
μ

2
∂ðm Þ m¼0;b>μn
Z ∞
N jeB=3j
∂En−
θðμ − En− Þ
¼ c
lim
2
dk
2 m→0
2
ð2πÞ
∂ðm
Þ
0


Z
N c jeB=3j bþμn
dk
b
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 − ;
¼
k
ð2πÞ2
b−μn
ðk − bÞ2 þ 2ðjeBj=3Þn
ðC5Þ
where we have used the fact that
the argument of the θﬃ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
function in the limit m → 0, μ − ðk − bÞ2 þ 2ðjeBj=3Þn,
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is positive if and only if μ2 > ðk − bÞ2 þ 2ðjeBj=3Þn,
which is equivalent to μn > jk − bj.
The last integral in (C5) can be written as the difference
of two integrals, distributing the rightmost term in parentheses. The first such integral is independent of b and
finite: it has the exact solution 2 tanh−1 ðμn =μÞ. The second
integral can also be solved exactly for the case b ¼ μn þ ϵ,
and it can be shown in this way to diverge as ϵ → 0. The
divergence is more easily demonstrated, however, by
showing that the integral has a divergent lower bound:
Z bþμ
n
1
b
dk pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
b−μn
ðk − bÞ þ 2ðjeBj=3Þn k
Z bþμ
n
1
b
≥
dk pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
b−μn
ðμn Þ þ 2ðjeBj=3Þn k
Z 2μ þϵ
n
μ þϵ
1
ðC6Þ
dk :
¼ n
μ
k
ϵ
The final expression in (C6) is clearly finite for ϵ > 0, but
diverges in the limit ϵ → 0. Along with the extra negative
sign from (C5) and the preceding arguments, this proves the
original claim.
An alternative approach is to begin by assuming T > 0
and calculating the quantity ∂Ω=∂ðm2 Þ exactly at ðm; bÞ ¼
ð0; μn Þ. As mentioned in Appendix B and shown explicitly
in (D8), the terms Ωμ and ΩT can be combined into a
single expression. One can then take the derivative of this
expression with respect to m2 and obtain an exact result,
which is finite for T > 0 but diverges in the limit T → 0.
Thus, the negative curvature near ðm; bÞ ¼ ð0; μn Þ (and
hence remnant mass) even exists for sufficiently small but
nonzero T.

the derivative in the small-T limit, which, as we will see,
yields an expansion of the form:

∂Ω 
¼ A þ BT 2 þ C ln T;
∂ðm2 Þm¼0;b¼μn

ðD1Þ

where A, B, and C are functions of eB, μ, and n. It is then
easy to show that the quantity in (D1) vanishes at
T ðnÞ

sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ


C
2B −2A=C
W
e
¼
;
2B
C

ðD2Þ

where WðzÞ is the product logarithm (or Lambert
function). The critical temperature T c at fixed eB and μ
is then the maximum T ðnÞ , where n ranges over all integers
for which μn is real.
After taking the derivative with respect to m2 of the LLL
terms and letting m → 0, the integrals in each expression
can be solved analytically, giving the following closedform solutions,
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γ
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Λ
2
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 2
b
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Λ 2 2
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i
−
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2πT
2πT
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APPENDIX D: APPROXIMATION
OF REMNANT T c
In Fig. 4, we have plotted the “remnant critical temperature,” that is, the temperature at which the small remnant
mass over the region of intermediate μ vanishes. As discussed in Sec. III B, the remnant mass (and hence remnant
critical temperature) cannot be calculated using the GL
coefficients given by (12)–(15). This is because the
remnant mass is related to the discretization of Landau
levels (see Appendix C), whereas the α coefficients in (15)
are calculated using the Euler-Maclaurin formula, which
approximates the Landau sums as integrals. Therefore, a
different technique is required to efficiently calculate the
remnant critical temperatures.
As shown in Appendix C, the remnant mass is related to
singularities in the quantity ∂Ω=∂ðm2 Þjm¼0;b¼μn for each
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
integer n such that μn ¼ μ2 − 2ðjeBj=3Þn is real. The
singular behavior occurs only at zero temperature; if we let
T > 0 and include the finite-temperature contribution ΩT ,
the derivative becomes finite. The idea is to approximate


N c jeBj
π2
−
T2 ;
≈
ð2πÞ2
6ðμ − bÞ2

ðD6Þ

where 2 F2 is the generalized hypergeometric series. The
corresponding vacuum HLL term can be expressed as a
single integral,



Z

∂ΩHLL
jeBj ∞
1
2
vac 
þ
¼
ds ð2=3ÞjeBjs
∂ðm2 Þ m¼0 ð2πÞ2 1=Λ2
e
− 1 eð4=3ÞjeBjs − 1


pﬃﬃﬃ 1
2b
p
ﬃﬃ
ﬃ
Fðb sÞ − ;
ðD7Þ
×
s
s
where FðzÞ is the Dawson function.
It remains to calculate the terms corresponding to the
HLL fermion contribution at zero and finite temperature.
First, we observe that the expressions for these two
contributions, given by (7) and (8), can be combined into
one expression,
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Ωf;HLL
μþT ¼ −2

N c jef Bj 1
ð2πÞ2 β

Z
0

∞

dk

X

ln ð1 þ e−βðjEl jþξμÞ Þ:

lξϵ

ðD8Þ

∂Ωf;n
μþT 
∂ðm2 Þ 

m¼0

N c jef Bj β
¼
ð2πÞ2 4

Z

∞

0
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Let us first consider the contribution to the above term from
a single Landau level l ¼ n. Taking the derivative with
respect to m2 , then letting m → 0, and finally integrating by
parts, one can show that

 qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

X
k þ ϵb
β
2
ðk þ ϵbÞ2 þ an − μ ;
dk pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ vðkÞ
sech
2
ðk þ ϵbÞ2 þ an
ϵ¼1

ðD9Þ

where an ≡ 2jef Bjn and
vðkÞ ¼

tanh−1





k þ ϵb
b
ϵbðk þ ϵbÞ þ an
−1
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ − ϵ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ tanh
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ :
ðk þ ϵbÞ2 þ an
b2 þ an
b2 þ an ðk þ ϵbÞ2 þ an

In (D9), we have omitted the ξ ¼ þ1 terms because, in the
large β limit, their contributions are exponentially suppressed. We also note that the integration by parts in the
previous step involves a delicate cancellation of divergences in the boundary term, resulting in two integrals
(corresponding to ϵ ¼ 1) that are both individually finite,
as can be checked by careful analysis.
As β → ∞, the integrand becomes sharply peaked where
the argument of sech2 vanishes, which
always
ﬃ occurs at the
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
values k ¼ jμn  bj, where μn ¼ μ2 − an . We will refer
to the peaks at k ¼ μn þ b and k ¼ jμn − bj as the major
and minor peaks, respectively. The major peak always
occurs in the ϵ ¼ −1 term, whereas the minor peak splits
into three cases: (1) if μn > b, the minor peak occurs in the
ϵ ¼ þ1 term; (2) if μn < b, the minor peak occurs in the

ϵ ¼ −1 term; (3) if μn ¼ b, then the minor peak (which
coincides with an integrable singularity at k ¼ 0) occurs in
both the ϵ ¼ 1 terms. We will sketch the procedure for
expanding the integral over the major peak in powers of T
since the method applied to the minor peak (in the singular
and nonsingular cases) is similar.
The major peak always occurs in the ϵ ¼ −1 term of the
integrand. We proceed
in three steps. First, we transform the
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
integral using x ¼ ðk − bÞ2 þ an − μ. Although this transformation is not globally monotonic, it is monotonic over a
neighborhood of the point k ¼ μn þ b of some radius δ, and δ
will become large compared to the peak width at sufficiently
small T. Regions far from the peak are exponentially suppressed by the sech2 term, so we can approximate the transformed integral as an integral over the entire real line, giving

 qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

β
k−b
ðk − bÞ2 þ an − μ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ vðkÞ
dk sech
2
ðk − bÞ2 þ an
μn þb−δ


Z
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
β þ∞
2 β
x v b þ ðx þ μÞ2 − an
dx sech
≈
4 −∞
2

β
I major ≡
4

Z

μn þbþδ

ðD10Þ

2

ðD11Þ
ðD12Þ

The sech2 peak is now centered at x ¼ 0. Because it becomes very narrow as β → ∞, we are justified in expanding the other
term in the integrand, vð  Þ, about x ¼ 0 and then integrating term by term. We have
ﬃ
ﬃ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b
−b ðx þ μÞ2 − an þ an
ðx þ μÞ2 − an
2
−1
−1
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
þ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ tanh
vðb þ ðx þ μÞ − an Þ ¼ tanh
xþμ
b2 þ an
b2 þ an ðx þ μÞ

ðD13Þ

¼ c0 þ c1 x þ c2 x2 þ Oðx3 Þ

ðD14Þ

 


μn
b
−bμn þ an
−1
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
þ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ tanh
c0 ¼ tanh
μ
b2 þ an
b2 þ an μ

ðD15Þ

where
−1

c2 ¼ −

μ
:
2μn ðb þ μn Þ2
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(We omit c1 because all terms with odd powers of x vanish upon
the integral.) Finally, we make the transformation
R þ∞evaluating
n
2
y ¼ ðβ=2Þx and integrate term by term, using the formula −∞
y sech ydy ¼ ð−1Þn=2 ð22−n − 2Þπ n Bn , which gives
 



 2
μ
b
−bμn þ an
π
1
μ 2
T þ OðT 4 Þ:
I major ¼ tanh−1 n þ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ tanh−1 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
−
2μ
2
2
μ
6
ðμ
þ
bÞ
b þ an
b þ an μ
n
n

ðD17Þ

A similar approach can be applied to the minor peak, with the only added subtlety being that in the singular case μn ¼ b, the
peak of the integrand lies on an integrable singularity at k ¼ 0. In this case,
R the expansion of v given by (D14) will include a
logarithmic term csing lnðxÞ, which can be integrated using the formula 0∞ lnðyÞsech2 ðyÞdy ¼ lnðπ=2Þ − γ. The results are
 



 2
b
bμn þ an
π
1
μ 2
−1 μn
−1 p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T þ OðT 4 Þ
¼
tanh
tanh
−
−
I nonsing
minor
2μ
2
2
μ
6
ðμ
−
bÞ
b þ an
b þ an μ
n
n
I sing
minor ¼

tanh−1

 
  pﬃﬃﬃﬃﬃ
π an
μn
μ
−γ
þ n ln
4μμn
μ
μ

þ

π 2 an ðan − 2μ2 Þ 2 μn
T þ ln T þ OðT 4 Þ:
24
μ
μ3 μ3n

ðD18Þ
ðD19Þ

With these expressions at hand, one can efficiently compute the coefficients A, B, and C of (D1), and then it is
straightforward to determine T c as explained above.
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