Cumulative prospect theory (CPT) is known to model human decisions well, with substantial empirical evidence supporting this claim. CPT works by distorting probabilities and is more general than the classic expected utility and coherent risk measures. We bring this idea to a risk-sensitive reinforcement learning (RL) setting and design algorithms for both estimation and control. The estimation scheme that we propose uses the empirical distribution in order to estimate the CPT-value of a random variable. We then use this scheme in the inner loop of policy optimization procedures for a Markov decision process (MDP). We propose both gradient-based as well as gradient-free policy optimization algorithms. The former includes both first-order and second-order methods that are based on the well-known simulation optimization idea of simultaneous perturbation stochastic approximation (SPSA), while the latter is based on a reference distribution that concentrates on the global optima. Using an empirical distribution over the policy space in conjunction with Kullback-Leibler (KL) divergence to the reference distribution, we get a global policy optimization scheme. We provide theoretical convergence guarantees for all the proposed algorithms.
Introduction
For a random variable X, let p i , i = 1, . . . , K denote the probability of incurring a gain/loss x i , i = 1, . . . , K. Given a utility function u and weighting function w, Prospect theory (PT) value is defined as V (X) = K i=1 u(x i )w(p i ). The idea is to take an utility function that is S-shaped, so that it satisfies the diminishing sensitivity property. If we take the weighting function w to be the identity, then one recovers the classic expected utility. A general weight function inflates low probabilities and deflates high probabilities and this has been shown to be close to the way humans make decisions (see Kahneman and Tversky (1979) , Fennema and Wakker (1997) for a justification, in particular via empirical tests using human subjects). However, PT is lacking in some theoretical aspects as it violates first-order stochastic dominance 1 .
Cumulative prospect theory (CPT) (Tversky and Kahneman 1992 ) uses a similar measure as PT, except that the weights are a function of cumulative probabilities. First, separate the gains and losses as x 1 ≤ . . . ≤ x l ≤ 0 ≤ x l+1 ≤ . . . ≤ x K . Then, the CPT-value is defined as
where u + , u − are utility functions and w + , w − are weight functions corresponding to gains and losses, respectively. The utility functions u + and u − are non-decreasing, while the weight functions are continuous, non-decreasing and have the range [0, 1] with w + (0) = w − (0) = 0 and w + (1) = w − (1) = 1 . Unlike PT, the CPT-value does not violate stochastic dominance 2 .
CPT-value estimation.
With this background, the first aim of this paper is develop a scheme for estimating the CPT-value, given only samples of the random variable X. In particular, we want to estimate the following equivalent form of CPT-value:
We derive an estimate of the first integral above as follows: first compute the empirical distribution function for u + (X), then compose it with the weight function w + and finally, integrate the resulting composition to obtain the final estimate. The second integral in (1) is estimated in a similar fashion and the CPT-value estimate is the difference in the estimates of the two integrals in (1). Assuming that the weight functions are Lipschitz, we establish convergence (asymptotic) of our CPT-value estimate to the true CPT-value. We also provide a sample complexity result that establishes that O 1 ǫ 2 samples are required to be ǫ-close to the CPT-value with high probability.
Optimizing CPT-value in MDPs.
The second aim of this paper is use a performance measure inspired by the CPT-value in a risk-sensitive reinforcement learning setting. In particular, we consider a stochastic shortest path (SSP) problem and instead of the classic expected utility criterion, we employ a weight function to distort the probabilities and then, aim to minimize the CPT-value. For this purpose, we first parameterize the policies such that they are continuously differentiable and then, design policy optimization algorithms in order to find a good-enough policy that optimizes the CPT-value. There are three challenges involved in the design of a policy-optimizing algorithm:
Biased policy evaluation: For a fixed policy, a finite sample run results in a biased estimate of its CPTvalue, although the bias is bounded.
Simulation optimization:
Given only sample values of the CPT-value for any policy, it is necessary to devise an adaptive search scheme that improves the policy iteratively. 2 In the aforementioned example, increasing w − (0.05) and w + (0.05) does not impact outcomes other than those on the extreme, i.e., −10 and 180, respectively. For instance, the weight for outcome 100 would be w + (0.45) − w + (0.40). Thus, CPT formalizes the intuitive notion that humans are sensitive to extreme outcomes and relatively insensitive to intermediate ones.
Non-dynamic programming:
The CPT-value is a non-coherent and non-convex risk measure, unlike traditional objectives such as expected utility and coherent risk measures (e.g. conditional value-at-risk (CVaR)). The implication is that it is non-trivial to develop dynamic programming based algorithms here.
For the first problem, we increase the number of samples as the policy update progresses and this gradually takes the bias in CPT-value estimates to zero. Using two well-known ideas from the simulation optimization literature Fu (2015), we propose three policy optimization algorithms that overcome the second and third problems. Our proposed algorithms are summarized as follows:
Gradient-based methods: We propose two algorithms in this class. The first is a policy gradient algorithm that employs simultaneous perturbation stochastic approximation (SPSA)-based estimates for the gradient of the CPT-value, while the second is a policy Newton algorithm that also uses SPSAbased estimates of the gradient and also the Hessian. We remark here that, unlike traditional settings for SPSA, our estimates for CPT-value have a non-zero (albeit bounded) bias. We establish that our algorithms converge to a locally CPT-value optimal policy.
Gradient-free method:
We perform a non-trivial adaptation of the algorithm from Chang et al. (2013) to devise a globally optimizing policy update scheme. The idea is to use a reference model that eventually concentrates on the global minimum and then empirically approximate this reference distribution well-enough. The latter is achieved via natural exponential families in conjunction with KullbackLeibler (KL) divergence to measure the "distance" from the reference distribution. Unlike the setting of Chang et al. (2013) , we neither observe the objective function (CPT-value) perfectly nor with zero-mean noise. We establish that our algorithm converges to a globally CPT-value optimal policy (assuming it exists).
Related work
Risk-sensitive reinforcement learning (RL) has received a lot of attention recently (cf. Borkar (2010) ; Borkar and Jain (2010); Tamar et al. (2012) ; Prashanth and Ghavamzadeh (2013) ). However, previous works consider either an exponential utility formulation (cf. Borkar (2010) ) that implicitly controls the variance or a constrained formulation with explicit constraints on the variance of the cost-to-go (cf. Tamar et al. (2012) ; Prashanth and Ghavamzadeh (2013) ). Another constraint alternative is to bound the CVaR, while minimizing the usual cost objective (cf. Borkar and Jain (2010); Prashanth (2014) ). However, the risk measure we adopt is inspired by CPT, and this measure is both non-coherent and non-convex and hence, departs from the approach used in aforementioned references. For instance, expected utility and variance constraint approaches used some form of temporal difference learning Sutton (1988) for policy evaluation, while CVaR-based formulation could perform gradient descent since there was a well-known convex optimization formulation for CVaR Rockafellar and Uryasev (2000) . On the other hand, the CPT-value in (1) does not lend itself to stochastic approximation-based estimation schemes since the underlying probabilities are distorted via a weighting function. Unlike previous applications of SPSA and the algorithm from Chang et al. (2013) , our he policy optimization algorithms suffer from biased estimates from the policy evaluation procedure, where the bias is non-zero and bounded. We overcome the bias asymptotically by slowly increasing the number of samples and show that the resulting policy optimization algorithms converge. The closest related work is Lin (2013) , where the authors propose a CPT-measure for an abstract MDP setting (see Bertsekas (2013) ). While the CPT-value (1) that we aim to optimize is based on that in Lin (2013) , we extend the latter work in several ways: (i) Unlike Lin (2013), we do not assume model information and develop an estimation scheme for the CPT-value function;
(ii) Further, we also propose control algorithms using SPSA and model-based policy search in order to find a policy that optimizes the CPT-value.
The rest of the paper is organized as follows: In Section 2, we describe the empirical distribution based scheme for estimating the CPT-value of any random variable. In Section 4, we present the gradient-based algorithms for optimizing the CPT-value of an MDP. Next, in Section 5, we present a gradient-free modelbased algorithm for CPT-value optimization in an MDP. We provide the proofs of convergence for all the proposed algorithms in Section 6. We present the results from numerical experiments for the CPT-value estimation scheme in Section 7 and finally, provide the concluding remarks in Section 8.
CPT-value estimation
In traditional settings, one is trying to estimate an expected value by obtaining samples from the distribution w.r.t. which the expectation is taken. However, in our setting, one obtains samples of the underlying random variable X using its distribution, but the CPT-value integral in (1) distorts this distribution using a non-linear weight function w. Thus, one cannot employ classic stochastic approximation schemes Robbins and Monro (1951) in our setting. Earlier works on risk-sensitive RL (cf. Borkar (2010) , Tamar and Mannor (2013) , Prashanth and Ghavamzadeh (2013) ) involved estimating the value function using some form of temporal difference learning, which is a stochastic approximation version of a fixed point algorithm.
Since the integral in (1) requires the CDF estimate (over the entire domain), our approach is to use the empirical distribution function (EDF) to approximate the CDF and then perform an integration of the weight-distorted EDF. We establish later in Propositions 1 and 2 that the resulting estimate converges and also with the canonical Monte Carlo convergence rate.
Basic algorithm
Let X i , i = 1, . . . , n denote n samples of the random variable X. Using conventional notation, we define the empirical distribution function (EDF) for u + (X) and u − (X), for any given real-valued functions u + and u − , as follows:
Using EDFs, the CPT-value (1) is estimated as follows:
Notice that we have substituted 1 −F + n (x) (resp.1 −F − n (x)) for P (u + (X) > x) (resp. P (u − (X) > x)) in (1) and then performed an integration of the complementary EDF composed with the weight function.
Main results
Without any additional assumption, the integral in (2) may not even be finite, even though the weight functions w + , w − are bounded in [0, 1] . In order to overcome this difficulty, we make the following assumption:
Assumption (A1). The weight functions w + , w − are Lipschitz with common constant L.
The above assumption covers a broad class of functions that are encountered in practice. For the asymptotic rate and sample complexity results below, we require the following assumption: Assumption (A2). The utility functions u + (X) and u − (X) are bounded above by M < ∞.
The following result shows that the estimate (2) converges to the true CPT value almost surely and at the (nearly) canonical Monte Carlo asymptotic rate. Proposition 1. (Asymptotic convergence and rate.) Under (A1), we have
In addition, if we assume (A2), then we have
Proof. Section 6.1.
While the result in Proposition 1 establishes that (2) is unbiased estimate in the asymptotic sense, it is important to know the rate at which the estimate in (2) converges to the CPT-value. The following sample complexity result shows that O 1 ǫ 2 number of samples are required to be ǫ-close to the CPT-value in high probability.
Proposition 2. (Sample Complexity)
Under (A1) and (A2), for any ǫ, δ > 0, we have
CPT-value objective for MDPs

Setting
We consider a stochastic shortest path (SSP) problem with state space X = {0, 1, . . . , l}, with 0 denoting the terminating state that is absorbing. For any x ∈ S, let A(x) denote the set of actions in state x. Let g(x, a) denote the single-stage cost incurred by choosing action a in state s. A stationary randomized policy π maps states to probability distributions over the actions. We parameterize the polices and assume that each policy (identified by its parameter θ) in this set Θ ∈ R d is continuously differentiable 3 . Moreover, we make the standard assumption that all policies in the parameterized class that we consider are proper, i.e., there is a positive probability that the terminal state 0 is reached from any state x ∈ X . In other words, a proper policy makes the state 0 recurrent and the rest of the states transient for the underlying Markov chain.
CPT-value objective
An episode is a simulated sample path of the SSP that starts in state x 0 and ends in the recurrent state 0. Let D π (x 0 ) be a random variable (r.v) that denotes the total cost from an episode simulated using policy π, i.e.,
In this paper, we use π and θ interchangeably to denote a policy. where a m ∼ π(·, s m ), ∀m, i.e., the actions are chosen using policy π and τ is the first passage time to state 0. The traditional objective is to minimize the expected value of the total cost defined above. In this paper, we adopt the CPT approach and aim to minimize the CPT-value function, defined as
The first component in (4) relates to the gains, while the second component handles the losses. If we assume that the single-stage rewards are positive (and bounded), then we have only the first component above. If both the weight and utility functions are identity maps, then it is easy to see that (4) is just the traditional value function (i.e., expectation of the return).
Having defined the CPT-value, a natural policy search objective is
Given only biased estimates of the CPT-value function, one requires a scheme for obtaining gradients of the CPT-value in order to descend in the policy parameter θ. We next introduce SPSA-based schemes for this purpose.
Gradient-based algorithms for optimizing CPT-value
Policy gradient algorithm (PG-CPT-SPSA)
Update rule. We update the policy parameter in the descent direction as follows:
where ∇V θ n (x 0 ) is an estimate of the gradient of the CPT-value function (4) and a n is a step-size chosen to satisfy (6) below. Fig. 1 illustrates the overall flow of the policy gradient algorithm based on SPSA, while Algorithm 1 presents the pseudocode.
Gradient estimation
Given that we operate in a learning setting and only have biased estimates of the CPT-value from (2), we require a simulation optimization scheme that outputs ∇V θ n (x 0 ). Simultaneous perturbation methods are a general class of stochastic gradient schemes that optimize a function given only noisy sample values -see Algorithm 1 Structure of PG-CPT-SPSA algorithm.
Input: initial parameter θ 0 , perturbation constants δ n > 0, trajectory lengths {m n }, step-sizes {a n }. for n = 0, 1, 2, . . . do Generate {∆ i n , i = 1, . . . , d} using Rademacher distribution, independent of {∆ m , m = 0, 1, . . . , n− 1} Policy Evaluation (Trajectory 1) Simulate m n episodes of the SSP using policy
Policy Evaluation (Trajectory 2) Simulate m n episodes of the SSP using policy θ n − δ n ∆ n Obtain CPT-value estimate V θn+δn∆n n (x 0 )) using (2)
Bhatnagar et al. (2013) for textbook introduction. SPSA is a well-known scheme that estimates the gradient using two sample values as follows:
where δ n is a positive scalar that satisfies (6) below and ∆ −1 n = (
This idea of using two-point feedback for estimating the gradient has been employed in various settings. Machine learning applications include bandit/stochastic convex optimization -see Hazan (2015) , Flaxman et al. (2005) , Duchi et al. (2013) . However, the idea applies to non-convex functions as well -see Spall (2005) , Bhatnagar et al. (2013) . The correctness of the gradient estimate is briefly sketched below (see Lemma 7 for a formal proof): By using suitable Taylor's expansions, we obtain
The conditional expectation of term (I) above is zero since ∆ n are Rademacher. Hence, in expectation, SPSA-based gradient estimate is only an O(δ 2 n ) term away from the true gradient.
Justification for increasing number m n of episodes. Recall that the CPT-value estimation scheme is biased, i.e., providing samples with policy θ n at instant n, we obtain its CPT-value estimate as V θ (x 0 ) + ǫ θ n . Here ǫ θ n denotes the bias. Now, rewrite the update rule (5) as follows:
Then, a critical requirement that allows us to ignore the bias term ζ n is the following condition (cf. Lemma 1 in Chapter 2 of Borkar (2008)):
While Theorems 1-2 show that the bias ǫ θ is bounded above, it is insufficient to establish convergence of the policy gradient recursion (5) and hence, we increase the number of samples m n so that the bias vanishes asymptotically -see assumption (A3) below for the precise condition on the rate at which m n has to increase.
Assumption (A3). The step-sizes a n and the perturbation constants δ n are positive ∀n and satisfy
While the conditions on a n and δ n are standard for SPSA-based algorithms, the condition on m n is motivated by the earlier discussion. A simple choice that satisfies the above conditions is a n = a 0 /n, m n = m 0 n ν and δ n = δ 0 /n γ , for some ν, γ > 0 with γ < ν/2.
Convergence result Theorem 1. (Strong convergence) Assume (A1)-(A3). Let θ n be bounded almost surely 4 and let θ * be an asymptotically stable equilibrium of the ordinary differential equation (ODE):
Proof. See Section 6.2.
Policy Newton algorithm (PN-CPT-SPSA)
Need for second order methods. While stochastic gradient descent methods are useful in minimizing the CPT-value given biased estimates, they are sensitive to the choice of the step-size sequence {a n }. In particular, for a step-size choice a n = a 0 /n, if a 0 is not chosen to be greather than 1/3λ min (∇ 2 V θ * (x 0 )), then the optimum rate of convergence is not achieved. Here λ min denotes the minimum eigenvalue, while θ * corresponds to the optimal policy (see Theorem 1). A standard approach to overcome this step-size dependency is to use iterate averaging, suggested independently by Polyak Polyak and Juditsky (1992) and Ruppert Ruppert (1991) . The idea is to use larger step-sizes a n = 1/n α , where α ∈ (1/2, 1), and then combine it with averaging of the iterates. However, it is well-known that iterate averaging is optimal only in an asymptotic sense, while finite time bounds show that the initial condition is not forgotten sub-exponentially fast (see Theorem 2.2 in Fathi and Frikha (2013) ). Thus, it is optimal to average iterates only after a sufficient number of iterations have passed and all the iterates are very close to the optimum. However, the latter situation serves as a stopping condition in practice. An alternative approach is to employ step-sizes of the form a n = (a 0 /n)M n , where M n converges to ∇ 2 V θ * (x 0 ) −1 , i.e., the inverse of the Hessian of the CPT-value at the optimum θ * . Such a scheme gets rid of the step-size dependency (one can set a 0 = 1) and still obtains optimal convergence rates. This is the motivation behind having a second-order policy optmization scheme and we next adapt the scheme from Spall (2000) for estimating the Hessian inverse.
Update rule. A second-order method would update the policy parameter as follows:
where ∇V θ n (x 0 ) is an estimate of the gradient of the CPT-value function and H n and H n denote the Hessian estimate and its smooth counterpart, respectively. Notice that we invert H n in each iteration, and to ensure that this inversion is feasible (so that the θ-recursion descends), we project H n onto the set of positive definite matrices using the operator Υ. The operator has to be such that asymptotically Υ(H n ) should be the same as H n (since the latter would converge to the true Hessian), while ensuring inversion is feasible in the initial iterations. A simple way is to have Υ(H n ) as a diagonal matrix and then add a positive scalar δ n to the diagonal elements so as to ensure invertibility -see Gill et al. (1981) , Spall (2000) for a similar operator.
Algorithm 2 presents the pseudocode. Fig. 1 illustrates the overall structure of PN-CPT-SPSA, except that three system trajectories with a different perturbation sequence are used.
Algorithm 2 Structure of PN-CPT-SPSA algorithm.
Input: initial parameter θ 0 , perturbation constants δ n > 0, trajectory lengths {m n }, step-sizes {a n }.
Policy Evaluation (Trajectory 1) Simulate m n episodes of the SSP using policy (θ n + δ n (∆ n +∆ n ))
Obtain CPT-value estimate V (θn+δn(∆n+∆n)) n (x 0 ) using (2)
Policy Evaluation (Trajectory 2)
Simulate m n episodes of the SSP using policy (θ n − δ n (∆ n +∆ n ))
Obtain CPT-value estimate V θn+δn(∆n+∆n) n (x 0 )) using (2)
Policy Evaluation (Trajectory 3)
Simulate m n episodes of the SSP using policy θ n Obtain CPT-value estimate V θn n (x 0 )) using (2) Policy Improvement (Newton decrement)
Policy update:
Gradient and Hessian estimation
We estimate the Hessian of the CPT-value function using the scheme suggested by Bhatnagar and Prashanth (2015) . As in the case of the first-order method, we use Rademacher random variables to simultaneously perturb all the coordinates. However, in this case, we require three system trajectories with corresponding policy parameters θ n + δ n (∆ n + ∆ n ), θ n − δ n (∆ n + ∆ n ) and θ n , where {∆ i n , ∆ i n , i = 1, . . . , d, n = 1, 2, . . .} are i.i.d. Rademacher random variables. Using the CPT-value estimates for the aforementioned policy parameters, we estimate the Hessian and the gradient of the CPT-value function as follows: For i, j = 1, . . . , d, set
Notice that the above estimates require three samples, while the the second order SPSA algorithm proposed first in Spall (2000) required four. Both the gradient estimate ∇V θn n (x 0 ) and the Hessian estimate H n can be shown to be an O(δ 2 n ) term away from the true gradient ∇V θ n (x 0 ) and Hessian ∇ 2 V θ n (x 0 ), respectively (see Lemmas 8-9 in Appendix 6.3).
Convergence result Theorem 2. (Strong convergence) Assume (A1)-(A3)
. Let θ n be bounded almost surely, a n , δ n satisfy (6) and also n 1 (n+1) 2 δ 2 n < ∞. Further, assume the following:
Proof. See Section 6.3.
Gradient-free algorithm for optimizing CPT-value
We perform a non-trivial adaptation of the algorithm from Chang et al. (2013) to our setting of optimizing CPT-value in MDPs. We require that there exists a unique global optimum θ * for the problem min θ∈Θ V θ (x 0 ). To illustrate the main idea in the algorithm, assume we know the form of V θ (x 0 ). Then, the idea is to generate a sequence of reference distributions g k (θ) on the policy space Θ, such that it eventually concentrates on the global optimum θ * . One simple way, suggested in Chapter 4 of Chang et al. (2013) is
where ν is the Lebesgue/counting measure on Θ and H is a strictly decreasing function. The above construction for g k 's assigns more weight to policies having lower CPT-values and it is easy to show that g k converges to a point-mass concentrated at θ * . Next, consider a setting where one can obtain the CPT-value V θ (x 0 ) (without any noise) for any policy θ. In this case, we consider a family of parameterized distributions, say {f (·, η), η ∈ C} and incrementally update the distribution parameter η such that it minimizes the following KL divergence:
where R(Θ) is a random vector taking values in the policy space Θ. An algorithm to optimize CPT-value in this noise-less setting would perform the following update for the parameter η n :
where
Finally, we get to our setting where we only obtain biased estimate of the CPT-value V θ (x 0 ) for any policy θ. Recall that the bias is due to a finite sample run followed by estimation scheme (2). As in the case of SPSA-based algorithms, it is easy to see that the number of samples m n (in iteration n) should asymptotically increase to infinity. Assuming this setup, the gradient-free model-based policy search algorithm would involve the following steps (see Algorithm 3 for the pseudocode):
Step 1 (Candidate policies): Generate N n policy parameters {θ 1 n , . . . , θ Nn } using the distribution f (·, η n ).
Step 2 (CPT-value estimation): Run m n SSP episodes for each of the policies in θ i n , i = 1, . . . , N n and return CPT-value estimatesV θ i n (x 0 ).
Step 3 (Parameter update):
A few remarks are in order.
Remark 1. (Choice of sampling distribution) A natural question is how to compute the KL-distance (10) in order to update the policy. A related question is how to choose the family of distributions f (·, θ), so that the update (10) can be done efficiently. One choice is to employ the natural exponential family (NEF) since it ensures that the KL distance in (10) can be computed analytically.
Remark 2. (Elite sampling) In practice, it is efficient to use only an elite portion of the candidate policies that have been sampled in order to update the sampling distribution f (·, η). This can be achieved by using a quantile estimate of the CPT-value function corresponding to candidate policies that were estimated in a particular iteration. The intuition here is that using policies that have performed well guides the policy search procedure towards better regions more efficiently in comparison to an alternative that uses all the candidate policies for updating η.
Convergence result Theorem 3. Assume (A1)-(A2).
Suppose that multivariate normal densities are used for the sampling distribution, i.e., η n = (µ n , Σ n ), where µ n and Σ n denote the mean and covariance of the normal densities. Then, lim n→∞ µ n = θ * and lim n→∞ Σ n = 0 d×d a.s.
Proof. See Section 6.4.
Algorithm 3 Structure of gradient free model-based policy optimization algorithm. Input: family of distributions {f (·, η)}, initial parameter vector η 0 s.t. f (θ, η 0 ) > 0 ∀ θ ∈ Θ, trajectory lengths {m n }, ρ 0 ∈ (0, 1], N 0 > 1, ε > 0, α > 1, λ ∈ (0, 1), strictly decreasing function H. for n = 0, 1, 2, . . . do Candidate Policies Generate N n policy parameters using the mixed distribution f (·, η n ) = (1−λ)f (·, η n )+λf (·, η 0 ). Denote these candidate policies by Λ n = {θ 1 n , . . . , θ Nn }.
CPT-value Estimation
for i = 1, 2, . . . , N n do Simulate m n episodes of the SSP using policy θ i n Obtain CPT-value estimate V θ i n n (x 0 ) using (2) end for
Elite Sampling
Order the CPT-value estimates 1 { V θ
Compute the (1 − ρ n )-quantile from the above samples as follows:
Thresholding if n = 0 or χ n (ρ n , N n ) ≥χ n−1 + ε then Setχ k = χ k (ρ n , N n ), ρ k+1 = ρ n , N k+1 = N k and Set θ * n = θ 1−ρn , where θ 1−ρn is the policy that corresponds to the (1 − ρ n )-quantile in (12). else find the largestρ ∈ (0, ρ n ) such that χ n (ρ, N n ) ≥χ n−1 + ε; ifρ exists then
n (x 0 ),ρ n+1 = ρ n ,N n+1 = ⌈αN n ⌉, and θ * n = θ * n−1 .
end if end if Sampling Distribution Update
Parameter update 2 :
end for Return θ n 6 Convergence Proofs
Proofs for CPT-value estimator
In order to prove Proposition 1, we require the dominated convergence theorem in its generalized form, which is provided below.
Theorem 4. (Generalized Dominated Convergence theorem)
Let {f n } ∞ n=1 be a sequence of measurable functions on E that converge pointwise a.e. on a measurable space E to f . Suppose there is a sequence {g n } of integrable functions on E that converge pointwise a.e. on E to g such that |f n | ≤ g n for all n ∈ N.
Proof. This is a standard result that can be found in any textbook on measure theory. For instance, see Theorem 2.3.11 in Athreya and Lahiri (2006) .
Proof of Proposition 1: Asymptotic convergence
For notational convenience, we shall henceforth denote u + (X) and u − (X) by U + and U − , respectively.
Proof.
Recall that the CPT-value for any r.v. X is defined as
Also, recall that we estimate V (X) using the empirical distribution as follows:
whereF
We first prove the claim for the first integral in (14), i.e., we show
Since w + is Lipschitz continuous with constant L, we have almost surely that w
Notice that the empirical distribution functionF + n (x) generates a Stieltjes measure which takes mass 1/n on each of the sample points U
SinceF + n (x) has bounded support on R ∀n, the integral in (16) is finite. Applying Fubini's theorem to the RHS of (16), we obtain
where U + [i] , i = 1, . . . , n denote the order statistics, i.e., U
From the foregoing,
Hence, we have
The claim in (15) now follows by invoking the generalized dominated convergence theorem by setting
− − → L(P (U + > x)) uniformly ∀x. The latter fact is implied by the Glivenko-Cantelli theorem (cf. Chapter 2 of Wasserman (2015)).
Following similar arguments, it is easy to show that
The final claim regarding convergence ofV n (X) to V (X) now follows.
Proof of Proposition 1: Asymptotic convergence rate
In order to prove the convergence rate of the policy optimization algorithms, we need a uniform bound on the distance between V n (X) and the CPT-value V (X), i.e., || V n (X) − V (X)|| ∞ . For this purpose, Proposition 1 had a law of the iterated logarithm type result, which states that || V n (X) − V (X)|| ∞ is of the order O(n −1/2 ) (ignoring log-factors) for sufficiently large n. Before proving this result, we recall the law of the iterated logarithm when empirical distribution function is in one dimension (see Van der Vaart (2000) for a detailed description):
Theorem 5. (Law of the iterated logarithm.)
LetF n denote the empirical distribution and F the true distribution. Then, for sufficiently large n, we have
Proof. (Proof of Proposition 1: Asymptotic convergence rate)
Let's focus on the difference
Using the law of iterated logarithm, we obtain lim sup
Along similar lines, we obtain lim sup n→∞ n 2loglogn
The main claim follows by summing the above two inequalities.
Proof of Proposition 2
For proving Proposition 2, we require the following well-known inequality that provide a finite-time bound on the distance between empirical distribution and the true distribution:
denote the empirical distribution of a r.v. X, with X 1 , . . . , X n being sampled from the true distribution F (X). The, for any n and ǫ > 0, we have
The reader is referred to Chapter 2 of Wasserman (2015) for more on empirical distributions in general and DKW inequality in particular.
Proof. (Theorem 2)
Since U + is bounded above by M and w + is Lipschitz with constant L, we have
Now, plugging in the DKW inequality, we obtain
Along similar lines, we obtain
Combining (18) and (19), we obtain
And the claim follows.
Proofs for PG-CPT-SPSA
To prove the main result in Theorem 1, we first show that the gradient estimate using SPSA is only an order O(δ 2 n ) term away from the true gradient. The following lemma establishes this claim and its proof can be inferred from Spall (1992) , though we give it here for the sake of completeness. Following this lemma, we complete the proof of Theorem 1 by invoking the well-known Kushner-Clark lemma Kushner and Clark (1978) and this involves verfying conditions A2.2.1-A2.2.4 there.
Proof. Recall that the CPT-value estimation scheme is biased, i.e., providing samples with policy θ, we obtain its CPT-value estimate as V θ (x 0 ) + ǫ θ . Here ǫ θ denotes the bias.
We claim
where η n = ǫ θn+δn∆ − ǫ θn−δn∆ 2δ n ∆ −1 n is the bias arising out of the empirical distribution based CPTvalue estimation scheme. From Proposition 1, we see that, ǫ θ = LM 2 log log mn mn , provided m n is sufficiently large. Thus, η n = O 2 log log mn mn 1 δn and since 1 √ mnδn → 0 by assumption (see (6) in the main paper), we have that η n goes to zero asymptotically. In other words,
We now analyse the RHS of the above. By using suitable Taylor's expansions,
From the above, it is easy to see that
Taking conditional expectation on both sides, we obtain
The first equality above follows from the fact that ∆ n is distributed according to a d-dimensional vector of Rademacher random variables and is independent of F n . The second inequality follows by observing that ∆ i n is independent of ∆ j n , for any i, j = 1, . . . , d. The claim follows by using the fact that δ n → 0 as n → ∞.
Proof of Theorem 1
Proof. We first rewrite the update rule (5) as follows:
, and
In the above, β n is the bias in the gradient estimate due to SPSA and η n is a martingale difference sequence.. Convergence of (24) can be inferred from Theorem 2.3.1 on pp. 29 of Kushner and Clark (1978) , provided we verify that the assumptions A2.2.1 to A2.2.3 and A2.2.4" of Kushner and Clark (1978) are satisfied for θ n governed by (5). We verify them below:
• A2.2.1 requires that ∇V θ (x 0 ) is a continuous R d -valued function and this holds by assumption in our setting.
• A2.2.2 requires that the sequences β n and η n , n ≥ 0 are bounded and converge to zero asymptotically. Lemma 7 above establishes that the bias β n is O(δ 2 n ) and since δ n → 0 as n → ∞, it is easy to see that A2.2.2 is satisfied for β n . As noted in the proof of Lemma 7, η n → 0 as n → ∞ and hence, A2.2.2 is satisfied for η n as well.
• A2.2.3 requires that the step-sizes a n , n ≥ 0 satisfy a(n) → 0 as n → ∞ and n a n = ∞. These step-size conditions hold by assumption in our setting -see (6) in the main paper.
• Finally, we verify A2.2.4" using arguments similar to those used in Spall (1992) for the classic SPSA algorithm:
We first recall Doob's martingale inequality (see (2.1.7) on pp. 27 of Kushner and Clark (1978) ):
Applying the above inequality to the martingale sequence {W n }, where
We now bound E η i 2 as follows:
The inequality in (27) uses Holder's inequality, with α 1 , α 2 > 0 satisfying
The equality in (28) above follows owing to the fact that E 1 (∆ i n ) 2+2α 1 = 1 as ∆ i n is Rademacher. The inequality in (29) follows by using the fact that, for any θ, the CPT-value estimate V θ (x 0 ) = V θ (x 0 )+ ǫ θ . We assume a finite state-action spaced SSP (which implies that the costs max s,a g(s, a) < ∞) and consider only proper policies (which implies that the total cost D θ (x 0 ) is bounded for any policy θ) and finally, by (A1), the weight functions are Lipschitz -these together imply that V θ (x 0 ) is bounded for any policy θ. The bias ǫ θ is bounded by Proposition 1 in the main paper.
Thus, E η i 2 ≤ C δ 2 n for some C < ∞. Plugging this in (26), we obtain
The equality above follows from (A3) in the main paper.
The claim follows.
Proofs for PN-CPT-SPSA
Before proving Theorem 2, we bound the bias in the SPSA based estimate of the Hessian in the following lemma.
Proof. As in the proof of Lemma 7, we can ignore the bias from the CPT-value estimation scheme and conclude that,
Now, the RHS of the above approximates the true gradient with only an O(δ 2 n ) error and this can be inferred using arguments similar to that used in the proof of Proposition 4.2 of Bhatnagar and Prashanth (2015) . We provide the proof here for the sake of completeness. Using Taylor's expansion as in Lemma 7, we obtain
Taking conditional expectation, we observe that the first and last term above become zero, while the second term becomes ∇ 2 ij V θn (x 0 ). The claim follows by using the fact that δ n → 0 as n → ∞.
The rest of the proof amounts to showing that the RHS of the above approximates the true gradient with an O(δ 2 n ) correcting term and this can be done in a similar manner as the proof of Lemma 7.
Proof of Theorem 2
Proof. The claim related to convergence of θ n can be proven in a manner similar to Theorem 1a of Spall (2000) after observing that Lemma 9 implies that the SPSA based gradient estimate in (7) is only an order O(δ 2 n ) term away from the true gradient ∇V θn (x 0 ). For proving the claim related to convergence of the Hessian recursion (8), we use the proof technique from Spall (2000) . The proof proceeds as follows:
∞, ∀m and n 1 (n+1) 2 δ 2 n < ∞ by assumption. Now, applying a martingale convergence result from p. 397 of Laha and Rohatgi (1979) to W m , we obtain
From (31) and Lemma 8, we know that
The final step above follows from the fact that the Hessian is continuous near θ n and the fact that θ n converges almost surely to θ * . Thus, we obtain
and the claim follows by observing that H n = 1 n + 1 n m=0 H m .
Proofs for gradient-free policy optimization algorithm
We begin by remarking that there is one crucial difference between our algorithm and MRAS 2 from Chang et al. (2013) : MRAS 2 has an expected function value objective, i.e., it aims to minimize a function by using sample observations that have zero-mean noise. On the other hand, the objective in our setting is the CPT-value, which distorts the underlying transition probabilities. The implication here is that MRAS 2 can estimate the expected value using sample averages, while we have to resort to integrating the empirical distribution.
Since we obtain samples of the objective (CPT) in a manner that differs from MRAS 2 , we need to establish that the thresholding step in Algorithm 3 achieves the same effect as it did in MRAS 2 . This is achieved by the following lemma, which is a variant of Lemma 4.13 from Chang et al. (2013) , adapted to our setting.
Lemma 10. The sequence of random variables {θ * n , n = 0, 1, . . .} in Algorithm 3 converges w.p.1 as n → ∞.
Proof. Let A n be the event that either the first if statement (see 16) is true or the second if statement in the else clause (see 21) is true within the Thresholding step of Algorithm 3. Let
n (x 0 ) ≥ ε and hence, we obtain
From the foregoing, we have
Applying the BorelCantelli lemma, we obtain
From the above, it is implied that if A n happens infinitely often, then B c n will also happen infinitely often. Hence,
=∞ w.p.1, since ε > 0.
In the above, the first equality follows from the fact that if the else clause in the second if statement (see 23) in Algorithm 3 is hit, then θ * n = θ * n−1 . From the last equality above, we conclude that it is a contradiction because, V θ (x 0 ) > V θ * (x 0 ) for any θ (since θ * is the global minimum). The main claim now follows since A n can happen only a finite number of times.
Proof of Theorem 3
Proof. Once we have established Lemma 10, the rest of the proof follows in an identical fashion as the proof of Corollary 4.18 of Chang et al. (2013) . This is because our algorithm operates in a similar manner as MRAS 2 w.r.t. generating the candidate solution using a parameterized family f (·, η) and updating the distribution parameter η. The difference, as mentioned earlier, is the manner in which the samples are generated and the objective (CPT-value) function is estimated. The aforementioned lemma established that the elite sampling and thresholding achieve the same effect as that in MRAS 2 and hence the rest of the proof follows from Chang et al. (2013) . Setup. We consider a random variable X that is uniformly distributed in [0, 5] . We set the utility function to be identity and define the weight function w as follows: The graph of w(x) can be seen in Fig. 2 . Thus, the CPT-value of X can be seen to be
Since we consider gains only, the second integral component in V (X) from (1) is zero.
Background. Let X 1 , . . . , X n be i.i.d. random variables with underlying distribution U [0, 5]. Then, the empirical distribution function is defined aŝ
Thus, 1 −F n (x) is an unbiased estimator of P (X > x). From (35), it is clear thatF n (x) generates a Lebesgue Stieljes measure which takes mass 1 n at each of the points X i , i = 1, . . . , n. So does w(1−F n (x)). Based on this observation, one can see the weight function equivalently as follows:
w(1 −F n (x)) = Hence, the estimate V n (X) of V (X) is arrived at as follows:
where X [i] denotes the ith order statistic of the sample set {X 1 , . . . , X n }. Note that, we let w + n+1 n = 1, ∀n.
We use (37) to estimate the CPT-value V (X). Analytically, V (X) = 2.5 for a U [0, 5] distributed random variable X. In the following, we report the accuracy of the estimator V n (X) using simulation experiments.
Results. Fig. 3 shows the estimation error obtained for a random variable X with distribution U [0.5]. Here, the estimation error denotes the absolute difference between the estimated CPT-value (37) and true CPT-value, which is 2.5. From Fig. 3 , it is evident that the CPT-value estimation scheme (37) converges rapidly to the true CPT-value.
Conclusions and Future Work
We considered the problem of optimizing the CPT-value of an MDP. For this purpose, we first designed an estimation scheme that evaluates the CPT-value of any given policy. Next, using this estimator as the inner loop, we proposed three policy optimization algorithms. The first two algorithms use SPSA to estimate the gradient and/or Hessian of the CPT-value function and then perform a descent in the policy parameter, whereas the third algorithm is gradient-free and is based on a reference distribution that concentrates on the global optimum. Using an empirical distribution over the policy space in conjunction with KL-divergence to the reference distribution, we get a global policy optimization scheme. We provided theoretical convergence guarantees for all the proposed algorithms. In particular, we first showed that the CPT-value estimator converges asymptotically and at the optimal rate as well. Next, the SPSA based policy optimization algorithms were shown to converge to a locally CPT-value optimal policy, while the gradient-free algorithm was shown to converge to a globally CPT-value optimal policy. As future work, it would be interesting to test our algorithms on simple as well as sophisticated empirical domains.
