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Системы управления
Представлено метод машинного синтезу 
дискретних коригуючих фiльтрiв для склад-
них динамiчних систем на пiдставi нелi-
нiйного програмування. Вимоги до фiльтру 
представлено у виглядi нелiнiйного функцiо-
налу та системи нелiнiйних обмежень
Ключовi слова: синтез, ДКФ – дискрет-
ний коригуючий фiльтр, обмеження
Представлен метод машинного синте-
за дискретных корректирующих филь-
тров для сложных динамических систем 
на основе нелинейного программирования. 
Требования к фильтру представлены в виде 
нелинейного функционала и системы нели-
нейных ограничений
Ключевые слова: синтез, ДКФ - дискрет-
ный корректирующий фильтр, ограничения
The method of machine synthesis of discrete 
correcting filters for complicated dynamic sys-
tems on the basis of nonlinear programming is 
presented. Requirements to the filter are prese-
nted in the form of nonlinear functional and sys-
tems of nonlinear restrictions
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1. Введение
С точки зрения системного подхода к решению за-
дач синтеза дискретных корректирующих фильтров 
(ДКФ) методы математического программирования 
трудно переоценить. Сложность может состоять в том, 
что цели бывает трудно выразить в виде математиче-
ских выражений, точно отражающих суть проблемы. В 
подобных случаях задачи решаются на основе теории 
размытых (нечетких) множеств [1-3] или частично 
неопределенных систем [4]. Однако для корректно по-
ставленной задачи решение получаем с минимальны-
ми затратами времени и с заданной точностью.
В настоящей работе преследуется цель построения 
эффективного метода машинного синтеза линейных 
рекурсивных дискретных корректирующих фильтров 
с вещественными коэффициентами для сложных ди-
намических систем.
2. Постановка задачи
Пусть z − передаточная функция (ПФ) рекурсив-
ного ДКФ задана в виде













где A Bi i, − вещественные коэффициенты; m k, −
порядок полиномов числителя и знаменателя ПФ со-
ответственно ( )m k≤ ; z − оператор z − преобразова-
ния.
Требование, предъявляемое к функции от дина-
мического коэффициента усиления ДКФ, может быть 
задано в виде












где N − общее число точек частотной области, на 
котором минимизируется функция цели;
W ej T( )ωµ − значение модуля передаточной функ-
ции фильтра для µ − го значения круговой часто-
ты;
Ω − заданный диапазон частот;
T −  период квантования сигнала по времени.
Требования к дискретной фазо-частотной характе-
ристике (ДФЧХ) аналитически представляется в виде 
системы неравенств (ограничений)
arg[ ( )] ( ), , ,W e a g mj T g
gω ω≤ = 1 1  (3)
arg[ ( )] ( ), , ,W e b g mj T g
gω ω≥ = 1 2  (4)
где m m1 2, −  число точек, в которых заданы огра-
ничения, накладываемые на фазу «сверху» и «снизу» 
соответственно; a bg g( ), ( )ω ω −  значения ограничений, 
накладываемых на ДФЧХ ДКФ «сверху» и «снизу» 
соответственно.
8
Восточно-Европейский журнал передовых технологий 2/3 ( 50 ) 2011
Требования к статическому коэффициенту усиле-
ния фильтра представляется в виде равенства










Для упрощения решения (5) может быть заменено 
двумя неравенствами









0 ,                          (6)









0 .                          (7)
Требование собственной устойчивости ДКФ может 
быть представлено в виде системы линейных нера-
венств для минимального порядка ДКФ
B B B2 1 0 0+ + > ,
B B2 0 0− > ,
B B B2 1 0 0− + > ,          (8)
полученных в результа-
те билинейного преобразования 
z w w= + −1 1 .
Для решения задачи синте-
за ДКФ необходимо найти такие 
значения коэффициентов ДКФ A Bi i,
, которые доставят экстремум назна-
ченному функционалу (2) при выпол-
нении заданных ограничений (3), 
(4), (6) – (8).
3. Основная часть
Подставив z ej T= ω  в (1) получим
W e
A i T j A i T































где m k= ; ω − круговая частота; T − период кванто-
вания сигнала по времени.
Для пред-
ставления за-










н а м и ч е с к о г о 
коэффициента 
усиления ДКФ













где N −  число точек, на котором минимизируется 
функция цели.
Таким образом, функцию цели (10) можно предста-
вить в следующем виде
где






























Θµ µω= T . (13)
Представив n x( )  в (11) в виде ряда с учетом перво-
го члена, после преобразования получим
Расписав все слагаемые функционала (14) и осуще-
ствив ряд преобразований, представим функционал в 
матричной форме




















; x A A A B B Bk k= ′[ , , , , , , , ]0 1 0 1  ;
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C k k− + × + −2 1 2 1( ) ( ) мерная симметричная квази-
диагональная матрица; ′ − + −x k2 1( ) мерный транс-
понированный составной вектор искомых коэффи-
циентов; c : ki i − + × + −( ) ( )1 1 мерные диагональные 
квадратные клетки матрицы C ; Θµ µω= T ; T −  период 
квантования сигнала по времени.
Рассмотрим систему ограничений на фазовый 
сдвиг ДКФ. Преобразуем комплексную передаточную 
функцию ДКФ (9) и получим её реальную и мнимую 
части
Θ = ωT .
Подставив выражения (16) в систему неравенств 
(3), (4), после преобразований получим
В результате ряда преобразований, системы нера-
венств (17) и (18) приводим соответственно к виду
Дополняя систему неравенств (19) выражениями 
(6)-(8) получим полную систему ограничений





γ ω γ{sin[( ) ] ( ) cos[( ) ]}− − ⋅ − ≤
==
∑∑ Θ Θ 0
00
,
 Θg gT g m= =ω , ,1 1 , 





γ ω γ{ sin[( ) ] ( ) cos[( ) ]}− − + ⋅ − ≤
==
∑∑ Θ Θ 0
00
,
g m= 1 2, , (20)




















B B B2 1 0 0+ + > ,
B B2 0 0− > ,
B B B2 1 0 0− + > ,
где m m1 2, − число точек ограничений на сдвиг фаз 
«сверху» и «снизу» соответственно; A Biγ , −
коэффициенты ДКФ; k − порядок ДКФ; 
T- период прерывания сигнала по време-
ни: a bg g( ), ( )ω ω −
величина ограниче-
ний на сдвиг фазы 
«сверху» и «снизу» 
соответственно.
Ограничения на фазовый сдвиг ДКФ 
являются нелинейными. Осуществим ли-
неаризацию огра-
ничений на сдвиг 
фаз путем разложе-
ния их в ряд Тейло-
ра с учетом первых 
двух членов ряда. Таким образом, для первых двух 
неравенств (20) получим
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 (21)
где 
F A B g
A B i tg a i
i i
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=
= − − ⋅ −
=












g m= 1 1, ,
F A B g
A B i tg b i
i i





( , , )
{ sin[( ) ] ( ) cos[( ) ]}
=







g m= 1 2, . (22)
Для приведения системы неравенств (21) к канони-
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где
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g m= 1 2, .
Для получения численных значений ограничений 
в (23), зададимся значениями корней (нулей и полю-
сов) ДКФ внутри окружности единичного радиуса 
z- плоскости и представим их в виде полиномов для 
числителя и знаменателя ДКФ
( ) ,z z A A z A zi
i
k











( ) ,z z B B z B zi
i
k











где z и zi i
∗ - нули и полюса передаточной функции 
ДКФ соответственно.
Полученные из (24) значения коэффици-
ентов A Bi i
0 0
, , при подстановке в выражения 




( , , ), ( , , ) , дают численные значения 
правой части неравенств. Выражения частных про-
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=
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,
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{ sin[( ) ] ( ) cos[( ) ]},
,
Θ Θω
m p k2 0, , ,=
∂
∂
= − − + ⋅ −
=
=











{ sin[( ) ] ( ) cos[( ) ]},
,
Θ Θω
m p k2 0, , ,=
 (26)
где Θg gT= ω .
Таким образом, полную систему неравенств полу-
чаем при замене в системе неравенств (20) нелинейных 
ограничений выражениями (22), (23) с учетом (25), 
(26). Тогда она в развернутой форме по числу точек 
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B F A B mi i
A A A k B k B k B0 1 2 0 0 0 1 0 2 0+ + − − − ≤ ,
− − − + + + ≤A A A k B k B k B0 1 2 0 0 0 1 0 2 0,
0 0 0 0 1 2+ + − − − ≤B B B ,
0 0 0 00 2+ + + + − ≤B B ,
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,
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{ sin[( ) ] ( ) cos[( ) ]},
,
Θ Θω
m p k2 0, , ,=
∂
∂
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=
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{ sin[( ) ] ( ) cos[( ) ]},
,
Θ Θω
m p k2 0, , ,=
 (26)
где Θg gT= ω .
Таким образом, полную систему неравенств полу-
чаем при замене в системе неравенств (20) нелинейных 
ограничений выражениями (22), (23) с учетом (25), 
(26). Тогда она в развернутой форме по числу точек 
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A A A k B k B k B0 1 2 0 0 0 1 0 2 0+ + − − − ≤ ,
− − − + + + ≤A A A k B k B k B0 1 2 0 0 0 1 0 2 0,
0 0 0 0 1 2+ + − − − ≤B B B ,
0 0 0 00 2+ + + + − ≤B B ,
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0
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, g m= 1 1, ,
F A B g A B i tg b ii i i g g g
i
2
0 0 0 0
( , , ) { sin[( ) ] ( ) cos[( ) ]}= − − + ⋅ −
=





, g m= 1 2, ,
Θg gT= ω ;  −  бесконечно малая величина близкая к нулю.
Систему неравенств (27) можно представить в виде матричного неравенства
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{ sin[( ) ] ( ) cos[( ) ]}
=







g m= 1 2, ,
Θg gT= ω ;  −  бесконечно малая величина близкая 
к нулю;
A m m k− + + × + −( ) ( )1 2 5 2 2 мерная блочная матри-
ца; x k− + −( )2 2 мерный вектор искомых коэффици-
ентов ДКФ; b m m− + + −( )1 2 5 мерный составной век-
тор.
Из рассмотрения полученных выражений 
следует, что задача синтеза представляющая со-
бой квадратичную функцию цели (15) и систему 
( )m m1 2 5+ +  линейных матричных неравенств (28) 
может быть решена методом квадратичного про-
граммирования.
Прямая задача имеет вид (15), (28) или в общем 
виде
min{ | }′ ≤x Cx Ax b , (29)
где A −  матрица ограничений размера m n× ; C − сим-
метричная строго положительно определенная n n× −  
мерная матрица; x n− −  мерный искомый вектор.
В силу предположений о функции цели и ограни-
чениях задача (29) имеет единственное решение. Усло-
вия Куна - Такера имеют вид
Ax y b+ = ,
2Cx A u p+ ′ = − , (30)
u y≥ ≥0 0, ,
′ =u y 0 .
Поскольку матрица C  положительно определе-
на, то существует обратная матрица C−1  и условие 
2Cx A u p+ ′ = −  из (30) можно разрешить относитель-
но x




После подстановки (31) в (30) условия Куна – Та-
кера примут вид
2Gu y h− = − ,
u y≥ ≥0 0, , (32)
′ =u y 0 ,
Где h AC p b= +−
1
2




Последние условия (32) являются условиями Куна 
– Такера для двойственной задачи по отношению к 
прямой задаче (29). Двойственной задачей является 
задача вида
min{ ( ) | }ϕ u h u u Gu u= ′ + ′ ≥ 0 .







































p − номер итерации; gi j −  элементы матрицы 
G AC A= ′−
1
4
1 ; hi − элементы вектора h ; C
− −1 обращен-
ная матрица C ; uj − элементы вектора u , являюще-
гося решением двойственной задачи; m − число диа-
гональных элементов матрицы G .
 Решение задачи начинается с произвольно допу-
стимой точки u0 0≥ .
На каждом шаге итерационного процесса произ-





p+ − ≤1 ρ ,
где ui
p+ −1 элементы вектора u  настоящего итераци-
онного шага; ui
p −  элементы вектора u  предыдущего 
итерационного шага; ρ −  малое число, определяющее 
точность решения задачи. Для рассматриваемого клас-
са задач ρ = ÷0 008 0 015. . .
По найденному решению двойственной задачи, по-
лучаем вектор искомых коэффициентов в соответ-
ствии с формулой (31)




Решение представляет собой вектор, компонента-
ми которого являются коэффициенты z −  передаточ-
ной функции синтезируемого ДКФ.
Полученные значения коэффициентов z − пере-
даточной функции ДКФ доставляют минимум на-
значенному функционалу при выполнении заданных 
ограничений.
Структурная схема программы машинного синтеза 
ДКФ представлена на рис. 1.
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При необходимости синтеза ДКФ произвольного 
порядка, следует записать соответствующую систему 
неравенств вместо системы неравенств (8).
Рис. 1. Структурная схема программы синтеза ДКФ
4. Выводы
1. Предложен метод синтеза дис-
кретных корректирующих фильтров 
на основе математического програм-
мирования.
2. Описана математическая мо-
дель задачи синтеза линейных дис-
кретных рекурсивных корректи-
рующих фильтров минимального 
порядка в терминах нелинейного 
программирования. Функция цели 
и часть системы ограничений, выра-
женные через коэффициенты пере-
даточной функции ДКФ, существен-
но нелинейные.
3. Проведена линеаризация не-
линейных ограничений, что позво-
лило свести задачу синтеза к задаче 
квадратичного программирования. 
Последняя является на порядок бо-
лее эффективной по времени синтеза 
чем метод скользящего допуска, от-
личающийся свойством насыщения 
функции цели в процессе синтеза 
для рассматриваемого класса задач.
4. После решения двойственной 
задачи вычисляется вектор искомых коэффициентов 
рекурсивного ДКФ минимального порядка, характери-
стики которого отвечают предъявляемым требованиям.
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