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LIST OF NOTATIONS 
the cardinal of the set S 
gp{a,b,...} the group generated by a,b, 
b _i 
a b ab 
[a,b] the commutator of a and b (i.e. a~^b~^ab) 
p ( a ) the napping which takes every eleffleut g of 
a group G to [ g,a] 
X(a) the napping which takes every eleaent g of 
a group G to [ a,g] . 
P(G) the senigroup generated by all mappings p ( a ) 
A(G) the seraigroup generated by all aappings X(a) 
M(G) the near-ring generated by all mappings 
p ( a ) and X(a) . 
R(G) the algebraic system generated by all mappings 
p ( a ) only 
L(G) the algebraic system generated by all mappings 
X ( a ) only 
Z(G) the centre of G . 
- Vll -
C(G) the centralizer of G 
G ' the derived group of G 
the ith tern of the lower central series of G 
the eapty set 
ind^^n the least positive solution x of the congruence 
* 
n^ = 1 (nod n) 
ind n the least positive solution x of the 
n 
congruence n^ = -1 (nod n) 
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INTRODUCTION 
Let G be a group and let ^(g) denote the seaigroup of 
all mappings of G into G with the usual composition of mappings 
as nultiplication, namely = . 
With each element x e G we associate two mappings p(x) 
and X(x) of G into G defined as follows; 
p(x) : g — g ^x ^gx , X(x) : g — > X ^g ^xg . 
Let P(G) denote the subsemigroup of ^(G) generated by all 
p 's and let A ( G ) denote the corresponding subsemigroup generated 
by all X's. These semigroups will be called the commutation 
semigroups of G . Clearly a word of length n in P(G) (A(G)) 
maps an element g E G to a left-normed (right-noraed) 
commutator of weight n + 1 with first entry g . 
The operations p ( x ) and X(x) are important tools of group 
theory. The difference of behaviour of these two operations is 
probably widely known. But while certain aspects of it and 
specific examples can be found in the literature (cf. e.g. HEINEKEN [12] ), 
no connected account seems to exist. A question that naturally 
arises is : Are the commutation semigroups of a group isomorphic? 
Our investigations start by a simple observation that for D^ ^ , the 
dihedral group of order 6, we have p(Dp) = 6 , A ( D ) = 9 
and p(Dg) c: A ( D g ) ; thereby providing a negative answer to the 
above question. V/e illustrate this example as follows : 
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The tables I, II and III on pagei:s:are respectively the ij table, 
ip(j) table and iX(j) table of D^ . 
P(Dg) has the following six elenents: 
p(l), p(2), p(3), p(4), p(5), p(6) . 
A(Dg) has the following nine elenents: 
X(l), X(2), X(3), X(4), X(5), X(6), X^(4), X^(5), X^(6) . 
Further, since p(l) =X(l) , p(2) = X(3) , p(3) = X(2) , 
p(4) = X^(4) , p(5) = X^(5) and p(6) = X^(6) , we have 
P(D6) c: A ( D G ) . 
Anong dihedral groups Dg^ , one also finds examples where 
A c P (e.g. D14) ; P = A (eg. D^Q) ; | P| = |A| but P ^ A (eg. Dg^) 
etc. etc. In fact we give a criterion of isonorphisn of the 
connutation senigroups of Dg^ (Theoren 2.l). We also give a 
criterion of proper inclusion of these two senigroups (Theoren 2.3). 
For nilpotent groups anong the dihedral groups, it turns 
out (Theoren 2.l) that the connutation senigroups are isonorphic; 
and one would expect then to be isonorphic for nilpotent groups in 
general. This, however, is again not true; not even for groups 
which are both nilpotent and netabelian. In fact we prove that for 
every integer n § 5 , there is a finite netabelian nilpotent group 
of class precisely n whose connutation senigroups are not 
isonorphic (Theorens 4.2 and 4.3). For groups of class 2 , these 
senigroups are identical and for class 3 they are isonorphic. The 
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problen is yet undecided for nilpotent groups of class 4; 
however we show that in this case the connutation semigroups have 
the sane cardinality (Theorem 4,l). 
If in addition to the nultiplication of mappings of G 
into G , we also define an operation of "addition" (not 
necessarily coanutative) of mappings by the rule gio^ + 62) = 
then the algebraic system of mappings closed with respect to these 
two operations forms a left distributive near-ring N(G) (cf. 
BLACKETT [2]). Let M(G) denote the sub near-ring of N(G) 
generated by all p's and X's . Let R ( G ) be the algebraic 
system generated by p's only and L(G) be generated by X's 
only. Then R ( G ) is itself a near-ring and it coincides with 
M(G) , wbile L(G) is not always a near-ring since the clbsure with 
respect to subtraction is not guaranteed (Theorem 3.2); but if 
it is, then it also coincides with M(G) . If each element of a 
group G is a left-Engel element or if the deri-^ed group of G is 
periodic then L(G) is a near-ring (Theorem 3.3), 
A necessary and sufficient condition for m(g) to be a 
ring is that G be 3-metabelian* (Theorem 3.4). Thus if G is 
metabelian (3-netabelian) it is convenient to carry out all 
commutator calculations inside M(G) • This is why in Chapter IV 
we do most of our calculations in the simplicity of the 
A group G is called 3-metabelian if every 3 generated subgroup 
of G is metabelian (see page 6) . 
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arguments thus beeones evident. 
Apart fron the present chapter, there are six chapters in 
this thesis. Chapter I is also introductory and this 
together with the present chapter contains all notations, 
definitions and results which have been repeatedly used in the 
rest of the thesis. 
In Chapter III we study the structure of the connutation 
near-ring M(G) . Two nain results of this chapter are : 
(i) the criterion for M(G) to be a ring and (ii) the criterion 
for nultiplication in M(G) to be connutative. 
Chapters II and IV are devoted to the study of the eonnutation 
senigroups. While Chapter II deals with dihedral groups, 
Chapter IV deals with nilpotent groups. 
Chapters V and VI are of independent interest. In 
Chapter V we consider soae two variable connutator laws and show 
their equivalence to the connutative law [x,y] = 1 . In Chapter 
VI we consider groups satisfying the law Xp°(y) = . 
For these groups it is shown that every elenent of odd order is 
an nth left Engel elenent and if no elenent of 
order 3 then G satisfies the uth Engel condition. We 
conclude the Chapter by proving that a finite group satisfying the 
above law is soluble. The case n = 2 has been discussed in 
detail in [7] and there sone results for the case n = 3 are 
- Xlll -
also given. Other results concerning the groups 
satisfying the law xp°(y) = xpP-^"(y) or xX"(y) = 
are given in [8] and [9]. 
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C H A P T E R I 
1 .1 NOTATION 
As usual we write = y~^xy , 
[x,y] = and [x ,y , z ] = [ [x ,y ] , z | ; 
further [x,oy] = x and [ x,ky] = [ x , ( k - l)y,y] for all 
k . Thus [x,y] = x p ( y ) = yX(x) and [x,ky] = xp^(y) . 
The i-th term of the lower central series of a group G is 
denoted by Tj^(G) , and we have the following relation 
(cf . HALL [11] Page 156) : 
1 . 1 . 1 [Ti(G) , Tj io)] ^ Ti+j(G) . 
If A is a subgroup of a group G then we denote by 
C(A) the centralizer of A in G . The centre of the group 
G is denoted by Z(G) and G* = R2(G) is the derived group 
of G . 
1 . 2 C01#!UTAT0R IPafTITIES 
The following cocimutator identities are standard or else 
can be directly verified; 
1 . 2 . 1 xy = yx[x,y] = ]yx , 
1 . 2 . 2 xy - x[x ,y] , 
1 . 2 . 3 [x,y] = 
1 . 2 . 4 [x ,y]z = [ x ^ y ^ ] , 
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1 . 2 . 5 [x,y] = [ y - \ x F = , 
1 . 2 . 6 [x,y] = = [x-^y]-^ 
1 . 2 . 7 [xy,z] = [ x , z f [ y , z ] , 
1 . 2 . 8 [x,yz] = [x,z][x,y]^^ , 
1 .2 .J [ x , y - ^ z f [y,z-l,x]^[z,x-l,y]^ = 1 , 
1 . 2 . 1 0 * [x ,y ,z^][z ,x ,y^][y ,z ,x^] = 1 . 
In continuation we list soae other iiapl ications: 
1 .2 .11 If x e r ^ ( G ) , y e r j (G ) then 
x^ = X nod r. .(g) (by 1 .2 .2 and 1 . 1 . l ) 
i+J 
1 .2 .12 If G is a aetabelian group, then 
[x,y,z ,w] = [x,y,w,z] 
for all X, y, z , w in G 
1 .2 ,13 In netabelian groups 
By using 1 . 2 . 5 , 1.2.t) gives 
[ [ y , x f " \ z f [ [ z , y ] ^ " \ x f [ [ x , z ] ^ " \ y f = 1 
which on interchanging x and y , and using 1 . 2 . 4 gives 1 .2 .10 , 
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1.2.14 If YE C(G') , then 
(i) [x,y"] = for all integers n , 
(ii) [x,zy] = [x,z][x,y] . 
1.2.15 If G is a metabelian group and if [x,y] = 1 
for some x,y e G , then for all g € G , 
[x,g,y] = [y,g,x] = [x,[g,y]] . 
1.3 IDENTITIES AND RESULTS FOR THE NSM-RING . 
For z e Z(G) , each of the mappings p(z) and X(z) 
is the zero mapping, i.e. the mapping which takes every 
element of the group onto 1 . We denote this mapping by 
the symbol "0" . Also we write g(-0) = (gO)"^ whenever 
6 e M(G) . The following identities and implications in 
M(G) are consequences of the identities in §1.2: 
1.3.1 p(x) + X(x) = 0 (by 1.2.3), 
1.3.2 p(x) = + X(x"^)p(x) (by 1.2.5), 
1.3.3 X(x) = p(x-^) + p(x-^)p(x) (by 1.2.R), 
1.3.4 p(xy) = p(y) + p(x) + p(x)p(y) (by 1.2.8), 
1.3.5 X(xy) = X(x) + X(x)p(y) + X(y) (by 1.2.7), 
1.3.6 p(x)p(y) = X(x) + x ( x ) x ( y ) + p(x) . 
Proof. gp(x)p(y) = [g,x,je = [ y,[ x,^]^®'''^ 
(by 1.2.6) 
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= [ x , g ] [ y , [ x , g ] ] [ g , x ] = g ( x ( x ) + x ( x ) x ( y ) + p ( x ) ) . 
1 . 3 . 7 (e^+Sg^P^^^ = " ®2 
f o r 6 M(G) . 
Proof. g(0^ + e2)p(x) = [gQ^.ge^^x] 
= g(-02 + 0 i p ( x ) + ©2 
1 . 3 . 8 (e^ + e^)\{x) = e^xix) - e^ +0^x(x) + e^ 
f o r 0^,0^ € M(G) . 
The proof is similar, 
1 . 3 . 9 I f G is metabelian, then 
p(x") = ( p P ' ( x ) (by 1 . 2 . 1 3 ) . 
1.3.10 I f X E C(G') , then 
p(x") = np(x) (by 1 . 2 . 1 4 ( i ) ) . 
1 . 3 . 1 1 I f y^ e c ( g ' ) , then 
p ( x , y ^ . . . y ^ ) = p(x) + p ( y . ) (by 1 . 2 . 1 4 ( i i ) 
used repeatedly) 
1 . 4 SO I^E RESULTS FOR NILPOTENT M(£) 
Let TT^  e M(G) 
denote a product of length n in p s 
and X ' s (gTT^  = g) . I f G is nilpotent of class c then 
f o r n ^ c , TT^  = 0 , and we prove the following: 
1 . 4 , 1 I f i + j + 1 ^ c , then IT + W = tt + tt 
1 j j 1 
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Proof. Since [ gTT-,g7rj] e r i+ j+2 (g ) (by 1 .1 . l ) , 
we have gTr^-gTrj = gTTj. which gives g(7ri + tt j ) = giir^ + Tr^) . 
1.4.2 I f X e r . ( G ) , y e r j ( G ) , then 
(xy)7r^ = y^.yTT,^ mod (G) . 
Proof. The proof is by induction on k . When k = 0 , 
the resu l t i s given. Suppose the resul t is true for a l l 
integers less than k . Write ttj^  = 7rii<;_i o;(z) where Q;(z) e 
{ p ( z ) , X ( z ) } . Then by induction hypothesis (xy)7r^ 
" (where u e (g) and 
e = +1 o r - 1 according as 0 ( 2 ) is p ( z ) or X ( z ) ) 
= T i+ j+k (G) (by 1.2.11) 
(G) 
= xTTj^ .yTTj,. mod T i+ j+k ^^^ ' 
We can now prove the fo l lowing results when G is 
n i lpotent of class c: 
1.4.3 (tt. + 7rj)7r^ = tt-tt^ + TT^TT^^ i f i + j + k + 1 
Proof. By 1.4.2 we have, 
(g7r^.g7rj)7rk = gT^i^-S^j^k ^i+j+k+2 (g) 
1.4.4 TT. p(x)7r. = sr^  X ( x i f i + j + 2 ^ c . 
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Proof. We have 
g7r-p(x)7rj = g7ri(X(x-^)4 X(x-Mp(x))7r^ (by 1 . 3 . 2 ) 
= g7r.X(x~^)7rjg7r.X(x~^)p(x)7rj nod Tgi+j+s (g) 
(by 1 . 4 . 2 ) 
= g7r^X(x"^)7rj nod rj^+j+3 ( & ) 
1 .5 SOME DEFINITIONS AND LEMJJAS. 
An eleaent x € G is called an nth left Engel elenent if 
p ° ( x ) = 0 . [ It nay be noted that for any x € G , p " ( x ) = 0 
and = 0 are equivalent. Defining gw(x) = g^ , by 
1 . 2 . 5 it follows that p ( x ) = X (x "L )w(x ) and since by 1 . 2 . 4 
= [x-l^g'^ , it follows that X(x-l)w(x) = w(x)X(x-l) . 
Thus p'^(x) = (X (x-l)w(x) ) ° = X° (x-l)w(x" ) , so that if 
p'^(x) = 0 we have X " ( x " ^ ) = 0 and conversely. BAER [1] , 
HEINEKEN [ 13] and sone others use " X " ( x ) = 0" as the definition 
of nth left Engel elenent.] A group G is said to satisfy 
the nth Engel condition: if p'^(x) = 0 for all x e G 
(and hence equivalently X " ( x ) = 0 for all x e G) ; and we say 
that G is an E^-group. 
A group is called n-netabelian if every subgroup with 
n (or fewer) generators is netabelian. Obviously every 
4-aetabelian group is netabelian. NEUMANN [19] has shown the 
existence of 2-aetabelian groups which are not 3-aetabelian 
groups; and 3-netabelian groups which are not netabelian. 
Also we have the following lennas: 
Lenaa 1 . 5 . 1 ( H I G M N [ 1 4 ] ) A group is 2-netabelian if 
and only if it satisfies the law [ [x,y ], = 1 . 
Lenna 1 .5 .2 (MCDONALD [18]) A group is 3-netabelian 
if and only if it satisfies the law [[x,y] ,[x ,z]] = 1 . 
Leaaa 1 .5 . 3 (lIEINEKEN [13]) An Eg-group is 2-aetabelian. 
Lenpa 1.5 .4 An elenent x e G is a 2nd left Engel 
elenent of G if and only if the noraal closure of x in G , 
is abelian. 
(This lenna has been recorded in [3] without proof. 
However the proof is straight forward.) 
A particular case of a theoren of BAEF; [1], is the 
following lenna: 
Lenna 1 .5 .5 . If x is a left Engel elenent of a 
* 
finite group G then x is contained in the Fitting subgroup 
of G . 
* 
The Fitting subgroup is the naxinal nornal nilpotent 
subgroup of G . 
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Soae very elenentary facts fron the nunber theory will 
be required in Chapter II. Let n,n be positive integers 
and denote by ind^n , respectively, the least positive 
solution X , if such a solution exists, of the congruence 
n^ = 1 (nod ci) , n^ = -1 (nod a) 
Then wo have the following lenna: 
Lenna 1.5.6 If D,n are relatively prine integers 
(clearly a necessary condition for the existence of ind^n and 
ind*n and also sufficient for the existence of ind^^n) , then 
(i) if ind*n exists then ind n is even, and ^ n n 
* 
in fact ind n = 2 ind n ; n n 
/ \ * * (ii) if ind -n exists and is even, then ind n exists and ^ n ta 
is equal to ind^-n 
(iii) if in4^-n exists and is odd, then ind^~n = ind^n , 
* 
and ind n does not exist. n 
Proof. We sinplify the notation by putting ind^n = r , 
ind*n = s and ind*-n = t . We first renark that if 1 n n 
(nod a) then x is a nultiple of r ; and if n^= -1 (nod n) 
then X is an odd nultiple of s . To prove (i), we assune 
that s exists. Then 
n^® = 1 (nod n) , hence r/2s . 
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Also 
= -1 (nod D) , hence r - s 
is an odd aultiple of s , that is to say 2s/r . It follows that 
r = 2s , as clained. 
To prove (ii) we assune that t exists and is even. Then 
-1 = (-n)^ = n^ (nod n) , hence s exists and t is an odd 
nultiple of s ; as t is even, s is also even, and so 
-1 = n® = (-n)® (nod n) . 
By the niniaality of s and t we have s = t , as clained, 
To prove (iii) we assune that t exists and is odd. 
Then 
n"^  = -(-n)"*^  = 1 (nod n) , 
hence t is a nultiple of r , hence by (i) s does not exist; 
noreover 
(-n)^ = -n^ = -1 (nod n) , 
hence by the nininality of r and t , we have r = t , and 
the lenna is proved. 
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C H A P T E R II 
THE COMMUTATION SMICBEtOUPS OF DIHEDRAL GROUPS 
INTRODUCTION 
It was shown on page x that p(Dg)"^A(Dg) . In this 
Chapter we continue the study of coanutation senigroups of 
dihedral groups in general. We give criteria of isonorphisn and 
of proper inclusion of these senigroups, 
PRELBIINARIES 
Let n = be a fixed positive integer where n is odd 
and r ^ 0 . Let G be the dihedral group of order 2n 
given as : 
(1) G = gp[a,b/b" = 1 , a^ = 1 , aba = b"^} . 
Each elenent of G can be uniquely written as b^ or ab^^ 
for sone integer k , Let N denote the set of all residue 
classes aodulo n . For each pair of elenents i,j £ N , 
define a napping n(i,j) of G into itself as follows: 
(2) b V ( i j ) = b^i , a b ^ ( i j ) = b^i-^j . 
If ii(i,j) =ii(i',j') , then by ( 2 ) we have 
b^i = b ^ i ' a n d b^i-^J = , 
so that 
i = i' (nod n) and j = j' (nod n) 
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Thus we have 
(3) = |i(i',j') if and only if i = i' and 
j = j ' . 
Also since 
and 
it follows that 
(4) ^a(i,j)^(i^j') = n(ii',ji') . 
With the nultiplication given by (4) we observe that 
L 
= n(ii'i",ji'i") 
Thus the set, say S , of all nappings |j.(i,j) forn a 
senigroup. 
Now, since 
b'^p(b-J) = 1 = b® 
and 
ab 
- 1 2 -
we have from (2) that 
(5) p(b-J) = ^(0,-2j) . 
Further, since 
b^p(ab-J) = b-\J(ab\)b-J = 
and 
ab^p(ab-J) = b-^(abJaab^^a)b-J = b'^^-^J , 
we have from (2) that 
(6) p(a.b-J) = ^i(-2,-2j) . 
From (5) and (p) it follows that 
(7) F(G) is a sub seaigroup of the seaigroup S and it 
consists of all eleaents of the forn |j.( j) and 
0 D 
^((-2) ,(-2) j) , where I (by (3) and (4)) . On the 
other hand since 
b'^(b-j) = 1 = bO 
and 
ab'^X(b-j) = bJb-k(ab-ja)b^ = b^-^^j ^ 
we have from (2) that 
(8) X(b-J) = n(0,2j) . 
Further, since 
- 13 -
and 
a b \ ( a b - j ) = b J ( a b - \ a b - J a ) b ^ = b^^^^j ^ 
we have f ron ( 2 ) that 
(9) X ( A B - J ) = ii{2,2j) . 
Froa ( s ) and ( o ) i t f o l lows that 
( 1 0 ) A ( G ) is a subsenigroup of the senigroup S and 
i t c ons i s t s of a l l elements of the form ia(0,2'^j) and 
11(2"^,2'^j) , where -t ^ 1 (by ( s ) and ( 4 ) ) . 
Now l e t denote the set of a l l elements of 
P ( G ) ( A ( G ) ) which are of the form t i ( 0 , ( - 2 ) j ) (^ (0 ,2 j ) ) ; 
and l e t P^ = (A^ = A(G)\A^) . Since 
i t f o l l ows that 
(11) P i = Ai . 
For each i = 1 , 2 , . . , , l e t denote the set of a l l elements 
^ ( • ) 
^ ( ( _ 2 ) i , ( - 2 ) i j ) of F g where j = l , 2 . . . ; and l e t A^^^ 
denote the corresponding set of a l l elements of A^ 
where j = l , 2 , . . . . By ( s ) , ( - 2 ( - 2 ) ^ j ) = H ( ( -2 ) \ ( - 2 j ' ) 
implies that (mod n) , which gives j ' = j + 
(where = 1 i f i ^ r ) and conversely . S imi lar ly 
ia(2^,2^j) implies that j ' and conversely . 
ra 
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Thus we have 
(12) IP^'^I = lA^i) ^ 2 2 
where 2^ ^ = 1 i f i ^ r . 
If ~ ® i . e . i f s is the least pos i t ive integer such 
that ( -2)® = 1 (nod n) , then (-2) ' " '® = ( - 2 ) ' ' (mod 2''ni) . 
Thus by ( s ) we have 
so that 
p ( r ) _ 0 (r^s) 
2 ~ ' 2 
Hence we have the fo l lowing d i s j o i n t part i t ion of ) • 2 ' 
(13) Pg = P^'^ U U . . . U p ( - ^ - l ) 
where s = ind - 2 and r ^ 2 ; m 
and when r = 0 or 1 , as a special case we have the fol lowing 
par t i t i on of P^ • 
(13)* Pg = U 
Similarly i f ind^2 = t i . e . i f t is the least pos i t ive 
integer such that 2"^  = 1 (nod n) , then 2^ (mod 2'"m) . 
Thus by ( s ) we have 
so that 
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A ( r ) . ^(r-t) . 
and as before we have the following partition of A^ • 
(14) A = A^l^ U . . . U U A^^^ U U 
2 2 2 2 ' 2 
where t = ind^2 and r ^ 2 ; and when r = 0 or 1 , as a 
special case we have the following partition of A^ : 
( I 4 f A^ 2 
U A 
(t) 
From ( 1 2 ) , ( 1 3 ) , (isf , ( l 4 ) , (14^* it follows that 
(15) P. 
„r-i 
Z. 1 2 ra + ms 1=1 
when r ^ 2 
= as when r = 0 , 1 
and 
A. 2^-^n -H mt 
i=l 
= nt 
when r ^ 2 , 
when r = 0 . 1 
From ( l l ) and ( is ) it follows that 
( IP ) If P(g) = a (g ) | then 
ind 2 = ind -2 . 
ci n 
Now we can prove the following theorem 
THEORFN^ 2 . 1 Let n = 2^a be a fixed positive integer and 
let G be the dihedral group of order 2n ; then f ( g ) = A(g) 
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if and only if indpg = 0 (mod 4 ) for each prime divisor p 
of a . 
Proof. Let R| be an isoaorphisni of p { G ) onto A (G ) , 
If m = 1 , there is nothing to prove. Let ra > 1 and let 
T denote the subset of N (the set of all residue classes 
nodulo n) with elements of the form 2j . 
Since by ( 2 ) 
b V ( 0 , 0 ) ^ b® = 1 and a b V ( o , o ) = b^ = 1 , 
it follows that 
|a(0,0)Ti = |a(0,0) 
(since M.(O,O) is the zero element of P ( G ) and A(G) ) . 
Also since for all i , (-2)^ , (-2)^ j )|i(u,v) = ^i(0,0) 
implies by (2) that |i((-2)^u, (-2)^ ju) = ^i(o,o) , we have by 
( 3 ) that u = 0 . Thus the equation p(G)(I(u,v) = |J.(O,O) is 
satisfied precisely when u = O y j . Further since by {'() ( ( lo ) ) 
N ( i , j ) € P ( G ) (A(G)) implies that i , j € T , we have 
(17) |i(0,v)Ti = (I(O,0(V)) 
for some permutation 0 of T . 
Suppose ^(-2,0)t] = kL(c,e) , then by ( l o ) c = 2 
for some -t ; and for all t = 1 , 2 , . . . , (i 
^(-2,0)ti = n (c ,e ) 
Thus 
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gives in turn 
= n(o,e(v))n(c't,ec^-^) by (4) ; 
And in particular, since Q is 1 - 1 , we have for all 
t = 1,2,..., that the equations 
(l8) ((-2)^-l)x = 0 and (c^ - l)x = 0 
have the saae nuaber of solutions x e T . Further since 
M.(-2,O)T) = |J(c,E) , both [I(-2,o) and M.(c,e) generate cyclic 
/ \ I* / xT'^ S 
subseaigroups of the sarae order ; in other words (-2) = (-2) 
(nod n) if and only if c'^  = c^^® (mod n) and equivalently 
ind -2 = ind c . By (l6) we also have ind -2 = ind 2 , so 
a n n a 
that = hence 2 is a power of c . But c 
is already a power of 2 , so that c = 2 (nod n) . Thus fron 
(is) we have that the equations 
(19) ((-2)^- l)x = 0 and (2^ - 1)x = 0 
have the sane nunber of solutions x e T . 
Let d^ = ((-2)^ - l,n) and d^ = (2^ - l,n) , then the 
number of solutions of the equations (it)) are ^ d^ and d^ 
respectively, where s = ^ or 1 according as n is even or odd. 
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In p a r t i c u l a r , when t is odd we have d^ = (2^ + l , n ) and 
d^ = (2^ - l , n ) , so that 
(20) ( 2 ^ - M , n ) = ( 2 ^ - l , n ) = - I ,n) = 1 
f o r a l l n o s i t i v e odd integers t . 
Now l e t 1 p be a pr iae d iv i sor of n . If ind 2 sjt. 0 
(nod 4 ) , there i s an odd or twice-an-odd p o s i t i v e integer s 
such that 2 ^ - 1 = 0 (nod p ) and a lso s ince n = 0 (nod p) , 
we have (2^ - l , n ) = 0 (nod p ) which is contrary to (20) 
s ince p ^ 1 . This conpletes the proof of the f i r s t part of the 
Theoren 2 .1 . 
Conversely suppose that indp2 = 0 (nod 4 ) f o r each prine 
d i v i s o r p of n , then we shal l prove that P ( g ) = ^ g ) . 
Let 0 f k e N (the set of a l l residue c lasses nodulo n) 
and l e t d = (k ,n) . 
If d < n , the residue c lasses nodulo n/d which are 
prine to n/d forn a n u l t i p l i c a t i v e group H of order <I)(n/d) , 
the Euler ' s funct ion of n/d . Let C and C denote the 
' 1 2 
c y c l i c subgroups of H generated by 2 and - 2 respect ive ly . 
Since 0 (nod 4 ) , we have in part icular ind^ = f o r 
each prine d iv i so r p of n , Thus C^  and C^ are of the sane 
even order. Clearly either C^  = C^ or e lse C^C^ = C^ U - 4C^ 
= C^ U - ^Cg ; and in the later case i f ( s ^ ( = 1 ) , s ^ , , . . , s ^ } i s 
a set of coset representatives of C^C^ in H , then 
- 19 -
, -4s, , , . , . , -4s ] is a set of coaaon i 2 q 1 2 q 
coset representatives of C^  and Cg in H , In either of the cases 
there is a set, say M , of connon coset representatives of 
C^  and C^  in H . Thus k can be written as , 
(21) k = = 
for sone ^ ^^  ' ^^ '^ 2' 2^ uniquely 
deterained; and ^^ ^ either both even or both odd 
(because if one of theo^ say t^ , is even then 2 "^ 2 ~ 
and hence t^ = tg , '^ l ~ ' 
Now we define, for each k e N , integers a(k),p(k) 6N 
as follows: 
(22) ( i ) a(o) = p(o) = 0 ; 
( i i ) a(k) = p(k) = (-l)^k if d = n and k ^ 0 , 
where t is the largest power of 2 dividing k 
(Thus a(_k) = ^(-k) = -(-l)^k = -a(k) = -3(k)) ; 
"t^  t2 
( i i i ) Q(k) = (-1) k and ^(k) = ( - l ) k 
if d < n and k f 0 
wh ere are given by (21) 
(Thus a(-k) = = -a(k) and p(-k) = - ( - l ) \ = -3(k)) , 
Fron (22) ( i i ) and ( i i i ) we have, 
(23) a( l ) = p(l) = 1 
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and 
(24) j Q)(k) = Cd(k') if and only if k = k' 
[^(k) = p(k') 
V/hen d = n , by 22 (ii) , a{{-2)\) = (-1 = 
.2 k where t is the largest power of 2 dividing 
k . Thus a((-2rk) = (-1)" 
2 k = 2 a(k) . Siailarly when 
d = a we have p{-2)\) = 2'^ p,(k) . 
When d < a , by 22 (iii) , 
where t^  is given by ( 2 1 ) . Also by 22 (iii) , 
p((_2)\) = i-lfpi2\) = ^ ( . i ) V k = 2'^p(k) where t^ is given by (21). Thus we have shown that 
(25 ) a ((-2)\) = 2'^a(k) and ^{i-2fk) = 2 ^ ^ . 
Finally when d = n , by 22 (ii) we have 
a(p(k)) =p(a(k)) =a(a(k)) =a((-l)\) = (-l)^a(k) = (-i)^(-i)\ 
= = k where t is the largest power of 2 dividing k . 
And when d < n , by 22 (iii) we have, 
to to , , t2 , ,ti ^ ,ti+t2 
a(p(k)) =a((-l) \ ) = (-1) Q^k) = (-1) .(-l)k = (-l) k = k 
(since by ( 2 1 ) , t^ + t^ is even) . Also 
p(a(k)) = P((-l)^'k) = (-l)'^ fe(k) = (-i)'\(-i)% 
= = k . Thus we have shown that, 
(26) Q;0(k)) = 3(a(k)) = k . 
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Now we can prove the isonorphisn of H(G) and A(G) as follows: 
We define nappings T)^  and T]^  of F(G) into A(G) and 
A (G ) into r ( G ) respectively as 
(27) |i(u,v)ti^ = ^ ( a ( u ) , a ( v ) ) 
^ ( u . v h g = n ( p ( u ) , p ( v ) ) . 
By ( 23 ) , (24) and (25 ) , both T) and t] are well defined nappings 
and by (26) both Tj^  and T)^  are inverses of one another, since 
^l(u,v)^l^Tl2 = n(a(u),a(v))T)2 = ^l(^(a(u)) , 3 ( a ( v ) ) ) = ia(u,v) 
= |a(a(3(u))),Q;(p(v))) = ^L(^(u),^(v))Tl^ = . Thus to show 
that ^ ( G ) and A(G) are isoaorphie , .. it is sufficient to 
show that T)^  is a hoaonorphic napping. An arbitrary elenent 
of P ( G ) has the forn (-2)^, (-2 ) or |A(o,(-2)^j) by ( T ) . 
Also , , , , 
= n ( 2 ^ a ( l ) , 2 V . i ) ) (by ( 25 ) ) 
= ^ i ( 2 k , 2 M j ) ) (by ( 23 ) ) ; 
and 
= ^i (a (0 ) ,aC-2)^ ) ) = i a ( 0 , 2 V j ) ) 
(by 2 2 ( i ) ) . 
Thus we have 
(28) = ^ ( 2 ^ 2 ^ a ( 3 ) ) 
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Now 
= (by ( 4 ) ) 
= ( b y ( 2 8 ) ) 
= t ^ ( 2 ' ' , 2 M j ) ) n ( 2 ' ^ ' , 2 ' ' ' a ( j ' ) ) ( b y ( 4 ) ) 
and 
1 
= (by ( 4 ) ) 
= (by ( 2 8 ) ) 
= n ( 0 , 2 ' ^ " a ( j " ) ) ^ ( 2 ^ , 2 V j ) (by ( 4 ) ) . 
Thus i t f o l l o w s t h a t t]^ i s a hononorphisa and hence an 
i s o n o r p h i s n of P(g ) onto A ( g ) . This c o a p l e t e s t h e 
p r o o f of t h e Theoren 2 . 1 . 
Next we p r o v e t h e f o l l o w i n g t h e o r e n . 
THEORB! 2 . 2 Let n = 2^ n be a f i x e d p o s i t i v e i n t e g e r 
where c i s odd and r = 0 , 1 . Let G be t h e d i h e d r a l group 
of o r d e r 2n . Then 
( i ) i f i s even t h e n r ( G ) = a ( g ) ; 
( i i ) i f indj^-2 i s even then ( g ) = a ( g ) . 
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/ \ * Proof of (x). Let = s , then, by hypothesis s 
is the least positive even integer such that = -1 (nod n) . 
Thus 2 = -2 (aod a) and hence equivalently 2 (nod n) 
(since s + 1 is odd). Thus if r = 0 or 1 then 
= -2 (nod n) and (-2)®"^^ = 2 (nod n) . Now by (s) , 
Hence by (T) and ( l o ) it follows that each element of P(G) is 
contained in A(G) and conversely. Thus P(G) = A(G) , 
* 
Proof of (ii). Let ind^-2 = s , then, by hypothesis, 
s is the least positive even integer such that (-2)® = -1 
(nod n) . Thus 2^ = -1 (nod n) which gives = -2 (nod n) 
and (-2)"-'^ ^  2 (nod n) (since s + 1 is odd). Thus the 
proof follows as before. 
We use Theoren 2.2 to prove the following Theorem: 
THEOREi 2.3. Let n = 2^n be a positive integer where 
n is odd and r ^ 0 ; and let G be the dihedral grt)up of 
order 2n . Then 
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(i) if r = 0 or 1 , P ( g ) c a ( g) if and only if 
* 
indj^ 2 is odd ; 
(ii) if r = 0 or 1 , a ( g ) c f ( g ) if and only if 
ind 2 is odd ; and 
(iii) if r > 1 , the proper inclusion of connutation 
semigroups does not hold. 
Proof of (i). Let F ( g ) e A(g) . Then since 
^i(-2,0) e P ( g ) c a ( g) , it follows by ( s ) and (lO), that 
^(-2,0) = M.(2 ,o) for sone integer -t . Thus by ( s ) again 
2"^  = -2 (nod n) and hence = -1 (nod n) . Whence, firstly 
* / \ ind^2 exists and secondly it is odd by Theoren 2,2 (i; 
(since r = 0 or 1 and since the inclusion is proper). 
Conversely, if ind 2 is odd, then there is a least n 
positive odd integer s such that 2® = -1 (nod m) and hence 
= -2 (nod n) , since r = 0 or 1 . Now 
and 
inply by ( t) and (lO); that r ( G ) c A(g) , Thus to show that 
the inclusion is proper it is sufficient to show that 
n(2,0)(eA(G)) is not in f (g) . Suppose |i(2,o) e P ( g ) , 
then by (s) and (?) it follows that 1^ (2,o) = l^ ((-2) ,o) for 
sone ^ and again by (3) it follows that ( - 2 ) = 2 (mod n) 
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and hence (-2) = -1 (nod n) ; which gives that ind -2 
n 
is neaningful which is a contradiction by Lemna l.S.f' ( i i ) and 
( i i i ) . 
Proof of ( i i ) . Let A(G) E P(G) , then ( A ( 2 , 0 ) E A ( G ) 
inplies that ^ ( 2 , O ) E P (G) and as before ^L(2,O) = 
( (-2)^,0) 
-t Ji -I 
for sone t . Thus (-2) = 2 (nod n) gives (-2) = -1 
(nod n) . \Vhence, firstly ind -2 exists and secondly by 
* 
J 
n 
Theoren 2 .2 ( i i ) it is odd (since r = 0 or 1 and since the 
inclusion is proper). Thus there is an odd positive integer 
s such that (-2)^ = -1 (nod n) , so that 2® = 1 (nod n) 
(since s is odd). Hence is odd, since it divides s . 
Conversely, if i^id^S is odd then for a least positive odd 
integer s , 2® = 1 (raod n) . Thus = 2 (nod n) and 
hence ^ 2 (nod n) , since s is odd. Thus if 
r = 0 or 1 we have (-2)^^^ = 2 (nod n) which gives by (s) that 
and 
and by (T) and (lo) it follows that A(G) C P(G) . Thus to 
show that the inclusion is proper it is sufficient to show that 
^ (-2 ,0 ) (6R(G) ) is not in A(G) . Suppose ^(-2,0) e A(G) . 
0 
Then as before it follows that n(-2,o) = |a(2 ,o) for sone I , 
which gives that 2 = -2 (nod ra) and further that 
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R.-^! / \ * 2 = -1 (aod n ; . Thus ind 2 is neaningful which is a 
tn 
contradiction by Lema 1 . 5 . 6 ( i ) . 
Proof of ( i i i ) . Since n = 2^n , if r > 1 then 
( - 2 ) V 2 (nod 2^n) and 2^ ^ -2 (nod 2^n) for any t . 
Hence in particular we have sinultaneowr.ly |j.(2,o) P ( G ) 
and L^(-2,0) i A(G) . This coapletes the proof of the 
Theorea 2 . 3 . 
Repark. With the nethods used in this chapter we could 
possibly cover aore wider class of groups narjely, the netacyclic 
groups; but as it becoaes too involved we do not attenpt it 
here. 
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C H A P T E R III 
THE COMIUTATION NEAR-RINGS OF A GROUP 
INTRODUCTION. 
By definition of M(G) each element of it is a certain 
word in P's and X's . Since X(x) = p(x + p(x ^)p(x) 
(by 1 .3 .3 ) , each such word nay be written in terns of p's 
only. Consequently the algebraic systea E(G) , generated by 
all nappings p(x) and closed with respect to the operations of 
addition and nultiplication, is also closed with respect to 
subtraction and it coincides with the near-ring M(G) . On 
the other hand there exists a group G such that the algebraic 
systen L(G) , generated by all nappings X(x) , is not closed 
with respect to subtraction and hence fails to be a near-ring; 
but if for a particular group G , L(G) is also a near-ring 
then it coincides with M(G) (Theoren 3.2) , We next turn to 
the problens: When does M(G) forn a ring? and when is 
nultiplication in M(G) connutative? The necessary and 
sufficient conditions for M(G) to be a ring is that G be <x 
3-aetabelian group (Theoren 3.4); and the necessary and sufficient 
condition for nultiplication in M(G) to be connutative is that 
G be nilpotent of class 2 (Theoren 3 .5) . 
LENGTH OF A WORD. 
To simplify the argunents we introduce the notion of 
"length" of a word N of M(G) . We define the length 
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recursively as follows: The words of the fern p (x ) ,X (x ) , . . . 
are of length 1 ; and if [i. and p... are words of length 
1 J 
i and j respectively, then (i, + \i, and . p.. are both 
1 J 1 J 
of length i + j . Thus an elenent of M(G) nay have several 
representations as words and hence several lengths (each for each 
word). 
Next we prove the following lenaaj 
Lenaa 3.1 Each elenent of M(G) has a represeniatinn N? 
a word of the forn S~0!(a.) or 2 , where 
a(a^) e (p(a^) ,X(a^)) , e^ c H(G)^'and "Z" denotes a finite sum. 
Proof. The proof is by induction on the length of a 
word in M(G) . For words of length 1 , the result is given. 
Let k be a fixed positive integer and suppose that the result 
is true for all words of length less than or equal to k , Let 
'^k+1 ^ word of length k + 1 . If ~ '^ k ^ ^k ' 
then, since kj^,k2 ^ k , by induction hypothesis is of 
the required kind. If l-i, = [i, then by induction hypothesis 
^ k+1 kx k2 
(by left distributivity) and the inductive step is proved. 
A consequence of the proof of the above lenma is the 
following corollary; 
Corollary 3 .1 .1 Each elenent of L(G) has a representation 
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as a word of the forn Z X(a.) or Z d.Xia.) where 9. € L(G) 
1 1 1 1 = 
THE ALGEBRAIC S Y S T M L(G). 
We prove the following theoreni 
THEOREK^ 3.2 There exists a group G such that L(G) 
is not a sub near-ring of N(G) ; and if, for a particular 
group G , L(G) is also a eub near-ring of H(G) , then 
L(G) = R(G)* . 
Proof. Let G be the infinite dihedral group generated 
by a and b , b inducing the inverting autoDorphiso on (a) . 
The proof consists in showing that X(b) has no additive inverse 
in L(G) . Let i be an arbitrary elenent of L(G) and let 
i be a non-negative integer. If ^ is of length 1 then 
a^^ = = 1 or a^^ = a^X(a^b) = a^X(b) = = eF^ ', 
thus ^ naps a^ to a non-negative power of a . Suppose every 
word in L(G) of length less than or equal to n naps a^ to 
a non-negative power of a and let ^ be of length n + 1 . 
Then if then = and by induction 
hypothesis both ^^ Sg non-negative powers of a 
and hence so is a^^ . If ^ = ii.i2 ^^^ = ~ ^^ 
= a^ (by induction hypothesis) where i',i" are non-negative 
* 
V/e recall that N(G) is the near-ring of all mappings 
of G into G . 
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integers. Thus we have shown that each elenent of L(G) naps 
a^ to a non-negative power of a . Now if | is an 
additive inverse of X(b) , then, since ai = a^ for sone 
non-negative integer j , we have 1 = al.aX(b) = a^[b,a] = 
a^a'^.a = a^ "^ ^ ; which is a contradiction since {a} is an 
infinite cycle. 
Now suppose for a particular group G that L(G) is a 
near-ring. By 1.3.3, 
X(a) = p(a"^) + p(a"^)p(a) € R(G) 
so that L(G) C= R(G) . To prove the second part of the theorem 
it is sufficient to show that p(a) e L(G) for all a e G . 
Since L(G) is a near-ring, there exists an elenent E L(G) 
such that g^^  + X(a"^)X(a) = 0 . Thus we have 
p(a) = X(a~^) + X(a~^)p(a) (by 1.3.2) 
= X(a"^) + (la +x(a'^)x(a)) + X(a"^)p(a) 
= X(a"^) + la + X(a"^)(X(a) + p(a)) 
X(a + la E L(G) . 
Since the choice of a is arbitrary we have the required result. 
^Vhile a cooplete characterization of groups for which 
L(G) is a near-ring is not known, we prove the following theorea: 
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THEOREM 3.3 For any group G in the following classes 
of groups, L(G) is a sub near-ring of N(G) : 
(a) E , The groups all of whose elements are left Engel 
elenents, 
, have finite eKjjcneAt n 
(b) D : The groups whose derived groups ai^-periodic. 
Proof. The proof consists in showing that for any group 
G e E U D , the elenents of L(G) have their additive inverses 
in L(G) . 
Let G e E and let | be an arbitrary element of L(G) . 
By corollary 3.1.1, I = Z 8 X(a ) (© € L(G) or 0 is a 
i=l i i i = i 
unit eleaent). Since a. is a left Engel element, there 
^ - 1 
exists an integer a^ such that > (a^ ) = 0 (see page 6). 
Now,, s ioc e i.by 1.3.2) 
p(a^) = X(aT^) + X(aT^)p(a^) 
= X(a:^) + X(a:^)(X(a-.Vx(a:^)p(a.)) 
1 1 1 1 1 
ni_l j _i ni _i Hi _i 
= . . . = S X (a ) + X (a ) + X (a )p(a ) 
j=l i i i i 
i . - l . 
we have 
nj^-l j _i 
0 = X(a ) + p(a.) = X(a.) + E X (a. ) 
1 1 1 . , 1 
"i-l i _i 
= 0 X(a ) + 0 (l X (a )) 
i i i j=l i 
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= E^ 0 X(a ) 0 
i=l i i i=l i j=l i 
k , i , -1 , , 
= I + E 0 (Z X (a ) ) 
i=l i j=l i 
Thus i has an additive inverse in L(G) . 
Next let G e D and let | = E. 0 .X (a . ) be an arbitrary 
i=l 1 1 
element of L(G) . Now since 
0 = n X(a ) = X(a ) + (n - l ) x(a.) i 1 1 4 1 
= 0.X(a.) + (n^ - 1)0.X(a.) 
1 1 4 1 1 
= E^  ' 0 X(a.) + E^' (n - l)0X(a.) 
1=1 1 1 1=1 4 ^ ^ 
= I + E^  (n. - 1)0 X(a.) , 
1=1 % 1 1 
we have the required result. 
CRITERION FOR M(G) TO BE A RING. 
We prove the following theorea: 
THEOREM 3.4 The coaautation near-ring M(G) is a ring 
if and only if G is a 3-netabelian group. 
Proof. By Lema 1 .5 ,2 , G is 3-aetabelian if and only if 
p(a) + p(b) + X(a) + X(b) = 0 for all a,b € G , Now if M(G) 
is a ring then in particular p(b) + X(a) = X(a) + p ( b ) and 
hence 
p(a) + p(b) + X(a) + X(b) = p(a) + X(a) + p(b) + X(b) = 0 ; 
(by 1 . 3 . 1 ) 
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and it follows that G is 3-aetabelian. Therefore it reaains 
to prove, conversely, that if p(a) + p(b) + X(a) + X(b) = 0 
then 0 + 6 = 9 + 9 and (0 + 9 )d = 0 ^ 0 0 for all 
1 2 2 1 1 2 3 1 5 2 3 
9 ,9 ,0 e M(G) . The proof requires the following three 
1 2 3 ~ 
1 emas: 
Leana 3.4.1 If G is a 3-Detabelian group then in M(G) , 
P(a,n) : a(x ) + n" ^(y ) = n" p(y ) + a{x ) 
i=l i j=l j j=l j i=l i 
where a(x^) e , pCy^) e {p(yj)ACYj)} and n,n 
are positive integers. 
Proof. The proof is by induction on n and n . It 
follows by an easy application of 1.3.1 that P(l ,l ) is true. 
Suppose P(n,n) is true for given a,n . Then replacing 
y in P(a,n) by y y gives 
n n n+1 
(1) e^ = V ^ ^ n V l ^ ^ ^ ' 
where 0^ = a (x . ) and 0^ = f3(y^) . If in 
P(n,n) , p(y^) = p(y^) , then froa (l) we get by 1.3.4 and 
by left distributivity, 
0 + 0 p(y ) + 0 p(y ) + 0^p(y )p(y ) 
1 2 n+1 2 n 2 n n+1 
= 0 p(y ) +0 p(y ) + 0 p(y )p(y ) + 9, > 
2 n+1 2 n 2 n n+1 1 
which by induction hypothesis gives 
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(2) Sj . W K J - ^ • 
If in P(a,n) , p(y^) = , then fron (l) we get by 
1.3.5 and by left distributivity, 
which again by induction hypothesis gives 
Fron (2) and (3) we get 
(4) 0 + 0 B(y )p(y ) = 0 s(y )p(y ) + 0^ . 
1 2 n n+1 2 n n+1 1 
Now adding ) x ( y on the right and on the left of both 
2 n n+1 
sides of (4), and using left distributivity and 1.3.1 we get 
(5) Si + = 
Now (5) together with (4) gives, 
(6) 0 + 0 3(y )3(y ) = 0 3(y ),3(y ) + 0 , 
1 2 n n+1 2 n n+1 1 
where e MY^^^) ) • 
Thus we have shown that P(a,n) implies P(a,n + l) so 
that by ordinary induction on n it follows that P(l,n) is 
true for all n and by synnetry P(a,l) is true for all n . 
- 35 -
Also for fixed ra we have that P(n,n) is true for all n and 
as a is arbitrary we have proved th« lenna. 
Lemma 3.4.2 If G is a 3-metabelian group then in M(G) , 
where TT. denotes a product in p's and X's and 
Proof. The proof is by induction on n . If n = 1 , 
the result is given. Suppose the result is true for all 
positive integers less than or equal to a fixed integer n , 
Then, 
(E^"^^ TT )a(x) = TT + TT )a(x) 
i=l i i=l i n+1 
(by 1.3.Y) if a(x) =p (x) 
TT a ( x ) - TT + ( E " 7 r , h ( x ) + TT ^ 
n+1 n+1 ui=l 1 n+1 
(by 1.3.8) if a(x) = X(x) 
by induction hypothesis and by lemma 
3.4,1 
n+1 
Thus the inductive step is proved. 
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Lemma 3.4.3 If G is a 3-metabelian group then each 
element of M(G) is expressible as a sum of products in p 's 
and X's i.e. if ^ E M(G) , then 
H = E n a ( x . .) , 
1=1 J=1 IJ 
where a ( x . . ) € {p (x. .) ,X(x. .)} 
Proof. The proof is by induction on the length of a 
word in M(G) . For words of length 1 , the result is 
given. Suppose the result is true for all words of length less 
than or equal to n , Let H , be of length n + 1 , If 
n+1 
'^nj induction hypothesis both [J-J^ ^ and 
are suras of products in p 's and X's and hence is of 
the required form. If = , then by induction iiT" J- X 2 
hypothesis 
L = z . T n . , a ( x . .) 
and 
so that 
= 1 n a ( y ) 
'2^ 
k^ k, ni ^  n 
= , (fe^ n a ( x . )) 
k, n. 
(by Lemma ^ A . 2 used n^^ times) , 
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which is again of the required kind and the inductive step is nroved. 
Now if G is a 3-metabelian group, then by Leramas 3 . 4 . 1 
and 3 . 4 . 3 , it fallows that = 0 2 ^^r all 0 ^ ,0 g ^ M(g) I 
and by Lemmas 3 . 4 . 1 , 3 . 4 . 2 , 3 . 4 . 3 it follows that 
proof of the theorem 3 .4 is complete. 
CRITERION OF COMIUTATIVITY OF M(G) . 
More generally we prove the following theorem! 
THEORM 3.5 The algebraic system R(G) (L (G) ) is commutative 
if and only if G is nilpotent of class 2. 
Proof. If G is nilpotent of class 2 then trivially 
0 = p(x)p(y) = p(y)p(x) and 0 = x (x )x (y ) = X(y)X(x) ; and the 
commutativity of R(G) and L(G) follows. Thus it remains to 
prove, conversely, that each of the identities p(x)p(y) = 
p(y)p(x) and X (x )X (y ) = X (y )X (x ) imply that G is nilpotent 
of class 2 . The proof requires the following (more general) 
1emmas: 
Lemma 3 . 5 . 1 If z is a 2nd left Engel element of a group 
G then ZITT^ + tt^) = where TTj^ jTTg are products in 
p's and X ' s . 
Proof. Since ZTT^  , ZTT^  are contained in the normal closure 
of z , by Lemma 1 . 5 . 4 it follows that [ ZTT-^ , ZT^] = 1 and 
hence the desired result. 
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Lemma 3 . 5 , 2 If z is a 2nd left Engel element of a group 
G then 
(a) if [z , x ,y ] = [ z ,y,x] for some x ,y e G then 
[x-l,y-lz] = 1 ; 
(b ) if [y , [x ,K]] = [ x , [ y , z ] ] for sone x ,y e G , then 
[x-\y-\z] = 1 . 
Proof of ( a ) . We have 
[z ,xy] = [ z , y ] [ z , x ] [ z , x , y ] = [ z , x ] [ z , y ] [ z , y , x ] 
(by Lemma 3 . 5 . 1 and by hypothesis) 
= [z,yx] . • -
Thus we have 
( l ) [z ,xy] = [z,yx] 
Now 
[z,xy] = [z, [ x ~ \ y " M y x ] t y ( l . 2 . l ) 
= [z ,yx][z , 
gives [z , [x~\y~^] = 1 so that [x~\y"^z] = 1 
Proof of (b ) . Since [ y , [ x , z ] ] = [ x , [ y , z j ] is equivalent 
to [x , z , y ] = [y , z , x ] , we have 
[xy,z] = [ x , z ] [ x , z , y ] [ y , z ] = [ y , z ] [ y , z , x ] [ x , z ] 
(by Lenraa 3 , 5 . 1 and by hypothesis) 
= [yx,z] , 
and as before using this we get 
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[xy,z] = [ yx,z] 
which gives = 1 . This coapletes the proof of the 
1emna. 
Now if R(g) is comtnutative, we have in particular 
[x,y,x] = [x,x,y] = 1 so that 1 = [ y,x,x] (byl.2.6) 
= [y,x,x] . Thus every eleaent is 2nd left Engel in G and by 
Leana 3.5.2 (a), G is nilpotent of class 2 . 
Similarly if L(G) is comutative, we have in particular 
[x,[y,x]] = [y,[x,x]] = 1 so that 1 = [y,x,x] . Thus every 
eleaent is 2nd left Engel in G and by Lentaa 3.5.2 (b) , 
G is nilpotent of class 2 . 
Reaark. Let G be a group, such that for a fixed 
z e G and all x,y € G [z,x,y] = [z,y,x] ([y;,[x,z]] = [x,[y,z]]) , 
then replacing y "by z it follows that z is 2nd left Engel 
elenent in G and by Leana 3.5.2 it follows that [z,[x,y]] = 1 , 
G 1 which iaplies 
that [{z^},[x,y]J = 1 , where {z^} is the 
norraal closure of z in G . 
Now suppose conversely that for a fixed z e G and all 
) [x,}^ ] = 1 , then froa 1.2.10 we have 
[y,z,x^] = 1 , 
which gives in turn 
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[z5X,y[y,z]][y,z,x[x,y]] = 1 ; 
G [z,x,y][y,z,x] = 1 (since [z,x],[y,z] e {z }) ; 
[z,x,y] = [x,[y,z]] = (by 1.2.5) 
= [z,y,x] . 
Thus we have [z,x,y] = [z,y,x] which also gives 
and hence [y,[x,z]] = [x,[y,z]] 
Thus during the course of the proof of Theorera 3.5, 
Lema 3.5.2 generalizes a result of LEVIN [17] and it also 
provides a short proof of his Theorem 2.1 (a) while an easy and 
short proof of his Theorea 2.1 (b) is contained in the above 
paragraph. 
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C H A P T E R IV 
THE COMTATION SEMIGROUPS OF NILPOTENT GROUPS 
INTRODUCTION 
The nain result of this chapter is to prove that the 
connutation senigroups of nilpotent groups are not in general 
isonorphic - not even for groups which are both nilpotent and 
netabelian. This is proved by constructing for every n ^ 5 
a netabelian nilpotent group G of class precisely n for 
which P(G) ^ A(G) . However we start by proving that 
these seaigroups are identical if the group is nilpotent of class 
2 and are isonorphic if it is of class 3. For nilpotent groups 
of class 4 we prove that the connutation senigroups have the 
sane cardinality. 
COMIUTATION SEMIGROUPS OF NILPOTENT GROUPS OF CIASS AT MOST 4 
If G is a nilpotent group of class at nost n , then 
P^ = A^ = {0} where p^ = {p(y-)} and A^ = {X ( x )} . We prove 
the following theoren. 
THEORE?/! 4.1 Let G be a nilpotent group of class at nost 
4 , then 
(a) ? (G) = A(G) , if G is of class 2 ; 
(b) R(G) ^ A(G) , if G is of class 3 ; 
and (c) |P(G)I = |A(G) | , if G is of class 4 . 
Proof. Since p(a) = p(b) and X(a"^) = X ( b " ^ ) are 
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both equivalent to ab ^ e Z(G) , there is a unique 1 - 1 
napping of p^ onto A ^ which naps p (a) to Thus 
i+.l .1 = 
Further p(a)p(b) = X(a) + X(a)X(b) + p(a) (by 1.3.6) 
= X(a)X(b) (by 1.4.1 and 1.3.l) 
gives 
4 . 1 . 2 " ^ • 
Also p(a)p(b)p(c) = X(a"Mx(b"^)X(c'^) (by 1.4.4) 
gives 
4.1.5 P ^ = A® . 
Now if p(a) = p(b)p(c) then we have 
p(b)p(c) = X(a~^) + X(a"^)p(b)p(c) (by 1.3.2) 
= X(a~^) + p(a)p(b)p(c) (by 1.4.4) = X(a"^) + p(b)p(c)p(b)p(c) 
= X(a~^) , so that p(a) = p(b)p(c) = X(b)X(c) = X(a"^) . 
Thus 
'+.1.4 r^ n p ^ ^ A^ n A^ 
And if p(a) = p(b)p(c)p(d) then we have 
p(b)p(c)p(d) = X(a"^) + X(a"^)p(b)p(c)p(d) (by 1.3.2) = X(a"^) 
so that 
p(a) = p(b)p(c)p(d) = X(b ^)x(c \)X(d"^) = X(a . 
Thus 
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4 . 1 . 5 p n p ^ = A n A ^ 
1 1 1 1 
Froa ( 4 . 1 . 2 ) and ( 4 . 1 . 3 ) we get 
4 . 1 . 6 p^ n P f = yf n A^ . 
Froa 4 . 1 . 1 to 4 . 1 . 6 the proof of the Theoren 4.1 (c) . 
follows inaediately. Now if G is nilpotent of class 2 , then 
p(a) = X(a~^) +X(a~^)p(a) (by 1 . 3 . 2 ) = X(a"^ ) gives that 
P ( g ) = a ( g ) . And if G is nilpotent of class 3 then 
p(a)p(b) = X(a~^)X(b"^) (by 1 . 4 . 4 ) = p(a"^)p(b"^) (by 4 . 1 . 2 ) 
= X(a)X(b) (by 1 . 4 . 4 ) . Thus the napping p(a)—> X(b~^) 
of p ^ onto A^ extends to an isoaorphisn of P ( g ) onto a ( g ) , 
This coapletes the proof of the theoren. 
CO?.MJTATION SMIGROUPS OF NILPOTENT GROUPS OF CLASS . 
First we prove the following theoren: 
THEORffl.^  4 . 2 There exists a netabelian nilpotent group 
G of class precisely 5 whose connutation senigroups are not 
isonorphic. 
Proof. 
Construction of G: Let A = gp {x^jX^jX^jX^ } be an 
elementary abelian group of order . There exist connuting 
automorphisns a and p of A such that a naps x^ ^ to x^ ^Xg 
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' ' l ^ ' s ' V 4 ' " " 4 " " 4 • 
B o t h C C a n d P a r e o f o r d e r 5 s o t h a t w e c a n t a k e t w o c o n a u t i n g 
e l e n e n t s a a n d b o f o r d e r 5 a n d f o r n a n e x t e n s i o n B o f A 
b y t h e c y c l i c g r o u p s { a } a n d { b } s u c h t h a t a i n d u c e s a a n d 
b i n d u c e s p o n A . T h u s B = g p { A , a , b } h a s t h e f o l l o w i n g 
r e l a t i o n s i n a d d i t i o n t o t h o s e o f A ; 
4 . 2 . 1 a ^ = 1 ; b ^ = 1 ; a ^ = a ; x ^ = x ^ x ^ ; 
X ^ = X x , x ^ = X X , x ^ = X , 
1 1 3 2 2 4 3 3 
b 
X = X 4 4 
C o n s i d e r a n a p p i n g y o f B i n t o i t s e l f n a p p i n g x ^ t o x ^ ; 
X 2 t o X g 5 X g t o x . ^ ; x ^ t o x ^ ; a t o a x ^ ^ a n d b t o 
b X g ^ . C l e a r l y r i s a n o n t o n a p p i n g . T o s h o w t h a t y i s 
a n a u t o n o r p h i s n i t i s s u f f i c i e n t t o s h o w t h a t y p r e s e r v e s t h e 
d e f i n i n g r e l a t i o n s 4 . 2 . 1 o f B ( s e e f o r i n s t a n c e C O X E T E R a n d 
M O S E R [ 4 ] , p . 5 ) . W e h a v e 
( I - 1 ^ 5 5 - 5 r - 1 n l O r - 1 n l O r - 1 i S 
( a y j = ( a x ^ ; = a x ^ [ x ^ , a j [ x ^ , a , a j L x ^ , a , a , a j 
[ x ^ ^ , a , a , a , a ] = , a , a , a , a ] = [ x ^ ^ a , a , a ] = [ x ~ ^ , a , a ] 
= = 1 ( b y 4 . 2 . 1 ) 
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( b r ) ' = ( b x - ^ ^ = . 
[ x - \ b , b , b , b ] = [ x - \ b , b , b , b ] = [ x - ^ b , b , b ] = 1 ( b y 4 . 2 . 1 ) 
- 1 
= = a x ~ ^ [ a ] [ x ^ ^ , b ] ( b y 4 . 2 . l ) 
= a x ^ ^ x g x g x ^ ^ x ^ x g ^ x " ^ ( b y 4 . 2 . 1 ) = ax^^ = ar . 
a x ^ l 
( x _ ) y = ( x . r ) ^ ' = X = X [x , a x ~ ] = x . [ x . , a ] 
1 1 1 i i l 1 1 
So t h a t ( x ^ ) r = ^ i ^ i + i " ^^ i = 1 , 2 , 3 and 
( x ^ ) r = = x ^ T ( b y 4 . 2 . 1 ) . 
F i n a l l y , 
( x ^ ) y = ( x . y ) ^ ^ = X. ^ = X. [x. , b x ^ ] = X. [ x . , b ] . 
1 1 1 2 1 1 
So t h a t (x.)r = x . x . ^ = ( x . x . ) r i f i = 1 , 2 ; 
1 1 1+2 1 1+2 
( x ^ ) r = X = x r and ( x ^ ) t = x = x y . 
3 3 3 4 4 4 
T h u s T i s a n a u t o n o r p h i s n o f B and i s o f o r d e r 5 . We t a k e 
a n e l e n e n t c o f o r d e r 5 and f o r n t h e s p l i t t i n g e x t e n s i o n G 
of B b y t h e c y c l i c g r o u p {c } s u c h t h a t c i n d u c e s y on B . 
T h u s G = g p { B , c } h a s t h e f o l l o w i n g r e l a t i o n S i n a d d i t i o n t o 
t h o s e o f B : 
4 . 2 . 2 c 1 , Xj^  X j , Xg Xg , Xg Xg , 
X^ = X , a^ = a x " ^ , b^ = b x " ^ . 
4 4 1 2 
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The group G we have constructed can be regarded as generated 
by three eleaents a , b and c with the following concmtator 
relations; 
4.2.3 [c,a] = ; [c,b] = x^ ; [a,b] = 1 ; 
[c,a,a] = x^ ; [c,a,b] = x^ ; [c,a,c] = 1 ; 
[c,b,a] = Xg ; [c,b,b] = ; [c,b,c] = 1 ; 
[c,a,a,a] = Xg ; [c,a,a,a,a] = x^ ; [c,a,b,b] = 1 ; 
The following properties of G are innediate : 
4.2.4 (a) G is of order ; 
(b) G is metabelian ; 
(c) G is nilpotent of class precisely 5 . 
Any elenent g e G can be written as : 
4.2.5 g = a V c ^ , 
Where u,v,w = 0,1,2,3,4 ; and 
^1^2 3 4 ' 
where i, j, = 0, 1, 2, 3, 4 . 
Non-isonorphisn of P(G) and A(G) : 
We shall require the following lennas, 
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Leaaa 4.2.6 (i) p(x.)p(a) = for i =1,2,3 ; 
(ii) p(c)p(a) = p(x^) ; 
(iii) p(a)p(a) = p(b) . 
Proof of (i) 
gp(x )p(a) = [g,x. ,a3 = ,a] (by 4.2.5) 
i 1 1 
= [a^b^x-.a] (since c ^ e C(G')) = [ a V , [x. ,a] ] (by 1.2.15) 
= (by 4.2.1) = = gp(x.^^). 
Proof of (ii) 
gp(c)p(a) = [ a V c \ , c , a ] = [aV,c,a] = [aV,[c,a]] 
r U V -, r U, V W T / \ 
= [a b = [a b c z,x^] = gp(x^) . 
Proof of (iii). 
@3(a)p(a) = [g,a,a] = [aVc^z,a,a] = [c''z,a,a] 
= = [c^a,a][xj,a,a][x^,a,a][x^,a,a] 
[x'^,a,a] (by 1.2.14 (ii)) = [ c ,a ,a f[ x^ ,a ,a] Xg ,a ,a] 
4 
[X3,a,a]^x^,a,a]^ (by 1.2 .14( i)) 
= [c,b f[x^,b]i[x2,b]J[x3,b]^x^,b]^ (by 4.2.3) 
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Since G is netabelian, by Theoren 3.4, M(G) is a ring 
of characteristic 5 and in the following lenms we shall 
carry out our calculations in M(G) : 
Lenaa 4 , 2 . 7 
p(ac^xjxpp(a) = p ( b x V x p , 
where i , j , k = 0 , 1 , 2 , 3 , 4 . 
Proof. We have, 
p(ac^xjx2)p(a) 
= (p(a) + p (c ' ) + + p(x^))p(a) (by 1 .3 .11) 
= (p(a) + ip(c) + jp(x^) + kp(x2))p(a) (by 1.3.lo) 
= p^(a) + ip(c)p(a) + jp(x^)p(a) + kp(x2)p(a) 
= p(b) + ip(x ) + jp(x ) + kp(x ) (by Lenna 
1 2 3 4 .2 .P ) 
= p(b) + p(x^) + p(x^) + p(x^) (by 1 .3 .10) 
= p(bx\'^x^) (by 1.3 .11) 
1 2 3 
. 2 r s t. . 2. / 2 i j k. 
LecGa 4 . 2 . 8 p(ab c X]|^X2jp(a ) = p^b X2^X2Xg; , 
where i , j , k = 0 , 1 , 2 , 3 , 4 ; r = 3i (nod s) ; s = 3j - 4i (nod s) ; 
t = 3k - 4j + 2i (nod s) . 
Proof. We have, 
- 49 -
, 2 r s tv . 2. p(ab c ; 
(p(b^) + p(a) + p(a)p(b^) + p(c^) +p(x^) + p(x2))p(a^) 
(by 1.3.4 and 1 . 3 . l l ) 
2 
= (2p(b) + p (b) + p(a) + 2p(a)p(b) + rp(c) + sp(x^) + tp(x^)) 
(2p(a) + p(b)) (by Lenaa 4.2.P, 1.3.9, 1,3.10) 
2 2 = 4p(b)p(a) + 2p (a) + 4p (a)p(b) + 2rp(c)p(a) + 2sp(x^)p(a) 
2 
+ 2tp(x2)p(a) + 2p (b) + p(a)p(b) + rp(c)p(b) + sp(x^)p(b) 
+ TP(X2)P(B) 
= 5p(b)p(a) + 2p(b) + 6p^(b) + 2rp(x^) + 2sp(x2) 
+ 2tp(x^) + rp(x2) + sp(x^) + tp(x^) (by Lenaa 4.2,6) 
= 2p(b) +p^(b) + 2rp(x ) + (r + 2s)p(x ) + (s + 2t)p(x ) \ 2. o (by characteristic 5 property of M(G) and since = O) 
= p(b^) + ip(x ) + jp(x ) + kp(x ) (by 1.3.10 and by substituting 
= p(b2) + p(xM + p(xj) (by 1.3.10) 1 2 3 
= p(b^jxJxp (by 1.3.11) . 
, 2 R S T V / 4 N / « I J K S Lenaa 4.2.9 p(a be x x )p(a ) = p(b x x x j , 
1 2 12 6 
where i , j , k = 0 ,1 ,2 ,3 ,4 ; r = 4i (nod s) ; s = 4j - i (nod s) ; 
t = 4k - j (nod 5) , 
Proof. V/e have, 
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. 2 r s tx . 
p (a be x^x^jpla ; 
= ( p ( b ) + 2 p ( a ) +p^(a) + 2 p ( a ) p ( b ) +p^(a )p (b ) + r p ( c ) 
+ sp (x^) + t p ( x ^ ) ) ( 4 p ( a ) + 6p^(a) + 4p^(a) + p ^ ( a ) ) 
(by 1 . 3 . 4 , 1 , 3 . 9 , 1 . 3 .10 , 1 . 3 . 1 l ) 
2 Q 
= 4 p ( b ) p ( a ) + 6p (b ) + 8p(b) + 12p (b )p (a ) + 8p (b ) 
+ 4 p ( b ) p ( a ) + 6p^(b) + 8p^(b) + 4 r p ( c ) p ( a ) 
+ 6 r p ( c ) p ^ ( a ) + 4 r p ( c ) p ^ ( a ) + 4 s p ( x ^ ) p ( a ) + 6sp(x^)p^(a) 
+ 4 t p ( x ^ ) p ( a ) 
= 3p^(b) + 3p(b) + 4 r p ( x j ) + 6rp(x^) + 4rp(Xg) 
+ 4sp (x ) + 6sp(x ) + 4 t p ( x ) ( s i n c e M(G) i s of c h a r a c t e r i s t i c s ' ^ 
^ o o 
3 
= p(b ) + 4rp (x^) + ( r + 4 s ) p ( x 2 ) + (4r + s + 4 t ) p ( x g ) 
(by 1 . 3 . 1 0 ) 
= p (b3 ) + i p ( x ^ ) + jp(x^) + kp(xg) 
(by subs t i tu t ing f o r r , s , t ) 
= p ( b ^ x V x ^ ' ) (by 1 .3 .10 and 1 . 3 . 1 1 ) . Mv 1 2 3 
. 2 3 r s tx / 2,. / 4 i j kv 
Lenaa 4 . 2 . 1 0 . (a b c x x ;p (a ) = p(b x x x ) , 
1 2 1 2 3 
where i , j , k = 0 , 1 , 2 , 3 , 4 , and r , s , t are as in the Lenna 4 . 2 . 8 , 
P r o o f . We have, 
. 2, 3 r s t^ . 2v 
p(a b c x^xg^pla ) 
= ( 3 p ( b ) + 3p^(b) + 2p (a ) + p^(a) + 6 p ( b ) p ( a ) + 3p^(a )p (b ) 
- 51 -
+ r p ( c ) + s p ( x ^ ) + t p ( x ^ ) ) ( 2 p ( a ) + p ^ ( a ) ) 
(by 1 . 3 . 4 , 1 . 3 . 9 , 1 . 3 . 1 0 , 
1 . 3 . 1 1 ) 
= 6 p ( b ) p ( a ) + 3 p ( b ) p ^ ( a ) + 4 p ^ ( a ) + 2 p ^ ( a ) + 2 p ^ ( a ) 
+ p ^ ( a ) + 1 2 p ( b ) p ^ ( a ) + 2 r p ( c ) p ( a ) + r p ( c ) p ^ ( a ) 
+ 2 s p ( x ^ ) p ( a ) + s p ( x ^ ) p ^ ( a ) + 2 t p ( x ^ ) p ( a ) + t p ( x 2 ) p ^ ( a ) 
= 1 0 p ( b ) p ( a ) + 16p^(b) + 4 p ( b ) + 2 r p ( x ^ ) 
+ rpCx^) + + s p ( x g ) + 2 t f ( x g ) (by Leana 4 . 2 . 6 ) 
2 
= p ( b ) + 4p(b ) + 2 r p ( x ) + ( r + 2 s ) p ( x ) + ( s + 2 t ) p ( x ) 
X 2 3 
= p ( b ^ ) + i p ( x ^ ) + + kp(xg) (by 1 . 2 . lo) 
= P ( b \ ' x J x p . (by 1 . 2 . 1 1 ) 
Next v/e prove t h e fo l lowing letntna f o r A ( G ) : 
2 * 
Lerana 4 . 2 . 1 1 . X ( b ^ ) IS p r i a e . 
P r o o f . F i r s t we show t h a t A T ( C I ) . Suppose 
t h e r e e x i s t elements h^ = and h^ = a '^^c^Zg f o r 
scne i , j , k , l , v x , n e { 0 , 1 , 2 , 3 , 4 } and f o r some z^, Zg e G ' such 
t h a t 
* 
An e l e n e n t of p ( G ) ( A ( G ) ) i s sa id t o be prime 
i f i t can not be expressed as a product of two or more elements 
of P ^ ( G ) ( A ^ ( G ) ) . 
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X ( b 2 ) = X ( h ^ ) X ( h 2 ) . 
Now since G is metabelian wc have from 1 . 3 . 6 and l . ? . l 
that x ( h ^ ) x ( h 2 ) = p (h^ )p (h2 ) and hence 
p(h^)p(h2) + p(b^) = 0 , 
which gives in turn 
(p (bJ ) f p (a i ) + p ( a i ) p ( b j ) (b-^) + p(a^) p(a^)p(b'^) 
n 2 
+ p l c ' z g ) ) + p(b ) = 0 (by 1 . 3 . 4 and 1 . 3 , l l ) ; 
( p ( b J ) + p ( a ' ) + p ( a ' ) p ( b J ) ) ( p ( b % p ( a ^ ) + p(a^)p(b ' ' ) ) 
^ p(b^) = 0 (where |a = p(c Zj^)p(a V ) ) ; 
p(bJ)p(b'^) +p (bJ )p (a^ ) + p (a^ )p (b " ) ^ p(a^)p(a'^) 
+ p(a^)p(a^)p(b '^) + p(a^)p(bj)p(a '^) = 0 ; 
+ j p ( b ) ( t p ( a ) - ^ ^ ^ p H a ) ) 
+ ( i p ( a ) + ( i p ( a ) + 
i ( i - l ) ( i - 2 ) 3/ N W „ / X , l(l-l) 2( X tiiclllizi) 3 . XX 
+ —^^ g P (a;j(-tp(aj + — p (aj + p ( a ; ; 
+ i'ttnp^(b) +ij 'tp2(b) + 2p(b) +p^(b) = 0 (by 1 . 3 . 9 ) ; 
\i + mjp^(b) + j 'tp(h)p(a) + i i ^ i z i ] p^(b) 
mip(a)p(.b) + t ip (b ) P ' ( ^ ) 
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6 2 2 2 
6 
= 0 (by Lenma 4 . 2 . 6 ( i i i ) ) 
, . (^i . 2)p2(a) . ( j t . . i . . i % i l ) p 3 ( e ) 
+ ^ - t i ( i - l ) ( i - 2 ) i ( i - l ) l ( l - l ) ^ j t ( - t - l ) ^ a i ( i - l ) 
6 6 2 ' 2 2 2 
+ mj + i-ta + i j - t + l)p'^(a) = 0 (by Lemaa 4 . 2 , 6 ( i i i ) ) . 
A p p l y i n g c t o t h i s l a s t equation and comparing powers 
of [ c , a , a ] , [ c , a , a , a ] , [ c , a , a , a , a ] we get 
( 1 ) t i + 2 = 0 (mod s ) 
( 2 ) ^ 0 (nod 5) 
(3) ilU-l)U-2) ^ l i ( i - l ) { i - 2 ) ^ i ( i - l ) ^ ( ^ - l ) 
6 6 2 * 2 
^ M ^ ^ H i i i z i ) + , -H i j t . 1 ^ 0 (mod 5) , 
( s i n c e C|j. = 1 ) . 
From ( 1 ) we have e i t h e r i-t = 3 or i ' t = 8 . 
Case I . (i-t = 3) Let i = 1 and 1 = 3 . Then from-
(2) we get 3 j + m + 3 = 0 (nod s ) which g i v e s 
n = - ( 3 j + 3) (nod s ) . A l s o f r o a (3) we get 
1 + 3 j + n j + 3n + 3 j + 1 = 0 (nod s ) so t h a t m j + j + 3 n + 2 = 0 
(nod 5) which on s u b s t i t u t i n g t h e v a l u e of n g i v e s in turn 
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-j(3j + 3) + j - 3(3j + 3) + 2 = 0 (nod 5) ; 
- 3 j + j - 9 j - 9 + 2 = 0 (mod 5) ; 
+ j + 2 = 0 (mod 5) . 
But this is not solvable for any integral value of j . (By 
syinQetry we arrive at a similar conclusion by putting i = 3 
and -t = 1 ) . 
Case I I , ( i l = S) . Suppose i = 2 and 1 = 4 . Then 
from (2) we get 4j + 2n + 4 + 12 = 0 (nod 5) which is the 
sane as 4j + 2n + 1 = 0 (nod 5) , so that ra = -(2j + 3) (mod s) 
Also from (3) we get 8 + 6 + 6j + a + nj + 8n + 8j + 1 = 0 (mod 5) 
so that 4a + 4j + nj = 0 (nod 5) which on substituting the 
value of n gives in turn 
-4(2j + 3) + 4j - j(2j + 3) = 0 (mod o) ; 
-8j - 12 + 4j - - 3j = 0 (nod s) ; 
_2j - 2j2 - 2 = 0 (nod 5) ; 
+ j + 1 = 0 (nod 5) . But this again is not solvable 
for any integral value of j . (By symmetry w.e arrive at a 
similar conclusion when i = 4 and Z = 2 ). 
Thus we have shown that the existence of h^jhg € G such 
that X(b^) = X(h^)X(h^) is impossible and hence A^^(G) . 
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Further X(b^) i {aJ(g),A^(g) ,A^(g)} for, if it does, then in 
particular, we have in turn X(b^)X(a)X(a) = 0 ; 
p(b^)p(a)X(a) = 0 (since G is netableian) ; 
p(b2)p(a)p(a) = 0 ; (2p(b) + p^(b))p(a)p(a) = 0 ; 2p'^(a) = 0 ; 
p^(a) = 0 , which is a contradiction since cp^(a) •= f \ . 
This conpletes the proof of the Lenna 4.2.11. 
Now we are in a position to prove the non-isoaorphisn of 
P ( g ) and a(g) . 
Let 1^(g) denote the set of all elenents e P(g) 
such that, 
(i) |j. is prine 
(ii) ^ f 0 
3 
(iii) II = 0 and 
(iv) = 0 
and let Z(g) denote the corresponding set of all elements 
V € a(g) such that 
(i) V is prine , (ii) f ^ , 
(iii) v^ = 0 , (iv) v a J ( g ) = 0 . 
Let la €P(g) , then p(a^bJc^z) for sone 
i,j,k e (0,1,2,3,4} . Now P^(g) = 0 implies in particular , 
[c ,a,a,a ] = 1 and [ a ja^b'^c'^z ,a ,a,a ] = 1 
which give respectively in turn 
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[c,a^,a,a,a] = 1 and [a,c^,a,a,a] = 1 ; 
[c,a,a,a,a = 1 and [c,a,a,a,a = 1 ; 
i = 0 (aod 5) and k = 0 (nod s) . 
Thus (J takes the fora p(b'^z) and by Lenaas 4,2.7 to 4.2.10 
it follows that j = 0 (nod s) for otherwise p. is not prine 
contrary to our assuaption. 
But M- =p(z) inplies m.^  =p^(z) = 0 , contradictory to our 
assunption (ii) . Thus it follows that P(G) , 
On the other hand, by Lenna 4.2.11, X(b^) is priae; 
X2(b2) = (2X(b) + x2(b))(2X(b) + X2(b)) = 4X2(b) = 4p2(b) 
= 4p^(a) f 0 ; X^(b^) = 0 and X(b^)A^{G) = 0 , so 
that X(b2) € A(G) and A(G) F . 
But since under any isonorphisn of P(G) onto A(G) , 
P(G) naps onto 7^G) , we conclude that F(G) ^ A(G) . This 
completes the proof of the Theoren 4.2 . 
Finally for n > 5 we prove the following theoren; 
THEORM 4.3 For each integer n > 5 , there exists a 
nilpotent group G of class n such that P(G) ^  A(G) . 
Proof. Let G be the group as constructed in the 
Theoren 4.2 , and let H be the dihedral group of order 
„n+l 2 given as, 
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.2" , 2 , -1 
H = gp{d,e d = l = e , ede = d } . 
Let G = G X H be the direct product of G and H ; then we 
proceed tc show that (r is the required group. 
Since H is of class n (n > s) , it follows that G 
is of class n . Every eleaent of G can be uniquely written 
as a^b^c^z e ^ d"^  where i , j ,k = 0,1,2 ,3 ,4 ; e = 0 , l ; 
-6= 1,2, .. . ,2" and z e g ' . 
Let F ( g ) denote the set of all prine elements [j, of 
P(g) such that u^ ^ 0 , = 0 and (iP^(^) = 0 ; and let 
a(G;) denote the corresponding set of all prine elements 
V of a(g) such that f 0 , V^ = 0 and VA^(g) = 0 . 
By Theoren 4.2 we already have X(b^) e A(g) , so that 
a(g) ^ . Thus it is sufficient to show that F(g) = ^ Let 
H e P { g ) , then = p(aibJc^'ze^d-^) . Using |apJ(G) = 0 
gives as in Theoren 4.2, that i = 0 (nod s) k = 0 (nod s) ; 
so that (i = p(b'^ze^d'^) . Now if e = 1 , then = 0 
gives in particular, 
1 = [d,bJzed'^,bJzed'^,bJzed^] 
- 2 3 
[d,e,e,e] = d , which is a contradiction, 
since n > 5 . Thus £ = 0 and ji takes the forn 
p(bjzd^) . Further Mfj(G) = 0 gives, in particular, 
1 = [e,bJzd ,e,e,e] = [e,d ,e,e,e] = d"^ 
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so that I = t or - t = 0 . Thus either |i = pCb^zd"^^ ^ ) 
or L^ = pCb-^z) . But as in Theoren 4.2, ^ f pCb^z) so that 
= pCb'^zd-- ) . Further since 
) = p(d )p(e) ; 
if p(bJz) = p(gj^)p(g2) for sone e G , then 
.^n-S 
p(g^d )p(g^e) 
= (p(g^) + pCd'^^""^) . (p(e) p(g2)) 
= p(g^)p(g2) + pCd"^^ )p(e) 
= p(b'^z) + p(d ) 
1 +2"-^ 
Thus by L e m a s 4.2.7 to 4.2.10 it follows that 
j = 0 (aod 5) , but then M- = f(zd~ ) inplies 
2 2/ ±2"-^ ^ 
|j. = p (zd / = 0 contrary to our assuaption. Thus 
P ( G ) . 
This conpletes the proof of the Theoren 4.3 . 
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C H A P T E R V 
SOME GROUP LAWS EQUIVALExNT TO THE LAW [x,y] = 1 
INTRODUCTION 
The laws we consider are of the form 
Where n is an integer greater than 2 and C^ ^ is a left-normad 
cotnrautator of weight n with entries from the set 
. For any group G satisfying (*) we have 
T (Cr) = r (g) , so that a nilpotent *-group is abelian, 2 3 
First of all we show that a metabelian *-group is abelian; and 
as a consequence we obtain that a soluble (and hence also a 
finite) *-group is abelian. It seems difficult to decide whethfer 
or not an arbitrary *-group is abelian. While we show that a 
group satisfying the law [x,y] = [x,ky~^] (k s 2 ) is abelian, 
it remains open to prove the same for the law [x,y] = [x,ky] 
(k s 4) . For k = 2,3 we are able to prove the equivalence 
of the law [x,y] = [x,ky] to the law [x,y] = 1 . Also we 
exhibit some laws of the form (*) for n = 3 and n = 4 and 
show their equivalence to the law [x,y] = 1. 
SOJtffi GENERAL RESULTS. 
First we prove the following theorem: 
THEORE?I 5.1 A metabelian *-group is abalian. 
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Proof• Let G be a aetabelian group satisfying the 
law (*) . Suppose, first, that the 3rd entry in C^ (n > 2) 
is y or . Then on substituting [u,v] for y the 
iterated coranutator C^ ^ becomes trivial because of the assumed 
metabelian property hence [x,y] = [x,[u,v]] = 1 for all x € G 
Thus G is nilpotent of class 2 and hence abelian. If the 
3rd entry in is x or x ^ , we similarly substitute 
[u,v] for X and obtain [x,y] = [u,v,y] = 1 for all y e G , 
Thus G is nilpotent of class 2 and hence abelian. 
An immediate consequence is the following corollary: 
Corollary 5.1.1 A soluble *-group is abelian. 
Next we prove 
THEORE}/! 5,2 A finite *-group is abelian. 
Proof. Let G be a minimal counter example. Since the 
subgroups of G are also *-groups, by the minimality of G 
we have that G is a finite non abelian group all of whose 
proper subgroups are abelian. Then by well-known Schmidt-Iwasawa 
Theorem (see for instance IWASAWA [15]) G is soluble and 
hence abelian by Corollary 5.1.1. Thus no minimal counter 
example exists and hence all finite *-groups are abelian. 
Next we prove, 
THEORE?i 5.3 The following laws in a group are equivalent: 
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( i ) [ x , y ] = [x ,ky"^] ( k s 2 ) 
( i i ) [ x , y ] = 1 
Proo f . Obviously ( i i ) i a p l i e s ( i ) and thus we 
shal l prove that ( i ) i a p l i e s ( i i ) . In ( i ) on replacing 
X by [x ,y~^] we get 
[ x , y " ^ , y ] = [x ,y~^,ky"^] = [ x , ( k + l ) y " ^ ] 
= [ [ x , k y - ^ ] , y - l ] = [ x , y , y - ^ ] (by ( i ) ) . 
Thus [x ,y~^ ,y ] = [ x , y , y i s a law. 
Now we have equivalent ly 
[ x , y " V ^ [ x , y ] - ^ = (by 1 . 2 . 5 ) ; 
[ x , y - ^ ] - ^ [ x , y ] - l [ x , y - l ] [ x , y ] = 1 ; 
[ [ x , y - ^ ] , [ x , y ] ] = 1 . 
Thus by Leana 1 .5 .1 every two generated subgroup of a 
group s a t i s f y i n g the law ( i ) i s netabel ian and hence by 
Theoren 5 . 1 , the group i s abel ian. Thus ( i ) inp l i es ( i i ) . 
SOKIE LAV/S FOR n = 3 AND n = 4. 
F i r s t we prove the fo l l owing theoren: 
THEOREM 5.4 The f o l l owing law in a group is equivalent to 
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the comautative law:• 
(a) [x,y] = [x,y,y,y] . 
Proof. Changing y to y ^ in (a) gives 
- I n r - 1 - 1 [x,y ] = [x,y ,y ,y ] , 
which further gives 
_ -1 _ -1 _ 
[X,y] ^ = [ [ [ x , y ] ^ ,y] ^ , y r ^ (by 1.2.5) 
= [[X.y] \ y ] \ y ] (by 1.2.4) 
= ^ (by 1.2.6) 
= (by 1.2.4) 
= ^^ (by 1-2.2) 
= 1.2.8) 
= (by (a)) . 
2 
Thus [x,y]^ [x,y][x,y,y ] ^ [x,y] which gives in turn 
[[x,y],y^[x,y][x,y,y]] = 1 (by 1.2.2) ; 
[[X,y] ,y^[x,yf] = 1 (by 1.2.2) ; 
[ [x,y ],y [x,y]y ] = 1 
= 1 (by 1.2.8) ; 
- f^'S -
Thus i n p a r t i c u l a r , 
w h i c h r e d u c e s t o , 
[ [ x . y , y ] [ [ x , y , y ] , y [ x , y ] ] , [ x , y , y ] ] = 1 ( b y 1 . 2 . 2 ) ; 
[ [ x , y , y ] , y [ x , y ] , [ x , y , y ] ] = 1 ( b y 1 . 2 . 7 ) ; 
r r 1 r i r , . - [ [ x , v , y ] , y [ x , y] ] . _ 
[ y [ x , y ] , [ x , y , y ] , [ x , y , y ] ] = l ( b y l . 2 . p ; , 
[ y [ x , y ] , [ x , y , y ] , [ x , y , y ] ] = 1 , 
a n d h e n c e 
[ y [ x , y ] , [ x , y , y ] , [ x , y , y ] , [ x , y , y ] ] = 1 . 
T h i s g i v e s b y ( a ) , t h a t 
[ y [ x , y ] , [ x , y , y ] ] = 1 
a n d e q u i v a l e n t l y 
[ y [ x , y ] , [ y [ x , y ] , y ] ] = 1 ( s i n c e [ x , y , y ] = [ y r x , y ] , y] 
b y 1 . 2 . 7 ) ; 
[ y , y [ x , y ] = 1 ( b y 1 . 2 . 5 ) ; 
[ y . y [ x , y ] , y [ x , y ] = 1 
a n d h e n c e 
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[y ,y[x ,y] ,y[x ,y] ,y[x ,y]] = 1 , 
This gives by (a) , t ha t 
[y,y[x,y]] = 1 , 
so tha t by 1 .2 . 8 we get 
[y> [x,y]] = 1 and in turn 
[x,y,y] = 1 ; 
[ x , y , y , y ] = 1 ; 
[^.y] = 1 (by ( a ) ) 
As a consequence of the Theorem 5 .4 , we get the fol lowing 
co ro l l a r i e s : 
Coro l lary 5 .4 .1 The fo l lowing laws are equivalent to 
the commutative law : 
( i ) [x,y] = [x ,y-^y- l , y ] 
( i i ) [x,y] = [x,y,y"^,y~l ] 
Proof . We have equ iva lent ly 
[x,y] = [ x , y " ^ y " ^ y ] ; 
[x,y = [x ,y ,y ,y- l] ; 
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[x,y]-y ^ = [x,y,y,y ] ^ (by 1.2.5) ; 
[x,y] = [x,y,y,y ] ; 
[x,y] = 1 (by Theorera 5.4) 
Further [x,y] = [x,y,y implies that 
[x,y,y \ y = [[x,y,y \y,y] = [x,y,y,y] ; 
so that we have [x,y] = [x,y,y,y] and hence by Theorera 5.4 , 
[x,y] = 1 . 
Corollary 5.4.2 The following laws are equivalent to the 
commutative law : 
(i) [x,y] = [x,y,y] 
(ii) [x,y] = [x,y"^,y] 
(iii) [x,y] = [x,y,y 
(iv) [x,y ] = [x,y~^,y,y~^] 
Proof. Since (i) implies the law [x,y] = [x,y,y,y] , 
by Theorem 5.4, it is sufficient to show that each of the 
laws (ii), (iii) and (iv) implies (i) . 
(ii) implies (i). From (ii) we have in turn, 
[x.y-lr^^ = (by 1.2.5) ; 
r r - 1 - 1 . . [x,y ] = [x,y ,y ] ; 
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[x ,y] = [ x , y , y ] . 
( i i i ) i g p l i e s ( i ) Fron ( i i i ) we have in tarn , 
= [x ,y"^,y] (replacing y by y"^) ; 
- 1 _ - 1 
= [ [x ,y] ^ ,y] (by 1 . 2 . 5 ) ; 
= ^^ ^ (by 1 . 2 . 6 ) ; 
[x ,y] = ^ ; 
[x ,y] = [ x , y , y ] 
( i v ) i g p l i e s ( i ) From ( i v ) we have in turn, 
[x,y-^] = [ x , y , y " \ y ] (replacing y by y"^) ; 
- 1 - 1 
[ x , y ] - ^ = [[x,y,y]-5^ ,y] (by 1 . 2 . 5 ) ; 
- 1 1 - 1 
[ x , y ] - ^ = [ [ x , y , y r , y ] ^ (by 1 . 2 . 4 ) ; 
= (by 1 . 2 . 6 ) ; 
[x ,y] = [ x , y , y , y ] ' 
[x.y]^'"'^'^^ = [ x , y , y , y ] 
- 1 - 1 y 
[ x , y , y ] [ x , y ] [ x , y , y ] = [x ,y ,y] [ x , y , y ] 
[ x , y f = [ x , y , y f ; 
[x ,y] = [ x , y , y ] 
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Next we prove the following theorem, 
THEORM.l 5.5 The following law in a group is equivalent 
to the commutative law : 
(a) = [x,y,y] . 
Proof. Putting [x,y] =z in (a)* gives 
2 
z^ = [z,y] and equivalently 
z[z,y2] = [z,y ] (by 1.2.2) , so that 
(b) [y,z] = [y^z lz -^ . 
Now Vie have, 
2 
= [y,z,z] (by (a)) 
= [ [y2,z]z- l ,z ] (by (b)) 
= ^ (by 1.2.7) 
= ( [ y ^ z ] ^ ' ) ^ " ' (by (a)) 
= ([y,z]z)^ (by (b)) 
z 
== [y,z] z 
* 
This is only an abbreviation. 
= z 
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r 
So that z = [x,y] = 1 . This completes the proof of the 
Theorem 5.5 . 
Corollary 5.5,1 The following laws are equivalent to 
the conrautative law : 
(i) [x,y] = 
(ii) [x,y] = [x,y,y~^,y] 
(iii) [x,y] = [x,y"^,y,y] 
(iv) [x,y] = [x,y,y,y 
Proof, By Theorem 5.5 it is sufficient to show that 
2 
each of these laws implies the law [x,y]^ = [x,y,y] . 
Interchanging x and y in (i) gives 
[y,x] = [y~\x,y~^] , which gives that 
(by 1.2.6) 
= = [x,y,y] (by 1.2.5) 
Replacing y by in (ii) gives equivalently 
[x,y~^] = [x,y"^y,y-l ] , so that 
= [x,y-^,y,y]-y ^ (by 1.2.5) 
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and hence [x,y] = [x,y~^,y,y] . Thus the laws (ii) and (iii) are 
equivalent. Also from (ii), we have, 
- 1 - 1 - 1 y 
[x,y] = [x,y,y ] [x,y,y f 
= [x,y,yF \ x , y , y r ^ (by 1.2.5) . 
y-l 
Thus [x,y][x,y,y] = [x,y,y]-^ 
gives [ x , y f = [x,y,yf 
which gives = [x,y,y] 
Finally by (iv) we have 
[[x,y,y],y"^ ] = [[x,y,y],y"^,y~^,y] 
= [x,y,y"^,y] . 
Thus [x,y] = [x,y,y""^,y] which is (ii) and implies 
[x,y]y^ = [x,y,y] . 
We end this chapter with the following theoren : 
THEOREM 5,6. The following laws are equivalent to the 
connutative law : 
(i) [x,y] = [x,y,x,y] 
(ii) [x,y] = [x,y"^,x,y] 
(iii) [x,y] = [x,y,y,x] 
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Proof. By Lenaa 1,5.3, the law [x,y,y,y] = 1 iaplies 
that the group is 2-netabelian, Thus by Theorem 5.1 it is 
sufficient to show that each of the laws (i), (ii), (iii) 
iaplies the law [x,y,y,y] = 1 , 
Replacing y by xy in (i) gives 
[x,xy] = [x,xy,x,xy] 
which gives in turn, 
[x,y] = [x,y,x,xy] (by 1.2.8) ; 
[x,y] = [x,y,x,y][x,y,x,x]5' (by 1.2.8) ; 
[x,y,x,x] = 1 by (i) ; 
= 1 (by 1.2.6) ; 
= 1 (by 1.2.4) ; 
= 1 (by 1.2.P) ; 
[y,x,x,x[y,x,x]-l] ^ (^y ^ 2.2) ; 
= 1 (by 1.2.8) ; 
[y,x,x,x] = 1 
Now (ii) gives equivalently 
[x,y-l] = [x,y,x,y~^] (replacing y by y"^) ; 
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^ = [x,y,x,y] y ^ (by 1.2.5) ; 
[x,y] = [x,y,x,y] which is (i) 
and hence [y,x,x,x] = 1 . 
Finally replacing x by yx in (iii) gives 
[yx,y] = [yx,y,y,yx] 
and hence by 1.2,7 
[x,y] = [x,y,y,yx] 
which gives 
[x,y] = [x,y,y,x][x,y,y,y]^ (by 1.2.8) 
Thus [x,y,y,y] = 1 , as required. This conpletes the proof 
of the Theoren. 
Reaark. 
As is evident from the contents of this chapter, there is no 
general nethod of showing the equivalence of the law (*) to the 
conmutative law. By the techniques used above one could possibly 
go soaewhat further in adding to the list the laws of the type 
[x,y] = [u,v,w] or [x,y] = [u,v,w,z] , where u,v,w,z are 
elenents fron the set { x , y , y " ^ ) . It aay be remarked that a 
non-abelian *-group G has ^ that 
•^n(G) has no proper subgroup of finite index. 
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C H A P T E R VI 
ENGEL-LIKE GROUPS 
INTRODUCTION. 
Let G be a group satisfying the low 
(a) xX°(y) = xX^-^^y) . 
Then we have 
so that, 
= 1 and equivalently xp°(y) = 1 (see page 6) 
Thus G is an E^-group, the group satisfying the rath Engel 
condition (see page 6). 
Corresponding to (a), let G be a group satisfying the law 
(b) xp'^ (y) = 
i.e. [x,ny] = [x,(n + l)y] , 
then we call G an Ep,-group. It is readily seen that there is 
no obvious relation between these two types of groups except that 
the law (a) iraplies the law (b). While Eg-groups are nilpotent 
by LEVI [16] , one has B^-groups which are not nilpotent 
(e.g. Sg , the synmetric group on 3 letters). In this Chapter 
we prove first of all that an ^-group without eleaents of order 
3 is an E^-group (Theoren 6.l); and that every element of odd 
- 73 -
order is ath left Engel element of the group. While the 
solubility of ^ - g r o u p s in general is not known, we prove: 
Finite E -groups are so luble (Th eorem 6.2). A detailed 
study of Eg-groups is made in [7] and there some properties of 
Eg-groups are also discussed. 
THE MAIN RESULT. 
First we prove the following theorem: 
THEORE^^ 6.1. Let G be an E -group. If j (&) 
has no element of order 3 , then G is an E^-group. 
Proof. By (b) , G satisfies the law 
[x,my] = [x,(m + l)y] . 
Hence equivalently 
6.1.1 [x,ny]^ = [x.myl^" . 
Replacing y by and then x by [x,my] in 6.1.1 gives 
[x,ay,my"^]^ = [x,ray,ny"^]y 
This gives in turn, 
[[x,ny,y]"^ ,(m - f = [[x,my,yr^ , (m - l ) y " ^ f 
(by 1.2.5) ; 
I 
I 
1 —2 
[ [ x , m y r \ ( m - = [ [ x , n y r \ ( o - l ) y " V 
(since p"(y) = p ° ^ (y)) ; 
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r-2 „ 1 Tr-3 
[ [ [ x , m y r \ y ] \ ( n - 2 ) y ^ ^ ^ = [ [ [ x , o y r \ y (n - 2 f " 
(by 1 , 2 . 5 and 1 . 2 . 4 ) ; 
(by 1 . 2 . 5 and since p"(y) = ^ (y ) ) . 
A repeated application of this process yields 
whicth gives 
2y 
[x:,ny] = [x,my ] 
and hence by 6 . 1 . 1 
4 
[xjtny] = [x,my] 
which gives 
6 .1 . 2 [x,my]^ = 1 
Thus if r 1 (g) has no element of order 3 , [x,my] = 1 and 
m+i 
G is an E -group. This completes the proof of the Theorem, 
m 
From 6 . 1 . 2 it follows that an E -group satisfies the law 
-m 
q 
[x,my] = 1 . Thus we have in E.,-groups 
2 2 \ 
[x, (m - l )y ,y ] = [x,(m - l)y,y] [x,(ra - l )y ,y ,y] 
(by 1 . 2 . 8 ) 
o 
= [x,my] [x,(m + l)y] 
= [x,my]" 
= 1 (by 6 . 1 . 2 ) . 
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Thus if n i? an even integer we have in ]^-grovipa, 
[x,(n - l)y,y«] = 1 . 
Now if y^ = 1 where k is an odd integer then y^ "*"^  = y and we get 
1 = [x,(a - l)y,yk+l] = [x,(n-l)y,y] = [x,ay] . 
Thus we have the following Lemma: 
Letaaa 6.2.1 The odd order elements of an E -group are srH] 
mth left Engel elements. 
We use this lemma to prove the following theorem: 
THEOREM 6.2 Finite E^-groups are soluble. 
Proof. Let G be a finite E^-group. By Lemma 6.2.1, all 
its elements of odd order are mth left Engel in G and hence by 
Lemma 1.5.5, they lie in F(G) , the Fitting radical of G . 
Thus G/F(G) is a finite 2-group and G , being nilpotent-by -
nilpotent, is soluble. 
Remark. In [ 9] we study the groups satisfying the law 
xp°(y) = or = xX^'-'^^y) . Every finite 
group satisfies the above laws for some m, n, m', n' ; and in 
[9] we determine the structure of finite groups in terras of the 
invariants m, n, m', n' . A typical result is the solubility 
of a finite group when n or n' is odd. This generalizes 
Theorem 6.2 above (where n = l). 
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