A (k, n)-Traditional Visual Cryptographic Scheme (VCS) based on basis matrices encoded a secret image into n shadow images distributed among n participants. When any k participants superimposed their shadow images, the secret image can be visually revealed. This stacking operation in decoding process is equivalent to perform OR operation. Basis matrices of a (k, n) OR-operation based VCS (OVCS) have been proved in the (k, n) XOR-operation based VCS (XVCS) underlying XOR operation to enhance the contrast 2 (k−1) times. Although XOR operation has been used to excavate good property of basis matrices in OVCS, other properties of basis matrices are obviously ignored in visual cryptography. In this paper, we define two new Boolean-operation based VCSs, AND-operation based VCS (AVCS) and NOT-operation based VCS (NVCS), and prove that basis matrices in a (k, n)-OVCS can be used as basis matrices in (k n)-AVCS and (k, n) NVCS, respectively. Furthermore, we obtain a general converting formula of their contrasts among OVCS, AVCS, XVCS, and NVCS. With OVCS, there does not exist perfect whiteness. However, with other Boolean-operation based VCSs (XVCS, AVCS, and NVCS), there may exist this situation. Therefore, new contrast is also given to precisely evaluate visual quality of Boolean-operation based VCSs. Some observations and results demonstrate how to properly use these Boolean-operation based VCSs for decoding.
I. INTRODUCTION
In a (k, n) cryptographic scheme (VCS) [1] , the dealer uses (n × m) basis matrices to encrypt a secret image (pictures or texts) into n shadow images (referred to as shadows or shares) by sharing a secret pixel into m subpixels which the value m is called as the pixel expansion. In fact, the sizes of secret pixel and subpixel are the same. Thus, the size of shadow image will be expanded m times. For decoding, when any k participants superimpose their shadow images the secret image may be visually revealed. However, k − 1 or fewer shadows cannot obtain any information of the secret image. This superimposing operation on overhead projector is equivalent to perform OR operation for any k rows out of n rows in basis matrices. This is why the conventional VCS The associate editor coordinating the review of this manuscript and approving it for publication was Rakesh Matam .
is often referred as OR-based VCS (OVCS). In OVCS [1] , the pixel expansion and contrast determine the visual quality of the recovered secret image. Therefore, it is desirable to minimize pixel expansion as much as possible. Because the contrast is degraded by a large pixel expansion, most researches are dedicated on reducing pixel expansion [2] - [5] . Some of them even have no pixel expansion (i.e., m = 1), and are known as the probabilistic VCSs [4] , [5] . Another secret image sharing, random grid (RG), which was originally introduced by Kafri and Keren in [6] , also has the stacking-to-see property like VCS, and meanwhile has no pixel expansion. Other RG-based secret image sharing schemes were proposed to address gray/color secret image, and extend to (2, n)−RG, (n, n) − RG, and (k, n) − RG [7] , [8] . Recently, the authors in [9] theoretically prove that probabilistic VCS and RG are equivalent. In fact, there many researches about VCSs with various features were also introduced [10] - [13] .
To enhance the visual quality, some XOR-based VCSs (XVCSs) allowing participants to perform XOR operations were accordingly proposed [14] - [21] . Tuyls et al. [14] firstly investigated OVCS associated to XVCS. That is, if we perform XOR operation to any k rows of n rows of basis matrices, the secret image can also be revealed. Recently, the authors prove the basis matrices in (k, n) − OVCS also satisfy the contrast and security conditions of (k, n)−XVCS [13] . Meantime, the contrast is 2 (k−1) times enhanced by using XOR operation.
A completely different kind of VCS with reversing had been recently proposed [22] - [25] . The reversing-based VCS (RVCS) allowed participants to perform NOT operation on their shadows. Such an operation consists in changing black pixels to white pixels and vice-versa which can be implemented by a copy machine. RVCS adopts both NOT and OR operations, and finally can recover the original secret image by more runs. Actually, the operations in every run for some RVCSs are equivalent to XOR operations. The reason is that XOR operation (⊕) can be implemented by 3 OR operations (⊗) and 4 NOT operations () because of X ⊕ Y = (X ⊗ Y ) ⊗ (X ⊗ Y ). As we know, except OR operation and XOR operation, Boolean operation also has NOT operation and AND operation. Although XOR operation has been studied in OVCS, properties of AND operation and NOT operation for basis matrices in OVCS are obviously ignored by many researchers in the field of visual cryptography.
In this paper, we study properties of both operations (AND operation and NOT operation) of basis matrices in OVCS, and define two new Boolean-operation based VCSs, AND based VCS (AVCS) and NOT based VCS (NVCS). Meantime, we figure out the relationship of contrasts among XVCS, OVCS, AVCS, and NVCS.
Our main contributions are summarized as follows. (1) We show that basis matrices in OVCS can be used to design new AVCS and NVCS. We theoretically prove that security conditions are same among XVCS, OVCS, AVCS, and NVCS, and also obtain a general converting formula of their contrasts.
(2) From the properties of these four VCSs (XVCS, OVCS, AVCS, and NVCS), we will demonstrate how to properly use them in decoding for wide applications.
The rest of this paper is organized as follows. The reminder of this paper is organized as follows. Section II describes (k, n) − OVCS and (k, n) − XVCS. Research motivation is briefly described in Section III. Some theorems and lemmas that show basis matrices in OVCS satisfying the contrast and security conditions in AVCS and NVCS are given in Section IV. Section V gives comparison, experiment, and discussion. Finally, Section VI concludes the paper.
II. PREVIOUS WORKS: OVCS AND XVCS
In a (k, n) − VCS, a black-and-white secret pixel is subdivided into m black-and-white subpixels in each of n shadows. We use ''m−h'' B ''h'' W (i.e., there are m−h black subpixels and h white subpixels) and ''m−l'' B ''l'' W (i.e., there are m − l black subpixels and l white subpixels), where 0 ≤ 1 < h ≤ m, to represent white and black secret pixels. The values of h and l are the whiteness of white secret pixel and black secret pixel, respectively. The collection of the corresponding m subpixels in n shadows can be represented by a (n × m) Boolean matrix S = [s ij ], where the element s ij represents j-th subpixel in i-th shadow. A black subpixel s ij is represented as ''1'', while a white subpixel is represented as ''0''. When stacking r shadows together, the grey-level of each secret pixel (m -subpixel block) in the recovered image is proportional to Hamming weight H (V ), where H (.) is the Hamming weight function. The vector V is OR-ed m-tuple V = OR(i 1 , i 2 , . . . , i r ) , where i 1 , i 2 , . . . , i r are r rows of S associated with r shadows we stack. The formal definition of VCS is shown as follows.
Definition 1 [1] : A (k, n) − VCS consists of two (n × m) Boolean matrices B 1 and B 0 . To share a black (respectively, white) secret pixel, the dealer arbitrarily chooses one row of a matrix in the black set C 1 (respectively, the white set C 0 ) which includes all matrices obtained by permuting the columns in B 1 (respectively, B 0 ) to a relative shadow. The chosen matrix defines the color of this m − subpixel block in each one of n shadows. The (k, n) − VCS is valid if the following three conditions are met.
(
(V-3) For any subset {i 1 , i 2 , . . . , i r } ⊆ {1, 2, . . . , n} with r < k, the two collections of (r × m) matrices obtained by restricting each r × m matrix to rows i 1 , i 2 , . . . , i r are indistinguishable in the sense that they contain the same matrices with the same frequencies.
The first two conditions (V-1) and (V-2) are called contrast conditions and the third condition (V-3) is security condition. Let (B 1 |r) ((B 0 |r)) be (r × m) matrices denote any r rows in B 1 (B 0 ). Also, OR(B 1 |r) and OR(B 0 |r) are (1 × m) vectors by ''OR''-ed these r rows in (B 1 |r) and (B 0 |r), respectively. Let R = {i 1 , i 2 , . . . , i r } be a set consisting of any r rows (i 1 -th row, i 2 -th row, . . . , and i r -th row) in B 1 (B 0 ) where R ⊆ {1, 2, . . . , n} and 1 ≤ r ≤ n. For easily proving our lemmas and theorems later, in this paper, we also use set R to represent OR(B 1 |r) and OR(B 0 |r)). So, the notation OR(B 1 |r) (OR(B 0 |r)) is equivalent to OR(B 1 |R) (OR(B 0 |R)). Then, the base matrices in a (k, n)−OVCS satisfy the following security and contrast conditions. Note: we use OVCS to emphasize using OR operation in VCS. In fact, the conventional VCS is OVCS. In addition, we use h O and l O instead of h and l in VCS.
In [22] , the authors demonstrate that a (k, n) − OVCS is also a (k, n) − XVCS and vice versa, and theoretically prove that the basis matrices of a (k, n) − OVCS can be used in a (k, n) − XVCS. Meantime, the difference of white whiteness and black whiteness is enhanced 2 (k−1) times. This property gives us a new decoding option of VCS. Users may decode according to their convenience and need. We can easily decode the secret image by stacking operation (OR), or we may choose the complex operation (XOR) to enhance the contrast of reconstructed image. The formal contrast and security conditions of (k, n) − XVCS are given as follows, where XOR (.) is similar to the previously defined function OR (.) in a (k, n) − OVCS but using XOR operation instead of OR operation.
Example 1: Consider Droste's (4, 5)-VCS in [26] with basis matrices
Here, we use (xByW) represents x black subpixels and y white subpixels, and its permutations. For this (4, 5)-OVCS, all secret pixels in any shadow are represented by 6B9W. When ORing any 2, 3 shadows, all black and white secret pixels are 9B6W and 11B4W, respectively. So, we cannot obtain any secret information when ORing less than 4 shadows. When ORing any 4 shadows, the black secret pixel is 13B2W and the white secret pixel is 12B3W. One can visually decode the secret, and the difference of whiteness is
Consider the (4, 5)-OVCS underlying XOR operation. In this (4, 5)-XVCS, it is observed that we see nothing when stacking less than four shadows. ll black and white pixels are 6B9W, 6B9W, and 8B7W for XORing 1, 2, and 3 shadows, respectively. We have 12B3W and 4B11W for black and white secret pixels when XORing 4 shadows. The
III. MOTIVATION
A About VCS, we should take notice of two important characters: one is that VCS is a pixel-level based scheme, and the other is that the decoding can be done without the help of computer. Therefore, when adopting basic logic operations on VCS, the operations should be pixel-wise and cannot definitely be bit-wise since basic logic operations on bit-level need the help of computer and image manipulation program. Such bit-based secret image sharing methods [27] will need the help of computer even though only simple computations are required. Because VCS uses pixel-wise operation, the secret image I should be black-and-white (binary), where each pixel is either 1 or 0.
Next, we discuss the easy decoding (stacking-to-see property) of VCS. As we know there are three basic logic operations: OR (⊗), NOT operation (), AND (∧) operation. Another XOR operation (⊕) can be formed by basic logic operations. Because of its fundamental importance in many applications, XOR operation is often treated as basic logic operation. However, XOR needs 3 OR operations and 4 NOT operations (X ⊕ Y = (X ⊗ Y ) ⊗ (X ⊗ Y )). When using OR operation in VCS for decoding, this is OVCS (i.e., the traditional VCS). The decoding can be done by stacking shadows without the help of computer. In fact, this stacking process (OR operation) may be accomplished by printing shadow images on transparencies and then put them on overhead projector. OVCS and XVCS were already studied in previous literatures. In this paper, we define two new Boolean-operation based VCSs, AVCS and NVCS. The decoding of AVCS is applying AND operation. Since AND operation can be represented as (X ⊕ Y ), and thus its decoding can be accomplished by 1 OR operation and 3 NOT operations (using device with reversed function like RVCS). About NVCS, the decoding is not like the previous RVCS. We do not reverse shadows by NOT operation, but use the reversed basis matrices to design new NVCS. The decoding operation of NVCS is also the stacking operation (OR operation) used in OVCS.
Decoding of XVCS and AVCS can be accomplished without computer. However, using device with reversing function (e.g., copy machine) is not a good idea. The decoding of XVCS and AVCS is really more complicated than stacking operation in OVCS. On the other hand, NVCS has the same decoding way (stacking operation) like OVCS. Why do we need studying XVCS, AVCS, and NVCS? There should exist some benefits of XVCS and AVCS, and NVCS, so that they are worthy of studying. In [20] , the authors prove that the basis matrices of a (k, n) − OVCS can be used in a (k, n) − XVCS. Meantime, the contrast of reconstructed image for XVCS is 2 (k−1) times enhanced when compared with OVCS. This new observation implies that VCS simultaneously performs two roles-OVCS and XVCS, so that we have more decoding options when using VCS in applications. We can easily decode the secret image by stacking operation, or we may choose the complex operation (XOR) to enhance the contrast. Users may decode the secret according to their convenience and need. From the above description, XVCS has advantage and deserves studying.
As we know, visual cryptography scheme (VCS) is now not seriously considered important in the domain of cryptology, and the reason is the decoding way and the visual quality of reconstructed image. In addition, the background of VCS does not become white in many cases. In this paper, we further study AVCS and NVCS to find more decoding methods and enhance the contrast. Our main contribution is to show that basis matrices in OVCS can also be used to design new AVCS and NVCS. Moreover, we give some theorems and lemmas to demonstrate important properties among XVCS, OVCS, AVCS, and NVCS. Because the perfect whiteness can be achieved for Boolean-operation based VCS, we define a new contrast measurement by taking into account the perfect whiteness. Finally, based on different properties of Booleanoperation based VCSs, we demonstrate how to properly use them in decoding to develop their specialties.
IV. MAIN RESULTS
In this paper, we do not study designing new basis matrices to satisfy AVCS and NVCS. Our aim is to prove existing basis matrices in a (k, n) − OVCS can be used under the operations in AVCS and NVCS. We first define new AVCS and NVCS, and give them security and contrast conditions.
Given
That is, all the black region is reversed to white and all the white region is reversed to black [22] . Also, we define the operation AND (B i |r) like the operation OR (B i |r), where i = 0 and 1, but using the ''AND'' -ed r rows instead of OR-ed r rows. Suppose that Boolean matrices B 1 and B 0 are black and white basis matrices in (k, n)−OVCS, and that B 1 and B 0 are black and white reverse basis matrices in (k, n) − OVCS.
Example 2: Consider Naor and Shamir's (3, 5)-OVCS with basis matrices
The two inverse matrices,
obviously have h = 2, l = 3, and m = 8. Lemma 1 [20] : Basis matrices satisfying (O-1) and (O-2) also satisfy (X-1) and (X-2). Moreover, the difference of whiteness between black and white color is
where l x and h x (respectively l o and h o ) are the whiteness of black and white colors for XVCS (respectively OVCS).
Proposition 1: The following four conditions concerning two (n × m) Boolean matrices B 1 and B 0 of OVCS are equivalent: (V-3) For any subset {i 1 , i 2 , . . . , i r } ⊆ {1, 2, · · · , n} with r < k, the two collections of (r × m) matrices obtained by restricting each (r × m) matrix to rows {i 1 , i 2 , . . . , i r } are indistinguishable in the sense that they contain the same matrices with the same frequencies.
(O-1) H (OR (B 1 |r)) = H (OR (B 0 |r)) for r≤(k-1).
(N-1) H OR B 1 |r = H OR B 0 |r for r≤(k-1).
(A-1) H (AND(B 0 |R)) = H (AND(B 1 |R)) for r≤(k-1). Proof: Consider the condition (V-3). We choose any two (r × m) matrices (B 0 |r) and (B 1 |r) by restricting B 0 and B 1 to rows i 1 , i 2 , . . . , i r (r < k). Let H (OR (B 0 |r)) = n B 0 |r , H (OR (B 1 |r)) = n B 1 |r , since (B 0 |r) and (B 1 |r) are same matrix with the same appearance frequencies for r < k, then the probability must be the same. That is n B 0 |r m = n B 1 |r m, and thus we have H (OR (B 1 |r)) = H (OR (B 0 |r)). On the contrary, if H (OR (B 1 |r)) = H (OR (B 0 |r)) for any two (r × m) matrices (B 0 |r) and (B 1 |r), thus there exists a oneto-one correspondence between the (B 0 |r) and (B 1 |r) using random column permutation. Therefore, two matrices (B 0 |r) and (B 1 |r) contain the same matrices. If n B 0 |r m = n B 1 |r m, then H (OR (B 1 |r)) = H (OR (B 0 |r)) for r ≤ (k − 1). This contradicts to the condition H (OR (B 1 |r)) = H (OR (B 0 |r)). Therefore, (V-3) and (O-1) are equivalent. Since B 0 and B 1 are inverse of B 0 and B 1 , they keep same property of matrices B 0 and B 1 for security condition. It is obvious that
By Eq. (1), the following equation can be easily induced.
From Eq. (2) From the definition of Hamming weigh function H (.), the next lemma can be directly obtained.
Lemma 2: Let u and v be arbitrarily 1 × m binary vectors,
Example 3: Consider the black matrix
in Nao and Shamir's (3, 5)-OVCS [1] . Suppose that we select the first three rows in B 1 to form four 8-tuples A 1 = (10000111), A 2 = (01000111), and A 3 = (00100111). Consider two 8-tuples A 1 and A 2 . Eq. (3) implies that Lemma 2 is true.
(3-1)
In fact, Lemma 2 has a more general form satisfying Inclusion-Exclusion Principle of Sets. For example, consider VOLUME 7, 2019 three 8-tuples A 1 , A 2 and A 3 (the first three rows of B 1 in Example 3). Eq. (4) implies a general form is also true for three vectors.
(4-1)
Here, we prove a general result (Theorem 1) that H (OR(A|n)) for any Boolean matrix A satisfies Inclusion-Exclusion Principle of Sets. Theorem 1: Let A be a (n × m) Boolean matrix, and each row corresponds to one vector. Then the matrix A satisfies
Let ''⊗''denote the OR operation, ''∧''denote the AND operation. That is, Eq. (5) can be replaced by Eq. (6) which is:
We will prove Eq. (6) using mathematical induction. The case where n = 1 is trivial. When n = 2, from Lemma 2, we have following formula.
Assume that the result is true for n − 1. Then
Next, we consider the case for n.
From Eq. (9), using Eq. (5), we can derive
Since
, we can derive the following via Eq. (8) .
Hence, replacing Eqs. (8) and (11) in the Eq. (10), we have
We obtain the formulation of Eq. (12) for n, and then the matrix A satisfies:
where [n] = {1, 2, · · · , n}. Lemma 4: Let B 1 and B 0 be black and white basis matrices of (k, n) − OVCS.
. Then, we have the security condition: H (AND(B 1 |F)) = H (AND(B 0 |F)) for any proper subset F of Q without emptiness, and the contrast condition:
H (AND(B1|Q)) > H (AND(B 0 |Q)) for odd k, H (AND(B0|Q)) > H (AND(B1|Q)) for even k.
Proof: Security condition:
We have H (AND(B 0 |R)) = H (AND(B 1 |R)) for r ≤ k − 1, from Proposition 1.
Contrast Condition: Because of H (AND(B 1 |F)) = H (AND(B 0 |F)) for any proper subset F of Q without emptiness, we have H (OR(B1|F)) = H (OR(B0|F)) for any proper subset F of Q without emptiness. From Theorem 1, 
Since H (AND(B1|F)) = H (AND(B0|F)) for any proper subset F of Q without emptiness and H (OR(B 1 |Q)) > H (OR(B 0 |Q)) (Condition (O-2)), Eqs. (13) and (14) imply
From (15), we have H (AND(B1|Q)) > H (AND(B 0 |Q)) and H (AND(B 0 |Q)) > H (AND(B1|Q)) for odd k and even k, respectively.
Theorem 2: Let m (respectively, α O ) be the pixel expansion (respectively, the relative difference) of a (k, n) − OVCS. Then, we can construct a (k, n) − AVCS using basis matrices of (k, n) − OVCS. The pixel expansion and the relative difference of (k, n) − AVCS are m A = m and α A = (−1) k−1 α O .
Proof: Because we use basis matrices of (k, n) − OVCS as basis matrices of (k, n) − NVCS, obviously we have m A = m. By Eq. (3), we have
From Eq. (16) and |Q| = k, we can derive the relative contrast. 
Since H (OR(B 1 |Q)) ≥ (m − l O ), from Eq. (19), we can make H (AND(B 1 |Q) 
Theorem 3: Let B 1 and B 0 be basis matrices in a (k, n) − OVCS, and B 1 and B 0 be their inverse matrices. Then, B 1 and B 0 can be used as basis matrices in a (k, n) − NVCS. Meanwhile, they satisfy two conditions:
Proof: From Proposition 1, (O-1) is equivalent to (N-1) and basis matrices in a (k, n) − OVCS satisfy (N-1). Next, the following shows that basis matrices in a (k, n) − OVCS also satisfy (N-2).
For odd k, from Theorem 3 and Eq. (2), we obtain (OR(B 1 |Q) ) ≤ m and H (OR(B 1 |Q)) ≥ (m − l N ), we have 0 ≤ l N . In addition, we can determine l N < h N from h N = (m − l A ), l N = (m − h A ), and l A < h A . Finally, we have 0 ≤ l N < h N ≤ m.
Theorem 3 and Theorem 4 imply that basis matrices and inverse basis matrices) in a (k, n)−OVCS can be used as basis matrices in a (k, n)−AVCS and a (k, n)−NVCS, respectively. However, black and white matrices may be reversed for some values of k.
Theorem 4: Let the difference of white whiteness and black whiteness in (k, n) − XVCS, (k, n) − OVCS, (k, n) − AVCS,
for even k, respectively. Thus, for odd k,
On the other hand, for even k, we have
Example 4: Consider the Droste's (4, 5)-OVCS in Example 1 underlying the operations in (4, 5)-AVCS and (4, 5)-NVCS.
Since k = 4 is even, we use B 0 and B 1 in Droste's (4, 5)-OVCS as black and white matrices B 1 and B 0 in (4, 5)-AVCS. When AND-ing any 1, 2, and 3 shadows in B 1 and B 0 , the black and white secret pixels are 6B9W, 3B12W, and 2B13W, respectively. So, we cannot see any secret from AND-ed results. However, AND-ing 4 shadows can reveal the secret. The black secret pixel is 2B13W and the white secret pixel is 1B14W (i.e., h A = 14, l A = 13). From the above, this (4, 5)-AVCS with B 1 and B 0 satisfies conditions (A-1) and (A-2). On the other hand, we can use B 1 and B 0 as black and white matrices B 1 and B 0 in (4, 5)-NVCS. When OR-ing any 1, 2, and 3 shadows in B 1 and B 0 , the black and white secret pixels are 9B6W, 12B3W, and 13B2W, respectively. So, we cannot see any secret from OR-ed results. However, OR-ing 4 shadows in (4, 5)-NVCS can reveal the secret with 14B1W and 13B2W as black and white pixels, respectively (i.e., h N = 2, l N = 1). From the above, this (4, 5)-NVCS with B 1 and B 0 satisfies conditions (N-1) and (N-2). For Example 1, we have h O = 3, l O = 2, and h X = 11, l X = 3.
All the values of whiteness consist with Theorem 4, where
In fact, there are some well-known various measurements of contrast for VCS [1] , [28] , [29] . Naor and Shamir first used the difference between the white whiteness and the black whiteness to represent the contrast α NS = h−l m [8] . This contrast only differs on the difference of whiteness. Consider two VCSs (Naor and Shamir's (4, 4)-OVCS with h = 1, l = 0, m = 8, and Naor and Shamir's (3, 5)-OVCS with h = 3, l = 2, m = 8), and we use a black-and-white image ''ruler'' as secret image. Both schemes have the same contrast α NS = h−l m = 1 8 . However, as shown in Fig. 1 , we can read the numbers in Fig. 1(a) ((4,  4) -OVCS) but the numbers are blurred in Fig. 1(b) ((3, 5 )-OVCS). By observation, both schemes have different clarities of recovered image. The (4, 4)-OVCS with h = 1 and l = 0, has the better contrast than the (3, 5)-OVCS with h = 3 and l = 2, due to the perfect blackness (i.e., l = 0). Verheul and Van Tilborg [28] Fig. 1(a) with the contrast α VV = (h−l) m(h+l) =
(1−0) 8×(1+0) = 1 8 . The (4, 4)-XVCS (h = 8, l = 0) has the perfect clearness like the original secret image (see Fig. 2 ), and is obviously clearer than (4, 4)-OVCS (h = 1, l = 0). Thus, Eisen and Stinson defined their contrast as α ES = h−l m+l [29] , on which the contrasts of (4, 4)-XVCS and (4, 4)-OVCS are 1 and 1/8, respectively. Eisen and Stinson's definition may distinguish the difference between these two schemes. In addition, this definition gives a reasonable evaluation of α ES = 1 for (4, 4)-XVCS with the perfect clearness. Suppose that two schemes with m = 8 have the same difference of whiteness (h − l). One has the h = 8 and l = 7 (Naor and Shamir's (4, 4)-OVCS underlying AND operation i.e., (4, 4)-AVCS), and the other has h = 6 and l = 5 (Naor and Shamir's (3, 5)-OVCS underlying AND operation i.e., (3, 5)-AVCS). By Eisen and Stinson's definition, we have the contrast 1/15 and 1/13 for (4, 4)-AVCS and (3, 5)-AVCS, respectively. Fig. 3 does not demonstrate the effectiveness of Eisen and Stinson's definition. As shown in Fig. 3 , the reconstructed image of (4, 4)-AVCS ( Fig. 3(a) ) is clearer than that of (3, 5)-AVCS ( Fig. 3(b) ). We can read the numbers in Fig. 3(a) , but the numbers are a little bit blurred in Fig. 3(b) . The reason is that Eisen and Stinson does not consider the perfect whiteness (i.e., h = m). In fact, the perfect whiteness has the same performance like the perfect blackness. However, in previous literatures, all VCSs do not consider the perfect whiteness because there does not exist the perfect whiteness when VCS is only underlying OR operation. For other Booleanoperation based VCSs (XVCS, AVCS, and NVCS), there exists the situation with perfect whiteness.
From the whiteness, the contrast, and the decoding way, we have the following observations for Boolean-operation based VCSs. 
Observation 3: The (k, n) − OVCS and (k, n) − NVCS use OR operation for decoding. Therefore, when consider the simple stacking-to-see property like the conventional VCS, we only use (k, n) − OVCS and (k, n) − NVCS.
Observation 4: The conventional VCS has the features of OVCS, XVCS, AVCS, and NVCS. We may choose the preferred decoding methods according to our need. Even if we do not have a devise with reversing function (or computer) to perform XOR and AND operations, we may reconstruct the secret image by stacking shadows (OVCS and NVCS). Afterwards, if the more complicated decoding way is available, we can recover the high-resolution image by using XVCS or AVCS.
About Observation 1, we discuss it in more detail as follows. Contrasts for (3, 5)-OVCS, (4, 4)-(OVCS), (3, 5)-AVCS, (4, 4)-(AVCS), (4, 4)-XVCS using different definitions of contrast are summarized in Table 1 .
The values of Naor and Shamir's contrast α NS for (3, 5)-OVCS, (4, 4)-(OVCS), (3, 5)-AVCS, (4, 4)-(AVCS) are all the same. By observing Fig. 1 and Fig. 3 , image clarities of (3, 5)-OVCS and (4, 4)-OVCS are really different, and also image clarities of (3, 5)-AVCS and (4, 4)-AVCS are different. By Verheul and Van Tilborg's contrast α VV , the contrast of (4, 4)-XVCS has the perfect clearness (see Fig. 2 ) but it only has the contrast α VV = 1/8. In addition, (4, 4)-AVCS ( Fig. 3(a) ) can reveal the numbers like (4, 4)-OVCS ( Fig. 1(a) ), while (4, 4)-AVCS has the contrast α VV = 1/120, which is significantly less than α VV = 1/8 of (4, 4)-OVCS. We can discriminate (3, 5)-OVCS from (4, 4)-OVCS, and (3, 5)-AVCS from (4, 4)-AVCS by Eisen and Stinson's contrast α ES . Also, Eisen and Stinson's contrast α ES = 1 of (4, 4)-XVCS demonstrates the clearness. However, when using α VV , the contrasts of (3, 5)-OVCS with h = 3, l = 2, and (3, 5)-AVCS with h = 6, l = 5, are different. In fact, the image with h = 3 and l = 2, is only reversed from the image with h = 6 and l = 5. They are only black and white reversed, and should have the same contrast. However, Eisen and Stinson do not consider the perfect whiteness (i.e., h = m). Therefore, we take into account the perfect whiteness, and extend Eisen and For the conventional (k, n) − VCS (i.e., (k, n) − OVCS) with basis matrices B 1 and B 0 , Observation 2 implies that we can try all the values of (h O , l O ), (h X , l X ), (h A , l A ), and (h N , l N ) to find out the best contrast among these four contrasts. Observation 3 shows that (k, n) − NVCS has the same stacking-to-see property like (k, n) − OVCS.
Consider ( is better than using (4, 5)-OVCS. The (4, 5)-NVCS is a more reasonable choice to decode the secret when adopts the simple stacking operation. As shown in Observation 4, for application, one can first preview the secret by easily stacking shadows by using (4, 5)-NVCS (note: (4, 5)-NVCS and (4, 5)-OVCS use the same OR operation but (4, 5)-NVCS has the better contrast). After previewing, he can use a device having XOR or AND operations to recover a high-resolution secret image. When applying XOR operation and AND operation, we have α X = 4/9 and α A = 1/16, respectively. Therefore, if a more complicated operation is available, using (4, 4)-XOR is a better choice.
V. COMPARISON, EXPERIMENT AND DISCUSSION
A. COMPARISON OVCS and NVCS have the easy decoding (stacking operation like the conventional VCS). Through the help of a device with reversing function (i.e., NOT operation), other two operations XOR and AND can be done by 3 OR and 4 NOT operations, and 1OR and 3 NOT operations, respectively. Although using a device with reversed function is more complex, this decoding can be used in the second decoding phase as described in Observation 4.
Lemma 5 shows that (k, n)−XVCS has the largest contrast, and Lemma 6 shows α A = α N for any (k, n) − VCSs. Lemma 7 implies that AVCS and NVCS at least have the same contrast than OVCS for Naor and Shamir's (2, n) − VCS and (3, n) − VCS, and Tuyls et al's (4, n) − VCS.
Lemma 5: By using basis matrices in (k, n) − OVCS to construct (k, n) − XVCS, (k, n) − AVCS, and (k, n) − NVCS, α X is the largest contrast.
Proof: Here, we prove α X > α t , where α t denotes the contrast for OVCS, AVCS, and t ∈ {O, A, N }. From
Lemma 6: By using basis matrices of (k, n) − OVCS to construct (k, n) − AVCS and (k, n) − NVCS, we have α A = α N . Also, if (k, n)−AVCS has perfect whiteness then (k, n)− NVCS has perfect blackness.
Proof: From Theorem 4, we have the following properties:
So, (k, n) − AVCS will have perfect blackness.
Lemma 7: For Naor and Shamir's (2, n) − VCS, Naor and Shamir's (3, n)−VCS, and Tuyls et al's (4, n)−VCS, we have
Proof: Naor and Shamir's (2, n) − VCS has the pixel expansion m = n. From construction method, we have the following whiteness: (h X , l X ) = (n, n − 2), (h O , l O ) = (n − 1, n − 2), (h A , l A ) = (n, n − 1), and (h N , l N ) = (1, 0). Then, we have
Finally, the contrasts are α X = 2/n, α O = 1/n(n = 2) and 1/(n+1)(n ≥ 3), α A = 1/n, and α N = 1/n. Because of n ≥ 2 in (2, n) − VCS, we have the relation α X > α A = α N ≥ α O . About Naor and Shamir's (3, n) − VCS, we have pixel expansion m = (2n − 2). According to construction method, we have whiteness: (h X , l X ) = (n + 1, n − 3), (h O , l O ) = (n − 2, n − 3), (h A , l A ) = (n + 1, n), and (h N , l N ) = (n − 2, n − 3). Then, we have
Finally, the contrasts are α X = − 2n). From construction method, we have the whiteness: 
Finally, the contrasts are α X = 4 (n 2 −4n+4) (for 4 ≤ n ≤ 6) and α X = (for 4 ≤ n ≤ 6) and 8 (n 2 +2n−16) > 1 (n 2 −n−4) (for n ≥ 7), we have α X > α A = α N . Finally, we have the relation α X > α A = α N ≥ α O . Whiteness and contrast for all these schemes are summarized in Table 2 .
B. EXPERIMENTAL RESULTS
To check the visual quality of all Boolean-operation based VCSs (XVCS, OVCS, AVCS, and NVCS), we use a text-andline image (ruler) as the secret image. Naor and Shamir's (2, 4)-VCS is experimented with the pixel expansion 4, so that the aspect ratio of reconstructed image is invariant. When using Naor and Shamir's (2, 4)-VCS as (2, 4)-XVCS with Fig. 4(a) shows the result by XOR-ing any 2 shadows, and Fig. 4(b) is the result by AND-ing any 2 shadows. Figs. (c) and (d) are the results by OR-ing any 2 shadows for OVCS and NVCS, respectively. By the new contrast definition, we have the contrasts α X = 1/2, α A = 1/4, α O = 1/5, and α N = 1/4, respectively. As shown in Fig. 4 , all the secret images can be visually revealed. Obviously, the visual quality of (2, 4)-XVCS (α X = 1/2) is the best among these schemes. The numbers and the lines are very clear in Fig. 4(a) . The smallest graduation of the ruler in Fig. 4 (c) (α O = 1/5) is a little bit unclear when compared with Fig. 4(b) (α A = 1/4) and Fig. 4(d) (α N = 1/4 ). Besides, the (2, 4)-AVCS has the perfect whiteness like (2, 4)-XVCS. So, it is observed that Fig. 4(b) is clearer than Fig. 4(c) since the secret image has white background.
Because (2, 4)-AVCS has the perfect whiteness, (2, 4)-NVCS has the perfect blackness (see Lemma 6) . To demonstrate the benefit of perfect blackness for (2, 4)-NVCS, we apply the same experiment on the secret image ''galaxy'' with black background (see Fig. 5 ). The perfect blackness in Fig. 5(d) has the black background like the original image, and thus it is similar to the original image than Fig. 5(b) .
C. DISCUSSION
Lemma 5 shows α X is the largest contrast in Booleanoperation based VCS. However, it has the complex decoding than others, and Lemma 6 demonstrates α A = α N . Although Lemma 7 shows (α A = α N ) ≥ α O for some specific VCSs, the relation of α O and (α A = α N ) is uncertain. The next example shows two cases α X > α O > α A = α N and α X > α A = α N > α O , respectively.
Example 5: Consider Naor Shamir's (3, 4)-VCS with black and white matrices: In VCS, the different arrangement of m subpixels in shadows will cause a different aspect ratio of the reconstructed image. If the value of m does not allow for sharing a secret pixel to a square-shaped block of shadow pixels, we should put these m subpixels into a rectangular block as possibly we can, so that blocks can be arranged compactly with each other. To solve this problem, we need aspect ratio invariant VCS (ARIVCS) [30] which the shadow has the same aspect ratio as the original image. To retain the invariance of aspect ratio, we have four ways to extend Naor Shamir's (3, 4)-VCS to (3, 4) -ARIVCS with m = 9 (a square number): (i) add 3 all-1 column vectors, (ii) add 2 all-1 column vectors and 1 all-0 column vector, (iii) add 1 all-1 column vector and 2 all-0 column vectors, and (iv) add 3 all-0 column vectors. Whiteness and contrast for these four cases are shown in Table 3 , and we have α X > α O > α A = α N (case (i) and case (ii)) and α X > α A = α N > α O (case (iii) and case (iv)), respectively.
Black and white basis matrices B 1 and B 0 in (k, n)−OVCS can be simultaneously used in (k, n) − XVCS, (k, n) − AVCS, and (k, n) − NVCS. When adopting B 1 and B 0 to generate shadows, we can decode it by using OR operation (OVCS) or using XOR operation (XVCS). Also, we can decode it by AND operation (AVCS). Of course, by reversing these shadows and then stack them, we can recover the secret image like NVCS. However, for the case, we need reversing function. To avoid using reversing function in NVCS, we may use reversed basis matrices to design NVCS. We conclude the following rules showing how to use these Boolean-operation based VCSs appropriately to develop their specialties and simultaneously avoid disadvantages.
Rule 1: It is observed that OVCS and NVCS only needs the simple stacking operation for decoding, while XVCS and AVCS need the more complex operations for decoding (XVCS: 3 stacking operations and 4 reversing operations; AVCS: 1 stacking operation and 3 reversing operations). Via this observation, we may adopt two decoding options in VCS. In phase 1, we apply OVCS or NVCS by using the simple stacking operation for decoding the secret. In phase 2, we use the more complex decoding XVCS or AVCS for recovering the secret image with a higher contrast. These two decoding phases can be used for previewing the secret by using OVCS or NVCS when a computer is temporarily unavailable. When the computer is available during the decoding scene, we then adopt complicated device (with reversing function) and more computation by XVCS or AVCS to obtain a high-contrast image for high-end applications.
Rule 2: Find which one of (k, n)−OVCS and (k, n)−NVCS has the better contrast. Then, we adopt a good one to design the VCS for decoding in phase 1.
Rule 3: As shown in Lemma 6, AVCS has the perfect whiteness for some cases. If the secret image has white background color, then we can obtain an acceptable visual quality. Because the decoding of XVCS is more complicated than AVCS, we can consider use AVCS instead of XVCS in phase 2.
VI. CONCLUSION
We have presented a new Boolean-operation based VCSs (XVCS, AVCS, and NVCS) based on basis matrices of OVCS. Some theorems and lemmas are given and proven to demonstrate the important properties among XVCS, OVCS, AVCS, and NVCS. Since the perfect whiteness can be achieved for new Boolean-operation based VCS, we define a new contrast measurement by taking into account the perfect whiteness. Based on these properties, we give the observations and results to show how to properly use these Boolean-operation based VCSs for decoding.
