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Abstract
We define modular equations in the setting of PEL Shimura varieties as
equations describing Hecke correspondences, and prove degree and height
bounds for them. This extends known results about classical modular
polynomials. In particular, we obtain tight degree bounds for modular
equations of Siegel and Hilbert type for abelian surfaces. In the proof, we
study the behavior of heights when interpolating rational fractions over
number fields; the results we obtain are of independent interest.
1 Introduction
Modular equations encode the presence of isogenies between polarized abelian
varieties. The classical modular polynomial Φℓ, where ℓ is a prime, is an exam-
ple: this bivariate polynomial vanishes on the j-invariants of ℓ-isogenous elliptic
curves [9, §11.C], and can be used to detect and compute such isogenies. Clas-
sical modular polynomials are used for instance in the SEA algorithms to count
points on elliptic curves [26], and in multi-modular methods to compute class
polynomials [28]; being able to compute isogenies also has wide implications in
elliptic curve cryptography.
Proving complexity bounds on these algorithms requires bounds on the size
of Φℓ, which are well known. This polynomial has coefficients in Z, is symmetric,
and has degree ℓ + 1 in both variables. Define the height h(Φℓ) to be the
maximum value of log |c|, where c ranges over the coefficients of Φℓ. Then
h(Φℓ) ∼ 6ℓ log(ℓ) as ℓ grows [8], and explicit bounds can be given [5]. In
particular, the total bit size of Φℓ is O(ℓ
3 log ℓ).
Other types of modular equations have recently been defined and computed,
and are of similar interest. For instance, modular equations of Siegel type de-
scribe ℓ-isogenies between Jacobians of genus 2 curves, where ℓ is a prime [17].
The j-invariant is replaced by three Igusa invariants j1, j2, j3, so there are three
equations involving six variables. A natural choice for the first equation, inspired
by Φℓ, is the minimal polynomial Ψℓ,1 of the j1 of the second Jacobian. Then
Ψℓ,1 ∈ Q(j1, j2, j3)[X1]. Its degree in X1 is ℓ3 + ℓ2 + ℓ + 1, but its coefficients
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are rational fractions whose degrees and heights are a priori unknown. Similar
problems appear in other dimension 2 settings, such as for modular equations
for cyclic isogenies between Jacobians with real multiplication [18].
The main goal of this paper is to prove degree and height bounds for such
modular equations. Since our methods are not restricted to dimension 2, it
seems natural to consider a more general setting, namely PEL Shimura vari-
eties; these varieties are moduli spaces for abelian varieties with Polarization,
Endomorphisms, and Level structure. More precisely, we consider simple PEL
Shimura varieties of type (A) or (C) of finite level and positive dimension. The
required facts about them are recalled in Section 2.
We refer to a choice of connected components S, S ′ of a PEL Shimura variety,
and invariants on them, as the setting. Throughout the paper, the symbol C
stands for a constant depending only on the setting; its value may change from
one line to the next unless we label it explicitly as C1, etc.
Let Hδ be a Hecke correspondence of degree d(δ). In the modular inter-
pretation, it parametrizes isogenies of a certain type between abelian varieties
with PEL structure; let ℓ(δ) be the degree of these isogenies. Assume that Hδ
intersects S × S ′ nontrivially. In Section 3, we define modular equations Φδ,m
describingHδ in terms of the chosen invariants on S×S ′; the coefficients of Ψδ,m
are rational fractions defined over a number field. We show that the degrees and
heights of these modular equations are governed by d(δ) and ℓ(δ). Our main
result is as follows, and is optimal up to the precise values of the constants.
Theorem 1.1. Let S, S ′ be connected components of a simple PEL Shimura
variety of type (A) or (C) of finite level, and choose invariants on them. Then
there exists constants C1, C2 such that the following holds.
Let Hδ be a Hecke correspondence of degree d(δ) describing isogenies of de-
gree ℓ(δ) between abelian varieties with PEL structure, and assume that H(δ)
intersects S × S ′ nontrivially. Let F be a rational fraction occurring as a coef-
ficient of one of the modular equations Ψδ,m. Then
1. The total degree of F is bounded by C1 d(δ). The same estimate holds if
we require all the F ’s to share a common denominator.
2. The height of F is bounded by C2 d(δ) log ℓ(δ).
In principle, these constants are explicit, and can be tracked through the
proofs. For instance, Propositions 4.10 and 4.11 give explicit degree bounds in
dimension 2 that match exactly with experiments [16].
The strategy to prove part 1 (in Section 4) is to exhibit a particular modular
form that behaves as the denominator of Ψδ,m, and to control its weight; then,
we show that rewriting quotients of modular forms in terms of invariants trans-
forms bounded weight into bounded degree. The proof of part 2 (in Sections 5
and 6) is inspired by previous works on Φℓ [24]. We prove height bounds on
modular equations evaluated at certain points; this implies that their coefficients
have bounded height. One difficulty is that we have to deal with interpolation of
multivariate rational fractions over number fields, rather than univariate poly-
nomials over Z. The tools we develop seem to be of independent interest.
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2 Background on PEL Shimura varieties
Our presentation is inspired by Milne’s [20], which serves as a general reference
for this section. These notes are themselves based on Deligne’s reformulation
of Shimura’s works [10]. We use the following notation: if G is a connected
reductive algebraic group over Q, then
• Gder is the derived group of G,
• Z is the center of G,
• Gad = G/Z is the adjoint group of G,
• T = G/Gder is the largest abelian quotient of G,
• ν : G→ T is the natural quotient map,
• Gad(R)+ is the connected component of 1 in G
ad(R) for the real topology,
• G(R)+ is the preimage of G
ad(R)+ in G(R), and finally
• G(Q)+ = G(Q) ∩G(R)+.
We write Af for the ring of finite adeles of Q.
2.1 Simple PEL Shimura varieties of type (A) or (C)
Let (B, ∗) be a simple Q-algebra with positive involution. The center F of B is
a number field; let F0 be the subfield of invariants under ∗. For simplicity, we
make the technical assumption that B is of type (A) or (C) [20, Prop. 8.3].
Let (V, ψ) be a faithful symplectic (B, ∗)-module. This means that V is
a faithful B-module equipped with an nondegenerate alternating Q-bilinear
form ψ such that for all b ∈ B and for all u, v ∈ V ,
ψ(b∗u, v) = ψ(u, bv).
Let GLB(V ) denote the group of automorphisms of V respecting the action
of B, and let G be its algebraic subgroup defined by
G(Q) =
{
g ∈ GLB(V ) | ψ(gx, gy) = ψ(µ(g)x, y) for some µ(g) ∈ F×0
}
.
We warn the reader that our G is denoted G1 in [20, §8], and that consequently
the definition of a PEL Shimura variety used here differs slightly from Milne’s.
The group G is connected and reductive, and by [20, Prop. 8.7], its derived
group is Gder = ker(µ) ∩ ker(det).
Let x be a complex structure on V (R), meaning an endomorphism of V (R)
such that x ◦ x = −1. We say that x is positive for ψ if it commutes with
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the action of B and the form (u, v) 7→ ψ(u, x(v)) is symmetric and positive
definite. Such a complex structure x0 exists [20, Prop. 8.14]. Define X+ to be
the orbit of x0 under the action of G(R)+ by conjugation; the space X+ is a
hermitian symmetric domain [20, Cor. 5.8]. We call the pair (G,X+) a simple
PEL Shimura datum of type (A) or (C), or simply a PEL datum.
Let K be a compact open subgroup of G(Af ), and let K∞ be the stabilizer
of x0 in G(R)+. The PEL Shimura variety associated with (G,X+) of level K
is the double coset
ShK(G,X+)(C) = G(Q)+\(X+ ×G(Af ))/K
= G(Q)+\(G(R)+ ×G(Af ))/K∞ ×K.
In the first description, G(Q)+ acts on both X+ and G(Af ) by conjugation and
left multiplication respectively, and K acts on G(Af ) by right multiplication.
When the context is clear, we omit (G,X+) from the notation.
The projection to the second factor induces a map with connected fibers
from ShK(C) to the double cosetG(Q)+\G(Af )/K, which is finite [20, Lem. 5.12].
Let C be a set of representatives in G(Af ) for this double coset. The connected
component Sc of ShK(C) indexed by c ∈ C can be identified with Γc\X+, where
Γc = G(Q)+ ∩ cKc−1 is an arithmetic subgroup of Aut(X+) [20, Lem. 5.13].
Thus, the Shimura variety has a natural structure of a complex analytic space,
and is an algebraic variety by the theorem of Baily and Borel [20, Thm. 3.12].
Since Gder is simply connected, by [20, Thm. 5.17 and Lem. 5.20], the map ν
induces an isomorphism
G(Q)+\G(Af )/K ≃ ν(G(Q)+)\T (Af)/ν(K).
Therefore the set of connected components of ShK(C) is a finite abelian group.
Moreover, each connected component is itself a Shimura variety with underlying
group Gder [20, Rem. 5.23].
In fact, ShK(G,X+) exists as an algebraic variety defined over the reflex
field, which is a number field depending only on G and X+ [20, §12-14]. In
general, the field of definition of an individual connected component of ShK(C)
may be larger.
2.2 The modular interpretation
The Shimura variety ShK(G,X+)(C) has a modular interpretation in terms of
isogeny classes of abelian varieties with PEL structure [20, Thm. 8.17]. After
choosing lattices in V , we can rephrase it in terms of isomorphism classes of
such varieties, in a flavor similar to [6, §2.6.2]. This second description is closer
to the applications we have in mind.
A lattice in a topological abelian group is a cocompact and discrete subgroup.
Recall that the map Λ 7→ Λ̂ = Λ ⊗ Ẑ is a bijection between lattices in V and
lattices in V (Af ); its inverse is intersection with V (Q).
Let Λ̂0 be a lattice in V (Af ) that is stabilized by K, and let Λ0 = Λ̂0∩V (Q).
LetO be the largest order in B stabilizing Λ0. We construct a standard polarized
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lattice for each connected component as follows. For c ∈ C, write
Λ̂c = c(Λ̂0), Λc = Λ̂c ∩ V (Q).
Since c respects the action of B on V (Af ), the order O is again the stabilizer
of Λ̂c, and thus of Λc. Choose λc ∈ Q×+ such that ψc = λcψ takes integer values
on Λc × Λc. Define
Λ⊥c = {v ∈ V (Q) | ∀w ∈ Λc, ψc(v, w) ∈ Z}.
Then Λ⊥c is a lattice in V containing Λc. We call the finite group Tc = Λ⊥c /Λc
the polarization type of (Λc, ψc).
We first formulate a modular interpretation using lattices. Let Zc be the set
of isomorphism classes of tuples (Λ, x, ι, φ, ηK) where
• Λ is a free Z-module of rank dim V ,
• x ∈ End(Λ⊗ R) is a complex structure on Λ⊗ R,
• ι is an embedding O →֒ EndZ(Λ),
• φ : Λ× Λ→ Z is a nondegenerate alternating Z-bilinear form on Λ,
• ηK is a K-orbit of Ẑ-linear isomorphisms of O-modules Λ̂0 → Λ⊗ Ẑ,
satisfying the following condition: (⋆) there exists an isomorphism of O-modules
a : Λ→ Λc, carrying ηK to cK and x to an element of X+, such that
∃ζ ∈ µ(Γc), ∀u, v ∈ Λ, φ(u, v) = ψc
(
ζa(u), a(v)
)
.
Isomorphisms between tuples are isomorphisms of O-modules f : Λ→ Λ′ that
send x to x′, send ηK to η′K, and such that φ(u, v) = φ′
(
ζf(u), f(v)
)
for
some ζ ∈ µ(Γc).
In particular, for every (Λ, x, ι, φ, ηK) ∈ Zc, the complex structure x is
positive for φ, the Rosati involution defined by φ coincides with ∗ on B, the
action of B on Λ⊗Q leaves the complex structure x invariant, and the type of
the polarization φ on Λ is Tc.
Theorem 2.1. Let c ∈ C, let Sc = Γc\X+ be the associated connected compo-
nent of ShK(G,X+)(C), and define Zc as above. Then the map
Zc −→ Sc
(Λ, x, ι, φ, ηK) 7−→ [axa−1, c] where a is as in (⋆)
is well-defined and bijective. The inverse map is
[x, c] 7→ (Λc, x, ι, ψc, cK).
where ι is the natural action of O on Λc.
Proof. The proof is direct and omitted; the details are similar to [20, Prop. 6.3].
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We want to rephrase Theorem 2.1 using the language of abelian varieties.
Giving an abelian variety A over C is the same as giving the lattice Λ = H1(A,Z)
and a complex structure on the universal covering Λ⊗ R of A. Giving a polar-
ization on A is the same as giving an alternating nondegenerate bilinear form φ
taking integral values on Λ such that (u, v) 7→ φ(u, iv) is symmetric and positive
definite. Then, endomorphisms of A correspond to endomorphisms of Λ that
respect the complex structure, and Λ⊗ Ẑ is canonically isomorphic to the global
Tate module
T̂ (A) =
∏
ℓ prime
Tℓ(A).
When c ∈ C is fixed, we define a complex abelian variety with PEL structure
to be a tuple (A, φ, ι, ηK) where
• (A, φ) is a complex polarized abelian variety with polarization type Tc,
• ι is an embedding O →֒ End(A) such that the Rosati involution on B is ∗,
• ηK is a K-orbit of Ẑ-linear isomorphisms of O-modules Λ̂0 → T̂ (A),
satisfying the following condition: (⋆) there exists an isomorphism of O-modules
a : H1(A,Z) → Λc, carrying φ to ψc, carrying ηK to cK, and such that the
induced complex structure on V (R) belongs to X+.
The difference with the setting of Theorem 2.1 is that isomorphisms of po-
larized abelian varieties should respect the polarizations exactly, rather than up
to an element of µ(Γc). In general, µ(Γc) is not trivial, but there is the following
workaround. If ε ∈ F×, then multiplication by ε defines an element in the center
of G(Q), so it makes sense to define
E = {ε ∈ F× | ε ∈ K} = {ε ∈ F× | ε ∈ Γc}.
Theorem 2.2. Let c ∈ C, and assume that µ(E) = µ(Γc). Then the map
[x, c] 7−→ (V (R)/Λc, ι, cK),
where V (R) is seen as a complex vector space via x, and ι is the action of
induced by the action of B on V (R), is a bijection between Sc and the set of
isomorphism classes of complex abelian varieties with PEL structure.
Proof. When defining Zc, we can impose ζ = 1 in condition (⋆) and strengthen
the notion of isomorphism between tuples to respect the polarizations exactly:
indeed, multiplying a by some ε ∈ E leaves everything invariant except the
alternating form, which gets multiplied by µ(ε). The result follows then from
Theorem 2.1.
Remark 2.3. In any case, µ(E) has finite index in µ(Γc): indeed, if Z×F0 denotes
the unit group of F0, we have
µ(E) ⊂ µ(Γc) ⊂ Z×F0
and E contains a subgroup of finite index in Z×F0 . By [7, Th. 1], there exists
a compact open subgroup M of µ(K) such that Z×F0 ∩ M = µ(E). Define
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K ′ = K ∩ µ−1(M), and denote by Γ′c the associated arithmetic subgroups.
Then E remains the same for K ′, and for c ∈ G(Af ) we have
Γ′c = {γ ∈ Γc | µ(γ) ∈ µ(E)}.
Thus raising the level allows us to reach the situation of Theorem 2.2, at the
cost of adding connected components.
2.3 Modular forms on PEL Shimura varieties
A modular form of weight w ∈ Z on ShK(G,X+)(C) is a function
f : G(Q)+\(G(R)+ ×G(Af ))/K → C
that satisfies suitable growth and holomorphy conditions [19, Prop. 3.2], and
such that
∀x ∈ G(R)+, ∀g ∈ G(Af ), ∀k∞ ∈ K∞, f([xk∞, g]) = ρ(k∞)wf([x, g]).
Here ρ : K∞ → C× is a certain canonical character of K∞. The weight of f is
denoted by wt(f). We also say that f is of level K.
From a geometric point of view, there is a line bundleM on ShK(C) such that
modular forms of weight w are the holomorphic sections ofM⊗w that are again
holomorphic when extended to the Baily-Borel compactification of ShK(C). In
fact, M is the inverse determinant of the tangent bundle on ShK [1, Prop. 7.3].
Let S be a connected component of ShK(C), and L its field of definition.
A modular form of weight w on S is simply the restriction to S of a weight w
modular form on ShK(C). Modular forms on S generate a graded ring. The
following result is well known; since we did not find a precise reference in the
literature, we present a short proof.
Theorem 2.4. The graded ring of modular forms on S is generated by finitely
many elements defined over L, and modular forms of sufficiently high weight
realize a projective embedding of S. Every meromorphic function on S is a
quotient of two modular forms of the same weight.
Proof. As shown by Baily and Borel [1, Thm. 10.11], modular forms of suffi-
ciently high weight give a projective embedding of S which is a priori defined
over C. In other words, the line bundle M is ample on S. It can be defined
over L, and remains ample as a line bundle on the variety S over L. Therefore
the graded L-algebra ⊕
w≥0
H0(S,M⊗w)
is finitely generated, and consists of modular forms defined over L. They also
give a projective embedding provided the weight is high enough. The second
part of the statement is an easy consequence of the first.
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We can also consider modular forms that are symmetric under certain auto-
morphisms of ShK . Let Σ be a finite group of automorphisms of G that leaves
G(Q)+, K,K∞, ν and the character ρ invariant. Then for every modular form f
of weight w on S, and every σ ∈ Σ, the function
fσ : [x, g] 7→ f([σ(x), σ(g)])
is a modular form of weight w on S. We say that f is symmetric under Σ if
fσ = f for every σ ∈ Σ.
Proposition 2.5. Let Σ be a finite group of automorphism of G as above. Then
symmetric modular forms generate a graded ring that is also finitely generated
over L, and every symmetric modular function is the quotient of two symmetric
modular forms of sufficiently high weight.
Proof. This is a consequence of Theorem 2.4 and Noether’s theorem [22] on
invariants under finite groups.
2.4 Hecke correspondences
Let δ ∈ G(Af ), and let K ′ = K ∩ δKδ−1. We have a diagram
ShK′ Shδ−1K′δ
ShK ShK
p1
R(δ)
p2
where the map R(δ) is [x, g] 7→ [x, gδ]. It defines a correspondence Hδ in
ShK × ShK , called the Hecke correspondence of level δ, consisting of all pairs of
the form
(
p1(x), p2(R(δ)x)
)
for x ∈ ShK′ . Hecke correspondences are algebraic,
and are defined over the reflex field [20, Thm. 13.6].
We define the degree of Hδ to be the index
d(δ) = [K : K ′] = [K : K ∩ δKδ−1].
It is finite as both K and K ′ are compact open in G(Af ), and is the degree of
the map p1 : Hδ → ShK . We can also consider Hδ as a map from ShK to its
d(δ)-th symmetric power, sending z ∈ ShK to the set {z′ ∈ ShK | (z, z′) ∈ Hδ}.
It is easy to see how Hδ behaves with respect to connected components: if z
lies in the connected component indexed by t ∈ T (Af ), then its images lie in
the connected component indexed by t ν(δ).
In the modular interpretation, Hecke correspondences describe isogenous
abelian varieties such that the isogeny is of a certain type. Let us describe the
construction. After multiplying δ by a suitable element in Q×, which does not
change Hδ, we can assume that δ(Λ̂0) ⊂ Λ̂0. Write
K =
d(δ)⊔
i=1
κiK
′.
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Let c ∈ C, and consider the lattice with PEL structure (Λc, x, ι, ψc, cK) associ-
ated with a point [x, c] ∈ Sc by Theorem 2.1.
Partition the orbit cK into K ′-orbits cκiK
′. Each cκiδ is then a Ẑ-linear
embedding of O-modules Λ̂0 →֒ Λ̂c; it is well defined up to right multiplication
by δ−1K ′δ, hence by K. Let Λi ⊂ Λc be the lattice such that Λi ⊗ Ẑ is the
image of this embedding. There is still a natural action of O on Λi. The
decomposition cκiδK = qic
′K, with qi ∈ G(Q)+ and c′ ∈ C, is well defined, and
the element c′ does not depend on i.
Proposition 2.6. Let δ ∈ G(Af ). Let c ∈ C and let Sc be the associated
connected component of ShK(C). Let z = [x, c] ∈ Sc, and construct Λi, qi, c′ as
above. Then the image of z by the Hecke correspondence Hδ is given by the d(δ)
isomorphism classes of tuples with representatives(
Λi, x,
λc′
λc
ψc
(
µ(q−1i ) · , ·
)
, cκiδK
)
for 1 ≤ i ≤ d(δ).
Proof. The images of [x, c] via the Hecke correspondence are the points [q−1i x, c
′]
of ShK(C). The relation cκiδK = qic
′K shows that the map q−1i sends the
lattice Λi to Λc′ . This map also respects the action of O, and sends the complex
structure x to q−1i x. Finally, it sends the polarization (u, v) 7→ ψc(u, v) on Λi
to (u, v) 7→ ψc
(
µ(qi)u, v
)
on Λc′ .
We define the isogeny degree of Hδ as
ℓ(δ) = #
(
Λ̂0/δ(Λ̂0)
)
.
Corollary 2.7. Let δ ∈ G(Af ). Then, in the modular interpretation of The-
orem 2.2, the Hecke correspondence Hδ sends an abelian variety A with PEL
structure to d(δ) abelian varieties A1, . . . , Ad(δ) such that for every i, there exists
an isogeny A→ Ai of degree ℓ(δ).
Proof. By Proposition 2.6, the Hecke correspondence consists in taking d(δ)
suitable sublattices Λi ⊂ Λc, and then descending the polarization to recover
something isomorphic to the standard lattice Λc′ . Since the complex structure
remains the same, and Λc/Λi ≃ Λ̂0/δ(Λ̂0), the result follows.
For later purposes, we state a relation between d(δ) and ℓ(δ).
Lemma 2.8. We have d(δ) ≤ C ℓ(δ)C .
Proof. Since K is open, we can find an integer N ≥ 1 such that{
g ∈ G(Af ) ∩GL(Λ̂0) | g = 1 mod N Λ̂0
} ⊂ K.
Then K ∩ δKδ−1 contains those elements g ∈ G(Af ) ∩ GL(Λ̂0) that are the
identity modulo Λ̂ = N Λ̂0 ∩Nδ(Λ̂0). This Λ̂ belongs to the set Y of sublattices
of index NdimV ℓ(δ) in Λ̂0. We have #Y ≤ C ℓ(δ)C . The group K acts on Y,
and K ∩ δKδ−1 contains the stabilizer of Λ̂; the claim follows.
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3 Modular equations on PEL Shimura varieties
3.1 The PEL setting
Let (G,X+) be a PEL datum, let K be a compact open subgroup of G(Af ), and
let Σ be a finite group of automorphisms of G as in §2.3. Let n be the complex
dimension of X+; we assume that n 6= 0. Let S, S ′ be connected components
of ShK(G,X+)(C), and let L be a number field over which S and S ′ are defined.
To complete the picture, we also need to choose invariants, i.e. coordinates
on S, S ′ given by modular functions. Since the field L(S) of functions on S
has transcendence degree n, the field L(S)Σ of functions on S that are sym-
metric under Σ also has transcendence degree n. Choose a transcendence basis
(j1, . . . , jn) of L(S)Σ, and another symmetric function jn+1 that generates the
remaining finite extension. On S, the function jn+1 satisfies a minimal relation
of the form
j en+1 +
e−1∑
k=0
Ek(j1, . . . , jn) j
k
n+1 = 0. (E)
We proceed similarly to define a basis of functions on S ′: no confusion will
arise if we also denote them by j1, . . . , jn+1. We refer to all the data defined
up to now as the PEL setting. Throughout the paper, the symbol C refers to a
constant that depends on this data only.
3.2 Definition of modular equations
Let δ ∈ G(Af ) defining a Hecke correspondence Hδ that intersects S × S ′ non-
trivially. We want to define explicit polynomials, called modular equations of
level δ, describing Hδ in the product S × S ′.
The ring of meromorphic functions on Hδ, denoted by L(Hδ), is a finite
extension of degree (#Σ) d(δ) of L(S)Σ. We can identify it with the ring of
modular functions of trivial weight on S˜ ⊂ ShK′(C), where K ′ = K ∩ δKδ−1
and S˜ is the preimage of S in ShK′(C). Let
K ′′ =
⋂
σ∈Σ
σ(K ′) = K ∩
⋂
σ∈Σ
σ(δ)Kσ(δ)−1.
There is a right action of K ⋊ Σ on modular forms for K ′′, given by
(k, σ) · f : [x, g] 7→ fσ([x, gk]).
For γ ∈ K ⋊ Σ, we write this action as f 7→ fγ . The modular forms invariant
under K ′× {1} (resp. K ⋊Σ) are exactly the elements of L(Hδ) (resp. L(S)Σ).
The functions
jk,δ : [x, g] 7→ jk([x, gδ])
for 1 ≤ k ≤ n+ 1 belong to L(Hδ). We define the chain of subgroups
K ⋊ Σ = K0 ⊃ K1 ⊃ · · · ⊃ Kn+1 ⊃ K ′
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where Km is the subgroup that leaves j1,δ, . . . , jm,δ invariant, and we write
di = [Ki−1 : Ki].
Definition 3.1. The modular equations of level δ on S × S ′ are the tuple
(Ψδ,1,Ψδ,2, . . . ,Ψδ,n+1) defined as follows: for each 1 ≤ m ≤ n+ 1, set
Ψδ,m =
∑
γ∈K0/Km−1
(m−1∏
i=1
∏
γi
(
Yi − jγii,δ
)) ∏
γm∈Km−1/Km
(
Ym − jγγmm,δ
)
where the middle product is over all γi ∈ K0/Ki such that γi = γ mod Ki−1,
but γi 6= γ mod Ki.
Therefore, Ψδ,m is a multivariate polynomial in the m variables Y1, . . . , Ym.
The expression for Ψδ,m makes sense, because multiplying γ on the right by an
element in Km−1 only permutes the factors in the last product.
Lemma 3.2. The coefficients of Ψδ,m lie in L(j1, . . . , jn+1). The degree of Ψδ,m
in Ym is dm, and its degree in Yi for i < m is at most di − 1.
Proof. It is clear from the formula that the action of K0 leaves Ψδ,m invariant.
Hence the coefficients of Ψδ,m are elements of L(S)Σ, and this field is generated
by j1, . . . , jn+1 over L. The second statement is obvious from the formula.
Using the equation (E) satisfied by jn+1 on S, there is a unique way to
write Ψδ,m as an element of the ring L(j1, . . . , jn)[jn+1, Y1 . . . , Ym] with degree
at most e− 1 in jn+1. We call this expression the canonical form of Ψδ,m, and
we can consider its coefficients to be rational fractions in n variables J1, . . . , Jn.
Proposition 3.3. Let 1 ≤ m ≤ n + 1, and γ ∈ K0/Km−1. Then, up to
multiplication by an element in L(j1, . . . , jn+1, j1,δ, . . . , jm−1,δ), we have
Ψδ,m(j
γ
1,δ, . . . , j
γ
m−1,δ, Ym) =
∏
γm∈Km−1/Km
(Ym − jγγmm ) .
Proof. This is straightforward from Definition 3.1.
Proposition 3.3 has two consequences. First, modular equations vanish
on Hδ, as promised; and second, provided the multiplicative coefficient does
not vanish, which is generically the case, Ψδ,m provides all the possible values
for jm,δ once j1, . . . , jn+1 and j1,δ, . . . , jm−1,δ are known. We can also define
other modular equations Φδ,m for which there is true equality in Proposition 3.3,
but they have a more complicated expression. In practice, using theΨδ,m is more
convenient as they are typically smaller.
Remark 3.4. There is a geometric picture behind the definition of Ψδ,m. For
simplicity, assume that Hδ is irreducible. Then L(Hδ) is a field, and is generated
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by the ji,δ for 1 ≤ i ≤ n+ 1. We have a tower of function fields:
L(j1, . . . , jn+1, j1,δ, . . . , jn+1,δ) = L(Hδ)
...
L(j1, . . . , jn+1, j1,δ)
L(S)Σ.
degree dn+1
degree d2
degree d1
Proposition 3.3 implies that up to scaling, Ψδ,m(j1,δ, . . . , jm−1,δ, Ym) is the
minimal polynomial of jm,δ over L(j1, . . . , jn+1, j1,δ, . . . , jm−1,δ). Therefore it
is a defining equation for the m-th floor of the tower above.
If j1,δ is a generator of the whole field extension L(Hδ)/L(S)Σ, then for every
2 ≤ m ≤ n+ 1, we have dm = 1 and the polynomial Ψδ,m is just the expression
of jm,δ in terms of j1, . . . , jn+1, and j1,δ.
Using a nontrivial Σ increases the degree of modular equations. This also
has a geometric interpretation: modular equations describe the Hecke corre-
spondence Hδ and its conjugates under Σ simultaneously.
3.3 Modular equations of Siegel type in genus 2
The Siegel modular varieties are prominent examples of PEL Shimura vari-
eties. They classify abelian varieties of dimension g with a certain polarization
and level structure (but no endomorphisms). Another example is given by the
Hilbert modular varieties, which do the same with an additional real multiplica-
tion embedding. In this subsection and the next, we explain how these examples
fit in the general setting of PEL Shimura varieties. In particular, we show that
modular equations of Siegel and Hilbert type in dimension 2 [17, 18] are special
cases of modular equations as defined above.
Let g ≥ 1. The Siegel modular variety of dimension g is obtained by taking
B = Q, with trivial ∗, and taking the symplectic module (V, ψ) to be V = Q2g
with
∀u, v ∈ V, ψ(u, v) = ut
(
0 Ig
−Ig 0
)
v.
Then G = GSp2g(Q). The Q-algebra B is simple of type (C). We can chooseX+
to be the set of all complex structures on V (R) that are positive for ψ, and we
have
G(R)+ = {g ∈ G(R) | µ(g) > 0}.
The reflex field is Q [20, §14]. In fact, X+ can be identified with the Siegel
upper half-space Hg endowed with the classical action of GSp2g(Q).
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Choose positive integers D1| · · · |Dg, and let Λ0 be the lattice generated
by the vectors e1, . . . , eg, D1eg+1, . . . , Dge2g. Then the polarization ψ has type
(D1, . . . , Dg) on Λ0. LetK be a compact open subgroup of G(Af ) that stabilizes
Λ0⊗Ẑ, and let S1 denote the connected component of ShK(C) above 1 ∈ G(Af ).
This component is identified with Γ\Hg, where
Γ = GSp2g(Q)+ ∩K = Sp2g(Q) ∩K.
By Theorem 2.2, S1 is a moduli space for polarized abelian varieties with
polarization type (D1, . . . , Dg) and level K structure such that H1(A,Z) is iso-
morphic to Λ0 with its additional data. This modular interpretation coincides
with the classical one [3, §8.1]. Also, modular forms on S1 are Siegel modular
forms in the classical sense.
Taking g = 1 and D1 = 1, we find the classical modular curves, which are
quotients of the upper half plane H1 by congruence subgroups of SL2(Z).
We now focus on the special case given by
g = 2, D1 = D2 = 1, Λ0 = Z
2g, K = GSp2g(Ẑ).
Then ShK(C) has only one connected component, and classifies principally po-
larized abelian surfaces. Modular forms on ShK are Siegel modular forms of
level Γ(1) = Sp4(Z). As shown by Igusa [14], the graded ring of modular forms
is generated by four elements of respective weights 4, 6, 10, 12. These can be
taken to be I4, I
′
6, I10, I12 in Streng’s notation [27, p. 42]. The function field of
ShK is generated by three algebraically independent Igusa–Streng invariants:
j1 =
I4I
′
6
I10
, j2 =
I24I12
I210
, j3 =
I54
I210
.
Let ℓ be a prime, and consider the Hecke correspondence of level
δ =
(
1 0
0 ℓ
)
as a 4× 4 matrix in 2× 2 blocks.
Then the group K ∩ δKδ−1 ∩ G(Q)+ is the usual group Γ0(ℓ), and the degree
of Hδ is
d(δ) = ℓ3 + ℓ2 + ℓ+ 1.
The Hecke correspondence describes all principally polarized abelian surfaces
ℓ-isogeous to a given one; the degree of these isogenies is ℓ(δ) = ℓ2. In this case,
the function j1,δ generates the function field on the Hecke correspondence, so
that d1 = d(δ) and d2 = d3 = 1, in the notation of §3.2. The modular equations
from Definition 3.1 are the usual modular equations of Siegel type and level ℓ.
They have been computed for ℓ = 2 and ℓ = 3 [17].
3.4 Modular equations of Hilbert type in genus 2
Let F be a totally real number field of degree g over Q, and let B = F with
trivial ∗. The Q-algebra B is simple of type (C). Let V = F 2, which is a
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Q-vector space of dimension 2g, and define the symplectic form ψ by
∀a, b, c, d ∈ F, ψ((a, b), (c, d)) = TrF/Q(ad− bc).
Then (V, ψ) is a faithful symplectic (B, ∗)-module, where B acts on V by mul-
tiplication. The associated algebraic group is G = GL2(F ). The g real embed-
dings of F induce an identification
G(R) =
g∏
i=1
GL2(R).
The subgroup G(R)+ consists of matrices with totally positive determinant.
There is a particular complex structure x0 ∈ G(R) on V (R) given by
x0 =
((
0 1
−1 0
))
1≤i≤g
.
Let X+ be the G(R)+-conjugacy class of x0. Then (G,X+) is called a Hilbert
Shimura datum. Its reflex field is Q: see [29, §X.4] when g = 2, and [20, Ex. 12.4]
in general. The domain X+ can be identified with Hg1, where H1 is the complex
upper half-plane, endowed with the action of GL2(R) on each coordinate.
Let ZF be the integer ring of F , and take Λ0 = ZF ⊕ Z∨F , where Z∨F is the
dual of ZF with respect to the trace form. Then the stabilizer of Λ0 in B is ZF .
Let K be a compact open subgroup of GL(Λ0 ⊗ Af ).
Remark 3.5. In this setting, µ(Γc) is not equal to µ(E) in general. For instance,
if K = GL(Λ0 ⊗ Af ), and c = 1 is the trivial class, then
Γc = G(R)+ ∩K = {g ∈ GL(Λ0) | det(g) is totally positive},
so µ(Γc) is the set of totally positive units in ZF . On the other hand, µ(E) is
the set of all squares of units. For instance, if g = 2, then µ(E) = µ(Γc) if and
only if the fundamental unit in ZF has negative norm.
We now assume that K has been chosen such that
G(Q)+ ∩K =
{
g ∈ GL2(ZF ⊕ Z∨F ) | µ(g) ∈ Z×2F
}
.
The Shimura variety ShK(G,X+)(C) has several connected components: the
narrow class group of F appears in π0(ShK(C)) [29, Cor. I.7.3]. Let S1 be the
connected component associated with c = 1. Then there is a natural isomor-
phism
S1 = (G(Q)+ ∩K)\Hg1 ≃ SL2(ZF ⊕ Z∨F )\Hg1.
By Theorem 2.2, the component S1 parametrizes polarized abelian varieties with
real multiplication by ZF and levelK structure such thatH1(A,Z) is isomorphic
to Λ0 with its additional data. Modular forms of weight w on S1 are classical
Hilbert modular forms of weight (w,w) and level Γ(1) = SL2(ZF ⊕ Z∨F ).
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Now consider the special case g = 2, and let Σ = {1, σ}, where σ is the
involution of G coming from real conjugation in F . On G(R)+, the involution σ
acts as permutation of the two factors. Modular forms that are symmetric
under Σ are symmetric Hilbert modular forms in dimension 2 in the usual sense.
Let b be a prime ideal of ZF , and define
δ =
(
1 0
0 b
)
in G(Af ).
The Hecke correspondence of level δ has degree d(δ) = NF/Q(b) + 1, and
parametrizes isogenies of degree ℓ(δ) = NF/Q(b). One can check that Hδ inter-
sects S1 × S1 nontrivially if and only if b is trivial in the narrow class group
of F , i.e. b = (β) is principal and generated by a totally positive element.
Now assume that β ∈ ZF is totally positive and primes, and let
δ =
(
1 0
0 β
)
.
One possibility is to use, as invariants on S1, the pullback of Igusa invariants by
the forgetful map to the Siegel threefold. They are symmetric with respect to Σ,
and the equation relating these three invariants is the equation of the associated
Humbert surface. In this case, the modular equations describe simultaneously
β- and σ(β)-isogenies [18].
In special cases, the field of Σ-invariant functions can be generated by two
elements called Gundlach invariants. This reduction of the number of vari-
ables is interesting in practice. For instance, if F = Q(
√
5), the graded ring
of symmetric Hilbert modular forms is free over three generators F2, F6, F10 of
respective weights 2, 6, and 10 [12]; therefore, K(S1)Σ = Q(g1, g2) with
g1 =
F 52
F10
, g2 =
F 22F6
F10
,
and g1, g2 are algebraically independent. The associated modular equations
have been computed up to NF/Q(β) = 59 [16]. They also describe both β- and
σ(β)-isogenies.
4 Degree estimates for modular equations
We fix a PEL setting as in §3.1. Let δ ∈ G(Af ) such that δ(Λ̂0) ⊂ Λ̂0, and such
that the Hecke correspondence Hδ intersects S × S ′ nontrivially. In §3.2, we
defined the modular equations Ψδ,1, . . . ,Ψδ,n+1; they are multivariate polyno-
mials in Y1, . . . , Yn+1 describing Hδ and its conjugates under Σ. When we write
these modular equations in canonical form, the coefficients of Ψδ,m are uniquely
determined rational fractions in L(J1, . . . , Jn). The goal of this section is to
prove the degree estimates about them given in Theorem 1.1, and their explicit
genus 2 variants. Recall that the symbol C (or C1, etc.) denotes a constant
that depends only on the setting.
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4.1 The common denominator of Ψδ,m
For each 1 ≤ i ≤ n+ 1, fix a modular form χi invariant under Σ such that χiji
is holomorphic. This is possible by Proposition 2.5. Recall the notation
K ′ = K ∩ δKδ−1, K0 = K ⋊ Σ
used in §3.2. For every i, the function
χi,δ : [x, g] 7→ χi([x, gδ])
is a modular form of level K ′ and weight wt(χi) on S. There is a natural action
of K0 on modular forms of level K
′, and we define gδ,m for 1 ≤ m ≤ n+ 1 as
gδ,m =
m∏
i=1
∏
γ∈K0/K′
χγi,δ.
Lemma 4.1. For every 1 ≤ m ≤ n+1, the function gδ,m is a nonzero symmetric
modular form on S, and
wt(gδ,m) = (#Σ) d(δ)
m∑
i=1
wt(χi).
Proof. Acting by an element of K ⋊Σ only permutes the factors in the product
defining gδ,m, so gδ,m is invariant under the action of K and Σ. Moreover gδ,m
is a modular form of level K ′ of weight
∑m
i=1#(K0/K
′) wt(χi), and is nonzero
because each χγi,δ is. Since #(K0/K
′) = (#Σ) d(δ), the result follows.
Lemma 4.2. For every 1 ≤ m ≤ n+ 1, the multivariate polynomial gδ,mΨδ,m
has holomorphic coefficients.
Proof. This is immediate from the formula in Definition 3.1.
In other words, the function gδ,m is a common denominator for the coeffi-
cients of Ψδ,m.
When the invariants have similar denominators, it is possible to make a
better choice for gδ,m. The proof is easy and omitted.
Proposition 4.3. Assume that there is a modular form χ such that for every
1 ≤ i ≤ n+ 1, we have χi = χαi for some integer αi ≥ 0. Let 1 ≤ m ≤ n+ 1,
and define
gδ,m =
( ∏
γ∈K0
χγδ
)α
, where α = max
1≤i≤m
αi.
Then gδ,m is a nonzero symmetric modular form on S, and
wt(gδ,m) = (#Σ) d(δ)αwt(χ).
Moreover, the multivariate polynomial gδ,mΨδ,m has holomorphic coefficients.
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4.2 The rewriting procedure
By §4.1, each coefficient of Ψδ,m can be expressed as the quotient of two holo-
morphic modular forms of the same bounded weight w. We show that when
we rewrite such a quotient in terms of the chosen invariants, the degree of the
rational fractions we obtain is bounded linearly in w.
Proposition 4.4. Let f, g be symmetric modular forms on S of weight w, and
assume that g is nonzero. Then there exists polynomials P, Q ∈ L[J1, . . . , Jn+1]
with total degree at most C3 w such that
f
g
=
P (j1, . . . , jn+1)
Q(j1, . . . , jn+1)
.
Moreover, Q can be chosen independently of f .
Proof. Let fk for 1 ≤ k ≤ r be nonzero generators over L for the graded ring of
symmetric modular forms, with respective weights wk. For each 1 ≤ k ≤ r − 1,
let βk ≥ 1 be the minimal integer such that
βkwk ∈ Zwk+1 + · · ·+ Zwr .
Then we can find nonzero modular forms λk, ξk ∈ L[fk+1, . . . , fr] such that
wt(λk)−wt(ξk) = βkwk. The modular function ξkfβkk /λk is symmetric under Σ,
so we can find Pk, Qk ∈ L[J1, . . . , Jn+1] such that
ξkf
βk
k
λk
=
Pk(j1, . . . , jn+1)
Qk(j1, . . . , jn+1)
.
We claim that the conclusion of the proposition holds with
C3 =
r−1∑
k=1
(
1
βkwk
max
{
deg(Pk), deg(Qk)
} k−1∏
l=1
(
1 +
wt(ξl)
βlwl
))
.
Let f , g be as in the proposition. Then f and g can be expressed as a sum
of monomial terms of the form
cfα11 · · · fαrr with
r∑
k=1
αkwk = w.
In order to rewrite the fraction P/Q = f/g (currently expressed as a rational
fraction of the fk’s) as a fraction of invariants, we proceed as follows. Set z0 = w
and d0 = 0. For k = 1 up to r − 1, do:
17
(sk) Set sk ∈ N to be minimal such that zk−1 − skwk ∈ 〈wk+1 . . . , wr〉.
(ak) Set ak =
⌊
zk−1
βkwk
⌋
.
(Sk) Divide P and Q by f
sk
k .
(Rk) Replace each occurence of f
βk
k by
λkPk
ξkQk
in P and Q.
(Mk) Multiply P and Q by ξ
ak
k Q
ak
k .
(zk) Set zk = zk−1 − skwk + ak wt(ξk).
(dk) Set dk = dk−1 + akmax{deg(Pk), deg(Qk)}.
Finally, in step (Sr), simplify the remaining occurences of fr. We prove the
following statement (⋆)k by induction for every 1 ≤ k ≤ r:
Before step (sk), P and Q are elements of the ring L[J1, . . . , Jn+1][fk, . . . , fr]
of weight zk−1, with total degree at most dk−1 in J1, . . . , Jn+1, such that
f
g
=
P (j1, . . . , jn+1)
Q(j1, . . . , jn+1)
.
The statement (⋆)0 is true by definition of z0 and d0; assume that (⋆)k is
true. Then we see, in order, that
• zk−1 must belong to 〈wk, . . . , wr〉, so sk is well defined.
• In each monomial of P and Q, the exponent of fk must be aβk + sk for
some integer a ≤ ak. Therefore step (Sk) is an exact division, and after
step (Rk) there are no more occurences of fk in P or Q.
• After step (Mk), P and Q are elements of L[J1, . . . , Jn+1][fk+1, . . . , fr] of
weight
zk−1 − skwk + ak wt(ξk) = zk.
None of those steps changed the fact that (P/Q)(j1, . . . , jn+1) equals f/g.
It remains to show that the degree of P, Q in J1, . . . , Jn+1 is bounded by dk
after step (Mk). This comes from the observation that in steps (Rk)–(Mk), we
only multiply polynomials in J1, . . . , Jn+1 already present by P
b
kQ
ak−b
k for some
0 ≤ b ≤ ak, and rearranging terms afterwards cannot increase the total degree.
This proves (⋆)k for all 1 ≤ k ≤ r.
Similarly, after step (Sr), all the occurences of fr disappear. Therefore,
at the end of this rewriting procedure, we obtain polynomials P, Q with total
degree at most dr−1 such that
f
g
=
P (j1, . . . , jn+1)
Q(j1, . . . , jn+1)
.
By induction, we obtain
zk ≤ w
k∏
l=1
(
1 +
wt(ξl)
βlwl
)
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and
dr−1 ≤
r−1∑
k=1
(
w
βkwk
max{deg(Pk), deg(Qk)}
k−1∏
l=1
(
1 +
wt(Hl)
βlwl
))
= C3 w.
The algorithm runs independently on the numerator and the denominator, so
the polynomial Q is independent of f .
4.3 Degree bounds for the canonical form
Proposition 4.5. Let P, Q ∈ L[J1, . . . , Jn+1] with total degree at most d, and
assume that Q(j1, . . . , jn+1) is not identically zero. Write the fraction P/Q in
canonical form using equation (E):
P (j1, . . . , jn+1)
Q(j1, . . . , jn+1)
=
e−1∑
k=0
Rk(j1, . . . , jn) j
k
n+1.
Then degRk ≤ C4 d for every 0 ≤ k ≤ e− 1.
Proof. We work in the ring L(J1, . . . , Jn)[Jn+1] modulo the equation (E), which
we write as E = 0. In the proof, degrees and coefficients are taken with respect
to the variable Jn+1 unless otherwise specified. First, we invert the denomina-
tor Q. Let
R = ResJn+1(Q,E) ∈ L[J1, . . . , Jn].
Using the generic expression of resultants, we can find Bézout coefficients U, V ∈
L[j1, . . . , jn+1] such that
R = UQ+ V E.
The inverse of Q modulo E is U/R, so we have
P (j1, . . . , jn+1)
Q(j1, . . . , jn+1)
=
U(j1, . . . , jn+1)P (j1, . . . , jn+1)
R(j1, . . . , jn)
.
The resultant R has a polynomial expression of degree e = deg(E) in the
coefficients of Q, and deg(Q) in the coefficients of E. The same is true for every
coefficient of U , with e replaced by e−1. Since the total degree of Q is at most d,
and E is part of the setting, the total degrees of U and R in J1, . . . , Jn+1 are
bounded by some Cd; the same is true for the numerator UP .
Now, we reduce UP modulo E in order to obtain a polynomial of degree at
most e− 1 in Jn+1. We can decrease the degree by 1 using relation (E):
j en+1 = −
e−1∑
k=0
Ek(j1, . . . , jn) j
k
n+1.
When doing so, the increase in total degree is bounded by C. Hence, after the
euclidean division, total degrees remains bounded by Cd.
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We are now ready to prove part 1 of Theorem 1.1.
Theorem 4.6. Let F be a rational fraction occurring as a coefficient of one of
the modular equations Ψδ,m in canonical form. Then the total degree of F is
bounded by C1 d(δ). The same estimate holds if we require all the F ’s to share
a common denominator.
Proof. By Lemmas 4.1 and 4.2, each coefficient appearing in one of the Ψδ,m is
of the form f/gδ,n+1, where f is holomorphic. By Lemmas 3.2 and 4.1, both f
and gδ,n+1 are symmetric modular forms of weight
w = (#Σ) d(δ)
n+1∑
i=1
wt(χi).
By Proposition 4.4, we can write
f
gδ,n+1
=
P (j1, . . . , jn+1)
Q(j1, . . . , jn+1)
with deg(P ), deg(Q) ≤ C3 w, and Q is independent of f . By Proposition 4.5,
the degrees of coefficients of Ψδ,m in canonical form are bounded by C3C4 w;
note that the denominator is still independent of f . The theorem follows with
C1 = C3 C4 (#Σ)
n+1∑
i=1
wt(χi).
4.4 Explicit degree bounds in dimension 2
Even in dimension 2, our methods provide new results about the degrees occur-
ing in modular equations. We detail this in the Siegel case with Igusa invariants
(§3.3), when ℓ is a prime, and in the Hilbert case with F = Q(
√
5) and Gund-
lach invariants (§3.4), when β ∈ F is a totally positive prime. The modular
equations are denoted Ψℓ,1, Ψℓ,2, Ψℓ,3 and Ψβ,1, Ψβ,2 respectively.
Lemma 4.7. In the dimension 2 Siegel case with Igusa–Streng invariants, we
can take C3 = 1/6.
Proof. We follow the notation used in the proof of Proposition 4.4. Generators
for the ring of modular forms are, f1 = I
′
6, f2 = I12, f3 = I4 and f4 = I10. We
have β1 = β2 = 1, β3 = 5, and the rewriting relations are
I ′6 =
I10
I4
j1, I12 =
I210
I24
j2, I
5
4 = I
2
10j3.
These relations are especially simple, and we can give a different rewriting al-
gorithm for a quotient of modular forms of weight w, as follows. First, multiply
by I
⌊2w/3⌋
4 above and below, and second, rewrite sequentially
I4I
′
6 → I10j1, I12I24 → I210j2, I54 → I210j3
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This removes all the occurences of I ′6 and I12 without introducing new denomi-
nators. The remaining occurences of I4 and I10 must simplify.
Since I10 is never used on the left of a rewriting law, we can as well ignore
it when computing the weight of a monomial. Then, the greatest ratio (degree
in j1, j2, j3)/(weight) is given by I4I6 → I10j1, with a ratio of 1/10. Therefore
we can take
C3 =
(
1 +
2
3
)
· 1
10
=
1
6
.
Lemma 4.8. In the dimension 2 Hilbert case with F = Q(
√
5) and Gundlach
invariants, we can take C3 = 1/6.
Proof. The proof is almost the same as in the Siegel case. The rewriting algo-
rithm for a quotient of symmetric modular forms of weight w is as follows: first
multiply numerator and denominator by F
⌊2w/3⌋
2 , then rewrite sequentially
F6F
2
2 → g2F10, F 52 → F10g1.
This introduces no new denominators, and the remaining occurrences of F2
and F10 must simplify. Again, ignoring F10, the first relation has the highest
degree-over-weight ratio, which is 1/10. Therefore we can take C3 = 1/6 as
above.
Remark 4.9. The proof of Proposition 4.4 would give C3 = 4/9 and C3 = 1/3
respectively. Informally, the reason why such an improvement is possible is that
the numerator λi is always a power of fr, and Qi = 1. It seems tedious to write
a general formula for C3 that gives the right values here.
Proposition 4.10. The coefficients of Ψℓ,1 (resp. Ψℓ,2, Ψℓ,3) have total degrees
bounded by 5d(ℓ)/3 (resp. 10d(ℓ)/3), where d(ℓ) = ℓ3 + ℓ2 + ℓ+ 1.
Proof. The quantity d(ℓ) is the degree of the Hecke correspondence. We are in
the situation of Proposition 4.3, so we can choose common denominators gℓ,1,
gℓ,2, gℓ,3 with
wt(gℓ,1) = 10d(ℓ), wt(gℓ,2) = wt(gℓ,3) = 20d(ℓ)
and in fact gℓ,2 = gℓ,3 = (gℓ,1)
2. There is no relation between invariants in this
case. By Lemma 4.7, the degree of the rational fractions in Ψℓ,m is bounded
by wt(gℓ,m)/6 for 1 ≤ m ≤ 3, and the result follows.
Proposition 4.11. The coefficients of Ψβ,1 and Ψβ,2 have total degrees bounded
by 10d(β)/3, where d(β) = NF/Q(β) + 1.
Proof. The quantity d(β) is the degree of the Hecke correspondence, and the
group Σ has order 2. We are also in the situation of Proposition 4.3: we can
choose common denominators gβ1 = gβ2 of weight 20d(β). As above, there is
no relation between invariants, so the result follows from Lemma 4.8.
The degree bounds in Propositions 4.10 and 4.11 are both reached exper-
imentally. In the Siegel case with ℓ = 2, the maximum degree is 25; in the
Hilbert case with NF/Q(β) = 41, the maximum degree is 140 [16].
21
5 Heights and interpolation
An important information when manipulating modular equations, besides the
degree, is the size of all the coefficients that occur. The precise notion to use
is that of heights of elements, polynomials and rational fractions over a num-
ber field L. In this section, we recall the definition of heights and give key
results about the behaviour of heights under evaluation and interpolation. The
symbol C (and C1, etc.) stands for a constant that depends only on L.
5.1 Definition of heights
Let L be a number field of degree dL over Q. Write V0 (resp. V∞) for the set
of all nonarchimedean (resp. archimedean) places of L, and write V = V0 ⊔V∞.
Let P (resp. PL) be the set of primes in Z (resp. prime ideals in ZL). For each
place v of L, write dv = [Lv : Qv], where subscripts denote completion. Denote
by | · |v the normalized absolute value associated with v: when v ∈ V0, and p ∈ P
is the prime below v, we have |p|v = 1/p. We denote the norm of ideals by N .
The (absolute logarithmic Weil) height of projective tuples, affine tuples,
elements, polynomials and rational fractions over L is defined as follows.
Definition 5.1.
1. For a projective tuple (a0 : · · · : an) ∈ PnL, we write
h(a0 : . . . : an) =
∑
v∈V
dv
dL
log
(
max
0≤i≤n
|ai|v
)
.
2. For an affine tuple (a1, . . . , an) ∈ Ln, we write
h(a1, . . . , an) = h(1 : a1 : · · · : an) =
∑
v∈V
dv
dL
log
(
max{1, max
1≤i≤n
|ai|v}
)
.
In particular, for y ∈ L, we have
h(y) = h(1 : y) =
∑
v∈V
dv
dL
log
(
max{1, |y|v}
)
.
3. Let P be a multivariate polynomial over L, and write
P =
∑
k=(k1,...,kn)
ckY
k1
1 · · ·Y knn .
Let v ∈ V . We write
|P |v = max
k
|ck|v
and
h(P ) =
∑
v∈V
dv
dL
log
(
max{1, |P |v}
)
.
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In other words, h(P ) is the height of the affine tuple formed by all the
coefficients of P . When p ∈ PL, we also write
vp(P ) = min
k
vp(ck).
4. Let F ∈ L(Y1, . . . , Yn), and choose coprime polynomials P,Q over L such
that F = P/Q. Then we define h(F) as the height of the projective
tuple formed by all its coefficients: if (ck) denotes the collection of all the
coefficients of P and Q, then
h(F) =
∑
v∈V
dv
dL
log
(
max
k
|ck|v
)
.
Heights are well defined and do not depend on the ambient field. In par-
ticular, the height of a fraction does not depend on the particular numerator
or denominator chosen. When working with heights, we use without further
mention the fact that ∑
v∈V∞
dv
dL
= 1.
Heights satisfy the Northcott property: for every bound H ∈ R, the number
of projective tuples (a0 : · · · : an) ∈ PnL such that h(a0 : · · · : an) ≤ H is finite
[13, §B.2]. Informally, the height of an element y ∈ L (or a polynomial, etc.) is
a good measure of how much information is needed to represent y. For instance,
if y = p/q ∈ Q is in irreducible form, then h(y) = log(max{|p|, |q|}).
Assume that L admits a fundamental unit ε. Then, by the Northcott prop-
erty, h(εn) tends to infinity as n grows. In general, multiplying integers by units
changes the height. This causes problems in some of the proofs below, so we
introduce a modified height as follows.
Definition 5.2. Let y ∈ ZL be nonzero. Then we define
h˜(y) =
1
dL
log
(|NL/Q(y)|) = ∑
v∈V∞
dv
dL
log |y|v.
More generally, if P ∈ ZL[Y1, . . . , Yn] is nonzero, we define
h˜(P ) =
∑
v∈V∞
dv
dL
log |P |v.
This modified height h˜ for integers is invariant under multiplication by units.
It does not satisfy the Northcott property in general. Still, there is a close
relation between h˜ and the classical height h.
Proposition 5.3. Let P ∈ ZL[Y1, . . . , Yn] be nonzero. Then we have
0 ≤ h˜(P ) ≤ h(P ).
Equality holds on the right if and only if |P |v ≥ 1 for every v ∈ V∞.
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Proof. If c ∈ ZL is a nonzero coefficient of P , then
h˜(P ) ≥ h˜(c) = 1
dL
log
(|NL/Q(c)|) ≥ 0
because NL/Q(c) ∈ Z\{0}, so |NL/Q(c)| ≥ 1. The rest is obvious.
Proposition 5.4. Let P ∈ ZL[Y1, . . . , Yn] be nonzero. Then there is a unit
ε ∈ Z×L such that
h(εP ) ≤ max{C5, h˜(P )}.
Proof. Let m = #V∞. In Rm, we define the hyperplane Hs for s ∈ R by
Hs =
{
(t1, . . . , tm) ∈ Rm | t1 + · · ·+ tm = s
}
,
and the convex cone ∆s by
∆s =
{
(t1, . . . , tm) ∈ Rm | ∀i, ti ≥ s
}
.
The image of Z×L by the logarithmic embedding
Log =
( dv
dL
log | · |v
)
v∈V∞
is a full rank lattice Λ in H0; let V be a fundamental cell of Λ.
Then for every s ≥ C6, the convex set Hs ∩ ∆0 contains a translate of V ,
hence
Hs = Λ + (Hs ∩∆0).
Translating in the direction (1, . . . , 1), we also have the following property: for
every s ≥ 0,
Hs = Λ+ (Hs ∩∆−C6/m).
Let P ∈ ZL[Y1, . . . , Yn]\{0}, and consider the point
Log(P ) =
( dv
dL
log |P |v
)
v∈V∞
∈ Rm.
The sum of its coordinates is sP = h˜(P ). If sP ≥ C6, then there is a unit ε ∈ Z×L
such that Log(P ) +Log(ε) belongs to ∆0. Then |εP |v ≥ 1 for every v ∈ V∞, so
h(εP ) = h˜(εP ) = h˜(P )
by Proposition 5.3. On the other hand, if 0 ≤ sP < C6, then we can still find a
unit ε such that
dv log |εP |v ≥ −C6
m
for all v ∈ V∞. Then
h(εP ) =
∑
v∈V∞
dv
dL
logmax{1, |εP |v} ≤ log h˜(εP ) +
∑
v∈V∞
C6
m
≤ 2C6.
This proves the claim with C5 = 2C6.
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Corollary 5.5. Every principal ideal a of ZL has a generator a ∈ ZL such that
h(a) ≤ max{C5, 1dL logN(a)}.
Proof. Apply Proposition 5.4 with n = 0 and P an arbitrary generator of a.
5.2 Minimal forms of fractions
When L = Q, every fraction F can be written as a quotient P/Q, where P andQ
are integer polynomials that are coprime over Z and have height at most h(F):
choose P , Q such that the gcd of all their coefficients is 1. When ZL is not a
PID, this is not possible in general, but there is the following substitute.
Definition 5.6. Let F ∈ L(Y1, . . . , Yn). Then among all the possible ways to
write F = P/Q with P,Q ∈ ZL[Y1, . . . , Yn] where P , Q are coprime over L,
there is one such that h(Q) is minimal, by the Northcott property. We call it a
minimal form of F .
By Proposition 5.4, if F has a minimal form P/Q such that h(Q) ≥ C5,
then h˜(Q) = h(Q).
Lemma 5.7. Let F ∈ L(Y1, . . . , Yn) with minimal form P/Q, and let λ ∈ L×
such that λP, λQ ∈ ZL[Y ]. If h(Q) ≥ C5, then |NL/Q(λ)| ≥ 1.
Proof. By minimality, h(λQ) ≥ h(Q) ≥ C5, so after multiplying λ by a unit,
we can assume that h˜(λQ) = h(λQ). This does not change |NL/Q(λ)|. Then
h˜(λ) + h˜(Q) = h˜(λQ) = h(λQ) ≥ h(Q) = h˜(Q).
Therefore log |NL/Q(λ)| = h˜(λ) ≥ 0.
If P/Q is a minimal form of F , then P , Q are almost coprime over ZL.
Proposition 5.8. There is an ideal r of ZL, depending only on L, such that
the following holds. Let F ∈ L(Y1, . . . , Yn) with minimal form P/Q, and let a
be an ideal of ZL dividing all the coefficients of P and Q. Then a divides r.
Proof. Let C be a set of ideals in ZL that are representatives for the class group
of L, and define C7 = maxc∈CN(s). Take F ∈ L(Y ) with minimal form P/Q,
and let a be an ideal of ZL dividing all the coefficients of P and Q.
First, assume that h˜(Q) ≤ C5, and let q be a nonzero coefficient of Q. Then
log |NL/Q(q)| ≤ dLC5. Since a divides q, we have N(a) ≤ edLC5 .
Second, assume that h˜(Q) ≥ C5. Let c ∈ C belonging to the class of a, and
let λ ∈ L× be a generator of a−1c. Since λP and λQ have integer coefficients,
by Lemma 5.7, we have |NL/Q(λ)| ≥ 1. Therefore N(a) ≤ N(c) ≤ C7.
We can take r to be the least common multiple of all ideals of ZL of norm
at most max{edLC5 , C7}.
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If P ∈ Q[Y1, . . . , Yn], then we can find a minimal denominator a ∈ Z such
that aP has coefficients in Z and max{h(a), h(aP )} ≤ h(P ). The analogous
statement in number fields is as follows.
Proposition 5.9. For every P ∈ L[Y1, . . . , Yn], there is an element a ∈ ZL
such that aP ∈ ZL[Y1, . . . , Yn] and max{h(a), h(aP )} ≤ h(P ) + C8.
Proof. Let C be a set of ideals in ZL that are representatives for the class group
of L, and let P ∈ L[Y1, . . . , Yn], which we may assume nonzero. Let
a =
∏
p∈V0
pmax{0,−vp(P )}
be the denominator ideal of P . Then
logN(a) =
∑
p∈V0
logmax{1, N(p)−vp(P )} =
∑
p∈V0
dp logmax{1, |P |p} ≤ dLh(P ).
Let c ∈ C such that ca is principal. By Corollary 5.5, we can find a generator a
of ca such that
h(a) ≤ max{C5, 1dL logN(ca)} ≤ h(P ) + C8,
with
C8 = max
{
C5,
1
dL
max
c∈C
logN(c)
}
.
Then aP has integer coefficients, and we also have
h(aP ) =
∑
v∈V∞
dv
dL
logmax{1, |aP |v}
≤
∑
v∈V∞
dv
dL
(
logmax{1, |P |v}+ logmax{1, |a|v}
)
= h(P ) + h(a)−
∑
v∈V0
dv
dL
logmax{1, |P |v}
= h(P ) + h(a)− 1
dL
logN(a)
≤ h(P ) + C8.
5.3 Evaluation and roots
The following proposition is a slight generalization of [13, Prop. B.7.1].
Proposition 5.10. Let P ∈ L[Y1, . . . , Yn] with total degree d, let 1 ≤ m ≤ n,
and let y1, . . . , ym ∈ L. Write Q = P (y1, . . . , ym, Ym+1, . . . , Yn). Then
h(Q) ≤ h(P ) +m log(d+ 1) + dh(y1, . . . , yn).
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More generally, if I1⊔· · ·⊔Ir is a partition of J1,mK, and dk is the total degree
of P in the variables Yi for i ∈ Ik, then
h(Q) ≤ h(P ) +
r∑
k=1
(#Ik) log(dk + 1) +
r∑
k=1
dkh
(
(yi)i∈Ik
)
.
Proof. It is enough to prove the second statement. If v ∈ V0, we have
∣∣P (y1, . . . , ym, Ym+1, . . . , Yn)∣∣v ≤ |P |v r∏
k=1
(
max
{
1,max
i∈Ik
|yi|v
})dk
.
If v ∈ V∞, the same estimate holds after multiplying by the number of possible
monomials in Y1, . . . , Ym, which is
r∏
k=1
(dk + 1)
#Ik .
Taking logarithms and summing gives the result.
We can use this result to bound the height of a monic polynomial by the
height of its roots.
Proposition 5.11. Let Q ∈ L[Y ] be monic of degree d, and let α1, . . . , αd be
its roots in the algebraic closure of L. Then
h(Q) ≤
d∑
i=1
h(αk) + d log 2.
Proof. Apply Proposition 5.10 on the multivariate polynomial
P =
d∏
k=1
(Yd+1 − Yk)
with m = d, yk = αk, and Ik = {k}. Since the coefficients of P all belong to
{−1, 0, 1}, we have h(P ) = 0.
Conversely, the height of a polynomial controls the height of its roots.
Proposition 5.12. Let P ∈ L[Y ] be monic, and let α be a root of P . Then
h(α) ≤ h(P ) + log(2).
Proof. This is a consequence of [2, Prop. 3.5].
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5.4 Polynomial interpolation
The idea is to control the height of a polynomial P in terms of heights of
evaluations of P at special points. We take these to be integers in an inter-
val JA,BK ⊂ Z. Our basic tool is the Lagrange interpolation formula. In the
rest of this section, we use the notation
D = B −A and M = max{|A|, |B|}.
Lemma 5.13. Let y1, . . . , yd+1 ∈ JA,BK be distinct, and write∏
k 6=i(Y − yk)∏
k 6=i(yi − yk)
=
1
D!
Qi(Y )
for every 1 ≤ i ≤ d+ 1. Then Qi ∈ Z[Y ], and |Qi| ≤ D! (2M)d.
Proof. Since the denominator
∏
k 6=i(yi − yk) divides D!, we have
Qi = Ni
∏
k 6=i
(Y − yi)
for some Ni ∈ Z dividing D!. Hence Qi ∈ Z[Y ]. Moreover, if c is the coefficient
of Y d−k in Qi, then
|c| ≤ |Ni|
(
d
k
)
Mk ≤ D! 2dMd.
Lemma 5.14. Let P ∈ L[Y ] of degree d ≥ 1, and y1, . . . , yd+1 distinct values
in JA,BK. Assume that h(P (yi)) ≤ H for every i. Then we have
h(P ) ≤ (d+ 1)H +D log(D) + d log(2M) + log(d+ 1).
Proof. Write the Lagrange interpolation formula:
P =
1
D!
d+1∑
i=1
P (yi)Qi(Y )
in the notation of Lemma 5.13. If v ∈ V0, then
max{1, |P |v} ≤
∣∣∣∣ 1D!
∣∣∣∣
v
max{1, |P (y1)|v, . . . , |P (yd+1)|v}
≤
∣∣∣∣ 1D!
∣∣∣∣
v
n+1∏
i=1
max{1, |P (yi)|v}.
If v ∈ V∞, then by Lemma 5.13,
max{1, |P |v} ≤
d+1∑
i=1
|P (yi)|v 2dMd ≤ (d+ 1)2dMd
d+1∏
i=1
max{1, |P (yi)|v}.
Since h(1/D!) = h(D!) ≤ D log(D), taking logarithms and summing gives the
result.
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The bound on h(P ) in Lemma 5.14 is roughly dH , notH . This causes trouble
when one wants to apply this result in a context of successive interpolations.
However, we can get a better bound on h(P ) provided that a height bound is
established on more than d+ 1 values of P .
Lemma 5.15. Let P ∈ L[Y ] of degree d, and let v ∈ V0 (resp. v ∈ V∞). Then
the number of elements y ∈ JA,BK satisfying
|P (y)|v < |D!P |v
(
resp. |P (y)|v < |P |v
(2M)d(d+ 1)
)
is at most d.
Proof. We argue by contradiction. Let (yi)1≤i≤d+1 be distinct elements of
JA,BK satisfying the given inequality. If v ∈ V0, then the Lagrange interpo-
lation formula and Lemma 5.13 give
|D!P |v ≤ max
i
|P (yi)|v < |D!P |v
which is a contradiction. If v ∈ V∞, the contradiction is
|P |v ≤ (2M)d
d+1∑
i=1
|P (yi)|v < |P |v.
Proposition 5.16. Let JA,BK ⊂ Z. Write D = B−A and M = max{|A|, |B|}.
Let P ∈ L[Y ] be a polynomial of degree d ≥ 1, and let y1, . . . , y2d be distinct
elements of JA,BK. Assume that h(P (yi)) ≤ H for every i. Then we have
h(P ) ≤ 2H +D logD + d log(2M) + log(d+ 1).
Proof. If v ∈ V0, by Lemma 5.15, we have |P (yi)|v ≥ |D!P |v for at least d
values of i. Therefore
2d∏
i=1
max{1, |P (yi)|v} ≥ |D!P |dv,
so
logmax{1, |P |v} ≤ log
∣∣∣∣ 1D!
∣∣∣∣
v
+
1
d
2d∑
i=1
logmax{1, |P (yi)|v}.
If v ∈ V∞, then at least d of the P (yi) satisfy |P (yi)|v ≥ |P |v/(2M)d(d+ 1), so
2d∏
i=1
max{1, |P (yi)|v} ≥ |P |
d
v(
(2M)d(d+ 1)
)d
and
logmax{1, |P |v} ≤ d log(2M) + log(d+ 1) + 1
d
2d∑
i=1
logmax{1, |P (yi)|v}.
Since h(1/D!) ≤ D logD, summing all the contributions yields the result.
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5.5 Fractional interpolation: preliminaries
We now turn to the same interpolation problem for rational fractions. Our first
goal is to give a height bound using the minimal number of interpolation points;
then, we make preparations for a more efficient result when more interpolation
points are given.
Lemma 5.17. Let P, Q ∈ ZL[Y ] of degrees dP and dQ respectively, and let
0 ≤ k ≤ min{dP , dQ} − 1. Let R be the k-th subresultant of P and U , V the
associated Bézout coefficients. Write s = dP + dQ. Then we have
h(R) ≤ (dQ − k)h(P ) + (dP − k)h(Q) + s− 2k
2
log(s− 2k),
h(U) ≤ (dQ − k − 1)h(P ) + (dP − k)h(Q) + s− 2k − 1
2
log(s− 2k − 1),
h(V ) ≤ (dQ − k)h(P ) + (dP − k − 1)h(Q) + s− 2k − 1
2
log(s− 2k − 1).
Recall that R, U , V are polynomials over ZL such that UP + V Q = R and
degR ≤ k, degU ≤ dQ − k − 1, deg V ≤ dP − k − 1.
Proof. Let r be a coefficient of R. Then r has an expression as a determinant
of size dP + dQ− 2k ; its entries in the first dQ− k columns are coefficients of P ,
and its entries in the last dP − k columns are coefficients of Q. Let v ∈ V∞.
By Hadamard’s lemma, we can bound |r|v by the product of L2-norms of the
columns. Hence
|r|v ≤
(√
dP + dQ − 2k |P |v
)dQ−k(√
dP + dQ − 2k |Q|v
)dP−k
.
This gives the desired height bound on R.
The proof is the same for U (resp. V ): the coefficients are determinants of
size dP + dQ − 2k − 1, with one column less coming from P (resp. Q).
Proposition 5.18. Let JA,BK ⊂ Z. Write D = B−A and M = max{|A|, |B|}.
Let F ∈ L(Y ) of degree d ≥ 1. Let dP , dQ be the degrees of its numerator and
denominator respectively, and let s = dP + dQ. Let y1, . . . , ys+1 be distinct
elements of JA,BK that are not poles of F , and assume that h(F(yi)) ≤ H for
every i. Then we can write F = P/Q with P,Q ∈ ZL[Y ] such that degP = dP ,
degQ = dQ, and
max{h(P ), h(Q)} ≤ (d+ 1)(2d+ 1)H + (d+ 1)D log(D) + (4d2 + 3d) log(2M)
+ (2d+ 2) log(2d+ 1) + (d+ 1)C8.
Proof. We follow the interpolation algorithm [4, §7.1]. Let T ∈ L[Y ] be the
polynomial of degree at most s interpolating the points (yi,F(yi)). According
to Lemma 5.14, we have
h(T ) ≤ (s+ 1)H +D log(D) + s log(2M) + log(s+ 1). (⋆)
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By Proposition 5.9, we can find a denominator a ∈ ZL such that T ′ = aT is an
element of ZL[Y ] and max{h(a), h(T ′)} ≤ h(T ) + C8. Define
Z =
s+1∏
i=1
(Y − yi) ∈ Z[Y ].
The coefficients of Z are bounded in absolute value by (2M)s+1, so we have
h(Z) ≤ (s+ 1) log(2M). Let P ′ be the dP -th subresultant of T ′ and Z, and let
Q′T ′ + V Z = P ′
be the associated Bézout equality. By Lemma 5.17, we have
h(P ′) ≤ (d+ 1)h(T ′) + d(s+ 1) log(2M) + 2d+ 1
2
log(2d+ 1),
h(Q′) ≤ d h(T ′) + (s+ 1)d log(2M) + d log(2d+ 1).
We can take P = P ′ and Q = aQ′: they have the right degrees and satisfy
max{h(P ), h(Q)} ≤ (d+1)(h(T )+C8)+ (s+1)d log(2M)+ (d+1) log(2d+1).
Using the previous bound (⋆) on h(T ) and the bound s ≤ 2d ends the proof.
The reader may wish to skip the following lemmas until their use in the proof
of Proposition 5.23 becomes apparent.
Lemma 5.19. Let D = B − A, let S ⊂ JA,BK containing at least 2D/3 ele-
ments, and let 1 ≤ k < D/3. Then there is a subinterval of JA,BK of amplitude
at most 3k containing at least k + 1 elements of S.
Proof. Assume the contrary. We can partition JA,BK in at most (D/3k) + 1
intervals of amplitude at most 3k, so
2D
3
≤ #S ≤ k
(
D
3k
+ 1
)
=
D
3
+ k.
This is absurd because k < D/3.
Lemma 5.20. Let R ≥ 1 be an integer. Then∑
p∈P, p|R
log p
p− 1 ≤ max
{
1, C9 log logR
}
.
Proof. Let m be the number of prime factors in R, and (pi) the sequence of
prime numbers in increasing order. It is enough to prove the claim for the
integerR′ =
∏m
i=1 pi, which has both a greater left hand side, since log(p)/(p−1)
is a decreasing function of p, and a smaller right hand side, since R′ ≤ R. We
can assume m ≥ 2. Then
m∑
i=1
log(pi)
pi − 1 ≤
m∑
i=1
log(pi)
pi
+
m∑
i=1
log(pi)
pi(pi − 1) ≤ log(pm) + 2 + C10
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by Mertens’s first theorem [15], and because the second series converges. By [25],
we have pm < m logm +m log logm if m ≥ 6; so the rough bound pm ≤ m2
holds. The result follows since m ≤ log(R′).
Lemma 5.21. Let R ∈ ZL be nonzero. Then∑
p∈PL, p|R
p|p∈P
log(N(p))
p− 1 ≤ dLmax
{
1, C9 log log |NL/Q(R)|
}
.
Proof.
∑
p|R
log(N(p))
p− 1 ≤
∑
p|NL/Q(R)
∑
p|p log(N(p))
p− 1
= dL
∑
p|NL/Q(R)
log(p)
p− 1 ≤ dLmax
{
1, C9 log log |NL/Q(R)|
}
by Lemma 5.20.
Lemma 5.22. Let p ∈ PL over p ∈ P, and let Lp be the p-adic completion of L.
Let Q ∈ Lp[Y ] of degree d with integer coefficients, and assume that vp(Q) = 0.
Let y1, . . . , yn be distinct values in JA,BK, and write D = B − A; assume that
D ≥ 1. Let β ∈ N. Then
n∑
i=1
min{β, vp(Q(yi))} ≤ d
(
β + dL
log(D)
logN(p)
+
D
p− 1
)
.
Proof. Let λ be the leading coefficient of Q, and let α1, . . . , αd be the roots of Q
in an algebraic closure of Lp, where we extend | · |p and vp. Up to reindexation,
we may assume that |αj |p ≤ 1 for 1 ≤ j ≤ t, and |αj |p > 1 for t + 1 ≤ j ≤ d.
For every i, we have
|Q(yi)|p = |λ|p
d∏
i=1
|yi − αj |p =
(
|λ|p
d∏
j=t+1
|αj |p
) t∏
j=1
|yi − αj |p.
We must have (
|λ|p
d∏
j=t+1
|αj |p
)
≥ 1,
for otherwise all the coefficients of Q would be divisible by p. Therefore
vp(Q(yi)) ≤
t∑
j=1
vp(yi − αj).
Let k ∈ N such that pk ≤ D < pk+1. Since the yi are all distinct mod-
ulo pk+1, there are at most t ≤ d values of i such that vp(yi − αj) > k for
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some j. For these i’s, we bound min{β, vp(Q(yi))} by β. This accounts for the
term dβ in the lemma.
For all other values of i (say i ∈ I), we have vp(yi − αj) ≤ k, and thus
vp(yi − αj) =
∫ k
0
1u≤vp(yi−αj)du.
Any two yi that fall in the same p-adic disk {u ≤ vp(y − αj)} must coincide
modulo p⌈u⌉. Therefore, for a given αj , and a given u ∈ ]l, l + 1], there are at
most ⌈D/pl+1⌉ values of i for which yi can belong to this disk. Therefore∑
i∈I
vp(Q(yi)) ≤
∑
i∈I
t∑
j=1
vp(yi − αj)
=
∑
i∈I
t∑
j=1
k−1∑
l=0
∫ l+1
l
1u≤vp(yi−αj)du
=
t∑
j=1
k−1∑
l=0
∫ l+1
l
(∑
i∈I
1u≤vp(yi−αj)
)
du
≤ t
k−1∑
l=0
⌈
D
pl+1
⌉
≤ t
k−1∑
l=0
(
D
pl+1
+ 1
)
≤ tk + tD
p− 1 .
We have t ≤ d, and
k ≤ logp(D) ≤ dL
log(D)
logN(p)
.
This accounts for the two remaining terms in the lemma.
5.6 Fractional interpolation: main result
Proposition 5.23. Let JA,BK ⊂ Z. Write D = B−A and M = max{|A|, |B|}.
Let F ∈ L(Y ) of degree at most d ≥ 1. Let S ⊂ JA,BK containing at least 2D/3
elements and no poles of F . Let H ≥ max{3, log(2M)}, and assume that
(i) h(F(y)) ≤ H for every y ∈ S.
(ii) D > max{d4H log(dH), 6d dL}.
Then we have
h(F) ≤ 3H + C11 log(dH) + 3d log(2M).
Proof. Let P/Q be a minimal form of F , and let R = Res(P,Q). Let y1, . . . , yn
be distinct elements of S. For 1 ≤ i ≤ n, we define ideals si, ni and di of ZL as
follows:
si = gcd(P (yi), Q(yi)), (P (yi)) = nisi, (Q(yi)) = disi.
Then we have si |R, and (F(yi)) = nid−1i . Since ni and di are coprime, we have
logN(di) ≤ dLh(F(yi)), so
log |NL/Q(Q(yi))| ≤ logN(si) + dLH.
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The proof runs as follows.
1. Obtain a bound on the resultant R.
2. Show that the product of all si’s has bounded norm.
3. Show that si is reasonably small at least for some values of i.
4. Take care of archimedean places, and obtain a bound on h(Q).
5. Deduce a bound on h(P ) and conclude.
We can assume that h(Q) ≥ C5. Otherwise, we can go directly to step 5.
Step 1. By Lemma 5.19 with k = 2d, we can find a subinterval JA′, B′K
of JA,BK with amplitude at most 6d containing 2d + 1 elements y1, . . . , y2d+1
of S. We use these yi as interpolation points in Proposition 5.18: we can write
F = P ′/Q′ where P ′, Q′ have integer coefficients and satisfy
h(P ′), h(Q′) ≤ 6d2H + 22d2 log(6d) + 7d2 log(2M) + 2dC8 ≤ C12 d2H.
To simplify the right hand side, we use the inequalities 1 ≤ d, 6d ≤ D−1 ≤ 2M ,
log(2M) ≤ H , and 1 ≤ H . We can take C12 = 2C8 + 35.
Lemma 5.17 allows us to bound the resultant of P ′ and Q′:
h
(
Res(P ′, Q′)
) ≤ d log(2d) + dh(P ′) + dh(Q′) ≤ C13 d3H
with C13 = 2C12 + 1. In order to relate this to R, we use Lemma 5.7: we have
P ′ = λP and Q′ = λQ for some λ ∈ L× such that N(λ) ≥ 1. Therefore
log |NL/Q(R)| ≤ log
∣∣NL/Q(Res(P ′, Q′))∣∣ ≤ dLh(Res(P ′, Q′)) ≤ C14 d3H
with C14 = dLC13.
Step 2. Let p ∈ PL be a prime factor of R with valuation βp, and let p ∈ Z
be the prime below p. Let r be the ideal from Proposition 5.8. We claim:
n∑
i=1
vp(si) ≤ n vp(r) + d
(
βp + dL
log(D)
logN(p)
+
D
p− 1
)
. (⋆)
We can work in the p-adic completion Lp. Let π be a uniformizer of Lp,
and let r = min{vp(P ), vp(Q)}. Then πr must divide r, so r ≤ vp(r). Write
P˜ = P/πr, Q˜ = Q/πr. Then one of P˜ and Q˜ is not divisible by π; by symmetry,
assume that π does not divide Q˜. Then
vp(si) ≤ min
{
βp, r + vp(Q˜(yi))
} ≤ vp(r) + min{βp, vp(Q˜(yi))}
so the claim follows from Lemma 5.22.
Inequality (⋆) bounds the p-adic valuation of the product of all si’s. Taking
the product over all prime divisors of R, we obtain
n∏
i=1
N(si) ≤ N(r)n|NL/Q(R)|d exp
∑
p∈PL, p|R
p|p∈P
(
d dL log(D) +D
log(N(p))
p− 1
)
≤ N(r)n|NL/Q(R)|d exp
(
d dL log(D) log
(|NL/Q(R)|)
+DdLmax
{
1, C9 log log |NL/Q(R)|
})
.
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Indeed, there are at most log |NL/Q(R)| prime ideals dividing R, and Lemma 5.21
applies. Since log |NL/Q(R)| ≤ C14 d3H , we obtain
log
(
n∏
i=1
N(si)
)
≤ n logN(r) + C14 d4H
(
1 + dL log(D)
)
+ C9DdL log(C14 d
3H)
≤ C15
(
d4H log(D) +D log(dH)
)
with C15 = max
{
2dLC14, log(N(r)) + C9 dL
(
3 + log(C14)
)}
.
Step 3. We can now put into play the assumptions our assumptions about D
and S being sufficiently large. Since D ≥ d4H log(dH) > exp(1), and t/ log(t)
is increasing for t > exp(1), we have
D
log(D)
≥ d
4H
4 + log log(dH)/ log(dH)
≥ d
4H
5
.
Moreover
#S − d dL ≥ 2D
3
− D
6
=
D
2
.
Therefore
log
(
n∏
i=1
N(si)
)
≤ C15(5D +D log(dH)) ≤ C16 log(dH)(#S − d dL)
with C16 = 12C15. This shows that in every subset of #S−d dL elements of S,
at least one must satisfy logN(si) ≤ C16 log(dH). Hence we may assume that
logN(si) ≤ C16 log(dH)
for every 1 ≤ i ≤ r = d dL + 1. This implies
log
∣∣NL/Q(Q(yi))∣∣ ≤ C16 log(dH) + dLH.
Step 4. Let v ∈ V∞. By Lemma 5.15, the inequality
|Q(yi)|v < |Q|v
(2M)d(d+ 1)
can only be true for at most d values of i. Since #V∞ ≤ dL, we can find y ∈ S
among the (yi)1≤i≤r such that
∀v ∈ V∞, |Q(y)|v ≥ |Q|v
(2M)d(d+ 1)
.
Then
h(Q) ≤ h˜(Q) by Proposition 5.4, since h(Q) ≥ C5
≤ 1
dL
log
∣∣NL/Q(Q(y))∣∣+ d log(2M) + log(d+ 1)
≤ H + C16
dL
log(dH) + d log(2M) + log(d+ 1),
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in other words
h(Q) ≤ H + C17 log(dH) + d log(2M)
with C17 = 1 + C16/dL.
Step 5. Since #S ≥ d dL + 1, by Lemma 5.15, we can find y ∈ S such that
∀v ∈ V∞, |P |v ≤ (2M)d(d+ 1)|P (y)|v.
Then
h(P ) ≤ h(P (y)) + d log(2M) + log(d+ 1) because P ∈ ZL[Y ]
≤ h(Q(y)) +H + d log(2M) + log(d+ 1) as P (y) = Q(y)F(y)
≤ h(Q) +H + 2d log(2M) + 2 log(d+ 1) by Proposition 5.10.
The result follows with C11 = C17 + 2 since h(F) ≤ h(P ) + h(Q).
Remark 5.24. The proof gives an explicit value for C11: we have
C14 = dL(4C8 + 71),
C15 = max
{
2dLC14, log(N(r)) + C9 dL
(
3 + log(C14)
)}
with r as in Prop. 5.8,
C11 = 3 + C15/dL.
6 Height estimates for modular equations
In this final section, we prove part 2 of Theorem 1.1 about the height of co-
efficients in modular equations. We fix a PEL setting as in §3, and keep the
notation used there. We write S = Γ\X+.
6.1 Heights of abelian varieties
Different types of heights can be defined for an abelian variety A over L. The
Faltings height hF (A) is defined in [11, §3] in terms of Arakelov degrees on
metrized line bundles on A. If A is given a principal polarization L, and r ≥ 2
is an even integer, we can also define the Theta height of level r of (A,L),
denoted hΘ,r(A,L), as the projective height of level r theta constants of (A,L)
[23, Def. 2.6]. Finally, if A is an abelian variety with PEL structure over L given
by a point z ∈ S where j1, . . . , jn+1 are well defined, we can define the j-height
of A as
hj(A) = h
(
j1(A), . . . , jn+1(A)
)
.
We also write hF (A) = max{1, hF (A)} and define h, hΘ,r, hj similarly. The
Faltings height behaves well with respect to isogenies.
Proposition 6.1. Let A, A′ be abelian varieties over Q, and assume that an
isogeny φ : A→ A′ exists. Then∣∣hF (A)− hF (A′)∣∣ ≤ 1
2
log(deg φ).
36
Proof. This is a consequence of [11, Lem. 5].
Our goal here is to establish a relation between hj(A) and hF (A) when A is
an abelian variety with PEL structure. Theta heights are an intermediate step
between concrete values of invariants and the Faltings height.
Theorem 6.2 ([23, Cor. 1.3]). For every integer g ≥ 1, and even integer r ≥
2, there is a constant C(g, r) such that the following holds. Let (A,L) be a
principally polarized abelian variety of dimension g defined over Q. Then∣∣∣hΘ,r(A,L)− 1
2
hF (A)
∣∣∣ ≤ C(g, r) log(min{hF (A), hΘ,r(A,L)} + 2).
Proposition 6.3. There is a nonzero polynomial P ∈ L[Y1, . . . Yn+1] such that
the following holds. If A is the abelian variety with PEL structure associated
with a point z ∈ S where j1, . . . , jn+1 are well defined and P (j1, . . . , jn+1) 6= 0,
then
1
C18
hF (A) ≤ hj(A) ≤ C18 hF (A).
Proof. By [20, Thm. 5.17], there is a finite covering S ′ of S which is a connected
Shimura variety for the derived group Gder. Write S ′ = Γ′\X+ where Γ′ is a
congruence subgroup of Gder. Since Gder ⊂ ker det, it embeds into the reductive
groupGSp2g(Q), where 2g = dimQ V . Therefore, by [20, Thm. 5.16], we can find
a congruence subgroup Γ′′ of Gder and an even integer r ≥ 4 such that Γ′′\X+
embeds in the moduli space AΘ,r of principally polarized abelian varieties of
dimension g with level r Theta structure. We have a diagram
S˜ = Γ˜\X+
S ′ = Γ′\X+ S ′′ = Γ′′\X+ AΘ,r
S
p′ p′′
p
where Γ˜ = Γ′ ∩ Γ′′. The maps p, p′, p′′ are finite coverings, and all the maps in
this diagram are algebraic.
The modular interpretation is as follows. Let (Λ, ψ) be the standard po-
larized lattice associated with the connected component S, as in Theorem 2.1.
We can find a sublattice Λ′′ ⊂ Λ, and λ ∈ Q× such that (Λ′′, λψ) is principally
polarized. A point z ∈ S defines a complex structure x on Λ ⊗ R = V (R), up
to action of Γ. Lifting to z˜ ∈ S˜ corresponds to considering x up to action of Γ˜
only, and this group leaves Λ′′ and its level r Theta structure stable. Then the
image of z˜ in AΘ,r is given by (Λ′′, x, λψ).
In particular, if x˜ ∈ S˜, and if A, A′′ are the abelian varieties corresponding
to x˜ in S and AΘ,r respectively, then A and A′′ are linked by an isogeny of
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degree d = #(Λ/Λ′′). Hence, by Proposition 6.1 and Theorem 6.2,
∣∣hF (A) − 2hΘ,r(A′′)∣∣ ≤ log(d)
2
+ C log
(
min{hF (A), hΘ,r(A′′)}+ 2 + log(d)
2
)
≤ Cmin{hF (A), hΘ,r(A′′)}. (⋆)
Denote by θ0, . . . , θk the Theta constants of level r. They define a projective
embedding ofAΘ,r. Then the pullbacks of θ1/θ0, . . . , θk/θ0 generate the function
field of S ′′. By definition, j1, . . . , jn+1 are coordinates on S; let f1, . . . , fn+1 be
generators for the function field of S˜. Since p2 and p◦p1 are finite coverings, the
functions j1, . . . , jn+1 have fractional expressions in terms of f1, . . . , fn+1, and
the same is true for the θi/θ0 on S ′′. These polynomial systems are generically
of dimension 0, so they can be inverted using Gröbner bases. By the primitive
element theorem, up to a change of coordinates on S˜, we can assume that these
Gröbner bases are in echelon form. We define F˜ to be the Zariski closed subset
of codimension 1 in S˜ where at least one of the denominators vanishes among all
the fractional expression considered, or where one of the fi is not well defined.
Then U = S\p ◦ p1(F˜ ) is open dense in S. Let P ∈ L[j1, . . . , jn+1] such that
{P 6= 0} ⊂ U .
Let z ∈ S where j1, . . . , jn+1 are well defined, and P (j1, . . . , jn+1) 6= 0. We
look at the diagram above, from left to right. Lift z to a point z˜ ∈ S˜; by
construction, z˜ /∈ F˜ . By repeated applications of Propositions 5.10 and 5.12,
we have
h
(
f1(z˜
)
, . . . , fn+1(z˜)) ≤ C h
(
j1(z), . . . , jn+1(z)
)
.
Writing z′′ = p2(z˜), we also have
h
(θ1
θ0
(z′′), . . . ,
θk
θ0
(z′′)
)
≤ C h(f1(z˜), . . . , fn+1(z˜)).
This implies, in the notation above,
hΘ,r(A
′′) ≤ C hj(A),
so by equation (⋆)
hF (A) ≤ C hj(A).
Going through the diagram from right to left gives the reverse inequality.
From now on, we define U to be the Zariski open set in S where j1, . . . , jn+1
are well defined and P (j1, . . . , jn+1) 6= 0.
Corollary 6.4. Let A, A′ be the abelian varieties with PEL structure associated
with z, z′ ∈ U . Assume that A and A′ are related by an isogeny of degree ℓ. Then
hj(A
′) ≤ C19(hj(A) + log ℓ).
Proof. Combine Propositions 6.1 and 6.3. We may take C19 = C
2
18.
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Remark 6.5. We can presumably do better than Corollary 6.4. For instance,
when studying j-invariants of isogenous elliptic curves, one can prove that
|h(j(E)) − h(j(E′))| is bounded by logarithmic terms [24, Thm. 1.1]. This
is also the kind of bound provided by Theorem 6.2. However, the estimate in
Corollary 6.4 is sufficient for our purposes, so we do not pursue this question
further. This problem should be solved before attempting to give meaningful
explicit values for the constant C2 in Theorem 1.1.
6.2 Heights of evaluated modular equations
We keep the notation used in §3.2. Fix a Hecke correspondence Hδ of de-
gree d(δ), and consider the modular equations Ψδ,m of level δ between connected
components S, S ′ of ShK(G,X+)(C). Written in canonical form, the Ψδ,m can
be seen as elements of the ring L(J1, . . . , Jn)[Jn+1, Y1, . . . , Ym].
Let U (resp. U ′) be the open subset of S (resp. S ′) constructed as in §6.1.
Define Uδ ⊂ S to be the Zariski open set of all points [x, g] ∈ S such that
[x, g] ∈ U , and [x, gδγ] ∈ U ′ for every γ ∈ K0/Kn+1. Finally, we define Vδ ⊂ Ln
to be the Zariski open set of all points (j1, . . . , jn) where the equation (E)
(cf §3.1) has e distinct roots and the following property holds: if jn+1 is a root
of (E), then (j1, . . . , jn+1) are the invariants of some z ∈ Uδ. In particular, the
denominators of modular equations do not vanish on Vδ.
Lemma 6.6. There is a nonzero polynomial Pδ ∈ L[J1, . . . , Jn] of total degree
at most Cd(δ) such that {Pδ 6= 0} ⊂ Vδ.
Proof. Let R be the the resultant of (E) and its derivative with respect to jn+1.
It is a rational fraction in j1, . . . , jn of degree C. If R is well defined and does
not vanish at (j1, . . . , jn), then the equation (E) has e distinct roots.
Similarly, there is a polynomial Q ∈ L[J1, . . . , Jn+1] such that every tuple
(j1, . . . , jn+1) satisfying (E) and such that Q(j1, . . . , jn+1) 6= 0 lies in the image
of S. Taking the resultant with (E) with respect to jn+1, we obtain a rational
fraction R′(j1, . . . , jn) of degree C. If R
′ is well defined and does not vanish at
j1, . . . , jn, then for every root jn+1 of (E), the tuple (j1, . . . , jn+1) lies in the
image of S.
Since U and U ′ only depend on the setting, the conditions defining Uδ are
equivalent to asking that a certain modular form λ on S of weight Cd(δ) does
not vanish: this modular form is constructed as in §4.1. After increasing the
weight by a constant, we can find a modular form ξ such that wt(λ) = wt(ξ)
and the divisors of λ and ξ have no common codimension 1 components. By
Propositions 4.4 and 4.5, we can write
λ
ξ
=
e−1∑
k=0
Rk(j1, . . . , jn)j
k
n+1
where the Rk are rational fractions such that degRk ≤ Cd(δ) for every k.
Taking the resultant with (E) with respect to jn+1 yields a rational frac-
tion R′′(j1, . . . , jn) of degree still bounded by Cd(δ). If R
′, R′′ are well de-
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fined and do not vanish at (j1, . . . , jn), then for every root jn+1 of (E), the
tuple (j1, . . . , jn+1) comes from a point z ∈ Uδ.
Therefore we can take Pδ to be the product of all numerators and denomi-
nators of R, R′ and R′′.
Proposition 6.7. Let (j1, . . . , jn) ∈ Vδ, and let 1 ≤ m ≤ n+ 1. Then
h
(
Ψδ,m(j1, . . . , jn)
) ≤ C20 d(δ)(h(j1, . . . , jn) + log ℓ(δ)).
Proof. Let J be the set of roots of (E) at (j1, . . . , jn), and let jn+1 ∈ J .
Let [x, g] be the point of S describing an abelian variety A with PEL struc-
ture whose invariants are (j1, . . . , jn+1). Then for every γ ∈ K0/Km, the
point [x, gγδ] describes an abelian variety Aδ which is related to A by an isogeny
of degree ℓ(δ), by Corollary 2.7. Therefore, by Corollary 6.4, we have
h
(
jγ1,δ([x, g]), . . . , j
γ
n+1,δ([x, g])
) ≤ C(h(j1, . . . , jn+1) + log ℓ(δ)).
We now take a closer look at the formula in Definition 3.1. We see that Ψδ,m
is the evaluation of a multivariate polynomial in the variables jγi,δ([x, g]) for
1 ≤ i ≤ m and γ ∈ K0/Ki. The number of variables is
d1 + d1d2 + · · ·+ d1 · · · dm ≤ md(δ),
and each variable appears with degree 1. Therefore, by Proposition 5.10,
h
(
Ψδ,m(j1, . . . , jn+1)
) ≤ md(δ) log(2) +md(δ)C(h(j1, . . . , jn+1) + log ℓ(δ))
≤ Cd(δ)(h(j1, . . . , jn+1) + log ℓ(δ)).
In order to obtain Ψδ,m(j1, . . . , jn), we interpolate a polynomial of degree e− 1
in jn+1 where J is the set of interpolation points. By Propositions 5.10 and 5.12,
we have
h(jn+1) ≤ Ch(j1, . . . , jn) for every jn+1 ∈ J .
Therefore, bluntly using the Lagrange interpolation formula is sufficient.
6.3 Interpolation
In this final subsection, we prove height bounds on modular equations using
Proposition 6.7 and the interpolation results from §5.
Definition 6.8. We call an (n,N1, N2)-interpolation tree a rooted tree with
depth n, arity N1 at depths 0, . . . , n− 2, and arity N2 at depth n− 1, such that
every vertex but the root is labeled by an element of Z and the sons of every
vertex are distinct.
Let T be an (n,N1, N2)-interpolation tree, and let 1 ≤ k ≤ n. The k-th
interpolation set Ik(T ) of T is the set of points (y1, . . . , yk) ∈ Zk such that y1
is a son of the root, and yi+1 is a son of yi for every 1 ≤ i ≤ k − 1. We say
that T is bounded by M if every vertex is bounded by M in absolute value. We
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say that T has amplitude (D1, D2) if for every vertex y of depth 0 ≤ r ≤ n− 2
(resp. depth n− 1) in T , the sons of y lie in an integer interval of amplitude at
most D1 (resp. D2).
Finally, let T be an (n,N1, N2)-interpolation tree, let a = (a1, . . . , an) ∈ Zn,
and let F be a coefficient of Ψδ,m for some 1 ≤ m ≤ n+ 1. Write F = P/Q in
irreducible form over L(Y1, . . . , Yn), and let d = deg(F); assume that d ≥ 1. We
say that T and a are valid interpolation data for F if the following conditions
are satisfied:
1. T and a are bounded by some M such that
M > max{d4H log(d4H), 6d dL},
where
H = max
{
3, log(2M), C20 d(δ)
(
log(M(M + 1)) + log ℓ(δ)
)}
.
2. N1 = 2d and N2 ≥ 2M/3.
3. T has amplitude (4d,M).
4. For every (y1, . . . , yn) ∈ In(T ), the point
(j1, . . . , jn) = (y1yn + a1, . . . , yn−1yn + an−1, yn + an)
belongs to Vδ.
5. For every (y1, . . . , yn−1) ∈ In−1(T ), the polynomials P and Q evaluated
at (y1Y + a1, . . . , yn−1Y + an−1, Y + an) are coprime in L[Y ].
6. Q(a1, . . . , an) 6= 0.
Lemma 6.9. Let F be a coefficient of Ψδ,m of degree d ≥ 1. Then there exist
valid interpolation data (T, a) for F with M = C21
(
d(δ)6 + log2 ℓ(δ)
)
.
Proof. According to Theorem 4.6, we have d ≤ Cd(δ). Provided that C21 is
large enough, condition 1 in the definition above will be satisfied.
Since Q is a nonzero polynomial, and has degree at most d in Y1, we can find
a1 ∈ Z such that |a1| ≤M and the polynomialQ(a1, Y2, . . . , Yn) is nonzero. Iter-
ating, we find a = (a1, . . . , an) ∈ Zn bounded byM such that Q(a1, . . . , an) 6= 0.
We now build the interpolation tree T down from the root. Let Pδ be an
equation for the complement of Vδ as in Lemma 6.6, and define
Rδ = Pδ(Y1Yn + a1, . . . , Yn−1Yn + an−1, Yn + an)
which is a nonzero polynomial of degree at most Cd(δ). Finally, denote
R = Res(P,Q)(Y1Yn + a1, . . . , Yn−1Yn + an−1, Yn + an)
which is nonzero and has degree at most 2d2. Therefore we can find 2d values
for y1, bounded by Cd(δ)
2, and lying in an interval with amplitude at most 4d,
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such that neither Rδ nor R vanishes when evaluated at Y1 = y1. We iterate this
to construct T up to depth n−1 with the right arity, bound and amplitude, such
that the evaluations of Rδ and R are nonzero at every (y1, . . . , yn−1) ∈ In−1(T ).
Let (y1, . . . , yn−1) ∈ In−1(T ). Then, as before, at most Cd(δ)2 values for yn
are forbidden as they make either Rδ or R vanish. Therefore it is easy to see that
we can complete the tree, perhaps at the cost of increasing C21. Nonvanishing
of Rδ and R guarantees conditions 4 and 5 respectively.
We are now ready to prove part 1 of Theorem 1.1.
Theorem 6.10. Let F(j1, . . . , jn) be a coefficient of some Ψδ,m in canonical
form. Then h(F) ≤ Cd(δ) log ℓ(δ).
Proof. By Lemma 6.9, we can find valid interpolation data (T, a) for F bounded
by M = C
(
d(δ)6+log2 ℓ(δ)
)
. After scaling P and Q, we can assume that in fact
Q(a1, . . . , an) = 1. Let (y1, . . . , yn−1) ∈ In−1(T ), and write
F˜(Y ) = F(y1Y + a1, . . . yn−1Y + an−1, Y + an).
For every son yn of yn−1 in T , we have
h
(
y1yn + a1, . . . , yn−1yn + an
) ≤ log((M + 1)M).
Therefore by Proposition 6.7
h(F˜(yn)) ≤ C20 d(δ)
(
log((M + 1)M) + log ℓ(δ)
)
= H.
By construction, the hypotheses of Proposition 5.23 are fulfilled, so
h(F˜) ≤ 3H + C log(dH) + 3d log(2M)
≤ Cd(δ) log ℓ(δ) by Lemma 2.8.
Moreover, the quotient
P (y1Y + a1, . . . , yn−1Y + an−1, Y + an)
Q(y1Y + a1, . . . , yn−1Y + an−1, Y + an)
is a way to write F˜ in irreducible form, and has a coefficient equal to 1. There-
fore h(F˜) is the affine height of the coefficients appearing in the quotient, so
h
(
P (y1Yn + a1, . . . , yn−1Yn + an−1, Yn + an)
) ≤ Cd(δ) log ℓ(δ)
for every (y1, . . . , yn−1) ∈ In−1(P ), and the same is true for Q. Since N1 ≥ 2d,
we can now interpolate successively the variables yn−1, . . . , y1, using Proposi-
tion 5.16 at each vertex of the tree T . Finally we obtain
h(F) ≤ Cd(δ) log ℓ(δ)
as claimed.
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