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Abstract— This paper presents a new image-based visual
servoing approach that simultaneously solves the feature cor-
respondence and control problem. Using a finite-time optimal
control framework, feature correspondence is implicitly solved
for each new image during the control selection, alleviating the
need for additional image processing and feature tracking. The
proposed approach demonstrates mild robustness properties
and leads to acceptable or improved image feature behaviour
and robot trajectories compared to classical image-based vi-
sual servoing, particularly for under-actuated robots. As such,
preliminary experimental results using a small unmanned
quadrotor are also presented.
I. INTRODUCTION
Visual servoing is a well established approach for robot
control, whereby platform motion is automatically adjusted
using only visual cues obtained from cameras. To enable mo-
tion we first consider the location of the camera, which can
be onboard the robot observing a target in the world, or fixed
in the world and observing the robot (and possibly a target).
We then consider how the image features corresponding to
the observed target or robot are used to create the control
signal. Position-based visual servoing (PBVS) uses image
features (2D image plane measurements) to estimate target
and robot position or pose (3D data), allowing control via
the task or world frame. Image-based visual servoing (IBVS)
uses image features directly, without estimating relative pose,
allowing control via the image frame [1].
Classical image-based visual servoing attempts to bring an
initial configuration of image features to a desired configura-
tion. The final pose of the robot or camera is implicit in the
final arrangement of features. Critical to achieving adequate
control, is solving a correspondence problem to determine
how the initial image features match with the desired image
features. This correspondence problem is typically solved in
an adhoc manner by having one or more unique features for
which correspondence is trivial, or by having correspondence
indicated by a human operator. Additionally, as the camera
or robot move so do the image features, and keeping track
of correspondence between frames is equally important [2].
Another important consideration for visual servoing tasks
is the number of image features used. Most applications use a
small number of image features, typically less than ten. For
N image features the number of possible correspondences
is at most N !. In the case of N dots arranged at the
vertices of a regular polygon (very commonly N = 4 for a
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Fig. 1. Experimental setup including a DJI450 quadrotor hovering over
a stationary four point coplanar target (•) observed using an onboard
downward facing camera.
square target) some correspondences would be invalid, and
if we considered the image features with respect to their
centroid then correspondence is one of N possible rotations.
In some applications the particular rotation is unimportant.
For example, consider the problem shown in Fig. 1 of an
aerial robot hovering above a square ground target where the
position of the target, but not its orientation, is important.
This paper considers the aforementioned problems collec-
tively. The notion of a limited number of possible corre-
spondences for non-unique features is at the heart of our
approach, and instead of treating correspondence and control
independently we solve these two problems simultaneously.
The approach embeds the feature correspondence problem
inside an optimal control framework such that the correct
feature matching is solved implicitly during control selec-
tion. The proposed technique only requires target detection
(not tracking) at each frame, which reduces processing and
estimation requirements and increases robustness to image
feature mismatch. The contributions of this paper are:
I Two new correspondence-free image-based visual ser-
voing (CF-IBVS) schemes that do not rely on explicit
feature matching or direct (photometric etc.) techniques.
I Simulated and experimental results using CF-IBVS for
automatic control of a quadrotor platform.
This paper is structured as follows. Section II provides
some background on the feature correspondence and tracking
problem. Section III presents two different correspondence-
free approaches to image-based visual servoing, including
a comparison to classical image-based control. Section IV
gives some simulated and preliminary experimental results
for a quadrotor hovering above a stationary target. Section
V offers concluding remarks.
II. BACKGROUND
Classical image-based visual servoing techniques make
use of a variety of image features, which are the projection of
world points, lines or other shapes onto the imaging surface.
A world object can then be represented in the image as a
set of such image features s, and the control objective is
to position the camera such that the elements of s coincide
or match (element-wise) with some reference set s∗. Using
the classical image-based visual servoing formulation, the
desired control input u at time k is found using
u(k) = λL̂+(k) (s(k)− s∗) (1)
where L(k) is the interaction matrix or image Jacobian, and
is a function of s(k) and the relative distance between the
object and the camera. It is critically important that each
element of s and s∗ refer to the same part of the object
at every time step. This feature correspondence must be
performed correctly in the presence of measurement noise
and occlusion, which adds complexity and potential for error.
As such, many feature correspondence and tracking tech-
niques have been proposed, including feature, model and
region-based approaches [3]. Feature and model-based ap-
proaches attempt to match primitive geometric features
(points, lines, contours, ellipses etc.). For points and lines,
feature correspondence is assumed to be bijective where there
is a unique mapping between feature pairs, or probabilis-
tic where the most likely correspondence between features
pairs is sought [4]. A single ellipse is unusual in that
no correspondence is required since its parameters can be
estimated from the boundary (or moments) of the observed
ellipse in the image. More recent approaches consider finding
correspondences for an object instance within an object class
defined by a variable amount of image features for each
object part [5]. Region-based methods use image regions or
subsections as features and attempt to match pixel intensity
values between different regions. For such feature, model
and region-based approaches, the goal is to find a unique
function that permutes its argument so that the elements of
the resulting vector correspond to the elements of s∗. Using a
more general optimal control formulation, the desired control
input is found using
u(k) = argmin
u∈U
f (C(s(k))− s∗) (2)
where f is some function applied to the image feature error,
and U is the control domain. The function C can be found
using a variety of techniques (tracking, linear least squares,
nearest neighbour approaches, nonlinear optimisation) [3].
In an attempt to alleviate the requirement for feature cor-
respondence and tracking, direct visual servoing approaches
have been proposed including photometric [6], kernel-based
[7] and information theoretic methods [8]. In these methods,
the feature correspondence is inherent as each image pixel
(intensity) is compared to the corresponding pixel in the
desired image. As the image intensity I is used as a feature,
additional image processing may be required to find the
spatial pixel gradient. By coupling the intensity gradient
with various lighting models (Phong, Blinn-Phong etc.),
and assumptions on scene luminance [9], new interaction
matrices and control strategies are derived. Again, using
an optimal control formulation, the desired control input is
found using
u(k) = argmin
u∈U
f (I(k)− I∗) (3)
where f is some function pertaining to the servoing type
(kernel-based, photometric etc.). Direct approaches can be
accurate, and robust to occlusions and measurement error.
An interesting approach is to then consider how image-
based visual servoing can be accomplished when using
geometric image features instead of direct methods, yet
still circumvent explicit feature correspondence and image
processing overheads. This problem could be expressed as
u(k) = argmin
u∈U
f (s(k), s∗) (4)
where f now denotes a function that, when minimised,
simultaneously solves the feature correspondence and control
problem. This is the approach taken in this paper, which we
refer to as correspondence-free image-based visual servoing
(CF-IBVS), and is detailed in the following sections.
III. CORRESPONDENCE-FREE VISUAL SERVOING
We present two different correspondence-free visual ser-
voing approaches. The first approach leverages the classical
image-based visual servoing structure, whilst the second
uses a visual predictive control structure. In both cases,
simple finite-time optimal control problems are formulated
and solved for the control input. The general problem of
repositioning a spherical camera [10] with respect to a four
point (N = 4) symmetric and asymmetric target using six
degrees of freedom (M = 6) is considered. Simulations are
conducted in MATLAB using the parameters in Table I.
A. Preliminaries
Consider N world points belonging to a target object
observed by a moving camera. Each world point is projected
onto the camera’s image plane, such that the associated
image feature si is represented as a 2-vector using a Cartesian
(si ∈ R2), polar (si ∈ R× S1), or spherical coordinate (si ∈
S2) system. The entire image feature vector s = (s1, ..., sN )
then defines the image plane representation of the target
object.
Consider also a vector of reference or desired image
features s∗ = (s∗1 · · · s∗N ), which implicitly define the desired
camera pose to view the target. The difference between the
observed image features and the reference image features is
the image feature error e. The elements of each individual
image feature si are measured and there are N ! possible
image feature correspondences between the observed and
reference image features. Therefore, we define ej = s −
Pj(s
∗) where Pj(·) is a permutation function ordering the
image features into the j th arrangement.
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Fig. 2. Simulation results using a symmetric four point coplanar target (◦). Robot position (a,c), image feature motion (b) and control input (d) for
predictive correspondence-free (-), classical correspondence-free (−) and classical (−−) visual servoing. Initial (•) and final (∗) positions are shown along
with each control input u(·) = (x˙, y˙, z˙, φ˙, θ˙, ψ˙).
B. Classical Approach
The classical correspondence-free (CCF-IBVS) visual ser-
voing approach is formulated by minimising an objective
function over a small prediction horizon, under the assump-
tion that the control input is restricted to the set of controls
derived using a classical image-based servoing framework1.
The objective function can use either the projected image
feature error or the control input as the performance metric
to be minimised. In each case, the objective function is
used to find the optimal feature correspondence denoted
by permutation j∗. Using the image feature error as a
performance metric, j∗ is found by solving
j∗ = argmin
j∈J
Kp−1∑
k=1
∑
|ej(k)| (5)
where |.| denotes the absolute value of each component of
the vector within. The image feature error vector ej(·) =
(e1,j · · · eN,j) and control vector uj(·) = (u1,j · · ·uM,j) are
calculated iteratively over the prediction horizon Kp for each
possible feature permutation J ∈ {1, ..., N !} ⊂ Z+ such that
1The classical servoing framework refers to control derived using (1) by
enforcing an exponential decrease of the image feature error then inverting
the image Jacobian using the optic flow equation with range r = r(k).
ej(k) = s(k)− Pj(s∗) (6)
uj(k) =− L̂+u (k)
(
λ ej(k) + L̂v(k)v(k)
)
(7)
s(k + 1) = s(k) +
(
L̂u(k)uj(k) + L̂v(k)v(k)
)
∆t (8)
where Pj(s∗) = s∗j = (s
∗
1,j · · · s∗N,j) is the reference image
feature vector, ∆t is the sampling time, λ > 0 is a constant
gain term and L̂+u denotes the Moore-Penrose pseudoinverse
of matrix L̂u. The image Jacobian components corresponding
to the controlled u and uncontrolled v velocities (degrees
of freedom) are denoted by L̂u and L̂v respectively, and are
approximated using the reference image feature range values
r∗ = (r1 · · · rN ). The input control u∗c is then found by
taking the control vector corresponding to the first prediction
time k = 1. At each sampling time (5) is solved subject to
(6)-(8), such that the approach bears resemblance to a typical
visual predictive control problem [11], [12]. The difference
is in the non-quadratic objective function and the restricted
control input domain, which is limited to the controls derived
using a classical image-based servoing framework.
Using the classical correspondence-free control approach,
some example results are shown in Fig. 2 and Fig. 3 for
a symmetric and asymmetric target respectively. For the
symmetric target, correct feature correspondence is always
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Fig. 3. Simulation results using an asymmetric four point coplanar target (◦). Robot position (a,c), image feature motion (b) and control input (d) for
predictive correspondence-free (-), classical correspondence-free (−) and classical (−−) visual servoing. Initial (•) and final (∗) positions are shown along
with each control input u(·) = (x˙, y˙, z˙, φ˙, θ˙, ψ˙).
achieved throughout the servoing task, without switching
between feature arrangements. The image feature motion
first diverges from the reference position before converging
to the desired values via an indirect path. The resulting
robot trajectory converges smoothly to the reference position,
albeit more direct in the xz-plane and less direct in the xy-
plane compared to the optimal straight line path. In fact, this
behaviour is identical to that observed using the classical
visual servoing framework with the image Jacobian (and
its inverse) approximated using the reference target range
values r = r∗. As such, the classical correspondence free
controller provides similar performance to classical visual
servoing for simple symmetric targets, without any feature
tracking requirement.
For the asymmetric target the servoing task is also ac-
complished, but correct feature correspondence is not always
achieved (Fig. 4). Initially, only a single image feature (red)
is correctly matched, instigating divergent image feature
motion for the remaining points. Once two image features
are correctly matched, motion toward the reference feature
position is generally improved with the exception of a
single feature (purple). Eventually, all image features are
correctly matched and each feature tracks directly toward
its corresponding reference location. By switching between
three different feature correspondences, three unique motion
segments are observed with a discontinuity at each boundary
due to the switching control behaviour (Fig. 3(d)). Motion
between each segment remains smooth, and the robot con-
verges to the reference position and image feature location.
C. Predictive Approach
The predictive correspondence-free (PCF-IBVS) visual
servoing approach is formulated by again minimising an
objective function over a small prediction horizon, but the
control input is no longer restricted to the set of controls
derived using the classical image-based servoing framework.
Instead, the control input is bounded using box constraints,
and a quadratic objective function is employed. The optimal
control input u∗p is found by solving
u∗p = argmin
u∈U
Kp−1∑
k=1
min
j∈J
(ej(k)
TQ ej(k)) (9)
s.t
s(k + 1) = s(k) +
(
Lˆu(k)u(k) + Lˆv(k)v(k)
)
∆t (10)
U ∈ (−u¯, u¯) (11)
where Q  0 defines a positive definite weighting matrix and
U is the control constraint domain defined by the minimum
−u¯ and maximum u¯ permissible control vectors. The control
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Fig. 4. Simulation results using an asymmetric four point coplanar
target. Plot shows the image feature permutation number j ∈ {1...N !}
(−) at each sample time. The image features are permuted randomly
during simulation, representing a challenging case. The number of correct
image feature correspondences (matches) using predictive (−) and classical
correspondence-free (−) visual servoing is also shown.
input is no longer dependent on inverting the image Jacobian
and tuning a control gain λ, and can be bounded according to
camera limitations instead. The input control u∗p is found by
taking the control vector corresponding to the first prediction
time k = 1. At each sampling time (9) is solved subject
to (10)-(11) using Sequential Quadratic Programming (SQP)
(via MATLAB’s fmincon function), such that the approach
more closely resembles a visual predictive control problem.
The difference now is in the dual minimisation employed in
the objective function to manage feature correspondence.
Using the predictive correspondence-free control ap-
proach, some example results are overlaid on Fig. 2 and
Fig. 3 for a symmetric and asymmetric target respectively.
For the symmetric target, correct feature correspondence is
also achieved throughout the servoing task, without switch-
ing between feature arrangements. Three image features ini-
tially diverge from their desired values, whilst the remaining
feature converges. This is because the structure of the cost
function ensures the applied control favours minimisation
of the image feature with the largest error (green feature)
compared to the others. The image features then rapidly
converge to their desired values as the robot tracks directly
toward the reference position. This is due to the enlarged
permissible control domain which allows more aggressive
control inputs, without violating constraints. As a result, the
predictive correspondence-free control better resembles that
expected using classical visual control with r = r(k), with
improved image feature and robot behaviour compared to the
classical correspondence-free approach.
For the asymmetric target, and similar to classical
correspondence-free control, the servoing task is accom-
plished but correct feature correspondence is not initially
achieved (Fig. 4). Again, a single feature is correctly matched
before finding the required correspondences for two then
four (all) features. The difference is that the predictive
correspondence-free controller requires less time to find
the correct feature matching, so the resulting behaviour is
more heavily influenced by the control structure as opposed
to incorrect feature correspondences. Due to the increased
control authority, the controller provides straight forward
robot motion via multiple motion segments, compared to
well-defined switch points associated with different feature
matches as observed using classical correspondence-free
control. Compared to classical visual servoing, the resulting
robot trajectory is now more direct in the xy-plane and
comparable in the xz-plane with respect to the optimal
straight line path.
Remark Mean computation time for correspondence-free
approaches is 63.6ms (predictive) and 42.4ms (classical),
compared to 0.4ms for the classical approach using MATLAB
on an Intel(R) Xeon(R) CPU E3-1246 v3, 3.50GHz processor.
IV. PRACTICAL APPLICATION
For the general visual servoing case, six degrees of free-
dom can be controlled using three or more point features as
in the previous analysis. In many real applications the camera
is under-actuated, so each degree of freedom cannot be con-
trolled independently and fewer image features are required.
For a camera equipped quadrotor, only the translational and
yaw velocity components can be controlled directly (M = 4),
requiring at least two point features (N ≥ 2). Considering
this practical example, the correspondence-free visual con-
trollers are applied to a simple hovering task. Simulated and
preliminary experimental results are presented.
A. Simulated Results
Classical and predictive correspondence-free visual con-
trollers are compared in simulation, where only four degrees
of freedom are controlled directly such that
u = (x˙, y˙, z˙, ψ˙), v = (φ˙, θ˙) (12)
and setting v = 0 assumes the images (and features) have
been derotated in roll and pitch to account for coupled
vehicle dynamics in the x and y directions. The camera dy-
namics are not considered directly in the control law, just the
constraints on the controllable degrees of freedom. Additive
measurement noise w(t) ∼ N (0, 0.5) degrees is included on
the spherical image feature measurements. Results are given
in Fig. 5 using parameters defined in Table I.
As expected, the control task is completed, no feature
switching is observed and the trajectories remain smooth
for both of the proposed approaches. However, the classical
correspondence-free approach forces the platform to follow
a very efficient path toward the target in all directions,
unlike the predictive approach. The image features initially
diverge before following a direct path to the desired po-
sition. The control input also results in the least energy
consumption (5.4J) compared to the classical (42.4J) and
predictive correspondence-free (134.5J) approaches under
typical platform weight m and inertia parameters I(·).
B. Experimental Results
We apply the classical correspondence-free visual control
to a real quadrotor platform operating in an indoor envi-
ronment (Fig. 1). The quadrotor system has an onboard
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Fig. 5. Simulated quadrotor results using a square target (◦), M = 4 controllable degrees of freedom and added measurement noise w(k). Quadrotor
position (a,c), image feature motion (b) and control input (d) for predictive correspondence-free (-), classical correspondence-free (−) and classical (−−)
visual servoing. Initial (•) and final (∗) positions are shown along with each control input u(·) = (x˙, y˙, z˙, ψ˙) with v = 0.
downward facing perspective camera, autopilot, telemetry
links and a supporting ground station computer. A detailed
description of the system architecture including the deriva-
tion of the platform dynamics under the quasi-stationary
flight assumption is described in previous works [13], [14].
The quadrotor performs a predefined grid search pattern
seeking a stationary ground target consisting of four red
circular markers positioned at the vertices of a square. Blob
detection is used to detect the target markers. If all four
markers are detected, the classical correspondence-free visual
controller is used to position the quadrotor over the target.
If three or fewer points are detected, the visual controller
is disengaged and a zero reference velocity command is
issued. Importantly, the visual controller now incorporates
quadrotor dynamics into (7)-(8) similar to [15]. Initial results
are depicted in Fig. 6 and Fig. 7 using the experimental
parameters defined in Table I.
After two grid segments, the search pattern is abandoned
and the classical correspondence-free visual controller is
engaged. The image features initially diverge from the ref-
erence position due to the roll and pitch angles required
to alter the quadrotor position, before following a more
direct path toward the reference image feature position. This
image feature behaviour results from the quadrotor tracking
directly toward the target position. Once above the target,
the intermittent loss of one or more target markers forces
the application of zero reference velocity commands. This
behaviour is exacerbated by the fact the reference image
feature locations are chosen such that the desired quadrotor
position is close to the target. The platform is therefore
susceptible to drift under any external disturbance, and only
attempts to reposition above the target when all markers
are reacquired. As a result, a mean RMS error of 45.5 pix
and 26.9 pix is observed in the u and v image coordinates
respectively. The resulting RMS error in the x and y position
is 0.095m and 0.067m respectively.
Importantly, initial results follow the simulation results and
demonstrate that the control approach implicitly manages the
feature correspondence problem in the presence of real noise,
imperfect platform actuation and environmental disturbances.
The approach shows robustness to false positive detections,
with missed detections managed by overriding the visual
control input with zero velocity commands. As with many
visual servoing applications, the classical correspondence-
free approach is subject to typical camera field of view lim-
itations, whilst the predictive correspondence-free controller
is not (through the inclusion of visibility constraints [11]).
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Fig. 6. Experimental quadrotor results using a square target (◦). Quadrotor
motion (-) during classical correspondence-free visual servoing is shown
along with initial grid search trajectory (−−) and post visual servoing
motion (−).
V. CONCLUSION
This paper introduced a new correspondence-free image-
based visual servoing framework, that implicitly solves the
feature correspondence problem whilst finding a control
solution. Simulated and preliminary experimental results
demonstrate the approaches’ utility for visual control of
fully and under-actuated robotic platforms with respect to
symmetric and asymmetric targets.
Future work includes the extension of the correspondence-
free approach to accommodate a variable number of image
features, such that the controller could better manage inter-
mittent target occlusions and missed detections. Additionally,
a more thorough investigation into the stability and robust-
ness properties of the approach is intended.
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