On the occupation times of Brownian excursions and Brownian loops by Wu, Hao
ar
X
iv
:1
20
8.
01
56
v1
  [
ma
th.
PR
]  
1 A
ug
 20
12
On the occupation times of Brownian excursions
and Brownian loops
Hao Wu
Abstract We study properties of occupation times by Brownian excursions and
Brownian loops in two-dimensional domains. This allows for instance to interpret
some Gaussian fields, such as the Gaussian Free Fields as (properly normalized)
fluctuations of the total occupation time of a Poisson cloud of Brownian excursions
when the intensity of the cloud goes to infinity.
Keywords: Conformal invariance, Brownian excursion measure, Brownian loop
measure, Green’s function.
1 Introduction
Conformal invariance of planar Brownian motion has been derived and exploited
long ago by Paul Le´vy [8]. See also B. Davis (Annals of Proba 1979) in particular
his derivation of Picard’s big theorem. More recently, conformal invariance turned
out to be an instrumental idea in the study of various critical models from statisti-
cal physics in the plane (see for instance [4, 16] and the references therein). Two
basic important conformally invariant measures on random geometric objects are
the Brownian excursion measure and the Brownian loop measure. Let us now very
briefly describe these measures and the meaning of conformal invariance relatively
to these measures. For each open domain D with non-polar boundary in the plane,
one can define these two measures in D respectively denoted by µD and λD. These
are infinite but σ -finite measures on Brownian-type paths with particular properties:
• µD is supported on the set of Brownian excursions (Bt , t ≤ τ) in D i.e. Brownian
paths such that B0 and Bτ are in ∂D, while B(0,τ)⊂ D.
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• λD is supported on the set of Brownian loops (Bt , t ≤ τ) i.e. Brownian paths in D
such that B0 = Bτ .
In fact, in both cases, it is useful to view these paths up to monotone reparametriza-
tion (in the loop-case, one views the time-set modulo τ i.e., there is no “starting
point” on the loop). Then, it turns out (see [5],[15] for details) that for any con-
formal map Φ from D onto Φ(D), the image measures of µD and λD under Φ are
exactly µΦ(D) and λΦ(D).
These two measures on loops and on excursions allow in some sense to get rid of
the dependence of the measure on Brownian paths with respect to its starting point,
see for instance the discussion in [16].
In the present text, we shall focus on the following type of results (here and in the
sequel, dx or dy will denote the area measure, and x or y will always denote points
in the plane):
Proposition 1. Suppose that D is a simply connected domain and that A and B are
two open proper subsets of D. Then,
µD(
∫ τ
0
ds1A(γs)
∫ τ
0
ds1B(γs)) = 4
∫
A×B
dx dy GD(x,y) (1)
and
λD(
∫ τ
0
ds1A(γs)
∫ τ
0
ds1B(γs)) =
∫
A×B
dx dy (GD(x,y))2, (2)
where (γs,0 ≤ s ≤ τ) is a Brownian excursion in (1) and a Brownian loop in (2),
GD(x,y) denotes the usual Green’s function in D (with Dirichlet boundary condi-
tions).
The Brownian excursion measure and the loop measure are infinite measures, but
they can be used to define random conformally invariant collections of excursions
and loops (i.e. under a probability measure) by a Poissonization procedure. As ex-
plained in [16], both these Poissonian clouds are of interest and useful in the context
of random planar conformally invariant curves of SLE-type: The “excursion clouds”
give rise to the restriction measures [15], while the “loop-soups (loop clouds)” are
related to Conformal Loop Ensembles (see [14]).
It is natural to study the cumulative occupation time of these random collections
of Brownian paths. The previous proposition can then be viewed as a description of
the covariance structure of these cumulative occupation times (even if as we shall
explain later, things are slightly more complicated in the case of the loop measure
because cumulative occupation times are infinite, so that a renormalization proce-
dure is needed). By the classical central limit theorem, in the asymptotic regime
where the intensity of these clouds goes to infinity, the fluctuations of these occupa-
tion times converge (if properly normalized of course) to a Gaussian process with
the same covariance structure. This will in particular enable us to interpret the Gaus-
sian Free Field in terms of fluctuations of occupation times of high-intensity clouds
of Brownian excursions.
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Note that in [7], a different and more direct (as it involves no asymptotic) relation
between the loop-soup occupation times and the Gaussian Free Field (or rather its
square) is pointed out.
Here is how the present paper is structured: In Section 2, we review various very
elementary facts concerning Green’s functions, their conformal invariance and their
relation to Brownian motion and the Gaussian Free Field. In Section 3, we recall
the definition of the Brownian excursion measure, we derive (1) and deduce from
it the interpretation of the Gaussian Free Field as asymptotic fluctuations of the
Excursions occupation time measure. In passing, we note a representation of the
solution to the standard Dirichlet problem using Brownian excursions, that does not
seem so well-known despite its simplicity. Section 4 is the counterpart of Section 3
for Brownian loops instead of Brownian excursions. Finally, in Section 5, we briefly
mention a generalization of the previous results using some clouds of interacting
pairs of excursions (via their intersection local-time) that exhibits some relations
between loops and excursions.
We will focus on two-dimensional domains, but many of our statements (in par-
ticular those on Brownian excursions) are also valid in higher dimensions. However,
as the reader will see, we choose to base our proofs on conformal invariance, so that
another approach would be needed to derive the results in dimensions greater than
two. We should also point out that the statements are in fact valid in non-simply
connected domains, but again, some of our proofs, in particular those dealing with
the loop-measure, would need to be changed in order to cover non-simply connected
planar domains (as we will use explicit expressions for the unit disc).
Acknowledgement: This paper is based on my Master’s thesis and was completed
under the guidance of my supervisor Professor Wendelin Werner.
2 Review of basic notions
2.1 Generalities
We first recall some classical facts about Brownian motion and its relation to har-
monic functions, see for instance [1, 10, 11] for further details or background.
Suppose that D is a bounded planar domain, and that it has a smooth boundary.
Then, for any point x in D, the distribution of the exit position from D by a Brownian
motion started at x has a continuous density with respect to the surface measure
σ(dz) on ∂D, called the Poisson kernel, that we will denote by hD(x,z) for z ∈ ∂D.
In other words, the exit distribution is hD(x,z)σ(dz).
This Poisson kernel is closely related to the solutions of the Dirichlet problem
in D (i.e., to find a harmonic function u in D, that is continuous on D and equal to
some prescribed continuous function f on the boundary of D). Indeed, the solution
to the Dirichlet problem, if it exists, is given by
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u(x) =
∫
σ(dz)hD(x,z) f (z) = Ex( f (Zτ ))
where Z is a planar Brownian motion started from x under the probability measure
Px and τ denotes its exit time from D.
The Green’s function in D, is the unique function in D× D, such that for
each x ∈ D, y 7→ GD(x,y) is harmonic, vanishes on ∂D, and satisfies GD(x,y) ∼
pi−1 log(1/|x− y|) when y→ x.
Alternatively, one can think of GD(x,y)dy as the expected time spent by Z in the
infinitesimal neighborhood of y before exiting D. More precisely, if A denotes an
open set, the expected time spent by the Brownian motion Z (started from Z0 = x)
in A before exiting D is
Ex(
∫ τ
0
dt1A(Zt )) =
∫
A
dyGD(x,y).
The Green’s function is closely related to the Poisson problem (i.e. to find a C2
function u in D such that ∆u = −2g, where g is some given continuous function in
D, with the property that u is continuous on D and equal to 0 on ∂D). Under mild
assumptions on D, the solution to this problem exists, is unique, and
u(x) =
∫
D
dyGD(x,y)g(y) = Ex(
∫ τ
0
dt f (Zt)).
Not surprisingly, the Poisson kernel is closely related to the Green’s function.
More precisely, if n = nz,D is the inwards pointing normal vector at z ∈ ∂D, then, as
ε goes to 0,
GD(x,z+ εn)∼ 2εhD(x,z).
In the case of the unit disc U := {x : |x| < 1} in the complex plane, the Poisson
kernel and the Green’s function can be explicitly computed:
hU(x,z) =
1−|x|2
2pi |x− z|2
and
GU(x,y) =
−1
pi
log
|x− y|
|1− xy¯|
for x ∈U,y ∈U , and z ∈ ∂U .
2.2 Conformal invariance
Conformal invariance of planar Brownian motion, first observed by Paul Le´vy [8],
can be described as follows: if one considers a planar Brownian motion Z started
from x and stopped at its first exit time of a simply connected domain D, and if Φ
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denotes a conformal map from D onto some other domain D′, then the law of Φ(Z)
is that of a Brownian motion started from Φ(x) and stopped at its first exit time of
D′. Actually, for this statement to be fully true, one has to reparametrize time of
Φ(Z) in a proper way. The rigorous statement is that for all t < τ ,
Φ(Zt ) = Z′Ht with Ht =
∫ t
0
ds|Φ ′(Zs)|2,
where Z′ is a Brownian motion started from Φ(x), stopped at τ ′ = Hτ , which is its
exit time of D′.
Conformal invariance of Brownian motion is closely related to the conformal in-
variance of the Green’s function and of the Poisson kernel. Let us give a rather con-
voluted explanation of the conformal invariance of Green’s functions using Brown-
ian motion (a direct proof using the analytic characterization of the Green’s function
is much more straightforward) that will be helpful for what follows. Suppose that x
and y are in D and that ε is very small. We have seen that the expected time spent in
the ball U(y,ε), centered at y and of radius ε , by the Brownian motion Z started at x
behaves like
piε2GD(x,y)
when ε → 0. Equivalently, the expected time spent in the ball U(Φ(y), |Φ ′(y)|ε) by
the Brownian motion β started at Φ(x), behaves like
pi |Φ ′(y)|2ε2GD′(Φ(x),Φ(y))
as ε → 0. The process Φ(Z) can be viewed as a time-changed Brownian motion,
and the time-change when Z is close to y is described via Ht . It follows easily that
this expected time of Φ(Z) spent in the ball U(Φ(y), |Φ ′(y)|ε) behaves like
pi |Φ ′(y)|2ε2GD′(Φ(x),Φ(y))
|Φ ′(y)|2 = piε
2GD′(Φ(x),Φ(y)).
As a result, we have indeed that
GΦ(D)(Φ(x),Φ(y)) = GD(x,y). (3)
For a more rigorous derivation along the same lines, we can use the integral repre-
sentation of occupation times of domains : on the one hand,
EΦ(x)(
∫ τD′
0
dt f (Z′t )) =
∫
D′
dyGD′(Φ(x),y) f (y)
=
∫
D
|Φ ′(y)|2dyGD′(Φ(x),Φ(y)) f (Φ(y))
for indicator functions f = 1A, and on the other hand,
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EΦ(x)(
∫ τD′
0
dt f (Z′t )) = Ex(
∫ τD
0
|Φ ′(Zt)|2dt f (Φ(Zt )))
=
∫
D
dyGD(x,y) f (Φ(y))|Φ ′(y)|2.
Conformal invariance of planar Brownian motion can also be used in a similar
way to see that
|Φ ′(z)| hΦ(D)(Φ(x),Φ(z)) = hD(x,z) (4)
for all x∈D,z∈ ∂D when ∂D is smooth. Let us stress again that these conformal in-
variance properties of the Green’s functions and of the Poisson kernel can be derived
much more directly without any reference to Brownian paths.
Note that GU(0,y0) = −pi−1 log |y0| for all y0 6= 0. The formula for GU(x,y)
then follows immediately, using the Mo¨bius transformation φx of U onto itself that
maps x onto 0 and vice-versa (this is the map z 7→ (z− x)/(1− x¯z)) because then
GU(x,y) = GU(0,φx(y)). Note also that this conformal invariance also provides one
possible explanation of the symmetry of the Green’s function GU(x,y) = GU(y,x)
(because for any x and y, there exists a conformal map from D onto itself that maps
x onto y and y onto x).
Similarly, since clearly hU(0,z) = 1/(2pi) for all z∈ ∂U , the formula for hU(x,z)
recalled at the end of the previous subsection follows using conformal invariance.
2.3 The Gaussian Free Field
In the present text, we will briefly relate our Brownian excursions to the Gaussian
Free Field, which is a classical and basic building block in Field theory, see for in-
stance [9, 2]. So we recall its definition, in the Gaussian Hilbert space framework (as
in [12] for instance): Consider the space Hs(D) of smooth, real-valued functions on
R2 that are supported on a compact subset of a domain D⊂ Rd (so that, in particular,
their first derivatives are in L2(D)). This space can be endowed with the Dirichlet
inner product defined by
( f1, f2)∇ =
∫
D
dx(∇ f1 ·∇ f2)
It is immediate to see that this Dirichlet inner product is invariant under confor-
mal transformation. Denote by H(D) the Hilbert space completion of Hs(D). The
quantity ( f , f )∇ is called the Dirichlet energy of f .
A Gaussian Free Field is any Gaussian Hilbert space G (D) of random variables
denoted by “(h, f )∇”—one variable for each f ∈ H(D)—that inherits the Dirichlet
inner product structure of H(D), i.e.,
E[(h,a)∇(h,b)∇] = (a,b)∇.
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In other words, the map from f to the random variable (h, f )∇ is an inner product
preserving map from H(D) to G (D). The reason for this notation is that it is possible
to view h as a random linear operator, but we will not need this approach. We also
view (h,ρ) as being well defined for all ρ ∈ (−△)H(D) (if ρ = −△ f for some
f ∈ H(D), then we denote (h,ρ) = (h, f )∇).
When ρ1 and ρ2 are in Hs(D), the covariance of (h,ρ1) and (h,ρ2) can be written
as (−△−1ρ1,−△−1ρ2)∇ = (ρ1,−∆−1ρ2) = (−∆−1ρ1,ρ2). From the Poisson prob-
lem that we discussed before, −∆−1ρ can be written using the Green’s function as
[−∆−1ρ ](x) = 1
2
∫
D
dy GD(x,y)ρ(y),
we may also write:
Cov[(h,ρ1),(h,ρ2)] =
1
2
∫
dxdy GD(x,y)ρ1(x)ρ2(y) (5)
Both the Dirichlet inner product and the Gaussian Free Field inherit naturally
conformal invariance properties from the conformal invariance of the Green’s func-
tion. The 2-dimensional Gaussian free field (GFF) is a particular rich object, in
which a number of geometric features can be detected, and that has been shown
to play a central role in the theory of random surfaces and conformally invariant
geometric structures, see [13] and the references therein.
3 Occupation times of Brownian excursions
Brownian excursion measure. Let us first very briefly recall the construction of
Brownian excursion measures. For the unit disc U , for each ε > 0, let µε denote
the measure of total mass 1/ε defined as 1/ε times the law of a Brownian motion
started uniformly on the circle of radius (1− ε), and stopped at its first hitting time
of the unit circle. In some appropriate topology, the measures µε converge when
ε → 0 to an infinite measure µ on two-dimensional paths that start and end on the
unit circle. For a general simply connected domain D, the excursion measure µD can
either be defined as the image of µ by the conformal map Φ that maps U onto D, or
alternatively in an analogous way as in the disc, by integrating over the choice of the
starting point of the excursion on ∂D. The fact that these two definitions are equiv-
alent is the conformal invariance property of the Brownian excursion measures. See
e.g. [16] for details and references.
Note that µ is a measure on paths (Bt ,0 < t < τ) that start and end on ∂D (i.e.,
B0 ∈ ∂D and Bτ ∈ ∂D) that are “oriented”, i.e. B0 and Bτ do a priori not play the
same role. However, it turns out that the Brownian excursions are reversible i.e.,
that (Bt ,0 < t < τ) and (Bτ−t ,0 < t < τ) are defined under the same measure (this
can for instance be easily seen using the definition in the case where D is the upper
half-plane).
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Brownian excursion occupation times and the Dirichlet problem. Let us first
make a comment on the relation between the Brownian excursion measure and the
Dirichlet problem. Let u be the solution to the Dirichlet problem, i.e. ∆u = 0 in U
and u = f on ∂U. For all z ∈ ∂U and all positive ε , we have that
E(1−ε)z(
∫ τ
0
dt1A(γt) f (γτ )) = E(1−ε)z(
∫
∞
0
dt1A(γt)1t≤τ f (γτ ))
= E(1−ε)z(
∫
∞
0
dt1A(γt)1t≤τ E( f (γτ )|Ft))
= E(1−ε)z(
∫ τ
0
dt1A(γt)Eγt ( f (γτ )))
= E(1−ε)z(
∫ τ
0
dt1A(γt)u(γt))
=
∫
A
dyGU((1− ε)z,y)u(y)
And for the Brownian excursion measure µ = µU , we have that
µ(
∫ τ
0
dt1A(γt ) f (γτ )) = lim
ε→0
∫ 2pi
0
dθ
ε
E(1−ε)eiθ (
∫ τ
0
dt1A(γt) f (γτ ))
= lim
ε→0
∫ 2pi
0
dθ
ε
∫
A
dyGU((1− ε)eiθ ,y)u(y)
=
∫ 2pi
0
2dθ
∫
A
dy hU(y,eiθ )u(y)
= 2
∫
A
dy u(y)
∫ 2pi
0
dθhU(y,eiθ )
= 2
∫
A
dy u(y)
That is to say, we can represent the solution to the Dirichlet problem via the Brow-
nian excursion measure by the formula
µ(
∫ τ
0
dt1A(γt ) f (γτ )) = 2
∫
A
dy u(y)
Since the Brownian excursion is reversible, we also have that
µ( f (γ0)
∫ τ
0
dt1A(γt)) = 2
∫
A
dy u(y) (6)
Hence, if we put a weight f on starting point of the excursion, then the mean occu-
pation time spent in A is measured by the integral of u on A, where u is the solution
to the corresponding Dirichlet problem. By conformal invariance, (6) also holds for
any simply connected domain.
We would like to note that, if we set f = 1 in (6), we get that µD(
∫ τ
0 dt1A(γt)) is
equal to twice the area of A. In particular, µD(τ) is therefore just twice the area of
D.
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The covariance structure. We now turn our attention towards the proof of (1). This
formula can be understood as follows: we can cut A× B into very small pieces,
calculate on each small piece and then add all these pieces together. On each small
piece dx× dy, the Brownian excursion starts from the boundary, firstly it hits the
small piece dx (with a small probability), after this time, it is a true Brownian motion
starting nearby x, which is (almost) independent of the past and then the expected
time of this new Brownian motion spent in the neighborhood of y before exiting D is
close to GD(x,y)dy. When we add up all these small pieces together and we obtain
the right-hand side of the formula.
For a precise calculation, we first consider the case where D =U as the general
case will then follow from conformal invariance. We also use the notation that µ =
µU . Let γ denote a Brownian excursion in U . For all z ∈ ∂U and all positive ε ,
E(1−ε)z(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt))
= E(1−ε)z(
∫ τ
0
ds1A(γs)E(
∫ τ
s
dt1B(γt)|Fs))
= E(1−ε)z(
∫ τ
0
ds1A(γs)Eγs(
∫ τ
0
dt1B(γt)))
= E(1−ε)z(
∫ τ
0
ds1A(γs)GU(γs,B))
=
∫
A
dyGU((1− ε)z,y)GU(y,B).
And for the Brownian excursion measure, we have that
µ(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt))
= lim
ε→0
∫ 2pi
0
dθ
ε
E(1−ε)eiθ (
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt))
= lim
ε→0
∫ 2pi
0
dθ
ε
∫
A
dyGU((1− ε)eiθ ,y)GU (y,B)
=
∫ 2pi
0
2dθ
∫
A
dyhU(y,eiθ )GU(y,B)
= 2
∫
A
dyGU(y,B)
∫ 2pi
0
dθhU(y,eiθ )
= 2
∫
A
dyGU(y,B)
By symmetry of the Green’s function (GU(x,y) = GU (y,x)), we have that
µ(
∫ τ
0
ds1A(γs)
∫ τ
0
ds1B(γs)) = 4
∫
A×B
dxdyGU(x,y).
This concludes the proof of the equation (1), since we can use to conformal invari-
ance to derive the formula for general simply connected domain D. More generally,
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we have that
µD(
∫ τ
0
ds f (γs)
∫ τ
0
dsg(γs)) = 4
∫
dx dyGD(x,y) f (x)g(y) (7)
for all measurable bounded functions f and g.
Large intensity clouds of excursions and GFF. Let us now use this formula to
make a link between Brownian excursions and the GFF. For this we are going to
use Poissonian cloud of excursions in D, as in [15]. Recall that a Poisson cloud of
excursions with intensity cµD is a random countable family of Brownian excursions
in D, that is defined as a Poisson point process with intensity cµD.
In particular, the union of two independent Poissonian clouds of Brownian ex-
cursions in D with intensity c1µD and c2µD is a Poissonian cloud of excursions in
D with intensity (c1 + c2)µD.
Let us now consider an i.i.d. sequence M j, j ≥ 1 of Poissonian clouds of excur-
sions in D with the common intensity µD. For each j ≥ 1, and each f ∈ (−∆)H(D),
define the “cumulative occupation” time of M j by
X jf = ∑
γ∈M j
∫ τ(γ)
0
ds f (γs).
The fact that µ(τ) is finite (as soon as the area of D is finite) ensures that X jf is
almost surely finite (as soon as f is bounded) because its expectation is bounded.
We then define
˜X jf = X
j
f −E(X jf ).
On an enlarged probability space, we can also define an i.i.d. family of random
variable εγ indexed by the set of excursions in ∪ jM j such that P(εγ = 1) = P(εγ =
−1) = 1/2. We can then define
Y jf = ∑
γ∈M j
εγ
∫ τ(γ)
0
ds f (γs).
It is easy to see that Y 1f ,Y 2f ,Y 3f , . . . are i.i.d. centered random variables with common
variance
σ2f = µD(
∫ τ
0
ds f (γs)
∫ τ
0
ds f (γs)) = 4
∫
dxdyGD(x,y) f (x) f (y).
The same is true for ˜X1f , ˜X2f , ˜X3f , . . .. By the Central Limit Theorem, we have that
1√
N
(Y 1f + ...+Y
N
f )
converges in law as N →∞ to a centered Gaussian random variable Yf with variance
σ2f . The same holds for the sequence ( ˜X1f + ...+ ˜XNf )/
√
N.
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Hence, we see that the GFF can be viewed as the limit (in law, and in the sense
of finite-dimensional distributions) of the occupation times fluctuations of a Poisson
cloud of Brownian excursions, when the intensity tends to infinity.
Higher-order “moments”. We just mention that our proof can be adapted directly
in order to show that for all p≥ 2:
µD(
∫
(0,τ)p
dt1 . . .dtp1t1<...<tp1A1(γt1) · · ·1Ap(γtp))
= 2
∫
A1×···×Ap
dx1 · · ·dxpGD(x1,x2)×·· ·×GD(xp−1,xp)
which gives for instance (when one sums over all possible order of visits) a formula
for µD((
∫ τ
0 f (γs)ds)p). We have chosen to focus on the case p = 2 because of the
above-mentioned link with Gaussian fields.
Non-simply-connected domains. Suppose that D is a finitely connected open do-
main in the plane. Then, by Koebe’s uniformization Theorem (see [3]), it is possible
to map it conformally onto a circular domain i.e., the unit disk U punctured by a
finite number of disjoint closed disks. It is very easy to generalize the definition of
the Brownian excursion measure in circular domains (adding the contributions cor-
responding to starting points in the neighborhood of each of the boundary disks),
and to see that all our proofs go through without any real difficulty, so that all our
statements are in fact valid also in circular domains. One can then define the ex-
cursion measure in D via conformal invariance starting from circular domains, and
then, by conformal invariance of all the quantities involved, we easily see that all
our statements are also valid in D.
4 Occupation times of Brownian loops
Brownian loop measure. We now briefly recall the construction of the Brownian
loop measure [5]. As for the Brownian excursion measure, we can first define it
in the unit disc, and then define it in any other simply connected domain using
conformal invariance (and one then checks that this is indeed consistent with other
possible constructions).
For any r ∈ (0,1], define Ur = rU . For any x ∈Ur and any z ∈ ∂Ur, one can de-
fine the Brownian motion started at x and conditionned to exit Ur at z (this can be
rigorously defined as the limit when ε → 0 of the law of the Brownian motion condi-
tioned to exit Ur in an ε-neighborhood of z). Let us denote this probability measure
by Prx→z. Then, as for the excursion measure, one can let x → z, and renormalize it
in order to get a measure on macroscopic sets i.e. define
mrz(·) = lim
ε→0
ε−1hUr(z+ εn,z)Prz+εn→z(·)
12 Hao Wu
where n = nz,Ur is the inwards pointing normal vector at z ∈ ∂Ur. Then, one can
define the loop measure in U by integrating z on ∂Ur, and then integrating r from 0
to 1:
λU(·) =
∫ 1
0
rdr
∫ 2pi
0
dθ mr
reiθ (·).
In fact, the above definition is not quite the loop measure because it defines
a measure on parametrized loops. We will forget about the precise parametriza-
tion of the loop and view λU as a measure on loops defined modulo monotone
reparametrization (where the time-parameter should be viewed as an element of the
circle, because the end-point of the loop is the same as the starting point, this is
possible). It turns out that this definition of λU is then invariant under the Moebius
transformations that map the unit disc onto itself. Hence, it is possible to define, for
a general simply connected domain D, the loop measure λD as the image of λU by
any conformal map Φ that maps U onto D. And we usually denote λ = λU .
Before going on, we would like to say a word on the value of λ (τ). In fact,
by direct computation we have that λ (τ) = ∞ which is very different from µ(τ)
mentioned before. A direct way to check that λ (τ) = ∞ goes as follows. Consider
D to be the square [0,1]2. For any dyadic square d in D with sidelength 2−n, a direct
scaling argument shows that the mass (for λ ) of the set of loops that stay in d and
have a time-length in [4−n,2× 4−n) does not depend on d. Hence, if we sum this
quantity over all dyadic squares d in D, and because ∑n 4n4−n = ∞, we readily see
that λ (τ) = ∞.
However, almost the same argument ensures that λ (τ1+ε) is finite for ε > 0 (and
bounded D). Indeed, in the case of the unit square, we can decompose the set of
loops with time-length in [4−n,41−n) according to the dyadic square in which its
lowest point lies. This leads readily to the bound
λ (1τ<1τ1+ε)≤C ∑
n≥1
4n(41−n)1+ε < ∞
and one can see by other means that λ (τ > t) decays exponentially fast as t → ∞.
In particular, we get that λ (τ2) is finite (as soon as D is bounded).
Covariance structure. Our goal is now to prove (2). As before, we are going to
derive the result first in the case where D=U , and the general result will then follow
using conformal invariance. Again, it will be convenient to (loosely speaking) divide
A×B into infinitesimal pieces dx× dy, make the computation on each piece, and
then add all these pieces together. Clearly, this will give a formula of the type
λD(
∫ τ
0
ds1A(γs)
∫ τ
0
ds1B(γs)) =
∫
A×B
dxdyFD(x,y)
where FD(x,y) is the “covariance” function between x and y determined by the
Brownian loop measure. Just as what we have done to derive the conformal invari-
ance of the Green’s function in the equation (3), we can also derive the conformal
invariance of F :
FΦ(D)(Φ(x),Φ(y)) = FD(x,y).
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To determine FD(x,y), it is enough to describe FU(0,y0) for y0 ∈ (0,1), because
there exists a y0 and a conformal map Φ from D onto U such that Φ(x) = 0,Φ(y) =
y0.
And now begin our computation. For r ∈ (0,1),z ∈ ∂Ur, we can write
Erz+εn→z(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt))
= lim
ε ′→0
( 1
Prz+εn(γτ ∈U(z,ε ′)∩∂Ur)
×Erz+εn(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt)1γτ∈U(z,ε ′)∩∂Ur)
)
= lim
ε ′→0
( 1
hUr (z+ εn,U(z,ε ′)∩∂Ur)
×Erz+εn(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt)hUr(γt ,U(z,ε ′)∩∂Ur))
)
=
1
hUr(z+ εn,z)
Erz+εn(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt)hUr(γt ,z)).
Hence,
hUr(z+ εn,z)Erz+εn→z(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt))
= Erz+εn(
∫ τ
0
ds1A(γs)
∫ τ
s
dt1B(γt)hUr (γt ,z))
=
∫
A
dx GUr(z+ εn,x)
∫
B
dy GUr(x,y)hUr (y,z)
and letting ε → 0, we get
mrz(
∫ τ
0
ds1A(γs)
∫ τ
0
ds1B(γs))
= lim
ε→0
2
ε
∫
A
dx GUr(z+ εn,x)
∫
B
dy GUr(x,y)hUr (y,z)
= 4
∫
A×B
dxdyGUr(x,y)hUr (x,z)hUr (y,z).
For simplicity, we define a new kernel
KUr (x,y) = 4
∫ 2pi
0
dθhUr(x,reiθ )hUr (y,reiθ )
and then we have that
λU(
∫ τ
0
ds1A(γs)
∫ τ
0
ds1B(γs)) =
∫ 1
0
rdr
∫
A×B
dxdyGUr(x,y)KUr (x,y).
Note that
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KUr (rx,ry) =
1
r2
KU(x,y)
and
GUr (rx,ry) = GU(x,y).
Furthermore, KU(0,y) = 2/pi .
Suppose that A = U(0,ε) and B = U(y0,δ ) where ε and δ are both small. In
our decomposition of λU , the loop can visit B only if it started on a circle of radius
r > y0. Hence, on the one hand, as ε and δ tend to 0,
λU(
∫ τ
0
ds1A(γs)
∫ τ
0
ds1B(γs))
=
∫ 1
y0
rdr
∫
(A
⋂
Ur)×(B⋂Ur) dxdyGUr(x,y)KUr (x,y)
∼
∫ 1
y0
rdr(piε2piδ 2)GUr (0,y0)KUr (0,y0)
= (piε2piδ 2)
∫ 1
y0
1
r
drGU(0,
y0
r
)KU(0,
y0
r
)
= (piε2piδ 2) 2
pi2
∫ 1
y0
dr(−1
r
log(y0
r
))
= (piε2piδ 2) 1
pi2
(logy0)2
On the other hand, this quantity is precisely behaving as (piε2piδ 2)FU(0,y0) and
as a result, we get that
FU(0,y0) =
1
pi2
(logy0)2 = (GU(0,y0))2.
We can then conclude that (2) holds in U , and then also in D by conformal invari-
ance. More generally, we have that
λD(
∫ τ
0
ds f (γs)
∫ τ
0
dsg(γs)) =
∫
A×B
dxdy(GD(x,y))2 f (x)g(y).
for all measurable bounded functions f and g.
Brownian loop-soups and fields. Just as in the case of Brownian excursion mea-
sure, we can use this formula to make a link between Brownian loops and some
Gaussian Fields. Let M j , j ≥ 1 be a sequence of i.i.d Poissonian clouds of loops
in D with the common intensity λD. We can try to give the same definitions of the
quantities ˜X jf ,Y
j
f , j ≥ 1. However, things are a little more complicated, due to the
fact that the same scaling argument that showed that λ (τ) = ∞ implies that
∑
γ∈M j
τ(γ) = ∞
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almost surely, so that some care is needed.
The definition of Y jf is however not a big problem. Recall that on an enlarged
probability space, one associates to each loop γ a random variable εγ with E(εγ ) = 0
and E((εγ )2) = 1. But equation (2) precisely ensures that the sum
∑
γ∈M j
εγ
∫ τ(γ)
0
f (γs)ds
makes sense in L2, and that its second moment is equal to
σ2f = λD(
∫ τ
0
ds f (γs)
∫ τ
0
ds f (γs)) =
∫
dxdy(GD(x,y))2 f (x) f (y)
which is finite.
Then, just as in the case of the clouds of excursions, the sequence Y 1f , Y 2f , . . . is
made of i.i.d centered random variables with common variance σ2f . By the Central
Limit Theorem,
1√
N
(Y 1f + ...+Y
N
f )
converges in law as N → ∞ to a centered Gaussian random variable with variance
σ2f . Hence, we obtain another Gaussian Field, characterized by this new covariance
structure.
It is also still possible to make sense of ˜X jf even though it is not possible to
define X jf . It suffices to partition the set of loops (in D) into a countable set of
loops Ak,k ≥ 1 such that for each k, λ (τ1γ∈Ak) is finite (for instance, one can take
Ak = {γ : τ(γ)> 1/k} \ (A1∪ . . .∪Ak−1)}. Then, one can define
˜X jf = ∑
k≥1
(
∑
γ∈Ak∩M j
∫ τ(γ)
0
f (γs)ds−E( ∑
γ∈Ak∩M j
∫ τ(γ)
0
f (γs)ds)
)
and check that this sum with respect to k converges in L2, and that its second moment
is the same as that of Yf . The rest of the argument is again the same.
5 Intersections of Brownian excursions
In this section, we try to find the relation between intersections of Brownian ex-
cursion “occupations times” and Brownian loop occupation times, the former being
defined via the intersection local time.
Let us first recall some features of Brownian intersection local times. Let p≥ 2 be
an integer, and let Z1, ...,Zp denote p independent Brownian motions in R2, started at
x1, ...,xp respectively. The intersection local time of Z1, ...,Zp is a random measure
α(ds1...dsp) on Rp+, supported on
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{(s1, ...,sp) ∈ Rp+ : Z1s1 = ...= Zpsp}.
The basic description concerning the intersection local time that we will use goes
as follows (see [6] for details):
Proposition 2. Almost surely, one can define a (random) measure α(ds1...dsp) on
Rp+ such that, for any A1, ...,Ap bounded Borel subsets of R+,
α(A1× ...×Ap) = lim
ε→0
αε(A1× ...×Ap)
in the Ln−norm, for any n < ∞, where
αε (ds1...dsp) = ds1...dsp
∫
R2
dyδ εy (Z1s1)...δ
ε
y (Z
p
sp)
with δ εy (z) = 1piε2 1U(y,ε)(z).
Let us use this in the context of the Brownian excursion measure. This time we
shall consider two Brownian excursions γ and γ ′ defined under the (infinite) measure
µD ⊗ µD, and study the behavior of their intersection local time that spent in two
disjoint sets A and B, as before:
µD⊗ µD(
∫ τ
0
∫ τ ′
0
α(dtdt ′)1(γt=γ ′t′∈A)
∫ τ
0
∫ τ ′
0
α(dsds′)1(γs=γ ′s′∈B))
= lim
ε→0
µD⊗ µD(
∫ τ
0
∫ τ ′
0
αε (dtdt ′)1(γt∈A)1(γ ′t′∈A)∫ τ
0
∫ τ ′
0
αε(dsds′)1(γs∈B)1(γ ′
s′∈B))
= lim
ε→0
µD⊗ µD(
∫ τ
0
∫ τ ′
0
dtdt ′
∫
dxδ εx (γt)δ εx (γ ′t′)1(γt∈A)1(γ ′t′∈A)∫ τ
0
∫ τ ′
0
dsds′
∫
dyδ εy (γs)δ εy (γ ′s′)1(γs∈B)1(γ ′
s′∈B))
= lim
ε→0
∫
dx
∫
dy µD⊗ µD(
∫ τ
0
dtδ εx (γt)1(γt∈A)
∫ τ
0
dsδ εy (γs)1(γs∈B)∫ τ ′
0
dt ′δ εx (γ ′t′)1(γ ′t′∈A)
∫ τ ′
0
ds′δ εy (γ ′s′)1(γ ′
s′∈B))
= lim
ε→0
∫
dx
∫
dy(4
∫
A×B
dadbδ εx (a)δ εy (b)GD(a,b))2
= 16
∫
A×B
dxdy(GD(x,y))2
Hence, we see that pairs of Brownian excursions give rise to the same covariance
structure as the Brownian loops. In a way, this is not too surprising, as for two points
x and y that are both visited by γ and by γ ′, one sees in a way a loop structure (the
part of γ from x to y, and then the part of γ ′ back from y to x).
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Note that by a similar calculation, one gets that for any p ≥ 3, if one defines for
any A,
Tp(A;γ1, . . . ,γ p) =
∫ τ1
0
. . .
∫ τp
0
α(dt1 . . .dtp)1(γ1t1=···=γ
p
tp∈A),
then
µ⊗pD (Tp(A)Tp(B)) = 4p
∫
A×B
dxdy(GD(x,y))p.
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