We consider the trapping reaction AϩB→B in space dimension dр2. By formally eliminating the B particles from the problem, we derive an effective dynamics for the A particles from which the survival probability of a given A particle and the statistics of its spatial fluctuations can be calculated in a rather general way. The method can be extended to the study of annihilation and coalescence reactions, BϩB→0 or B, in dϭ2. DOI: 10.1103/PhysRevE.67.060102 PACS number͑s͒: 82.20.Ϫw, 02.50.Ey, 05.40.Ϫa, 82.40.Ck First-passage problems involving more than a few degrees of freedom are notoriously difficult to solve ͓1,2͔. In this paper, we use a technique that enables one to solve a class of first-passage problems involving an infinite number of degrees of freedom. For definiteness, we develop the method in the context of the ''trapping reaction,'' AϩB→B, but the applications are more general, as emphasized in the latter part of the paper. The main result of our approach is to reduce the problem to one described by a single degree of freedom whose late-time behavior can be extracted analytically.
a functional ͓z ជ ͔ of the trajectory z ជ (), 0ррt of the A particle. The probability that the trajectory z ជ () has survived, in the original interacting problem, is simply p 0 ͓z ជ ͔ϭexp (Ϫ͓z ជ ͔). Finally, Q(t) is obtained by averaging exp(Ϫ͓z ជ ͔) over all possible A-particle trajectories z ជ () with the appropriate ͑Wiener͒ measure, exp͓Ϫ(1/4DЈ)͐ 0 t d(dz ជ /d) 2 ͔, where DЈ is the A particle's diffusion constant. In this way, the B particles have been eliminated from the problem, and one has an effective A-particle dynamics described by the Wiener measure and the functional ͓z ជ ͔. The final step which makes further analytical progress possible, is the observation that the path integral over z ជ () is dominated at late times by a single A-particle trajectory.
The main results of this approach are the following. ͑i͒ The trajectory where the A particle is stationary is proved to be the dominant trajectory and determines the asymptotic form of the A particle's survival probability ͓4͔,
Q(t)ϳexp(Ϫ d t d/2
) for dϽ2 ͑with a logarithmic correction in dϭ2), where d is a calculable constant ͓5͔ and d is the dimensionality of space.
͑ii͒ Typical fluctuations of the surviving A-particle trajectories around this dominant path have variance ͗z 2 (t)͘ ϳt 2 for dϽ2, where у(2Ϫd)/4. ͑iii͒ Exact results are obtained for Q(t) and the form of the dominant path in a system with a nonuniform initial density of B particles.
͑iv͒ This approach provides a powerful method for calculating the first-passage properties for a deterministically moving boundary z ជ (t).
͑v͒ The method also provides a formalism for calculating Q(t) in the highly nontrivial situation where the B particles themselves interact, e.g., BϩB→0, at least in dϭ2 where the density correlations induced by these reactions are negligible.
We begin by deriving the Poisson property that plays a central role in the analysis. We consider a finite volume V containing NϭV B particles ͑diffusion constant D), randomly distributed within it, and a single A particle ͑diffusion constant DЈ), initially located at the origin. Let z ជ (t) be the A-particle trajectory, and let P(x ជ ,t) be the probability that a given B particle, starting at x ជ , has met the A particle before time t. The average of this quantity over the initial position x ជ is (1/V)͐ V dV P(x ជ ,t)ϭR(t)/V, where R(t) is an implicit functional of z ជ (t). The probability that n distinct B particles have met the A particle, averaged over their initial positions, is p n (t)ϭ( n N )(R/V) n (1ϪR/V) NϪn . Taking the limit N →ϱ, V→ϱ, with ϭN/V and n held fixed, one recovers the Poisson distribution, p n ϭ( n /n!)exp(Ϫ), with ϭR.
One can derive an equation for the functional ͓z ជ ͔ by calculating, in two ways, the probability density to find a B particle at the point z ជ (t) at time t. First, since the particles are treated as noninteracting, and the B particles start in a steady-state configuration of uniform density , this probability density is just . Second, from the Poisson property, the probability that a B particle ͑i.e., any B particle͒ meets the A particle for the first time in the time interval (tЈ,tЈ ϩdtЈ) is (tЈ)dtЈ. The probability density for such a particle to subsequently arrive at z ជ (t) at time t is given by the diffusion propagator
Equating the results from these two methods gives our fundamental equation
which is an implicit equation for the functional ͓z ជ ͔ ͓noting that (tϭ0)ϭ0, since no B particle can meet the A particle in zero time͔. Finally, Q(t)ϭ͗exp(Ϫ͓z ជ ͔)͘ z , where the average is over all paths z ជ (t) weighted with the Wiener measure.
As the first application of this equation we prove that the trajectory z ជ ϭ0 is the dominant path, i.e., that it gives the smallest possible value of ͓z ជ ͔ for all t. This function 0 (t) satisfies Eq. ͑1͒ with z ជ ϭ0:
By inspection, 0 (t) must have the form 0 (t)ϭ d t d/2 ͑for dϽ2) in order that the right-hand side be independent of t. Substituting this form in Eq. ͑2͒, and evaluating the integral, gives
while for dϭ2 one finds for t→ϱ, 0 (t)→4Dt/ln t ͓6͔. The corresponding A-particle survival probability is Q 0 (t) ϭexp͓Ϫ 0 (t)͔. This simple case of a static A particle is sometimes called the ''target annihilation problem,'' and our method reproduces the known results for that problem ͓7͔ in a very simple way. To prove that z ជ (t)ϭ0 gives the global minimum of ͓z ជ ͔, we write ϭ 0 ϩ 1 in Eq. ͑1͒. This equation can then be rearranged, with the help of Laplace transform techniques, to give an implicit equation for 1 ͓z ជ ͔:
where
is ''implicit'' because the full appears on the right-hand side. Now note that K(t 1 ,t 2 )у0 and у0 ͓because (t) is the mean number of different B particles that have met the A particle up to time t -clearly a nondecreasing function͔. Therefore, 1 ͓z ជ ͔у0 for all paths z ជ (t), with equality when z ជ (t)ϭ0 for all t. It follows that Q(t) ϵ͗exp(Ϫ 0 Ϫ 1 )͘ z ជрexp͓Ϫ 0 (t)͔. This rigorous upper bound for Q(t), combined with the identical rigorous lower bound derived in ͓5͔, proves that the asymptotic form of Q(t) is the same as for the target problem, where the A particle is stationary, for all dр2. The interpretation of this result is that, since is large for t→ϱ (ϳt d/2 ), the path integral for Q(t) is dominated by the path that minimizes , i.e., we are essentially evaluating the path integral by the method of steepest descents. Small fluctuations around the dominant path will determine the corrections to the asymptotic form.
We next discuss the probability distribution P(z,t) of the position z of the A particle at time t, given that it survives.
Numerical studies ͓8͔ suggest that in dϭ1, ͗z 2 (t)͘ 1/2 ϳt , with ϭ0.25-0.3, while similar studies in dϭ2 are inconclusive. Our methods suggest that ϭ(2Ϫd)/4 for all d Ͻ2. The technique is to expand 1 ͓z ជ ͔, given by Eq. ͑4͒, to order z ជ 2 to compute the variance of the Gaussian fluctuations around the dominant trajectory z ជ (t)ϭ0. To this order, one can replace (t 2 ) on the right-hand side by 0 (t 2 )
, and expand the function K(t 1 ,t 2 ) to order z ជ 2 . Specializing to dϭ1, the result is, at time t,
The probability distribution for z at time t is given, up to an overall normalization, by the path integral
where the integral is over all paths satisfying the boundary conditions z(0)ϭ0, z(t)ϭz.
The path integral has the form ͐Dz(t)exp(ϪS͓z͔), where the action S͓z͔ϭS T ͓x͔ϩS V ͓z͔ is a quadratic functional of z(), where S T ͓z͔ϭ(1/4DЈ)͐ 0 t dż 2 () and S V ͓z͔ϭ 1 ͓z͔. Since the integrand is Gaussian, the z dependence of the path integral is exactly captured by the path of minimum action connecting z(0)ϭ0 and z(t)ϭz. Although we have been unable to find this path analytically, we can obtain a lower bound on ͗z 2 (t)͘ by noting that S͓z͔ for any trial function z(t) provides an upper bound on the minimum action. The linear path z()ϭ(/t)z gives S V ϭc V 1 z 2 /Dͱt and S T ϭc T z 2 /DЈt, where c V and c T are unimportant constants. For this path, therefore, S V dominates at large t. The probability weight for the fluctuations z(t) of surviving trajectories is Gaussian, with variance ͗z 2 (t)͘у(D/2c V 1 )ͱt for large t, i.e., ͗z 2 (t)͘ϳt 2 , with у1/4, consistent with the numerical estimate ϭ0.25Ϫ0.3. A more detailed study ͓9͔ strongly suggests that the lower bound у1/4 is saturated, i.e., ϭ1/4. Similar arguments ͓9͔ give the generalization у(2Ϫd)/4 for dϽ2.
We turn now to a related problem with a nontrivial dominant path that can be exactly determined. Consider, in d ϭ1, a system where the density of B particles at tϭ0 has different values, L and R , to the left and right of the A particle. The derivation of an equation for ͓z͔ proceeds exactly as before, except that the probability density to find a B particle at the point z at time t in the noninteracting system, which appears on the left-hand side of Eq. ͑1͒, has to be recalculated. In terms of the diffusion propagator G introduced earlier, this probability is ͑quite generally͒ P B (z,t) ϭ͐ Ϫϱ ϱ dx (x) G(z,t͉x,0) where (x) is the initial B-particle density at position x. When (x)ϭ, a constant, one finds P B (z,t)ϭ, as before. When (x)ϭ L for xϽ0 and R for xϾ0, the generalized version of Eq. ͑1͒ becomes
͑7͒
where ϭ( L ϩ R )/2 is now the mean density, ⌬ϭ( L Ϫ R )/( L ϩ R ) is a measure of the left-right asymmetry, and erf(x) is the error function.
Physical intuition suggests that, because of the asymmetry, surviving A-particle trajectories will tend to be those that drift into the region ͑the right, say͒ where the B-particle density is initially smaller. Upper and lower bounds have been derived earlier ͓10͔ for the asymptotics of the A-particle survival probability Q(t), which show that it has the asymptotic form Q(t)ϳexp͓Ϫg(⌬) 1 ͱt͔, where g(0)ϭ1 for consistency with the symmetric case L ϭ R . This form for Q (t) shows that ͓z͔ for the optimal path has the timedependence ϰͱt. Both sides of Eq. ͑7͒ can then be rendered time independent by the choice z()ϭ␣ͱ4D for all рt, where ␣ is a constant to be determined. A more detailed analysis ͓9͔ shows that the dominant path is indeed of this form.
Putting (t)ϭg(⌬) 1 ͱt and z()ϭ␣ͱ4D, in Eq. ͑7͒, and evaluating the integral on the right-hand side gives
The final step is to minimize the right-hand side with respect to ␣ to obtain the optimal path. This can be done numerically. The resulting g(⌬) is shown for ⌬у0 as the inset in Fig. 1 ͓note that, by symmetry, g(⌬) is symmetric around ⌬ϭ0]. It clearly satisfies the bounds 1Ϫ͉⌬͉рg(⌬)р1 derived in ͓10͔.
In the main part of Fig. 1 
, numerical results for g(t)ϭ
Ϫln Q(t)/ 1 ͱt, obtained using the algorithm of Ref. ͓8͔, are displayed, with Dϭ1/2 and L ϭ0.5 in all cases, while R ϭ0.25, 0.125, and 0.0625 ͑top to bottom on the right͒, corresponding to ⌬ϭ1/3, 3/5, and 7/9 respectively. The horizontal lines on the right show the asymptotic values obtained from the inset for the corresponding values of ⌬. The slow approach to asymptopia is similar to that observed ͓8,10͔ in the symmetric case (⌬ϭ0). As a bonus, the same calculation solves the first-passage problem of B particles with density L for xϽ0 and R for xϾ0 moving in the presence of a deterministically moving absorbing boundary located at x(t)ϭ␣ͱ4Dt. The probability that no particle has reached the boundary up to time t has the simple form Q(t)ϭexp͓Ϫg(⌬) 1 ͱt͔, with g(⌬) given by Eq. ͑8͒. We are not aware of any other way of obtaining this result. Extensions to deterministically moving absorbing boundaries in dimension dϾ1 are also possible ͓9͔.
In the final part of this paper, we apply this approach to a nontrivial problem with dϭ2. Consider the annihilation or coalescence reaction BϩB→0 with probability 1/(qϪ1) and BϩB→B with probability (qϪ2)/(qϪ1). The density of B particles is known to decay as (t)ϭa d ͓(qϪ1)/q͔ ϫ(Dt) Ϫd/2 for dϽ2, where a d is a universal constant ͓11,12͔ equal to 1/2⑀ for d→2, with ⑀ϭ2Ϫd. For dϭ2, a logarithmic correction is obtained, (t)ϳln t/t. Now assume that one of the B particles is tagged and relabeled as an A particle, with diffusion constant DЈ. We consider the probability ͑the ''walker persistence'' probability ͓13͔͒ Q(t) that the A particle has not met any B particle up to time t. The limit d→2 provides a simplification because it is the borderline dimension above which the rate equation approach, d/dtϰϪ 2 , which gives (t)ϰ1/t, is qualitatively correct because density fluctuations can be ignored ͓11,12͔. Equation ͑1͒ is readily adapted to this case. As before, we treat the A particle as if it does not interact with the B particles, while the interactions of the B particles with each other give rise to their decreasing density (t). The Poisson distribution for the number of first crossings of the A particle by B particles still holds for this system. The left-hand side of Eq. ͑1͒, i.e., the probability density to find a B particle at the point z ជ (t) at time t, becomes (t), while on the right-hand side the propagator G"z ជ (t),t͉z ជ (tЈ),tЈ… has to be multiplied by a factor (t)/(tЈ), being the probability of a given B particle surviving till time t, given that it survives till time tЈ. The required generalization of Eq. ͑1͒ then reads
It is convenient to approach the limit d→2 from below. Consider first the case DЈϭ0, for which Q(t) becomes the ''site-persistence'' probability, i.e., the probability that a given point in space ͑the location of the A particle͒ has not been visited by any B particle. The static A particle corresponds to z ជ ()ϭ0 for all , and with (tЈ)ϭa d ͓(qϪ1)/q͔ ϫ(DtЈ) Ϫd/2 for large t, Eq. ͑9͒ becomes
for large t. In order that the right-hand side be time independent for large t, (t) must have the asymptotic form (t) ϳln t. Inserting this form into Eq. ͑10͒, and evaluating the integral gives ϭ2 d d/2Ϫ1 sin(⑀/2)a d (qϪ1)/q. Taking the limit ⑀→0, using a d ϭ1/2⑀ in this limit, gives ϭ(q Ϫ1)/q for dϭ2. Finally, Q(t)ϭexp͓Ϫ(t)͔ϳt Ϫ for t →ϱ. The result ϭ(qϪ1)/q in dϭ2 agrees with that obtained by Cardy ͓12͔ using field-theoretic methods.
If one now considers the case DЈϾ0, i.e., a diffusing A particle, one sees immediately that for DЈϭD and qϭ2 ͑so that BϩB→0 always͒, the A particle is equivalent to another B particle, and Q(t)ϭ(t), the density, since every surviving particle has not met any other particle. Hence, Q(t) ϭ(t)ϳln t/t for DЈϭD and qϭ2. This suggests that, for general DЈ, Q(t) will decay as t Ϫ , where is a nontrivial function of DЈ/D.
The calculation of can readily be extended to DЈϾ0 within the present formalism, using a power-series expansion in DЈ/D. The method is to use a cumulant expansion to write Q(t)ϭ͗exp(Ϫ)͘ z ϭexp(Ϫ͗͘ z ϩ͕͗ 2 ͘ z Ϫ͗͘ z 2 ͖/2! ϩ•••). To first order in DЈ, one needs only the first cumulant. The result is ϭ(1ϩDЈ/D)(qϪ1)/q. This class of problems, where Q(t) decays as a power law instead of a stretched exponential, marks the borderline where the path integral for Q(t) is no longer dominated by a single path ͑and small fluctuations about it͒, giving a leading large-t form independent of DЈ, but has to be evaluated exactly, with results that depend on DЈ even for t→ϱ. Full details of this calculation, together with results to higher order in DЈ/D, will be presented elsewhere.
In conclusion, we have applied an analytic approach to a class of reaction-diffusion models, which reduces them to one-particle systems. We hope to use this method in future to address, inter alia, the problem of the very slow approach to asymptopia in the trapping reaction. R.A.B. acknowledges the EPSRC for financial support under Grant No. GR/R53197.
