Abstract-This paper deals with the optimisation of control structures for multivariable process control systems. Incremental optimisation of control structures is the task of improving the performance of an existing control structure by incrementally introducing or removing dynamic connections in the control structure. A preliminary method for the detection of an improving structural change in an existing control structure is presented. The method is applied to the control of a pulverized coal injection process to show its validity and has proven to give good results.
I. INTRODUCTION
Large scale industrial process plants are characterized by a high degree of interaction between process variables. These interactions are caused by the physical plant construction and also by the additional connections that are created by the plants control systems. The latter is usually provided by the plant vendors and tuned during commissioning of the plant.
Interaction in multivariable control system has been investigated since the 1960s. First measures were the Rijnsdorp interaction measure [1] and the relative gain array (RGA) [2] . These measures are derived from steady-state gain information of the process and indicated how a decentralized controller for a process should be structured, i.e. which controlled/manipulated variables pairs should chosen. Later the relative gains concept was extended to a dynamic measure [3] and also to a measures that can consider richer controller structures than the decentralized control structure, [4] , [5] . Apart from the relative gains concept, gramian based measures for interaction and controller structure selection were suggested recently, [6] , [7] .
A drawback of the above interaction measures is that stability of the closed loop system is not guaranteed. On the contrary, the Niederlinski index [8] gives a steady state stability condition for decentralized controllers. Later the µ-interaction measure [9] was introduced as a tool providing information on closed loop stability and performance loss due to control structure selection. Recently, [10] used the difference between the complementary sensitivity functions of the ideal and the actual closed loop system to provide a performance based structure selection process. Still, the given methods do not provide insight for more richer control structures.
Although, the above methods enable the design of new control structures, which in many cases requires subsequent W. Birk is with the Control Engineering Group at the Department of Computer Science and Electrical Engineering, Luleå University of Technology, SE-971 87 Luleå, Sweden; wolfgang.birk@ltu.se design of controllers, an existing control structure is not considered. From the perspective of the process industry, i.e. steel and papermaking, control systems are rarely redesigned. Even if the complete control system is upgraded, the implemented controllers usually remain unchanged. This is also valid, if physical changes in the plant occur, intentional or unintentional. Such changes can lead to deteriorated plant performance which can not be compensated for by tuning of the existing control scheme. Only structural changes in the control system with subsequent controller design and tuning can restore plant performance or improve it. At the same time, plant owner acceptance for such changes is usually increased if the changes are minor.
An alternative to re-design of the current control structure, is its improvement, where structural changes are introduced incrementally. An incremental change of the control structure means that a dynamic connection in the control system is introduced or removed. The aim of this paper is to determine if a structural change which would yield a performance improvement can be detected for a given control structure, i.e. a decentralized control structure.
II. MULTIVARIABLE CONTROL SYSTEMS
In this paper a 1-DOF multivariable control system with process G(s) and controller K(s) is considered, see Fig. 1 . There G(s) has n actuators and m measurement outputs.
Thus, G(s) and K(s) can be given in transfer function matrix notation:
For the sake of simplicity, the Laplace operator s will be dropped in the sequel. Furthermore, G ij denotes the transfer function from input u j to output y i and similarly, K ji denotes the transfer function from control error e i to the actuator u j . The index j and i refer to the corresponding elements in the vectors u, y and e. For the closed loop system the complementary sensitivity transfer matrix T and the sensitivity transfer matrix S are defined as
Both T and S are transfer matrices in the closed loop system depicted in Fig. 1 and reflect the relative sensitivity of the closed loop system to changes in G. The following relationships can be easily verified
When the multivariable system is under decentralized control, i.e. the controller K is diagonal and the process G is square, the cause of interaction are the off-diagonal elements in the process G. Fig. 2 shows a simplified block diagram for a 2 × 2 process. Suppose, the controllers K 11 and K 22 are designed to achieve a certain behavior of y 1 and y 2 , respectively, and the elements G 12 and G 21 are neglected during the design. Then the channels (e 1 , y 1 ) and (e 2 , y 2 ) are used to specify the performance of the control system and the design yields two sub-systems A and B.
Depending on the structure of G, the sub-systems are connected with each other and interaction of the sub-systems occurs. Then, two case have to be considered: 1) There is a path from A to B, see Fig. 3a .
Then A acts as a disturbance on B, but not vice versa. Usually, B can be designed so that the effect of A is attenuated, see [11] . 2) There exists a loop from A via B back to A, see Fig. 3b .
Then the dynamics of A are altered, which can have an effect on the stability of the closed loop system. This effect can first be studied after A and B are designed, which complicates controller synthesis. It can be verified that the process transfer function matrix has a triangular structure if there are no loops. Then the sequential loop closing method [12] , [13] yields good design results for decentralized controller structures.
III. OPTIMISATION OF CONTROL STRUCTURES
One of the most common control structures in the industry is the decentralized control structure. It is the one of least complexity and apprehended as the least vulnerable structure. Additionally, classic control theory can be applied for the design and tuning of controllers, and the implementation is facilitated by the availability of pre-defined building blocks in current process control systems.
Despite these obvious advantages, decentralized control neglects large parts of the dynamics of interconnected systems and therefore can not reach the maximum achievable performance. The maximum achievable performance is bounded by the fundamental limitation.
When the performance of a decentralized control system needs to be improved, structural changes that increase the controller complexity slightly can increase the achievable performance for the control system. This increase of achievable performance comes with a higher development cost for the control algorithm. It is desirable that this trade-off is quantified, as the optimal control structure can be found using a cost function that considers performance increase and development costs. Thus, the optimization of control structures needs to consider the initial control structure, the performance and the development costs.
In a first step towards incremental optimisation of control structures it is focused on the detection of structural changes that yield an increase in the achievable performance. The development costs will not be considered. For the sequel the performance is assessed and required through properties of the complementary transfer matrix T . For the required performance m scalar transfer functions are defined, one for each measurement output. These m transfer function will be collected into a diagonal transfer matrix T m . A quantification of the performance is derived from T and T m using following three properties:
Clearly, these properties of T are assumed to be as close as possible to the required properties of T m and perfect steady state tracking is achieved if σ(T (0)) = σ(T (0)) = 1.
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IV. STRUCTURAL MISMATCH When decentralized control, i.e. K is diagonal, is applied to a multivariable process G the controller design is based on the modelĜ
It implies that the off-diagonal elements of G are small or zero, and thus have little effect on the closed loop performance of the control system. The structural mismatch between G andĜ is given bỹ
The sensitivity function matricesT andŜ are a function of K andĜ. Clearly,T andŜ coincide with T and S only ifG = 0. Moreover,T andŜ can be interpreted as the performance requirements for the closed loop system and the controller K is designed according to them.
Consequently, the mismatch betweenT and T is caused byG or by uncertainties that perturbĜ. IfĜ is perturbed by uncertainties thenT is also perturbed.
Firstly, it is assumed that there are no uncertainties in G. Then, the sensitivity function matrices T and S of the closed loop system can be derived in terms ofŜ,T and the mismatchG.
Proposition 1: The sensitivity function matrix S can be derived in terms ofŜ and a multiplicative uncertainty as
where ∆ =ŜGK.
Proof:
Proposition 2: The complementary sensitivity function matrix T can be expressed in terms ofT using the uncertainty term ∆ =ŜGK
Proof: The proof follows immediately from T = I − S andT = I −Ŝ.
Clearly, ∆ gives a description for the mismatch between T andT , and is denoted as the structural mismatch. Moreover, ∆ has a nice structural property, which is due to the special structure ofŜ,G and K. Since bothŜ and K are diagonal transfer function matrices andG has zero diagonal elements, it can be shown that ∆ has the same structure asG. The elements of ∆ are given by
Hence, each off-diagonal element in ∆ is a filtered version of the corresponding off-diagonal element in G
Thus, ∆ quantifies the effect of off-diagonal elements in a decentralized control system. If ∆ is zero, then T coincides withT . Otherwise, a minimization of the elements in ∆ minimizes the interaction in the closed loop system. Furthermore, the relationship (6) can be rewritten to
The outputŷ of the desired closed loop system can be computed fromŷ =T r. Consequently, the output of ∆S is the residualỹ =ŷ − y and ∆ represents the transfer function matrix from the control error e to the residualỹ. Thus, ∆ can be directly retrieved from process data by applying system identification algorithms. Until now, uncertainties were not considered. Suppose,T is uncertain due to modelling errors inĜ, then (9) cannot be used to describe ∆. If an upper bound for the uncertainty inT is given by an additive diagonal uncertainty term ∆ T , then (9) can be modified to
Consequently, the transfer function matrixT =T − T contains information on the uncertainty inT .
V. EVALUATION OF THE MISMATCH
The transfer matrix ∆ quantifies the mismatch betweenT and T , andT contains a description for the uncertainty in T . The magnitude of the diagonal elements can be used as an indicator for the uncertainty that is present inT .
Naturally, the following indicator κ can be introduced
where N denotes a system norm. Thereby, the indicator κ considers the overall dynamics of the diagonal elements and can be used as a minimal threshold for the evaluation of the structural mismatch. When the off-diagonal elements of ∆ are evaluated, then the following can be suggested. A structural mismatch appears as a non-zero ∆ as soon asG is non-zero. Due to (7), if the element inG ij has significant impact on the output, then the element ∆ ij has large magnitude. Still, it has to noted that the magnitude of the ∆ is not invariant to input or output signal scaling. Thus, a proper scaling of the inputs and outputs is a pre-requisite.
In terms of system norms this means that if G ij N is large then ∆ ij N is large. Thus, the element G ij should be considered in the controller design. This motivates the following rule.
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where N is a system norm and τ a threshold.
The quantification of the possible performance improvement of the closed-loop system in terms of the magnitude ofT ij can be used to choose a threshold τ . This unsolved problem has yet to be addressed. However, it is assumed that a lower bound for τ is given by κ, as κ is an upper bound for the uncertainty inT . Thus, τ can be chosen so that uncertainties and disturbances are not interpreted as a structural mismatch.
For evaluation purposes the following structure array can be defined.
Definition. Let P be an n × m transfer function matrix. The structure array S N (P ) with system norm N is a real n × m matrix, where the elements are defined as
Now it can be concluded that from inspection of S N (∆), the following conclusions can be drawn:
• If κ is large, then the uncertainties inT have to be reduced by re-designing the individual controllers or by modifying the performance specificationT .
• If ∆ ij N > κ then the dynamics of G ij should be modelled and a new dynamic connection in the control system has to be designed. Only the element with the largest magnitude is considered for the first increment. As stated in [14] , [15] , the effect of interaction on a control loop is largest in the frequency region where control is active, namely in the cross-over region. Therefore, the evaluation of ∆ andT should focus on this region. In [16] weighted system norms are suggested as a tool where certain frequency regions should be emphasized in the analysis of system norms. Hence, the structure array is preferably derived with weighted system norms.
It is still an open question which system norm should be preferred in the evaluation of ∆ andT . Thence, for the sequel, the H 2 -norm is chosen as system norm for the structure array.
VI. IDENTIFICATION OF ∆ ANDT
When control structure evaluation is applied on-line, a model of ∆ andT can be obtained by applying system identification algorithms to process data. The theory of system identification is well-developed and many methods for model estimation are available, see e.g. [17] and [18] . Moreover, implementations of these algorithms in Matlab are given in [19] .
For the identification of ∆, the input signal vector and the output signal vector are chosen as control error e and residualỹ, respectively. Obviously, this is a closed-loop identification problem. In contrary to the identification of ∆, the identification data sets forT have open-loop character, as the input signal vector becomes r instead of e. Both the open and closed-loop identification problem are studied thoroughly and algorithms are available. A further discussion is not pursued here. In this case study it is investigated if the control of a coal injection vessel can be improved by a structural change in the controller. First, the coal injection process is shortly introduced and decentralized control of the process is presented. Second, the control structure evaluation methodology is applied to a process model and to process data. Finally, the control structure is improved according to the indications and the re-designed closed loop system is then analyzed.
A. The process
The coal injection vessel is a pressurized multivariable tank system which is discussed in [20] , [21] and [22] . There, models for the process are derived and successfully used for the design and analysis of multivariable controllers and a gas-leakage detection system.
In Fig. 4 a schematic drawing of a coal injection vessel is given. The process can be described shortly as follows. During the injection phase of the vessel, the pressure control valve u N and the flow control valve u C are used to release a constant coal flow from the vessel. The coal flow cannot be measured directly. The available measurements are the net weight m T of the vessel, which is the sum of the nitrogen weight m N and the fine coal weight m C , and the pressure in the vessel p. A linear physical model for the coal injection vessel for the injection phase is given bẏ x(t) = 10 
where
It is important to note, that the model uncertainty is large for frequencies below 10 −4 rad/sec. 
B. Control structure evaluation
The conventional way to control the vessel with a decentralized controller is to stabilize the pressure by means of the pressure control valve and to retain a constant flow using the flow control valve. The performance requirements for the closed loop system are: perfect tracking at steady state, a bandwidth of 0.039 rad/sec and a peak performance of at most 3.7 dB.
A decentralized PI controller that should achieve these requirements is given as 
In Fig. 5 , a simulation of coal injection vessel with the controller K(s) is displayed. First, a step in both pressure and mass is applied and later only a step in the mass is applied. Clearly, the control system exhibits slight overshoots and retains a zero steady state control error. Furthermore, it can be seen that pressure loop is largely affected by control action in the mass loop. Assessing the achieved performance yields: perfect tracking at steady state, a bandwidth of 0.0026 rad/sec and a peak performance of 38 dB. This performance is far from what was required. Still, it is a worst case performance and does not need to be exhibited by the system in real life.
A Bode magnitude plot of ∆ andT is depicted in Fig. 6 . Clearly, the diagonal elements in ∆ are zero, which is not the case forT . It can be observed, that the off-diagonal elements ofT and ∆ coincide for frequencies above 0.03 rad/sec. Now the structure arrays for both ∆ andT using the H 2 -norm are derived In both cases the off-diagonal element (1, 2) is large compared to all the other elements. Moreover, the value for κ is 0.0038 which is very small. Consequently, the dynamics from u C to p should be considered in the controller design. Intuitively, opening the flow control valve introduces a gas flow out of the vessel, which discharge the pressure control loop should compensate for. From the analysis ofŜ andT it can be seen, that the cross-over region of the scalar control loops is between 0.01 rad/sec and 0.1 rad/sec. In order to emphasize the evaluation on the cross-over region, the following weighting function is chosen The usage of the weighted system norms yields the same result as above, namely the off-diagonal element (1, 2) has to be considered. Already from Fig. 6 , it can be concluded that all elements have nearly the same break frequencies, namely about 0.03 rad/sec. Thus, the usage of the weighted system norms lead to the same conclusions in this case.
C. Improved control structure
In order to consider the dynamics from the flow control valve to the pressure, a dynamic compensation that considers mass flow controller and process dynamics is introduced. There are two options, either sequential loop closing is chosen as design method and the two controllers are redesigned or an additional compensator link is introduced. In the latter, the control structure become triangular: (14) is performed and displayed in Fig. 7 . Obviously, the performance of the mass loop has not changed and the performance in the pressure loop is improved. A drawback of the improved control structure is a more intensive control action in the pressure control valve. In terms of the performance properties the bandwidth has improved from 0.0026 rad/sec to 0.0054 rad/sec and the peak performance has improved from 38 dB to 27 dB. Still, this performance is far from what is expected.
VIII. CONCLUSIONS
Based on the structural mismatch between desired control loop design and achieved control loop design a method for the evaluation and incremental improvement of a decentralized control structure in multivariable control is derived.
It is shown that the structural mismatch can be described as a transfer function matrix that directly relates to the ignored off-diagonal elements in the process model. The system norm of the elements in the transfer function matrix are arranged in a so-called structure array. An interpretation of the structure array is discussed and a decision rule is given. In a case study it is shown that the method can be used to improve the control structure of a real-life multivariable control systems.
Although the results are very promising, further investigations and development need to be conducted before a framework for the incremental optimization of control structure is derived.
First of all, it has to be investigated how uncertainties inT , disturbances, non-linearities and the system dimension effect the modelling of ∆ andT . Especially, when ∆ andT are derived from process data together with a-priori knowledge ofG. It also has to be studied how different system norms effect the decision process and how reliability is affected.
Additionally, in the current setup the decision rule is not scaling invariant, which means that the signal scaling of inputs and outputs affects the values in the structure array. Thus, the method has to be developed further to achieve scaling invariance. Finally, it has to studied how thresholds for the structure evaluation are related to performance improvements. Such a relationship would facilitate the actual work of process engineer, that need to trade-off performance improvements against development costs.
