The design of adaptive controllers requires less modeling information than the design of robust controllers to address system uncertainties and system failures. In particular, they require a parameterization of the system uncertainty given by an unknown ideal weight matrix and a known basis function in order to develop a control law based on Lyapunov theory for tracking the states (or the output) of a given ideal reference system capturing desired closed-loop system behavior. In this paper, we propose a new model reference control architecture for uncertain dynamical systems without resorting to adaptive control theory and without requiring excessive reliance on mathematical models as classical robust control theory does. Similar to the design of adaptive controllers, we assume the existence of a parameterization of the system uncertainty. It is shown by using a recently proposed command governor architecture that if a priori knowledge of a conservative upper bound on the unknown ideal weight matrix is available, then it is possible not only to stabilize the uncertain dynamical system but also to achieve a guaranteed performance. Specifically, we show the controlled uncertain dynamical system approximates a given ideal reference system by properly choosing the design parameter of the command governor. Numerical examples illustrate the effectiveness of the proposed methodology.
I. Introduction
Adaptive and robust control theories have been studied and used over the years to mitigate system uncertainty in feedback controller design. Even though they both aim to suppress the negative effects of the system uncertainty (e.g., instability of the closed-loop system), they do so in fundamentally different ways. Specifically, robust controllers have fixed-gains and maintain stability and performance over a class of system uncertainties. 1, 2 In order to ensure stability and performance over this class of system uncertainties, characteristics of each uncertain parameter needs to be known in terms of lower and upper bounds. Precise construction of each lower and upper uncertainty bound in practice is hard especially for dynamical systems having multiple uncertain parameters. Due to this fact, it is of common practice to use conservative estimates for each lower and upper bound, and hence, the performance of a robust controller is directly affected by the level of conservatism used to determine these uncertainty bounds. 3 The design of adaptive controllers, however, requires less modeling information than the design of robust controllers to address system uncertainties and system failures. [4] [5] [6] [7] In particular, adaptive controllers require a parameterization of the system uncertainty given by an unknown ideal weight matrix and a known basis function in order to develop a control law based on Lyapunov theory for tracking the states (or the output) of a given ideal reference system capturing a desired closed-loop system behavior. Although standard adaptive controllers are able to maintain system stability, their performance is unpredictable since the overall closedloop dynamical system is nonlinear. Thus, computing relative gain and time-delay margins and predicting transient and steady-state performance is extremely difficult for verification and validation purposes. 8, 9 In this paper, we propose a new model reference control architecture for uncertain dynamical systems without resorting to adaptive control theory and without requiring excessive reliance on mathematical models as classical robust control theory does. Similar to the design of adaptive controllers, we assume the existence of a parameterization of the system uncertainty. It is shown by using a recently proposed command governor architecture 10 that if a priori knowledge of a conservative upper bound on the unknown ideal weight matrix is available, then it is possible not only to stabilize the uncertain dynamical system but also to achieve a guaranteed performance. Specifically, we show the controlled uncertain dynamical system approximates a given ideal reference system by properly choosing the design parameter of the command governor. However unlike other robust control frameworks, 3 conservatism in the uncertainty estimates does not adversely affect the overall closed-loop system performance. In fact, performance and uncertainty suppression are both improved by judiciously choosing the design parameter of the command governor.
The notation used in this paper is fairly standard. Specifically, R denotes the set of real numbers, R n denotes the set of n × 1 real column vectors, R n×m denotes the set of n × m real matrices, R + (resp., R + ) denotes the set of positive (resp., nonnegative-definite) real numbers, R n×n + (resp., R n×n + ) denotes the set of n × n positive-definite (resp., nonnegative-definite) real matrices, 0 n×m denotes a n × m zero matrix, (·)
T denotes transpose, (·) −1 denotes inverse, and " " denotes equality by definition. In addition, we write det(A) for the determinant of the Hermitian matrix A, σ max (A) for the maximum singular value of the Hermitian matrix A, A L for the left inverse (A T A) + A T of A ∈ R n×m , and · L1 and · 1 for the L 1 norm and the 1-norm of a matrix, 11 respectively.
The paper is organized as follows. Section II presents the problem formulation and introduces a new model reference control (MRC) architecture based on the aforementioned command governor. 10 In Section III the problem is placed into a robust control framework and conditions for stability are presented. It is also shown that the system can be made stable for a given uncertainty by properly choosing the design parameters. Section IV shows that the proposed MRC architecture shapes the transient system response of the controlled uncertain dynamical system, such that it approximates the given ideal reference system by properly choosing the command governor design parameter. Section V presents an exemplary simulation study to demonstrate the performance of the proposed architecture. Finally, conclusions are summarized in Section VI.
II. Problem Formulation
For the simplicity of the presentation, consider a class of uncertain dynamical systems represented bẏ
where x(t) ∈ R n is the state vector available for feedback, u(t) ∈ R m is the control input restricted to the class of admissible controls consisting of measurable functions, A ∈ R n×n and B ∈ R n×m are the known system matrices such that the pair (A, B) is controllable and det(B T B) = 0, and ∆ : R N → R m is a matched system uncertainty. 
where W ∈ R n×m is an unknown ideal weight matrix satisfying W 1 ≤ w and w ∈ R is a known (conservative) positive constant.
Even though the matched uncertainty parameterization given by (2) is standard in the adaptive control literature, 4-6 the application of standard adaptive controllers does not assume the knowledge of an upper bound w of the unknown ideal weight matrix W . That is, standard adaptive controllers can conceptually deal with uncertainties having (unrealistically) large magnitudes of W . However, these controllers do not have any robustness properties, especially when the adaptation gain is chosen to be large to satisfy given performance specifications. 8, 12, 13 In contrast, the design of a robust adaptive controller requires the knowledge of a conservative upper bound w of the constant weight matrix W (see, for example, Ref. 14) . This paper also resorts to the knowledge of this conservative upper bound w and proposes a non-adaptive, control architecture not only to stabilize the uncertain dynamical system given by (1) but also to achieve a guaranteed performance. In addition, the proposed architecture is different than classical robust control synthesis methodologies since it does not require excessive reliance on mathematical models.
Next, consider the reference system given bẏ
where x r (t) ∈ R n is the reference state vector,
∈ R m is the command governor signal to be defined later, A r ∈ R n×n is the Hurwitz reference system matrix, and B r ∈ R n×m is the command input matrix.
Remark 2.1. For the standard adaptive control problem, 4-6 c g (t) appearing in (4) is equivalently zero, and in this case, the reference system given by (3) reduces to an ideal reference system given bẏ
that captures a desired close-loop dynamical system performance. However, as we see later, the addition of the command governor signal c g (t) to (4) makes it possible to follow this ideal reference system (5) both in transient time and steady-state.
Let the feedback control law be given by
where K 1 ∈ R m×n and K 2 ∈ R m×m are the feedback and the feedforward gains, respectively, such that A r = A + BK 1 , B r = BK 2 , and det(K 2 ) = 0 hold. Now, using (6) in (1) yieldṡ
and the system error dynamics are given by using (3) and (7) aṡ
where e(t) x(t) − x r (t) and e 0 x 0 − x r0 .
Let the command governor signal be defined as
where G ∈ R m×n being the matrix defined by
and η(t) ∈ R n being the command governor output generated bẏ
where ξ(t) ∈ R n is the command governor state vector and λ ∈ R + is the command governor gain.
III. Stability Analysis
In this section, we formulate the problem in a robust analysis framework to prove closed-loop system stability. For this purpose, define the augmented system state vector as
Now, we can write the following augmented system by using (3), (7) and (11) aṡ
whereF (λ) ∈ R 3n×3n is the system matrix,G ∈ R 3n×m is the uncertainty input matrix,J ∈ R 3n×m is the desired control input matrix, δ(t) ∈ R m is the system uncertainty, y(t) ∈ R n is the system output (i.e. states),H ∈ R n×3n is the system output matrix. The system is defined asG
A block diagram showing the augmented system is given in Figure 1 . In order to prove stability of the augmented system using, for example, the small gain theorem, it must first be shown the upper block of the system is asymptotically stable when there is no uncertainty (i.e. w = 0). For this purpose, we have the following lemma.
Lemma 3.1. Assume that δ(t) ≡ 0 and c d (t) ≡ 0 then the system given by (14) is asymptotically stable.
Proof. To prove asymptotically stability, let the system error e(t), without any system uncertainty, be given asė (t) = A r e(t), e(0) = e 0 , t ∈ R + .
Now define the following system by using (11) and (18) as
whereĀ
Note thatĀ is Hurwitz (since A r is Hurwitz by definition and −λI n is Hurwitz by λ > 0) so ξ(t) → 0 and e(t) → 0 as t → ∞. Hence, η(t) → 0 and c g (t) → 0 as t → ∞. Finally it is clear that x(t) → 0 and x r (t) → 0 as t → ∞.
Remark 3.1. Note that the system is asymptotically stable for any λ > 0. Nevertheless, as we see in the next section the augmented system performance depends on the selection of λ.
is not equal to zero for all time the system is a bounded-input boundedoutput (BIBO) system since the reference signal is bounded.
Though other less conservative results exist, stability conditions for the system are given using the L 1 small gain theorem.
11 Before presenting the main result of this section, define
to be the transfer function from system uncertainty δ(s) to output y(s).
Theorem 3.1. Consider the uncertain dynamical system given by (1) subject to Assumption 2.1, the reference system given by (3), the feedback control law given by (6) , and the command governor given by (9)- (12) . Let, in addition, G δ→y (s, λ) be the transfer function defined by (21). If G δ→y (s, λ ) L1 < 1 w , then the system defined by (14)- (16) is BIBO stable when λ = λ .
Proof. The stability of the upper block in Figure 1 is given by Lemma 3.1. Notice that
The L 1 small gain theorem 11 is now used to conclude the proof.
where Q α ∈ R n×n + ∩ S n×n is the unique solution to the Lyapunov equation
with α ∈ R + be such that A r + α 2 I n is Hurwitz.
Remark 3.4. In the simulation study it is shown that G δ→y (s, λ ) L1 → 0 as λ → ∞. Thus, any uncertainty can be suppressed by judiciously choosing λ.
IV. Performance Analysis
Conditions for stability were shown in the previous section. Still, the overall transient time and steadystate system performance has not been analyzed. In this section we show that transient and steady state performance is improved as λ is increased. Now, we show that the controlled linear uncertain dynamical system (1) approximates the ideal reference system (3) for sufficiently large λ. The following presents the main result of this section.
Theorem 4.1. Consider the linear uncertain dynamical system given by (1) subject to Assumption 2.1, the reference system given by (3), the feedback control law given by (6) , and the command governor given by (9)- (12) . Then, for sufficiently large λ, η(·) ∈ L ∞ and (1) approximateṡ
where
Proof. We give a sketch of the proof and refer to Ref. 10 for details. To prove η(·) ∈ L ∞ for sufficiently large λ, note that the command governor system given by (11) and (12) can be written in Laplace domain as
where s denotes the Laplace variable and G η→e (s) e(s)/η(s). As a direct consequence, η(t) ≈ A r e(t) −ė(t) holds for sufficiently large λ. Hence, η(·) ∈ L ∞ since e(·) ∈ L ∞ by Theorem 3.1 and Remark 3.2 anḋ e(·) ∈ L ∞ as a direct consequence of Theorem 3.1 and Remark 3.2. To prove that (1) approximates (25) and (26) for sufficiently large λ, we can rewrite (7) aṡ
and from (8) and (27)
Since c d (·) ∈ L ∞ and A r = A + DK 1 is Hurwitz by definition then z(·) ∈ L ∞ as a direct consequence of Theorem 3.1. This completes the proof.
Remark 4.1. It has been shown that for a sufficient large command governor gain λ the system is stable for any bounded uncertainty and behaves like the ideal reference model (25) and (26). However, for real physical systems, a very high command governor gain can amplify noise that possibly exists in the state due to (27). Therefore, λ should be selected large to ensure system stability and to approximately guarantee that the controlled uncertain dynamical system behaves as a given ideal reference system (25) both in transient time and steady-state, but should not be very large in order not to amplify noise.
V. Illustrative Example

A. Example 1
In order to illustrate the proposed MRC architecture, consider the uncertain dynamical system representing a double integrator given bẏ
where x(t) = [x 1 (t), x 2 (t)] T ∈ R 2 , t ≥ 0, is the system state vector, u(t) ∈ R, t ≥ 0, is the control input, and
is the unknown ideal weight. For our simulation, an overly conservative estimate of the upper bound of the uncertainty is w = 4 = 8 W 1 . We selected our reference model such that the feedback control law (6) is defined by K 1 = [−0.25, −0.8] and K 2 = 0.25. The upper bound of the L 1 norm is given by (23). For this studyē(t) refers to the error vector between the system (1) and the ideal reference model (25). Figure 2 shows the response of the ideal reference mode and the response of the uncertain dynamical system. The purpose of this simulation study is to compare the proposed model reference control architecture with a standard model reference adaptive control approach in order to deal with uncertainty. Figure 3 shows an upper bound of G δ→y (s, λ) L1 as a function of λ as computed by the method outlined in Remark 3.3. As stated in Remark 3.4, G δ→y (s, λ) L1 → 0 as λ → ∞. Thus, the system can be made stable given any bounded uncertainty by selecting an appropriate λ.
Figures 4-5 show the response of the system when λ = 10 and G δ→y (s, 10) L1 w ≈ 1. Thus, the stability conditions are marginally satisfied. However, as shown in Figure 5 the error between the ideal reference model and the system is small. Hence, the small gain analysis used is indeed conservative. Figures 6-7 show the response of the system when a standard model reference adaptive control (MRAC) framework is used (see equation (7) in Ref. 17) . To solve the Lyapunov equation required for the adaptive weight law Q = I 4 was used. The adaptive rate was then selected to be excessive large to reduce state tracking error and was set to Γ = 100. Large oscillations can be seen in system states and control input. Since the adaptive rate is large, the control signal is oscillatory and may be unrealistic due to actuator saturation, etc. Also, note that tracking error is larger than that of the MRC framework shown in Figure 5 .
Figures 8-9 and 10-11 show the response of the system when λ = 0.1 and λ = 1000, respectively. Notice that the system is still stable and shows good tracking even when the stability conditions was not satisfied with λ = 0.1, G δ→y (s, 0.1) L1 w ≈ 8.2. Thus, the small gain analysis is conservative and further work with less conservative analysis is needed as a part of our future research. Finally, it can be seen by examining Figures 5, 9 and 11 that tracking error decreases as λ is increased. The increase in performance is not accompanied by a large change in the governor command signal or a less smooth system control input u(t). Thus, a decrease in state tracking error can be accomplished by an increase in λ without any deterioration of the control input as seen in the MRAC framework. Figure 2 . Ideal reference system response for a given filtered square-wave reference command in red. Uncertain system response for a given filtered square-wave reference command in blue. e2(t) = e2(t) Figure 7 . Model reference adaptive control architecture tracking error with adaptive rate Γ = 100 for a given filtered square-wave reference command. e2(t) Figure 11 . Model reference control architecture tracking error with command governor gain λ = 1000 for a given filtered square-wave reference command.
B. Example 2
Next we consider the uncertain dynamical system representing a controlled longitudinal motion of a Boeing 747 airplane 16 linearized at a velocity of 221 ft/sec given bẏ 
T ∈ R 4 , t ≥ 0, is the system state vector, x 1 (t), t ≥ 0, representing the x-body-axis component of the velocity of the center of mass with respect to the reference axes (ft/sec), x 1 (t), t ≥ 0, representing the z-body-axis component of the velocity of the center of mass with respect to the reference axes (ft/sec), x 3 (t), t ≥ 0, representing the y-body-axis component of the angular velocity of the aircraft (pitch rate) with respect to the reference axes (crad/sec), x 4 (t), ≥ 0, representing pitch Euler angle of the aircraft body axes with respect to the reference axis (crad), u(t) = [δ e , δ t ] ∈ R 2 , t ≥ 0, is the control input representing the elevator input (crad) and throttle input, and
is the unknown ideal weight representing an uncertainty due to a modeling error and w was set to 1.5. We selected our reference model such that the feedback control law (6) is defined by and K 2 = 1.1I 2 . The upper bound of the L 1 norm is given by (23). For this study e(t) refers to the error vector between the system (1) and the ideal reference model (25). Figure 12 shows an upper bound of G δ→y (s, λ) L1 as a function of λ.
Figures 13-14 show the response of the system when λ = 4 and G δ→y (s, 10) L1 w ≈ 1. As seen in example 1, the reference model architecture can achieve good tracking with a smooth control input. Figures  15-16 show the response of the system when a MRAC framework is used. To solve the Lyapunov equation required for the adaptive weight law Q = I 4 was used. The adaptive rate was selected such that comparable state tracking performance was achieved and set to Γ = 200. Again, the MRAC achieved low tracking error when the adaptive rate is increased but high oscillations in the control input make it undesirable. Figure 16 . X-axis velocity and pitch rate tracking error and control inputs for the MRAC architecture with adaptive rate Γ = 200 for a given filtered square-wave reference elevator command.
VI. Conclusion
In this paper, we presented a novel model reference control architecture. Specifically, we first showed the closed-loop stability by decomposing the controlled uncertain dynamical system into two parts, namely an upper block capturing a known linear dynamical system and a lower block capturing the unknown ideal weight due to the uncertainty. Then, we obtain guaranteed transient and steady-state performance by judiciously choosing the command governor gain, λ. Thus, both system performance and stability can be improved simultaneously. The simulation study demonstrates the proposed theoretical framework and shows its advantage over a standard, model reference adaptive controller. As a future work, we will add a modification term to the proposed framework in order to improve its robustness against measurement noise when there is a need to use a very high command governor gain, λ, since a high command governor gain is necessary to deal with very large parametric uncertainties. Furthermore, we will use a linear matrix inequality framework to calculate the relative stability gain and time-delay margins of this new promising architecture.
