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 Every day, people around the world upload 1.2 million videos to YouTube 
or more than 100 hours per minute, and this number is increasing. The 
condition of this continuous data will be useless if not utilized again. To dig 
up information on large-scale data, a technique called data mining can be a 
solution. One of the techniques in data mining is classification. For most 
YouTube users, when searching for video titles do not match the desired 
video category. Therefore, this research was conducted to classify YouTube 
data based on its search text. This article focuses on comparing three 
algorithms for the classification of YouTube data into the Kesenian and Sains 
category. Data collection in this study uses scraping techniques taken from 
the YouTube website in the form of links, titles, descriptions, and searches. 
The method used in this research is an experimental method by conducting 
data collection, data processing, proposed models, testing, and evaluating 
models. The models applied are Random Forest, SVM, Naive Bayes. The 
results showed that the accuracy rate of the random forest model was better 
by 0.004%, with the label encoder not being applied to the target class, and 
the label encoder had no effect on the accuracy of the classification models. 
The most appropriate model for YouTube data classification from data taken 
in this study is Naïve Bayes, with an accuracy rate of 88% and an average 
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With internet innovation developing rapidly, all levels of society today use the internet in their daily 
lives with different activities and needs ranging from the ranks of society, businesses, communities, and even 
government. Dr. Suyanto in his book, quoted the arguments of John Gantz and David Reinsel in the IDC 
investigation which said that the volume of data in 2011 reached 1.8 zettabytes or 1.8 trillion gigabytes in 2012 
it increased more than 50% to 2.8 zettabytes. In 2013 the volume of data had become 4.4 zettabytes and will 
continue to increase rapidly until it is estimated to reach 44 zettabytes in 2020 [1]. This gave birth to a new 
term called Big Data. The resulting data is unstructured, sometimes semi-structured, and also unexpected. This 
data is mostly generated in real-time from social media websites, which is increasing exponentially every day 
[2]. One of which is YouTube. More and more data are stored, so it can be said that there has been very large 
data buildup. To dig up information on large-scale data, a technique called data mining can be a solution.  
Data mining is the process of finding interesting patterns/information on selected data using certain 
techniques or methods. In data mining methods, techniques and algorithms vary greatly. The method or 
algorithm chosen depends on the goal itself [5]. On the other hand, data mining is a set of activities that include 
gathering, using previous data to find rules, patterns, or relationships in large data sets. The output of data 
mining can be applied to improve future decision making [6]. Data mining is divided into several groups based 
on their objectives [7], namely Description, Estimation, Prediction, Classification, Clustering, and Association. 
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By using data mining techniques, you can find information in the form of patterns, features, and rules known 
as knowledge. In the data mining process, there are several data processing methods. One of which is the 
classification method. For most YouTube users, when searching for video titles do not match the desired video 
category. Therefore, this research was conducted to classify YouTube data based on its search text. 
Text classification or can also be called the classification of text when it is needed, with the emergence 
of the phenomenon of Big Data. There are two ways in the classification of text, namely text cluster and text 
classification. Text clusters relate to the discovery of an unsupervised group structure of documents [15]. Text 
classification is the process of grouping documents into different classes, in that each document has a certain 
class, so a process is needed to find information from the document. So that the document can represent from 
the class so that every word that has appeared in the document has a value [16]. There are several ways in text 
processing, among others: information retrieval, document classification, document clustering, etc. 
Text classifications are usually applied to processed datasets because raw text data can contain high 
levels of noise, such as typos that are often observed on social media. The most commonly applied steps include 
tokenization, case transformation, stop-word removal, term weighting, stemming, and n-gram development. 
The aim is to eliminate all non-informative features, which do not contribute to the task of underlying text 
classification [17]. 
Fitri conducted a study by comparing several classification methods, namely Naive Bayes, Lazy-ibk, 
Zero-r, and Decision Tree-j48 [3]. The research focused on knowing the performance of the proposed model 
based on aspects of prediction accuracy, and speed/efficiency using the WEKA Version 3.7.7 application. The 
test results show that the Naive Bayes algorithm has the best accuracy of 85.12% in the cross-validation test 
mode, but the ZeroR algorithm has the best speed for all test modes, and all data sets in his research. 
Saputra et al. conducted a sentiment analysis research using the Support Vector Machine and Naive 
Bayes method of President Jokowi's data in the form of comments taken from social media and political blogs 
[4]. In his research, comparing the results of the best level of accuracy with normalization and stemming. The 
results of this study show that the accuracy generated by the SVM method is not always superior to the Naive 
Bayes method, and vice versa. But for the highest accuracy method in each experiment is the SVM method 
with an accuracy of 89.2655%. 
From the two studies, it can be seen that there are differences in the benefits of the classification 
models. Therefore, this study was conducted to determine the performance comparison of several models in 
the classification method so that it can be seen which model is most appropriate based on its level of accuracy 
by applying machine learning. Models to be compared in this study are the Random Forest, Support Vector 
Machine, and Naïve Bayes. The data used in this research is taken from the YouTube website, which consists 
of 4 (four) attributes, namely: links, titles, descriptions, and searches where the link is an id, and the search is 
the target class. 
 
2. METHOD 
This study uses an experimental method. This method consists of several stages, namely data 
collection, initial data processing, the proposed model, testing, and model evaluation. The flow of the research 




Figure 2. Research Process Flowchart. 
 
2.1.  Data Collection 
The data to be used in this analysis is derived from YouTube. YouTube is a video sharing website 
which was founded in February 2005 by three former PayPal employees. This website lets users upload, access 
, and share photos. The business is based in San Bruno, California, and uses Adobe Flash Video and HTML5 
technologies to view a wide range of video content/creators, including movie clips, TV clips, and music videos. 
Start










According to Shaila S.G on [2], everyday people around the world upload 1.2 million videos to Youtube, or 
more than 100 hours per minute, and this number is increasing. 
The process of getting this data only uses python programming by browsing the YouTube website 
HTML documents. Data were taken information in the form of video links, video titles, and video descriptions. 
Before the scraping process is done, the author uses the search feature on YouTube with the keywords Kesenian 
and Sains. These keywords are needed as the target class in the classification. Basically, the keywords used do 
not have to be Kesenian and Sains; it is just that this research is related to science. In this study, the data taken 
was only in the form of videos based on the relevance of search keywords. 
Data retrieval is done twice. In the first retrieval of data taken with the keyword Kesenian and the 
second retrieval is carried out with the keyword Sains which is then combined into one document. The results 




Figure 3. Raw Data 
 
In the above of figure 3, it can be seen that as many as 1270 data have been retrieved, this data is still in the 
form of raw data that must be cleaned. 
 
2.2.  Data Preprocessing 
At this stage, the data will be cleansed using the NLTK (Natural Language Toolkit) library by 
removing all punctuation, changing all letters to lowercase, only storing basic words in the title and description 
attributes and deleting words that are considered to have no meaning. This process is called Preprocessing. 
 
2.3.  Proposed Models 
At this stage, the proposed model will be applied using Machine Learning with the python 
programming language. The performance of models to be tested is Random Forest, Support Vector Machine 
(SVM), and Naïve Bayes. These models will be tested in the ability of the model to recognize positive tuples 
and negative tuples, so that the accuracy of the model is obtained. 
 
2.3.1  Random Forest 
Random Forest is a classification category composed of many decision trees. Each decision tree is 
built from random vectors. The general approach used for inserting random vectors in tree formation is to select 
a random F value, such as the input of the F attribute (feature) to be shared at each node in the decision tree to 
be created. Simply look at the selected F attribute by selecting a random value F then it does not have to search 
all the available attributes. The parameter used to set the intensity of the random forest when the F value was 
selected and the number of trees to be built. If the value of F is too small, then the tree has a tendency to have 
a very small correlation, and it applies equally to the opposite [8]. Therefore, the value of F can be determined 
by the formula: 
 
𝐹 = 𝐿𝑜𝑔2(𝑀 + 1)     (1) 
 
In the above formula,  M is the total number of features. In addition to the selection of attributes, it is also done 
with randomization when selecting training sets. 
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Random Forest (RF) grouping has been surprisingly successful in various automatic classifications of 
classification tasks. It has been considered by many to be an algorithm that is monitored top-notch, comparable, 
and sometimes superior to the Support Vector Machine (SVM) classifier [9]. 
 
2.3.2 Support Vector Machine 
Support Vector Machine (SVM) is a type of non-linear problem method in low dimensional space 
mapped to high dimensional space so that simple linear classification techniques can be handled according to 
small sample learning. SVM can effectively overcome the problems of traditional over-fitting methods and 
neural network learning problems that are commonly seen at a local minimum so that they have strong 
generalization capabilities [10]. However, not all data can be separated linearly in two dimensions. Therefore, 
the linear limiting function is then transformed into hyperplanes by using the kernel function so that the 
hyperplanes can separate data in higher dimensional spaces [11]. 
In SVM, the separator function aims to determine the class. Supporting separator fields from class +1 and 
supporting separator fields from class −1. In this case, the separating function sought is a linear function as 
follows [12]. 
 
𝐹(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑇	𝑥𝑖 + 𝑏 = 0)             (2) 
 
With the value W is the weight representing the hyperplane position in the normal plane, X is the input data 
vector. B is the bias representing the position of the plane relative to the center of the coordinates. 
 
3.3.3  Naïve Bayes 
The Naïve Bayes Classifier method has now been developed to calculate the probability measure of 
each word and provide an assessment for each class [13]. This method is a classification with probability and 
statistical methods proposed by the British scientist Thomas Bayes, which predicts future opportunities based 
on past experience so that it is known as Bayes theorem. The theorem is assumed to have independent attributes. 
The basic theory used in carrying out this classification is the Bayes theorem. 
 
𝑃(𝐻|𝑋) = (𝑃(𝑋|𝐻) ∗ 𝑃(𝐻))/(𝑃(𝑋))    (3) 
 
Where the value of X is unknown class data, H is the hypothesis X on a particular label, P (H | X) is the 
probability of H based on X (posteriori) conditions, P (H) is the probability of H (prior), P (X | H) is the 
probability of X in the hypothesis H, P (X) is the probability of X. 
 
3.4.  Testing and Evaluation 
At this stage, the models that have been applied will be compared using the Confusion Matrix table. 
A confusion matrix is a table consisting of the number of rows of test data that are predicted to be true and 
incorrect by the classification model. This table is needed to measure the performance of a classification model 
[6]. The confusion matrix can be seen in table 1. 
 
Table 1. Confusion Matrix 
 Prediction Class  
 Class 1 Class 0  
Actual Class Class 1 TP FN P Class 0 FP TN N 
  P’ N’ P+N 
 
Where True Positives (TP) is the number of positive tuples that are correctly labelled by the classification 
model. True Negatives (TN) is the number of negative tuples that are correctly labelled by the classification 
model. False Positives (FP) is the number of negative tuples wrongly labelled by the classification model. False 
Negatives (FN) is a positive tuple wrongly labelled by the classification model. P' is the number of tuples 
labelled positive, N' is the number of tuples labelled negative. 
 
3. RESULTS AND DISCUSSION 
 
3.1. Preprocessing 
The data preprocessing steps has done with several stages, such as Case Folding, Stemming, and 
Stopword Removal. This process aims to transform data for the better so that data is not much noise, which 




can affect the level of accuracy in classification. In the case of case-folding, the data will be transformed into 
a lowercase, delete other than letters in the sentence, delete spaces at the beginning and end of the sentence, 
and divide the sentence into words. In the process of stemming and stopword removal using the Porter 
Stemming Algorithm library proposed by Martin Porter. This process is carried out twice, the first is based on 
Indonesian, and the second is based on English because the data taken also includes English. Preprocessing is 




Figure 4. Data after preprocessing 
 
From figure 4, it can be seen that the data is clear of punctuation, numbers, spaces in the beginning and end of 
sentences, emote, and all letters have become lowercase so that the data is ready to be classified. 
 
3.2.  Classification 
Before the classification of data, the research has implemented to make Bags of Words. It is intended 
that the classification model understands keywords against the data applied. In these Bags of Words, each 
sentence in the document is described as a token, ignoring grammar and even word order but calculating the 
frequency of occurrences or words appearing from the document. Furthermore, the learning process will be 
carried out by dividing the data into two parts, namely, training data and testing data. This study will produce 
a model. Model results from learning training data will then be tested with data testing. This data sharing is 
done with the library of sklearn that is split_test_train with test data of 20%. This study conducted two 
experiments, first experiment was conducted by comparing the accuracy of the classification model without 
transforming the class as numeric or called as label encoder. The second experiment compared the level of 
accuracy by transforming the class into numeric. The label encoder transforms classes into numerics with 
values from 0 to n where n is the number of different classes. The number of classes in this study is two, namely 
Kesenian and Sains. It means the class has been transformed into 0 for Kesenian and 1 for Sains. 
 
3.2.1.  Random Forest 
The first experiment carried out by not transforming the class into numerical obtained an accuracy 




Figure 5. Confusion Matrix Random Forest first experiment table 
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In the picture above, it can be seen that the model successfully labels correctly 96 data for all Kesenian classes. 
And in the Sains class, this model successfully labels 113 Sains class data correctly and 45 labels incorrectly. 
For further evaluation, see Figure 6. 
 
 
Figure 6. Random Forest Classification Report first experiment 
 
In the picture above, it can be seen that this model produces 100% precision and 68% recall of the Kesenian 
class. For the Sains class, this model produces 72% precision and 100% recall. The second experiment carried 
out by transforming classes into numerical results, obtained an accuracy level of 0.8188 or rounded to 82%. 
The evaluation results can be seen in Figure 7. 
 
 
Figure 7. The second Experiment Confusion Matrix Random Forest table 
 
In figure 7 shows that there are differences in the results of the first experiment where the first experiment of 
the model successfully labelled the Sains class correctly at 113 data, but in this second experiment the model 
incorrectly labelled 1 data correctly as Kesenian. For further evaluation, it can be seen in figure 8. 
 
Figure 8. Random Forest Classification Report second experiment 




In the picture above, it can be seen that this model produces 99% precision and 68% recall of the 
Kesenian class. For the Sains class, this model produces 71% precision and 99% recall. 
From the two experiments that have been carried out, the level of accuracy in the first experiment was 
obtained by 0.8228 and in the second experiment was obtained by 0.8188. The difference in the level of 
accuracy obtained is only 0.004%, but if rounded together, have an accuracy rate of 82%. This shows that 
whether or not the label encoder is applied does not affect the performance of the random forest classification 
model. 
 
3.2.2.  Support Vector Machine 
The first experiment carried out by not transforming the class into numerical obtained an accuracy 
level of 0.8228 or rounded up to 82%. The evaluation results can be seen in Figure 9. 
 
 
Figure 9. First experiment SVM confusion matrix table 
 
In the above figure 9, it describes that the model successfully labels correctly 96 data for all Kesenian 
classes. And in the Sains class, this model successfully labels 113 Sains class data correctly and 45 labels 
incorrectly. For further evaluation, see Figure 10. 
 
 
Figure 10. SVM Classification Report first experiment 
 
In the picture above, it can be seen that this model produces 100% precision and 68% recall of the 
Kesenian class. For the Sains class, this model produces 72% precision and 100% recall. The second 
experiment carried out by transforming classes into numerical results obtained an accuracy level of 0.8228 or 
rounded up to 82%. The evaluation results can be seen in Figure 11. 
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Figure 11. The second experiment table Confusion Matrix SVM 
 
In the picture above, it can be seen that there is no difference in the performance of the SVM 
classification model by applying the label encoder. For further evaluation, see Figure 11 
 
 
Figure 11. SVM Classification Report second experiment 
 
In the picture above, it can be seen that the results produced by this model are the same as the results 
of the first experiment, namely 100% precision and 68% recall of the Kesenian class. For the precision of Sains 
class by 72% and recall by 100%. From the experiment that has been done shows that applying the label 
encoder has no effect on the performance of the SVM model. 
 
3.2.3.  Naïve Bayes 
The first experiment was carried out by not transforming the class into numerical and the accuracy 
rate was 0.8779 or rounded up to 88% Evaluation results can be seen in Figure 12. It can be seen that the model 
successfully labeled 141 data for the Kesenian class but incorrectly labeled 31 data as a Sains class. And in the 
Sains class, this model correctly labels 82 data across all Sains classes. For further evaluation, see Figure 13. 
 










Figure 13. Naive Bayes Classification Report first experiment 
 
In the picture above, it can be seen that this model produces 82% precision and 100% recall of the Kesenian 
class. For the Sains class, this model produces 100% precision and 73% recall. The second experiment carried 
out by transforming classes into numerical results obtained an accuracy rate of 0.8779 or rounded to 88%. 
Evaluation results can be seen in Figure 14. 
 
 
Figure 14. The second Naive Bayes Confusion Matrix experiment table 
 
In the picture above it can be seen that there is no difference in the performance of the Naïve Bayes 
classification model by applying the label encoder. For further evaluation, see Figure 15. 
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Figure 15. Naive Bayes Classification Report second experiment 
 
In the picture above, it can be seen the results produced by this model are the same as the results in 
the first experiment, namely 82% precision and 100% recall of the Kesenian class. For the precision of the 
Sains class by 100% and recall by 73%. The experiment that has been done shows that the label encoder is 
applied has no effect on the performance of the Naive Bayes model. 
 
3.3.  Comparative Evaluation 
After conducting the first and second experiments, the results of the comparison of the performance 
of classification models applied to YouTube data are obtained. Comparison of the performance results of the 
random forest classification model, SVM, Naive Bayes by applying the label encoder or not applying the label 
encoder can be seen in table 2. 
 
Table 2. Model Performance Comparison 
Model Label Encoder Precision (%) Recall (%) Acuracy Rounded Acuracy (%) 
Random Forest Yes 87 82 0.8188 82 No 87 82 0.8228 82 
SVM Yes 87 82 0.8228 82 No 87 82 0.8228 82 
Naïve Bayes Yes 90 88 0.8779 88 No 90 88 0.8779 88 
 
In the table2, it can be seen that there is a difference in accuracy when the label encoder is applied against the 
random forest classification model. This accuracy difference is 0.004%, but if rounded off, this model has the 
same accuracy level of 82% with not applying the label encoder. The table above shows that the overall 
performance of the random forest classification model and SVM has the same result of 82%, although there is 
a slight difference in the level of accuracy before rounding. However, the SVM model is superior to the random 
forest model if the label encoder is applied. 
Of the several classification models above, the highest accuracy level produced by the classification 
model is Naïve Bayes with an accuracy rate of 88% with an average precision of 90% and a recall of 88%. The 
Naïve Bayes model is better in terms of Accuracy and Sensitivity and Specificity. Sensitivity is the ability of 
the classification model to recognize positive tuples, and specificity is the ability of the classification model to 
recognize negative tuples [1]. This is evidenced in the results that have been presented in the previous sub-
chapter classification. The results of the comparison can be seen in Figure 16. 
Another measure that can be used to prove that the Naïve Bayes model is better is the F1 Score, with 
a result of 87%. This measure is basically a harmonic mean of precision and recall [1]. Figure 16 shows that 
the most appropriate model in the analysis and implementation of machine learning for YouTube data 
classification for data that was successfully obtained in this study is Naïve Bayes. 
 










This research was successfully carried out by comparing the performance of several classification 
methods. The conclusions that can be drawn from this research are the performance of the random forest 
classification model is better if the label encoder is not applied to the target class. From the results, the 
performance of the random forest and SVM models gives the same accuracy level of 82%. The label encoder 
for the target class does not affect the performance of the classification models. Last, the most appropriate 
model for YouTube data by using Naïve Bayes gives an accuracy rate of 88%, an average precision of 90% 
and a recall of 88%. 
There is some improvement which can implement for further research. The research can improve with 
using stopwords and stemming of Sastrawi in the preprocessing process because there are have more 
differences between Indonesian and English. Another improvement, the study can be implemented with another 
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