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Re´sume´ – Les de´codeurs base´s sur les algorithmes ge´ne´tiques (AG) applique´s aux codes BCH ont de bonnes performances par
rapport a` Chase-2 et l’OSD d’ordre 1 et atteignent les performances de l’OSD-3 pour quelques codes Re´sidu Quadratiques (RQ).
Ces algorithmes restent moins complexes pour les codes line´aires de grandes longueurs; en plus leurs performances peuvent eˆtre
ame´liore´es en changeant les parame`tres, en particulier le nombre d’individus par population et le nombre de ge´ne´rations, ce qui
les rend attractifs.
Abstract – The decoders based on the genetic algorithms (AG) applied to BCH codes give good performances compared to
Chase-2 and the OSD of order-1 and reach the performances of the OSD-3 for some Residue Quadratic (RQ) codes. These
algorithms are less complex for linear block codes of large block length; furthermore their performances can be improved by
changing the parameters, in particular the number of individuals by population and the number of generations, which makes
them more attractive.
1 Introduction
Le de´veloppement des syste`mes communication a un
grand effet sur les activite´s de recherche et de´veloppement
dans le domaine des codes correcteurs d’erreurs. La mise
en œuvre des codes passe par l’utilisation d’un couple co-
deur/de´codeur. Le codeur ge´ne`re les mots de code en ajou-
tant de la redondance aux vecteurs d’information, tandis
que les algorithmes de de´codage, cherchent le mot de code
transmis le plus probable associe´ au mot rec¸u bruite´.
Le de´codage a` de´cision ponde´re´e est un proble`me NP-
Complet approche´ par plusieurs me´thodes. Les premie`res
solutions ont e´te´ base´e sur des me´thodes alge´briques et
probabilistes, par exemple, GMD (Generalized Minimum
Distance Decoding) [3], l’algorithme de Chase [1], celui de
Hartmann Rudolph [2] et l’OSD [8] pour les codes en bloc.
Les techniques d’intelligence artificielle introduites re´-
cemment dans ce type de de´codage ont donne´e des perfor-
mances assez bonnes. Par exemple, l’utilisation de l’algo-
rithme A* par Han et al. pour de´coder les codes BCH et
RQ [5], les AG pour de´coder les codes line´aires [6] et les
re´seaux de neurones pour de´coder les codes de Hamming
et BCH [7].
Dans ce travail, nous comparons les performances et
la complexite´ temporelle des de´codeurs a` base des AG
(DAG), de l’OSD et celui de Chase pour les codes de taux
1
2 : BCH(127, 64, 21), BCH(63, 30, 14), BCH(31, 16, 7),
RQ(103, 52, 19) et RQ(71, 36, 11). L’algorithme de Chase,
base´ sur un de´codeur a` de´cision ferme, est applique´ uni-
quement sur les codes BCH. Ainsi, la comparaison pour
les codes RQ est limite´e aux algorithmes OSD et DAG.
Cet article est organise´ comme suit. La section 2 de´crit les
algorithmes e´tudie´s. Une bre`ve escription de leurs com-
plexite´s est pre´sente´e dans la section 3. La section 4 pre´-
sente et analyse les performances et la complexite´ des dif-
fe´rents algorithmes. Enfin, la section 5 conclut ce papier
et propose des extensions envisage´s.
2 Les algorithmes de de´codage e´tu-
die´s
On conside`re un code en bloc line´aire C de parame`tres
(n, k, d) permettant de corriger t erreurs et de matrice
ge´ne´ratrice G. On de´signe par (ri)1≤i≤n le mot rec¸u et
(si)1≤i≤n la de´cision ferme correspondante :
si =
{
1 si ri > 0
0 si ri ≤ 0
, 1 ≤ i ≤ n (1)
Nous commenc¸ons cette section par une bre`ve descrip-
tion des algorithmes utilise´s.
2.1 Algorithme Chase-2
En triant les bits ri dans l’ordre croissant, on obtient la
nouvelle se´quence trie´e (rpi )1≤i≤n ou` piǫ{1, .., n} :{
qi = rpi 1 ≤ i ≤ n
|q1| ≤ |q2| ≤ · · · ≤ |qn|
(2)
L’algorithme de Chase-2 ge´ne`re 2t se´quences de test a` par-
tir de la se´quence (si)1≤i≤n en inversant j bits parmi les t
bits les moins fiables (0 ≤ j ≤ t). Chaque se´quence de test
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est ensuite de´code´e par un de´codeur a` de´cision ferme. Le
mot retenu est le mot le plus proche du mot rec¸u parmi
les 2t mots de´code´s.
2.2 Algorithme OSD
Comme Chase, l’OSD cre´e des se´quences de test a` partir
de la de´cision ferme (si)1≤i≤n. Dans cet algorithme, le mot
rec¸u est trie´ dans l’ordre de´croissant :
{
qi = rpi 1 ≤ i ≤ n
|q1| ≥ |q2| ≥ · · · ≥ |qn|
(3)
Soit π1 la permutation associe´e a` ce tri : q = π1(r). En
permuttant les colonnes de G par π1, on obtient :
G(1) = π1(G) (4)
Ensuite, on passe a` une nouvelle matrice G(2) en uti-
lisant une permutation π2 afin de rendre les k premie`res
colonnes de la matrice ge´ne´ratrice inde´pendantes :
G(2) = π2(G
(1)) = π2π1(G) (5)
La se´quence (qi)1≤i≤n est re´ordonne´e elle aussi par π2
donnant ainsi la se´quence (xi)1≤i≤n
x = π2(q) = π2π1(r) (6)
Soit G(3) la matrice ge´ne´ratrice syste´matique associe´e
au code ge´ne´re´ par G(2) :
G(3) = (IkPk,n−k) (7)
Soit (yi)1≤i≤k la de´cision ferme associe´e a` (xi)1≤i≤k.
L’OSD(m) d’ordre m ge´ne`re toutes les se´quences d’in-
formation z = (zi)1≤i≤k a` partir (yi)1≤i≤k en inversant j
bits parmi les k bits (0 ≤ j ≤ m). A toute se´quence z, on
associe alors un mot de code c(3) :
c(3) = zG(3) (8)
Le mot de code retenu c(3) est le mot de code c(3) le plus
proche de la se´quence re´ordonne´e (xi)1≤i≤n. Par conse´-
quent, le mot de code associe´ a` la matrice ge´ne´ratrice ini-
tiale G est :




2.3 Description de DAG
La technique des AG [4] a e´te´ utilise´e par Maini et al.
[6] pour de´coder les codes line´aires. Nous avons modifie´
cet algorithme en introduisant la notion d’e´litisme. Dans
cet algorithme, la se´quence rec¸ue r est trie´e dans l’ordre
de´croissant de telle fac¸on que les k premie`res colonnes
de G′ = π(G) soient line´airement inde´pendantes. L’e´tape
suivante consiste a` ge´ne´rer une population initiale de Ni
vecteurs d’information, contenant les k premiers bits d’in-
formation de q = π(r). La population est trie´e dans l’ordre
croissant de la fitness des individus. Un individu repre´-
sente aussi bien un vecteur d’information que le mot de
code qui lui est associe´.
La fitness est de´finie comme e´tant la distance euclidienne
entre l’individu et le mot rec¸u permute´ q. Les Ne premiers
individus sont introduits dans la nouvelle ge´ne´ration ou`
Ne est le nombre d’e´lites (ou teˆtes de liste). Ensuite, une
ope´ration de se´lection utilisant la me´thode d’ordonnance-
ment line´aire est applique´e afin d’identifier les meilleurs
parents (p(1), p(2)) auxquels on appliquera les ope´rateurs
de reproduction. Nous avons applique´ l’ordonnancement
line´aire de´fini par l’e´quation suivante :
poidsi = poids max−
2i. (poids max−1)
Ni − 1
, 1 ≤ i ≤ Ni
(10)
ou` poidsi est le poids du i
e`me individu et poids max
repre´sente le poids du premier individu fixe´ ici a` 1.1;
Les ope´rations de croisement et mutation sont ensuite
applique´es aux parents se´lectionne´s pour donner naissance
a` des individus (ci)Ne+1≤i≤Ni formant la nouvelle ge´ne´ra-
tion. De´signons par Random une valeur tire´e ale´atoire-
ment suivant une loi uniforme comprise entre 0 et 1.
- Croisement : Si pc est la probabilite´ de croisement,
alors pour Ne + 1 ≤ i ≤ Ni :




























Dans ce cas, les bits de l’individu ci seront mute´s
avec une probabilite´ pm :




p(1) si Random < 0, 5
p(2) sinon
(13)
Ces e´tapes sont re´pe´te´es pour un nombre fixe de ge´ne´-
rations Ng. Le mot de´code´ retenu r̂ est le plus proche de
π(r), et le mot de code de´cide´ associe´ a` G est π−1(r̂).
En [6], Maini et al. ont applique´ DAG sur un seul code
qui est le code e´tendu RQ(104,52) avec les parame`tres
Ng = 100, Ni = 300, pc = 0.7 et pm = 0.03. L’un des
objectifs de ce travail est de ve´rifier l’efficacite´ de DAG
pour d’autres codes RQ et BCH.
3 Complexite´ des algorithmes
La table 1 montre la complexite´ des trois algorithmes.












NiNg [kn+ logNi] + k
2n
)
L’algorithme de Chase-2 s’accroˆıt exponentiellement avec
la capacite´ de correction t du code. Sa complexite´ est 2t
fois la complexite´ d’un de´codage a` entre´e et sortie fermes
[1]. De meˆme, la complexite´ de l’OSD d’ordre m est expo-
nentielle en m [8]; en plus, ce de´codage devient plus com-
plexe dans le cas de grandes longueurs du code. Quant a`
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DAG, la complexite´ est polynomiale en k, n, Ng, Ni et
logNi [6], ce qui le rend moins complexe par rapport aux
deux autres algorithmes.
4 Performances des algorithmes
Nous avons commence´ cette e´tude par une imple´menta-
tion de DAG. Tous les re´sultats e´nonce´s sont issus de si-
mulations d’un syste`me de transmission utilisant un canal
a` bruit blanc gaussien additif et une modulation MDP-2.
Avant l’e´tude des performances de DAG, une e´tape pre´-
liminaire e´tait d’optimiser pc, pm, Ng, Ni et poids max .
Excepte´ la figure 1, les performances de DAG ont e´te´ ob-
tenues pour pc = 0.97, pm = 0.03, Ng = 100, Ni = 300 et
Ne = 1. L’arreˆt de la simulation correspond a` un nombre
minimum de 30 blocs errone´s. Les performances sont don-
ne´es en terme de BER en fonction de SNR = Eb
N0
.
4.1 Effet du nombre d’individus
L’agrandissement du nombre d’individus global Ng.Ni
permet d’e´largir l’espace de recherche des mots du code
les plus proches de r, ce qui permet d’ame´liorer les perfor-
mances du DAG. La figure 1 montre l’effet des parame`tres
Ni et Ng sur DAG pour le code RQ(103, 52, 19). Le gain
de la courbe associe´e a` Ng.Ni = 30000 par rapport a` celle
utilisant 1000 individus est de 1.4dB a` un BER = 10−4.













Fig. 1 – Effet du nombre d’individus et de ge´ne´rations sur
DAG
4.2 Effet de la dimension du code
La figure 2 compare les performances de DAG pour cinq
codes de taux ≃ 12 . Excepte´ le petit code, tous les autres
codes ont des performances presque e´gales ; ceci est duˆ
e´ventuellement aux parame`tres de DAG, en particulier le
nombre d’individus, choisit fixe pour tous les codes. En
effet, quand la dimension du code k augmente, ce nombre
couvre un petit pourcentage de l’espace de recherche. Ce
qui peut diminuer les chances de trouver le mot du code
le plus proche, en particulier pour les petits SNR.














Fig. 2 – Effet de la dimension du code sur DAG
4.3 Performances du code BCH(127,64,21)
La figure 3 compare les trois algorithmes de de´codage
applique´s au code BCH(127, 64, 21). ; elle montre que le
DAG est plus performant que Chase-2 et l’OSD(1).
Malgre´ le grand nombre de se´quences de test utilise´es
par Chase-2, l’algorithme DAG le de´passe au niveau per-
formance en e´tant moins complexe. Une augmentation
de l’ordre de l’OSD permet de de´passer les performances
de DAG sur tout l’intervalle du rapport SNR. Le gain
du de´codeur base´ sur DAG par rapport a` l’OSD(1) au
BER = 2.10−5 est de 1dB.















Fig. 3 – Performances de DAG, Chase-2 et OSD pour le
BCH(127, 64, 21)
4.4 Performance du code RQ(71,36,11)
La figure 4 montre que DAG atteint l’OSD-3 pour le
code RQ(71, 36, 11). Une augmentation de nombres d’in-
dividus Ng.Ni permet de de´passer l’OSD-3.
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Fig. 4 – Performances de DAG et OSD pour le
RQ(71, 36, 11)
4.5 Complexite´
La figure 5 montre a` la fois la complexite´ temporelle
et the´orique des trois de´codeurs. Les complexite´s tempo-
relles (courbes en trait continu) sont issues du calcul de la
dure´e d’exe´cution de 1000 blocs, et celles the´oriques sont
calcule´es en multipliant par une constante (K = 3.10−9)
les fonctions de la table 1, et ceci pour montrer la corre´-
lation entre les deux complexite´s. Cette figure montre que
la complexite´ est polynomiale pour DAG et exponentielle
pour Chase-2 et l’OSD.
Les courbes the´oriques convergent vers les courbes de si-
mulation pour les n assez grands. Les algorithmes de Chase-
2 et l’OSD-3 sont moins complexes que DAG pour les
petits n. Leurs aspects exponentiels les rendent moins
inte´ressants pour les n assez grands.





















Fig. 5 – Complexite´ des trois algorithmes
5 Conclusion
Dans ce travail, nous avons compare´ trois algorithmes
de de´codage a` de´cision ponde´re´e (Chase-2, OSD et DAG).
Le de´codeur a` base des AG est meilleur que l’OSD-1 et
Chase-2, par contre, il est de´passe´ par l’OSD d’ordre supe´-
rieur a` quatre. Les effets des diffe´rents parame`tres sur les
performances de DAG nous ont amene´ a` e´tudier d’autres
me´thodes de se´lection, de croisement et de mutation, ainsi
que les crite`res d’arreˆt.
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