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We show that correlated Gaussians with good angular momentum and parity provide flexible
basis functions for specific elongated shape. As its application we study linear-chain states of four
α-particles in variation-after-projection calculations in which all the matrix elements are evaluated
analytically. We find possible chain states for Jpi = 0+, 2+, 4+ and perhaps 6+ with the bandhead
energy being about 33 MeV from the ground state of 16O. No chain states with J ≥ 8 are found.
The nature of the rotational sequence of the chain states is clarified in contrast to a rigid-body
rotation. The quadrupole deformation parameters estimated from the chain states increase from
0.59 to 1.07 for 2+ to 6+. This work suggests undeveloped fields for the correlated Gaussians beyond
those problems which have hitherto been solved successfully.
I. INTRODUCTION
Spatially localized motion of nucleons plays an impor-
tant role in nuclear structure through excitation mecha-
nism, pairing, and α-clustering, etc. A spatially localized
single-particle (sp) orbit is needed and conveniently rep-
resented by a Gaussian wave packet (GWP)
φν
s
(r) =
(ν
π
) 3
4
e−
ν
2 (r−s)2 , (1)
where s denotes the position of the packet and ν−1/2 de-
termines its width or spatial extension. Several acronyms
used in this paper are listed in Appendix A. The GWP
is widely used in the cluster model or its extended mod-
els [1–3], but not popular in shell-model or configuration
interaction calculations probably because it has no defi-
nite orbital angular momentum. As a localized orbit with
good angular momentum, we propose a locally peaked
Gaussian (LPG) specified by k and a,
ϕaklm(r) =
1
G2k+l
(a3
π
) 1
4
(
√
ar)2k+le−
a
2 r
2
Ylm(rˆ), (2)
where rˆ is the direction of r. See Appendix B for G2k+l.
To make the text compact, we also put some other sym-
bols and definitions there without mentioning. We dis-
cuss a relationship between the LPG and the GWP in
the next section.
It would be very interesting if the LPG could be ex-
tended to functions describing an N -particle system. Its
possible candidate, correlated Gaussian (CG), was actu-
ally proposed more than 20 years ago by K. Varga and
one of the present authors (Y.S.) [4, 5] by extending the
spherical CG [6, 7] to that including a rotational motion
of the system. The CG is concisely expressed as
fuAKLM (ρ) = N uAKL|u˜ρ|2K+LYLM (̂˜uρ)e− 12 ρ˜Aρ, (3)
where the column vector ρ comprises N − 1 relative co-
ordinates, (ρ1, . . . ,ρN−1). The CG is characterized by
a column vector u = (ui) of (N − 1)-dimension and a
symmetric, positive-definite (N − 1) × (N − 1) matrix
A = (Aij). The symbol ˜ indicates a transpose of a col-
umn vector or a matrix, and therefore u˜ρ (the so-called
global vector) and ρ˜Aρ are short-hand notations for
u˜ρ =
N−1∑
i=1
uiρi, ρ˜Aρ =
N−1∑
i,j=1
Aijρi · ρj . (4)
K in Eq. (3) is a non-negative integer and N uAKL is a
normalization constant (see also Ref. [8]). A formal re-
semblance of Eqs. (2) and (3) is apparent.
The purpose of this paper is to demonstrate that a
linear-chain (LC) state comprising the GWPs arranged
in a row can in fact be very well represented by the CG
with a suitable choice ofK, A, and u, and furthermore to
apply to the case of four α-particles in order to examine
whether the LC state can exist or not in 16O. Although
it has been successful in a number of few-body prob-
lems [9–15], the CG has focused most of its application
on structure described well with small K values, e.g., 0,
1, and 2. We will open up a new application of the CG by
compactly describing a strongly deformed state rotating
with high angular momentum.
The LC structure in nuclei was proposed as a candidate
for a strongly deformed state that may play an important
role for some excited states especially in light nuclei [16].
An experimental search was done in 16O [17] but no firm
confirmation was made yet. A theoretical analysis of the
decay scheme of the LC state was first made in Ref. [18].
The 4α decay of some excited states in 16O has been
studied experimentally [19–21]. Recently the possibility
of nuclear LC states in 16O as well as in other light nu-
clei has attracted renewed interest both theoretically and
experimentally [22–32].
In Sec. II we first begin with an anatomy of the GWP
from the angular-momentum content, and show that the
LPG can be a very convenient and flexible sp orbit rep-
resenting a spatial localization. In Sec. III we prove that
2the CG, an extension of the LPG to many-particle func-
tions, is versatile enough to simulate a strongly deformed
LC configuration of N particles. We give a simple pre-
scription for determining the CG parameters to fit the
LC configuration as accurately as possible. An applica-
tion of the present formulation is worked out in Sec. IV to
examine possible LC states in 16O. The energy of the LC
configuration of four α-particles is studied by changing
its size or length of the system as well as the total orbital
angular momentum. Conclusions are drawn in Sec. V.
II. SPATIALLY LOCALIZED
SINGLE-PARTICLE ORBITS
A. Angular-momentum expansion of Gaussian
wave packet
The GWP (1) contains many partial-waves. Its orbital
angular-momentum content is analyzed as
φν
s
(r) =
∑
lm
√
4πbl(η)φ
ν
slm(r)Y
∗
lm(sˆ), (5)
where φνslm(r) is a normalized shifted-Gaussian (SG),
φνslm(r) =
2e−η
bl(η)
(ν3
π
) 1
4
il(νsr) e
− ν2 r2Ylm(rˆ), (6)
expressed in terms of the modified spherical Bessel func-
tion of the first kind [33], il(x) =
√
π
2xIl+ 12 (x). A dimen-
sionless quantity η
η =
1
2
νs2 (7)
is a measure of the spatial localization of the packet.
The probability of finding the component with angular
momentum l in the GWP is defined by
PSG(l; η) =
l∑
m=−l
1
4π
∫
dsˆ 4π[bl(η)]
2|Ylm(sˆ)|2
= (2l + 1)[bl(η)]
2, (8)
which satisfies a sum rule,
∑∞
l=0 PSG(l; η) = 1. Figure 1
plots PSG(l; η) as a function of l for some values of η. If s
is of the order of the nuclear surface r0A
1/3 (r0 = 1.1 fm,
A is the mass number), η varies as 0.58A1/3 for the
harmonic-oscillator (HO) choice of ν ≈ 0.965A−1/3 fm−2.
E.g., η is about 1.5 for A = 16 and 3.4 for A = 208, re-
spectively. On the other hand, if an α-cluster described
with its sp ν value (0.521 fm−2) is localized at s = 8 fm
beyond the surface of 208Pb, η increases to about 17, in-
dicating the enhanced spatial localization. As shown in
Fig. 1, the probability distribution extends to larger l
with increasing η, a consequence of the uncertainty re-
lation between the angular momentum and the angular
position. Many localized orbits with large l are needed to
represent the surface α-clustering in 208Pb region [34–36].
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FIG. 1. Probability of finding the component with partial
wave l in the Gaussian wave packet characterized by η. See
Eq. (8).
Including spatially correlated configurations in the HO
shell-model description is very tough because they re-
quire many major-shell excitations. Because of this even
a large-scale shell-model calculation is not able to repro-
duce some cluster states in light nuclei [37, 38]. It is
therefore important to develop simple sp orbits that are
needed to construct such cluster states. Although a lo-
calized orbit like the SG could be a useful sp orbit, that
is not a practically convenient basis function because cal-
culations of various matrix elements are in general fairly
involved. The LPG can instead be an ideal substitute as
shown in the next subsection.
B. Locally peaked Gaussian
We show that the LPG (2) well approximates the SG if
k and a are appropriately chosen. The LPG has a merit
that calculating matrix elements is easy. For example,
the overlap between the LPG and the SG reads
〈φνslm|ϕaklm〉 = Ol(νs, ak)e−
aη
ν+a 1F1(−k, l¯ + 1;− νη
ν + a
),
(9)
where l¯ stands for l + 1/2, and 1F1 is the confluent hy-
pergeometric function [33], which reduces to a polyno-
mial for a non-negative integer k. To determine k and a
that approximates a given SG as closely as possible, we
require the expectation values of r2 and −∆ calculated
with the LPG,
〈ϕaklm|r2|ϕaklm〉 =
(
2k + l¯ + 1
) 1
a
,
〈ϕaklm| −∆|ϕaklm〉 =
(
1 +
l¯ 2
2k + l¯
)
a, (10)
to be equal to the corresponding values of the SG,
〈φνslm|r2|φνslm〉 =
(
l¯+ 1 + η + η
il+1(η)
il(η)
)1
ν
,
〈φνslm| −∆|φνslm〉 =
(
l¯ + 1− η + η il+1(η)
il(η)
)
ν. (11)
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FIG. 2. Comparison of the radial functions with l = 0 and 6
between the SG, φνsl(r), and the LPG, ϕ
a
kl(r). The value of
s is set to 8 fm. Both ν and a are given in fm−2. Case (a)
ν = 0.163: (a, k) = (0.0796, 2) for l = 0 and (0.1076, 1) for
l = 6. Case (b) ν = 0.521: (a, k) = (0.2630, 8) for l = 0 and
(0.2605, 5) for l = 6. The overlap integral between the LPG
and the SG is larger than 0.998 in all the cases.
This requirement is natural because the SG is charac-
terized by its peak position and the falloff of the peak
height. The condition leads to k and a as follows:
k =
1
2
(z − l¯), a = z + 1〈φνslm|r2|φνslm〉
, (12)
where z = 12 (b+
√
D) with b and D being given by
b =
(
l¯ + 1 + η
il+1(η)
il(η)
)2
− l¯ 2 − 1− η2,
D = b2 − 4l¯ 2. (13)
We have numerically checked that b − 2l¯ is non-
negative, which guarantees that k is non-negative. See
Appendix C for this. For a practical purpose, k is re-
stricted to a non-negative integer closest to (z − l¯)/2.
Once k is fixed, a is set to maximize the overlap (9) be-
tween the arithmetic and geometric means of two a val-
ues that reproduce the respective expectation values of r2
and −∆ of the SG. Figure 2 compares l = 0 and 6 radial
functions between the LPG and the SG with s = 8 fm.
In case (a), ν = 0.163 fm−2 is the HO size parameter
appropriate in 208Pb region, whereas ν = 0.521 fm−2 in
case (b) reproduces the size of the α-particle with the
(0s)4 configuration. η is quite different; 5.2 in case (a)
and 16.7 in case (b). In both cases the LPG very well
approximates the SG.
III. LINEAR-CHAIN CONFIGURATIONS OF N
PARTICLES
A. Gaussian wave-packet representation
For the sake of simplicity, we assume that N particles
have an equal mass m. In the LC state they are con-
veniently described by the GWPs that are all centered
at some positions on a straight line passing through the
coordinate origin. This intrinsic state rotates around the
center-of-mass (c.m.) of the system with high angular ve-
locity. Let a unit vector e (|e| = 1) denote the direction
of the line. The LC state with the total orbital angular
momentum L and its projection M is defined by
ΦLM = NL
∫
deYLM (eˆ)
N∏
i=1
φνSie(ri). (14)
The i-th particle is centered at the position Sie on the
line. We assume that
∑N
i=1 Si = 0 to ensure that the c.m.
motion of the system remains fixed around the origin.
NL is a normalization constant given by where H is an
analogue of the localization measure η (7):
H =
1
2
ν
N∑
i=1
S2i =
1
2
νS˜S. (15)
Here S = (Si) is an N -dimensional column vector.
The c.m. motion of ΦLM is separated by transform-
ing the sp coordinates r = (ri) to a set of the relative
coordinates, ρ = (ρi), and the c.m. coordinate RN :(
ρ
RN
)
= Ur, r = U−1
(
ρ
RN
)
. (16)
If ρ is a set of Jacobi coordinates, U and U−1 are
U =

−1 1 0 · · · 0
− 12 − 12 1 · · · 0
...
...
− 1N−1 − 1N−1 · · · · · · 1
1
N
1
N · · · · · · 1N
 ,
U−1 =

− 12 − 13 · · · − 1N 1
1
2 − 13 · · · − 1N 1
...
...
0 0 · · · · · · 1
0 0 · · · N−1N 1
 . (17)
Let UJ denote the first (N − 1)×N submatrix of U and
U −1J the first N × (N − 1) submatrix of U−1. Note the
following identities
UJ U˜J = Λ
−1, U˜ −1J U
−1
J = Λ,
U−1J Λ
−1U˜−1J = U
−1
J UJ = 1N −
1
N
EN , (18)
4where 1N is the N × N unit matrix, EN is the N × N
matrix unit whose elements are all unity, and Λ is an
(N − 1)× (N − 1) diagonal matrix defined by
Λij =
i
i+ 1
δi,j . (19)
The LC state (14) reduces to a product of the c.m. part
and the normalized intrinsic part ΦνSLM (LC):
ΦLM = φ
Nν
0
(RN )Φ
ν
SLM (LC), (20)
where
ΦνSLM (LC)
=
2e−H
bL(H)
( ν3N−3
N3π3N−5
) 1
4
e−
1
2 ρ˜A0ρiL(|u˜0ρ|)YLM (̂˜u0ρ)
(21)
with
A0 = νΛ, u0 = νU˜
−1
J S. (22)
Note that the parity of ΦνSLM (LC) is (−1)L.
Some basic operators are conveniently expressed in
terms of ρ. For example,
ri −RN =
N−1∑
k=1
(U−1J )ikρk, (23)
ri − rj =
N−1∑
k=1
ω
(ij)
k ρk = ω˜
(ij)ρ (24)
with
ω
(ij)
k = (U
−1
J )ik − (U−1J )jk. (25)
The hyperradius R of the system is defined by
R2 =
N∑
i=1
(ri −RN )2 =
N−1∑
i=1
i
i+ 1
ρ2i = ρ˜Λρ. (26)
The kinetic energy with the c.m. kinetic-energy Tc.m.
being subtracted reads
Tin =
N∑
i=1
p2i
2m
− Tc.m. =
N−1∑
i=1
i+ 1
2mi
pi2i =
1
2m
p˜iΛ−1pi,
(27)
where pi = (pij) with pij = −i~∂/∂ρj is a column vector
of (N − 1)-dimension.
The LC state (21) takes a form quite similar to the
SG (6). The argument of il(νsr) becomes νs
2 = 2η at
the peak of the SG. Likewise, since ΦLM is peaked at
r = Se, ΦνSLM (LC) is peaked at ρ = UJSe. For this ρ,
the argument of iL(u˜0ρ|) becomes |u˜0ρ| = νS˜S|e| = 2H .
In parallel to the sp SG case, H is indeed the localization
measure for the N -body LC state. This analogy becomes
furthermore substantial by calculating the expectation
values of R2 and Tin (cf. Eq. (11)):
〈ΦνSLM (LC)|R2|ΦνSLM (LC)〉
=
1
ν
[3
2
(N − 1) + L+H +H iL+1(H)
iL(H)
]
,
〈ΦνSLM (LC)|Tin|ΦνSLM (LC)〉
=
~2ν
2m
[3
2
(N − 1) + L−H +H iL+1(H)
iL(H)
]
. (28)
This kinetic-energy expectation value gives approximate
L(L + 1) dependence up to large L already for H ≥ 30
in spite of its opacity. See Appendix C for some detail.
B. Correlated-Gaussian approximation
We have shown that in one-variable case the LPG (2)
very well approximates the SG (6) and also that the func-
tional form of the N -particle LC state (21) is similar to
that of the SG. Here we show that the LC state can be
very well approximated by the CG (3), which is a natural
extension of the LPG to the many-variable case.
Various matrix elements with the CG can easily be
obtained by making use of its generating function g [4]:
fuAKLM(ρ) =
N uAKL
BKL
∫
deYLM (eˆ)
×
( d2K+L
dα2K+L
g(α, e;u,A,ρ)
)
α=0
, (29)
where e is a unit vector. The overlap of Eqs. (21) and
(3) is (see Ref. [8] for detail)
〈fuAKLM |ΦνSLM (LC)〉
=
e−H
bL(H)
( det 4νA
N(detB)2
) 3
4 ep0√
p¯2K+L
GKL(p, q), (30)
where the matrix B is B = A+A0 and
p¯ =
1
4
u˜A−1u, p =
1
2
u˜B−1u,
q = u˜B−1u0, p0 =
1
2
u˜0B
−1u0. (31)
To determine the CG parameters, (A, u, K), that
well approximate ΦνSLM (LC) characterized by (ν, S) or
(A0, u0), we follow the same route as that in Sec. II B.
The expectation values (28) are compared to those with
the CG (3) [8]:
〈fuAKLM |R2|fuAKLM〉 =
3
2
TrA−1Λ + (L+ 2K)
q¯
p¯
,
〈fuAKLM |Tin|fuAKLM 〉
=
~2
2m
[3
2
TrAΛ−1 + (L − 2K + 4CKL) λ¯
p¯
]
, (32)
5where
q¯ =
1
4
u˜A−1ΛA−1u, λ¯ =
1
4
u˜Λ−1u,
CKL =
1
γKKL(1)
γ′KKL(1). (33)
Here γ′KK′L(x) =
d
dxγKK′L(x). As a simplest choice, let
us assume that A is proportional to A0:
A = aA0 = aνΛ. (34)
The condition to be satisfied then reads
1
a
[
3
2
(N − 1) + L+ 2K
]
=
3
2
(N − 1) + L+H +H lL+1(H)
iL(H)
,
a
[
3
2
(N − 1) + L− 2K + 4CKL
]
=
3
2
(N − 1) + L−H +H iL+1(H)
iL(H)
. (35)
K is determined by requiring the product of the left-hand
sides of Eq. (35), which is a function of K and indepen-
dent of a, to be equal to that of the right-hand sides.
Since K is set to a non-negative integer, the condition
may not be perfectly met but K is fixed so as to satisfy
the condition as much as possible. For this K we have
two a values, one determined from the first equation in
Eq. (35) and the other determined from the second equa-
tion. Both values are found to be almost equal and we
choose a as an arithmetic average of those two values.
Note that K and a or A are determined depending on
L,H , and N but independent of u.
Once A and K are set, the overlap (30) depends on u
only through the term,
1√
p¯2K+L
GKL(p, q) =
( 2a
a+ 1
) 1
2 (2K+L)
GKL(1, z) (36)
with
z =
√
2
(a+ 1)ν
u˜Λ−1u0√
u˜Λ−1u
. (37)
The overlap becomes a maximum when GKL(1, z) or z
reaches a maximum. The maximum of z occurs for such u
that is proportional to u0, i.e., Max (z) =
√
4H/(a+ 1).
For definiteness, u is set equal to u0. In this way the CG
that has the maximum overlap with ΦνSLM (LC) is deter-
mined to be fu0 aA0KLM (ρ), which is denoted f
ν
SLM (LC : CG)
in order to emphasize its LC character. As shown in
Eq. (22), A0 is unique but u0 depends on the column
vector S for a given H . The CGs with different u0
parameters all have the same maximum overlap with
ΦνSLM (LC). Table I lists the CG parameters, K and
a, determined in this way together with the maximum
overlap, 〈ΦνSLM (LC)|fνSLM (LC : CG)〉 for some sets of H
and L values. Observing that it is close to unity, we con-
clude that the LC configuration can be well approximated
with the CG (3) provided its parameters are determined
as mentioned above. It is worth while stressing that the
CG approximation works excellently even for extremely
large L. Numerical angular momentum projection for
such L states may be tough in general. No such diffi-
culty arises here thanks to the analytic manipulation.
The overlap of two CGs has simple dependence on their
parameters:
〈fuAKLM |fvBK′LM 〉 =
γKK′L(t¯) t¯
L
2√
γKKL(1)γK′K′L(1)
×
(√detAB
detC
) 3
2
( u˜C−1u
u˜A−1u
)K( v˜C−1v
v˜B−1v
)K′
, (38)
where
C =
1
2
(A+B), t¯ =
(u˜C−1v)2
(u˜A−1u) (v˜B−1v)
. (39)
As shown in the table, fνSLM (LC : CG) may have very
large K. On the other hand, low-lying states are de-
scribed well with the CGs with small or even K = 0
values. A specific overlap, 〈fuAKLM |fuA0LM 〉, reduces to
1/
√
γKKL(1), and becomes very small for very large K.
C. Geometrical shape and deformation
Angular-momentum projection is often carried out af-
ter a variational calculation is first performed by us-
ing unprojected basis functions. This is the so-called
variation before projection (VBP). It is of course desir-
able to perform the projection before variation, that is,
the variation after projection (VAP). Since the angular-
momentum projection usually takes expensive computer-
time in the numerical integration over the Euler angles
(see, e.g., Ref. [39]), the VBP is employed in most calcu-
lations. Or even the full angular-momentum projection
is not made but is treated in a cranking model approx-
imation [40–42]. The CG already carries good angular
momentum, making the VAP calculation very easy.
In the VBP calculation, the geometrical shape of the
unprojected configuration is often discussed. Although
such shape is not “observable”, the VBP basis func-
tions give an intuitive image of the state, as shown in,
e.g., Refs. [22–27]. An elegant way to extract the in-
trinsic density from the VAP wave function was shown
in Ref. [43]. Here we discuss a simpler way to get the
geometrical picture from the CG. To characterize the in-
trinsic shape, we can make use of a set of operators, r2ij
and (rj − ri) · (rk − rj) (i < j < k), for all pairs, and let
D2ij and DijDjk cosΘijk denote their expectation values.
All sets of Dij and Θijk serve to extract the shape. Note
that those operators are all expressed in a concise form,
ρ˜Ωρ, with the (N−1)×(N−1) matrix Ω being ω(ij)ω˜(ij)
6TABLE I. Maximum overlap, 〈ΦνSLM (LC)|fνSLM (LC : CG)〉, between the CG and the LC state with the localization measure
H for a system of four particles (N = 4). K and a (or A) are the CG parameters that maximize the overlap with the LC state.
LH 10 20 30 40 50 60 70 80 90 100 140 180 220 260
0 K 8 17 25 34 43 52 60 69 78 87 122 157 192 227
a 0.872 0.879 0.866 0.871 0.874 0.877 0.871 0.873 0.875 0.876 0.876 0.876 0.875 0.875
Overlap 0.973 0.974 0.973 0.974 0.974 0.974 0.974 0.974 0.974 0.974 0.974 0.974 0.974 0.974
10 K 6 13 22 30 39 47 56 65 73 82 117 152 187 222
a 0.933 0.880 0.891 0.878 0.882 0.874 0.876 0.878 0.873 0.875 0.875 0.875 0.875 0.875
Overlap 0.986 0.978 0.976 0.975 0.975 0.975 0.975 0.975 0.974 0.974 0.974 0.974 0.974 0.974
20 K 5 12 19 27 35 44 52 61 69 78 113 147 182 217
a 0.940 0.924 0.893 0.887 0.879 0.885 0.878 0.881 0.875 0.878 0.878 0.874 0.875 0.875
Overlap 0.993 0.985 0.981 0.978 0.977 0.976 0.976 0.975 0.975 0.975 0.975 0.974 0.974 0.974
30 K 5 11 18 25 33 41 49 57 66 74 109 143 178 213
a 0.966 0.936 0.920 0.899 0.895 0.890 0.884 0.879 0.883 0.878 0.880 0.876 0.876 0.876
Overlap 0.996 0.990 0.985 0.982 0.980 0.978 0.977 0.977 0.976 0.976 0.975 0.975 0.975 0.975
and ω(ji)ω˜(kj), respectively. See Eq. (24). The matrix el-
ement of ρ˜Ωρ is obtained in exactly the same way as that
of R2. We give it in Appendix D for convenience.
To get information on the deformation of the VAP
wave function ΨLM , we may use the matrix element of
the (mass) quadrupole moment Q,
〈ΨLL|Q|ΨLL〉, (40)
where
Q = 3R2z −R2. (41)
Here R2z =
∑N
i=1(zi − ZN )2 with zi − ZN being the z
component of ri −RN . We define a quantity δ2
δ2 =
〈ΨLL|Q|ΨLL〉
〈ΨLM |R2|ΨLM〉 , (42)
which leads to the following relation
〈x2〉+ 〈y2〉
〈z2〉 =
2− δ2
1 + δ2
, (43)
where, e.g., 〈z2〉 stands for 〈ΨLL|R2z|ΨLL〉, and we dis-
cuss the deformation of the LC state in Sec. IVD. Ap-
pendix E gives a formula to calculate the matrix element
〈fuAKLL|Q|fvBK′LL〉.
IV. FOUR-α LINEAR-CHAIN STATES
A. Potential parameters
A two-body α-α potential we use here is the same
as used in Ref. [44]. It consists of nuclear (V2B) and
Coulomb (VC) terms:
vij = 125 exp
(
− r
2
ij
1.532
)
− 30.18 exp
(
− r
2
ij
2.852
)
+
4e2
rij
erf(0.60141rij). (44)
Energy and length are given in units of MeV and
fm, respectively. A three-α nuclear potential, V3B =∑
i<j<k vijk , is also introduced. We may express it as
vijk = v(ij)v(jk)v(ki) (45)
with
v(ij) = vr exp
(
− r
2
ij
ρ2r
)
+ va exp
(
− r
2
ij
ρ2a
)
. (46)
v(ij) is assumed to be Jπ-independent. The parame-
ters used in Ref. [44] are vr = 0, va = −5.49MeV1/3,
ρa = 3.395, if va is replaced by the average of the
0+ and 2+ strengths. With the mass of the α-particle
and the charge constant, ~2/m = 10.5254MeV fm2,
e2 = 1.43996MeV fm, the energies of the 3α 0+ ground
state and the first excited 2+ state calculated with that
three-body potential are respectively about −10.9 and
−1.6MeV, which are compared to the experimental val-
ues of 12C, −7.28 and −2.84MeV. These energies are
obtained by using the CGs (3), in which the 2×2 matrix
A is provided with the ansatz
ρ˜Aρ =
3∑
j>i=1
(ri − rj)2
b2ij
, (47)
where bij is chosen for each i, j in a geometric progres-
sion as b0p
n−1 (n = 1, . . . , Np). Also non-zero K values
with K ≤ 2 are allowed. The energy depends on the
7parameters b0, p and Np as well as u. A slight improve-
ment is possible by including the short-ranged repulsive
force with nonzero vr, the existence of which is phys-
ically reasonable considering the Pauli principle acting
between the α-α relative motion [45]. With the param-
eters, vr = 6.5MeV
1/3, ρr = 1.43, va = −6.0MeV1/3,
ρa = 3.40, the 0
+ and 2+ energies turn out to be about
−8.7 and −1.4MeV. In what follows we use this three-
body potential.
The width parameter ν of the GWP specifies the spa-
tial extension of the c.m. motion of the α-particle. It ap-
pears in the LC configuration (21), or its approximated
CG. Since it is four times the sp HO parameter of the α-
particle, we set ν to 2.084 fm−2. The energy we calculate
is to be taken the one measured from the 4α threshold
(Eth = 14.436MeV from the ground state of
16O).
B. Features of correlated-Gaussian calculations
Incorporating the boson symmetry of α-particles in
the CG formalism is very easy [4, 5]. The permutation
P =
(
1 2 . . . N
P1 P2 . . . PN
)
changes ri → rPi (i = 1, . . . , N),
namely r → Pr, with the N ×N matrix P being defined
by Pij = δj,Pi . With this permutation, ρ = UJr un-
dergoes the transformation, ρ → UJPr. Substitution of
r = U−1J ρ proves that P transforms ρ to UJPU−1J ρ ≡
TPρ. Thus the CG (3) is subject to the following change:
PfuAKLM (ρ) = f
T˜Pu T˜PATP
KLM (ρ), that is, the permutation P
sets the CG to a CG with A and u being replaced by
T˜PATP and T˜Pu. In exactly the same way, a different
choice of the relative coordinate set can be very easily
incorporated in the CG formalism.
We evaluate the CG matrix elements using the formula
given in Ref. [8]. To calculate the matrix element of the
Gaussian-type potential we can use a much simpler route
as follows. The use of Eq. (24) enables us to express
vij = e
−ar2ij as e−aρ˜Ω
(ij)
ρ with Ω(ij) = ω(ij)ω˜(ij). The
matrix element of the potential thus reduces to that of
overlap type. The three-body force of Gaussian radial
form is also treated in exactly the same way as the two-
body case. The matrix element of the Coulomb potential
is calculated by applying the above result. The Coulomb
potential, vC(r) = erf(βr)/r, is expressed as an integral
of the Gaussian-type potential
vC(r) =
2β√
π
∫ 1
0
dz e−β
2z2r2 , (48)
and we reduce its matrix element to that of the Gaussian-
type potential with a variable range parameter a = β2z2.
C. Arrangements of four α-particles
Searching for 4α LC states requires a careful study on
their energies with respect to the angular momentum and
chain length. We examine the energy of the LC configu-
ration with Jπ = L+ (even L) by changing H or equiva-
lently root-mean-square (rms) radius. It is important to
get a global change of the system’s energy with respect
to that key parameter [46, 47].
For a given H there are different sets of S denoted SHκ .
Each SHκ defines the LC configuration that is very well
approximated by the CG as shown in Sec. III B. The
set SHκ corresponds to the vibration of α-particles along
the line of the LC state. Possible independent sets are
prepared as follows. By eliminating one of the elements
of S, say, S4 = −(S1 + S2 + S3), H reads
H = ν(S21 + S
2
2 + S
2
3 + S1S2 + S1S3 + S2S3)
= νς˜Mς, (49)
where ς is a column vector comprising the elements
S1, S2, S3 andM is a 3×3 matrix withMii = 1,Mi6=j =
1/2. The eigenvalues of M are 2, 1/2, and 1/2. With
a suitable 3×3 orthogonal matrix T , ς = T Z, H can be
recast to a quadratic form
H = ν
(
2Z21 +
1
2
Z22 +
1
2
Z23
)
. (50)
By parametrizing Z in terms of two angles, θ (0 ≦ θ <
2π) and φ (0 ≦ φ < 2π), as Z1 =
√
H/2ν cos θ, Z2 =√
2H/ν sin θ cosφ, and Z3 =
√
2H/ν sin θ sinφ, we can
cover all possible vectors S. We discretize θ and φ in
5◦ mesh to generate SHκ , and allow those configurations
that have mutual overlaps of less than 0.85 with others
in order to avoid possible linear dependence of the basis
functions.
The total wave function for the LC state is in general
given as a superposition of different LC configurations of
four α-particles
ΨLM =
∑
Hκ
CSHκ SfνSHκ LM (LC : CG), (51)
where the operator S = ∑P P ensures to extract a to-
tally symmetric state.
D. Search for linear-chain states
First we compare the energies calculated with
fνSHκ LM
(LC : CG) by varying SHκ for a given H . This
is called a single S (SS) model. The lowest energy found
in this model is plotted in panel (a) of Fig. 3 as a func-
tion of H . The SS model finds a local energy minimum
for L = 0, 2, 4, 6, 8, and 10, although the minima for
L = 8, 10 are very shallow. The minima of L = 0, 2, 4
appear at H ≈ 50, which corresponds to the point-α rms
radius, rrms ≈ 3.52 fm. The minimum of L = 6 curve
shifts to H ≈ 60. For L > 12, no energy minimum ap-
pears in the region of H < 130, and the energy simply
decreases with increasing H .
8As discussed above, the energy of the SS model with
L = 0 becomes a minimum at H ≈ 50, in which four-α
particles are positioned at S1 = −4.295, S2 = −1.921,
S3 = 1.302, S4 = 4.914 fm. This LC configuration is ap-
proximated by the CG that has K = 43 and a = 0.874.
Before the boson symmetry is imposed, the relative dis-
tances calculated with this CG are D12 = 2.68, D13 =
5.70,D14 = 9.22,D23 = 3.44,D24 = 6.90,D34 = 3.81 fm,
respectively, which are all in very good agreement with
those calculated from the LC state (21)
〈ΦνSLM (LC)|(ri − rj)2|ΦνSLM (LC)〉
=
3
ν
(1− δi,j) + 1
2
(Si − Sj)2
[
1 +
L
H
+
iL+1(H)
iL(H)
]
. (52)
Next we allow a mixing of various configurations,∑
κCSHκ f
ν
SHκ LM
(LC : CG), while still keeping H fixed.
This calculation named an MS model allows us to evalu-
ate the extent to which the energy gain over the SS model
is obtained by including the vibrational mode of the LC
state. The lowest energy found in the MS model is plot-
ted in panel (b) of Fig. 3. The MS model still presents a
local energy minimum at H ≈ 30 ∼ 40 for L = 0, 2, and
at H ≈ 50 for L = 4. Although the minimum is found at
H ≈ 80 for L = 6, the energy change is very little around
that H value. The energy curve of L = 8 becomes flat
with increasing H , and no minima appear for higher L
values. This suggests that the LC state with large L
value is probably not stable against the vibrational de-
gree of freedom even under the LC restriction, but the
minimum configuration found in the SS model tends to
shift to larger rms size or to break into α-particles.
The contributions of the kinetic energy, the nuclear po-
tential (V2B+V3B), and the Coulomb potential to the low-
est energy displayed in Fig. 3(b) are plotted in Fig. 4 for
Lπ = 0+, 2+, 4+, 6+, 8+ as a function of H . The kinetic
energy gives a dominant contribution to the total energy.
The nuclear and Coulomb potential contributions change
very little with increasing L, whereas the kinetic energy
contribution considerably depends on L. With increas-
ing L, the kinetic-energy contribution rapidly increases
as H decreases, as expected, and cancels out the nuclear
attractive contribution, leaving no energy minimum. It
should be noted that the V2B and V3B potentials give an
opposite contribution at very small H while the V2B term
plays a dominant role in the case of H > 60.
The CG has the advantage that it can be applied to
negative-parity states without any modification. To ex-
amine the possibility of finding a negative-parity LC state
we study the E − H diagram for Lπ = 1− in the same
way as the positive-parity case. It turns out that the
kinetic energy gets larger and the nuclear potential en-
ergy becomes much less attractive, which leads us to the
conclusion that no negative-parity 4α LC states exist.
Finally we mix various LC configurations with differ-
ent H values,
∑
Hκ CSHκ f
ν
SHκ LM
(LC : CG). This calcula-
tion is called an MH model. The configurations in the
range of H = 20, 30, . . . , 130 are included. The dimen-
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FIG. 3. Energies of LC configurations with the angular mo-
mentum L and positive parity. Panel (a) shows the lowest
energy calculated in the SS model, whereas (b) the lowest
energy in the MS model, respectively. Although it slightly
depends on L, rrms increases from about 2.28 for H = 20 to
5.62 fm for H = 130.
sion of the Hamiltonian matrix is about 430. The energy
gain obtained with the MH model, compared to the SS
calculation, is very large, amounting to about 10 MeV.
Table II lists the result of the lowest LC states obtained
in the MH model. The excitation energies, Ex = E+Eth,
of the 0+, 2+, 4+, and 6+ LC states are predicted to be
32.9, 33.7, 35.3, and 37.2MeV, respectively. They follow
the (~2/2I)L(L+1)-rule with ~2/2I ≈ 0.10 or 0.12MeV
if the 6+ state is excluded. This parameter is close to that
of Ref. [25], but considerably larger than those (0.06-0.08
MeV) estimated in Refs. [17, 24, 26]. The energies of
the second lowest LC states are 20.97, 21.72, 23.16, and
25.37MeV for Lπ = 0+, 2+, 4+, and 6+, respectively.
The contributions of the kinetic energy and the po-
tential energies to E show an interesting contrast. Both
contributions of the kinetic energy and the two-body nu-
clear potential are only weakly dependent on L. On the
other hand, the contributions of the three-body nuclear
and Coulomb potentials alter significantly as a function
of L, that is, they follow the change of the rms radius
that increases with L. The L(L+1) rotational spectrum
of the LC states is therefore mainly due to the three-
body nuclear and Coulomb potentials, which are both
long-range pieces of the Hamiltonian. This is in sharp
contrast to the rotation of a rigid-body where the kinetic
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FIG. 4. H-dependence of the contributions of the kinetic energy, the nuclear potential, and the Coulomb potential to the lowest
energy LC states obtained in the MS model. The nuclear contribution consists of 2-body (V2B) and 3-body (V3B) potential
energies. Panels (a), (b), (c), (d), and (e) show Lpi = 0+, 2+, 4+, 6+, and 8+ cases, respectively.
TABLE II. Energies, given in units of MeV, of the lowest
LC states from 4α threshold predicted in the MH model and
the contributions from the kinetic (K.E.), two-body poten-
tial (V2B), three-body potential (V3B), and Coulomb poten-
tial (VC) energies. The rms radius of
16O is estimated as√
r2rms + 1.4552 by taking into account the finite size of the
α-particle.
Lpi E K.E. V2B V3B VC rrms (fm) δ2
0+ 18.46 28.17 −9.62 −8.54 8.46 3.47 0
2+ 19.31 28.08 −10.24 −6.59 8.07 3.67 −0.554
4+ 20.82 28.05 −10.69 −4.00 7.45 4.03 −0.709
6+ 22.72 28.21 −10.27 −2.03 6.81 4.43 −0.783
energy should play a primary role in forming the L(L+1)
pattern.
Table II lists the δ2 value (42) as well. The limiting
value of δ2 with the CG is −2L/(2L + 3), as shown in
Appendix E. The MH model gives δ2 close to that limit
for each L+ state, indicating a large quadrupole deforma-
tion. Assuming 〈x2〉 = 〈y2〉 valid for an axial symmetric
shape, the calculated δ2 value suggests the ratio of the
major radius to the minor radius of the LC state as√〈y2〉√〈z2〉 =
√
2− δ2
2(1 + δ2)
≈ 1.69, 2.16, 2.53 (53)
for L = 2, 4, 6, respectively. Note that the ratio ap-
proaches
√
L+ 1 in the limit of δ2 → −2L/(2L+ 3). If
we assume the obtained LC state to have such intrin-
sic density that is constant inside an axially symmetric
spheroid with the quadrupole deformation parameter β,
we may estimate β from the following equation
√〈y2〉√〈z2〉 = 1 +
√
5
16π2β
1−
√
5
16πβ
. (54)
The resulting values of β are respectively 0.59, 0.88, 1.07
for L = 2, 4, 6, indicating very large deformation.
The CG is based on a spherical representation and in-
cludes no explicit deformation parameters. Nevertheless
the resulting wave functions are found to represent very
large deformation. This is primarily made possible by
the use of very large K values. A usual approach is to
explicitly include some parameters relevant to the defor-
mation. For instance, it is shown in Ref. [26] that the
LC state has very large overlap with the rotating state
projected from the intrinsically deformed configuration
e−
ν
2R
2
x− ν
′
2 R
2
y− ν2R2z , (55)
where R2x and R
2
y are defined in exactly the same way
as R2z, and ν
′ is taken much smaller than ν, typically
0.027 fm−2, to embody the shape elongated along the y
direction. Note that Eq. (55) is obtained by deforming
the hyperradial Gaussian, e−
ν
2R
2
= e−
ν
2 ρ˜Λρ.
The excitation energies of the LC states obtained by
several models are compared in Fig. 5. Except for Brink’s
α-cluster model result [48], the bandhead of the LC states
is predicted to be much higher than that speculated in
Ref. [17] and targeted experimentally [19, 21]. Our band-
head energy (the open circle) is close to that estimated
by a generator coordinate approach using the Skyrme-
Hartree-Fock (HF)+BCS model [49] and falls between
those energies calculated by a covariant density func-
tional calculation [25] and a generator coordinate treat-
ment of the Brink’s wave functions [26]. Our result is
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FIG. 5. Comparison of the excitation energies of the 4α LC
states as a function of L(L + 1). Open circles and crosses
denote the lowest and the second lowest LC states obtained
in the MH model. Data are taken from Yao [25], Suhara [26],
Bender [49], and Bauhoff [48].
very satisfactory in view of the phenomenological treat-
ment of the Hamiltonian. In contrast to a cranked HF
calculation [24] that reports the stabilized LC states with
L =13 -18, our calculation finds no local energy minima
at the LC configurations rotating with such high angular
momenta, consistently with Refs. [25, 26]. The second
lowest LC states of our calculation are drawn by crosses
in the figure. They are in fair agreement with the result
of Ref. [26].
V. CONCLUSIONS
The single-particle wave function that is angular-
momentum projected from the Gaussian wave packet
provides spatially localized configurations. We have
shown that the linear-chain configuration projected from
a product of the Gaussian wave packets can be to high ac-
curacy approximated by the correlated Gaussians if their
parameters A, u and K are chosen under the condition
developed here. Although the correlated Gaussians have
been known for the last twenty years, a particular choice
of K has led to those configurations which have strongly
deformed intrinsic shape but nevertheless are eigenfunc-
tions of the angular momentum.
The present formulation makes it possible to perform
calculations of variation-after-projection type. Combined
with the advantage that the needed matrix elements can
be analytically obtained with the correlated Gaussians,
we have studied a system of four α-particles in order to
examine possible existence of the linear-chain states in
16O. The two-α and three-α phenomenological potentials
are set to reproduce the ground state and the first excited
2+ state of 12C reasonably well. The energies of the chain
configurations are calculated as a function of the angular
momentum as well as the size of the four-α system. The
full calculation taking into account the vibration of the
α-particles and the extension of the chain length finds
the possibility of the chain states with 0+, 2+, and 4+.
The case with 6+ may be marginal, and no possibility of
chain states is observed for J ≥ 8. The bandhead energy
of the chain states is about 33MeV from the ground state
of 16O. Though those chain states are found to follow
a rotational sequence of J(J + 1), its physical aspect is
significantly different from the case of an ideal rigid-body
rotation. The combined effect of the long-range pieces of
the Hamiltonian is mainly responsible for its pattern.
One of the important issues is the stability of the lin-
ear chain state. To discuss the stability, one has to take
account of the coupling of the linear chain configura-
tions with other more general configurations. We have
to prepare various configurations and to perform calcu-
lations that include them together with the linear chain
states. Those configurations can be expressed by the cor-
related Gaussians that are specified by flexible parame-
ters, A, u,K. A work along this direction is interesting
and will be reported elsewhere.
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Appendix A: Glossary of acronyms
Acronym Full word First occurrence
CG correlated Gaussian Eq. (3)
c.m. center-of-mass Sec. III A
GWP Gaussian wave packet Eq. (1)
HO harmonic-oscillator Sec. II A
LC linear-chain Sec. I
LPG locally peaked Gaussian Eq. (2)
MH mixed H Sec. IVD
MS mixed S Sec. IVD
rms root-mean-square Sec. IVC
SG shifted-Gaussian Eq. (6)
sp single-particle Sec. I
SS single S Sec. IVD
VAP variation after projection Sec. III C
VBP variation before projection Sec. III C
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Appendix B: Glossary of symbols
Symbol Definition
Gκ
(
Γ(κ+ 32 )
2
√
π
) 1
2
γKK′L(x)
∑min(K,K′)
n=0
K!K′! Γ(L+ 32 )
n! (K−n)! (K′−n)! Γ(n+L+ 32 )
xn
N uAKL 1(2K+2L+1)!!
√
4π(2L+1)!!
γKKL(1)
(
detA
πN−1
) 3
4
×
(
1
2 u˜A
−1u
)− 2K+L2
GKL(y, z)
π
1
4√
2γKKL(1)
∑K
n=0
K!
√
Γ(L+ 32 ) y
K−n ( z2 )
2n+L
n! (K−n)! Γ(n+L+ 32 )
bl(x)
(
il(x) e
−x) 12
Ol(νs, ak)
1
2
(
η
2
) l
2
(
2a
ν+a
)k(
2
√
νa
ν+a
)l+ 32 Γ(k+l+ 32 )
bl(η)Γ(l+
3
2 )G2k+l
where η = 12νs
2
BKL
4π(2K+L)!
(2K)!! (2K+2L+1)!!
g(α, e;u,A,ρ) exp
(− 12 ρ˜Aρ+ αe · (u˜ρ))
Here Γ is the gamma function.
Appendix C: Function zil+1(z)/il(z)
As seen in Eqs. (11) and (28), the function fz(l) =
zil+1(z)/il(z) appears in the matrix elements involving
the angular-momentum projected GWP. Figure 6 plots
fz(l) for some values of z. We find numerically that the
following inequality holds:
fz(l) ≥
√(
l +
3
2
)2
+ z2 − l − 3
2
. (C1)
Actually the right-hand side of the inequality is a good
approximation to fz(l). The relative error becomes
largest at l = 0 for any z, and its maximum relative
error becomes largest, about 8%, at z ≈ 3. Note that
fz(l) ≈ z2/(2l + 3) for z ≪ l, while fz(l) ≈ z − l − 32 for
z ≫ l.
If a rigid-body approximation works well, we expect
that the rms radius is constant and the kinetic energy is
proportional to l(l+1). This is translated to the following
behavior of fz(l): fz(l) + l+ z is l-independent, whereas
fz(l) + l− z is proportional to l(l+ 1). Numerical check
indicates that this expectation very much depends on z.
For z = 20, the rigid-body approximation is reasonable
up to l = 20. With increasing z the approximation works
better up to larger l. E.g., with z = 40, the approxima-
tion works well up to about l = 40, and with z = 60 it
significantly improves.
 0.01
 0.1
 1
 10
 100
 1000
 0  5  10  15  20  25  30
f z(
l)
l
z=1
z=5
z=10
z=50
z=100
z=200
z=300
FIG. 6. Plots of fz(l) as a function of l for some values of z.
Appendix D: Matrix element of ρ˜Ωρ
The operator ρ˜Ωρ is scalar and quadratic in ρ, where
the matrix Ω may not be necessarily symmetric. We
obtain its matrix element between the CGs following the
procedure of Ref. [8]:
〈fuAKLM |ρ˜Ωρ|fvBK′LM 〉 =
N uAKLN vBK′L
BKLBK′L
×
∫ ∫
de de′Y ∗LM (eˆ)YLM (eˆ′)
( d2K+L+2K′+L
dα2K+Ldα′2K′+L
× 〈g(α, e;u,A,ρ)|ρ˜Ωρ|g(α′, e′; v,B,ρ)〉
)
α=α′=0
.
(D1)
The matrix element between the generating functions
reads
〈g(α, e;u,A,ρ)|ρ˜Ωρ|g(α′, e′; v,B,ρ)〉
=
(πN−1
detC
) 3
2
epα
2+p′α′2+qαα′e·e′
×
[
3R(Ω) + P (Ω)α2 + P ′(Ω)α′2 +Q(Ω)αα′e · e′
]
,
(D2)
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where C = 12 (A+B) and the various coefficients are
p =
1
4
u˜C−1u, p′ =
1
4
v˜C−1v,
q =
1
4
(u˜C−1v + v˜C−1u),
P (Ω) =
1
4
u˜C−1ΩC−1u, P ′(Ω) =
1
4
v˜C−1ΩC−1v,
Q(Ω) =
1
4
(u˜C−1ΩC−1v + v˜C−1ΩC−1u),
R(Ω) =
1
2
TrC−1Ω. (D3)
Performing the differentiation and integration in
Eq. (D1) leads to the following result:
〈fuAKLM |ρ˜Ωρ|fvBK′LM 〉
=
1√
γKKL(1)γK′K′L(1)
t¯
L
2
×
(√detAB
detC
) 3
2
( u˜C−1u
u˜A−1u
)K( v˜C−1v
v˜B−1v
)K′
×
min(K,K′)∑
n=0
K!K ′! Γ(L+ 32 )
n! (K − n)! (K ′ − n)! Γ(n+ L+ 32 )
tn
×
[
3R(Ω) + (K − n)P (Ω)
p
+ (K ′ − n)P
′(Ω)
p′
+ (L+ 2n)
Q(Ω)
q
]
, (D4)
where
t =
(u˜C−1v)2
(u˜C−1u)(v˜C−1v)
, t¯ =
(u˜C−1v)2
(u˜A−1u)(v˜B−1v)
. (D5)
The diagonal matrix element takes a simple form:
〈fuAKLM |ρ˜Ωρ|fuAKLM 〉
=
3
2
TrA−1Ω+ (2K + L)
u˜A−1ΩA−1u
u˜A−1u
. (D6)
The matrix element of r2ij is obtained by putting Ω =
ω(ij)ω˜(ij). The formula (32) for R2 is obtained by re-
placing Ω with Λ in the above equation.
In some cases one may want to calculate the mean
deviation of r2ij from its mean value, i.e., 〈(r2ij−D2ij)2〉 =
〈r4ij〉 −D4ij . It is calculated by using the approximation
〈fuAKLM |e−ǫρ˜Ωρ|fuAKLM 〉 ≈ 1− ǫD2ij +
ǫ2
2
〈r4ij〉+ . . . .
(D7)
The left-hand side of this equation is nothing but the ex-
pectation value of the Gaussian-type potential. By tak-
ing small ǫ value, 〈r4ij〉 is easily obtained.
Appendix E: Matrix element of quadrupole moments
We consider the matrix element
〈fuAKLM |R2z |fvBK′LM 〉 = 〈fuAKLM |ζ˜Λζ|fvBK′LM 〉, (E1)
where ζ = (ζi) is the (N − 1)-dimensional column vector
comprising the z component of ρi. Although we need the
case with M = L, we here work out for a general case.
The basic step for calculating the matrix element is the
same as that of ρ˜Λρ. The matrix element between the
generating functions is easily obtained because they are
factorized in x, y, z components:
〈g(α, e;u,A,ρ)|ζ˜Λζ|g(α′, e′; v,B,ρ〉
=
(πN−1
detC
) 3
2
epα
2+p′α′2+qαα′e·e′
×
[
R(Λ) + P (Λ)α2e2z + P
′(Λ)α′2e′2z +Q(Λ)αα
′eze′z
]
,
(E2)
where ez is the z component of the unit vector e, ez =√
4π/3Y10(eˆ), and likewise e
′
z =
√
4π/3Y10(eˆ′). The ma-
trix element (E2) takes a form similar to that of Eq. (D2),
but because of the difference in the tensor character of
ζ˜Λζ, it contains explicit dependence on ez and e
′
z as well.
The manipulation needed to obtain the desired matrix
element thus involves a slightly lengthy procedure com-
pared to the case of ρ˜Λρ, leading to the following result:
〈fuAKLM |ζ˜Λζ|fvBK′LM 〉
=
1√
γKKL(1)γK′K′L(1)
t¯
L
2
×
(√detAB
detC
) 3
2
( u˜C−1u
u˜A−1u
)K( v˜C−1v
v˜B−1v
)K′
×
min(K,K′)∑
n=0
K!K ′! Γ(L+ 32 )
n! (K − n)! (K ′ − n)! Γ(n+ L+ 32 )
tn
×
[
R(Λ) + (K − n)P (Λ)
p
c
(0)
LM + (K
′ − n)P
′(Λ)
p′
c
(0)
LM
+
Q(Λ)
q
c
(1)
nLM
]
, (E3)
where
c
(0)
LM =
1
2L+ 3
+
2(L2 −M2)
(2L− 1)(2L+ 3) ,
c
(1)
nLM = 2nc
(0)
LM +
L2 −M2
2L− 1 . (E4)
The diagonal matrix element with M = L reads
〈fuAKLL|ζ˜Λζ|fuAKLL〉
=
1
2
TrA−1Λ +
2K
2L+ 3
u˜A−1ΛA−1u
u˜A−1u
, (E5)
and therefore δ2 defined by Eq. (42) is found to be
δ2 = − 2L
2L+ 3
2K + L+ 32
2K + L+ 32κ
(E6)
with
κ =
u˜A−1u
u˜A−1ΛA−1u
TrA−1Λ. (E7)
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For the choice of A = aνΛ, Eq. (34), used to approximate
the LC configuration with the CG, κ reduces to N − 1
independent of u. Then δ2 approaches −2L/(2L+ 3) in
the limit of K →∞.
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