Introduction
Euclid gave the first proof that there are infinitely many prime numbers more than 2000 years ago. His proof relied on the observation that if p 1 , · · · , p n are all prime numbers, then p i does not divide Q := ( n i=1 p i ) + 1 and thus we can find a new prime among the prime factors of Q. Therefore, P, the set of prime numbers, must be infinite. Since then, many proofs have been given for this fact using techniques from a wide range of mathematics such as analysis, information theory, and even topology. We refer the reader to [1, 3] for a collection of such proofs.
Aside from Euclid's proof, perhaps the most well-known approach is Euler's proof that, because the series p∈P 1 p diverges to infinity, the set of primes must be infinite (or else the sum would just be a finite rational number). Euler did not rigorously justify this proof, but future authors polished his argument. For a discussion on Euler's proof, see [2] .
Here we offer a proof of the infinitude of primes in the spirit of Euler's approach; we prove the divergence of the series
which implies P is infinite in much the same way. In fact, because
for all primes p ≥ 3, the divergence of the sum of the reciprocals of log(p) follows immediately from Euler's proof. Instead on relying on Euler's proof, we use generating functions and tools from calculus to show that (1) diverges which implies that P is infinite. Specifically, we will prove the following theorem.
Theorem 1 (Main Theorem). The following inequality holds for sufficiently large n:
A corollary of Theorem 1 will be that there are infinitely many primes. We note that the estimate p≤n
= Ω(log(n)) is very weak. In particular, using the prime number theorem, which states that the number of primes less than x is asymptotically x log(x) [3, 4] , we can actually prove the stronger estimate
which we will not show here. Even though our approach yields much weaker results, our proof highlights the usefulness of generating functions and only uses elementary calculus. We now proceed to prove our main theorem.
Proof of Main Theorem
Proof: Recall that p to denotes a prime number. We will be working with the following series.
which converges for 0 ≤ x < 1. The Fundamental Theorem of Arithmetic tells us that every integer less than or equal to n can only use primes less than or equal to n in its prime factorization. This gives us the following inequality:
Now let
Inequality (2) gives us
and therefore,
Exchanging the sum and the integral (since our sum is finite) in the left hand side of Inequality (3) gives us
We now make the substitution y = x log(p) .
Recall the well known identity
which follows from the Taylor expansion of log(1−y) y and using the fact that
. Thus,
Since log(x) = o(x), we can check that
is monotonically decreasing over the interval [0, ∞) for n ≥ 2. Therefore, we can bound the integral in the right hand side of Inequality (4) using the right endpoint rule. (See Figure 1. ) This gives us
where
We will now bound the term log n j=1 j −k . Let ζ(k) denote the Riemann zeta function defined for s ∈ C by the sum
Using the results of Equations (5) and (6) in our computation of the integral of f n (x) tells us 
