Abstract-The jointly optimum multiuser noncoherent detector for DPSK modulation over the generalized diversity Rayleigh fading (GDRF) channel is derived and analyzed.
I. INTRODUCTION
IFFERENTIAL phase shift keying (DPSK) is an especially attractive modulation scheme for multiuser communications, because in many applications the users are mobile and thus their channels keep changing. DPSK avoids the expense of elaborate channel estimation and tracking algorithms necessary for coherent demodulation, because one does not have to estimate the channel parameters: the information is encoded in the phase difference between two successive symbol transmissions. In this work, neither the instantaneous phase nor the envelope of the users' channels are assumed to be known at the receiver. Due to the differential encoding, it is usually required for DPSK that the fading coefficients stay constant over two successive symbol intervals. Channels where such an assumption is valid will be referred to as slowly fading channels. However, fast fading channels are also considered where we define fast fading to mean that the fading parameters are allowed to vary from one symbol interval to the next (but not within a symbol interval). The slow fading assumption holds for lower vehicular speeds and/or higher data rates and/or higher carrier frequencies when compared to the fast fading channel.
The mobility of the users in a scattering environment induces fading, which severely affects the bit error rate of both, coherent and noncoherent communications. To combat fading, diversity is a commonly used technique. While optimum (maximal ratio) combining is well-known for coherent communications and has also been specified in the context of optimum multiuser detection [1, 2] , the optimum noncoherent combination of several diversity branches for DPSK modulation has been considered only recently [3] for the single-user channel. The resulting optimum single-user user receiver was shown to obtain substantial gains over the standard equal-gain combining strategy [4] . It was also applied to an effective single-user channel obtained after projecting out (or decorrelating) interfering users, where it was seen to be superior to previous approaches that are based on decorrelating and equal-gain combining [5] [6] [7] . [8] proposes several sub-optimum receivers (including the LMMSE receiver) which however are out-performed by the detector of [3] . In all comparisons, the lack of a fundamental performance bound, to which the various approaches can be compared to, is apparent. This paper presents the (jointly) optimum multiuser DPSK detector in generalized diversity Rayleigh fading (GDRF) and rigorously analyzes it, providing a benchmark for the sub-optimum approaches. Furthermore, the fundamental limitations of DPSK modulation for multiuser communications are revealed through the exact calculation of the asymptotic efficiency and near-far resistance [2] .
Optimum multiuser DPSK modulation is also considered in [9] and [10] but in contrast to our presentation these references assume that the envelope of the fading coefficients is known (i.e. it has to be estimated) and the uncertainty is only in the phase. More specifically, [9] considers an asynchronous multiuser channel and reduces it to a single-user channel by the standard Gaussian approximation; [10] considers the synchronous problem and derives the jointly optimum detector and various sub-optimum approaches for the case of known envelopes but contains no results on performance analysis. Under the white Gaussian noise background regime, [11, 12] derive the optimum (bi-) linear multiuser detectors for the synchronous and asynchronous channel, respectively, and [13, 14] introduce multistage receivers for these settings.
II. THE GENERALIZED DIVERSITY RAYLEIGH FADING (GDRF) CHANNEL
In this section the discrete-time model for the multiuser generalized diversity Rayleigh fading channel (GDRF) is developed. It allows for inter-diversity fading correlation, interdiversity signal correlation, and inter-user signal correlations and applies to variety of diversity situations [3] . It handles Ë receive antennas and Ä Û waveform diversity channels (mul-tipath, frequency diversity, or others). The total diversity order is Ä Ë Ä Û .
Our presentation of the Ã-user GDRF channel draws heavily on the single-user channel presented in [3] . Extending the single-user discrete-time model [3, eq. (6) In this section we briefly visit known suboptimum detectors for noncoherent multiuser DPSK detection in GDRF channels and introduce the optimum, maximum likelihood detector. Previous approaches are mostly of the post-decorrelative type, i.e., the multiuser channel is simplified to an effective single-user channel by decorrelating the users. Although it is well-known that decorrelation is a sub-optimum procedure (cf. [1] ), the notion of optimum multiuser DPSK detection in GDRF channels has only been introduced in a conference version of this paper [16] . Moreover, it is only recently that even the single-user optimum detection problem was solved ( [3] ). Hence, we revisit the derivation of the optimum multiuser detector of [16] in more detail in Section III-B; it assumes Rayleigh fading and knowledge of the users' SNRs as well as of the fading statistics (but not of the realizations of the channel fading information vector).
A. Post-Decorrelative Approaches
For the single-user, independently and identically fading diversity channel (¦´¼µ Á) the ad-hoc solution to DPSK reception is to combine the decision statistics of all branches by weighting them equally [4] . (It was shown in [3] that this adhoc solution corresponds to the GLRT detector presented in that paper). In [5, 6] , and [7] the idea of equal-gain combining is applied to the multiuser decorrelated statistics 2 Þ´Òµ Ê ½ Õ´Òµ (6) The decision for each user is solely based on its corresponding decorrelated statistics, thereby neglecting the noise correlation. Hence, the decorrelating equal-gain combiner (D-EGC) for the first user can be formulated as
where ½ ¾ is the first user's data symbol in the zeroth symbol interval. The same decision rule may be written in the effec-
where Ê ½ is the upper-left Ä ¢Ä block of Ê ½ . The last form of the decision rule is convenient for the performance analysis: Since all decision rules presented in this work can be expressed in such a quadratic form, the general, unified error probability analysis of [17] can be applied to each one of them. Note that the D-EGC neither accounts for inter-diversity branch correlation, nor fading paths with different signal strengths, nor for the noise correlation through the inter-diversity and inter-user signal correlation.
Rather than applying the decorrelating operation and equalgain combining the decorrelated decision statistics, the singleuser detection problem is systematically approached in [3] . A rigorous problem formulation therein leads to the singleuser generalized likelihood ratio test (SU-GLRT) and minimum probability of error (SU-MEP) detector. Both of them by far out-perform the D-EGC. Having obtained the single-user MEP and GLRT detectors, it is straightforward to apply them to the effective single-user channel in a multiuser setting. For future reference we will refer to them in the multiuser context as the decorrelating single-user GLRT (D-SU-GLRT) and MEP (D-SU-MEP) detectors.
¾ In a single-user channel with inter-diversity signal correlations those papers also propose decorrelating the user's diversity signals and equal-gain combining.
B. The Minimum Error Probability Detector
The minimum error probability (MEP) detector minimizes the probability of error in the joint detection of all Ã users. Once the transmission model is specified, it results from a standard maximum likelihood derivation. We assume that the statistics of the fading parameters, i.e., the covariance matrices ¦´Ò Ñµ, and the users' individual signal strengths, i.e., the Û ( and ª, respectively) are known at the receiver. Consequently the observations Õ given the data symbols are AE´¼ Ã Õ À µ distributed and since all hypotheses are assumed equally likely the MEP detector is simplÿ
where we define for any matrix Å Ø´Åµ. In contrast to the single-user case, the MEP decision rule for the multiuser GDRF channel is not independent of the determinant of Ã Õ À .
It is convenient to state the decision rule not in the deci- 
C. Generalized Likelihood Ratio Test (GLRT)
The MEP requires statistical knowledge of the fading correlations and the users' average energies. The estimation of these quantities can be circumvented through a generalized likelihood ratio test (GLRT) based approach. The multiuser GLRT was introduced for the noncoherent detection of DPSK in [16] and for general nonlinear multipulse modulation (NMM) in [18] . It maximizes the likelihood of the observations first over the unknown fading parameters ´ ½µ ´¼µ (assuming slow fading) and subsequently over the information symbols . For DPSK and our notation the result is
The GLRT receiver is exponentially complex in the number of users, as is the MEP. Examples in [16] demonstrate that it can suffer a performance loss of ¾ to ¿ dB relative to the MEP. Since in this paper we are concerned with analysis of optimum DPSK detection in Rayleigh fading, we do not consider the GLRT. Note however, that it may be analyzed using similar methods applied here to the MEP. Moreover, since the GLRT does not incorporate any assumptions about the fading distribution, it may be expected to perform well under a variety of fading conditions.
IV. PERFORMANCE ANALYSIS
In this section the performance of the detectors presented in Section III is examined. To this end, lower and upper bounds on the bit error rate (BER) of the multiuser MEP detector are derived in Section IV-A. The analysis also applies to the decorrelating-type detectors with the simplification that the bounds coincide. For the multiuser MEP, the asymptotic (high SNR) convergence of the upper bound to the lower bound in slowly fading channels is proved in Section IV-B using the unified general analysis of [17] . The convergence of the bounds enables us to obtain exact formulas for the asymptotic efficiency and the near-far resistance of the detectors. For fast fading channels, the error floor is bounded from below and above. For simplicity, we restrict attention to binary modulation for both slow and fast fading. Without loss of generality, all performance measures are obtained for the first user.
A. Bounds on Bit Error Rate
The upper bound on the error probability of user one is derived by invoking a union bound and the lower bound by only considering the single error events, i.e., events for which there occurs an error for user one only. To derive these bounds we first consider the so-called pairwise error probability ÈÖ AE AE , the probability that the decision statistic AE corresponding to hypothesis is smaller than the decision statistic AE of the true hypotheses À . This probability can be expressed as the probability that a quadratic form in the decision variables Õ is smaller than some constant. The cumulative distribution function of such a quadratic form is for example derived in [17] .
All introduced detectors can be expressed in the general form
where AE is implicitly defined. For the MEP detector the decision statistics Ü Þ, Ã ½ Þ À , and
For the other approaches similar assignments can be made. In the remainder of this section we express everything in terms of , , and the covariance matrix Ã Ü À of the decision statistics Ü. Since ÈÖ AE AE is the probability that the decision statistic Ü Ý Ü· is smaller than Ü Ý Ü· given À is the true hypothesis, we can apply the results of [17, Proposition 1] and obtain the pairwise error probabilities through residues.
With the latter we union bound È À , the error probability of user one conditioned on hypothesis À . Computing È À precisely would require the evaluation of the probability of the union of all ¾ Ã ½ possible events AE AE with and such that the first user's bit in hypotheses À and À differs. This probability is upper bounded by the sum of the probabilities of those error events so that the first user's error probability can be bounded by
ÈÖ AE AE (13) where denotes the th user's data symbol corresponding to hypothesis À .
A lower bound on the first user's error probability is simply obtained by averaging over all ¾ Ã pairwise error probabilities whose corresponding data symbols differ only for the first user, so that
B. Asymptotic Error Rate Analysis
In [17] a unified asymptotic analysis of quadratic receives in Rayleigh fading channels is presented. In the multiuser context, such an analysis was applied for the first time to a problem similar to the one at hand arising in the error probability analysis of noncoherent multiuser detection for nonlinear modulation [19] . In the case considered here, we will find likewise that the bounds on the error probability converge asymptotically for high SNR in the case of slow fading. However, the results of [17] greatly simplify this task when compared to [19] , because we merely have to find the asymptotic eigenvalues of certain matrices.
For fast fading we bound the error floor from below and above; numerical examples show that these bounds are tight. To this end, we will first state some definitions and then reveal the results of the asymptotic analysis for the MEP detector in several sections.
First the behavior of the constant is examined in Section IV-B.1: for slow fading it approaches a constant for increasing SNR, and it becomes zero for fast fading.
In Section IV-B.2, the non-zero asymptotic eigenvalues of are found as the SNR approaches infinity. For slow fading Ä of the asymptotic eigenvalues are positive and linear in , and the eigenvalue minus unity is repeated Ä times (where is the number of errors in an error event). For fast fading Ä eigenvalues approach a positive constant and Ä eigenvalues a negative constant. The results of these sections combined with [17, Proposition 2] allow us to obtain the asymptotic bit error rate (BER) formulas for slow fading and bounds on the error floor for fast fading, respectively, in Section IV-B.3. Finally, we specify the asymptotic efficiency and and near-far resistance of the multiuser MEP detector in Section IV-B.4 for slow fading.
For the remaining analysis we will just consider hypotheses À , À whose corresponding vectors of data symbols have the following structure to the corresponding submatrix of the expression in brackets according to this partitioning. Depending on the error event, one or more dimensions of a block in this partitioning might be zero. For consistency, we define the determinant of an empty matrix (dimension zero for a row or a column or both) to be unity and the product of empty matrices to be an empty matrix again.
However, note that we defined in Section II the matrices Ê Ð and ¦ Ð´Ò µ as the Ä ¢ Ä submatrices of Ê and ¦´Òµ, respectively. Consequently, a submatrix of Ê according to the partitioning introduced here is written as, for example, Ê ½½ and is not to be confused with Ê ½½ , which is always the upper-left Ä ¢Ä submatrix of Ê. For the analysis to come it will be crucial that the upper left block of is equal to its lower right block (
and that its upper right block is equal to its lower left one ( power spectrum density given by Jakes's model [20] . Note that the choice ½ corresponds to the slowly fading case.
ÙÖ ÐÐ

B.1 Asymptotic Analysis of the Determinant Ratio
Proposition 1 (Limit of the logarithm of the determinant ratio) The limit of the logarithm of the determinant ratio is independent of the interfering users' signal strengths.
For slow fading it can be stated as 
where É Ế¦´¼µªµ ½ ª ½ ¦ ½´¼ µÉ (20) Since the determinant of a product of matrices is equal to the product of the determinants and Ã Þ À can be written in a similar manner, we obtain
which allows to reduce the problem to finding the determinants of the matrices Å and Å .
Consider fast fading. We find the limit of the determinant of Å by applying equation (18) as
Note that according to our fast fading assumptions, is unequal plus or minus unity. With these limits, it is not hard to see that the determinants of Å and Å are equal (as and differ in the sign of some elements, but are added and subtracted for the calculation of both determinants), and hence their ratio is one, and we obtain 
The first determinant can be approximated 3 by 
For the remaining analysis, we have to distinguish between fast and slow fading. Consider slow fading, i.e., ½, which allows us to sim-
where £ indicates non-zero matrix elements that are of no interest for the eigenvalues (since they do not depend on ) and we make use of the properties of É and ÉÉ ½ given in the appendix. As 
where we simplified to because only the number of errors matters and not their position. 4 There is a typo in [3] : should be equal to instead of the given expression. With this correction, the results can be seen to coincide for the single-user case. where is defined in the proposition. As is independent of the SNR (and hence ), the probability of a single error event ( ½) dominates the union bound on the error probability.
Hence, one can neglect all terms with ½ in the calculation of the union bound and is left with the same expression for the upper bound as for the lower bound. The asymptotic expression of the error probability comes arbitrarily close to the true error probability, i.e,
½ we have ª ½½ Á Ä (or ª ¾¾ Á Ä ) and ¦´¼µ ½½ ¦ ½½´¼ µ (or ¦´¼µ ¾¾ ¦ ½½´¼ µ), which is exploited to simplify the asymptotic expression.
Consider fast fading. For fast fading, one inserts the eigenvalues found in Proposition 2 into the definitions of the bounds.
Hence, the characteristic function has two poles of multiplicity Ä. The poles (corresponding to eigenvalues of ) merely depend on the number of errors and not on which users are detected erroneously. There are Ã ½ ½ possible error events for errors within Ã users, when an error for the first user must occur. This allows us to replace the sum over by a sum over the number of errors and the binomial coefficient. Example: Two-User Asymptotic Error Probability
Let the two-user signal correlation matrix Ê be defined as
The four hypotheses one has to average over yield only two different values for and . Exploiting that and writing the inverse É in terms of blocks of Ê, allows us to state the asymptotic probability with the single constant
which is greater or equal than zero. So we write the asymptotic error probability succinctly as
Generally, when the two users signals are correlated (and hence
Ê ½½ ), the asymptotic two-user error probability is larger than the single user asymptotic error rate:
¼ in the summation yields the single user asymptotic error rate. As the terms for ¼ are all positive, the two-user asymptotic error rate is larger than the single user's rate. Consequently, the asymptotic efficiency of DPSK in GDRF channels will not be unity as it is in the case of coherent BPSK modulation [1, Proposition 2].
B.4 Asymptotic Efficiency and Near-Far Resistance
Asymptotic efficiency is a performance measure that captures the performance degradation of a specific user due to interfering users in the limit of SNR ½ ( [1, 2] ).
Since for fast fading the BER reaches an error floor, the definition of asymptotic efficiency as given in [1, 2] cannot be applied to this case. Hence, we only give the asymptotic efficiency for slow fading and discuss a two user example.
Proposition 4: The asymptotic efficiency of the multiuser MEP detector is
and coincides with the near-far resistance. Proof: As we obtained an expression for the multiuser asymptotic BER for the MEP in the previous section (which easily specializes to the single-user channel), the asymptotic efficiency is straightforwardly calculated as given in the proposition. Furthermore, the multiuser asymptotic BER does not depend on the energies of the interfering users and hence the asymptotic efficiency coincides with the near-far-resistance.
Example: Two-User Asymptotic Efficiency For two users the above expressions simplify to
(25) where we specified in (23) in the example of the previous section, and we took out of the sum over the term with ¼ to demonstrate that the asymptotic efficiency is smaller than one. Note however that it is independent of the interfering users' energies and always larger than zero (hence the detector in near-far resistant).
V. NUMERICAL RESULTS
In this section we present numerical examples to illustrate our analytical findings. In Section V-A we consider slowly fading channels and in Section V-B fast fading channels. In both cases six users are considered who employ length-31 Gold-sequences.
The signal correlation matrix Ê is calculated as in [1] using the ISI mask described therein. For the decorrelating detectors the correlation matrix is the inverse of the upper left Ä¢Ä submatrix of the inverse of the multiuser correlation matrix Ê. There are four paths for each user (hence Ê is ¾ dimensional).
In the majority of our examples we will choose the four paths to fade independently but with unequal power distribution. The average relative power of each fading path is chosen according to the simplified GSM 'urban' test profile. For simplicity we choose the ¦ ´¼µ equal for all users. Normalizing ¦ ´¼µ properly leads to ¦ ´¼µ
For the examples considering inter-diversity branch correla- A. Slow Fading Figure 1 compares all of the presented detectors for slow fading and equal energies of all users (Û Û ½ ½ ). Applying the single-user MEP detector to the decorrelated multiuser channel as proposed in [3] gives an improvement of 5dB over the adhoc decorrelating equal gain combining (D-EGC) detector of [5, 6] , and [7] . However, the multiuser MEP can improve significantly on the decorrelating approaches: in this example it out-performs the decorrelating single-user MEP (D-SU-MEP) detector by 6dB, and hence the D-EGC detector by 11dB. The upper bounds we obtained on the BER of the MEP detector converges to the lower bound, approaching the asymptote, as we found in our asymptotic analysis. The 2dB gap between the single-user and multiuser channel for MEP detection illustrates that the asymptotic efficiency of DPSK in GDRF channels is not equal to unity (cf. Section IV-B.4). The 3dB gap between optimum DPSK and optimum coherent BPSK modulation in singleuser GDRF channels can be observed in Figure 1 , because the asymptotic efficiency of coherent MEP detection is unity.
In Figure 2 the bounds are displayed for two fixed values of the first user's SNR over varying interfering users energyratios. The lower bound almost collapses for low SNRs with the SU-MEP. The looseness of the upper bound for weak interfering users can be traced back to the derivation of the asymptotic error rates, where we made use of the fact that ª Á for ½ (recall that ª contains the power ratios of all users relative to the first). When the power of the interfering users tends to zero, this will be true for increasing values of only. Since the multiuser MEP detector collapses to the single user MEP detector when the energy of the interfering users tends to zero, one might argue that the lower bound captures the true BER on the MEP and the upper bound is loose, because multiple error events in the union bound become more likely for weak interfering users. For strong interfering users the upper bound on the MEP detector becomes tighter, as the multiple error events in the union bound become less likely. The asymptote on the BER is not affected by the varying interfering users' energies, as expected from the analytical results.
So far we have only considered independent fading examples. Figure 3 shows the BERs achieved by the different detectors for a fixed SNR of 20dB as function of AE, the correlation within the diversity branches. (The same definition for the line-styles applies as in the previous figures. At 20dB the upper bound has already converged, it is not visible in the figure). Setting the fading correlation parameter AE to zero corresponds to independent fading and AE equal to one corresponds to fully correlated fading. For increasing AE the performance of all detectors degrades. For higher SNRs the same gaps to the optimum detectors show up as in the case of independent fading.
B. Fast Fading
For fast fading we have to choose the correlation matrix of the fading coefficients at time lag one, ¦´½µ. As we have restricted the analysis to ¦´½µ ¦´¼µ (cf. Section IV-B), we will only consider numerical examples with such a ¦´½µ. Recall that the fade rate is connected to the normalized Doppler bandwidth Ì by Â ¼´ Ì µ for fading with power spectrum density given by Jakes's model [20] . Ì has to be multiplied with the factor Ö ¾ ( is the speed of light, Ö ½ Ì the bit rate, and the carrier frequency) to obtain a corresponding velocity. 
VI. CONCLUSIONS
In this work we present a systematic approach to the problem of optimum multiuser noncoherent DPSK detection in generalized diversity Rayleigh fading (GDRF) channels. It extends the optimum single-user approach of [3] to the multiuser channel. With the exception of [3] , previous approaches to DPSK detection in diversity Rayleigh fading channels have so far been guided by the ad-hoc post-decorrelative equal-gain combining rule. [3] introduced the optimum detection approach for the single-user DPSK GDRF channel. Until now, when multiuser DPSK detection in GDRF channels has been considered, the single-user decision rules were applied to the decorrelated signals, i.e., in an effective single-user channel, suffering from noise-enhancement through the decorrelating operation. On the other hand, the multiuser MEP detector obtained here is the optimum strategy for the joint detection of all users in Rayleigh fading. It is the noncoherent maximal ratio combiner and requires knowledge about the fading statistics and the users' SNRs. A rigorous analysis of its error probability is undertaken and a lower and upper bound on its BER are derived. For slow fading, when the fading coefficients are essentially constant over two successive symbol intervals, the upper bound converges asymptotically to the lower bound. Hence, we can obtain an asymptotic BER and the asymptotic efficiency and show that the latter is in general smaller than unity. Moreover, the asymptotic efficiency turns out to coincide with the near-far resistance proving the near-far resistance of the MEP detector for slow fading. For fast fading an upper and a lower bound on the bit error floor are obtained.
APPENDIX PROPERTIES OF A DATA-SYMBOL-WEIGHTED SUM OF TWO MATRICES
In this appendix we present results for Å , Å defined in (16) , and the matrices ÅÅ ½ and ÅÅ ½ .
One easily finds Å and subsequently Å ½ through the application of a formula for the inverse of a ¾¢¾ block-partitioned matrix (cf. [21] ), where four blocks of the ¢ block-partitioned matrix Å make up one of the ¾ ¢ ¾ blocks. With these we 
