The post-Genomic Era is characterized by the proliferation of high-throughput platforms that allow the parallel study of a complete body of molecules in one single run of experiments (omic approach). Analysis and integration of omic data represent one of the most challenging frontiers for all the disciplines related to Systems Biology. From the computational perspective this requires, among others, the massive use of automated approaches in several steps of the complex analysis pipeline, often consisting of cascades of statistical tests. In this frame, the identification of statistical significance has been one of the early challenges in the handling of omic data and remains a critical step due to the multiple hypotheses testing issue, given the large number of hypotheses examined at one time. Two main approaches are currently used: p-values based on random permutation approaches and the False Discovery Rate. Both give meaningful and important results, however they suffer respectively from being computationally heavy -due to the large number of data that has to be generated-, or extremely flexible with respect to the definition of the significance threshold, leading to difficulties in standardization. We present here a complementary/alternative approach to these current ones and discuss performances and limitations.
INTRODUCTION
In recent times high-throughput devices for genomewide analyses have greatly increased in size, scope and type. In the post-Genomic Era, several solutions have been devised to extend the successful approach adopted for gene expression analyses with microarray technology to other bodies of data such as proteomes, DNA copy number, single nucleotide polymorphisms, promoter sites and many more . These data supports, and notably their integration, represent the future of molecular biology; for this reason the elucidation and definition of tools and methods suited to handle the data produced by these high-throughput devices is of great importance.
Early methods for such analyses were mainly dealing with gene expression data, their goal being to extract items that appear to have coherent trends among themselves (in this context commonly called unsupervised methods) or with respect to external features, such as clinical markers (supervised methods). Both types of approaches have been used for example for the classification of subtypes of poorly understood diseases with unpredictable outcomes (Ramaswamy et al., 2003; Lapointe et al., 2004) . Currently, other approaches, that take advantage of larger and diverse sources of information are being devised to address questions of varying complexity in different areas of research rooted in molecular biology. These methods cover a broad variety of applications, from the study of complex hereditary diseases (Rossi et al., 2006) to the identification of radiological traits' surrogate markers (the molecular origin of a clinical trait) for enabling non-invasive personalized medicine (Segal et al., 2007) . Overall, besides the variety and complexity of the analyses and methods adopted, some invariants can be identified. The most common atomic step is the identification on the large scale of similarities or associations among molecular behaviors. Such association measures consist for example of scores that evaluate similarities across several samples of genes' expression profiles, or genetic coherence in genes copy number or deletion, and more. Coherence among expression profiles and other association measures can be assessed by means of statistical techniques, namely, by computing a measure of trend similarity (test score, θ) and evaluating the likelihood of this measure to occur by chance (α-level or p-value) . The test score is then assumed to be either a measure of actual similarity or only a random effect, based on the value of the associated p-value. The p-value represents the probability of being wrong when assuming that the score represents an actual similarity. This error (type I error) can happen for non-extreme values of the test θ that are difficult to classify as good or bad and results in erroneously refuting the null hypothesis (H 0 : θ = 0) which assumes that there is no relationship, when actual facts show that the items are tightly related. The scientific community typically assumes to be meaningful (i.e. statistically significant) test scores that are coupled to p-values lower or equal to one of the following nominal p-values: 0.05, 0.01, 0.001. These values represent the probability of committing typeI errors. Given these definitions, the highly dimensional nature of genome-wide data has posed problems and challenges to conventional biostatistical approaches. Indeed, when performing in parallel such a large number of tests, typeI errors inherently rise in number, since over a large number of items, the possibility of faults increases. For this reason, p-values need to be readjusted in a more conservative way, accounting for the so called multiple hypothesis testing issue. The most classical technique to account for this problem is the Bonferroni correction (R.R. Sokal and F.J.Rohlf, 2003) that simply multiplies the actual p-value of every single test by the total number of tests observed. However, this approach is not considered viable in omic studies, as in fact it often leads to the rejection of too many tests, since none of the corrected p-value are smaller than any of the nominal p-values. An alternative and less conservative approach to this problem is the generation of a random distribution, based on random resampling or on the generation of scores obtained from the randomization of the data. Such approaches allow to build a distribution that represents the population's behavior, and can thus be used to test the hypothesis of interest. When operating with omic data, another statistic, the False Discovery Rate (FDR) has been introduced (Benjamini and Hochberg, 1995; Storey and Tibshirani, 2003; Tusher et al., 2001) . Like the pvalue, the FDR measures the false positives, however while the p-value controls the number of false positive over the number of truly null tests, the FDR controls the number of false positive over the fraction of significant tests. The utility of this statistic is undeniable, however, its interpretation is far less standardized than the better known p-value, and thus, very often, the value of acceptance of a test based on FDR is much more flexible and dependent on the investigator experience. Globally, these characteristics make the results assessed by FDR highly dependent on the rejection level the investigator chooses. This makes it difficult to automate with high parallelism the identification of statistically significant hypotheses. This problem can becomes relevant due to the increasingly common necessity to merge different sources of information to assess the validity of a given biological hypothesis. Examples of such circumstances arise whenever, for example, the analysis aims at refining, by means of cascades of statistical tests, a set of genes candidate to explain a biological assumption. The hypothesis in fact is refined collecting information across various databases or other forms of a priori knowledge, that progressively filter out the spurious data -only as an example see various tools presented in (Tiffin et al., 2006; Rossi et al., 2006) . To be efficient, the analysis requires the result of each filtering step to be automatically sent to the following one. Thus the possibility to assess significance by mean of universally accepted values of significance becomes relevant. This latter observation was one of the stimuli motivating the search for an alternative/integrative approach to the multiple hypotheses problem encountered when dealing with genomic datasets. We also wanted this method to be reasonably efficient to be computed. We thus approached the problem based on techniques that allow the intrinsic correction of p-values in case of multiple tests (meta analyses approaches) used for the combination of various statistical tests. Among them, we turned our attention to the category of the omnibus tests (L.B. Hedges and I.Olkin, 1985) . These approaches are non-parametric, meaning that they do not depend on the distribution of the underlying data, as long as the test statistic is continuous. In fact, p-values derived from such tests have a uniform distribution under the null hypothesis, regardless of the test statistic or the distribution they have been derived from. However, omnibus tests suffer from a strong limitation: they can be used to assess whether there is a superior outcome in any of the studies performed. This means that the combined significance is not a measure of the average significance of the studies performed. An omnibus test therefore cannot be used as is, to assess the global statistical validity of the number of tests considered simultaneously. Thus, we manipulated this approach to make it applicable to the definition of a significance threshold. can be applied, and can overcome the threshold selection issue faced when using FDR approaches. Additionally, this method appears to perform slightly better than other methods in avoiding the selection of false positives. However, this is coupled to a partially diminished ability in identifying correctly true positives in complex patterns of association. These consideration support the findings of several authors that strongly suggest to validate the results obtained from omic studies through the use of different techniques and threshold of significance, given the highly noisy nature of the data (Pan et al., 2005) .
RELATED WORK
Two main methodologies are currently being used to approach the multiple hypothesis testing issue. The first is based on the principles that define the resampling statistical approaches (R.R. Sokal and F.J.Rohlf, 2003) . In particular we adopted the permutation method that requires the construction of a null distribution to which to compare the actual data. This distribution must be built from the generation of a large number of random data. When the distribution is built using the randomized data generated by all the tests, the corresponding p-value is corrected for these same multiple hypotheses. This represents a structurally simple, robust, but computationally intensive approach, given the large numbers involved in the analysis of omic data. The computational efficiency issue can become extremely relevant, since most of the interpreted languages commonly used for their large libraries of bioinformatics related functions (notably R and the Bioconductor Project (Gentleman et al., 2005) , and Matlab), cannot reasonably handle such approaches. Even with the recent improvements for (implicit) parallelization of the computation, time lags for the evaluation of the results remain large. Moreover, for large datasets, compiled languages such as C also require intensive and long lasting computational efforts, unless specific architectures are adopted to enhance efficiency. The second approach consists of novel methods purposely introduced to handle omic data that defines the concept of False Discovery Rate. This statistic comes in a number of flavors, and relies on complex statistical assumption. A full description is beyond the scope of this paper, here we briefly describe three of the most used approaches: (i) the pioneering work of Benjamini (Benjamini and Hochberg, 1995) ; (ii) the definition of the q-value (Storey and Tibshirani, 2003) ; (iii) the FDR adopted in the tool Significance Analysis of Microarray -SAM, (Tusher et al., 2001 )-a widespread software used for the analysis of microarray data.
Benjamini FDR: This approach controls the FDR by modifying the p-values obtained on a single test, rescaling it in the following way:
q-value: The q-value is the minimum false discovery rate. This measure can be approximated by the ratio of the number of false positives over the number of significant tests, the implementation of the qvalue provides several options to evaluate this estimate and to compare it to the corresponding p-values. q ≈ min(#false positives/#significant tests).
SAM FDR: SAM is a tool that allows the extraction of significant genes that help differentiate 2 or more sample classes by means of various scores suited to answer different questions (i.e. depending on the number of sample classes observed and on the meaning of the scores defining the classes, such as survival times, experimental points in time course experiments etc.). Statistical validation of the score value produced by SAM is performed by the generation of a distribution of random score values. These scores are evaluated by means of random permutations of the class labels. These new values, along with the ones from the original classification are used to evaluate the FDR as the average of falsely significant items: FDR SAM = #signi f . permuted scores #permutations #signi f . actual scores i.e. the number of items with permuted test scores called significant divided by the number of permutations over the number of items called significant in actual data.
The q-value approach is one of the most widespread, both because of its quality and because of the various and user-friendly implementations the authors have made available. For this reason we choose this method for comparison to ours. In general, FDR scores represent an extremely valuable information while dealing with omic data, however, the main issue to the fully automated use of these techniques lies in the flexible acceptance of the threshold values for significance. In other words the investigator can set his threshold for the acceptance of the False Discovery Rate, but no universally accepted thresholds have been recognized. This issue has been pointed out for example in (Cheng et al., 2004) . In this work the authors designed three other statistical scores to help in the choice of the threshold for significance. Among these scores, two are designed to assess general significance threshold criteria for large-scale multiple tests and one is based on existing biological knowledge. Our method does not represent a novel way to evaluate FDR, but it defines a p-value, for this reason universally accepted thresholds for significance can be adopted.
More recently and independently from our approach (Yang and Yang, 2006) have designed a method based on omnibus tests to improve the identification of the FDR. Again, one of our goals is to provide an efficient way to evaluate a p-value that takes into account the multiple hypotheses tested, in order to be able to adopt the thresholds of significance accepted by the scientific community (0.05,0.01,0.001), easier to automate in long pipelines of tests. In this paper we show that the p-value obtained with manipulation of the inverse χ 2 method (one of the omnibus tests) can also be used directly as a measure of significance for the identification of statistically significantly tests.
METHOD
We chose as the base for our approach the inverse χ 2 method (L.B. Hedges and I.Olkin, 1985) , an omnibus statistical test used to ascertain if at least one among several tests is significant, by evaluation of the following statistics: 2k) where k = 1...K are the tests performed and p i the p-value of the i-th test. S has a χ 2 (s,2k) distribution, where s is the p-value of the χ 2 distribution with 2k degrees of freedom, and represents the significance of the combined tests, meaning that it can assess if any of the tests can be considered significant, accounting for the total number of K tests performed. Thus, in the following, s will indicate the p-value we can use for assessing the statistical significance of the tests taking into account the multiple hypothesis issue, while p will indicate the significance of the single test. The score θ is the value resulting from the statistical test. Making use of the χ 2 inverse method means testing the null hypothesis H 0 : H 0,1 = ... = H 0,K = 0. Values of s > 0.05 indicate that H 0 cannot be rejected and thus that it holds for all the subhypotheses H 0,i = 0, i ∈ [1, K]. Conversely, more than one combination of rejection and non rejection of single hypotheses H 0,i is possible to justify the rejection of the global null hypothesis H 0 . For example all but one of the subhypotheses could be null, or only one could be null etc. Evaluating s on all the tests performed would be of no interest in terms of defining a global threshold for significance. In fact, while a non significant value of s would indicate that none of the items has a score value that allows the rejection of the null hypothesis, a low value of s (< 0.05) would only mean that at least one item's score is relevant to the rejection of the null hypothesis, with no indication on which one(s) are the relevant items. To overcome this limitation we ranked the tests scores θ in ascending order (assuming that significant values of the test are represented by high values of the score), and ordered the p-values consistently. We then evaluated s for sets of p-values of increasing size, starting from a set made of only the p-value corresponding to the worse test score, then adding at each iteration of this algorithm another p-value coupled to the immediately higher or equal (better) score (θ), and closing the last iteration with all the p-values. By induction (Equation 1) we can show that whenever the value of s drops below any of the standard values of significance (0.05, 0.01, 0.001) the score corresponding to the last p-value added is the threshold for significance, since it represents the specific test that accounts for the impossibility to reject the global null hypothesis H 0 . By construction, at each iteration, the p-value added is always smaller, and correspondingly, due to the logarithm properties, S shows a fast growth 
(1) Figure 1 shows an example of the trends of the variables involved in the evaluation of global significance: the statistics S and s that define the global significance, the test score θ and the corresponding single p-value that are the basic units of the analysis. The statistic S represents the argument of the χ 2 function and is associated to a given degree of freedom (k). For any given degree of freedom it is possible to identify the minimum value (here called S idα ) for which the inverse χ 2 function returns the suited probability α. Since S id is the minimum value, the p-value that represents the threshold for significance is associated to k signα and can be conveniently visualized as the point in which k signα = k|S idα (k) = S(k). Equivalently for s the threshold for significance at a given nominal level α can be defined as k sign = min k∈ [1,K] |s(k) ≤ α. In our experiments θ is the Spearman correlation score (R.R. Sokal and F.J.Rohlf, 2003) . Before processing the test values we separated positive from negative scores, and then performed the previously described operations on the absolute values. This sign segregation of the data has a two-fold objective. On one side this fulfills the requirement for the applicability of the test since one tailed p-values are required. On the other side it satisfies the biological necessity to discern between significantly over and under expressed genes, based on positive and negative values of the test scores. As far as the permutation approach is involved we generated 1000 random permutations of each trait values as it was done in other applications with this same goal (Liang et al., 2005) . We then re-evaluate the θ scores for all 1000 randomized instance of each trait, these constitute the null distribution. For the FDR approach, we used the q-value R package with default settings. For the identification of significant items, we adopted as threshold the same values we used for the p-value. The method was implemented in Matlab, scripts for the method are available upon request.
Data
To test our method, we simulated the typical set up of a common genomic experiment. Namely, we generated a random expression matrix 1000x100 (i.e. 1000 genes and 100 samples) and we defined 5 external traits for which we search the surrogate markers. In other words, these external traits mimic any clinical trait or molecular marker. The goal of the experiment is to identify the genes associated to the external traits, to define the traits' surrogate markers. This approach is then used to investigate the molecular etiology of commonly used clinical markers. Several examples of such approaches can be found in literature, only as a sample see (Lapointe et al., 2004; Liang et al., 2005) . At first, we tested the method's ability to recognize surrogate markers of variable size. The surrogate markers were obtained either by simple copy of expression profiles (in varying number of copies, namely 0, 1, 5), or by sum of varying numbers of profiles (namely 5, 30). The first group of external traits (#1, #2, #3) provides both the negative control (0 copies, obtained by elimination of a randomly chosen expression profile, and exported as external trait) and helps measuring the comparative ability of the 3 different approaches (FDR, permutations and our method) in extracting small cluster of correlated profiles (1, 5 copies). The second set of traits (#4, #5) tests the approach with more challenging data (sums of 5, 30 copies). To each expression value we added varying levels of gaussian noise (0%, 50%, 100%) proportional to the expression value, to better mimic real data (Bansal et al., 2007) . To avoid specific case results, we replicated our approach 3 times per each noise level and averaged the results of specificity, sensitivity, positive and negative predictive value. We observed the approach for the 3 levels of significance 0.05,0.01, 0.001. Finally, we tested our method to assess its reliability with variable numbers of genes.
Multiclass Statistical Scores
To compare our results we evaluated the specificity, sensitivity, negative and positive predictive value of the 3 methods: permutations, FDR and ours. These statistics are used in combination to quantify different aspects of the accuracy of a binary test, evaluating different proportions of correctly and incorrectly classified items, when compared to a known classification, considered the gold standard. In this context the test is the ensemble of all the operations performed to classify each items; positive and negatives label the items according to the two classes c = N, P = 0, 1 they belong to; true (T) and false (F) represent the ability of the test to classify coherently or not a given item in the test classification with respect to the gold standard classification. Thus, for example, in classical definitions TN (true negative) labels items belonging to class 0 (N) correctly classified by the test, and FP (false positive) labels items incorrectly classified as 1 (P) by the test. Given these definitions, positive and negative predictive value (PPV, NPV), sensitivity (Se) and specificity (Sp) are usually formalized with the relationships in the first part of Equations 2. 
When the test classifies n > 2 categories, these definitions become more complex to apply. However, it still remains important to be able to characterize the performances of the test in terms of its ability to distinguish between items that belong and do not belong to any category (in our case between genes that constitute and do not constitute any molecular surrogate). To reach this goal and preserve the meaning of the 4 scores (PPV, NPV, Se, Sp) some caution must be used. In fact the meaning of positive and negative is not relevant anymore, since there are now positives. Then, while the definition of true remains straightforward, as it indicates coherence between the classification of the test and the gold standard, the definition of false can be cumbersome, since there are n−1 ways to misclassify an item. Additionally, the possibly intuitive definition of false positives (or negatives as items that are non-zero in the test (or in the gold standard) classification leads to ambiguity, since items happen to be contemporary false positives and false negatives. To avoid confusion and ambiguities the actual values of all false can be identified by rewriting the problem in terms of a system of equation based on the relationships indicated in Table 1 . Here P t , N t represent the total number of positive and negative items that can be found in the test (t) categorization, and P gs , Ngs in the gold standard (gs) classification. The definitions can be generalized to n > 2 classes changing the term negative and positive with the indices of the corresponding classes c = 0, 1, ..., n, and having C c that designs the total number of positives for each given class. The system of equations obtained from the relationships in the rows and columns of Table 1 contains 2 · n equations (i.e. T P + FP = P t ) and 2 · n unknown (x i j ), thus it is completely specified. It is worth noticing, that with these general definitions, in case of 2-classes test, Se and Sp appear to be dual scores. Thus, when generalizing to n-classes it is possible to define the predictive ability of the test for each given class c ∈ 0, 1, .., n as PV c = T c /C t and the Sensitivity/Specificity (now called Sep) for the same class c as Sep c = T c /C gs . To clarify the situation it is extremely useful to rewrite the definitions as they are written on the left hand side of Equation 2, namely:
For n classes this gives:
RESULTS AND DISCUSSION
All the results obtained with our method were obtained in much more efficient times compared to the permutation method, since the computational complexity of our algorithm is O(g·t) while the bootstrapping one is O(g ·t · p), with g indicating the number of genes, t the number of external traits, and p the number of permutations. The comparison with FDR in these terms is not relevant, since this method is computationally efficient. We performed 3 main experiments: the first for comparison among the 3 methods across all the types of traits (global comparison, Table 2); then more specifically, trait by trait (Table 3) ; finally we explored the stability of the method across varying numbers of tests performed.
As far as the first comparison is involved, all methods performed with varying good degrees of specificity (Sp > 0.95), but none had satisfactory sensitivity (Se < 0.5 to Se << 0.5) except the permutation method for only the threshold 0.05, Se perm,α=0.05 = .67. In particular, our method has intermediate sensitivity (better than FDR) and specificity (better than Table 2 : Statistics of the performances of the 3 methods compared: our method, permuted p-values and FDR. The comparison is done on expression matrices 1000x100 and 5 traits as they are described in Section 3.1. Results are averaged over 3 instances of the random data generated with the same specifics. Standard deviations of these averages are below 10 −2 . The first column indicates the noise level (n), the second the threshold of significance chosen (α) and then all the scores for the 3 methods. Because of space constraints only values for noise 0.5 are shown.
Our permutations). Since the FDR method at the chosen thresholds for significance appears to behave in extreme ways, i.e. with better specificity and worse sensitivity with respect to both methods, we focused our attention to a more refined comparison between the bootstrapping method and ours, and did not pursue the goal, out of our scope here, to evaluate results with other thresholds for significance. Namely, we performed the second experiment, on a trait by trait basis, with two goals: to investigate the reasons of the improved performances of our method in terms of specificity; to assess the reasons for the poor global performances in terms of sensitivity. For this we evaluated PV and Sep for each one of the 6 classes (c = 0, 1, .., n). In general our method seems to have more problems with false negatives, while the bootstrapping method collects a much larger number of false positives (Table 3 ). These characteristics depend on the intrinsic properties of s as they have been described in Section 3. The abrupt drop in value of s is responsible for an almost binary behavior of this score. This leaves very little gray areas for spurious classification, thus ambiguous θ values are quickly coupled to high s values and discarded from the significant tests set. Overall, trait #5 defines a too complex pattern (sum of 30 profiles), and none of the method can treat it correctly, conversely, trait #4 (sum of 5 profiles) can be superiorly handled by the permutation method and trait #1, #2 and #3 (1, 0, 5 correlated profiles) are better recognized with our method. It is difficult to speculate on whether surrogate markers of type #3 are more or less common than the ones of type #4 in actual biology, we can state however that our method is able to identify the surrogate markers of trait #3 with profiles that have as little correlation as 0.33 (100% noise addedd). To summarize these results we evaluated ROC curves to assess if any of the methods was strikingly outperforming the other (ROC curves in this case are not used to evaluate the relationship between sensitivity and specificity, but to compare two populations of data, that happen to be PV and Sep scores). We compared: (i) PV and Sep for each method, (ii) Sep only, (iii) PV only. Namely, sensitivity and specificity combined, as well as sensitivity alone lead to AUC ≈ 0.5, while the specificity test leads to AUC ≈ 0.6, slightly better, but not statistically significant (Figure 2 , AUC = 0.5 indicates tests with comparable performances).
Finally, we tested our method for the same hypotheses for varying numbers of genes, from 100 to 2000 (steps of 100 genes). Across 20 samples we obtained median values that reproduce the findings of the two previous experiments (global and trait by trait performances) with very small variances across the 20 samples (≈ 10 −2 for sensitivity and ≈ 10 −3 for specificity). Thus, the method appears to be stable with respect to the number of items tested.
CONCLUSIONS
We presented a method for the identification of pvalues in omic studies. This approach is based on a meta-analysis and has two main advantages. On one side it is computationally efficient, and can thus be used in interpreted languages such as R and Matlab that offer rich libraries of functions for omic analyses. On the other side it is based on the identification of a p-value rather than FDR, and can thus take advantage of nominal threshold for significance, allowing for an easier automation of filtering steps in analyses based on statistical tests. Conversely to the permutation technique, that remains a computationally intensive but very robust reference method, our approach, globally, appears to be more specific but less sensitive. This improved specificity can be extremely advantageous in the practice of Systems Biology, since novel compact functional subunits can emerge or remain uncovered and require longer and costly experimental investigations to be extracted, depending on the noise they appear to be identified with. Application to real data needs to be provided and this represents our current research activity. For these reasons we believe the definition of alternative and complementary method is appropriate.
