Abstract-This paper explores the area-throughput trade-off for an ASIC implementation of the Advanced Encryption Standard (AES) algorithm in a 0.18 m CMOS technology. Three different pipelined implementations of the AES algorithm are presented which provide a throughput range between 15.7 to 77.6 Ghits/s with an area cost of 116 to 473 Kgates. Therefore, the AES algorithm in the counter mode of operation can be used to generate cryptographically secure pseudorandom numbers at a throughput rate of multi-ten Ghitsls. Thus it becomes available for encryption on an optical link.
INTRODUCTION
In an optical network where users are connected together with an optical link, the data rate of the link is usually tens of Gbitsis. In one application, the optical switches require cryptographically secure random numbers at the rate of several IO Gbitsk to generate the encrypted stream of data.
For this purpose, the Advanced Encryption Standard algorithm
[I] is used in the Counter mode of operation (21 to generate the sequences of random numbers from an initial 128-bit seed.
References [3,6,9, IO] are some ofthe ASIC implementations and [7,8, 1 I] present the fastest FPGA implementations of the AES algorithm. A11 of these architectures can achieve the throughput rate of several Gbitds. The maximum throughput is 5.7 Gbitsis on ASIC and 12.2 Gbits/s on FPGA shown by This paper presents three different architectures for the AES algorithm that can accomplish the maximum throughput of 15.7 to 77.6 Gbits/s in a 0.18 m CMOS standard cell technology. For each design the area-speed trade-off is explored. The results are used to choose the'most suitable case based on the throughput and area constraints depending on the number of users in the network.
[ I l l . Figure 1 shows the different steps of the AES algorithm. The AES algorithm is performed in N, number of rounds. The architecture of one round contains two different datapaths, the encryption datapath and the key scheduling datapath. The details of each step are presented in the next section. The data block is 128 bits long and the key size can be 128, 192, or 256
II. DESIGN CONSIDERATIONS
bits. The size of the key defines the number of rounds that the algorithm is repeated. In order to achieve the highest possible throughput of the A E S algorithm, the following optimization strategy is taken: 1. The key length is limited to 128 bits. It helps to reduce the critical path of the key scheduling datapath. It also fixes the number of rounds, N, , to be IO. This means that each input block is encrypted in 10 rounds. 2. The algorithm is loop-unrolled. Since the 128-bit key AES performs in 10 rounds, running the entire 10 rounds in one datapath sequentially reduces the achieved throughput. Therefore, the round-loop is unrolled.
3.
Pipelining is used. Since the AES algorithm is used in the counter mode, which is a non-feedback mode of operation, the design can be pipelined. Figure 2 shows the details ofthe AES algorithm in the counter mode of operation. In the case of random number generation, the initial 128-bit seed is loaded into the seed register. This seed forms the initial value of the counter register. Every clock cycle the counter value is incremented. The counter value is loaded into the AES unit and it is encrypted. The encrypted value is the generated random number that is written out. Starting from a secure non- 
4.
The choice of byte substitution phase. In this phase every byte of the data is substituted nith another byte. The new byte is calculated using the GF(2') operations. There are two wellknown implementations for the substitution phase of the AES algorithm. One approach is the direct implementation of the substitution boxes using lookup tables because all the 256 cases of the substitution bytes can be pre-computed and can be stored in a lookup table. The other approach is to use the ~i F ( 2~) operations to calculate the substitution value on-line [6]. In our case, the direct implementation is chosen because it results in much faster critical path in a reasonable amount of gate counts. Reference [IO] presents an experiment which shows the area-delay trade-off between direct implementation of the substitution phase versus the on-line calculation of substitution values.
PROPOSED PIPELINED ARCHITECTURES
In this section, three different pipelined architectures of the AES algorithm are presented. These architectures differ in various features such as the number of pipeline stages and the number of rounds that are implemented in hardware. The complete throughput and area performance of each of these architectures is provided in the next section. Figure 3 shows the pipelined architecture of our first design. Every round is divided into four pipeline stages, substitution, shift-row, mix-column, and key-addition. Also all the 10 rounds are pipelined. The gray boxes in the figure. show the pipeline registers. Including the first stage (key-addition) there are total of 41 pipeline stages. This is the ultra fast design that can achieve the maximum throughput of 71.6 Gbitds. However the area cost is very high. Moreover, in this D design the critical path is in the first pipe stage of each round which is the substitution phase of the AES algorithm.
A. Inner and outer roundpipelining

B. Only outer roundpipelining
Since the previous design implements the AES algorithm in 41 pipeline stages, there is a high area cost due to the number of registers used between pipeline stages. Figure 4 shows another design that only performs the outer round pipelining of the AES algorithm and the inner round pipeline registers are removed for the purpose of area optimization.
Therefore, every round is performed in one clock cycle and there are a total of 1 1 pipeline stages. Here the critical path includes all the four phases of each round (substitution, shift row, mix column, and key addition). The complete synthesis result is provided in the next section. 
C. Mtilri-laundpipelining
For further area optimization, another pipelined architecture is designed which is shown in figure 5 . Here, every two rounds are implemented on the same datapath and the pipelining is performed for every two rounds. There are a total of 5 pipeline stages and every pipe stage takes two cycles, which corresponds to two rounds of the algorithm. Therefore, one output is generated every two cycles. This way, a throughput of 15.7 to 23.1 Gbitsis is achieved with a reasonable area cost (between 1 16 to 225 Kgates).
IV. RESULTS Table I shows the synthesis results of our three pipelined architectures of the AES algorithm using a 0. I8 m CMOS standard cell technology. The inner and outer round pipelined architecture (subsection A above) has a critical path of between 1.65 to 2.14 nsec that results in the maximum throughput of between 59.7 to 77.6 Gbitsis. The area cost varies between 313 to 473 Kgates. For the outer-round-only pipelined architecture (subsection B above), the critical path varies between 2.65 to 4.06 nsec which corresponds to a throughput of 31.5 to 48.2 Gbitds and an area consumption of 21 1 to 372 Kgates. The multi-round pipelined architecture (subsection C above) has a critical path between 2.76 and 4.08 nsec and a throughput of 15.7 to 23.1 Gbitds at the area cost of 116 to 225 Kgates. This design produces an output every two clock cycles. Figure 6 shows the area-throughput of OUT three different AES pipelined architectures. This figure is used to choose the most suitable design under the throughput and area constraints.
V. CONCLUSION
This paper presented the architecture, synthesis results and the area-speed trade-offs of three different pipelined architectures of the AES algorithm. The area-throughput trade-off result (figure 6) is used to design the most suitable random number generator based on the AES algorithm in the counter mode of operation under the area and throughput constraints. The final multi-ten Gbitds AES based pseudorandom number generator is used to configure the optical switches. 
