We analyze the detection of itinerant photons using a quantum nondemolition measurement. An important example is the dispersive detection of microwave photons in circuit quantum electrodynamics, which can be realized via the nonlinear interaction between photons inside a superconducting transmission line resonator. We show that the back action due to the continuous measurement imposes a limit on the detector efficiency in such a scheme. We illustrate this using a setup where signal photons have to enter a cavity in order to be detected dispersively. In this approach, the measurement signal is the phase shift imparted to an intense beam passing through a second cavity mode. The restrictions on the fidelity are a consequence of the quantum Zeno effect, and we discuss both analytical results and quantum trajectory simulations of the measurement process.
I. INTRODUCTION
Quantum nondemolition ͑QND͒ measurements are ideal projective measurements that reproduce their outcome when repeated ͓1,2͔. Using them, it is possible to measure the state of a system with the minimal disruption required by quantum mechanics. Recent successful experimental demonstrations of QND detection for superconducting qubits and microwave photons ͓3-6͔ are both of fundamental interest and crucial for the development of quantum communication and information processing. When QND detection is applied continuously to a system that would otherwise undergo some intrinsic dynamics, quantum jumps are observed, tracing the quantum evolution in real time ͓7-11͔. As a consequence, the dynamics tends to be frozen, a result now known as the quantum Zeno effect ͓12-17͔.
In the present paper, we show that the interplay of these phenomena may put interesting constraints on the detection of itinerant quanta. The specific minimal example we will discuss concerns the continuous dispersive QND detection of single photons passing through a cavity. The crucial distinction to be recognized is the following. For localized quanta ͑e.g., a photon already created inside a cavity ͓8,18͔͒, the quantum Zeno effect could presumably only enhance the detection by suppressing the decay. However, this no longer holds for the detection of itinerant quanta if we require that our detector is always working and can detect the quantum without knowing the arrival time in advance. As we will show, in this case the unavoidable back action of the measurement device produces a quantum Zeno effect, suppressing the fidelity of measurements.
Similar measurement physics is involved when trying to read out the phonon state of a nanoresonator using a single electron transistor ͑SET͒ and a Cooper pair box ͑CPB͒ as a coupler ͓19͔. However, there are some distinct differences to the scheme considered here. The most prominent difference is that we analyze a scheme to detect itinerant quanta ͑in our case photons͒ and therefore do not assume the signal mode to be already prepared in a certain state. Although the quantum Zeno effect also plays a role in the CPB dynamics in ͓19͔, the conclusions and reasoning for the optimal measurement rate in our case are different.
Such dispersive photon detection schemes could have a particularly important application in the field of quantum electrodynamics ͑QED͒ in superconducting circuits. Circuit QED setups ͓12,20-22͔ offer the possibility to implement ideas of quantum optics using microwave photons propagating in transmission lines and they also could form the basis for novel architectures capable of scalable, fault-tolerant quantum computing ͓23͔. Proposals for generating nonclassical photon states exist or have been implemented ͓4,21,24,25͔. However, the on-chip single-shot detection of itinerant photons is still missing.
Recent experiments have demonstrated dispersive qubit detection ͓3͔ and measurements of photon statistics ͓4͔. Based on the dispersive coupling strengths demonstrated there, one could employ a superconducting qubit inside a microwave transmission line resonator to induce a nonlinear coupling between two modes of the resonator ͑or alternatively couple two cavities͒, thus creating a dispersive photon detector of the type discussed here. Even though we find a limit for the photon detection fidelity of about 30% for the simplest scheme considered here, this would still be a considerable improvement over the present state of the art.
II. MODEL
We investigate a QND scheme utilizing the nonlinear Kerr-type coupling ͓26-28͔ of two discrete localized modes of a bosonic field. The presence of a quantum inside the signal mode gives rise to a frequency shift of the detection mode, which can be observed dispersively via the phase shift of a beam transmitted through that mode ͑see Fig. 1͒ . In turn, the signal mode frequency fluctuates due to the detection beam's shot noise. As a consequence, the incoming signal photon will be reflected with a probability that rises with coupling strength and detection beam intensity.
This incarnation of the quantum Zeno effect generates a trade-off that yields the highest detection efficiency at intermediate coupling strengths. In that way, such dispersive schemes for itinerant quanta turn out to be similar to weak measurements using general linear detectors and amplifiers ͓2͔.
We proceed as follows. ͑i͒ We numerically evaluate quantum jump trajectories for the phase-shift signal in a minimal model of a QND photon detector and analyze the fraction of detected photons, observing the trade-off described above. ͑ii͒ We interpret these findings using an analytical approximation. ͑iii͒ Finally, we briefly comment on possible experimental realizations.
We consider a system of two cavity modes with a Kerrtype coupling of strength g,
͑1͒
These modes might represent two different electromagnetic field modes inside an optical or microwave cavity, the modes of two adjacent cavities ͓29͔, or even two anharmonically coupled modes of a nanomechanical resonator. Photons in the signal mode ͑frequency , number operator n ͒ and the detector mode ͑ det , n det ͒ decay by leaking out of the cavity. The anharmonic Kerr-type coupling arises generically when introducing any nonlinear medium, such as an atom, a qubit, or a quantum dot, into a cavity and has been studied for the purpose of QND measurements in quantum optics ͓26-28͔. It induces a phase shift in the strong detection beam ͑͗n det ͘ ӷ 1͒ upon presence of a signal photon. We are interested in analyzing individual realizations of the phase-shift signal as a function of time. The phase shift can be observed by continuously measuring an appropriate field quadrature of the detection beam ͑e.g., in a homodyne setup͒. As the beam passes through the cavity, the beam becomes entangled weakly with the cavity's state. Thus, the stochastic measurement outcomes reveal information about that state, feeding back into the time evolution of the cavity's density matrix. This physics is described by a stochastic master equation ͓2,18,30-32͔ for the density matrix conditioned on the output signal ͑see ͓18͔͒.
III. STOCHASTIC MASTER EQUATION
In this section we derive a stochastic master equation for this measurement situation. Starting from a standard Lindblad master equation, involving both driving and decay for the two modes, we can derive a stochastic master equation that keeps track of the individual measurement signal obtained in each individual run of the experiment. Before presenting that equation ͓Eq. ͑2͒ below͔, let us briefly describe in qualitative terms the purpose of using a stochastic master equation. Imagine a general measurement situation where the system in question cannot be directly projectively measured, but instead one has to couple a measurement apparatus ͑most often a meso-or macroscopic apparatus͒ to the system. Only this apparatus can then be projectively measured. Assuming that apparatus and coupling to the system are indeed suitable to extract information about a certain system observable via a projective measurement on an apparatus observable, during such a measurement the following happens: We let system and apparatus, initially assumed to be in a product state, interact according to the coupling Hamiltonian for some time interval ⌬t. Afterwards, the state will have changed, generally into an entangled state between system and measurement apparatus. It is by this entanglement that information about the system state is transferred into the measurement apparatus. Then we imagine to projectively measure the measurement apparatus. This has several consequences: ͑i͒ the measurement apparatus experiences a projection onto one of the ͑usually smoothly distributed͒ eigenstates of the apparatus observable; ͑ii͒ the system and the measurement apparatus are now again in a product state; ͑iii͒ this evidently also changed the system state ͑this is called measurement back action͒, however not necessarily into an eigenstate of the system. It is important to realize that this change is also random, as it is conditional on the measurement result we obtained when projectively measuring the apparatus.
Very often and especially in the situation we consider, the coupling between system and measurement apparatus is weak, meaning that during one measurement as we just described, the system state only changes very little. This is then referred to as a "weak" measurement. When we now imagine that we take the continuum limit ⌬t → 0, it is intuitively clear that the infinitesimally small kicks the system experiences should lead to stochastic dynamics. We can therefore expect ͑i͒ having a stochastic term enter the master equation which leads to ͑ii͒ diffusionlike behavior of the system state and ͑iii͒ eventually the system will be driven into an eigenstate of the system observable we indirectly measured. The time scale on which this indirect projection happens corresponds exactly to the time scale on which we could extract enough information out of the measurement signal ͑the sequence of results from projectively measuring the apparatus͒ to infer the value of the system observable with certainty. On this time scale, we have indirectly performed a QND measurement of the system. No matter how much longer we keep on measuring, the result of subsequent measurements will always give the same result, as the system has been projected.
In addition to the back action modifying the quantum dynamics, we also obtain the classical measurement signal. It is again intuitively clear that this signal should be noisy ͑it is a FIG. 1. ͑Color online͒ Schematic sketch of the model. Two cavity modes are coupled anharmonically. The detector mode is irradiated with a strong coherent field that suffers a phase shift whenever a photon is present in the signal mode.
sequence of random projections of the measurement apparatus͒ but should contain the same realization of the noise as the internal back-action dynamics.
To summarize, this method of analyzing weak measurements gives us access to concrete realizations of the classical noisy signal while we also obtain the system internal measurement back-action modified quantum dynamics for each of those realizations. This allows to design and validate experimentally realistic detection schemes in a powerful way and is the method of choice for the present analysis.
In this derivation we follow ͓18,33-35͔, adapted to the case of zero temperature and a two-sided cavity. As a starting point we write down a master equation to model the quantum dynamics of the system introduced in Fig. 1 and Eq. ͑1͒,
The first Hamiltonian term describes driving of the detector mode ͑annihilation operator â 1 , decay rate 1 ͒ as well as the Kerr-type nonlinear coupling between the modes. The driving amplitude ␣ results in a coherent state in the signal mode with an average photon number ͉␣͉ 2 . The signal mode annihilation operator is denoted as â 0 and the its decay rate is labeled . The second and third terms are the Lindblad-decay terms for both modes reflecting the finite Q factor of the cavity. The fourth term is a weak driving of the signal mode to model the itinerant photons impinging onto the cavity. Here, Ṅ in describes the rate of itinerant photons impinging onto the cavity from the outside. Although the drive is coherent, after a suitable unraveling of the master equation it will become apparent that the Poissonian nature of the coherent drive will indeed model the situation we have in mind correctly-namely, that once in a while a photon comes along the transmission line, hits the cavity, and can then be detected or not. Note that we have chosen to work in an interaction picture and in a rotating frame to eliminate the explicit time dependence of the drives.
It is convenient to follow the steps of ͓18,33-36͔ to ͑i͒ derive the unraveled version of Eq. ͑A1͒ and to ͑ii͒ adiabatically eliminate the detector mode from this equation assuming det ӷ . This is done in the Appendix. Finally, we obtain a stochastic master equation for the signal mode alone, greatly facilitating the numerical study of the detection efficiency. Its stochastic term accounts for the back action of the measurements performed on the field quadrature leaking out of the detector mode correctly and reads
while the classical noisy measurement signal that corresponds to this internal dynamics is given by
IV. ANALYSIS OF DETECTION EFFICIENCY
We analyze a situation with a continuous weak coherent beam of photons entering at a rate Ṅ in into the signal mode, whose intensity decay rate is ͓first line of Eq. ͑3͔͒. We have chosen to work in the limit of a large detector mode decay rate, det ӷ , which is favorable for the detection process and makes it possible to adiabatically eliminate that mode ͓18͔, keeping only the signal mode n = â † â and drastically reducing the numerical effort. After adiabatic elimination, the coupling strength g and the detection beam intensity are combined into the measurement rate ͓18͔
where 1 / ⌫ is the time scale needed to resolve different photon numbers. The last, stochastic term in Eq. ͑3͒, describes the measurement back action. It contains a systematic term depending on the average number of signal photons, as well as a stochastic term representing the unavoidable vacuum noise, where ͗͘ = 0 and ͗͑t͒͑tЈ͒͘ = ␦͑t − tЈ͒. In deriving Eqs. ͑3͒ and ͑4͒, we have assumed that the transmitted and reflected signals are superimposed symmetrically to extract the maximum information.
As in any measurement of field quadratures, temporal filtering is required to suppress the noise. We average over a time span avg , which should be as large as possible while still remaining smaller than the expected temporal extent of the phase-shift signal due to a single photon, i.e., avg not much bigger than −1 . We denote the averaged signal as X ͑t͒.
A. Numerical results
We numerically solve the master equation, using it to compute the signal X ͑t͒ and the occupation of the signal mode ͗n ͑͘t͒ as a function of time. We then implement the minimal model of a threshold detector. Time points when the quantum jump trajectory X ͑t͒ first exceeds the threshold X thr are counted as detection events, and the detector is then set insensitive for a dark time dark , suitably chosen to avoid multiple detection, i.e., Ṅ in −1 ӷ dark ӷ −1 .
Our discussion will focus on small values of Ṅ in , making the results independent of dark , while we will analyze the dependence on X thr in some details. In Fig. 2 we show two example trajectories. Whereas the expected number of signal photons is the same for both cases, the increase in the measurement rate ⌫ / decreases the number of photons actually detected, while at the same time enhancing the signal-tonoise ratio in the trajectory. This is an indication of the quantum Zeno effect in the detection of itinerant quanta, which we now want to study in more quantitative details.
We plot the rate of photon detection events Ṅ det versus the rate of incoming photons Ṅ in ͓Fig. 3͑a͔͒. The detection efficiency is naturally defined as the ratio of detected vs in-coming photons, obtained at small input rates Ṅ in ,
.
͑6͒ Figure 3͑c͒ displays the efficiency as a function of ⌫ / and X thr . The statistics for this figure were obtained from extensive numerical simulations by generating O͑10 4 ͒ trajectories of length 10 2 / for seven different rates Ṅ in at each value of ⌫ / . Apparently, the detector efficiency is strongly suppressed both for ⌫ / Ӷ 1 ͑low signal-to-noise ratio͒ and ⌫ / ӷ 1.
B. Analytical results
To interpret these results, we now calculate the total transmission probability through the signal mode, whose frequency fluctuates due to the shot noise in the detection mode, which is treated as classical noise. We start from the semiclassical equation of motion for the complex field amplitude ␣͑t͒ in the signal mode,
Here ␣ L in is the amplitude of the signal photon field entering the cavity from the left side and ␦͑t͒ϵgn det ͑t͒ is the fluctuating frequency shift ͑n det ӷ 1͒. The correlator of the noise is given by
To obtain an expression for the transmission probability, we write down the formal solution for ␣͑t͒,
Note that the fluctuations ␦͑t͒ themselves are nonGaussian. Still, the integral in the exponent is approximately Gaussian for time intervals that fulfill det ͉t − tЈ͉ ӷ 1 due to the central limit theorem. These times yield the main contribution under our assumption of a "fast detector," det ӷ .
Thus, we can evaluate ͉͗␣͉ 2 ͘ using the formula ͗exp͓−iY͔͘ = exp͓−i͗Y͘ − Observe the dark count rate ͑offset at Ṅ in =0͒, the detector efficiency defined from the slope at Ṅ in = 0, and the saturation for large Ṅ in ϳ dark −1 . ͑b͒ Suppression of the signal photon number n inside the cavity as a function of measurement rate ⌫ / compared to perfect transmission ͑n ideal ͒. ͑c͒ Detector efficiency , obtained from quantum trajectory simulations, as a function of ⌫ and X thr ͑3D inset͒, and comparison to the analytical results ͑main plot͒. The blue ͑lower line of͒ data points display for fixed X thr = 0.5 ͑X thr = 0.5 cut in 3D inset͒. When maximizing the over X thr for any given ⌫ / , the red ͑upper line of͒ data points are obtained ͓labeled "max͑͒"͔, agreeing well with the analytical asymptote ͓green ͑solid͒ thin line͔ at higher values of ⌫ / . Small inset: Lin-log enlargement of the region of the maximum efficiency of the main plot. ͑Here, the x axis is scaled logarithmically while the y axis is scaled linearly to obtain the optimum resolution of the peak structure.͒ inserting Eq. ͑8͒. From this, we obtain the average transmitted intensity
and the average transmission probability
͑11͒
Before we can correlate the suppression of the transmission with the reduction of the detector efficiency in the limit of ⌫ / ӷ 1, one more consideration is necessary. In this limit, any photon that has entered the cavity will almost certainly be detected. Once detected, the photon loses the coherence with the incoming beam, which is needed for perfect transmission on resonance in the ideal coherent case. As a consequence, it acquires an equal probability to leave the cavity through the left or the right port. This means that, on average, the number of detected photons is twice the number of transmitted photons. The expected relation is thus =2͗T ͘, which is indeed observed nicely when comparing to the numerical data ͓Fig. 3͑c͔͒. The reduction of detector efficiency at ⌫ / ӷ 1 thus has found its explanation in the quantum Zeno effect: many photons remain undetected because they are reflected due to detector back action. As low values of ⌫ / are also unfavorable, due to a bad signal-to-noise ratio, the maximum efficiency is found near the intermediate value ⌫ / =1/ 4 ͑see Fig. 3͒ .
C. Possible realization in superconducting circuit quantum electrodynamics setups
Cavity QED setups in superconducting circuits ͓12,20-22͔ have been used to implement ideas of quantum optics on the chip and are considered a promising candidate for scalable, fault-tolerant quantum computing ͓23͔. While proposals for generating nonclassical photon states exist or have been implemented ͓4,21,24,25͔, the on-chip single-shot detection of itinerant photons is still missing.
Building on recent experiments that demonstrated dispersive qubit detection ͓3͔ and measurements of photon statistics ͓4͔, one could employ the superconducting qubit to induce a nonlinear coupling between two modes of the microwave transmission line resonator ͑or coupling two cavities ͓37͔͒, thus creating a dispersive photon detector of the type discussed here.
These experiments realize a Jaynes-Cummings coupling between qubit and resonator of up to 2 ϫ 100 MHz, resonators with frequencies of about 2 ϫ 5 GHz, and a large spread of resonator decay rates between 1 and 100 MHz. To make the example more concrete we suggest to employ the qubit as a nonlinear coupler between two modes of a transmission line cavity.
Imagine the qubit being tuned into resonance with the signal mode, such that their resonances hybridize, as described by the Jaynes-Cummings model. The detector mode is assumed to be far detuned from the qubit and the signal mode, i.e., we consider the case of dispersive coupling. The unperturbed Hamiltonian Ĥ 0 ͓redefined to absorb the vacuum energy of the harmonic oscillators and using rotating wave approximation ͑RWA͔͒ thus reads
This contains the resonant coupling of the qubit to the signal mode ͑mode index ␣͒, while the coupling to the detection mode ͑index ␤͒ will be considered perturbatively. Now imagine the incoming signal photon being on resonance with one of the states of the coupled system ͑qubit/signal mode͒, e.g., ͉␣ − ͘ϵ1 / ͱ 2͉͑0,↑͘ + ͉1,↓͒͘ ͉n ␤ ͘. This state is an eigenstate of the qubit-signal mode system which is only weakly ͑dispersively͒ coupled to the detector mode. Provided we consider only situations with at most one signal photon inside the signal mode ͑␣͒ and n ␤ photons in the detection ͑␤͒ mode ͑as was the case in the preceding discussion͒, we can restrict ourselves to the subspace ͕͉0,↓͘ ͉n ␤ ͘ , ͉␣ − ͖͘. This set of states will effectively represent the two lowest states of the signal mode in our detection scheme ͑photon absent or present͒.
The state ͉␣ − ͘ has energy ͉␣ − ͘ = ␣ + g 0,␣ + n ␤ ␤ . Resonantly irradiating with ͉␣ − ͘ will populate the corresponding state ͉␣ − ͘ only and, being an eigenstate, will not induce any internal dynamics. Now we consider populating the ␤ mode with n ␤ photons to dispersively detect the difference between the states ͉vac, n ␤ ͘ϵ͉n ␣ =0, ↓ , n ␤ ͘ and ͉␣ − ͘ and thus the fact if a ␣-mode photon has entered the cavity or not. So, we consider the coupling to the ␤ mode via the perturbation Hamiltonian
The idea is that the second-order energy shift of the transition frequency between states ͉vac, n ␤ ͘ and ͉␣ − ͘ will contain a term ϰn ␤ which can be used to read off the effective coupling g between the hybrid system of ␣ mode ͑qubit͒ and the ␤ mode. We find that the system can be described by the effective Hamiltonian analogous to Eq. ͑1͒,
with a renormalized transition frequency of our hybrid qubit/ cavity system given by
and an effective cross-Kerr coupling of
Note that in the newly introduced system with subscript s ͑our hybrid system͒ only one excitation is possible such that ͉n s =1͘ϵ͉␣ − ͘.
In order to evaluate the result numerically for different modes, it is appropriate to use Eq. ͑5͒ and the following relations for the dependence of the parameters on the mode index:
which lead to the following expression for the coupling and for the dimensionless measurement rate:
͑16͒
Assuming g 0 =2 ϫ 50 MHz, 0 = 10 MHz, 0 =2 ϫ 6 GHz, and ͑␣ , ␤͒ = ͑3,5͒ we observe that the optimal measurement rate of ⌫ / =1/ 4 is reached at a measurement mode photon number of ͗n ␤ ͘Ϸ35, well below the critical photon number, where the dispersive approximation starts to break down as discussed, e.g., in ͓38͔. Note that the dropped term in Eq. ͑14͒ amounts to a correction of only about 2% in the needed photon number. Simply adjusting the decay rate of the cavity or the qubit resonator coupling will enable the experimentalist to observe all the features discussed in this paper as the full range of measurement rates are available, starting from the ideal detection limit ⌫ / =1/ 4 to the quantum Zeno limit ⌫ / ӷ 1. The detector efficiency, although limited by the quantum Zeno effect as shown before, can then reach values of about 30% even without considering more elaborate detector and signal analysis schemes.
We note that in an alternative scheme, both the signal and the detection modes can be dispersively coupled to the qubit, although generically this would lead to a weaker overall coupling g. Finally, we remark that having control over the individual mode frequencies involved ͑e.g., in a setup with two cavities instead of one͒ would be advantageous for two reasons: first, it could avoid spurious higher-order processes in which the signal mode is contaminated by the decay of photons from the detection mode by making those processes strongly off resonant; second, it would allow to tune the signal and detection modes relatively close to each other, thereby enhancing the coupling.
D. Possible realization using self-assembled quantum dots and photonic crystals
Photonic crystal cavities have been proven to couple to excitons in self-assembled quantum dots inside the cavity. The system is in principle analogous to the circuit QED system discussed above ͑in the sense that the dot coupling to the cavity is well described by a Jaynes-Cummings Hamiltonian͒, however, the crucial difference is that photonic crystals and excitons operate at frequencies corresponding to visible light. This makes measurement much harder due to the extremely short time spans involved compared to microwaves. However, if we assume the same coupling paradigm as before, we have to plug in the numbers typically found in present-day experiments ͓39-42͔. Cavity resonance frequencies are, e.g., 0 =2 ϫ 0.3ϫ 10 6 GHz, the fundamental Jaynes-Cummings coupling of an exciton to the cavity mode is g 0 Ϸ 2 ϫ 25 GHz, while present-day cavity decay rates also range in the O͑2 ϫ 30 GHz͒ region. If the cavity quality factors could be improved by about a factor of 100 and the coupling of the cavity to the pump could be improved by integrating the pump source on the chip and connecting it with a waveguide to the cavity ͑the technology for both exists͒, then we can reach optimal detection efficiencies ⌫ / Ϸ 1 / 4 with O͑10 4 ͒ photons in the detection mode. We therefore conclude that our scheme would also be applicable in the field of photonic crystals and self-assembled quantum dots once certain design improvements have been realized in those systems. Another experiment in which essentially the same physics could be observed is the detection of single photons in a microwave cavity by employing the dispersive interaction with a stream of Rydberg atoms ͓8͔.
V. CONCLUSIONS
In this paper we have analyzed a rather generic scheme for the detection of itinerant photons in a QND measurement process, employing quantum trajectory simulations. One particularly important and feasible implementation would be in superconducting circuit QED, where this scheme would enable the on-chip detection of single microwave photons. We have shown how the quantum Zeno effect enters the detection efficiency, a result that will be relevant to many other situations, such as the detection of electrons tunneling through a quantum dot by current passing through a nearby quantum point contact ͓43͔, the detection of itinerant phonons entering a micromechanical cantilever or membrane ͑e.g., in an optomechanical setup ͓44͔͒, and other similar settings in mesoscopic physics, quantum optics, and atomic physics.
signal in a consistent way starting from Eq. ͑2͒ which reads
This way, we will gain insights beyond the ensemble-average description of the usual master equation which is crucial for the analysis the detection efficiency.
b. Remark on stochastic master equations
The master equation in general is an ensemble-average description of a quantum system. It can be thought of as arising from averaging a stochastic unraveled master equation.
Note that there is, without a physical concept of the processes involved, no unique way of obtaining a stochastic master equation from the averaged master equation ͓33,34,45͔, a process which is known as unraveling. However, once we consider the physical details of the measurement, quantum mechanics allows us to unravel the master equation Eq. ͑A10͒ in such a way that we obtain ͑i͒ a classical measurement signal as produced by homodyne detection of the light field leaking out the detector mode and ͑ii͒ simultaneously a master equation conditioned on this measurement signal. This enables us to self-consistently simulate the measured signal and the quantum dynamics of our system which gave rise to exactly this signal.
c. Outline of calculation
We will observe that pure number states of the signal mode are attractor solutions. As a result of the measurement, the signal mode's state is stochastically forced toward a pure number state on a time scale that corresponds to the time that we need to extract the information about this number state from the measured signal. The attractor nature of the number states also becomes apparent from the fact that the stochastic term in the master equation becomes strictly zero as can be seen from Eq. ͑3͒.
In the following derivation, we follow Refs. ͓18,33-36͔. Note that the choice of unraveling formally corresponds to projecting the field leaking out of the detector mode into the free space field modes ͑which we also call the measurement bath͒ onto the correct basis states. In this case we project onto the eigenstates of the field quadrature we are interested in to extract the phase shift imposed by a signal photon in the cavity. We start by writing the measurement bath as an infinite set of harmonic oscillators ͑e.g., the modes of a transmission line͒,
interacting with the detector mode by the Hamiltonian
We employ the usual continuum and Markovian limit and define the detector mode decay rate det ϵ D͑ 1 ͉͒g d ͑ 1 ͉͒ 2 , where D is the density of states. ͓Note that this assumption cannot be easily relaxed for the purpose of deriving a stochastic master equation. It guarantees that the projective measurement of the bath will always disentangle system and bath which is not true for general non-Markovian baths͔. Details have been recently discussed in ͓45͔. The operator of the measured signal is then
where the last two lines represent the inhomogeneous and homogeneous parts of the solution of the equations of motion for the Heisenberg operators b d,n , respectively. Using ͗b n ͑t 0 ͒͘ = ͗b n † ͑t 0 ͒͘ = 0, the average signal can be expressed as
Now the idea is to let this interaction Hamiltonian Eq. ͑A3͒ act for a small time ⌬t before projecting the bath onto an eigenstate. Every time the bath is projected, the previously generated entanglement between bath and system ensures that this will also have a ͑slight͒ effect on the system state. By this mechanism it becomes clear that the random choice of an eigenvalue of the bath will in the continuum limit give rise to a stochastic term in the measured signal ͑noise͒ as well as in the system dynamics ͑back action͒. This random choice of eigenvalue/eigenstate of X happens according to the probability distribution given by P͑X͒ = ͗X͉ ͑t + ⌬t͉͒X͘ and projects the density matrix onto the eigenstate such that ‫ۋ‬ ͉X͗͘X͉ ͑t + ⌬t͉͒X͗͘X͉ ͗X͉ ͑t + ⌬t͉͒X͘ . ͑A4͒
In order to simplify the notation, we introduce global bath operators defined as B ͑t͒ϵ To leading order in ⌬t, the evolution of the density matrix will then have the following form:
induced diffusion term. This simplified master equation ͓Eq. ͑A10͔͒ for the signal mode alone later enables us to perform detailed numerical studies due to the more manageable size of the density matrix. Furthermore, only in the adiabatically eliminated version of the master equation we will be able to explicitly see that the chosen limit of det ӷ exactly corresponds to measuring the photon number of the signal mode by looking at the phase shift on the detection mode. The last step of the calculation follows the lines of the elimination of the detector mode operators from the deterministic terms in the master equation. However, to adiabatically eliminate the detector mode operators from the stochastic term, one more consideration is necessary. Simply replacing the off-diagonal terms by their stationary solution will not be enough as the stochastic term averages to zero. Instead we have to compute the variance of the stochastic term and integrate it over the time scale of the diagonal terms ⌬t = det −1 . Doing so, we find that the resulting master equation Eq. ͑3͒ reads
n ͪ − 2⌫͓n ,͓n , ͔͔ − ͱ 4⌫͓n + n − 2 ͗n ͑͘t͔͒͑t͒.
͑A11͒
For the rest of the paper ͑in the main text͒ we will drop the subscript s which denotes the signal mode. In the course of the adiabatic elimination calculation we also find the very useful identity ͱ det ͗â 1 + â 1 † ͑͘t͒ = 2 ͱ 2⌫͗â 0 † â 0 ͑͘t͒, ͑A12͒
which allows us to write the measurement signal ͑rescaled͒ Eq. ͑4͒ as X͑t͒ ϵ ͗n ͑͘t͒ + 1 4 ͱ 1 ⌫ ͑t͒. ͑A13͒
Having obtained the final form of the adiabatically eliminated stochastic master equation, we can turn to the detector logic and the evaluation of the photon detection efficiency. This will be done by numerically integrating Eqs. ͑3͒ and ͑A13͒ and applying a suitable nonlinear filter to the signal followed by a statistical analysis of the dependence of the photon count rate on the physical parameters in the system, especially ⌫ / , as explained in the main text.
