A linear error-block code is a natural generalization of the classical error-correcting code and has applications in experimental design, high-dimensional numerical integration and cryptography. This article formulates the concept of a linear error-block code and derives basic results for this kind of code by direct analogy to the classical case. Some problems for further research are raised.
The linear error-block code with = [1] n reduces to the classical linear errorcorrecting code. The construction of linear error-block codes with the largest rate, k/n, and the minimum distance, d, is an important problem in coding theory, with applications to experimental design, high-dimensional numerical integration, and cryptography. In coding theory linear error-block codes may be used to correct errors occurring within (d − 1)/2 blocks. Likewise error-block codes may also be used to construct cryptographic schemes.
Linear error-block codes yield mixed-level orthogonal arrays [3] , which are used for experimental design. For a [n, k, d] q linear error-block code C with type , let M be the q n−k × n matrix over F q such that its q n−k rows are the codewords of the dual code C ⊥ . The matrix M may be written in block form, [M 1 , M 2 , . . . , M s ], where each q n−k × n j block M j has elements m ij k . From this matrix M one may construct a q n−k × s matrix A with elements a ij = m ij 1 q n j −1 + · · · + m ij,n j . The matrix A is an orthogonal array of strength d − 1 with s factors and q n j levels for factor j. Suppose that one chooses any d −1 distinct columns of A, indexed by j 1 , . . . , j d−1 . The fact that A is an orthogonal array means that the submatrix formed by these columns contains exactly q n−k−n j 1 −···−n j d−1 copies of every row of the form (c 1 , . . . , c d−1 ) with c k = 0, . . . , q n j k − 1. Classical error-correcting codes yield orthogonal arrays with the same number of levels per factor, thus linear error-block codes provide a more general construction of orthogonal arrays.
There is another generalization of classical error-correcting codes, called poset codes, which was initiated by Niederreiter [8] and developed by Brualdi [1] , Kim [4] and Lee [5] . For poset codes the coordinates {1, 2, . . . , n} are considered to be a partially ordered set so that the codes have a more combinatorial flavor. Linear error-block codes have both combinatorial and algebraic behaviors. In this paper, we stress the algebraic aspect to show how many algebraic methods used in the classical case can be shifted directly to constructing good linear error-block codes.
We use standard terminologies and facts for classical linear codes which can be found in the monographs [6, 7, 9] . We sketch or omit proofs of some results if they are just direct analogies of the classical case. 
Hamming and singleton bounds
where
and the Singleton bound:
For any integer l 0 and v ∈ V , the ball with center v and radius l is
For l 1, we define 
As in the classical case, the minimum distance of C is d if and only if (i) the union of columns of each d − 1 blocks are F q -linearly independent; and (ii) there exist d blocks in H such that the union of the columns of these blocks are F q -linearly dependent.
In particular, this implies that the columns of the first d − 1 blocks are linearly independent. Since the number of rows is n − k, it follows that n − k n 1 + n 2 + · · · +n d−1 . 
The following result shows how to construct perfect codes and MDS codes with d = 3.
Theorem 2.3. Suppose that there exists a linear code
0 and there exists a linear code
Since the n i columns in H i are linearly independent, they generate an
Corollary 2.4. (i) There exists a linear error-block code
[n, k, 3] q (1 k < n) with type [n 1 ][n 2 ][1] r (n = n 1 + n 2 + r,
r 1) if and only if both the Hamming bound (1) and the Singleton bound (3) hold.
(ii) For any integers m 2, n 1 n 2 1 such that m n 1 + n 2 and q m q n 1 + q n 2 , there exist a perfect linear code
Proof. Statement (ii) is a direct consequence of (i). To prove (i) note that the Hamming and Singleton bounds,
are necessary for existence of a linear code
On the other hand, suppose that (4) and (5) are hold, then More perfect codes and MDS codes are constructed in following sections.
From F q m to F q
Let q = q m and { 1 , . . . , m } be a fixed F q -basis of F q . Any a ∈ F q may be expanded in terms of this basis as a = a (1) 1
be any l × n matrix over F q whose elements satisfy the following expansion:
The right-hand side of this expression may be written in terms of elements in F q :
Therefore the relation H v = 0 in F n q may be written as an equivalent relation in F n q as follows: (1) . Proof. Part (i) was proved above. To prove part (ii) note that
⇐ ⇒ C is a perfect code over F q . (q ml − q n 1 l − q n 2 l + 1) and an MDS linear code
Dual codes and weight enumerators
For a linear code C in F n q , there exists a dual code C ⊥ of C, defined by
where the inner product is where A i is the number of codewords c in C with -weight i, i.e.
Write q = p b , a power of the prime number p. Let T be the trace mapping for F q /F p , and = p = e 2 i p . For any u ∈ F n q , we consider the following polynomial in z:
Then it follows that
On the other hand,
It is easy to see that
If n 1 = n 2 = · · · = n s = m, then the formula for g u (z) becomes
Therefore by (7) it follows that
Thus we have the following MacWilliams Identity:
As an application of the weight enumerator, we have the following result: 
By the assumption that d s − 1, we obtain that
Algebraic-geometry codes
Algebraic-geometry (AG) codes, introduced by Goppa, is a powerful class of classical codes that can be generalized directly to the error-block case. This section uses the following notations:
F /F q : function field with constant field
the divisor of a differential ∈ . res P ( ): the residue of a differential at a prime divisor P.
the normalized P-adic exponential valuation of F at a prime divisor P.
Lemma 5.1 (Riemann-Roch Theorem). For a divisor A ∈ D(F ), we have l(A)
= deg A + 1 − g + d(A), d(A) = l(W − A).
Lemma 5.2. For a prime divisor P of degree d, let T P be the trace mapping for
Let n = n 1 + n 2 + · · · + n s , and (i) n i } to be trace-dual bases for F q n i /F q . This means that
Theorem 5.3. Let F /F q be a function field, and g = g(F ).
Let P 1 , . . . , P s be dis- tinct prime divisors of F such that deg P i = n i (1 i s), n 1 n 2 · · · n s , n = n 1 + n 2 + · · · + n s , D = P 1 + P 2 + · · · + P s . Let G be an effective divisor of F ("effective" means that G = P v P (G)P and v P (G) 0 for all prime divisor P) and v P i (G) = 0 (1 i s). (i) Assuming that deg G n − 1, it follows that C(D, G) = {c f = (f (P 1 ), . . . , f (P s ))|f ∈ L(G)} is a linear code [n, k, d] q with type = [n 1 ][n 2 ] . . . [n s ] where k = l(G) deg G+ 1 − g, d
t and t is determined by
n s + n s−1 + · · · + n t+1 − 1 < deg G n s + n s−1 + · · · + n t − 1. Moreover, k = deg G + 1 − g if deg G 2g − 1, and d = t if n s + n s−1 + · · · + n t+1 − 1 + g < deg G. (ii) Assuming that deg G 2g − 1, it follows that C (D, G) = {c = (res P 1 , . . . , res P s )| ∈ (G − D)} is a linear code [n, k , d ] q with type = [n 1 ][n 2 ] . . . [n s ] where k = d(G − D) n − deg G + g − 1, d t ,
and t is determined by
where 1 , n i , and T P i is the trace mapping for
, we identify f (P i ) with
Proof. To prove (i) let C(D, G) = im(
) where is the F q -linear mapping:
Then c f has at least s − t + 1 zero block-components:
To prove (ii) note that C (D, G) = im where is the F q -linear mapping
Since deg(div ) = 2g−2 for any 0 = ∈ , we know that (G) = (0) by assumption deg G 2g − 1. Therefore ker = (0) and
To prove (iii) note that under the assumption 2g − 1 deg G n − 1, it follows that In particular, C is an MDS code if k = n s + n s−1 + · · · + n d .
(ii) Suppose that s 3 and n 1 + n 2 n − k < n 1 + n 2 + n 3 . Then N = 
Conclusion and open problems
This paper presents several algebraic methods to construct good linear error-block codes as direct analogies of the classical case. Many problems remain for further research. Several of them are mentioned here.
