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ABSTRACT
This thesis presents the first observation of the production of three massive vector
bosons (VVV with V = W,Z) in proton-proton collisions at the LHC at
√
B = 13
TeV. The search was performed in final states with two same-sign charged leptons
(electrons or muons) plus one or two jets, and three, four, five, or six leptons from
WWW, WWZ, WZZ and ZZZ decays, with a data sample corresponding to an
integrated luminosity of 137 fb−1 collected by the CMS experiment during 2016-
2018. The observed (expected) significance of the combined VVV production is
5.7 (5.9) standard deviations, and the production cross section is measured to be
1010+210−200 (stat)+150−120 (syst) fb, corresponding to a signal strength of 1.02+0.26−0.23. We also
found evidence for WWW and for WWZ production, with observed significances
of 3.3 and 3.4 standard deviations, respectively. The measured production cross
sections for individual VVV processes are also reported. The establishment of VVV
production opens a new program of many standard model studies (such as gauge-
gauge and Higgs-gauge couplings), and provides a new tool for many new physics
searches (such as anomalous gauge coupling searches, new resonance searches).
This thesis also reports a search for long-lived supersymmetry particles decaying to
photons in proton-proton collisions at the LHC at
√
B = 13 TeV, with a data sample
corresponding to an integrated luminosity of 77.4 fb−1 collected by CMS during
2016-2017. Results are interpreted with a gauge-mediated supersymmetry breaking
model, where the long-lived particle is a neutralino and the lightest supersymmetry
particle is a gravitino. For neutralino proper decay lengths of 0.1, 1, 10, and 100
m, masses up to 320, 525, 360, and 215 GeV are excluded at 95% confidence level,
respectively. This result extends the limits from previous searches by one order of
magnitude for the neutralino proper decay length and up to 100 GeV more for the
neutralino mass. Motivated by the need for precision timing measurements for long-
lived particle searches, as well as for improvements in general object reconstruction
performance, the timing performance of two types of sensors are studied in this
thesis: one with a Cerium doped Lutetium Yttrium Orthosilicate (LYSO:Ce) crystal
as the scintillator and a silicon photomultiplier (SiPM) as the photodetector, another
with a Cadmium-Telluride sensor as the active material for a sampling calorimeter.
Both setups have been demonstrated with test beams to be able to provide timing
measurements of particles with a resolution below 30 ps.
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C h a p t e r 1
THE STANDARD MODEL OF PARTICLE PHYSICS
The standard model (SM) Lagrangian density is based on the SU(3)2 × SU(2)! ×
U(1). (subscript 2 for color, ! for the left-handed fermions, . for the hypercharge
operator) gauge theory:























• k is the fermion field;
• 0`a,,
0
`a, `a are the field strength tensors for SU(3)2, SU(2)! , U(1). , re-
spectively.
• Index 0 is the index of the generators, which runs from 1 to 8 for the gluon,
and 1 to 3 forW boson;
• < 5 , < , <, , < are the masses of the fermion, gluon, W boson, and neutral
gauge boson;
• `, a are the Lorentz vector indices.
The first term k̄8 (8W`) (`)8 9k 9 is the fermion kinetic term, where the covariant
derivative is:
D` = m` − 86′`. − 86,0`)0 − 86B0`C0, (1.2)
and where 6′, 6, 6B are the coupling strengths of the hypercharge interaction, weak
interaction, and strong interaction (62B = 4cUB); .,)
0, C0 are the hypercharge opera-
tor, SU(2) generator, and SU(3) generator, respectively. )0 and C0 are proportional











































































The field strength tensors in Eq. 1.1 are:
`a = m`a − ma`,
,0`a = m`,
0
a − ma,0` + 6n012,1`,2a ,
0`a = m`
0
a − ma0` + 6B 5 0121`2a, (1.5)
where 5 012 (a,b,c run from 1 to 8) and n012 (a,b,c run from 1 to 3) are the structure
constants of SU(3) and SU(2), and they are related to the generators by:
[C0, C1] = 8 5 012C2, [)0, ) 1] = 8n012) 2 . (1.6)
Expanding the 0`a
0`a and ,0`a,
0`a terms, we can see that there are three-
gluon, four-gluon, three-gauge-boson, and four-gauge-boson vertices that involve
the structure constants. The four-body vertices depend on the square of the structure
constants ( 5 012 or n012) and the square of the coupling strengths (6 or 6B), due to
the non-Abelian terms (6n012,1`,
2
a and 6B 5
0121`
2
a) in the field strength tensors
of the gluon and W bosons. Note that the neutral gauge bosons do not self-interact
(through three-boson gauge or four-boson gauge couplings of the Z or the photon)
in the SM. The experimental study of three- and four-boson gauge couplings is one
of the main topics of this thesis (see Chapter 7).
The second line of Eq. 1.1 gives the mass terms for the fermions, gluons, and gauge
bosons. Experimentally, it has been confirmed that gluons and photons are massless,
while the fermions, W and Z bosons have precisely determined, nonzero masses.
However, as illustrated below, it can be shown that the mass terms in the second line
of Eq. 1.1 are not invariant under local gauge transformations, and thus they must
be further considered before they can be included in the Lagrangian.
First of all, for the gauge sector, in order to preserve the gauge invariance of the first
line of the Lagrangian in Eq. 1.1, the gauge transformations of the gauge fields need
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to be written as:









! (G) + n012,1`_2! (G)





2 (G) + 5 0121`_22 (G). (1.7)











` are no longer invariant.
For the electroweak interactions of fermions, the fermions are grouped into three
families: (a4, 4, D, 3), (a`, `, 2, B), (ag, g, C, 1). For each of the three families, the
left-handed fields are SU(2)! doublets, while the right-handed partners are SU(2)!











, and -1 for 4'. Under gauge transformations,
each of them will be transformed by k → 48_. (G).k, where . is the hypercharge.
The mass term of the fermion can be written as:
− < 5 k̄k = −<k̄'k! − <k̄!k' . (1.8)
Under gauge transformation, the sum of the additional phases from transformed
k̄' and k! will not be zero because the hypercharge . for k̄' and k! is differ-
ent, and therefore the mass terms given in Eq. 1.1 are not invariant under gauge
transformations, and are therefore not allowed.
The inclusion of the mass terms without violating gauge invariance is accomplished
through the use of spontaneous symmetry breaking, and the so-called “Higgs mech-
anism” as outlined below. We start with the Lagrangian density without the mass
terms:











and to accommodate the nonzero observed masses of the Z, W, and fermions, we
now introduce a new ingredient: a complex scalar field Φ which is an SU(2)!










where q1 and q2 are complex scalar fields. The potential of the field Φ is given by:
+ (Φ) = −`2Φ†Φ + _(Φ†Φ)2, (1.11)
where _ needs to be positive so that + (Φ) has minimum value. If −`2 > 0,
then + (Φ) will have a minimum of zero when |Φ| = 0, which means the vacuum
expectation value of Φ is zero, and in this case the gauge transformation is still
invariant and there is still no mass term required for theW, Z and fermions. So −`2
has to be negative, and in that case the potential + (Φ) has a minimum atΦ†Φ = `22_ ,
and therefore the vacuum expectation value of the field Φ is not zero. Since the
gauge transformation of Φ only changes the direction of the four component field
Φ without changing the potential, we can choose a particular gauge transformation
such that q1 = 0 and q2 is a real scalar field (denoted as q). In such gauge choice,
the potential + (Φ) can be plotted in the real plane of Φ, as shown in Figure 1.1,
Under gauge transformation, Φ gets transformed to 48_. (G).Φ (where . = 1/2 is the
hypercharge), so the vacuum is not gauge invariant (even though the Lagrangian is
still gauge invariant); in other words the gauge symmetry is spontaneously broken in





2_ , we can rewrite
the real scalar field q as q = E + ℎ, where E = `2_ , and ℎ is a real scalar field with
zero vacuum expectation value 〈ℎ〉 = 0. With this definition, the Lagrangian from
the Φ field potential part is then given by:
L+ = −+ (Φ) = `2Φ†Φ − _(Φ†Φ)2 = −_E2ℎ2 − _Eℎ3 −
_
4
ℎ4 + const. (1.12)
where the first term is the mass term of the Higgs, −_E2ℎ2 = −<ℎℎ2/2, and the
second and third terms are the triple Higgs and quartic Higgs interaction vertices.




where _ is an unknown parameter, and E = 246GeV based on the value of Fermi
coupling constant E = 2<W/6 = 1/
√√
20 (we will see the relationship between
W boson mass and E, 6 later in this section). Therefore, the mass of the Higgs
boson is not predicted by this model and needs to be measured experimentally. The
Higgs boson was first observed by CMS and ATLAS Collaborations in 2012 with
a mass around 125 GeV [1, 2], and the latest and most precise measurement of <ℎ
is 125.38 ± 0.14GeV from the CMS Collaboration [3]. From the <ℎ measurement,
the value of _ = 0.129 is inferred.
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Figure 1.1: The potential of the Higgs field + (Φ) = −`2Φ†Φ + _(Φ†Φ)2 as a function of
|Φ|. The SM measured value of −`2 = (88.4GeV)2, _ = 0.129 are used to make the plot.




Taking into account the Higgs-Higgs, Higgs-gauge and Higgs-fermion interactions,
the standard model Lagrangian density now can be written as:










+ k̄8 (8W`) (D`)8 9k 9 (fermion kinetic)
+ `2Φ†Φ − _(Φ†Φ)2 (Higgs-Higgs)
+ (D`Φ)†(D`Φ) (Higgs-gauge)
− H4 !̄!Φ4' − HD&̄!Φ̃D' − H3&̄!Φ3' + (h.c.) (Higgs-fermion) (1.14)
For the Higgs-gauge term, since the Higgs field Φ is a color singlet and an SU(2)
doublet, and has hypercharge . = 1/2, the covariant derivative can be written as:














− 826(,1` − 8,2`) (E + ℎ)
m`ℎ + 82 (6,3` − 6′`) (E + ℎ)
)† ( − 826(,1` − 8,2`) (E + ℎ)


























/` = cos \,,
3
` − sin \,`,
` = sin \,,
3
` + cos \,` (1.17)
where \, is the weak mixing angle (tan \, =
6′
6 ). We can rewrite the Higgs-gauge


































` (hZZ and hhZZ vertex)
(1.18)








62 + 6′2 = <,/cos \, . (1.19)
The experimental study of the Higgs-gauge couplings by the production of three
massive gauge bosons (in which two of them are produced from a Higgs boson
decay) is also one of the main topics of this thesis (see Chapter 7).
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The Higgs-fermion terms (Yukawa terms) in Eq. 1.14 include the fermion mass
























ℎ3̄3 (down-type quark) (1.20)











In summary, the standard model (SM) of particle physics defines and classifies
the elementary particles based on their quantum properties, and describes the weak,
strong, and electromagnetic interactions among them. Figure 1.2 summarizes all the
elementary particles and their classifications in the SM. So far, all the elementary
particles in the SM have been experimentally observed and their properties and
interactions have been well-tested and shown to agree within errors with the SM
predictions. Figure 1.3 shows the current SM constraints on the Higgs boson mass
("H) from various electroweakmeasurements, together with the directmeasurement
of "H. We see that the direct measurement of "H is compatible with the constraints
derived from other electroweak measurements. More precise measurements and
tests of the SM are continuously being conducted by particle physics experiments,
in the quest for the first hints of the existence and nature of new physics beyond the
standard model.
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Figure 1.2: Elementary particles in the standard model: 12 fermions (quarks and leptons),
5 bosons (Higgs boson and gauge bosons). The plot is taken from [4].
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Table 10.7: Principal SM fit result including mutual correlations.
MZ [GeV] 91.1882± 0.0020 1.00 ≠0.07 0.00 0.00 0.02 0.02
‚mt( ‚mt) [GeV] 163.51± 0.55 ≠0.07 1.00 0.00 ≠0.11 ≠0.22 0.04
‚mb( ‚mb) [GeV] 4.180± 0.008 0.00 0.00 1.00 0.20 ≠0.02 0.00
‚mc( ‚mc) [GeV] 1.275± 0.009 0.00 ≠0.11 0.20 1.00 0.47 0.00
–s(MZ) 0.1185± 0.0016 0.02 ≠0.22 ≠0.02 0.47 1.00 ≠0.03
∆–
(3)
had(2 GeV) 0.00592± 0.00005 0.02 0.04 0.00 0.00 ≠0.03 1.00















ΓZ, σhad, Rl, Rq (1σ)




all except direct MH (90%)
Figure 10.4: Fit result and one-standard-deviation (39.35% for the closed contours and 68% for
the others) uncertainties in MH as a function of mt for various inputs, and the 90% CL region
(∆‰2 = 4.605) allowed by all data. –s(MZ) = 0.1185 is assumed except for the fits including the
Z lineshape. The width of the horizontal dashed band is not visible on the scale of the plot.
that at least some of the problem in Ab is due to a statistical fluctuation or other experimental
e ect in one of the asymmetries. Note, however, that the uncertainty in A(0,b)FB is strongly statistics
dominated. The combined value, Ab = 0.901± 0.013 deviates by 2.6 ‡.
The left-right asymmetry, A0LR = 0.15138± 0.00216 [273], from hadronic decays at SLD, di ers
by 2.1 ‡ from the SM expectation of 0.1469± 0.0003. The combined value of A¸ = 0.1513± 0.0021
from SLD (using lepton-family universality and including correlations) is also 2.1 ‡ above the
SM prediction; but there is experimental agreement between this SLD value and the LEP 1 value,
A¸ = 0.1481±0.0027, obtained from a fit to A(0,¸)FB , Ae(P· ), and A· (P· ), again assuming universality.
The observables in Table 10.4 and Table 10.5, as well as some other less precise observables,
27th August, 2020 2:40pm
Figure 1.3: The direct measurements of Higgs boson mass (horizontal orange line, whose
uncertainty is not visible in the current range) and top quark mass (vertical black lines), as
well as the fit results of t e Higgs boson mass as a function of top quark mass. The plot is
taken from [5].
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C h a p t e r 2
SUPERSYMMETRY AND SEARCHES AT THE LHC
The Higgs boson part of the SM Lagrangian is:
LHiggs = `2Φ†Φ − _(Φ†Φ)2 + (D`Φ)†(D`Φ) + LYukawa. (2.1)
TheHiggs-fermion, Higgs-Higgs andHiggs-gauge interactions induce fermion/Higgs/gauge
loop corrections to the Higgs free field propagatorΦ and this gives radiative correc-





















where ΛUV is the ultraviolet (UV) momentum cutoff of the divergent loop integrals,
which is the energy scale above which the SM is no longer valid as an effective field
theory. The fact that the measured Higgs boson mass is about 125 GeV and the
coefficients (HC , _, 6) in Eq. 2.2 are on the order of 1 implies that ΛUV ∼ O(1TeV)
to make sure that |X<2ℎ | < <2ℎ. On the other hand, if the ΛUV cutoff for the SM as an
effective theory is on the order of the Planck scale,"% ∼ 1019GeV, then |X<2ℎ |would
be about 1036 times larger than the measured<2ℎ ∼ (125GeV)2. This puzzle, known
as the hierarchy problem, inevitably requires that new physics should exist at the
TeV scale to alter the propagators in the loop correction and cut off the loop integral.
Note that this problem only exists in the Higgs mass correction, as for the fermion
and gauge boson masses, the radiative corrections do not have the direct quadratic
dependence on Λ2UV, but instead they are logarthmic: X<f/W/Z ∝ log( Λ<f/W/Z ).
The search for such new physics at the TeV scale is (and will be) one of the
main goals/motivations of multi-TeV colliders such as Large Hadron Collider and
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future colliders with even higher energy. Besides the hierarchy problem, many
other puzzles from experimental observations can only be resolved by considering
theories beyond the SM; puzzles which include:
• The vacuum instability problem, which is related to the running of the Higgs
quartic coupling _ to negative values. Given the current measured values of
the Higgs mass and top quark mass [6], this occurs at a renormalization group
energy scale well below the Planck scale "%.
• The nature of dark matter, as observed in galactic rotation curves, the large
scale structure of the universe, weak lensing, and other obervations.
• The origin of the neutrino masses observed in long baseline and reactor-based
neutrino oscillation experiments.
• A quantum theory of gravity.
Now, suppose there is a heavy scalar particle S with the Higgs-S coupling term
−_S2 ℎℎ(( in the Lagrangian. Then the sum of the fermion loop and particle S loop






















If each of the SM fermions has two companion scalars each with _S = H
2
5 , then the
sum of the Λ2UV term contribution in X<
2
ℎ from the fermion and the two scalars will
be exactly zero. And similarly for gauge bosons and Higgs boson, we can cancel
out the Λ2UV term in X<
2
ℎ by their counterterms from their fermion companions (if
they exist). To make such a theory a success, a new symmetry relating fermions and
bosons, called supersymmetry (SUSY) [7], needs to be assumed. A supersymmetry
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transformation generator & that transforms a bosonic state into a fermionic state,
and vice versa, must exist:
& |Boson〉 = |Fermion〉, & |Fermion〉 = |Boson〉. (2.4)
The representations of the supersymmetry algebra are called supermultiplets. Each
supermultiplet contains both fermion and boson states, which are known as the
superpartners to each other, and each supermultiplet contains an equal number of
fermion and boson degrees of freedom (= = =). The supermultiplets are classified
based on the spin combinations of the fermion and scalar in the supermultiplet: a
spin 0 and spin 1/2 combination is called a chiral supermultiplet, and a spin 1/2 and
spin 1 combination is called a gauge supermultiplet. The possible supermultiplets
which contain SM particles and their superpartner (called sparticle) are:
• One spin 1/2 fermion (= = 2), two spin 0 scalars (= = 1 + 1 = 2) which are
called sfermions (including squarks, sleptons). This is a chiral supermultiplet.
• One spin 1 vector boson (= = 2), spin 1/2 fermions (= = 2) which are called
gauginos. This is a gauge supermultiplet.
• For the Higgs boson, there are two supermultiplets, one with hypercharge
. = 1/2 (denoted as D) and one with hypercharge . = −1/2 (denoted as
3), and the third component of weak isospin )3 = (1/2,−1/2), which makes
the charged and neutral components of D and 3 (& = )3 + . = −1, 0, 1):
D = (+D , 0D), 3 = (−3 , 03). The physical SM Higgs boson is a linear
combination of 0D and 
0
3 . And the spin 1/2 superpartners of D and 3 are
called Higgsinos (̃D, ̃3). They are also chiral supermultiplets.
Among the gauginos, the superpartner of the gluon is called a gluino (6̃). Themixing
of the gauginos ,̃1, ,̃2, ,̃3, ̃ give the mass eigenstates known as winos (,̃+, ,̃−),
the zino (/̃) and the photino (̃), just like the mixing among their superpartners
(the SM particles) as shown in Eq. 1.17. All the supermultiplets mentioned above,
which are composed of the SM particles and their superpartners, are the content of
the most simple extension of the SM, called the Minimal Supersymmetric Standard
Model (MSSM).
The MSSM also conserves the R-parity, which is defined based on the baryon
number B, lepton number L, and spin of the particle:
%' = (−1)3(B−L)+2B . (2.5)
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With this definition, all SM particles have even R-parity (%' = 1), and all the
superpartners of the SM particles (sparticles) have odd R-parity (%' = −1). The
requirement of conserving R-parity implies that for any vertex that involves particles
and sparticles, there can only be an even number of sparticles connecting to the vertex
(even-in, even-out; or odd-in, odd-out), which means:
• From SM partons in a pp collision, the sparticles are always pair produced,
for example pair-produced gluinos or squarks from a gluon.
• The sparticle must be either absolutely stable (no decay) or it must decay to
SM particles plus an odd number of sparticles (usually just one).
• The lightest sparticle, called the lightest supersymmetric particle, or LSP,
must be absolutely stable (no decay).
Just like electroweak symmetry, which has to be broken in the SM, supersymmetry
also needs to be a broken symmetry in the vacuum state. The reason is that if super-
symmetry were unbroken, we would have already easily observed the superpartners
of SM particles which have the same mass as the SM particles, for example 0.511





and 4'), the massless
gluino and photino. The fact that the unbroken supersymmetry already cancels
the Λ2UV terms in X<
2
ℎ through appropriate choices of the dimensionless coupling
parameters (HC , _, 6) requires that the Lagrangian term that violates supersymmetry
can no longer have dimensionless coupling parameters. In other words, the effective
Lagrangian of the MSSM can then be written as:
L = LSUSY + Lsoft (2.6)
where LSUSY contains all the gauge, Yukawa, and dimensionless scalar couplings,
and does not break supersymmetry; and Lsoft violates supersymmetry and only
contains couplings parameters and parameters in mass terms that are dimensionful
with positive dimensions. This requirement is called soft supersymmetry breaking
(for a review see [8]).
Similarly to the SM Lagrangian in Eq. 1.14, the Lagrangian density of a supersym-
metric theory can be written as the following terms with all the free supermultiplets
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26_†0 (k†)0q) + 6(q∗)0q)0 (gauge interaction)
(2.7)
where:
• 0`a: the field strength tensors for the gauge bosons, as defined in Eq. 1.5.
• _0: the two-component fermion gaugino (superpartners of the gauge bosons).
• 0: the real bosonic auxiliary field for the gauge boson to match the degree
of freedom of the gauge boson and the gaugino.
• q: the scalar field in a chiral supermultiplet, such as Higgs scalars, sleptons.
• k: the fermion field in a chiral supermultiplet, such as Higgsino fermion,
leptons. The chiral supermultiplet term (second line) in Eq. 2.7 describes the
Lagrangian of the free chiral supermultiplets.
• H8 9 : : the Yukawa coupling of a scalar q8 and two fermions k 9k: .
• "8 9 : symmetric mass matrix for the fermions k.
• + (q, q∗): potential of the scalar q,+ (q, q∗) = ∗:: , where  is an auxiliary
scalar field, 8 = −"∗8 9q∗ 9 − 12 H∗8 9 :q∗ 9q∗: .
• The last line of Eq. 2.7 contains the interaction of scalar, fermion, gaugino,
and auxiliary fields between gauge supermultiplet and chiral supermultiplet.
The supersymmetry breaking part of the Lagrangian, Lsoft, in the effective MSSM








08 9 :q8q 9q: +
1
2
18 9q8q 9 + C8q8
)
+ h.c. − (<2)89q 9∗q8,
(2.8)
where all the parameters have positive dimensions:
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• "0: the gaugino masses, dimension 1.
• (<2)89 : scalar mass terms, dimension 2.
• 08 9 : : three-scalar couplings, dimension 1.
• 18 9 : two-scalar couplings, dimension 2.
• C8: "tadpole" couplings for scalar1, dimension 3.
Different mechanisms have been proposed to try to explain the spontaneous super-
symmetry breaking by constructing non-zero vacuum expectation values from the
MSSM supermultiplets, for example the Fayet-Iliopoulos mechanism [10] (which
uses the auxiliary 0 field in the gauge supermultiplet, called a D-term), or the
O’Raifeartaigh models [11] (which use the auxiliary 8 field in the chiral supermul-
tiplet, called an F-term). However, all of them have proven to be insufficient to be
responsible for the dominant source for supersymmetry breaking [7]. As a result, an
extension of the MSSM with a separate supersymmetry breaking sector (called the
hidden sector) is needed, in which the spontaneous supersymmetry breaking occurs
in the hidden sector, and the supersymmetry breaking effects are mediated from the
hidden sector to the visible sector (supermultiplets of MSSM) such that the masses
of the sparticles in the visible sector are large enough that we still have not observed
them. There are two main models of such mediating interactions, one is gravity-
mediated or Planck-scale mediated supersymmetry breaking (PMSB) [12–15], and
the other one is gauge-mediated supersymmetry breaking (GMSB) [16–25].
For PMSB, the supersymmetry breaking is mediated from the hidden sector to the
MSSM by new interactions (including gravity) that happen at the Planck scale "%.
When taking gravity into account, we get another supermultiplet which has the spin
2 graviton and a spin 3/2 fermion called the gravitino (G̃). If supersymmetry is
broken in the hidden sector by a vacuum expectation value 〈〉, then the soft terms





1For a phenomenology of models where the electroweak symmetry breaking is driven by a
tadpole, and how the Higgs potential can be destabilized by a tadpole, see [9]
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where 5 0, : 98 , U
8 9 : are dimensionless couplings, and V8 9 has dimension 1. In PMSB,
the gravitino mass (<3/2) is also proportional to
〈〉
"%
, so it is comparable to the
masses of the MSSM sparticles (of order 100 GeV or so).
For GMSB, the ordinary gauge interactions are responsible for the origin of super-
symmetry breaking in the hidden sector, and another sector called the messenger
sector is responsible for the coupling to both the hidden sector and the visible sector.
The messenger sector has chiral supermultiplets called messengers, which contain
messenger fermion quarks (k@, k@̄), scalar quarks (@, @̄), fermion leptons (k; , k;̄),
scalar leptons (;, ;̄), and all of them have very large masses ("mess), at the so-called
messenger scale. Scalar quark messenger loops and scalar lepton messenger loops
give masses to the gauginos, which are proportional to 〈〉/"mess. The masses of
the scalars in the MSSM are obtained by two-loop corrections from the messen-
ger fermions and messenger scalars, and the scalar masses are also proportional to
〈〉/"mess. So the masses of the gauginos and the scalars in the MSSM are close
to each other.
In GMSB, the gravitino mass is much lighter than the sparticles in the MSSM (order
of eV compared to GeV) and it is the LSP in GMSB, and all MSSM sparticles
will eventually decay into a gravitino plus SM particles. The rate of a sparticle -̃
decaying to an SM particle - plus a gravitino is:








Depending on the mass spectrum involved in this decay and 〈〉, the decay rate
could be very small which leads to long-lived sparticles -̃ . The experimental search
for such long-lived sparticles within the context of a GMSB model is one of the
main topics of this thesis (see Chapters 8, 9, and 10).
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After supersymmetry breaking, the superpartners in the supermultiplets discussed
above might no longer be mass eigenstates. For example, the mixing now can
happen between gauginos and higgsinos that have the same electric charge due to
both electroweak symmetry breaking and supersymmetry breaking effects. The mix














At the Large Hadron Collider, the dominant SUSY production modes are gluino-
squark, gluino-gluino, and squark-squark pair productions from gluon-gluon and
gluon-quark fusions. The production cross section of different SUSY particle pairs
at the LHC can be seen in Figure 2.1. As we can see, the production cross sections
for different SUSY particles vary by several orders of magnitude, which makes the
production of gluinos and squarks the most experimentally sensitive channels at the
LHC.
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Figure 2.1: Production cross section of SUSY particles at the LHC for proton-proton
collisions of
√
B = 13 TeV as a function of the mass of SUSY particles at the next-to-
leading logarithmic accuracy (NLL) matched to next-to-leading order (NLO) predictions
for weak production, and next-to-next-to-leading logarithmic accuracy (NNLL) matched to
approximate next-to-next-to-leading order (NNLOapprox) predictions for strong production.
The plot is taken from [26].
Different models (PMSB, GMSB, etc.) have different predictions for the sparticle
masses and decay modes, depending on the values of the free parameters in such
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models that have not yet been measured experimentally. When supersymmetry
searches are performed, different searches usually use benchmark points in a specific
model with some of the free parameters fixed and some free parameters floating to
be constrained experimentally. With the data collected in 2015-2018 by the CMS
and ATLAS experiments during the LHC Run2, the mass of the gluino has been
excluded up to about 2.2 TeV for most decay channels, and the mass of squarks has
been excluded up to about 1.7 TeV [27, 28], corresponding to an upper limit in the
cross sections on the order of 1 fb, as shown in Figure 2.1.
Part II
The LHC and CMS
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C h a p t e r 3
THE LARGE HADRON COLLIDER
The Large Hadron Collider (LHC) [29] is a machine which accelerates, circulates,
and focuses two counter-rotating bunched hadron (proton or heavy ion) beams in a
26.659 km circular main tunnel 50 to 150 meters below the ground spanning the
border between Switzerland and France, and collides the bunches at four interaction
points (IP) where the four major LHC experiments are installed: ATLAS (IP1),
ALICE (IP2), CMS (IP5), and LHCb (IP8).
The LHC was built by re-using the Large Electron-Positron Collider (LEP) tunnel,
whichwas dug in 1984-88 andwhich has an internal diameter of 3.7meters. TheLEP
tunnel was originally foreseen to have a 30 km circumference, but civil engineering
test borings showed that the tunnel would have to go too deep into the granite below
the Jura mountains, where there are pockets of water under high pressure. For this
reason, the circumference was reduced, the tunnel was moved to minimize the part
of the circumference (less than 2%) in the granite, and it was tilted by 1.5% to fit
between the foot of the mountains and the Geneva airport.
The main goal of the LHC is to search for new physics beyond the standard model
(BSM) with proton-proton (pp) or heavy ion (PbPb, pPb, or XeXe) collisions of
center-of-mass energies (
√
B) of up to 14 TeV for the proton-proton runs and typical
energies of around 5 TeV during heavy ion runs. A second goal is to precisely
measure many of the strong and electroweak standard model processes so as to
detect signs of BSM processes, or further constrain the yet-to-be-discovered new
physics that may exist. The heavy ion runs have provided new information on states
of nuclear matter including the quark gluon plasma under extreme pressure and
temperature.
Because the two proton beams have the same electric charge (anti-proton beams
are not possible given the LHC’s high beam intensity requirement), separate beam
pipes and sets of coils are needed in the tunnel in order to produce the magnetic
field that bends the two beams in opposite directions. Due to the limited space in
the tunnel, it would have been extremely difficult to install two completely separate
rings of dipole magnets to guide the counter-rotating beams. Instead, a twin-bore
magnet design [30] was adopted, in which the two beam pipes and two sets of coils
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are installed within the same mechanical structure and share the same cryostat, and
thus the two beam channels are magnetically and mechanically coupled.
There are two main types of magnets in the LHC: 1232 dipole magnets for bending
the beams and 392 quadrupole magnets for focusing the beams. There are additional
pole windings to correct for higher order multipoles in the magnet lattice and
specialized sextupole and octupole magnets to help control the beam orbit and
focusing. The superconducting magnets are made of Nb-Ti cables, cooled by
superfluid helium at a temperature of 1.9K, which provides a nominal magnetic
field of 8.33 T.
Figure 3.1 shows the schematic layout of the LHC. The LHC tunnel is not a perfect
circle: it has eight 528-m-long straight sections and eight 2.45-km-long arcs. A
straight section plus two transition regions (dispersion suppressors) is defined as
one insertion. The region between two insertion points is defined as a sector. The
region between the middle of the arc to the middle of the next arc is defined as
an octant. Insertion points 1, 2, 5, and 8 are where the four main experiments are
located: ATLAS, ALICE, CMS, and LHCb. The two beams, Beam 1 and Beam
2, are injected from insertion point 2 and insertion point 8, with Beam 1 rotating
clockwise and Beam 2 rotating anticlockwise.
The injected 450 GeV-proton beams are produced by stripping the electrons off of
hydrogen gas atoms, and then accelerated in steps in the various accelerator systems
of CERN [31]: Linac2 (50 MeV; after Run 2 Linac2 has been replaced by Linac4,
which will accelerate the protons to 160 MeV), the Proton Synchrotron Booster
(PSB, 11.4 GeV), the Proton Synchrotron (PS, 25 GeV), and the Super Proton
Synchrotron (SPS, 450 GeV). Finally, the 450 GeV proton beams get injected into
the LHC at the two insertion points. Upon injection into the LHC, the beams are
captured and accelerated by the superconducting radio-frequency cavity system.
Each proton gains 485 keV energy during one turn through the LHC lattice, which
means that 1.35 × 107 turns are needed to ramp up the energy from 450 GeV to 7
TeV, corresponding to a typical ramp up time of 20 minutes. The collisions between
the bunches in the two beams happen at the four IPs, in which the two beam pipes
merge into one common beam pipe of about 140 m (126 m) long for IP1/5 (IP2/8).
To avoid bunch crossings at multiple points in the same beam pipe (in total 37
possible crossing points in a 140 m long beam pipe), the two beams are collided
with each other at the designed point with a small crossing angle (typically a few
hundred `rad). After a certain number of collisions, the two beams are dumped by
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the beam dump system in insertion point 6.
Figure 3.1: The schematic layout of the LHC; Beam 1 rotates clockwise and Beam 2 rotates
anticlockwise [29].
The event production rate from the collisions depends on the machine luminosity
and the production cross section: rate = !fxsec, where fxsec is the production cross
section of the physics process under study, which depends on the center of mass
energy
√
B. The luminosity ! can be written (approximately) in terms of the main





where (from the design reports [29, 32]):
• #1: nominal number of protons per bunch: 1.15 × 1011.
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• t: time between bunches: 25 ns.
• f: nominal transverse size of the bunch at IP: 16.7 `m.
Using the numbers above, we get ! ≈ 1.5 × 1034 cm−2 s−1.
More precisely, with some corrections and expressed in more general parameters,




∗ ;  =
1√
1 + ( \2fI2f )2
(3.2)
where the LHC design values of the parameters in this formula are (from [29, 32]):
• #1: number of protons per bunch: 1.15 × 1011.
• =1: number of bunches per beam: the maximum possible number is de-
termined by the length of the LHC tunnel and the distance between two
neighboring bunches: 26.659km/7.5m = 3554; the design number is 2808
(allowing for some empty timeslots among the bunches).
• 5rev: revolution frequency: 5rev = 1/) = 299792km/s26.659km =11245Hz (rings/second).
The product of =1 5rev = 31.6MHz is the average bunch crossing rate.
• WA : relativistic gamma factor: 7461 for 7 TeV protons.
• n=: normalized (w.r.t the beam energy) transverse beam emittance: 3.75 `m.
• V∗: beta function at the collision point: 0.55 m.
• : geometric luminosity reduction factor due to non-zero crossing angle:
depends on the crossing angle at the IP, \2 (285`rad), the bunch length, fI
(7.55 cm), and the transverse beam size, f (16.7`m). This parameter is about
0.836.
Using the numbers above, we get ! = 1.0 × 1034 cm−2 s−1, which is the design
luminosity of the LHC.
During actual operation of the LHC in Run 2, several operational parameters have
been significantly improved relative to the design values, as a result of the large
effective aperture, quality and remarkable reproducibility of the LHCmagnet lattice,
the growing operational experience and expertise of the LHC team, and the discovery
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of new injection and focusing schemes. This led to greatermaximumbunch intensity
in 2016, and smaller emittance and overall a peak luminosity that reached ! = 2 ×
1034 cm−2 s−1 repeatedly at the beginning of a fill during 2017 and 2018. As
discussed further below, the maximum luminosity is set by the experiments’ ability
to deal with a certain maximum number of “pileup” events accompanying an event
of interest during the same crossing of the proton bunches. A comparison of the
nominal LHC design parameters and the typical actual parameters during Run 2
operation is given in Table 3.1.
Following the next data taking run, Run 3 scheduled for 2022-24, the LHC ac-
celerator and detectors will complete the installation and commissioning of major
upgrades in 2025-26. A new phase of the program called the High-Luminosity LHC
(HL-LHC) is scheduled to start in 2028 and continue for approximately 10 years,
through 2038. The HL-LHC accelerator has a design luminosity of approximately
! = 6.5 × 1034 cm−2 s−1. These upgrades will significantly boost the discovery
reach and rate of scientific progress, and reduce the time needed to reach the ultimate
integrated luminosity goal (about 3000-4000 fb−1). The comparison of the machine
parameters in LHC and HL-LHC can also be found in Table 3.1.
The HL-LHC program will enable the study of a wide variety of production and
decay channels, including rare decays of the Higgs boson, vector boson scattering,
di-Higgs production to provide key information on the Higgs boson self-coupling,
and rare b-meson decays with great precision, enabling both direct and indirect
searches for BSM physics across a vast landscape.
A summary of the operational experience during LHC fills during Run 2 in 2015-
18 follows. Once the beams were brought into collision, the luminosity during a
fill dropped as #1 was reduced due to collisions. The total cross section for pp
collisions is about ftot = 110 mb for
√
B = 13 TeV, with small variations for different
center-of-mass energies [33, 34]. This means that the typical reduction rate of the
number of protons in the beam in the midst of a fill (#1=1) was roughly ftot ! =
110 mb × 1.4 × 1034 cm−2 s−1 = 1.5 × 109 s−1 due to collisions at each IP. The sum
of the loss-rates in the two high luminosity experiments CMS and ATLAS was thus
about 3#/3C = 3×109s−1, or 1.1×1013 per hour. This means that the mean lifetime
of the total number of protons #1=1 (or the mean lifetime of the number of protons
in each bunch #1) was about g# = #3#/3C = 1.25×1011×2556/(1.1×1013 h−1) = 29
hours. This gave a typical mean lifetime of the luminosity (g! ≈ g#/2) of about 14
hours based on Eq. 3.2.
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In practice, some of the fills were cut short due to a beam loss. On the other hand,
the luminosity lifetime went up at the end of the fill, so long fills were sometimes
allowed to last longer, including when any essential component in the LHC injector
chain went down for some hours. In addition, the V∗ was sometimes reduced on
the fly during a fill, and that fill was kept longer. Without the collisions, the typical
beam lifetimes were above 100 hours.
To achieve the maximum integrated luminosity, the beams were dumped when the
luminosity was low enough. The optimal time length of each fill (Cfill) depends on
the turnaround time C) [35]: from the instant data taking is stopped during a fill,
to the instant when data taking is resumed at the start of the next fill. C) is thus
the sum of the beam dump time and the preparation time (time that is needed for
LHCmagnet cycling and optics setup, injecting the beam, and ramping up the beam
energy) to bring the beams back into collision again at full energy.
Taking an average turnaround time C) of 6 hours and Cfill of 8 hours (as in 2018), the
average luminosity was about 0.68×1034 cm−2 s−1 (averaged over CT and Cfill, !0E4 =∫
Cfill
!3C/(CT + Cfill)).Considering that the typical average availability of the LHC
was about 79% (the percentage of time without hardware failures), the integrated
luminositywas about 0.46 fb−1 per day. During 2018, therewere 145 days for physics
runs, which yields an integrated luminosity per year in our simplified calculation of
around 70 fb−1. In reality, the integrated luminosity for pp collisions at
√
B = 13 TeV
delivered by the LHC to CMS was about 41.0 fb−1, 49.8 fb−1, and 67.9 fb−1 during
2016, 2017 and 2018, respectively.
The integrated luminosity recorded by CMS and good for physics analysis (data
collected by CMS with all essential sub-detectors working) was about 35.9 fb−1 ,
41.5 fb−1 , and 59.7 fb−1 during 2016, 2017, and 2018, respectively. The LHC
also delivered and CMS recorded about 4 fb−1 of data during 2015, but this small
piece of data is not considered in the physics analysis in this thesis, as the cost of
adding in the 2015 data is too high compared to the benefit. We would need separate
simulations for the signal and background events, as well as dedicated calibrations,
scale factors, and detector performance measurements. As a result, the computing
resources and time required to analyze the 2015 data would be almost the same as
for analyzing the data in other years, while the impact on the overall Run 2 data
sample would not be statistically significant.
The actual day by day peak luminosity and the cumulative luminosity delivered to
CMS during Run 2 can be seen in Figure 3.2.
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Figure 3.2: Upper (bottom) plot: peak luminosity (cumulative luminosity) versus day
delivered to CMS for pp collisions during Run 2 [36].
The number of simultaneous pp interactions occurring in the same bunch crossing,
defined as the pileup, can be estimated based on the inelastic pp cross section
finel, which is 79.5 mb [34] at 13 TeV. With this cross section, the number of pp
interactions per second at each IP for the 2018 peak luminosity (2.1⇥1034 cm 2 s 1)
would be about finel ! = 79.5 mb ⇥ 2.1 ⇥ 1034 cm 2 s 1 = 16.7 ⇥ 108 s 1, and the
average bunch crossing rate would be approximately 28.7 MHz (for 2556 bunches








which is the estimated peak pileup for the 2018 data taking period.
Alternatively, the number of pp interactions in one crossing can also be calculated
Figure 3.2: Upper (bottom) plot: peak luminosity (cumulative luminosity) versus day
delivered to CMS for pp collisions during Run 2 [36].
The number of simultaneous pp interactions occurring in the same bunch crossing,
defined as the pileup, can be estimated based on the inelastic pp cross section
finel, which is 79.5 mb [34] at 13 TeV. With this cross section, the number of pp
interactions per second at each IP for the 2018 peak luminosity (2.1×1034 cm−2 s−1)
would be about finel ! = 79.5 mb × 2.1 × 1034 cm−2 s−1 = 16.7 × 108 s−1, a d the
average bunch crossing rate would be approximately 28.7 MHz (for 2556 bunches
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which is the estimated peak pileup for the 2018 data taking period.
Alternatively, the number of pp interactions in one crossing can also be calculated





(1.25 × 1011)2 × 79.5mb
4c × (11`m)2
= 82. (3.4)
With a correction by the geometric reduction factor  of about 0.7, we also get about
58 peak pileup for the 2018 data taking period.
In reality, the average crossing rate and luminosity changed during the different
years of Run 2 running, with variations in the bunch intensity and/or the beam sizes
at the interaction point, so the peak pileup also changed. The actual crossing rate,
peak luminosity and also the peak pileup for different years of LHC Run 2 can be
found in Table 3.1. The distribution of the pileup during each year of Run 2 running
measured by CMS is shown in Figure 3.3.
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Figure 3.3: Pileup (interactions per crossing) distributions for pp collisions during different
years of Run 2 running [36].
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Table 3.1: Comparison of the design performance of the LHC [29, 32], the actual per-
formance achieved during Run 2, and the design performance of the HL-LHC for pp
collisions [37].
Parameter LHC design 2016 2017/2018 HL-LHC
Peak luminosity ! (1034 cm−2 s−1) 1.0 1.4 2.1 6.5
Integrated luminosity at IP1/5 ( fb−1/year) 50 41 50/68 ≈ 300
Number of bunches =1 2808 2220 2556 2748
Average crossing rate (MHz) 31.6 25.0 28.7 30.9
Peak pileup 25 45 58 157
Average pileup 20 27 38 140
Center-of-mass energy
√
B (TeV) 14 13 13 14
Number of protons per bunch #1 (10
11) 1.15 1.18 1.25 2.2
Emittance n= (`m) 3.75 2.2 2.2 2.5
V∗ (m) 0.55 0.40 0.33 0.20
Crossing angle at IP1/5 f2 (`rad) 285 280 240 590
Bunch length fI (cm) 7.55 ≈10 ≈10 7.55
Beam size at IP1/5 f (`m) 16.7 ≈12 ≈11 8.2
Reduction factor  0.836 ≈0.7 ≈0.7 0.369
Average turnaround time (h) 5 7 6 3
Average length of a fill (h) 14 11 8 11
Number of physics runs (days) 150 146 140/145 160
Machine availability 71% 76% 83/79% 60%
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C h a p t e r 4
THE COMPACT MUON SOLENOID EXPERIMENT
The Compact Muon Solenoid (CMS) is a general purpose detector whose compact
high-field design, precision silicon pixel and strip tracker, crystal electromagnetic
calorimeter (ECAL), hadron calorimeter (HCAL), and extensive muon system in-
terleaved with the steel magnetic flux return are designed to provide a wide range
of precision electroweak and heavy flavor standard model (SM) measurements, and
high sensitivity for many beyond standard model (BSM) searches. The high reso-
lution of the crystal ECAL, and the combined tracker and muon system have been
optimized for the discovery of the Higgs boson, with an emphasis on its two photon
and four lepton decay modes. CMS also has been shown to provide exceptional
tracking and good energy measurements in high density heavy ion collisions, and
high sensitivity and excellent measurement capability for rare B meson decays.
CMS features a strong magnetic field (3.8 Tesla) produced by a superconducting
solenoidal magnet coil, inside of which is the silicon-based pixel and strip tracker
system in the innermost layer providing excellent momentum as well as precise
vertex measurements for charged particles, followed by a lead tungstate crystal-
based electromagnetic calorimeter with excellent energy resolution for photons and
electrons, and a hadronic calorimeter measuring the energy of hadrons. Outside the
coil of the solenoid sit the muon detectors for muon detection and measurements of
muons with good resolution up to the TeV range.
In general, each sub-detector is composed of cylindrical-shaped layers in the central
region and circular disks in the forward region. The entire system is 28.7 m long,
with a radius of 7.5 m, and weighs 14,000 tonnes. A diagram of the full CMS
detector and each of its main subsystems is shown in Figure 4.1.
CMS has adopted a Cartesian coordinate system following the right-hand rule: the
origin is taken as the nominal interaction point, the x-axis in the horizontal plane
points towards the center of the LHC circle, the y-axis in the vertical plane points
upwards, and the z-axis is aligned with the beamline with +z pointing towards the
Jura mountains (which is the same as the direction of Beam 2 at IP5 that travels
anticlockwise in the LHC tunnel, see Figure 3.1). In addition, spherical coordinates
are often used, in which the azimuthal angle q is defined as the angle in the x-y
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Figure 4.1: Cutaway diagram of the CMS detector and its subsystems [38].
plane measured from the +x axis, the radius A is defined as the distance from the
origin to the point in the x-y plane, and the polar angle \ is the angle measured from
the +z axis. To approximate the Lorentz invariant variable rapidity in the <  |p|
limit, another coordinate variable called pseudorapidity [ is defined in terms of the
polar angle: [ = − ln [tan ( \2 ) ] .
The remainder of this chapter is organized as follows: Sections 4.1 to 4.5 describe
the details of all the subsystems of the detector (magnets, tracker, calorimeters,
muon detectors, and triggers), and Section 4.6 discusses the details of the object and
event reconstruction methods and performance during Run 2.
4.1 Solenoid magnet
The CMSmagnet is widely considered to be themost ambitious large bore supercon-
ducting magnet ever built, with a stored energy of 2.3 Gigajoules when in operation.
The superconducting magnet coil of 6-m diameter and 12.5-m length [39–41] pro-
vides a large, intense, and homogeneous magnetic field in the inner tracking volume.
The coil, composed of 2179 turns of superconducting wire braid stabilized with pure
aluminum, wound in 4 layers, is operated at a current of 18,160 A. Together with
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the return yoke, the solenoid generates a central magnetic field of 3.8 T along the
beam line inside the solenoid (the yoke only contributes 8% to the central field).
The coil is enclosed within three layers of steel flux return yoke in both the barrel
and endcaps.
The mass of the iron in the return yoke is about 10000 tonnes, contributing about
71% of the total mass of the CMS detector. The map of the magnetic field in the
entire CMS detector volume measured with the aid of cosmic muon events can be
seen in Figure 4.2.
Figure 4.2: The magnetic field lines (right) and values of magnetic field || (left) at
different locations produced by the CMS magnet system. The plot is taken from [42].
4.2 Tracker
Many of the essential tasks of the CMS physics program require fast and precise
position measurements of particle trajectories, yielding precise measurements of
the track momenta, primary and secondary vertices, and other characteristics such
as jet flavor tagging in collision events. The CMS tracker detectors which are used
to reconstruct charged particle trajectories consist of an inner pixel detector and an
outer strip tracker, both of which are based on solid state silicon detector technology.
The pixel detector uses =+-in-= (=+ pixelated implants on =-bulk) silicon sensors of
285 `m thick with a pixel size of 100 × 150`m2 in Aq × AI. Each pixel measures
the three coordinates of a hit passing through it (A, AI, Aq). When a charged particle
passes through the sensor, it usually generates signals in two or more neighboring
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pixels. The amplitude of each pixel is then read out and an interpolation of the
amplitudes gives a hit resolution of about 10`m (20`m) in Aq (AI), which is much
better than the pixel size. In total, there are 48 million pixels in the barrel region
populated in three layers at radii of 4.3, 7.3, and 10.4 cm, covering z from -27 cm
to 27 cm, and 18 million pixels in the endcap populated in four disks at z of ±35.5
and ±46.5 cm, providing [ coverage up to 2.5. During February-March 2017, a new
pixel detector (part of the CMS Phase I upgrade [43]) was installed. The new pixel
detector uses the same sensor but an optimized layout design and improved readout
electronics, in order to cope efficiently with the higher luminosity (above the design
value) produced by the LHC. The Phase I pixel has four barrel layers at radii of 3.0,
6.8, 10.9, and 16.0 cm, and has six endcap disks at z of ±29.1, ±39.6, and ±51.6
cm, with a total of 79 (45) million pixels in the barrel (endcaps).
The strip detector uses ?-in-= sensors of 320 to 500 `m thick with distances between
strips (pitch) of about 80 to 183 `m. There are 9.3 million strips in total in the
CMS strip tracker. All strips run parallel to the beam line in the barrel, which gives
a measurement in Aq coordinates for each hit. In addition, there are double-sided
modules that have two layers of strips, with the additional layer rotated by about 100
mrad (5.7◦) with respect to the nominal layer, giving two dimensional measurements
of hits (Aq and AI). There are in total 10 strip layers in the barrel. Layers 1, 2, 5, 6
are double-sided and the others are single-sided. The first four layers are called the
Tracker Inner Barrel (TIB), which spans a radius from 20 cm to 55 cm with a length
of |I | < 65 cm. The last six layers are called the Tracker Outer Barrel (TOB), which
spans a radius from 55 cm to 110 cm with a length of |I | < 110 cm. The single hit
position resolution from the TIB (TOB) is about 13-38`m (18-47`m).
In addition, in the 20 cm to 55 cm radius and 65 cm < |I | < 110 cm region,
disk-shaped detectors (TID) are placed. The sensors in the tracker endcaps (TECs)
are trapezoidal with strips running in the radial direction (pointing towards and
perpendicular to the beam line), measuring the q coordinate of each hit. There are
nine layers of disks in each endcap, covering |I | from 120 cm to 280 cm and radius
from 20 cm to 110 cm. A sketch of the CMS pixel and strip tracker layout is shown
in Figure 4.3.
Although the silicon sensors in the pixel and strip detectors are very thin and thus
usually cause almost no energy loss for particles passing through them, the large
number of pixel/strip channels requires a dedicated mechanical support system
and a large amount of readout electronics and cables to read out the signal, along
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Figure 4.3: The layout of the CMS tracker system (after the Phase I upgrade) in one
r-z quadrant. The pixel detector is shown in green; the red and blue segments are the
single-sided and double-sided strip modules, respectively. The plot is taken from [44].
with services needed to cool the tracker. This results in a significant amount of
material in the detector. These materials lead to energy loss and scattering of the
charged particles and to conversion of neutral particles, and occasionally to nuclear
interactions, before they reach the calorimeter systems designed to measure their
energy. Prior to the pixel Phase I upgrade, the estimated total amount of material in
the tracker systems as well as the beam pipe and support tube was about 0.4 radiation
lengths (-0) in the central region and up to about 1.8-0 at around |[ | = 1.5, as shown
in Figure 4.4. After the pixel Phase I upgrade, the amount of material was reduced
by about 0.3-0 in the endcap region (1.5 < |[ | < 2.5) due to a reduction in the mass
of systems such as the cooling system [45].
More details on the CMS tracker system can be found in [46]. Details of the particle
track and momentum reconstruction are discussed in Section 4.6 below.
4.3 Calorimeters
The CMS tracker can only measure charged particles with high resolution over
a limited momentum range in a relatively clean environment as a result of the
number of coordinates along each track and the limited bending of the trajectory of
high momentum particles, and in a limited pseudorapidity region due to the partial
alignment of the magnetic field direction and particle momentum direction in the
forward region. For the momentum (energy) measurement of neutral particles (such
as photons, neutrons, or neutral mesons which do not decay in the tracker volume),
or charged particles in the very forward region, calorimeters are the only sources
of information, and for charged particles in crowded environments (such as high
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Figure 4.4: The material budget simulation of various sub-detectors of the CMS tracking
system as a function of [, measured in units of radiation length (-0). The left plot is for the
detector before February 2017 (before Pixel Phase I upgrade). The plot is taken from [47].
energy jets) or charged particles with very high momentum, the calorimeters also
may provide the most important energy measurement.
To achieve high energy resolution and identification of electrons and photons with
high efficiency (which has been essential for the discovery and measurements of the
Higgs boson in the two-photon decay channel, for example), CMS has adopted a
system with two separate calorimeters: an electromagnetic calorimeter (ECAL) in
the inner layer with enough number of radiation lengths (about 25 -0) to contain
and measure the energy of electromagnetic showers from high-energy electrons,
positrons, photons, or neutral pions, and a hadronic calorimeter (HCAL) in the
outer layer which contains and measures the energy of the rest of the hadronic
showers from high-energy hadrons. The ECAL has a small enough thickness in
interaction lengths (about one _ in the case of the CMS) such that the likelihood of
absorbing all of the energy of a hadronic shower in the ECAL is small, and this aids
in the separation of individual hadrons and jets from electrons and photons.
The basic unit of the CMS ECAL is a lead-tungstate (PbWO4 [48]) crystal with a
relatively small size both longitudinally (about 23 cm long) and transversely (about
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2.2 × 2.2 cm2 at the inner end and 2.5 × 2.5 cm2 at the outer end for the barrel
crystals). The small crystal size is made possible by lead-tungstate’s short radiation
length (-0 = 0.89 cm) and small Molière radius ('M = 2.2 cm), making the ECAL a
homogeneous and hermetic calorimeter with a compact and finely granular design.
The scintillation light produced in the crystals after being excited by particles in an
electromagnetic shower has a spectrum peaked at around 420-430 nm. Avalanche
photodiodes (APDs) and vacuum phototriodes (VPTs) are attached to one end of
the crystal as photodetectors in the barrel and endcap, respectively. After taking
into account the light transmission in the crystal, the light collection efficiency
by the photodetector, and the quantum efficiency of the photodetectors, about 4.5
photoelectrons are produced for 1 MeV energy deposition in the crystal [49]. This
corresponds to a stochastic term of about 2.8% in the energy resolution, for the sum
of the energymeasured by a group of 3×3 crystals, i.e. f (GeV) = 2.8%
√
 (GeV).
Note that due to radiation damage, the light transmission was progressively reduced
during running (see Chapter 6 for details), so the stochastic term increased accord-
ingly. The electronic noise in each readout channel was about 60-80 MeV during
Run 2, corresponding to an uncertainty of about 200 MeV in the sum of energy in a
group of 3 × 3 crystals. In addition, effects such as the non-uniformity of the light
collection can also contribute about 0.3% to the energy resolution.
In summary, the energy resolution of ECAL can be expressed as the sum of three







 (GeV) ⊕ 2, (4.1)
where for the sum of energy in a group of 3 × 3 crystals during Run 2, the values of
0, 1, 2 are measured to be about 2.8%, 20%, and 0.3%, respectively, not counting the
effects of the inter-calibration among crystals which tends to increase the constant
term, and of radiation damage which reduces the light transmission and therefore
increases the stochastic term.
The crystals in the ECAL barrel (EB) are placed at an inner radius of A = 1.29m,
corresponding to a Δ[ × Δq = 0.0174 × 0.0174 coverage for each crystal. A total
of 360 crystals cover the full 2c in the q direction in each ring, and the [ coverage
of EB is from -1.479 to 1.479, corresponding to 170 crystals in the [ direction. The
total number of crystals in EB is therefore 360 × 170 = 61200. Crystals with the
same value of |[ | have exactly the same size, but crystals at different |[ | positions
have slightly different sizes in order to have all of the crystals pointing near to the
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interaction point (with a small non-pointing angle of about 3◦ to avoid particles
traveling out from the interaction point along the crack between crystals). In order
to reduce the number of crystal types and ease the construction and assembly, in
total 17 types of crystal sizes are used instead of 85, with every 5 crystals in [
grouped together and sharing the same size. A group of 2 × 5 = 10 crystals in
q×[ is called a submodule, which are contained in an alveolar supporting structure.
The gaps between crystals in the same submodule are about 0.3 mm, and the gaps
between two submodules are about 0.5mm. Groups of submodules are then grouped
together and sit in the same supporting basket to form a module, which are called
module type 1, 2, 3, and 4 from |[ | = 0 to |[ | = 1.479. Each module consists of
20 × 25 (20 × 20) crystals in q × [ for module 1 (2, 3, 4). The crack between two
modules is about 7 mm. Every four modules ranging from [ = 0 to [ = 1.479 are
called a supermodule, which contains 20 × 85 crystals in q × [; in total, there are
18 supermodules in the [ > 0 region and 18 supermodules in the [ < 0 region.
The crystals in the ECAL endcaps (EE) are placed at an inner I = ±3.2m, covering a
pseudorapidity range from 1.479 to 3.0. Similarly to the crystals in EB, the crystals
in EE are also pointing to the interaction point with a small non-pointing angle in
order to contain a shower in a minimum number of crystals and reduce the effect of
gaps and cracks. A rectilinear grid of 5× 5 crystals in G × H is called a supercrystal.
Each endcap is composed of 276 supercrystals and 36 partial supercrystals at the
edges (which are each composed of less than 5 × 5 crystals), corresponding to
a total of 7324 crystals in each endcap. This rectilinear grid geometry forms an
approximately circular shape for each endcap.
In order to enhance photon identification against photon pairs from neutral pion
decay, a sampling calorimeter called a preshower which has a much finer granularity
is placed just in front of each ECAL endcap in the region from 1.653 < |[ | < 2.6.
The preshower is made of two layers of orthogonal silicon strip planes, each of
which is accompanied by a layer of lead absorber in the front. The first layer of lead
is about 2-0 thick and the second layer of lead is about 1-0 thick. The silicon strips
have a pitch size of 1.9 mm, which provides much better spatial resolution and was
designed in principle to improve the separation of photons against neutral pions.
The reconstruction of the energy of an electromagnetic shower starts from the digi-
tized signal pulses converted from the analog output signals of the APDs or VPTs.
Each pulse is sampled in 10 consecutive time-samples of 25 ns, corresponding to the
inter-bunch spacing of the LHC. As a result, the recorded pulse is an overlap of the
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signal from the current bunch crossing (BX) with signals from neighboring bunches,
referred to as the out-of-time (OOT) pileup. To extract the signal from these OOT
pileup contributions, a multifit algorithm [50] is employed that performs a template
fit using a set of in-time and out-of-time predefined pulse shapes. The extracted
signal amplitude in each channel is then calibrated individually and converted from
ADC counts into GeV. Signals from different channels are then combined and
clustered into basic clusters of 5× 5 crystal matrices in EE (for EB, the basic cluster
is a group of 5 × # channels in [ × q, # ranges from 1 to 35) [51]. To collect all
the energy of the photons that converted into electron-positron pairs, or energy of
electrons that undergo bremsstrahlung before reaching the ECAL, one or multiple
basic clusters in the same [ ring are combined into a supercluster (SC). The energy
of the SC is then corrected to account for incomplete shower containment of the
total electron/photon energy, such as shower losses before reaching the ECAL, gaps
between ECAL crystals, etc. The details of the energy corrections and calibration
methods are found in Chapter 6 of this thesis. The typical relative electron/photon
energy resolution (f/) has been measured to be approximately 2% in the EB and
about 4% in the EE during Run 2, as shown in Figure 4.5.
The overall layout of EB and EE, together with the preshower detector, is shown in
Figure 4.6. More details about the CMS ECAL can be found in [53]. The details of
electron and photon reconstruction and identification are discussed in Section 4.6.
The CMSHCAL is placed right behind the ECAL, and is divided into 4 subsystems:
barrel (HB) for |[ | < 1.4, endcap (HE) for 1.3 < |[ | < 3.0, forward (HF) for 3.0 <
|[ | < 5.2, and an additional subsystem in the barrel but outside the solenoid cryostat
called HO which covers |[ | < 1.2. Both HB and HE are sampling calorimeters
with brass as the absorber and plastic scintillator as the active layers. HO also uses
plastic scintillators as the active layers, but uses iron (as well as the solenoidal coil
itself) as the absorber. HF uses scintillating quartz fibres as the active material
and steel as the absorber. In HB, HE and HO, the scintillation light is carried by
wavelength-shifting fibers to hybrid photodiodes (HPDs) for detection, while the
scintillating light in HF is read out by photomultiplier tubes (PMTs). Each segment
of the calorimeter tower covers [ × q of about 0.087 × 0.087 in HB, HE, and HO,
and about 0.175 × 0.175 in HF.
Figure 4.7 shows the details of the layout of HB, HE, HO, and HF. Details of the
hadron reconstruction are discussed in Section 4.6.
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Figure 4.5: ECAL energy resolution measured with electrons from / → 44 events as a
function of the supercluster [ for different years during Run 2. The top plot is for electrons
with low bremsstrahlung, and the bottom plot is for all electrons. The vertical lines indicate
the boundaries between modules or boundary between EB and EE. The plots are from [52].
4.4 Muon detectors
Unlike electrons, muons with an energy in the GeV range predominantly lose energy
through ionization in matter due to their much larger mass. The ionization energy
loss (3/3G) of a minimum ionizing particle (MIP) muon is only about 11 MeV/cm










Figure 4.6: The overall layout of CMS ECAL in barrel and endcap, along with the
preshower detector in the endcap [49].
solenoid magnet coil without losing much energy. This property makes the area
outside the coil of the solenoid magnet a relatively clean environment to place the
muon detectors.
The precise momentummeasurement of muons in CMS is achieved with the combi-
nation of the inner tracker and the muon detectors. The measurement in the tracker
dominates the precision for muons up to approximately 200 GeV, while the muon
detector measurement which is limited by multiple scattering in the iron return yoke
layers, dominates the momentum resolution for higher energy muons, and provides
a resolution of better than 10% up to the TeV range [55]. The muon detectors are
also essential for the identification and triggering of muon objects in CMS.
The CMS muon system is composed of three types of gas ionization chambers:
the drift tubes (DTs) in the barrel (|[ | < 1.2), cathode strip chambers (CSCs) in
the endcaps (0.9 < |[ | < 2.4), and resistive plane chambers in both the barrel and
endcap regions (|[ | < 1.9).
The basic unit of a DT chamber is a drift cell, which is a tube of around 2.4 meters
long and with a size of 13 mm × 42 mm in the transverse plane. At the center of the
tube is a positively charged wire (anode) of 50 `m diameter made with gold-plated
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Figure 4.7: The overall layout of subsystems in the CMS HCAL, in one r-z quadrant [54].
stainless-steel, and the tube is filled with an 85% Ar + 15% CO2 gas mixture. When
a muon travels through a tube, it ionizes the gas and generates electrons and ions. A
+3600V voltage is applied to the wire (anode); +1800V is applied to the two 42 mm
wide walls of the tube (electrode); and -1200V is applied to the two 13 mm wide
walls of the tube (cathode). Under such an electric field, electrons travel to the anode
with a drift velocity of about 54 `m/ns (corresponding to about a 390 ns travel time
for the 21 mm distance from the tube wall to the wire), undergo an avalanche close
to the wire, and generate output signals. (Ions, on the other hand, do not have such a
directional movement due to the much larger energy losses resulting from collisions
of the ions with gas atoms).
Figure 4.8 shows the transverse view of the position of the wires, the walls of
the tube, and the drift lines (the electric field lines) of the electrons. The readout
electronics measures the time of the signal with a high performance time-to-digital
converter (TDC). The time measured from the TDC is then converted to the drift
time of the electrons from the ionization cluster to the wire, and then the drift time is
converted to the distance of the muon track in the cell to the wire, and this distance
measurement (from a single wire) has a resolution of about 260 `m [56].
Four layers of drift cells with staggered centers are fixed together to form a superlayer.
EachDT chamber ismade of three superlayers, with thewires of the center superlayer
being orthogonal to the beam line and providing the I position of the muon track,
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while the wires of the two outer superlayers are parallel to the beam line and provide
the A − q measurement of the track. The combination of 8 track points from the two
outer superlayers provide a global resolution of about 100 `m in A − q and 150 `m
in I.
A ring of DT chambers with the same value of the radius A makes a DT station.
There are four DT stations in total, with the first station (MB1) placed just outside
the solenoid, the 2nd and 3rd station (MB2, MB3) sitting in between the flux return
yoke layers, and the 4th station (MB4) sitting outside the yoke. Note that in MB4,
each DT chamber only has two superlayers, with the wires parallel to the beam line.
A DT chamber is about 2.5 m long in the z dimension and about 1.9 m (4.1 m)
long in the A − q dimension for the chambers in MB1 (MB4). The layout of the DT
stations is shown in Figure 4.9.
The CSC chamber is a multiwire proportional chamber but with two-dimensional
read-out from both the anode and the cathode [57], which provides both the A
position (from the anode wires) and the q position (from the cathode strips) of a
muon hit. A CSC chamber has 6 layers of gold-plated tungsten wires, with each wire
running in the q direction. The wire layers are embedded within 7 layers of cathode
panels, and each cathode panel has milled copper strips which run perpendicular to
the wires. The distance between two neighboring wires is about 3.1 mm and the
distance between two neighboring strips is about 3 mm at the small A end and 16
mm at the large A end. The gas gap, defined as the distance between two cathode
panels, is about 9.5 mm.
The chamber is filled with a 40% Ar + 50% CO2 + 10% CF4 gas mixture, and is
operated at a high voltage of 3600 V, which produces an electric field large enough
to generate an ionization cascade (an avalanche) when a muon passes through the
chamber. After the avalanche is formed, the wire collects the electrons and a positive
charge is induced on the cathode strips. The charge on the cathode strips depends
on the distance from the strip to where the avalanche occurred. By interpolating
among the charges on the different strips, one can measure the q position of the
muon hit. Figure 4.8 shows the position of the wires and strips and an illustration
of how such an interpolation is done.
There are four CSC stations in each endcap (ME1 to ME4), and each station is
a ring of chambers embedded in between two flux return yoke disks. Figure 4.9
shows the layout of the CSC stations in one endcap. With offline reconstruction,
the spatial resolution measured by one CSC chamber is about 45 to 105 `m for the
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ME1 chambers and around 130 `m for the other chambers [55].
4. Endcap Chambers
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The detector technology chosen for the Endcap Muon System is the Cathode Strip
Chamber (CSC), a multiwire proportional chamber in which one cathode plane is segmented
into strips running across wires. An avalanche developed on a wire induces on the cathode
plane a distributed charge of a well known shape which is defined by electrostatics [4.1]:



















where " = x/h (x - coordinate, h - cathode anode spacing), K3 $0.45 for ME1/1 and $0.33 for
the other chambers, where


















, / / // atan    and     
Charpak et al. [4.3] showed that by interpolating fractions of charge picked up by these
strips, one can reconstruct the track position along a wire with a precision of 50 µm or better
(for normal track incidence, the precision is almost entirely determined by the ratio of signal to















3 - 16 mm
F i g .  4 . 1 . 4 : Principle of coordinate measurement with a cathode strip chamber: cross-
section across wires (top) and across cathode strips (bottom). Close wire spacing allows for
fast chamber response, while a track coordinate along the wires can be measured by
interpolating strip charges.
The major advantages of CSCs are:
• their intrinsic spatial resolution, being basically defined by signal-to-noise ratio, can
be as good as 50 µm,
• closely spaced wires make the CSC a fast detector,
Figure 4.8: Left: transverse view of a drift cell which shows the position of the anode
wires and the walls of electrode strips and cathode strips. Right: cross-sectional view of
the CSC wires and cathode strips and an illustration of how the q information of the hit is
obtained, by interpolating the induced charge distribution on the cathode strips. The plots
are taken from [58].
The main purpose of the Resistive Plate Counter (RPC) system is to provide ex-
cellent measurements of the times of muon hits together with acceptable position
measurements, which are combined with the corresponding position measurements
from the DT or CSC chambers in order to trigger on a muon candidate, and assign
it to the correct bunch crossing with high efficiency.
A basic RPC module is made up of two gas gaps of 2mm thickness each, and each
gas gap consists of two resistive Bakelite plates. A conductive graphite layer coated
on each of the surfaces of the Bakelite plates facing the gas gaps is used to provide
a voltage of about 9600V across each gap. The other side of each gap has milled
copper strips at ground, protected with a mylar sheet. The gaps are filled with a
gas mixture of 95.2% Freon + 4.5% isobutane + 0.3% sulphur hexafluoride (SF6),
where the highly electronegative SF6 helps prevent breakdowns in the gas.
When a muon passes through a gas gap, an avalanche occurs and generates induced
charges on the readout strips, which are located between and are shared by the two
gas gaps. The readout electronics then measures the time of the signal with an
intrinsic resolution of around 2 ns. Adding the uncertainty of the propagation time
of the signal along the strip, the RPC measures the time of the hit with an overall
resolution of better than 3 ns, which is much smaller than the LHC bunch spacing of
25 ns, and is precise enough to assign the muon track to the proper bunch crossing
with high efficiency (above 95% during Run 2 [59]).
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The layout of RPCs is similar to the DTs in the barrel and the CSCs in the endcaps.
There are four RPC stations in the barrel: RB1 to RB4. RB1 and RB2 each have
two layers on both sides of the DT station, while RB3 and RB4 each have only one
layer placed on the inner side of the DT, facing the interaction point. The RPC strips
in the barrel are parallel to the beam line and measure the A − q coordinates of the
hit. There are four RPC stations in each endcap (RE1 to RE4), with RE1 and RE3
on the outer side of the ME1 and ME3, and RE2 and RE4 on the inner side of ME2
and ME4. The RPC strips in the endcap are parallel to the CSC strips and measure
the q coordinate of the hit. The layout of the RPC stations is shown in Figure 4.9.
Further details on the CMS muon detectors can be found in [60]. The details of the
muon triggers are discussed in Section 4.5, and details of the muon reconstruction
are discussed in Section 4.6.
Figure 4.9: The layout of CMS subdetectors in the r-z quadrant with muon detectors (DT,
CSC, RPC) marked and labeled in color. DTs are in orange color and labeled as MB1/2/3/4;
CSCs are in green color and labeled as MEn/m, with n the index in the z direction and m the
index in the R direction; RPCs are in blue color and labeled as RB1/2/3/4 for barrel RPCs
and REn/m for endcap RPCs, with n the index in the z direction and m the index in the R
direction. This plot is taken from [55].
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4.5 Triggers
The storage needed to store the raw digitized signals from all CMS detector com-
ponents for one bunch crossing event is about 1 megabyte, and with an average
crossing rate of about 40 MHz, this means that CMS would have to transfer and
store a few tens of terabytes of data per second if it were to store events from all
bunch crossings. Processing and storing data at this rate would require much more
computing power than is available, and would greatly exceed the CMS budget.
Therefore, an online data filtering system, the CMS Trigger and Data Acquisition
(TriDAS) system [61, 62], is needed. As currently designed, the main CMS TriDAS
output stream selects, digitizes, and stores events at a maximum event rate of about
1 kHz, which corresponds to processes with a total cross section of 50 nb for
! = 2.0 × 10−34 cm−2 s−1. The TriDAS only stores the collision events of greatest
interest, using dozens of trigger lines [62, 63] designed to maximize the coverage of
all of the known and potentially new BSM channels, within the constraints imposed
both by the trigger system itself and the available budgets that limit the ability of the
CMS Collaboration to process, distribute and analyze the data.
In addition to the main output stream, there are specialized streams designed to
enable various calibrations, including the stream dedicated to calibration of the
ECAL using c0 decays as described in Section 6.1 of this thesis, and a so-called
”data scouting” stream in which only a small subset of the reconstructed event
quantities is stored amounting to a few kilobytes per event. The use of the scouting
stream enables CMS to explore a much larger parameter space and/or kinematic
range, as in the study of a large sample of B-meson decays, for example.
The CMS trigger system is segmented into two levels: the Level-1 (L1) trigger which
makes decisions to accept or reject every collision event with custom electronics
at an acceptance rate of up to 100 kHz, and the High Level Trigger (HLT) which
processes the L1 accepted events with software filters running in commercial CPUs
and accepts events with interesting physics content at a rate of up to about 1 kHz.
The digitized output signals from the sub-detectors are continuously stored in the
sub-detector front-end pipelined buffers. In addition, some sub-detectors (the
calorimeters and muon detectors) also send their output data to the L1 trigger,
which gives an L1 decision about 4 `s later (called the latency time) to the detector
front-ends via the Timing, Trigger, and Control (TTC) system. Upon arrival of the
L1 acceptance decision, the data in the detector front-end buffers are extracted and
pushed into the Data Acquisition (DAQ) system by the Front-End Drivers (FEDs).
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Data fragments from the FEDs are then transported from the electronics room (the
Underground Service Cavern or USC, where the FEDs are located) about 90 me-
ters deep underground to the surface building (SCX) by the FED-builder. The
FED-builder also assembles data fragments into super-fragments and stores them
in the buffers of the Read-out Units (RU). The RU-builder then assembles all data
super-fragments that belong to the same event and sends them to a single unit of the
HLT filter farm. Accepted events from the filter units are then passed through the
computing services local area and site networks and are sent to the storage systems.
The CMS L1 trigger [61, 64] is composed of the calorimeter trigger and the muon
trigger. A plot which illustrates the architecture and data flow of the L1 calorimeter
trigger and L1 muon trigger is shown in Figure 4.10. There are two layers of Xilinx
Virtex-7 Field ProgrammableGateArray (FPGA)-based processing cards [65] in the
calorimeter trigger. The layer 1 calorimeter trigger receives trigger primitives (TPs)
produced by the ECAL and HCAL (HBHE, HF) front-end electronics and calibrates
and sorts those TPs. Each TP contains the energy sum in a Δ[×Δq = 0.087×0.087
region (corresponding to 5×5ECALcrystals or oneHCAL readout inHB). There are
18 cards in layer 1, and there are 72 TPs in the q direction. Each card will process
4 out of the 72 TPs in the q direction and for all the [ regions. The calibrated
and sorted TPs are then passed to one of the 9 cards in the layer 2 calorimeter
trigger with a time multiplexed algorithm [66], in which physics objects such as
electrons/photons, tau leptons, jets, and energy sums (such as scalar sum of ?T
of all jets T) are reconstructed. Those objects are then passed to a demultiplexer
(DeMux) board (also FPGA-based) where events are formatted and sent to the global
trigger (`GT) for processing.
The global L1 muon trigger is composed of groups of processing cards (also FPGA-
based) that are responsible for muons in different [ regions: the barrel (|[ | < 0.83),
the endcap (1.24 < |[ | < 2.4), and the overlap region (0.83 < |[ | < 1.24). The drift
tube (DT) and cathode strip chambers (CSC) send TPs to L1, while the resistive
plate counter (RPC) system sends its hits (with precise timing information) to the
L1 trigger system. The TPs from DT consist of coordinates and quality information
of identified track segments; and the TPs from CSC have the information of a local
track combined from track segments from the cathode and anode readout. The TPs
of DT and the hits of RPC from the same station get merged by a so-called TwinMux
card, in which the spatial information from DT and timing information from the
barrel RPC get combined into superprimitives. The TwinMux card then sends the
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superprimitives to the Barrel Muon Track Finder (BMTF) card. The TPs from CSC
are collected by the Muon Port Cards, which sort the local tracks and send up to
three candidates to the Endcap Muon Track Finder (EMTF). The EMTF also takes
input from TPs that are reconstructed from endcap RPC hits in adjacent strips in a
CPPF (concentrator preprocessor and fan-out) card. In the overlap region, the tracks
are built in the Overlap Muon Track Finder (OMTF) card with inputs from the DT,
RPC barrel, RPC endcap, RPC endcap, and CSC.
The three track finders (BMTF, EMTF, OMTF) then all run the same algorithm
independently and simultaneously to build muon track candidates, and each of the
track finders are segmented into several sectors, with each sector responsible for
building track candidates in a given range of q (30◦ for BMTF, 60◦ for OMTF and
EMTF). All of the three track finders will then send the muon candidates to the
Global Muon Trigger (`GMT), in which the muons get sorted and duplicate muons
from different boards get cleaned, and then the `GMT will send up to eight muons
of the best quality and ?T to the Global Trigger for processing.
Figure 4.10: The architecture and data flow of the CMS Level-1 Trigger during LHC Run
2 [64].
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The processing boards (also FPGA-based) in the Global Muon Trigger take all the
objects from the L1 calorimeter trigger and the L1 muon trigger (electrons/photons,
tau leptons, jets, energy sums, and muons), and then make a trigger decision to
accept or reject the event, based on a list of criteria called the trigger "menu." An
event that passes any criterion (called a Level 1 or L1 seed) in the menu is accepted
by L1 and then passed through to the High Level Trigger (HLT). Each criterion in
the menu is typically a simple requirement of the presence of at least one or more
objects (of the same type or different types) with ?T or energy greater than some
thresholds.
The list of the most used algorithms in the L1 menu during CMS Run 2 running
can be found in [64]. Among these, the two simplest L1 trigger algorithms are the
single muon trigger and the single electron/photon trigger. The L1 trigger efficiency
for a muon object with ?T above the trigger threshold is typically 93%, with slightly
smaller efficiency (around 90%) for muons with very high ?T [67]. The L1 trigger
efficiency for electron/photon objects with energy above the trigger threshold is
larger, and is very close to 100% [68]. Figure 4.11 shows the efficiency of the
single 4/W and single muon triggers measured with Run 2 data as a function of the
transverse energy (transverse momentum) of the 4/W (muon) objects. More specific
requirements on higher level variables such as invariant mass or transverse mass
can also be executed with the FPGA boards in `GMT. For example a vector boson
fusion Higgs trigger has a cut on the invariant mass of the two jets [69].
The HLT takes the full information from all sub-detectors (including the tracker)
of an event that passes the L1 trigger decision, and runs a faster version of the
offline event reconstruction algorithm (including the most time consuming track
reconstruction algorithm). Each filter algorithm in the HLT menu can have multiple
requirements on different objects as well as requirements on high level variables
(in principle, an arbitrary software code can be implemented and executed in the
HLT CPUs). Different HLT algorithms are usually designed targeting a specific
physics process. The definition of the HLT filters used in this thesis, along with
the efficiency measurements, can be found in the corresponding Chapters for each
physics analysis.
4.6 Event reconstruction
The reconstruction of physics objects, such as electrons, muons, taus, hadrons, and






























 (2018) (13 TeV)-1 (2017) + 58.8 fb-1 (2016) + 41.3 fb-135.9 fb
| < 2.5e, offlineη|
 candidatesγL1 e/




















| < 2.4recoη0 < |
Tight L1 quality
 22 GeV≥ L1
T
p
CMS preliminary  (13 TeV)-12018 data  5.4 fb
Figure 4.11: Left (right): L1 trigger efficiency for electron/photon (muon) objects as a
function of the transverse energy (transverse momentum) of the object measured with Run 2
data for the single 4/W and single muon L1 triggers. The plots are from [68, 70] (see details
of the measurement methods in the references).
sub-detector in CMS, as many of the objects leave signals in multiple sub-detectors.
Figure 4.12 shows an illustration of the interactions of different particles with the
CMS detector. To get a complete and non-overlapping list of particles in one event,
we start with the basic reconstructed elements from each sub-detector, namely tracks
from the tracker and muon detectors and clusters in the ECAL and HCAL, and then
we topologically link those elements across sub-detectors based on the trajectory
projections for charged and neutral particles. From those links, the list of particles
are extracted based on their characteristic contents in the following order (once a
particle is identified, all the associated elements are removed from the list): muons,
electrons, photons, charged hadrons, and neutral hadrons. The properties of each
particle in the output list are then calculated by combining the measurements from
the different sub-detectors. The above steps of identifying and reconstructing the
full list of particles in the entire event is called particle-flow (PF) reconstruction [71],
which is widely used in CMS.
Tracking is the cornerstone of PF reconstruction, and plays a role in the identification
of all particles: a muon is a link between a tracker track and amuon track; an electron
is a link between a track (often a short or bad track due to bremsstrahlung) and ECAL
cluster(s); a converted photon is a link between a track (without first hits in the first
few pixel layers) and ECAL clusters; a charged hadron is a link between a track
and calorimeter clusters (ECAL and/or HCAL); an unconverted photon is an ECAL
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Figure 4.12: A cross sectional view of a sector of the central region of the CMS detector,
together with the interactions of different types of particles with the detector [72].
cluster not linked to a track; and a neutral hadron is an HCAL cluster not linked to
a track.
Track reconstruction is a process of combining hits in different layers of the tracker or
muon detectors to obtain the momentum and position information of charged parti-
cles making those hits. As described in Section 4.2 and 4.4, the local reconstruction
of hits can provide local coordinates of the hits with a resolution of 10-50 `m in
the tracker, or 100-150 `m in the muon detectors. The measured local coordinates
are then translated to global coordinates with the mapping of the location of the
detector elements. From the global coordinates of the hits, tracker tracks and muon
tracks are reconstructed independently using the track finder algorithm based on a
combinatorial Kalman filter [73].
Tracker tracks are reconstructed in an iterative procedure, with each iteration tar-
geting different kinds of tracks: the first iteration is for high ?T prompt tracks, the
second iteration is for low ?T prompt tracks, and the third to fifth iterations are for
non-prompt tracks (tracks that originate from outside the beam spot) and for any
remaining tracks not found in the previous iterations. Once one iteration is finished,
all the associated hits are removed from consideration for the next iteration. Each
iteration begins with a list of seeds, which are hit pairs or triplets from pixel layers
and/or strip layers with the ?T and the distance to the assumed origin compatible
with the target of that iteration. From each seed, the track finder extrapolates the
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trajectory of seed hits to the outer layers and searches for hits that are on or close to
the trajectory with the Kalman filter.
A track-fitting procedure is then performed to estimate the parameters of the trajec-
tory with a Kalman filter and smoother. The output of this procedure is a collection
of track candidates with some quality variables, such as the number of layers with
hits associated to the track, the number of layers in the middle of the track without
hits, and the track’s impact parameters. Requirements on the quality variables are
then applied to the candidates, in order to select good tracks and reject fake tracks
(tracks that are not associated with any charged particle). For tracks in the muon
detector (called standalone-muon tracks), the reconstruction procedure uses seeds
consisting of groups of DT or CSC segments (a segment is a straight-line track built
from all layers in one DT or CSC chamber) and applies the Kalman-filter technique.
After the reconstruction of tracker tracks and standalone-muon tracks, a muon object
can be reconstructed by combining the two of them. According to the order of this
matching procedure, two types of muons can be reconstructed: tracker muons and
global muons. For a tracker muon, the matching starts from a tracker track, and
then one extrapolates the tracker track to the muon system and looks for DT or CSC
segments. If one finds at least one matching segment in the projected trajectory,
a tracker muon is then considered to be found. The global muon, on the other
hand, is reconstructed by comparing a standalone-muon track with tracker tracks
and selecting a tracker track whose parameters match with the standalone-muon
track, and then performing a combined fit with the Kalman filter. The tracker muons
have higher efficiency, since some tracker muons that are not global muons typically
only have segments in the innermost muon chamber layers, and the reconstruction
of segments in the outer layer chambers are sometimes corrupted by punch-through
hadron showers. The global muons, however, are much cleaner and have a smaller
misidentification rate compared to tracker muons.
The momentum of the muon object is measured based on the combined information
from both the tracker and muon system, which improves the momentum resolution
compared to tracker-only measurements, especially for high ?T muons (> 200GeV).
Based on the different needs for the balance between efficiency and purity, different
sets of muon identifications can be defined based on the muon properties, such as
the track fit j2 and the number of hits on the track. Muons are used in the search
for the production of three massive bosons, which is part of this thesis, and the
details of the selection criteria and efficiency of the muon object used in making
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that observation are discussed in the corresponding chapter (see Section 7.3).
Electrons are reconstructed by combining the momentum measurement from the
tracker and the energy measurement from the ECAL. Due to the material present
in the tracker (see Section 4.2), the electrons traveling through the tracker lose a
fraction of their energy by bremsstrahlung. When there is little or no bremsstrahlung,
the electron deposits nearly all of its energy in a small group of neighboring ECAL
crystals; for example, a 120 GeV electron entering the center of the front face of a
crystal and traveling along the long crystal axis deposits 97% of its energy on average
in a 5x5 crystal array. When bremsstrahlung occurs and photons are emitted, the
electron and photons will generally end up hitting different locations in the ECAL
due to the very strong magnetic field in the tracker and ECAL volume. Because of
the direction of the magnetic field, which is predominantly parallel to the beam axis,
the energy of the initial electron is mainly spread in the q direction. In order to deal
with this effect, the total energy of the initial electron is reconstructed by grouping
together one or several 5×5 or 5×N crystal arrays in EE or EB (each a “basic cluster”)
into a “supercluster” (SC), starting from the seed crystal which has the maximum
energy deposited, and then extending outward along the ±q direction [51].
Once the SC is identified, its position and energy can then be used to find the first
few hits (seeds) of the electron in the tracker, either by matching the reconstructed
tracker hits to the SC, or by matching reconstructed tracks from a general charged
particle algorithm to the SC.
Once the electron seeds are found, they are then used to initiate the dedicated electron
track building and fitting procedure, which is based on the Kalman filter method.
The dedicated electron track building process takes into account the possibility of
a change of curvature due to bremsstrahlung of the electron by applying a loose
matching requirement to the predicted and found hit positions in each layer. The
track parameters of the electron are then estimated based on the hits collected in the
above procedure, by using a Gaussian sum filter (GSF) technique which takes into
account the energy loss of the track in each layer. The momentum of the electron is
determined by regression using both the measured track momentum and the energy
of the SC. This method greatly improves the momentum resolution, down to about
2% for both low and high energy electrons (see Figure 4.5).
Electrons are also used in the search for three massive vector boson production,
which is part of this thesis, and the details of the selection criteria and efficiency
of the electron object used in making that observation are also discussed in the
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corresponding chapter (see Section 7.3).
The reconstruction of photon objects is primarily based on ECAL clusters, with
additional selection requirements that no hits are found in the corresponding pixel
area and no (or very little) energy is deposited in the corresponding HCAL area.
To reconstruct all the energy for converted photons, a supercluster is also used. A
photon is one of the main objects used in the delayed photon search in this thesis,
and dedicated identification criteria have been developed for photon objects that
originate from a displaced vertex. The details of these criteria are described in
Section 8.2.
Once the muons, electrons, and photons are reconstructed in an event, the corre-
sponding elements in the tracker, calorimeter, and muon detectors are removed prior
to the reconstruction of other particles. The two main remaining types of particles
are charged hadrons and neutral hadrons. Within the tracker coverage (|[ | < 2.5),
a link of an ECAL cluster with an HCAL cluster without any matching track is
defined as a neutral hadron, while such a link with a matching track is classified as
a charged hadron. Outside of the tracker coverage (|[ | > 2.5), the charged hadrons
and neutral hadrons are indistinguishable, and therefore such links are assumed to
come from the same (neutral or charged) hadron shower.
More complicated objects, such as jets and tau leptons decaying to hadrons (gh),
can be reconstructed based on the reconstruction of the above PF objects (muons,
electrons, photons, charged hadrons, neutral hadrons). Jets are reconstructed with
the anti-:T algorithm [74–76]. The basic elements used for jet clustering can
be either PF candidates (PF jets) or calorimeter clusters (Calo jets). PF jets are
used throughout this thesis. For the hadronically decaying tau leptons, the final
state might include one or several charged hadrons and zero, one, or more neutral
pions (c0). Such tau objects are reconstructed from particles inside a jet object by
the hadrons-plus-strips (HPS) algorithm [77–79]. The c0 mesons from gh decay
will decay to photon pairs, which will likely convert to electron-positron pairs,
leaving ECAL clusters along the q direction, which are called a "strip" (defined as a
Δ[ ×Δq = 0.05× 0.20 window). The energy of a c0 is obtained by summing up all
the energy deposits in that strip. Different hadronic decay modes are then identified
based on the set of charges in the charged hadrons and strips contained in a jet as
well as the mass of the system of charged hadrons plus strips.
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C h a p t e r 5
A MIP TIMING DETECTOR FOR THE CMS PHASE-2
UPGRADE
As mentioned in Chapter 3, the LHC will undergo a major upgrade in 2025-2027,
after which a new phase of the physics program called the High Luminosity LHC
(HL-LHC) will start. The luminosity of the HL-LHC is projected to reach 5 to
7.5× 1034 cm−2 s−1, with a corresponding pileup of 140-200 interactions per bunch
crossing. The reconstruction of physics objects in such a high pileup environment is
very challenging, so the CMS detector will also undergo major upgrades (as part of
the so-called Phase-2 Upgrade) before data taking at the HL-LHC starts. Along with
the upgrades of many existing sub-detectors, CMS will install a new sub-detector,
the MIP Timing Detector (MTD), placed in between the tracker and the ECAL [80].
The MTD is designed to measure the time of a minimum ionizing particle (a MIP)
or other charged particle passes through an MTD detector layer with a precision of
30-40 ps at the beginning of HL-LHC operation, and 50-60 ps at the end of HL-LHC
operation following irradiation over a ten year period.
With the additional requirements on the times of the tracks measured in the MTD,
the number of tracks from pileup vertices that are incorrectly assigned to the hard
primary vertex can be significantly reduced. This reduction of pileup tracks asso-
ciated to the vertex will effectively clean away much of the pollution from pileup,
and enable the particle flow reconstruction to function with significantly improved
efficiency, resolution, and background rejection for many physics objects. A few
examples of the improvements expected as a result of use of the MTD precise timing
measurements include: increased identification efficiency for leptons and photons
due to fewer tracks in the isolation cone, significantly improved resolution and more
accurate angles in the reconstruction of jets and ?missT , and better efficiency and
accuracy in the identification and reconstruction of other objects that heavily rely
on primary and secondary vertex reconstruction, such as b-jets.
In addition to the physics object reconstruction improvement, the timing measure-
ment of charged particles as well as the vertices will bring new CMS physics
capabilities, as in the search for long-lived particles (LLP), for which the MTD will
significantly improve the reach in mass and proper lifetime cg for LLPs that decay
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inside the tracker volume.
The MTD is composed of one layer with a cylindrical barrel layout in the central
barrel region (BTL) and two disks in each endcap (ETL), as shown in Figure 5.1.
The ETL is made with Low Gain Avalanche Detectors (LGAD) sensors 300 `m
thick (including a 50 `m thick depletion region) with cell sizes of 1.3 × 1.3mm2.
The internal gain (about 10-30) of the LGAD sensors provides a large output signal
and thus gives excellent timing resolution. Each endcap has two disks of sensors in
order to provide full coverage of the space occupied by the readout electronics and
cables in one layer. In total, 16624 LGAD sensors are used in the two endcaps to
cover |[ | from 1.6 to 3.0 at a distance of |I | = 2.98m from the Interaction Point.
Figure 5.1: A schematic view of the MTD layout: the BTL is the grey cylinder and the
orange and light violet dics are ETL disks.
In the barrel, the BTL is placed at A = 1.148m with a length of 5 m, with a much
larger total surface area than that of ETL (about 2.5 times bigger). Therefore a more
cost effective sensor choice is made for BTL, with small Cerium doped Lutetium
Yttrium Orthosilicate (LYSO:Ce) crystal scintillator bars as the sensitive material
elements, each of which is read out by silicon photomultipliers (SiPMs) at the two
ends. LYSO crystals have a very large light yield (about 32 scintillation photons per
keV deposited) and a fast rise time, which makes the thin layer BTL design which
fits in the space between the tracker support tube and the ECAL possible, with very
good timing resolution.
Originally, there were two proposals for the size and alignment of a basic BTL
sensor. The first proposal, called the tile geometry [81], is based on an LYSO
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tile with a size of approximately 11 × 11 × 4mm3, with one of the 11 × 11mm2
faces glued to a silicon photomultiplier (SiPM) of 4 × 4mm2 size, where a MIP
particle from the interaction point enters the opposite 11×11mm2 face. The second
proposal, called the bar geometry [80], uses a 57×3×3mm3 LYSO bar as the basic
element, with each of the two 3 × 3mm2 end faces attached to a 3 × 3mm2 SiPM,
where a MIP particle from the interaction point enters one of the 57 × 3mm2 faces
and generates scintillation light that travels along the bar in both directions and is
collected by the SiPMs at the two ends.
Based on test beam data, it has been found that for the tile geometry, the measured
timestamp has a strong dependence on the impact point of the MIP particle on the
LYSO tile. In order to correct for that, an impact point measurement with a precision
of 1mm or better would be required, which could be achieved from the extrapolation
of tracks with ?T > 2GeV, but not for tracks with ?T < 2GeV (which is the ?T
range of many of the pileup tracks). In addition, the measured time resolution is
worse when the MIP passes near the edge of the LYSO tile, since less scintillation
light is propagated and collected by the SiPM. In order to minimize the impact
point dependence of the timestamp as well as the time resolution, it was found that
a much larger area SiPM would be needed, to cover a larger fraction of the LYSO
tile surface, but such a SiPM would significantly increase the cost of the MTD as a
whole.
In the remainder of this chapter, the experimental study (with beam tests) of the
impact point dependence of themeasured timestamp and time resolution for different
sizes of LYSOs and SiPMs of tile geometry is presented, where the results from
the beam tests have been cross-checked by comparing to simulations of the light
propagation for different LYSO and SiPM combinations.
5.1 Test beam study of timing performance for different sizes of LYSO and
SiPM sensors
In order to study the LYSO+SiPM timing performance for different impact points of a
MIP on the sensor and for different sensor sizes of LYSO and SiPM, the sensors have
been tested with proton beams provided by the Fermilab Test Beam Facility (FTBF).
The results presented in this section are based on the test data taken during June
2018 at the FTBF. The schematic diagram of the layout of the sensors under test and
the auxiliary devices in the beam line can be seen in Figure 5.2. The test used MIPs
from the 120 GeV proton beam provided by the FTBF, which go from right to left
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in Figure 5.2. The LYSO+SiPM sensors under test were placed downstream of the
pixel and strip telescope which was used for position measurement of the beam. The
pixel detectors in the telescope were leftover modules from the CMS pixel detector
and the strip detectors were leftover from the D0 tracker, which together gave a very
precise determination of the extrapolation of the beam position downstream, where
the sensors under test were placed. The resolution on this extrapolated position was








Different LYSOs & SiPMs
Pixel & strip 
telescope
Figure 5.2: The alignment of the LYSO+SiPM sensors together with the pixel and strip
telescope, the trigger and reference timing detectors in the June 2018 test with FTBF. The
four pictures on the upper part show an example of the wrapping of the LYSO+SiPM sensors.
In total, 10 different LYSO+SiPM combinations from two types of SiPMs with
different sizes (3 × 3mm2 and 6 × 6mm2 of the Hamamatsu S13360 series) and 5
types of LYSO crystal tiles with different sizes (5×5mm2, 8×8mm2, 11×11mm2,
12 × 12mm2, and 13 × 13mm2; all 4 mm thick) have been tested. The SiPM
was mated to one face of the LYSO crystal with optical silicone grease for light
transmission from the LYSO tile to the SiPM. The remaining surfaces of the LYSO
crystal were wrapped with Teflon tape, as shown in the upper pictures in Figure 5.2,
to reflect back the light that is exiting those surfaces, in order to increase the overall
light collection efficiency.
TheLYSO+SiPMsensorswere then attached to a readout board (with an internal gain
of 10), and black tape was used to wrap the entire readout board and LYSO+SiPM
sensor in order to shield out light from the environment. A 20 × 20 × 5mm3 LYSO
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crystal attached to a photomultiplier tube (PMT) was placed downstream of the
LYSO+SiPM sensors, to act as the trigger for the readout of the entire setup. At
the very end of the setup downstream, a Photek 240 Micro Channel Plate-PMT
(MCP) was placed as the reference timing detector. The resolution of the timestamp
provided by the MCP was measured in situ to be 14 ps (measured by placing another
MCP of the same type in the beam line), which is well below the time resolution of
the LYSO+SiPM sensor.
The output signals from the MCP and the different LYSO+SiPM boards were dig-
itized by the same VME-based Domino Sampling Chip (DRS) waveform digitizer
module (CAEN V1742 [84]) with a sampling rate of 5 GHz. From the digitized
output signal pulse, the timestamp was reconstructed as the time when the pulse
reached 10% of the pulse maximum amplitude. This constant ratio timing method
minimized the dependence of the reconstructed timestamp on the amplitude of
the pulse, and any residual dependence was corrected (with a time-walk correc-
tion). From the digitized pulse, we also measured the rise time, which is defined
as the time from 10% to 90% of the pulse amplitude. The time resolution of the
LYSO+SiPM channel was measured by taking the time difference (ΔC) between the
LYSO+SiPM channel and the MCP channel, and by fitting the distribution of the ΔC
from many events with a Gaussian function and taking the standard deviation as the
time resolution.
For a beam passing the LYSO+SiPM sensor at different locations, the output pulse
had a different amplitude, rise time, mean timestamp, and time resolution. Figure 5.3
shows the 2D maps of the measured values and uncertainties in these four variables,
in bins of the beam impact point X and Y coordinates measured by the pixel and strip
telescope. From these 2D maps, one can clearly see that the time resolution of the
LYSO+SiPM is best when the beam hits the center of the sensor, and it gets worse as
the impact point approaches an edge of the sensor. This position dependence is due
to the larger amount of scintillation light collected by the SiPM and the faster rise
time when a particle in the beam hits the center, as can be seen from the amplitude
and rise time maps. In addition, the measured mean timestamp also gets larger for
a hit at the edge of the sensor (up to 240 ps larger on average for hits in the corner
of the LYSO sensor relative to hits at the center), as it takes longer for the majority
of the scintillation light to reach the SiPM photosensor for the impact points nearer
to the edges.
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Figure 5.3: Pulse amplitude (top-left), risetime (top-right), time di erence of the
LYSO+SiPM signal and MCP signal (bottom-left), and time resolution of the LYSO+SiPM
sensor(bottom-right) in 2D bins of the beam impact point position X and Y coordinates, for
a 3 ⇥ 3 mm2 SiPM attached to a 13 ⇥ 13 ⇥ 4 mm3 LYSO.
the LYSO tile size, the better the time resolution. Figure 5.4 shows the measured
time resolution as a function of the SiPM and LYSO sensor aspect ratio, which is
defined as the surface area of the SiPM divided by surface area of the LYSO tile (for
example, a 3 ⇥ 3 mm2 SiPM attached to a 13 ⇥ 13 ⇥ 4 mm3 LYSO tile has an aspect
ratio of 3 ⇥ 3/(13 ⇥ 13) = 0.053). A clear improvement of the time resolution is
seen as the aspect ratio increases.
In order to achieve an average time resolution below 30 ps for a MIP hitting anywhere
across the LYSO tile face, an aspect ratio greater than 0.7 is required, as shown in
Figure 5.4. For an LYSO tile of size 11 ⇥ 11 ⇥ 4 mm3 (the size in the tile geometry
proposal [81]), that means than a SiPM with an area of at least 9⇥9 mm2 is required.
To better understand the aspect ratio dependence of the time resolution, we measured
the pulse amplitude and rise time for di erent aspect ratios, as shown in Figure 5.5.
It can be seen that a larger aspect ratio results in a somewhat larger amplitude
and faster rise time, which helps to explain why the time resolution is better for
configurations with a larger aspect ratio.
Figure 5.3: Pulse amplitude (top-left , risetime (top-right), time difference of the
LYSO+SiPM signal and MCP signal (bottom-left), and time resolution of the LYSO+SiPM
sensor (bottom-right) in 2D bins of the beam impact point position X and Y coordinates,
for a 3 × 3mm2 SiPM attached to a 13 × 13 × 4mm3 LYSO.
SiPM sizes and LYSO sizes. It was found that the bigger the SiPM relative to
the LYSO tile size, the better the time resolution. Figure 5.4 shows the measured
time resolution as a function of the SiPM and LYSO sensor aspect ratio, which is
defined as the surface area of the SiPM divided by surface area of the LYSO tile (for
example, a 3 × 3mm2 SiPM attached to a 13 × 13 × 4mm3 LYSO tile has an aspect
ratio of 3 × 3/(13 × 13) = 0.053). A clear improvement of the time resolution is
seen as the aspect ratio increases.
In order to achieve an average time resolution below 30 ps for aMIP hitting anywhere
across the LYSO tile face, an aspect ratio greater than 0.7 is required, as shown in
Figure 5.4. For an LYSO tile of size 11 × 11 × 4mm3 (the size in the tile geometry
proposal [81]), that means that a SiPMwith an area of at least 9×9mm2 is required.
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To better understand the aspect ratio dependence of the time resolution, wemeasured
the pulse amplitude and rise time for different aspect ratios, as shown in Figure 5.5.
It can be seen that a larger aspect ratio results in a somewhat larger amplitude
and faster rise time, which helps to explain why the time resolution is better for
configurations with a larger aspect ratio.
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Figure 5.4: Time resolution of an LYSO+SiPM sensor as a function of the aspect ratio of
the SiPM and LYSO sensors (defined as the surface area of the SiPM divided by surface
area of the LYSO tile). The top plot is the time resolution for a beam particle hitting the
center of the LYSO tile, and the bottom plot is the average time resolution for all impact
points across the entire LYSO tile.
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Figure 5.5: Pulse amplitude (top plot) and risetime (bottom plot) as a function of the aspect
ratio of the SiPM and LYSO sensors for a MIP hitting the center of the LYSO tile. For
the last point (with an aspect ratio = 1.44) in the amplitude plot, the amplitude needs to be
scaled up by a factor of about 2.9 as that point was measured with a lower overvoltage on the
SiPM compared to the other points (2.9 is estimated according to the gain vs. overvoltage
relationship of the SiPM being used).
5.2 Geant4 simulation of light propagation and collection for different sizes
of LYSO and SiPM sensors
In order to understand the timing performance for the different LYSO and SiPM size
combinations from the scintillation light propagation point of view, a simulation
of MIPs hitting the LYSO+SiPM sensor and of the resulting scintillation light
61
emission, propagation, and collection by the SiPM has been performed using the
Geant4 simulation toolkit [85].
In the simulation, the scintillator LYSO:Ce is defined as having a 99.81% mass
fraction of Lu1.8Y0.2SiO5 and 0.19% of Ce, with a density of 7.4 g/cm3. The
refractive index of the LYSO:Ce is set to be 1.81, and the scintillation light yield
is set to be 32 photons per keV of deposited energy, with the spectrum of the fast
component of the scintillation light emission taken from Figure 5.6. The absorption
length of the crystal is set to be 50 cm (zero) for light with wavelength larger
(smaller) than 400 nm. The scintillation decay time of the fast component is set to
be 41 ns. A 0.1 mm thick layer of optical grease is put between the LYSO:Ce and
the SiPM. The grease material is defined as silicone (C2H6SiO), with a refractive
index of 1.50. The window of the SiPM is simulated by a 1 mm thick layer of epoxy
resin (C21H25ClO5), The simulation process ends at the resin layer, and the photons
that enter that layer, weighted by the quantum efficiency of the SiPM, are counted
as photoelectrons (PE), and the corresponding PE current is calculated.
The absorption length of the resin layer is set to be very small such that no light can
escape once it enters that layer. The LYSO:Ce surface is modeled to be not perfectly
polished, in which the normal vector at each point ( ®<) is the nominal one (®=, with
size = 1.0 and perpendicular to the macrosurface of the LYSO crystal) plus a small
vector (®A) with size A and a random direction: ®< = ®= + ®A . The value of A is taken to
be a small value (0.01) to simulate the relatively well polished LYSO crystal used
in the test beam.
Figure 5.7 shows a sketch of the simulated system. The MIP particle entering the
LYSO:Ce sensor is a 1 GeV electron. Standard electromagnetic processes (scatter-
ing, ionisation, bremsstrahlung, Cherenkov radiation) are simulated for the electron.
Standard optical photon processes (boundary processes, absorption, Rayleigh scat-
tering) are simulated for optical photons generated by scintillation or Cherenkov
light emission. Inside the LYSO:Ce crystal, the generated optical photons bounce
around and eventually arrive at the SiPM area and get absorbed by the SiPM, or
escape the detector, or get absorbed by the LYSO:Ce crystal. Figure 5.8 shows the
photon paths from some example simulated events.
The readout electronics chain of the SiPM is not simulated in this study. Instead,
the photon current, defined as the number of photons arrived at the SiPM area in
every time interval, is recorded for each event and used to approximate the output
signal from test beam. In order to mimic the photon detection efficiency of the
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Figure 5.6: Fast component spectrum of the LYSO:Ce scintillator used in the simula-
tion [86].
SiPM, we randomly pick only 20% of the photons arrived at the SiPM in the
above photon current reconstruction procedure (the 20% is tuned such that the total
number of photoelectrons obtained in simulation matches the measurement from
the test beam with the same LYSO and SiPM size). Figure 5.9 shows the photon
current pulse (averaged over many pulses) for a 1 GeV electron entering the center
of the 8 × 8 × 4mm3 LYSO:Ce and collected by a 3 × 3mm2 SiPM size. The plot
shows two beam impact situations: one when the beam particle goes through the
center (X = 0, Y = 0) of the LYSO:Ce surface, and the other one when the beam
particle impact point is at the edge (X = 4 mm, Y = 0 mm) of the LYSO:Ce surface.
It can be seen that the amplitude of the pulse for edge impact is only about 70% of
the center impact case, since for the edge impact case, the optical photons need to
go through more bounces inside the LYSO:Ce crystal in order to reach the SiPM.
Therefore, the chance of the photon being absorbed by the crystal or escaping the
detector is larger in the edge impact case relative to the center impact case.
In order to simulate the timing performance for different aspect ratios of theLYSO:Ce
crystal and the SiPM sensor, a scan of a 4 × 4mm2 SiPM with various sizes of
LYSO:Ce (4× 4mm2, 6× 6mm2, 8× 8mm2, 10× 10mm2, 12× 12mm2, all 4 mm
thick) has been performed. Figure 5.10 shows the photon current pulse amplitude
as a function of the aspect ratio, which shows a very clear increase of the amplitude
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Figure 5.7: Overview of the simulated detector system, which contains a LYSO:Ce scin-
tillator (blue), a layer of optical grease (purple), and a resin SiPM window layer to collect
photons (white). An 8× 8× 4mm3 LYSO:Ce crystal and a 3× 3mm2 SiPM is shown in this
sketch, with the SiPM glued to the 8× 8mm2 face of the LYSO:Ce crystal. The direction of
the entering MIP (the Z direction) is perpendicular to the 8 × 8mm2 face of the LYSO:Ce
crystal (which is in the X-Y plane).
as the aspect ratio increases, similar to the results obtained from the test beam
(Figure 5.5).
Figure 5.11 shows the photon current pulse rise time as a function of the aspect ratio,
from which we can see that the predicted rise time continues to decrease from about
1.8 ns for a 0.1 aspect ratio, to only 0.3 ns as the aspect ratio goes to 1.0. However,
from the test beam data as shown in Figure 5.5, when the aspect ratio is large enough,
we see that the rise time no longer drops. This difference is due to the fact that the
simulation only includes the rise time due to the scintillation process and photon
propagation time, but in the test beam case, the SiPM itself also contributes to the
output signal rise time (for example due to the avalanche formation process).
The time offset, defined as the difference between the time the pulse reaches 10%
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Figure 5.8: Some examples of possible paths of an optical photon (green line) inside
the LYSO:Ce crystal: top left: the photon escapes the detector; top right: the photon gets
absorbed by the SiPM; bottom left: the photon goes through multiple bounces and finally
reaches the SiPM area and gets absorbed by the SiPM; bottom right: the photon goes through
multiple bounces and eventually escapes the detector.
of its maximum amplitude for a MIP hitting the edge of the sensor, and the corre-
sponding time for a MIP hitting the center of the sensor, has also been measured as
a function of the aspect ratio, as shown in Figure 5.12. The plot shows that, in the
case of an aspect ratio near 1.0, the time offset is at the 10 ps level, which is well
below the time resolution of the sensor.
5.3 Conclusion
In summary, the timing performance of the LYSO tile+SiPM sensor has been studied
with test beams for different sizes of LYSO and SiPM sensors. The results show
that, in order to get a good time resolution, the size of SiPM needs to be large
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Figure 5.9: An example of the photon current pulse for a 1 GeV electron entering the
center of an 8× 8× 4mm3 LYSO:Ce, compared to the case of an electron entering the edge,
where the light is collected by a 3 × 3mm2 size SiPM, as a function of time. The plot on
the bottom only shows the first 3 ns of the pulse in each case.
enough compared to the LYSO size (a large aspect ratio). The reason is that a
large aspect ratio configuration gives a larger amplitude and smaller rise time of the
output signal. The same trend has also been seen in the light propagation simulation
with Geant4. In addition, in the small aspect ratio case, the time offset between
edge impact and center impact of the MIP on the LYSO sensor becomes large (of
the order of a few hundred ps) such that a dedicated impact point correction with a
precision measurement of the MIP position would be required.
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Figure 5.10: Amplitude of the photon current pulse as a function of the aspect ratio of the
SiPM and LYSO:Ce sensor.
In particular, the aspect ratio in the proposed BTL tile geometry, with an LYSO tile
size of 11 × 11 × 4mm3 and a SiPM size of 4 × 4mm2 [81] has been demonstrated
to be too small to achieve the 30 ps resolution required across the entire tile surface.
In order to achieve the target resolution, one would have to either reduce the LYSO
size (and thus increase the number of readout channels) or increase the SiPM size
to an area larger than those which are currently mass produced. As both options
to modify the tile design have been deemed not to be sufficiently cost effective, the
alternate design with the bar geometry has been adopted instead.
As shown in Figure 5.13, the final BTL design, based on the crystal bar option,
has since been proven to be able to meet the 30 ps precision specification without
increasing the number of channels or increasing the SiPM size, and this design
shows no (or very little) dependence on the impact point of the MIP on the bar [80].
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Figure 5.11: Risetime of the photon current pulse as a function of the aspect ratio of the
SiPM and LYSO:Ce sensor.
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Figure 5.12: Time offset (difference of photon arrival time for edge impact and center
impact) as a function of the aspect ratio of the SiPM and LYSO:Ce sensors.
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Figure 5.13: Time resolution (measured in a test beam) of a CMS BTL LYSO crystal
bar with two SiPMs attached at each end of the bar, measured as a function of the beam
impact position along the bar. The plot shows the time resolution from the individual SiPM
measurements (blue and red dots), as well as from the combined measurement of the two
SiPMs (black dots) based on the average timestamp of the two SiPMs [80].
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C h a p t e r 6
ECAL ENERGY CALIBRATION WITH c0 → WW EVENTS
The energy of an electron or photon supercluster (SC) can be expressed as a sum
of the energy deposited in each ECAL channel of the SC and the energy deposited
in the preshower detector, with some corrections for each channel and an overall










• ES is the estimate of the energy deposited in the preshower (for the endcap
only), which is a weighted sum of the energies in the two preshower planes.
• 8 is the pulse amplitude of channel 8 in the cluster, measured in units of ADC
counts. The pulse amplitude reconstruction is based on the multifit algorithm,
as discussed in Section 4.3.
• (8 (C) is the correction for the change in the channel response over time due to
radiation effects (such as color center formation [87]) in the crystal that leads
to a drop in the crystal’s transparency, counterbalanced by thermal annealing
at room temperature which results in partial recovery. The response changes
continuously as the luminosity during a data taking run evolves, as well as
between runs. Therefore, the correction is derived continually for all channels
every 40 minutes with a laser monitoring system which injects light into each
crystal and measures the response of each channel. Figure 6.1 shows the
change in the response of the crystals over time as the luminosity changes,
in several pseudorapidity ranges. For the pseudorapidity range covered by
the tracker (|[ | < 2.5), which is most relevant for 4/W physics in CMS, the
radiation damage by the end of Run 2 in the Fall of 2018 had caused the
average response in a ring of crystals to drop by 12 to 60%, followed by some
recovery due to annealing during the shutdown which is now underway.
The response corrections are then validated with collision data, including a
fast validation procedure that uses the invariant mass of c0 → WW events (that
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provides one validation point in just a few minutes), with an example shown
in Figure 6.2; and a slower validation (but at higher energy) that uses the ratio
of the energy measurement from the ECAL to the momentum measurement
from the tracker, for electrons fromW or Z bosons.
•  is the ADC-to-GeV conversion factor (absolute energy calibration). This
calibration correction is derived in a region where other impacts such as
upstream tracker material or crack between ECAL modules are minimal. For
Monte Carlo (MC) events,  is defined such that the reconstructed energy
from a 5 × 5 crystal matrix is equal to the true energy of an unconverted
photon. For data,  is defined such that the invariant mass of Z → 44 from
the data matches the mass from the MC.
• 4/W is the supercluster energy containment correction. This correction is
used to account for incomplete 4/W energy containment in the supercluster,
including losses due to showering in the material in front of the ECAL,
energy leaking from gaps and cracks between crystals, or in-time pileup
energy pollution in the cluster. This correction varies event by event and
is evaluated on the fly during the reconstruction of each SC with a Boosted
Decision Tree (BDT) regression. The BDT is trained using simulated photon
SCs, with the ratio of the true photon energy to the reconstructed SC energy
as the target. The input variables to this correction include the position of the
SC ([ and q, which is related to the material budget in front of the ECAL),
the distance from the SC to the module boundaries (which is related to the
gaps and cracks), and the shower shape variables.
• 8 is the inter-calibration constant for channel 8. This set of constants is used
to correct for any residual response differences among the different channels
that are not already corrected by (8 (C) (which only corrects the short term
effects), such as the aging of photodetectors due to accumulated charges, and
the differences among each channel’s relationship between transparency for
scintillation light and transparency for laser light.
Four methods have been developed to derive 8, and the weighted average
of the four sets of 8 are used as the final set of constants: the q-symmetry
method, which is based on the fact that the energy flux around each q ring
should be uniform, where the 8’s should correct for any non-uniformity; the
electron /? method, which is based on the fact that the energy measured
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from the ECAL and the momentum measurement from tracker should be
equal, where the 8’s should correct for any discrepancies; the c
0 method,
which is based on the fact that the measured diphoton invariant mass from
c0 → WW events should equal to the true mass of c0 meson, where the 8
should correct for any differences; and finally the / → 44 method, which is
similar to the c0 → WW method but at a higher energy and with much less
statistics.
Figure 6.1: (Top) The relative response to laser light measured in bins of |[ | of the ECAL
crystals for the entire Run 1 and Run 2 data taking period from 2011 through 2018, and
(Bottom) the corresponding luminosity delivered to CMS [88].
In order to maintain the constant term of the energy resolution (Eq. 4.1) to a sub-
percent level, it is critical to derive a set of inter-calibration constants 8 with
sub-percent precision. During Run 1, when there were still not enough statistics
for inter-calibrations with electrons (using the /? and / → 44 methods), the
c0 method dominated the precision and was the only method which could give an
inter-calibration with 0.5% precision (in EB). In Run 2, as the statistics for electrons
became larger, and the c0 event reconstruction became more challenging for reasons
that will be discussed later, the precision of the electron methods became similar to
the precision of the c0 method (both at around the 0.5% level in EB), and therefore a
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Figure 6.2: Evolution of the invariant mass of the reconstructed c0 → WW events (normal-
ized by the c0 meson mass 135 MeV) before and after applying the laser correction to the
response channel-by-channel during 2017 data taking [89].
combination of all methods is used for the determination of the final inter-calibration
constants. Comparisons of the precision of different inter-calibration methods in
the Run 1 and Run 2 data taking periods can be seen in Figure 6.3.
The remainder of this Chapter focuses on the inter-calibration with the c0 → WW
method, including the details about the data stream used, the event reconstruction,
the procedure to derive the constants8, the resultswithRun 2 data, and the prospects
for the future of this calibration method.
6.1 The 00 trigger stream
The inter-calibration of the CMS ECAL with c0 → WW decays relies on the
reconstruction of a diphoton invariant mass (<WW) peak around the c
0 mass for
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Figure 6.3: Inter-calibration precision obtained from the various methods discussed in the
text and their combination (evaluated by comparing the 8 differences from the different
methods), as a function of the [ of the crystal, for the data taken during Run 1 (top plot) [90]
and Run 2 (bottom plot) [91].
each crystal in the ECAL, with enough statistics for each crystal to precisely fit the
reconstructed c0 mass. In order to collect such a huge amount of events, a dedicated
HLT stream called the c0 stream is implemented in addition to the main output
stream for physics. The c0 stream uses only about 2% of the total bandwidth of
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writing to storage (about 40 MB/s out of 2 GB/s) at an event rate about 20 times
higher than the main output stream (about 20 kHz compared to 1 kHz for the main
stream).
The high trigger rate is achieved by looking for c0 objects from an OR of many L1
trigger algorithms (involving jet, 4/W signatures), as the c0 is very often produced
from the decay chain of hadrons, and it is easy to find a c0 near an L1 jet seed or
from an event with a high ?T electron or photon which often has associated jets.
In fact the rate was so large in 2016 that only a fraction of the events that passed
the c0 trigger were saved (this is called a trigger pre-scale). During 2016, the
pre-scale was about a factor of 5 (which means only 1 out of 5 events passing the
trigger selection were saved). In order to reduce the time between calibration points
with sufficient statistics for all regions of the ECAL, the total 20 kHz bandwidth
allocation was further divided into four trigger paths: two paths for c0 → WW events
in EB and EE and two paths for [0 → WW events in EB and EE, where the [0 decay
paths have a lower rate but produce photons with a higher energy on average leading
to a mass peak at 549 MeV, compared to the 135 MeV peak for the c0 decays. The
selection criteria for the EB paths were tuned to have a rate of roughly 7 kHz each
for c0 and [0 decays (with a c0 rate a bit higher than the [0 rate), while the criteria
for the EE paths were tuned to have a rate of about 3 kHz each during 2016.
For the rest of this Chapter only c0 events are discussed, as the [0 events were not
used for the actual calibration during Run 2. This was due to the lower rate and
more complicated decay modes of the [0, which led to a mass peak that was not as
well reconstructed as the c0 peak.
Starting from 2017, the selection criteria in the trigger were optimized (as discussed
in the next section) with higher selection efficiency but lower rate, so the pre-scale
was removed.
The c0 trigger reconstructs small clusters of 3 × 3 crystals, and then selects pairs
of such clusters that have an invariant mass consistent with the c0 meson. The
reconstruction and selection of the clusters as well as the selection of the pairs of
clusters are similar to what is done in the offline reconstruction and selection (to
be discussed in the next section). Events with at least one pair of clusters passing
the selection criteria have the raw digitized pulses for the ECAL and preshower
channels saved to storage, while information of all other subdetectors is discarded.
As a result, the event size in the c0 trigger is only about 1/1000tℎ of the event size
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in the main HLT stream.
It is also important to note that, due to the limited ECAL readout bandwidth and
storage, there is a data filtering process performedwith a SelectiveReadout Processor
(SRP) tomake sure that the amplitude of each ECAL channel’s signal is large enough
to be sent from the on-detector electronics to the upper level stream processing and
storage (L1, HLT, etc.) subsystems in the trigger. As a simple calculation, the pulse
of each channel is digitized into 10 time slices and saved in 24 bytes, so that the
ECAL event size would be about 1.8 MB if all 76,000 ECAL channels were read
out. In reality the average ECAL event size gets reduced to less than 2 kB.
The threshold (called the zero-suppression or ZS threshold) was 4.5 (6.5) ADC
counts for all EB (EE) channels in 2016, where one ADC count corresponds to about
40 (60) MeV in EB (EE). The zero-suppression could cause incomplete clusters for
some of the 4/W objects that we are interested in, and this would affect the energy
reconstruction precision. In order to deal with this issue, a so-called “high interest
threshold” (HTH) was included in the trigger that reads out the entire 15×15 matrix
of channels surrounding the 5 × 5 trigger tower of the cluster if the energy sum of
the 5 × 5 tower is higher than the HTH. If the 5 × 5 energy is smaller than the HTH
but higher than another threshold called the “medium interest threshold“ (MTH),
then only the 5 × 5 channels are fully readout and the surrounding channels are
zero-suppressed. For an even lower 5 × 5 energy, all channels are zero-suppressed.
During 2016, the HTH and MTH were 2.5 GeV and 1.5 GeV, respectively, and the
HTH, MTH as well as the ZS threshold were gradually increased as the data taking
progressed, in order to deal with increasing luminosity. As we will see in the next
section, the energy of the photon clusters from c0 decay often fell below the HTH or
MTH threshold, and as a result the clusters saved for offline reconstruction usually
had some channels not read out, and this presented one of the main challenges in
the c0 reconstruction.
6.2 00 event reconstruction
The mass of the c0 meson is rather low (135 MeV), and in order to survive the ZS
threshold from ECAL, the energy of the photons from c0 → WW needs to be at the
GeV scale. As a result the two photons from the c0 usually have a very small opening
angle. In the meantime the c0 can not be too boosted, since the two photons are
completely merged in this case, and indistinguishable with the ECAL granularity.
As such, a special clustering algorithm is used to reconstruct the photons from c0
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decay, which is different from the clustering algorithm used for high ?T photons and
electrons.
To minimize the electronic noise contribution to the reconstructed photon energy,
and also considering that the two photons from c0 decay have a small opening angle,
the reconstruction of c0 photons is based on 3×3 clusters, rather than 5×5 as is used
for high ?T photon clusters. The clustering begins by sorting all ECAL channels
based on their energy, and the channel with the highest energy is used as the seed
for the leading photon (W1). A 3×3 matrix of channels centered on the seed channel
is then defined as the cluster for W1. Once the cluster for W1 is formed, all of the
channels belonging to it are removed from further consideration. The procedure
then continues with the highest energy channel from among the leftover channels
being chosen as the seed for the 2nd (3rd, 4th, ...) 3 × 3 cluster for W2 (W3, W4, ...).
The procedure stops when the energy of the seed from the leftover channels falls
below 0.5 GeV.
The outcome of this procedure is a list of photon clusters which in principle should
each have the size of a 3 × 3 crystal matrix. However, for a photon cluster that gets
clustered later (for example W2, W3, ...), some of its 3×3 channels might have already
been claimed by photon clusters that were clustered earlier, and thus the number of
channels in a photon cluster is not necessarily 9. In an extreme case, a photon cluster
might have only one channel when all the 8 channels (except the seed channel) have
been claimed by four other photon clusters around that cluster. Figure 6.4 shows
the four possible results of clustering when there are two photons in the event. In
addition, the zero-suppression will also cause zero energy being read out for some
of the channels, which further reduces the number of channels in a photon cluster.
Once the list of photon clusters is reconstructed, the energy of each cluster is
reconstructed in the same way as in Eq. 6.1, with all the corrections that are available
in the existing database (which are derived from the corresponding calibrations).
The two exceptions are the containment correction 4/W and the inter-calibration
constants 8.
The purpose of c0 reconstruction itself is to update the 8, and this is achieved in an
iterative way: for the starting iteration, the process takes the 8 from the database,
and after the reconstruction of c0 events, the procedure updates the 8 based on the
reconstructed c0 mass, which is then used as the input for the next iteration (further












Figure 6.4: Illustration of two reconstructed photon clusters from a c0 decay. Each cell
represents an ECAL channel in this sketch. W1 (the red cells) is the leading photon and gets
clustered first, and W2 (the blue cells) is the subleading photon and is clustered from the
leftover channels. Figure (a) shows a non-overlapping case and the other three figures show
overlapping cases. The energy from the overlapping channels is assigned to W1.
The cluster containment correction 4/W used for this special 3 × 3 clustering algo-
rithm is fundamentally different compared to the containment correction used for
high ?T photon or electron clusters. The reason is that for this low energy, small
cluster case, the containment correction needs to correct for the additional factors
that cause incomplete clusters, such as the zero-suppressed energy (which is not a
problem for high ?T clusters), the missing channels being claimed by previously
clustered clusters, etc.
Therefore, the containment correction gets re-derived specifically for this usage with
a similar BDT regression method. In order to take overlapping clusters into account,
the containment correction for the leading photon and sub-leading photon are trained
separately. Furthermore, the number of channels in the photon cluster is also used
as an additional input for the regression training, in order to take into account zero-
suppression effects as well as overlapping cluster effects. Figure 6.5 shows the
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energy response (the ratio of the reconstructed energy to the MC true energy) before
and after applying the containment correction. We see that after the containment
correction, the reconstructed energy gets closer to the true energy and the energy
resolution also improves. However, the very low energy tail, which includes some
of the extreme cases where many of the channels in the cluster get zero-suppressed
or claimed by other clusters, could not be recovered by the containment correction
derived with this regression method.
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Figure 6.5: Distribution of the ratio of the reconstructed 3 × 3 photon cluster energy
to the MC true energy before (raw/true, purple) and after (cor/true, blue) applying the
containment correction to the cluster. Also shown in the legend are thefeff and the full width
at half maximum (FWHM), where feff is defined as the smallest x interval that contains
68.3% of the distribution.
In order to reconstruct a good c0 mass peak, a set of requirements is applied to the
photon clusters before they can be paired to form a c0. Figure 6.6 shows the 2D
distribution of the reconstructed photon ?T and the true ?T of the generated photons
from simulated c0 events. We see that for a large fraction of the photons, the
reconstructed ?T is very small (close to zero) regardless of the true ?T. Therefore,
a cut of ?T > 0.9 GeV is applied to all photon clusters. A basic shower shape
selection is also applied to the cluster, which requires the highest energy among all
possible 2 × 2 matrices in the cluster (called 4) to be greater than 90% of the total
energy of the cluster (9). In addition, a cut on the number of crystals (channels)
in the photon cluster is also applied, in order to remove extreme cases of cluster
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overlap or zero-suppression that cannot be recovered by the containment correction.
Figure 6.7 shows the number of crystals (Nxtal) distribution for the leading and
sub-leading photon cluster in EB and EE. We can see that a large fraction of the
photon clusters have less than 9 crystals, and the situation is much worse for EE
clusters. A cut of Nxtal > 6 is applied to all reconstructed photon clusters. Also
shown in Figure 6.7 are the diphoton mass spectrum before and after applying this
Nxtal cut. It can be clearly seen that without this Nxtal cut, no c0 peak can even be
seen in the endcap. In the barrel, the mass peak resolution as well as the signal over
background ratio in the spectrum is significantly improved after the Nxtal cut.
One thing to note is that in the c0 trigger stream of 2016, there was no such Nxtal
cut applied to the stream. As a result, as shown in Figure 6.7, a large fraction of
events fail the offline Nxtal > 6 selection, causing the trigger efficiency to be very
low in 2016.
In order to improve the trigger efficiency, the same Nxtal > 6 cut was applied to the
trigger stream starting from 2017 on, and since the rate got reduced significantly
after applying this cut, the trigger prescale, which was set to about 5 in 2016, was
completely removed starting from 2017. As a result, the statistics of usable c0





























Figure 6.6: 2D distribution of the reconstructed photon cluster ?T (Y-axis) and the MC
truth of the generated photon (X-axis) for photons from c0 decay.
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Figure 6.7: Top plots: distributions of the number of crystals (Nxtal) in a photon cluster
for the leading and sub-leading photons in EB (top-left) and EE (top-right). Bottom plots:
the diphoton mass distribution before and after applying the Nxtal > 6 cut for each of the
photon clusters in EB (bottom-left) and EE (bottom-right). The plots are made from QCD
multijet MC samples.
The photon clusters in the list passing the above selection are then paired to form
c0 events. First they are sorted based on their seed energy (the same order as W1,
W2, ... in the clustering process). Then, the pairing starts with the first photon, by
looking for the next photon that can pair with the first photon which can satisfy some
selection to make a c0 event. The process continues until all photons in the list have
been used and no more diphoton pairs can be formed. The selection applied on the
diphoton pair includes a selection on the diphoton mass (<WW), which needs to be
inside the c0 mass window: 60MeV < <WW < 250MeV. The c
0 object also needs
to be well isolated, for which the scalar sum of the ?T of all other clusters inside a
Δ' < 0.2 cone centered on the c0 object has to be smaller than 50% of the ?T of the
c0 itself. In addition, the ?T of the c
0 object has to be greater than 2 GeV in order
to minimize the mis-reconstruction for low ?T objects. This is shown in Figure 6.8
81
which compares the reconstructed ?T of the c



























Figure 6.8: 2D distribution of the ?T of the reconstructed c0 (Y-axis) and the ?T of the
generated c0 (X-axis).
Once the list of c0 objects has been reconstructed, the invariant mass of the c0 is then
used to derive the inter-calibration constants, for which the procedure is discussed
in the next section. As an example, Figure 6.9 shows two example mass spectra
of the two photons from the c0 candidate with 0.1 fb−1 of data taken during 2016.
The spectrum is fitted with a Gaussian peak (signal) and a second order Chebychev
polynomial (background), and the best fit mass of the c0 is extracted from the fitted
value of the mean of the Gaussian function.
6.3 Procedure to derive the inter-calibration constants and results
As mentioned above, the energies of the photon clusters used to reconstruct the c0
mass are calculated based on Eq. 6.1, which relies on the inter-calibration constants
8, where the reconstructed c
0 mass peak is again used to update the constants
8. Therefore, the derivation of the inter-calibration constants 8 is an iterative
procedure.
For beginning the first iteration, one could in principle just set the 8 to 1.0 for all
channels. However, in order to reduce the number of iterations, we usually take
8 from the database where the values stored usually have been derived during a
previous calibration campaign. Furthermore, to update the8 for a particular crystal
8, we record the diphoton mass spectrum (<WW) of all c
0 events for which one of
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Figure 6.9: Invariant mass of the two photons from a c0 candidate recorded by one
particular ECAL crystal (that crystal belongs to one of the two photon clusters), from 0.1
fb−1 of data taken during 2016. The left plot is for an EB crystal and the right plot is for an
EE crystal.
the photon cluster’s seeds is on that particular crystal. Usually one can get an <WW
spectrum with very good statistical precision for every ECAL crystal, with a few
fb−1 of data. For each crystal 8, we then fit the <WW spectrum to obtain the best fit
c0 mass (<fit), and the calibration constant 8 for that crystal is then updated as:
8 =
1










where <PDG is the true c
0 mass (134.9768 MeV according to the Particle Data
Group (PDG) [5]). After one iteration, the 8 of all crystals are updated, and are
then used as the input for the next iteration.
The process continues until the 8 of two consecutive iterations converge. The
convergence is evaluated by looking at the distribution of the8 differences between
two consecutive iterations for each of many crystals belonging to the same block in
an [ region, and calculating the RMS of the distribution of differences. Once the
RMS of the distribution no longer decreases with more iterations, we conclude that
convergence has been reached, and the 8 from the final iteration are then used as
the output of the c0 calibration. Typically about 10 iterations are needed in order to
converge.
The statistical uncertainty of the 8 derived by using this procedure with about
10 fb−1 data is found to be below 0.2%, which is much smaller than the systematic
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uncertainty. To evaluate the total uncertainty of the 8 with the c
0 method, the 8
obtained from this method is compared to the 8 from the other methods (in this
case, the other two methods are the /? and / → 44 methods as mentioned above).
Assuming that the inter-calibration constants obtained from the three methods for a
particular crystal are 1, 2, and 3, with uncertainties (to be derived) f1, f2, and









2 + f23 (6.3)
where f1−2, f1−3, and f2−3 are the uncertainty of the1−2, 1−3, and2−3,
respectively, which are obtained by calculating the RMS of the distributions of












(f21−3 + f22−3 − f21−2) (6.4)
Figure 6.10 shows the precision of the three methods estimated using the above
procedures. As we can see, the three methods give a similar precision in EB (about
0.5%), but for EE, the / → 44 method gives the best precision.
6.4 Outlook
To further improve the c0 calibration precision, it will be important to improve the
photon cluster and therefore the c0 event reconstruction. Currently the energy loss
from zero-suppression is one of the big challenges for this calibration method, and
in order to improve that, a more dedicated containment correction will be needed to
recover the zero-suppressed energy.
Fortunately for the HL-LHC in the future, the ECAL endcaps will be replaced by a
high granularity electromagnetic and hadronic calorimeter (HGCAL) [92]. In the
ECAL barrel crystal calorimeter, the zero-suppression and selective readout will
not be implemented and all ECAL crystal channels in the barrel will be read out
using a faster readout chain that will better-sample the pulse and provide fast timing
measurements for electrons and photons [93].
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Figure 6.10: Inter-calibration constant precision obtained with the different methods and
their combination, as a function of the pseudorapidity |[ | of the crystal for the 2016 data:
red, blue, and green are from the / → 44, /?, and c0 → WW methods, respectively, and
the black is the precision of the combination from the three methods (the weighted average
of the constants obtained by using the three methods) [52].
But in the meantime, the electronic noise will continue to grow as the irradiation
of the APD photodetectors [93] will continue, including during LHC Run 3 that is
scheduled for 2022-24. The noise subtraction from the small photon clusters will
likely be an increased challenge, for these reasons, during Run 3.
In addition to the zero-suppression challenge, the photon clustering algorithm could
also be improved such that the energy from the overlapped channels gets shared
between two clusters instead of being assigned to the leading photon cluster. This
further development could be important to maintain and possibly improve the sub-
percent level precision of the inter-calibration, which is important for the study of
many SMandBSMphysics processes that require precisemeasurements of electrons
and/or photons, such as the measurements of Higgs boson properties and the search
for deviations from SM predictions using the diphoton and four lepton channels.
Part III




C h a p t e r 7
FIRST OBSERVATION OF THE PRODUCTION OF THREE
MASSIVE GAUGE BOSONS
In the standard model (SM), the weakly interacting gauge bosonsW and Z interact
with each other through gauge-gauge couplings, the triple gauge coupling (TGC)
and quartic gauge coupling (QGC), and they also interact with the Higgs boson
via a Higgs-gauge coupling (HGC). Together with the direct radiation from quarks,
these interactions contribute to the simultaneous production of multiple massive
gauge bosons, as shown in Figures 7.1 and 7.2. As a result, the measurement of
multiboson production is a key tool in probing the TGC, QGC, HGC, and any



























Figure 7.1: Tree-level Feynman diagrams of di-boson productions (V =W,Z), where the
triple gauge-boson coupling, quartic gauge-boson coupling, and Higgs-gauge couplings are
marked by , , and , respectively.
The electroweak production of two weakly interacting gauge bosons (VV, V =
W,Z), including W±W± [94, 95], WZ [96, 97], and ZZ [98, 99], have all been


























Figure 7.2: Tree-level Feynman diagrams of triple boson productions (V =W,Z), where
the triple gauge-boson coupling, quartic gauge-boson coupling, and Higgs-gauge couplings
are marked by , , and , respectively.
three weakly interacting gauge bosons (VVV, V =W,Z) has not been observed so
far (prior to the analysis described in this thesis chapter, that is), due to the much
lower cross section. Previously, ATLAS found the first evidence of combined VVV
production with 4.0(3.0)f observed (expected) significance by using a data sample
corresponding to an integrated luminosity of 80.0 fb−1 data [100], and CMS also
published a WWW search result with a 35.9 fb−1 data sample, which resulted in an
observed (expected) significance of WWW production of 0.60(1.78)f [101].
In this chapter, we report on the first observation of combined VVV production
(V = W,Z) with 137 fb−1 of data collected by CMS [102]. The search is per-
formed in multiple final states with two same-sign leptons plus one or two jets (for
WWW), three leptons (for WWW), four leptons (for WWZ), five leptons (for WZZ),
and six leptons (for ZZZ). The observed (expected) significance of the combined
VVV production is 5.7(5.9)f, and the corresponding measured cross section is
1010+210−200 (statistical)+150−120 (systematic) fb, corresponding to 1.02+0.26−0.23 times the SM
prediction. The significance and cross section measurement results for the indi-
vidual WWW, WWZ, WZZ, and ZZZ production channels are also reported. The
VVV signals considered in this search include production from both gauge-gauge
coupling (on-shell VVV) and Higgs-gauge couplings (VH(VV)). Fitting results
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without including VH(VV) as part of the signal (and thus treating it as a back-
ground predicted by SM) are also presented. The results of a simultaneous fit of the
on-shell VVV and VH(VV) signal strengths are also discussed.
The remaining sections of this chapter are organized as follows: Section 7.1 gives
an overview of the analysis and the overall strategy used to perform the search.
Section 7.2 lists the data and simulated event samples used in this search and the
High-Level Triggers (HLT) used to collect the signal events. Section 7.3 discusses
the details of the reconstruction and identification of the related “physics objects”
(leptons, jets, ?missT ). The details of the event selection are presented in Section 7.4.
Background estimates and the systematic uncertainties on the backgrounds and the
signal predictions are presented in Section 7.5 and Section 7.6; Section 7.7 presents
the interpretation of the search as well as the results. Finally, a summary is given in
Section 7.8.
7.1 Analysis strategy
To suppress the enormous QCDmultijet backgrounds, only final states containing at
least one same-sign charged lepton pair resulting from decays of the VVV process
are considered, namely: W±W±W∓ → ℓ±ℓ±ν=qq′, W±W±W∓ → ℓ±ℓ±ℓ∓ν=,
W±W∓Z → ℓ±ℓ∓ν= ℓ±ℓ∓, W±ZZ → ℓ±ν= 2(ℓ±ℓ∓), and ZZZ → 3(ℓ±ℓ∓)ν=,
where ℓ = e or μ and the number of neutrinos = ≥ 0 depending on number of
τ → ℓνν decays in the chain.
The total cross section of VVV production is approximately 1 pb, where WWW
has the largest cross section and ZZZ has the smallest cross section. Table 7.1
summarizes the production cross sections for the different VVV processes and the
cross section of the corresponding leptonic decay processes, along with the number
of expected signal events produced in the Run 2 dataset (137 fb−1). Signal cross
sections are calculated from MadGraph5_aMC@NLO interfaced to Pythia 8,
including NNLO QCD + NLO EW corrections [103–111] with the branching ratios
taken from [111]. In general, the VH(VV) contribution is approximately 55% of
the total VVV production cross section. However, as we will see later in the event
selection and results sections, theVH(VV) contribution to the total event yields after
the full event selection is less, especially in some of the most sensitive channels,
since the selections favor the kinematics of non-VH VVV processes.
To have full coverage of the leptonic channels of VVV decays, as specified above,
events are categorized based on the number of leptons in the final state, ranging from
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Table 7.1: Summary of signal process cross sections (at √B =13 TeV) and the expected
total number of events produced in the Run 2 data set (137 fb−1).




pp→ ZH→WWZ 188.9 25879
pp→WZZnon-WH 55.7 7631
pp→WH→WZZ 36.0 4932
pp→ ZZZnon-ZH 14.0 1918
pp→ ZH→ ZZZ 23.1 3165
sum of pp→ VVVnon-VH 450.8 61759
sum of pp→ VH → VVV 541.4 74171
pp→WWW→ ℓ±ℓ±ν=qq′ 24.44 3348
pp→WWW→ ℓ±ℓ±ℓ∓ν= 8.30 1137
pp→WWZ→ ℓ±ℓ∓ν= ℓ±ℓ∓ 1.63 223
pp→WZZ→ ℓ±ν= 2(ℓ±ℓ∓) 0.12 16.3
pp→ ZZZ→ 3(ℓ±ℓ∓)ν= 0.014 1.9
sum of above VVV→ 2/3/4/5/6ℓ + (ν) (q) 34.50 4726
2 to 6, targeting decays fromW±W±W∓ → ℓ±ℓ±ν=qq′ to ZZZ→ 3(ℓ±ℓ∓)ν=. The
selections in each category are then optimized to select one particular VVV decay
and to suppress the major backgrounds in that category.
Events in the two lepton category are selected targeting theW±W±W∓ → ℓ±ℓ±ν=qq′
process. As a result, two leptons with the same charge are required in this category,
along with additional final state jets. Since the WH(WW) signal is relatively softer
and usually has less jets, events with only one jet are also allowed. Therefore,
events are then categorized based on the number of jets: one jet or two jets. For
two-jet events, the invariant mass of the two jets (<jj) in signal events is usually
close to the W mass, so events are further categorized based on whether the <jj is
inside or outside a window of ±15 GeV centered on the W mass. There are two
major backgrounds in the same-sign two leptons final state. The first one is the
fully leptonic decay of the WZ process in which one of the three leptons is not
reconstructed due to the limited acceptance of the detector and the limited lepton
reconstruction efficiency. The second background contains a nonprompt lepton
which originates from a heavy flavor hadron decay such as a top quark decay, from
light flavor hadrons such as c±, or from photon conversions. The probability of an
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electron to be nonprompt is larger than that of a muon. As a result, events in the
two-lepton category are further divided into three categories based on the flavor of
the two leptons, to enhance the signal-to-background ratio: e±e±, e±μ±, or μ±μ±.
Events in the three-lepton category are selected to target theW±W±W∓ → ℓ±ℓ±ℓ∓ν=
process. In this final state, the WZ process is the dominant background. To sup-
press this background, events are categorized based on the number of same flavor
and opposite sign (SFOS) lepton pairs in the event: 0 SFOS (e±e±μ∓, μ±μ±e∓),
1 SFOS (e±e∓μ±, μ±μ∓e±), and 2 SFOS (e±e±e∓, μ±μ±μ∓). There are significantly
less background events from WZ in the 0 SFOS category compared to 1 SFOS and
2 SFOS, so the 0 SFOS category has much better signal-to-background discrimina-
tion.
Events in the four-lepton category are selected to target theW±W∓Z → ℓ±ℓ∓ν= ℓ±ℓ∓
processes. Such events are required to have two SFOS leptons that have an invariant
mass inside a Z mass window (±10 GeV around the Z mass). The remaining two
leptons (called W-leptons) are required to have opposite signs of charge. In this
category, the ZZ process is the dominant background. To suppress this background,
the events are split into two categories based on the flavors of the W-leptons: eμ,
ee/μμ. The eμ events have much less background from ZZ, with a small portion
from Z(ee/μμ)Z(gg) decay. To suppress such events, the invariant mass of the
eμ system (<eμ) is used to bin the events, as the <eμ from Z(gg) peaks around
50 GeV while the <eμ from WWZ events is distributed over a wider range. The
ee/μμ events have enormous backgrounds from the ZZ process. As a result, the
invariant mass of the ee/μμ system (<ℓℓ ) is required to be outside a Z mass window
(±10 GeV), and the ?missT and ?4ℓT of the event are used to bin the events in order to
enhance the signal-to-background ratio.
Events in the five- and six-lepton categories are selected to target the W±ZZ →
ℓ±ν= 2(ℓ±ℓ∓) and ZZZ→ 3(ℓ±ℓ∓)ν= processes, respectively. Such final states have
very low statistics and are very clean in terms of backgrounds. As a result, for the
five-lepton category we simply select 2 pairs of leptons from the Z and require an
additional lepton, and for the six-lepton category we simply require six leptons in
the final state.
For events in the two, three, and four leptons categories, both a sequential cut-based
event selection method and a Boosted Decision Tree (BDT) based event selection
method are used to enhance signal-to-background ratio (see Section 7.4); for events
in five- and six-lepton categories, only a cut based method is used. A graphical
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overview of the analysis strategy discussed above can be seen in Figure 7.3.
As we can see from Table 7.1, without considering the reconstruction efficiency,
there are a total of 4726 signal events expected in all of the considered categories,
which amount to approximately 3.5% of the total number of VVV events produced.
The majority of the selected events expected are in the same-sign two-lepton and
three-lepton categories, while only a few events are expected in the six-lepton
category.
Zhicai Zhang (Caltech) VVV observation
Analysis strategy: VVV full coverage
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Figure 7.3: Overview of the triboson search strategy: events are categorized based on
the number of leptons in the final states, and each set of final states is further divided into
different categories to enhance the signal over background.
7.2 Event samples
This search uses the pp collision data collected by the CMS detector during the data
taking years 2016, 2017, and 2018, corresponding to a total integrated luminosity
of 137 fb−1.
The triggers used in this search are the dilepton triggers, which require the presence
of two leptons passing some ?T thresholds. Depending on the flavors of the leptons,
there are three different triggers being used: ee, eμ, and μμ triggers. The ee trigger
requires the presence of at least two electrons (or positrons) of ?T > 23 and 12 GeV,
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and each of them has to pass some electron identification cuts, including cuts on
the shower shapes, isolation, pixel matching, etc. The eμ trigger requires at least
one electron of ?T > 23(8) GeV and at least one muon of ?T > 12(23) GeV, with
both leptons passing the corresponding lepton identification cuts. The μμ trigger
requires at least two isolated muons of ?T > 17 and 8 GeV. An event that passes any
of the above triggers is selected for this search.
In addition to the trigger requirement, the electrons and muons are also required to
pass much tighter offline identification cuts, which are discussed in Section 7.3. To
study the trigger efficiency with respect to the offline selection, and to correct for
any mis-modeling of the trigger efficiency in MC, events triggered by orthogonal
triggers (?missT triggers) are used. The trigger efficiency is defined as the number of
events that pass the offline lepton selection and the trigger requirement divided by
the number of events that pass the offline lepton selection. Simulated tt events are
used to measure the trigger efficiency in Monte Carlo (MC).
The trigger efficiency of the ee, eμ, and μμ triggers, binned in the ?T of the two
leptons, measured in both data and in tt MC for all three data taking years, are
shown in Figures 7.4, 7.5, and 7.6. The ratio of the trigger efficiency in data to that
in MC is used as a scale factor to correct for the MC yields in this search.
On average, the electron triggers have slightly higher efficiency than the muon
triggers, mainly due to the inefficiency of the Level 1 (L1) muon triggers, as reported
in [112] and discussed in Section 4.5. For all three triggers, the efficiency in MC is
consistent with the data, with the ratio of efficiency to data consistent with 1.0 within
an uncertainty of about 5%. This small inconsistency is corrected in all MC events,
and the uncertainty is taken into account as one of the systematic uncertainties when
we perform the fit for the result of this search.
The modeling of the standard model (SM) backgrounds and the VVV signal pro-
cess rely on Monte Carlo (MC) simulations. The MadGraph5_aMC@NLO v2.2.2
(v2.4.2) generator [113] was used in 2016 (2017+2018) to generate the VVV and
VH(VV) signal events and the single-top and diboson (VV, VVW) background
events. The next-to-leading order (NLO) powheg 2.0 generator [114–117] was
used to generate VH(VV) signal events and single-top and diboson (VV) back-
ground events. The MadGraph5_aMC@NLO generator with the MLM scheme
for matrix element and parton shower jet matching [118]wass used to generate
SM tt , tt+X (X = W,Z,H), W+jets, Z+jets, Wγ, and W±W± events. The






























































































































































































































































Figure 7.4: Trigger efficiency of the ee trigger for data (left column) and tt MC (right
column) in 2016 (top), 2017 (middle), and 2018 (bottom), in bins of the two electrons’ ?T.
The x-axis is the ?T of the leading electron, ?
ℓ 1
T .
2016 (2017+2018) simulated samples. All MC simulations used pythia 8.205
(8.230) [121] in 2016 (2017+2018) to model the parton showering, hadronization,
and the underlying event, with parameters set by the CUETP8M1 tune [122] (for


































































































































































































































































































Figure 7.5: Trigger efficiency of the eμ trigger for data (left column) and tt MC (right
column) in 2016 (top), 2017 (middle), and 2018 (bottom), in bins of the electron’s and
muon’s ?T. The x-axis is the ?T of the leading electron, ?
ℓ 1
T .
in the generated events with the CMS detector are simulated with the Geant4 [85]
package, and the same reconstruction software used as is for data. Detector readout
information from additional pp collisions within one single bunch crossing, referred






























































































































































































































































Figure 7.6: Trigger efficiency of the μμ trigger for data (left column) and tt MC (right
column) in 2016 (top), 2017 (middle), and 2018 (bottom), in bins of the two muons’ ?T.
The x-axis is the ?T of the leading muon, ?
ℓ 1
T .
7.3 Objects reconstruction and identification
Physics objects are reconstructed based on the particle-flow (PF) algorithm [71],
with details discussed in Section 4.6.
As electron objects are reconstructed by combining the momentum measurement
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from the tracker and the energymeasurement from the ECAL, and the tracker system
only covers the pseudorapidity range up to |[ | < 2.5, electrons in this search are only
accepted up to |[ | < 2.5, despite further coverage in [ by ECAL (up to |[ | < 3.0).
To select electrons from other objects such as photon conversions and jets, a set of
requirements is applied to the properties of the electron. This selection includes
a multivariate (MVA) electron identification procedure which is trained by using
the following variables as the main inputs: SC shower shapes (f8[8[, f8q8q, '9), the
fraction of the energy radiated as bremsstrahlung, 1/ −1/?, the ratio of the energy
measured in the hadron calorimeter to the energy in the ECAL (H/E), any missing
inner track hits, the conversion probability for the photons, Δ[ and Δq between
the center of the SC (or the seed cluster) and the track. Apart from the selection
based on the MVA output, additional selections on the isolation and the vertex of
the electron are also applied.
The identification (ID) of muons relies on the parameters obtained by the muon
reconstruction (such as the number of hits and the track fit j2) and on the matching
between tracker tracks and standalone muon tracks. Two sets of muon IDs are used
in this search, referred to as Loose and Medium working points, with the former
aiming to select muons from the primary vertex and from decays of both light and
heavy flavors, and the latter aiming to identify muons from the primary vertex and
only heavy flavor decays. Additional requirements on the isolation and vertex of the
muon are also implemented in the muon identification.
Two main types of lepton (electron and muon) ID requirements are defined in this
search. The first one is referred to as Veto IDs, which are used to count the number of
leptons and categorize events. The second type is referred to as Nominal IDs, which
are different in different final states in order to better suppress various backgrounds
and maintain high signal efficiencies. Leptons in one specific category which pass
the Veto ID but later fail the Nominal ID are discarded (or in some cases, only used
in control regions).
Table 7.2 summarizes the Veto ID requirements for both the electrons and muons
applied in this search. |3I | (|3GH |) is the longitudinal (transverse) impact parameter,
defined as the distance from the center of the beam spot to the electron or muon in
the longitudinal (transverse) plane. rel,R=0.3,Lep is the relative isolation, calculated
by the ratio of the scalar sum of the ?T’s of all other PF particles (hadrons, photons
and leptons) in a Δ' = 0.3 cone around the lepton to the ?T of the lepton itself. The
electron and muon are both required to have ?T > 10 GeV to be considered as a
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Veto lepton. The selection efficiency of this set of Veto ID criteria is about 90-98%
for electrons and 93-99% for muons, depending on the ?T of the lepton.
Table 7.2: Electron and Muon Veto ID criteria used in the search and the corresponding
average selection efficiencies for leptons. This common Veto ID guarantees orthogonality
in the event selection among the different lepton bins used in the analyses.
Electron Muon
ID MVA Loose Loose
|[ | < 2.5 < 2.4
|3I | < 0.1 cm < 0.1 cm
|3GH | < 0.05 cm < 0.05 cm
rel,R=0.3,Lep < 0.4 < 0.4
efficiency (low ?T) 90% 93%
efficiency (high ?T) 98% 99%
For the Nominal lepton IDs of same-sign events, tighter selections are applied in
addition to the requirements applied in the Veto lepton IDs, to better reject fake
lepton backgrounds. Specifically, the electrons are required to pass a tighter cut
on the MVA score (called the 80% working point) and the muons are required to
pass a tighter cut (called the Medium working point). In addition, we tighten the
relative isolation cuts to < 0.05 (0.04) for electrons (muons). We also require the
3D impact parameter of the electron (muon) to be smaller than 0.01 (0.015) cm
relative to the primary vertex of the event, and we require the ratio of the 3D impact
parameter to its estimated uncertainty for muons to be smaller than 4. The ?T of the
electrons and muons in same-sign final states are both required to be greater than 25
GeV. The selection efficiency of the same-sign events’ Nominal lepton ID, which is
calculated after applying the Veto ID, is about 40-70% (20-30%) for an electron in
the barrel (endcap) depending on the ?T of the electron and is about 55-90% for a
muon, depending on the ?T of the muon.
For three-lepton events, the Nominal lepton IDs are slightly looser compared to the
Nominal lepton ID of same-sign events. Specifically, the electrons are required to
pass a 90% working point and muons are required to pass the Medium working
point. The relative isolation cut is < 0.10 (0.15) for electrons (muons). The 3D
impact parameter is required to be smaller than 0.015 cm for both electrons and
muons. The ratio of the 3D impact parameter to its estimated uncertainty for muons
is required to be smaller than 4. The ?T of the electrons and muons are required
to be greater than 25/20 GeV depending on the event category (see Section 7.4).
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The selection efficiency of the Nominal lepton ID for three-lepton events, which is
calculated after applying the Veto ID, is about 60-80% (30-40%) for electrons in the
barrel (endcap) depending on the ?T of the electron, and is about 75-97% for muons
depending on the ?T of the muon.
For the Nominal lepton ID in four-lepton events, different requirements are applied
based on whether the lepton is tagged as a lepton from W or Z decay, to optimize
the signal-to-background ratio in these final states. For leptons from W decay,
the electrons are required to pass an MVA 90% working point ID, and muons are
required to pass theMediumworking point ID. The ratio of the 3D impact parameter
to its estimated uncertainty for both electrons and muons is required to be smaller
than 4. The relative isolation is required to be smaller than 0.2 (0.15) for electrons
(muons). For Z leptons, the electrons are required to pass an MVA Loose working
point ID, and muons are required to pass theMediumworking point ID. The ratio of
the 3D impact parameter to its estimated uncertainty for both electrons and muons
is required to be smaller than 4. The relative isolation is required to be smaller
than 0.20 (0.25) for electrons (muons). The ratio of the 3D impact parameter to its
estimated uncertainty for both electrons and muons is required to be smaller than
4. The relative isolation is required to be smaller than 0.20 (0.15) for electrons
(muons). The ?T of the two leptons from Z decay are required to be greater than
25 (15) GeV for the leading (subleading) lepton; and the ?T of the two charged
leptons from W decay are required to be greater than 25 (15) GeV for the leading
(subleading) one as well.
The selection efficiency of the lepton ID for leptons from W decay in four-lepton
events, which is calculated after applying the Veto ID, is about 70-80% for electrons
and about 70-97% for muons depending on the ?T of the electron or muon. The
selection efficiency of the lepton ID for leptons from Z decay in four-lepton events,
which is calculated after applying the Veto ID, is about 80-90% for electrons and
about 80-97% for muons depending on the ?T of the electron or muon.
For five-lepton events, four of the leptons are required to pair with two Z bosons, and
these leptons are required to pass the Z lepton ID as discussed above for four-lepton
events. The last lepton which is tagged as being from the decay of a W boson, is
required to pass theW lepton ID as discussed above for four-lepton events. The ?T
of the leading (subleading) leptons associated with the two Z boson candidates is
required to be greater than 25 (10) GeV. Furthermore, the ?T of the W candidate
lepton is required to be greater than 10 GeV.
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For six-lepton events, only the Veto lepton ID is applied to the six leptons. The ?T
of the two leading leptons are required to be greater than 25 GeV, and the ?T of the
rest of the four leptons are required to be greater than 10 GeV each.
Tables 7.3 and 7.4 list all the electron and muon cuts applied in the Nominal lepton
ID for same-sign events, three-lepton events and four-lepton events (W lepton ID
and Z lepton ID).
Table 7.3: Electron Nominal ID applied for different final states and the corresponding
average selection efficiencies for prompt electrons. The efficiency is measured after applying
the Veto ID.
SS-ID 3ℓ-ID W candidate (WID) Z candidate (ZID)
Veto ID Common Veto ID
Working points MVA 80% MVA 90% MVA 90% MVA Loose
?T > 25 GeV > 25/20 GeV > 25(15) GeV > 25(15) GeV
IP3 < 0.01 cm < 0.015 cm < 4fIP3 < 4fIP3
rel,R=0.3,Lep < 0.05 < 0.10 < 0.20 < 0.20
efficiency (low ?T) 20-40% 30-60% 70% 80%
efficiency (high ?T) 30-70% 40-80% 80% 90%
Table 7.4: MuonNominal ID applied for different final states and the corresponding average
selection efficiencies for prompt muons. The efficiency is measured after applying the Veto
ID.
SS-ID 3ℓ-ID W candidate (WID) Z candidate (ZID)
Veto ID Common Veto ID
Working points Medium working point
?T > 25 GeV > 20 GeV > 25(15) GeV > 25(15) GeV
IP3 < 0.015 cm < 0.015 cm < 4fIP3 < 4fIP3
rel,R=0.3,Lep < 0.04 < 0.15 < 0.25 < 0.15
efficiency (low ?T) 55% 75% 70% 80%
efficiency (high ?T) 90% 97% 97% 97%
For all the Veto and Nominal lepton IDs discussed above, dedicated efficiencies are
measured in bins of the lepton ?T and [ for both data and MC. The differences of
the efficiencies between data and MC are used to correct the MC event yields, and
the corresponding uncertainties are also applied.
Jets are reconstructed from PF candidates, clustered with the anti-kt algorithm and
with a cone size of 0.4 [74–76]. Only jets with transverse momentum ?T > 30GeV
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and |[ | < 2.5 (within the tracker acceptance) are considered in this search. To reject
noise and mis-measured jets, the selected jets have to fulfill several identification
criteria, summarized in Table 7.5. The efficiency of this set of identification re-
quirements is above 99% for the ?T and [ range we consider in this search [124]. A
series of corrections is applied to the measured four-momentum of the jet in order
to correct for different effects in the jet measurement (such as pileup subtraction and
jet flavor corrections). The corrections for jets reconstructed in data and MC are
different. The details of the corrections are discussed further in [125].
Table 7.5: Jet identification selections for data taken from different years.
2016 2017 and 2018
neutral hadronic energy fraction < 0.99 < 0.90
neutral electromagnetic energy fraction < 0.99 < 0.90
number of constituents > 1 > 1
charged hadron fraction > 0 > 0
charged multiplicity > 0 > 0
charged EM fraction < 0.99 -
To avoid double counting due to jets matched geometrically with a lepton, a jet that
is matched to a lepton passing the Veto ID within Δ' < 0.4 is not considered as a
jet in the event.
To tag jets originating from b quarks, the loose working point of the deep combined
secondary-vertex discriminator (DeepCSV) [126] is used. The DeepCSV is a multi-
classification discriminator developed using a deep neural network with four hidden
layers with 100 nodes each. The input variables for the training include the jet
variables (?T, [, number of selected tracks, etc), and the variables of the selected
tracks (up to six selected tracks) as well as variables of the associated secondary
vertex. Each node in the last layer of the neural network is a probability for a
certain jet flavor category, for example %(1), %(2), %(D3B6). The b tagging used
in this search requires the output discriminator %(1) of the jet to be greater than
0.2217 in 2016, 0.1522 in 2017, and 0.1241 in 2018, which corresponds to about
84% efficiency for b jets and about 10% misidentification probability efficiency (for
light-flavor jets). For tagging jets as b-tagged jets, a cut of ?T > 20GeV is used
(instead of the > 30 GeV cut which is used to select other jets). To tag b hadrons
with even lower ?T more efficiently, a soft b tag object [127] is used, which only
uses a secondary vertex and does not require the presence of a jet.
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The missing transverse momentum ?missT is defined as the negative sum of the
transverse momentum of all PF particles reconstructed in an event. The jet energy
corrections discussed above are propagated for the correction of the ?missT calculation.
To avoid anomalous high ?missT events from detector noise, a series of filters designed
to identify noise in the ECAL, HCAL, and Muon systems is applied to all events.
Details of the ?missT reconstruction and performance in the CMS detector can be
found in [128].
An ”isolated track object” has been designed to reject events containing hadronic
tau lepton decays. Amajority of hadronic taus are single-prong decays and therefore
the isolated track criterion is efficient in rejecting events containing hadronic taus.
An isolated track can be either a PF lepton or a charged PF hadron, with the detailed
requirements summarized in Table 7.6.
Table 7.6: Definition of an isolated track.
If a lepton (e or μ) If a charged PF hadron
|3I | < 0.1 cm < 0.1 cm
?T > 5 GeV > 10 GeV
Δ' with Veto leptons > 0.01 > 0.01
?T sum of charged PF < 8 GeV or 0.2 × ?leptonT < 8 GeV or 0.1 × ?
hadron
Tcandidate within Δ' < 0.3
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7.4 Event selection
This section discusses the full set of event selections for all the final states used in
the triboson analysis. The selections presented below are optimized in terms of the
signal-to-background ratio in each final state. For the same-sign (SS) dilepton, three-
lepton and four-lepton final states, both a sequential cut approach and a multivariate
approach using a Boosted Decision Tree (BDT) are used, and the results for both
methods are reported in the results section. For the five and six-lepton final states,
only a cut-based method is developed, as those two channels are already very clean,
and very few events are available for further optimization.
7.4.1 Same-sign dilepton and three-lepton selections (cut-based)
As discussed in Section 7.1, events in the SS dilepton final state are first categorized
based on the number of jets, into 1-jet and 2-jet categories. In the 2-jet category,
events are then divided based on the dijet mass: the <jj-in category for events with
<jj inside aW mass window, and the <jj-out category for events with <jj outside of
the W mass window. Additionally, all categories are further divided based on the
dilepton flavor (e±e±, e±μ±, μ±μ±).
Different background compositions are present in each of the above categories. The
main backgrounds in the SS categories and the corresponding suppression methods
are:
• WZ backgrounds ("lost-lepton" backgrounds), in which one of the leptons
from the Z decay is not reconstructed (or in events of / → gg decay with one
of the g decaying to hadrons). This background is suppressed by requiring
that there is no additional isolated track in the event (to suppress hadronic g
objects), and a maximum transverse mass between the lepton and the ®?missT
larger than 90 GeV. A cut on the minimum Δ' between any lepton and the jet
pair is also applied: Δ'minℓj < 1.5.
• Nonprompt lepton background, which could originate from tt decay where
the lepton originates from a b-hadron decay. The tt background events are
largely reduced by rejecting events with b jets. We also require that the event
have a large ?missT , as the background events in this category tend to have less
energy carried away by neutrinos, compared to the signal.
• Irreducible backgrounds, such as those from ttW± andW±W± +jj processes,
where one or both leptons originate from W decay. The ttW± events are
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reduced by rejecting events with a b-jet, and W±W± +jj events are reduced
by cuts on the mass and Δ[ of the two leading jets: <JJ < 500 GeV and
Δ[JJ < 2.5.
• Other backgrounds, such as events due to lepton charge misreconstruction (a
sign flip) in lepton pairs from a Z decay, which results in a fake same-sign
event. These are suppressed by requiring that the dilepton mass be outside
the Z mass window (±20 GeV), and also be >20 GeV.
Table 7.7 summarizes all of the selections for the SS dilepton final state. Figures 7.7
and 7.8 show the distributions of some example variables that provide good signal
to background discrimination for the SS 2-jet and 1-jet events, respectively.
Table 7.7: Event selection for the SS channel: for each category, we define three signal
regions depending on the lepton flavor: e±e±, e±μ±, and μ±μ±. This results in 3 × 3 = 9
signal regions for the SS channel.
Variable <jj-in and <jj-out 1j target background
Triggers Pass the dilepton triggers
-Signal leptons Exactly 2 SS leptons with ?T > 25GeV
Jets ≥ 2 jets 1 jet
Additional leptons No additional Veto lepton
lost-lepton
Isolated tracks No additional isolated track




65 < <jj < 95GeV or —|<jj − 80GeV| ≥ 15GeV
<JJ (leading jets) <500GeV — W±W± +jj
Δ[JJ (leading jets) <2.5 —
<ℓℓ |<ℓℓ − <Z | > 20GeV if e±e± charge flip
<ℓℓ >20GeV
b-tagging no b-tagged jets and soft b-tag objects tt , ttW±
?missT >45GeV tt
Within the three-lepton category, events are further categorized based on the number
of SFOS lepton pairs (0, 1, or 2), since the dominant backgrounds (WZ and ZZ
backgrounds) have one or two SFOS lepton pairs and the VVV signal has 0 SFOS
pairs.
Different event selection requirements are then applied to each of these sub-categories,
in order to maximize the background discrimination. The main backgrounds in the
three-lepton sub-categories and the corresponding selections to suppress each back-
ground are:
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• WZ backgrounds ("three-lepton" backgrounds) or ZZ backgrounds ("lost-
lepton" backgrounds) that are mainly in the 1 SFOS and 2 SFOS categories.
To suppress such backgrounds, the mass of the SFOS lepton pair is required
to be outside the Z mass window (±20 GeV) and the transverse mass of the
3rd lepton (for 1 SFOS events) or the maximum transverse mass of all leptons
(for 2 SFOS events) is required to be larger than 90 GeV.
• Nonprompt lepton backgrounds, such as those from tt decay where a lepton
originates from a b hadron decay. The tt events are largely reduced by
rejecting events with a b-jet. In addition, for 1 SFOS and 2 SFOS events, we
require that the Δq between the ?T of three-lepton system and the ®?missT be
greater than 2.5, as the signal peaks at c and the nonprompt background is
flat between 0 and c.
• Irreducible backgrounds, such as those from ttW± processes, with leptons
originating from W decay. This background is reduced by rejecting events
with a b-jet; in addition, we reject events with a b-jet in the 1 SFOS and
2 SFOS channels.
• Other backgrounds, such as ZW events with the photon misreconstructed as
an electron; or misreconstruction of a lepton leading to a charge-sign flip. To
suppress photon fakes, we cut on the ?T and mass of the three-lepton system,
as this kind of background has low ?3ℓT , and <3ℓ is inside the Z mass window.
To suppress charge-sign flip backgrounds (mainly in 0 SFOS events where two
same-sign electrons get reconstructed from a Z), we require the di-electron
mass to be outside the Z mass window.
Table 7.8 summarizes all the selections for the SS dilepton final state. Figures 7.9 and
7.10 show the distributions of some example variables which provide good signal-
to-background discrimination for the three-lepton events, before any selections are
applied to those distributions.
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Table 7.8: Event selection for the three-lepton channels.
Variable 0 SFOS 1 and 2 SFOS target background
Triggers Pass the dilepton triggers
-Signal leptons Exactly 3 leptons with charge sum = ±1eLepton ?T ?T > 25/25/25 GeV ?T > 25/20/20 GeV
Jets ≤ 1 jet 0 jet
Additional leptons No additional Veto lepton
three-lepton
<3rdT (1 SFOS) — >90GeV
<maxT (2 SFOS) — >90GeV
<SFOS <SFOS > 20GeV and |<SFOS − <Z | > 20GeV
<SF <SF > 20 GeV —
?
3ℓ
T — >50GeV W fakes
<3ℓ |<3ℓ − <Z | > 10GeV
b-tagging no b-tagged jets and soft b-tag objects tt , ttW±
Δq
(
®? 3ℓT , ®?missT
)
— >2.5 tt
Dielectron mass |<ee − <Z | > 20GeV — charge flips
106
106











Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 20
VH(VV) x 20
0 50 100 150 200 250 300









Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 20
VH(VV) x 20












Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 20
VH(VV) x 20













Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 20
VH(VV) x 20
0 1 2 3 4 5








Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 20
VH(VV) x 20















Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 20
VH(VV) x 20
Figure 7.7: Some discriminant variables for the VVV and VH(VV) signal, and the
backgrounds in MC samples for the SS + 2 jets events. The selection applied in the plots
requires two Nominal SS leptons with ?T > 25 GeV, and two jets.
Figure 7.7: Some discriminant variables for the VVV and VH(VV) signal and the back-
grounds in MC samples for the SS + 2 jets events. The selection applied in the plots requires
two Nominal SS leptons with ?T > 25GeV, and two jets.
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Figure 7.8: Some discriminant variables for the VVV and VH(VV) signal, and the
backgrounds in MC samples for the SS + 1 jet events. The selection applied in the plots
requires two Nominal SS leptons with ?T > 25 GeV, and one jet.
Figure 7.8: Some discriminant variables for the VVV and VH(VV) signal and the back-
grounds in MC samples for the SS + 1 jet events. The selection applied in the plots requires
two Nominal SS leptons with ?T > 25GeV, and one jet.
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Figure 7.9: Some discriminant variables for the VVV and VH(VV) signal and the back-
grounds in MC samples for the three-lepton events. The selection applied in the plots
requires three Nominal leptons with ?T > 25/20/20GeV.
109















Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 100
VH(VV) x 100












Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 100
VH(VV) x 100
0 1 2 3 4 5












Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 100
VH(VV) x 100


















Preliminary CMS  (13 TeV)-1137 fb
l→γ Charge mis-id
Non-prompt (MC) Lost/three lep
Irredu. VVV x 100
VH(VV) x 100
Figure 7.10: More discriminant variables for the VVV and VH(VV) signal and the
backgrounds in MC samples for the three-lepton events. The selection applied in the plots
requires three Nominal leptons with ?T > 25/20/20GeV.
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7.4.2 Same-sign dilepton and three-lepton selections (BDT-based)
To better suppress the backgrounds while maintaining high VVV signal efficiency,
we trained two sets of Boosted Decision Trees (BDTs), one targeting backgrounds
from events with prompt leptons (such as WZ, ZZ, W±W±), and another targeting
backgrounds due to nonprompt or fake leptons (such as tt or photonsmisidentified as
leptons). The two sets of BDTs are called prompt BDT and fake BDT, respectively.
The event categories are kept the same as those used in the cut-based selection, and
the kinematic selections applied in the cut-based method are replaced by cuts on the
prompt BDT and fake BDT in each category.
Due to different available kinematic variables in the different categories, the BDTs
are trained separately in the different categories: one for SS-2j events, one for SS-
1j events, and one for 3ℓ events. The list of input variables used for training the
different BDT’s are summarized in Table 7.9.
Table 7.9: List of input variables for SS/3ℓ BDT training.
variables prompt BDT fake BDTSS2J SS1J 3ℓ SS2J SS1J 3ℓ
?missT X X X X X X
leptons-?T X X X X X X
leptons flavor X X X X X X
jets-?T X X X X X X
<ℓℓ (SS (SF) pair for SS (3ℓ)) X X X X X X
<maxT X X X X X X
<minT X X X X
?T(ℓℓ) (SS pair) X X X X
<jj (closest in Δ') X X
<JJ (leading jets) X X
<jj (Δ' closest) X X
Δ[JJ (leading jets) X X
Δ'JJ (leading jets) X X
Δ'jj (closest in Δ') X X












The XGBoost open-source library [129] is used for the BDT training. To have
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enough training statistics from simulation, events passing very loose preselection
criteria are used for training. In SS2J, we require two SS leptons and at least two
jets, in SS1J, we require two SS leptons and one jet, and for 3ℓ, we require 3 leptons
and |<SFOS − <Z | > 20GeV. Table 7.10 summarizes the selections applied for
the trained events and the approximate MC statistics that were used in the BDT
training for signal and backgrounds (40% of the events are used for training in
each case). The decision trees have a maximum depth of 3, and in total 400 trees
(300 for SS1J training, where the statistics are low) are used and averaged for the
BDT output. Some other parameters of the XGBClassifier are: booster = gbtree,
learning_rate = 0.1, min_split_loss = 0, reg_lambda = 1, max_leaves = 0 (most of
these are the default parameter choices in the XGBoost library).
The output of the BDT is the probability of the event to be a signal event (taken
from the predict_proba function of the XGBClassifier, which is a logarithmic trans-
formation of the output of the trees (: 11+exp(−() ), which has been constructed to
provide a value ranging from 0 to 1.
Table 7.10: Selection applied for training events and approximate simulation statistics used
for the SS1j, SS2j, and the 3ℓ BDT training.
SS2J SS1J 3ℓ
selection
two SS leptons (?T > 25/25 GeV) 3 leptons (?T > 25/20/20 GeV)
<ℓℓ > 20GeV |<SFOS − <Z | > 20GeV
#j ≥ 2 #j = 1
signal MC 42 × 103 32 × 103 48 × 103
prompt background MC 667 × 103 185 × 103 357 × 103
fake background MC 11 × 103 3.7 × 103 28 × 103
Figures 7.11 and 7.12 show the ROC curve (a curve of signal vs. background
efficiency obtained with different BDT cuts) and the BDT response of the SS1j,
SS2j, and 3ℓ BDTs, respectively. Figure 7.14 shows the 2D distribution of the
prompt and fake BDTs for different processes as well as different categories. From
this, we can see that signal events are populated in regions with both large prompt
BDT and large fake BDT score, while background events have either small prompt
BDT or small fake BDT score. A rectangular cut on the two BDT scores can
therefore be used to remove most of the backgrounds while maintaining high signal
efficiency.
The ranking of input variables is given in Figure 7.13.
As mentioned above, we keep the overall classification of the twelve signal regions








®? 3ℓT , ®?missT
)
, Δ[JJ, <JJ (leading jets), Δ'
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ℓj , and ?
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selections on the prompt and fake BDT discriminants. Tables 7.11 and Table 7.12
summarize all the kinematics selections as well as the BDT cuts for the SS and 3ℓ
channels in the BDT-based analysis. The selection cuts on the BDTs are optimized
in each signal region (9 regions in SS, 3 in 3ℓ) individually to optimize the expected
significance in each signal region. The final cuts on the prompt and fake BDTs are
chosen by scanning both BDT discriminants simultaneously and choosing the cut on
each BDT discriminant for which we get the best combined expected significance.
Table 7.11: Event selections for the SS channels using the BDT method: for each category,
we define three signal regions depending on the lepton flavor: e±e±, e±μ±, and μ±μ±. This
results in 3 × 3 = 9 signal regions for the SS channels.
Variable <jj-in <jj-out 1j
e±e± e±μ± μ±μ± e±e± e±μ± μ±μ± e±e± e±μ± μ±μ±
Trigger Pass the dilepton triggers
Signal leptons Exactly 2 tight SS leptons with ?T > 25GeV
Additional leptons No additional very loose lepton
Isolated tracks No additional isolated tracks
<ℓℓ >20GeV
<ℓℓ |<ℓℓ − <Z | > 20GeV if e±e±
b-tagging no b-tagged jets and soft b-tag objects
Jets ≥ 2 jets ≥ 2 jets 1 jet
<jj (closest Δ') 65 < <jj < 95GeV |<jj − 80GeV| ≥ 15GeV —
Prompt BDT (>) 0.22 0.32 0.14 0.07 0.19 0.09 0.32 0.26 0.39
fake BDT (>) 0.00 0.89 0.77 0.75 0.82 0.73 0.68 0.89 0.64
Table 7.12: Event selections for the three-lepton channels of BDT method.
Variable 0 SFOS 1 SFOS 2 SFOS
Trigger Pass dilepton triggers
Signal leptons 3 Nominal leptons with charge sum = ±1e
?T > 25/25/25GeV ?T > 25/20/20GeV
Additional leptons No additional very loose lepton
<SFOS <SFOS > 20GeV and |<SFOS − <Z | > 20GeV
<3ℓ |<3ℓ − <Z | > 10GeV
SF lepton mass >20GeV — —
Dielectron mass |<ee − <Z | > 20GeV — —
Jets ≤ 1 jet 0 jets 0 jets
b-tagging No b-tagged jets and soft b-tag objects
Prompt BDT (>) 0.28 0.60 0.38
fake BDT (>) 0.93 0.80 0.78
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Figure 7.11: ROC curve corresponding to the SS/3✓ BDT cuts. Left column: prompt BDT;
right column: fake BDT. Top: SS2J; middle: SS1J; bottom: 3✓.
selections on the prompt and fake BDT discriminants. Table 7.11 and tab. 7.12
summarize all the kinematics selections as well as the BDT cuts for SS and 3✓
channels for the BDT-based analysis. The selection on the BDTs are optimized in
each signal region (9 in SS, 3 in 3✓) individually to optimize the expected significance
in each signal region. The final cuts on the prompt and fake BDTs are chosen from
scanning both BDT discriminants simultaneously and choosing the selections on
each BDT discriminant for which we get the best combined expected significance.
Figure 7.11: ROC curve corresponding to the SS/3ℓ BDT cuts. Left column: prompt BDT;
right column: fake BDT. Top: SS2J; middle: SS1J; bottom: 3ℓ.
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Figure 7.12: SS/3✓ BDT response for signal and backgrounds in training and testing
samples. Left column: prompt BDT; right column: fake BDT. Top: SS2J; middle: SS1J;
bottom: 3✓.
Figure 7.12: SS/3ℓ BDT response for signal and backgrounds in training and testing




Figure 7.13: Input variable importance scorse (calculated by the number of times the
feature appears in a tree) for the SS1j, SS2j and 3✓ BDT training. Left column: prompt
BDT; right column: fake BDT. Top: SS2J; middle: SS1J; bottom: 3✓.
Figure 7.13: Input variable importance scor s (calculated by the numb r of times the
feature appe rs in a tree) for the SS1j, 2j, and 3ℓ BDT training. Left column: pro pt
BDT; right column: fake BDT. Top: SS2J; middle: SS1J; bottom: 3ℓ.
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Figure 7.14: 2D distribution of the prompt BDT (X-axis) and fake BDT (Y-axis). Left:
signal events; middle: prompt background events; right: fake background events. Top: 3
lepton category (selection: three Nominal leptons with ?T > 25/20/20 GeV); middle: SS2J
category (selection: two Nominal SS leptons with ?T > 25 GeV, and two jets); bottom:
SS1J category (selection: two Nominal SS leptons with ?T > 25 GeV, and one jet).
Figure 7.14: 2D distribution of the pro pt DT (X-axis) and fake BDT (Y-axis). Left:
sig al events; middle: prompt background eve ; right: fake background events. Top:
three-lepton category (selection: three Nominal leptons with ?T > 25/20/20GeV); middle:
SS2J category (selection: twoNominal SS leptons with ?T > 25GeV, and two jets); bottom:
SS1J category (selection: two Nominal SS leptons with ?T > 25GeV, and one jet).
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7.4.3 Four-lepton selections (cut-based)
As discussed in Section 7.1, events in the four-lepton final state are further catego-
rized based on the flavor of the two W candidate leptons, into the eμ category and
the ee/μμ category. In both categories, ZZ events are the dominant backgrounds. In
the eμ category, the main backgrounds are from Z(ℓℓ)Z(gg) decay (where ℓ = e/μ)
and in the ee/μμ category, the main backgrounds are from Z(ℓℓ)Z(ℓℓ) decay (where
ℓ = e/μ).
Several kinematic selections are applied to suppress the ZZ backgrounds. In the
eμ category, where the ZZ decays as Z(ℓℓ)Z(gg), the invariant mass of the eμ
pair (<eμ) for ZZ events typically peaks around 50GeV, and there are very few
events above 100GeV. This is in contrast to the invariant mass distribution of the
eμ pair (<eμ) in WWZ events, which is much wider and which has more events in
the high <eμ region. Therefore, we use <eμ as the main discriminating variable to
categorize events in the eμ category. In addition, the <T2 variable [130] is utilized
to suppress the ZZ background process. For our case (where the invisible particles
are neutrinos), <T2 is defined as:
<T2 = min





















In events where two particles are pair-produced and each of the particles decays
semi-invisibly, one cannot simply build <T. The idea behind the definition above is
that for correct transverse masses < (1,2)T , the larger of the two is still smaller than or
equal to the parent mass. The minimization over all possible splittings of ?missT to
the transverse momenta of the unseen particles, ®?ν (1,2)T , ensures that each transverse
mass does not exceed the parent mass. The <T2 value tends to be small for the ZZ
background process, since the tau lepton decay products are generally collinear with
each other. Figure 7.15 shows the <eμ and <T2 distributions for both signal and
background events in the eμ category, from which we can see that a combination
of binning using those two variables can be constructed to give a good signal to
background ratio.
In the ee/μμ category, the ZZ background decays as Z(ℓℓ)Z(ℓℓ). Compared to
the WWZ signal, such ZZ events will have a much smaller ?missT , since more of
the energy in the signal events is carried away by the neutrinos from W-decay.
Therefore, ?missT is the main discriminating variable in the ee/μμ category. In
addition, the transverse momentum of the four-lepton system, ?4ℓT , is also used as




measured purely from leptons, it is therefore likely to be more precise and well-
modelled, and it gives complementary information to ?missT . Figure 7.16 shows
the ?4ℓT and ?
miss
T distributions for both signal and background events in the ee/μμ
category, and the binning of ee/μμ events is then based on those two variables.
The subdominant background in the four-lepton final states are events from ttZ
decay, where two leptons come from Z and two leptons come from the two t-quark
decays. To suppress such backgrounds, the events are required to have zero b-tagged
jets.
To remove any events stemming from low mass resonances coming from QCD
processes with large cross sections, we require the invariant mass of any opposite
charged lepton pair to be greater than 12GeV.
Table 7.13 summarizes the event selection and binning for both the eμ and ee/μμ
categories in the four-lepton final state. In total, there are four bins in the eμ category
and three bins in the ee/μμ category.
Table 7.13: Event selections for the four-lepton channels (eμ and ee/μμ).
eμ category ee/μμ category
Trigger Pass the dilepton triggers
Z leptons ZID SFOS pair, ?T > 25/15GeV
W leptons WID OS pair, ?T > 25/15GeV
W leptons flavor eμ ee/μμ
b-tagging No b-tagged jets
<
Z−tag
ℓℓ (Z pair) |<
Z−tag
ℓℓ − <Z | < 10GeV
<ℓℓ (WW pair) — |<ℓℓ − <Z | > 10GeV
<OSℓℓ <
OS
ℓℓ > 12GeV for any OS dilepton pair
Bin 1 <eμ < 40GeV —
Bin 2 40 < <eμ < 60GeV —
Bin 3 60 < <eμ < 100GeV —
Bin 4 <eμ > 100GeV, <T2 > 25GeV —
Bin A — ?missT > 120GeV
Bin B — 70 < ?missT < 120GeV, ?
4ℓ
T > 70GeV











Data VVV ZZ Ztt
Stat. Uncert. Other tWZ WZ






















Data VVV ZZ Ztt
Stat. Uncert. Other tWZ WZ













Preliminary CMS  (13 TeV)-1137 fb
 regionµZ + e
Figure 7.15: Distribution of the invariant mass of the two lepton candidates from two
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Figure 7.16: Distribution of the ?T of the four-lepton system ?4ℓT (left), and the distribution
of ?missT (right) in the four-lepton final state ee/μμ category.
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7.4.4 Four-lepton selections (BDT-based)
Similarly to the selection used for the same-sign dilepton and three-lepton final
states, a BDT-based selection is also employed for the four-lepton final states. Two
sets of BDTs are trained for the four-lepton events, targeting twomajor backgrounds,
ZZ and ttZ. Both the ZZ and ttZ BDTs are trained separately for the eμ and ee/μμ
events. Table 7.14 lists all the input variables for the ZZ and ttZ BDT trainings. For
ttZ events, the main discriminating power comes from the jet related variables, as
there are two additional b-quark jets in the ttZ decay products. The lepton variables
are used for both the ZZ BDT and ttZ BDT training. For the ZZ BDT, ?missT -related
variables are also included in the training input.
It has been shown [131] that for Z → ττ events, the angle between the neutrinos and
the e/μ from τ lepton decay is typically small, which results in a large projection of
®?missT on the e/μ direction; while this is usually not true for the WWZ signal events.
Therefore, two variables are defined for the input to the ZZ BDT in this case:
%Z = ( ®?missT + ®?ℓ1T + ®?ℓ2T ) · Ẑ and %visZ = ( ®?ℓ1T + ®?ℓ2T ) · Ẑ , (7.2)
where the two leptons ℓ1 and ℓ2 denote the twoW lepton candidates, and Ẑ is a unit
vector in the direction of the bisector of ℓ1 and ℓ2, as illustrated in Figure 7.17.
  
Figure 7.17: Projections of ®?missT and leptons ®?T on the Ẑ direction.
The XGBoost open-source library [129] is used in the BDT training. ZZ, ttZ, and
WWZ MC events passing the preselection in Table 7.13 (the selections performed
before the event binning part) are used in the training. For ttZ MC events, the
b-veto selection is not applied to the training events in order to increase the training
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Table 7.14: List of input variables for the four-lepton BDT training.
variables ttZ BDT ZZ BDT





?ℓ1T (W lepton) X X








<ℓ1T (W lepton) X




leading jet ?T X
statistics. In total, about 300,000 WWZ, 18,000 ZZ, and 25,000 ttZ MC events
are used in the training for the eμ category, and about 28,000 WWZ and 810,000
ZZ MC events are used in the training for the ee/μμ category. The ZZ BDT and
ttZ BDTs in the eμ category have a maximum depth of 3, and 400 trees are used
and averaged to get the BDT output. For the ZZ BDT in the ee/μμ category,
the maximum depth is 5 with 400 trees. Unlike the same-sign and three-lepton
analysis, the four-lepton BDT output distribution is not put through the logarithmic
transformation mentioned above. Figure 7.18 shows the ttZ BDT in the eμ category
and the ZZ BDT in the eμ and ee/μμ categories, for both the signal and background
samples, split into training and testing sets.




T )-based event binning in the cut-based
method is replaced by ZZ BDT and ttZ BDT-based binning for eμ (ee/μμ) events,
as the signals are enriched in the high ZZ BDT and high ttZ BDT regions. To
achieve optimal signal-to-background discrimination, a series of 2D boundaries of
theZZ BDT and the ttZ BDT have been defined for the eμ category. The boundaries
of the 2D binning have been optimized to maximize sensitivity (s/b) in a way similar
to creating a decision tree, and the scanning of the boundaries stops when there are
not enough MC events for optimization or the s/b does not increase significantly.
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Figure 7.18: Top: ZZ BDT response in four-lepton e  (left) and ee/   (right) categories;
bottom: ttZ BDT response in the four-lepton e  category. The distributions for both WWZ
signal and backgrounds MC events are shown and are split into training and testing sets.
significantly. Figure 7.19 shows the 2D distributions of the ZZ and ttZ BDTs for
signal and background events in the e  category, with the optimized binning in the
2D plane. For the ee/   category, only the ZZ BDT is used, and therefore the
events are binned based on the ZZ BDT score.
Table 7.15 summarizes the event binning based on the BDTs, together with all other
selections for the BDT method.
Figure 7.18: Top: ZZ BDT response in the four-lepton eμ (left) and ee/μμ (right)
categories; bottom: ttZ BDT response in the four-lepton eμ category. The distributions for
both the WWZ signal and background MC events are shown and are split into training and
testing sets.
Figure 7.19 shows the 2D distributions of the ZZ and ttZ BDTs for signal and
background events in the eμ category, with the optimized binning in the 2D plane.
For the ee/μμ cat gory, only t ZZ BDT is used, and theref re the events are
binned based on the ZZ BDT score.
Table 7.15 summarizes the event binning based on the BDTs, together with all other
selections for the BDT method.
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Figure 7.19: The ZZ BDT and ttZ BDT 2D distributions of the signal and background
events in the four-lepton eμ category, together with the visualized event binning in the 2D
plane.
Table 7.15: Event selections for the four-lepton channels (eμ and ee/μμ) of the BDT
method.
eμ category ee/μμ category
Trigger Pass dilepton triggers
Z leptons ZID SFOS pair, ?T > 25/15GeV
W leptons WID OS pair, ?T > 25/15GeV
W leptons flavor eμ ee/μμ
b-tagging No b-tagged jets
<
Z−tag
ℓℓ (Z pair) |<
Z−tag
ℓℓ − <Z | < 10GeV
<ℓℓ (WW pair) — |<ℓℓ − <Z | > 10GeV
<OSℓℓ <
OS
ℓℓ > 12GeV for any OS dilepton pair
Bin 1 ZZ BDT < −0.908 —
Bin 2 ZZ BDT > −0.908, ttZ BDT < 0.015 —
Bin 3 −0.908 < ZZ BDT < 0.733, ttZ BDT > 0.015 —
Bin 4 ZZ BDT > −0.733, 0.015 < ttZ BDT < 3.523 —
Bin 5 ZZ BDT > −0.733, ttZ BDT > 3.523 —
Bin A — 0 < ZZ BDT < 3
Bin B — ZZ BDT > 3
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7.4.5 Five- and six-lepton selections
Events in the five- and six-lepton final state categories are relatively clean and have
much lower statistics, so a minimal set of selections has been applied, and only a
cut-based selection has been explored for these categories.
For five-lepton events, we require five leptons with four passing the Z and one
passing the W lepton ID criteria, as discussed in Section 7.3, and we require the
?T of the leptons from Z decay to be greater than 25/10GeV and the ?T of each
charged lepton from W decay to be greater than 10GeV. In addition, events with
b-tagged jets are vetoed in order to reject backgrounds from t quarks (such as tt ,
ttV). To remove nonprompt lepton backgrounds from diboson or tt processes,
we also require the transverse mass of the lepton from W decay to be greater than
50GeV if the lepton is an electron.
For six-lepton events, we require six Veto-ID leptons as discussed in Section 7.3,
with the leading two leptons having ?T greater than 25GeV, and the rest of the four
leptons having ?T greater than 10GeV. In addition, to suppress backgrounds such
as ttH events, we require the scalar sum of the ?T of all leptons to be greater than
250GeV.
Figure 7.20 shows the distributions of the two discriminating variables used in the
five and six lepton event selection: <T of theW candidate charged lepton and scalar
sum of lepton ?T.
125
126
















































Figure 7.20: Top-left (top-right): distribution of the transverse mass of the W candidate
electron (muon) for five lepton events; bottom: distribution of scalar sum of the ?T of all
leptons for six lepton events.
Figure 7.20: Top-left (top-right): distribution of the transverse mass of the W candidate
electron (muon) for five-lepton events; bottom: distribution of scalar sum of the ?T of all
leptons for six-lepton events.
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7.5 Background estimation
7.5.1 Backgrounds in same-sign and three-lepton final states
For same-sign and three-lepton events, we expect the following types of back-
grounds:
• Lost/Three-lepton background: This background is the most important in
the SS channel, and stems mostly from WZ production where one lepton
from the Z boson decay is not reconstructed (“lost”) due to acceptance, ID,
or isolation criteria. For the 3ℓ channel, this background comes through an
off-shell Z boson.
• Nonprompt leptonbackground: This background contains one (two) prompt
leptons and one nonprompt lepton in the SS (3ℓ) channel. The nonprompt lep-
ton most often originates from a semileptonic heavy flavor (HF) hadron decay,
but can also originate from light flavor (LF) hadron decays, light flavor hadron
misidentification (c±), Dalitz decay of neutral mesons, and conversions from
non-isolated photons1.
• Irreducible background: This background is very signal-like. In the SS
channel, W±W± can be produced via vector boson scattering (VBS), double
parton scattering (DPS), or in tt+W associated production. In the 3ℓ channel,
WWW can be produced via tt+W.
• Charge misidentification background: This background mostly stems from
events with a Z boson decay, where one lepton’s charge is misidentified.
This type of background is completely negligible for muons and very tiny for
electrons.
• Other backgrounds: Other backgrounds, such as events with misidentified
prompt photons, where the photons are misidentified as electrons or convert
into an electron-positron pair, are expected to be small.
For the two major backgrounds, the nonprompt lepton background and the lost-
lepton/three-lepton background, we have developed data-driven estimation methods
to predict their contributions to the signal regions. For all other backgrounds, we
still validate and normalize the backgrounds in dedicated control regions in data,
1Note that prompt isolated photons, e.g. isolated photons identified as an electron or converting to
a pair of electrons, are identified using generator information and are part of the “Other backgrounds.”
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although the splitting of their yields into the signal regions is then performed with
simulation.
The most sensitive regions are the same-sign e±μ±, μ±μ± channels, and the three-
lepton 0 SFOS and 1 SFOS channels. In these regions, the background uncertainties
are dominated by the nonprompt lepton background or by the lost-lepton/three-
lepton background (mostly WZ). Another important background is the irreducible
background. All other backgrounds are small. In this section, all background
estimation techniques are discussed. The final result, including all background
predictions is given in Section 7.7.
To predict the lost-lepton background in the SS channels, we define theWZ control
region (CR) as follows: In addition to the two signal leptons, we require the presence
of a third lepton. The third lepton needs to pass only the Nominal-3ℓ selection
criteria. The third lepton has to form a SFOS lepton pair with one of the other
two leptons and the pair has to be compatible with being from a Z boson, namely
|<SFOS −<Z | < 20GeV. For theWZ CR of the cut-based method, we apply all the
other selections on the SS channel as in Table 7.7, except that we drop the selection
65 < <jj < 95GeV or apply its inverse (|<jj − 80GeV| > 15GeV) for the ≥ 2
jet categories, in order to have sufficient statistics in the control region. The <jj
variable will, to first order, have the same distribution in both the signal and control
regions, as both jets should stem from intial state radiation (ISR) for the dominant
WZ process, or from the same matrix element process (as in the subdominant ttZ
background). We evaluate the experimental uncertainties on the <jj modeling by
varying the jet energy corrections and validating it in data. For the WZ CR of the
BDT-based method, we do not merge the <jj-in and <jj-out categories as the BDT
cuts on those two categories are different.
To predict the three-lepton background (from WZ or ZZ) in the three lepton chan-
nels, we define theWZ control region (CR) as follows. we keep all the selections for
the 3ℓ channel as in Table 7.8 (Table 7.12) for the cut-based (BDT-based) method.
However, we invert the requirement on the <SFOS variable, i.e. instead of vetoing
events where the two leptons are compatible with originating from a Z boson decay,
we select such events. By doing so, we have no direct data-driven background es-
timation for the 0 SFOS channel. However, since a statistically meaningful control
region is hard to find (if available at all), we rely on the predictions from the 1 and
2 SFOS channels to extrapolate the 3-lepton background to the 0 SFOS channel.
The control regions mentioned above are mutually exclusive to each other (due to
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the requirement on the number of jets), and also orthogonal to the signal regions.
However, two SS signal regions with ≥ 2 jets (for the two <jj bins) have an identical
control region for the cut-basedmethod. Thus, all nuisances between the two regions
for this background are 100% correlated.
Using those control regions, the estimation of the lost-lepton background (in the
same-sign channels) or the three-lepton background (in the three-lepton channels)
is straightforward:
#pred(lost-lepton/3-lepton) = {#CR(data) − #sim.CR (other bkg)} × TFCR→SR, (7.3)
where the transfer factor is obtained from simulation (using WZ MC), but is vali-
dated in the control and signal region sidebands.
Figure 7.21 shows the data and MC event yields in theWZ control regions for both
the cut-based and BDT-based methods, and good data/MC agreement is observed.
The statistical uncertainty of the events in theCR, aswell as the statistical uncertainty
and systematic uncertainty when measuring the transfer factor, are considered and


























































































Figure 7.21: Data and simulation yields in the lost-lepton/3ℓ (WZ) control regions for the
cut-based (left) and BDT-based (right) methods.
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Backgrounds from misidentified leptons are estimated using the tight-to-loose ratio
method, also known as the fake rate method. The method estimates the number of
misidentified leptons in the signal region by extrapolating across the lepton isolation
variable. In addition to the Nominal lepton IDs used to define the signal regions
(see Tables 7.3 and 7.4), loose lepton IDs are defined by loosening the isolation
criteria of the tight IDs. For both electrons and muons, the relative isolation cuts in
the Loose ID is set to be < 0.4.
The ratio between the number ofmisidentified leptons passing aNominal ID (or to be
called as tight ID) to a Loose ID is called the fake rate. The fake rate is measured by
using separate control data samples collected with a set of appropriately prescaled
single lepton triggers. The region where the fake rate is measured is called the
measurement region. Taking the same-sign dilepton final state channels as an
example, the fake rate is then used to predict the number of misidentified lepton
events in two tight lepton events (i.e. the signal regions) by extrapolating from
a data sample of lepton events with one tight lepton plus one loose-but-not-tight
lepton. The latter region where the fake rate is applied to estimate the number of
misidentified lepton events in the signal region is called the application region. For
the 3ℓ channels, the application region events contain two tight leptons and one
loose-but-not-tight lepton.
Several effects have to be considered when doing this estimation: when measuring
the fake rate, we need to make sure that the kinematics of the mother parton is
similar in the measurement region and the application region. Residual effects (e.g.
due to different flavor composition for the mother parton) are assessed in a closure
test.
All other backgrounds, including events with mismeasured lepton charge or prompt
photons misidentified as electrons, and irreducible backgrounds such as W±W± and
ttW± events, are directly determined from simulation, and validated and corrected
by events in the corresponding validation regions.
The ttW± background estimation is validated from a control samplewith at least one
b-tagged jet. We find that the best selection for a reasonably pure sample is to select
events with two SS leptons, at least four jets, and at least one b-tagged jet. As events
with ≥2 b-tagged jets have a stronger ability to constrain this background, we use the
distribution of the b-tagged jet multiplicity, #b , to normalize this background. To
achieve the best accuracy for the ttW± estimation, we decided to fit the distribution
of tt+X and other backgrounds to the data distribution of #b . Note that since there
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is a non-negligible contribution of ttH (→WW), we fit the ttW± +ttH processes
together. In the fits, we test if the fit results are stable among the three years, and
the test reveals nothing suspicious. Figure 7.22 shows the #b distribution for both
data and MC in the validation for the ttW± background. A fit to this distribution
(floating tt+X vs. other backgrounds) reveals that the ttW± background estimated
from simulation needs to be scaled up by a factor of 1.67 ± 0.18.
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Figure 7.22: Distribution of #b for both data and MC in the ttW± validation region.
The fake photon background has multiple sources, however a common feature is
a low lepton momentum and/or close proximity to a real lepton. This is why the
selection criteria such as the constraints on ?missT ,<T, or<ℓℓ reduce this background
dramatically. For the 3ℓ signal regions, one frequent background source is Z → ℓℓ
with a radiated photon. Therefore, a large fraction of the background is rejected
by |<3ℓ − <Z | > 10GeV for events with 3ℓ. To validate the background due to
prompt photons misidentified as electrons for the cut-based method, we define the
validation region as follows: select 3ℓ events, apply the signal region selection, but




T and drop the <3ℓ criteria, and for
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the BDT-based method, invert the fake and prompt BDT cuts (requiring the events
to have prompt BDT < 0.28 and fake BDT < 0.78, motivated by the prompt and
fake BDT distributions). After such selections, we find that the photon fakes are
very pure in the region near <3ℓ ≈ <Z , as shown in Figure 7.23 for the cut-based
method and Figure 7.24 for the BDT-based method.
A fit to the <3ℓ distribution with photon fake backgrounds against all other back-
grounds floating is then performed, and the fit reveals that for the cut-based method,
the photon fake backgrounds need to be scaled from MC yields by a factor of
0.991± 0.072 for 2016, 0.508± 0.025 for 2017 and 0.551± 0.022 for 2018; and for
the BDT-based method, the photon fake backgrounds need to be scaled from MC
yields by a factor of 0.550±0.082, 0.259±0.030, and 0.281±0.026 for 2016, 2017,
and 2018 respectively.
The validation region to validate the W±W± background modelling in MC is con-
structed by inverting either the <JJ or the Δ[JJ criteria (or both). In Figure 7.25, we
show the <JJ variable for Δ[JJ > 2.5 (left) and Δ[JJ for <JJ > 500GeV. The model
agrees very well with the data in this region, therefore we do not apply any correction
to theWW+jj background. The statistical precision of these two validation regions
is about 10%, and we add this as a systematic uncertainty for this process.
To validate the charge mismeasurement background modeling in MC, we look
at the dielectron invariant mass near the Z mass peak for events having two SS
electrons (and no other selection criteria). As can be appreciated from Figure 7.26,
the Z mass peak from charge mismeasurements is well reproduced in simulation,
within a precision of about 20%. We therefore take the backgrounds due to charge
mismeasurements from simulation without any correction with a 20% systematic
uncertainty.
7.5.2 Backgrounds in four-lepton final states
There are six main background components to the four-lepton final state. They are
ZZ, ttZ, tWZ,WZ, Higgs, and other rare SM processes.
The largest background contribution to the four-lepton final state comes from the
ZZ background process, which has a cross section that is three orders of magnitude
larger than that of the signal process. The contribution from this background process
in the signal region is estimated from the control region (CR) events that identify
two Z boson candidates.
The second largest background contribution comes from the ttZ background pro-
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Figure 7.23: Distribution of <3ℓ after inverting both the <maxT /<3rdT and ?
3ℓ
T criteria for
2016 (top-left), 2017 (top-right), and 2018 (bottom) for the cut-based method.
cess, which has a cross section that is approximately 50 times larger than that of
the signal process. However, the ttZ background process events are reduced by
requiring that there are no b-tagged jets in each event. The contribution from the
ttZ background process in the signal region is estimated from the CR events that
require the additional presence of b-tagged jets.
The main usage of the CRs is to determine the normalization scale factors to be used
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Figure 7.24: Distribution of <3ℓ after inverting both the <maxT /<3rdT and ?
3ℓ
T criteria for
2016 (top-left), 2017 (top-right), and 2018 (bottom) for the BDT-based method.
in estimating each background’s contribution to one of the signal regions . For each
background process and its corresponding control region CRi, the normalization
scale factor NSFBi,CRi is defined as the ratio of the observed to the expected yields
in the control region CRi, for the background process Bi being estimated. The
observed yields in each CRi, #
data
Bi,CRi for each of the background processes under
consideration, are corrected by subtracting the events in this CRi due to all the
background processes Bj, j ≠ i, other than the one under consideration, where some
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Figure 7.25: <JJ for Δ[JJ > 2.5 (left) and Δ[JJ for <JJ > 500GeV (right) as validation of
the W±W± VBS background.
of the events selected for the other control regions CRj, j ≠ i can, according to the
simulation, end up in the current control region CRi. Once these subtractions are
done, the estimate of the contribution of the background Bi to the signal region can








Bi,CRi︸             ︷︷             ︸
Normalization scale factor(NSFBi )




Bi,CRi︸            ︷︷            ︸
Transfer factor(TFBi ,CRi→SR,Bi )
(7.4)
where #dataBi,CRi and #
MC
Bi,CRi are the observed and simulation-estimated yields in the
control region CRi due to background process Bi and #
MC
SR,Bi is the yield in the
signal region due background process Bi estimated from the simulation. Once the
normalization scale factor for background process Bi (NSFBi) is determined, the
simulated events of the background process being estimated are scaled according to
the value of NSFBi .
Effectively, what is being done is to extrapolate from the observed number of
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Figure 7.26: Distribution of the dielectron invariant mass <ee for events with an SS
dielectron pair.
events in the data CR, #dataBi,CRi , by the transfer factor (TFBi,CRi→SR,Bi) obtained from
the simulation. The various sources of systematic uncertainty associated with the
TFBi,CRi→SR,Bi often cancel out if the effect of the systematic uncertainty is correlated
between the signal and the control region. This can lead to a smaller total uncertainty
on important background processes in the signal regions.
In practice, what is being done for the analysis is obtaining the central background
estimate yields by taking the #MCSR,Bi and multiplying it by NSFBi . For the uncertainty
on those estimated yields, the statistical uncertainties from the #dataBi,CRi’s are taken in
addition to the uncertainties from the TF’s.
The ZZ control region selections are nearly identical to the ones used for the signal
region in the ee/μμ category, except they do not require the ?missT cut and have an
inverted requirement on the <ℓℓ (i.e. |<ℓℓ − <Z | < 10 GeV). This region will
be referred to as the ZZ control region (ZZ CR). The purity of events from the
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ZZ background process in the ZZ CR is ≈100%. The normalization scale factor
NSF// obtained from the entire Run 2 dataset is 0.99 ± 0.02, which shows a good
consistency between the simulation and the data. There are slight variations from
year to year, but the NSF// ’s in each year’s dataset are consistent with unity. The
NSF// factors are applied separately for each year’s simulated dataset.
To ensure proper background estimation, it is important to check that the extrap-
olation transfer factors TFZZ CR→eμ SR and TFZZ CR→ee/μμ SR obtained from the
simulation are modeled well. There are several variables to be checked for any
potential mismodeling problem. From the ZZ CR to the signal regions in the eμ
category, there are several key quantities that are being extrapolated, such as the
lepton flavors,<ℓℓ, and<T2 distributions. Since the lepton efficiencies are generally
well modeled, within a few percent per lepton, and they are corrected using the scale
factors, the mismodeling in the extrapolation across lepton flavors is expected to be
negligible. The modeling of a few key kinematic distributions has been checked, as
illustrated in Figure 7.27.
For the BDT-based method, a similar approach is taken to estimate the ZZ back-
grounds. In the BDT eμ channel, the ZZ CR is defined in the same way as the ZZ
CR used in the cut-based method, and a corresponding BDT distribution in the ZZ
CR is used to assess the individual transfer factor per BDT bin, where each bin in
the control region acts as a control region for each bin in the signal region. In the
BDT ee/μμ channel, the ZZ control region is defined from the ee/μμ events with a
BDT score of less than 0 (which were discarded and not used in the ee/μμ signal
region).
To estimate the ttZ background contribution in the signal regions, events with more
than one b-tagged jet and theW lepton candidates with eμ flavor are selected. This
region will be referred to as the b-tag CR. In this region, the purity of the ttZ
background process is ≈80%. The expected yields of the ttZ background process
from simulation generally agree well with the observed data. The normalization
scale factor for the ttZ background process NSFttZ has been found to be 1.08±0.17
for the Run 2 dataset. For the final estimate, the NSFttZ factors computed for each
year are applied to their respective data sets. The modeling of key discriminating
variables is tested in the b-tag CR. Figure 7.28 shows the <T2, <ℓℓ, ?
miss




Finally, there are the WZ, tWZ, and Higgs background processes. These back-
ground processes are subdominant in the signal region (they contribute less than
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Figure 7.27: Distributions of<T2 (top-left), ?missT (top-right), and ?4ℓT (bottom) for the data
and MC in the four-lepton ZZ CR.
10% to the total background). There are also other rare SM background processes
that haveminor contributions. These background processes are extrapolated directly
from the simulation, using appropriate validation regions to check the modeling.
For the WZ backgrounds, this process enters the four lepton signal region with a
misidentified lepton. To check such modelling in the MC, we checked the lepton
isolation variable distribution of events with three Nominal ID leptons and one
lepton that passes the Veto ID except for the lepton isolation criteria. No clear
deviation between data and MC is observed, so the distributions generally exhibit
good modeling. We take the statistical uncertainty of those events (about 28%) as
the uncertainty in theWZ background estimation.
To validate the tWZ backgrounds, we define a validation region similar to the ttZ
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from simulation generally agree well with the observed data. The normalization
scale factor for the ttZ background process NSFttZ has been found to be 1.08±0.17
for the Run 2 data set. For the final estimate, the NSFttZ factors computed for each
year are applied to their respective data sets. The modeling of key discriminating


























































































































Figure 7.28: Distributions of<T2 (top left), <✓✓ (top right), ?missT (bottom left), ?4✓T (bottom
right) for the data and MC in the four-lepton b-tag CR.
Finally, there are the WZ, tWZ, and Higgs background processes. These back-
ground processes are subdominant in the signal region (they contribute less than
10% to the total background). There are also other rare SM background processes
that have minor contributions. These background processes are extrapolated directly
from the simulation, using appropriate validation regions to check the modeling. For
WZ backgrounds, this process enters the four lepton signal region with a misidenti-
Figure 7.28: Distributions of<T2 (top left),<ℓℓ (top right), ?missT (bottom left), ?4ℓT (bottom
right) for the data and MC in the four-lepton b-tag CR.
CR, except that only one b-tagged jet is required in this case. By doing so, the
tWZ nd ttZ events in this region are similar to each other, but the ov rall tWZ
contribution among the backgrounds is small. When we perform a fit to the number
of jets (# 9 ) distribution in the tWZ CR, the fit reveals that the tWZ component
needs to be scaled up by a factor of 1.47, with a very large uncertainty on this
number (1.47 ± 2.13) due to the smallness of the tWZ contribution to this control
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region. As a result, we decide to take the MC yield of tWZ directly as the tWZ
background estimation, and assign a 47% uncertainty to this estimate.
7.5.3 Backgrounds in five- and six-lepton final states
For the five lepton final states, the largest source of background is the ZZ process
where the additional lepton is often a misidentified jet or is indicative of the presence
of a B-hadron that decayed semileptonically through a cascade to a soft lepton. To
ascertain the origin of this lepton, the generator objects that were matched to this
lepton within a cone of Δ' < 0.3 were studied. The lepton was found to be
associated with either:
• a heavy flavor B or D hadron decay, which was the dominant source of the
fake lepton, or
• π0s decaying to photons with one or more photons converting to lepton pairs;
or Dalitz decay of π0 → 4+4−W. This effect is seen to be subdominant.
To further understand this background, we constructed a control region to study the
agreement of the data with simulations where one lepton is known to be fake. In
this context, a fakeable lepton is one that fails the isolation requirements placed on
the leptons in the signal region. Due to the lack of events in a five-lepton selection
where one of the leptons is fake (achieved by requiring a non-isolated additional
lepton), the analysis was performed using a four-lepton selection. The central idea
behind the construction of this control region is that the exploration of the WZ
process (where the W and Z bosons decay leptonically) in a four lepton selection
is topologically similar to the ZZ process (where both Z bosons decay leptonically)
in a five-lepton selection. In order to minimize contamination from Drell-Yan (DY)
and ZZ events, we use only the three muon and one electron selection to isolate the
WZ signal. The other lepton flavor combinations were explored. Since these event
selections do not produce pure WZ events, they were dropped from consideration.
The additional selection requirements applied are the following:
• a b-tagged jet veto
• requiring a Z-boson candidate, where the Z-boson candidate is constructed
by combining any two pairs of muons
• the ?T of the electron >15GeV, to reduce the DY background
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The distributions of ?missT are shown in Figure 7.29. The data and the total simulated
background distributions agree within the statistical uncertainties. As a result,
we use the statistical uncertainty in this control region (about 30%) for the ZZ
background uncertainty in the five-lepton final states.


































Figure 7.29: The distribution of ?missT in the WZ control region, where one of the leptons
is required to be non-isolated.
In the six-lepton channel, the background processes are determined entirely from
simulations. The total background contribution in this channel is less than one
event, and this does not require additional control regions to be constructed in order
to study these minuscule contributions.
7.6 Systematic uncertainties
The dominant systematic uncertainties come from the uncertainties related to the
background estimates, discussed in Section 7.5. The remaining uncertainties are re-
lated to instrumental effects and theoretical uncertainties, such as the electron/muon
ID efficiency scale factor ("eleSF"/"muoSF" in the tables below), the trigger effi-
ciency scale factor (triggerSF), the jet energy scale (JES), the luminosity uncertainty,
the b tagging scale factor, the statistics of simulated events (Sim. statistics), the nor-
malization and factorization scale &2, the PDF uncertainties, and the UB variations.
Tables 7.16 and 7.17 summarize the typical sizes of the systematics on each back-
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ground process in the same-sign and three-lepton final states from various sources,
for the cut-based and BDT-based approach. In general, the contribution from ir-
reducible, charge flips, and W → nonprompt ℓ backgrounds are very small, so the
relatively large uncertainties in those backgrounds do not matter in the final result.
The typical total uncertainty on the lost/3ℓ (nonprompt ℓ ) backgrounds are about
20% (30%) in the most sensitive categories, but they are still small enough such that
the result is still statistics dominated. Tables 7.18 and 7.19 summarize the typical
sizes of the systematics on each background process in the four-lepton final states
fromvarious sources for the cut-based approach. Tables 7.20 and 7.21 summarize the
typical sizes of the systematics on each background process in the four-lepton final
states from various sources for the BDT approach. For the dominant background
processes, ZZ (ttZ) backgrounds, the total systematic uncertainty is about 5-10%
(10-20%). Tables 7.22 and 7.23 summarize the systematics on the background
process for the five and six lepton final states. The dominant systematics in five-
and six-lepton final states are the systematics on the ZZ backgrounds where the
additional lepton is a misidentified lepton, for which the uncertainty is estimated to
be 30% in the five-lepton category and 60% in the six-lepton category.
In most final states, the dominant uncertainty on the signal prediction comes from
the statistics in MC due to the limited number of simulated events that pass the
event selection. This uncertainty is about 5-30% for the same-sign/3ℓ, 3-5% for the
four-lepton, and 0.4-11% for the five- and six-lepton final states.
For the signal predictions, we apply normalization and factorization scale, PDF,
and UB variations to obtain the uncertainties on the signal acceptance. Various
experimental uncertainties (similar to the sources for background uncertainties) are
also evaluated. Table 7.24 summarizes the systematics on the signal process for the
cut-based analysis, and Table 7.25 summarizes the systematics on the signal process
for the BDT analysis. Table 7.26 summarizes the systematics on the signal process
for the cut-based approach. Table 7.27 summarizes the systematics on the signal
process for the BDT approach. Table 7.28 summarizes the systematics on the signal
process for the five- and six-lepton final states.
All the sources of systematic uncertainties mentioned above are treated carefully
for correlation among data taken from different years and among different final
states. For example, all systematics are fully correlated among different years except
luminosity uncertainty, as most of those systematics are related to measurements
that are done the same way in different years. All systematics are considered fully
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correlated among different final states, except the simulation statistics uncertainty
and background estimation method related uncertainties.
Table 7.16: Summary of the typical background systematic uncertainties (in percent) for
the SS and 3ℓ final states, for the cut-based analysis.
Uncertainty Lost/three ℓ Nonprompt ℓ Irreducible Charge flips W → nonprompt ℓ
Sim. statistics 3–15 — 6–26 22–90 30–100
Bkg. contam. 0–2 3–20 — — —
eleSF 0–2.4 — — — —
muoSF 0–1.2 — — — —
triggerSF 3 — — — —
pileup 0–1 — — — —
&2 0–2 — — — —
PDF 0–1 — — — —
JEC 0–3 — — — —
WZ/ttZ fraction <1 — — — —
data validation 1–10 — 10–14 20 8–15
Fake rate e — 21–44 (SS), 2–3 (3ℓ) — — —
Fake rate μ — 3–15 — — —
Closure test e — 19–29 (SS), 2–4 (3ℓ) — — —
Closure test μ — 7–30 — — —
Table 7.17: Summary of the typical background systematic uncertainties (in percent) for
the SS and 3ℓ final states, for the BDT based analysis.
Uncertainty Lost/three ℓ Nonprompt ℓ Irreducible Charge flips W → nonprompt ℓ
Sim. statistics 5–25 — 5–15 27–100 35–340
Bkg. contam. 1–35 10–70 — — —
pileup 0–2 — — — —
&2 1–13 — — — —
PDF 0–2 — — — —
JES 0–60 — — — —
WZ/ttZ fraction <1 — — — —
data validation 1–10 — 10–21 20 7–19
Fake rate e — 16–65 (SS), 2–10 (3ℓ) — — —
Fake rate μ — 1–20 — — —
Closure test e — 20–30 (SS), 2–7 (3ℓ) — — —
Closure test μ — 3–30 — — —
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Table 7.18: Summary of the typical systematic uncertainties (in percent) on the background
estimates in the eμ SR (denoted by − if not applicable or if the size is smaller than 0.1%).
Systematics ttZ ZZ tWZ Higgs WZ Other
b-tag CR data statistics 12 - - - - -
ZZ CR data statistics - 2.4 - - - -
b tagging scale factor (HF) - - 4.9 3.4 - 0.5
b tagging scale factor (LF) - - 0.9 0.3 - 0.2
JES - - 2.3 12 - 0.1
Pileup reweighting - - 1.4 4.3 - 0.5
UB - - 0.0 0.1 - 2.0
PDF - - 0.4 0.6 - 1.1
&2 - - - 15 - 2.9
Luminosity 2.5 2.5 2.5 2.5 2.5 2.5
Systematics on TFb-tag CR→eμ 10 - - - - -
Systematics on TFZZ CR→eμ - 4.5 - - - -
Systematics onWZ validation - - - - 30 -
triggerSF 3.2 3.2 3.2 3.2 3.2 3.2
eleSF - - 3.3 0.1 - 2.1
muoSF - - 3.2 4.3 - 3.8
Sim. statistics - - 6.2 82 28 43
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Table 7.19: Summary of the typical systematic uncertainties (in percent) on the background
estimates in the ee/μμ SR (denoted by − if not applicable or if the size is smaller than 0.1%).
Systematics ttZ ZZ tWZ Higgs WZ Other
b-tag CR data statistics 12 - - - - -
ZZ CR data statistics - 2.4 - - - -
b tagging scale factor (HF) - - 4.1 1.5 - 0.0
b tagging scale factor (LF) - - 0.8 0.9 - 1.8
JES - - 3.9 6.9 - 1.9
Pileup reweighting - - 1.3 2.6 - 41
UB - - 0.1 0.5 - 0.3
PDF - - - 0.9 - 0.1
&2 - - 0.2 2.7 - 8.8
Luminosity 2.5 2.5 2.5 2.5 2.5 2.5
Systematics on TFb-tag CR→eμ 10 - - - - -
Systematics on TFZZ CR→eμ - 8.9 - - - -
Systematics onWZ validation - - - - 30 -
triggerSF 3.2 3.2 3.2 3.2 3.2 3.2
eleSF - - 3.2 4.3 - 3.5
muoSF - - 3.3 3.0 - 0.7
Sim. statistics - - 7.6 26 50 81
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Table 7.20: Summary of the typical systematic uncertainties (in percent) on the background
estimates in the eμ SR in the BDT approach (denoted with − if not applicable or if the size
is smaller than 0.1%).
Systematics ttZ ZZ tWZ Higgs WZ Other
b-tag CR data statistics 12 - - - - -
ZZ CR data statistics - 2.4 - - - -
b tagging scale factor (HF) - - 4.9 1.5 - 0.5
b tagging scale factor (LF) - - 0.8 0.7 - 0.2
JES - - 2.5 0.7 - 0.3
Pileup reweighting - - 1.6 4.5 - 1.1
UB - - - 0.2 - 1.7
PDF - - 0.2 0.9 - 0.9
&2 - - - 15 - 1.9
Luminosity 2.5 2.5 2.5 2.5 2.5 2.5
Systematics on TFb-tag CR→eμ 29 - - - - -
Systematics on TFZZ CR→eμ - 2.2 - - - -
Systematics onWZ validation - - - - 30 -
triggerSF 3.2 3.2 3.2 3.2 3.2 3.2
eleSF - - 3.2 2.9 - 2.8
muoSF - - 3.2 3.9 - 3.3
Sim. statistics - - 5.7 30 22 36
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Table 7.21: Summary of the typical systematic uncertainties (in percent) on the background
estimates in the ee/μμ SR for the BDT approach (denoted by − if not applicable or if the
size is smaller than 0.1%).
Systematics ttZ ZZ tWZ Higgs WZ Other
b-tag CR data statistics 12 - - - - -
ZZ CR data statistics - 2.4 - - - -
b tagging scale factor (HF) - - 4.2 0.9 - 0.4
b tagging scale factor (LF) - - 0.8 1.1 - 1.8
JES - - 2.4 1.3 - 0.6
Pileup reweighting - - 1.5 3.6 - 41
UB - - - 0.5 - 0.4
PDF - - 0.3 0.3 - 0.1
&2 - - 0.0 0.1 - 8.3
Luminosity 2.5 2.5 2.5 2.5 2.5 2.5
Systematics on TFb-tag CR→eμ 11 - - - - -
Systematics on TFZZ CR→eμ - 3.0 - - - -
Systematics onWZ validation - - - - 30 -
triggerSF 3.2 3.2 3.2 3.2 3.2 3.2
eleSF - - 3.0 4.6 - 3.7
muoSF - - 3.4 3.3 - 0.8
Sim. statistics - - 6.4 16 19 73
Table 7.22: Summary of the typical systematic uncertainties (in percent) on the background
estimates in the five-lepton signal region.
Systematics ttZ ZZ tWZ Other
b tagging scale factor (HF) 4.7 0.00 0.00 0.00
b tagging scale factor (LF) 0.01 0.00 0.00 0.00
WZ CR uncertainty - 30 - -
Luminosity 2.5 2.5 2.5 2.5
JES 0.01 0.02 0.00 26.0
Pileup reweighting 0.01 0.1 0.00 0.02
PDF 1.0 1.0 0.05 0.06
&2 0.02 0.01 0.01 0.01
UB 0.02 0.01 0.01 0.01
eleSF and muoSF 3.6 4.1 5.3 7.4
triggerSF 2.0 2.0 2.0 2.0
Sim. statistics 22 5.0 34 60
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Table 7.23: Summary of the typical systematic uncertainties (in percent) on the background
estimates in the six-lepton signal region.
Systematics ttZ ZZ ttH
b tagging scale factor (HF) 3.13 0.02 0.06
b tagging scale factor (LF) 4.16 0.05 0.00
WZ CR uncertainty - 60 -
Luminosity 2.5 2.5 2.5
Pileup reweighting 17 0.01 6.2
PDF 7.6 0.05 5.3
&2 0.02 0.01 15
UB 60 0.01 0.01
eleSF and muoSF 18 7.5 6.4
triggerSF 2.0 2.0 2.0
Sim. statistics 100 28 26
Table 7.24: Summary of the typical signal systematic uncertainties (in percent) for the SS















Table 7.25: Summary of the typical WWW signal systematic uncertainties (in percent) for














Table 7.26: Summary of the typical systematic uncertainties (in percent) on the number of
signal events in the four-lepton signal regions (denoted by − if not applicable or if the size
is smaller than 0.1%).
Systematics eμ SR ee/μμ SR
b tagging scale factor (HF) 0.2 0.2
b tagging scale factor (LF) 0.8 0.9
JES 0.8 0.4









Sim. statistics 2.8 4.1
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Table 7.27: Summary of the typical systematic uncertainties (in percent) on the signal
events in the four-lepton signal regions in the BDT approach (denoted by − if not applicable
or if the size is smaller than 0.1%).
Systematics eμ SR ee/μμ SR
b tagging scale factor (HF) 0.2 0.1
b tagging scale factor (LF) 0.8 0.8
JES 0.6 0.8









Sim. statistics 3.7 5.0
Table 7.28: Summary of the typical systematic uncertainties (in percent) on signal events
in the five and six lepton signal regions (denoted by - if not applicable or if the size is smaller
than 0.1%).
Systematics five lepton SR six lepton SR
b tagging scale factor (HF) - -
b tagging scale factor (LF) - -
JES 0.05 -




Lepton SF 3-4 3.6
Luminosity 2.5 2.5
triggerSF 2.0 2.0
Sim. statistics 11 0.4
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7.7 Results
The observed data, together with the signal and background predictions (pre-fit),
are shown in Figure 7.30, for both the cut-based and BDT-based methods. The
corresponding tabulated results are found in Tables 7.29, 7.31, 7.30, and 7.32. In
general, the observed number of events (#obs) agrees well with the sum of the signal




is less than 1f in most channels.
Several different fitting strategies are employed to interpret the observed data rel-
ative to the expected signal and backgrounds. First of all, we have eight differ-
ent VVV signals in total: WWW-onshell, WH(WW), WWZ-onshell, ZH(WW),
WZZ-onshell, WH(ZZ), ZZZ-onshell, and ZH(ZZ), and each of them may have a
different signal strength (`, defined as the ratio of the measured production cross
section times branching fraction to the corresponding SM prediction). Different
treatments of these eight signal strengths are applied during the fit, depending on
the interpretation goals, in several scenarios:
1. A common signal strength is used for all eight signals, `VVV. This scenario is
used mainly for the establishment of the first observation of VVV production
regardless of how the three bosons are produced and what combinations of
W and Z they are.
2. A common signal strength is used for all VVV-onshell signals, `VVV−onshell,
and all the VH(VV) processes are treated as backgrounds (i.e. their signal
strengths are fixed to 1.0 and they are only allowed to fluctuate within the
systematic uncertainties, by ±1f). This is to measure the VVV-onshell
cross section, with the assumption of the VH(VV) process being produced as
predicted by the SM.
3. In total, four different signal strengths are used: `WWW (for WWW-onshell
and WH(WW) signals), `WWZ (for WWZ-onshell and ZH(WW) signals),
`WZZ (for WZZ-onshell and WH(ZZ) signals), `ZZZ (for ZZZ-onshell and
ZH(ZZ) signals). In this case, we are measuring the production cross sections
for eachVVV process at the same time, where we do not distinguish theVVV-
onshell and VH(VV) processes.
4. Same as 3, but treating all theVH(VV) processes as backgrounds. In this case,
we are measuring the production cross section for each of the VVV-onshell
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processes at the same time.
The most straightforward fitting scenario with all eight signal strengths floating
simultaneously is not among the above scenarios, and this is because the result from
current selection does not have enough distinguishing power between VVV-onshell
and VH(VV) signals. However, in the later part of this section, we will show a
result (not optimal) from a fit with all the eight signal strengths floating and present
the 2D likelihood of the VVV-onshell and VH(VV) signals.
Figure 7.31 and 7.32 show the postfit signal and background yields in each signal re-
gion for both the cut-based and the BDT-based methods, using the 3rd fitting strategy
above. The corresponding tabulated results can be found in Tables 7.33, 7.35, 7.34,
and 7.36. The result of the fits for the four signal strengths `WWW, `WWZ, `WZZ and
`ZZZ are shown in Figure 7.31. As shown, the best fit values for `WWW are `WWZ
are close to 1.0, within the uncertainties. While the central value of `WZZ is larger
than 1 and the value `ZZZ is at 0.0, due to an excess (deficit) of observed events in
the five (six)-lepton final states; the statistics in each of these channels is very small
and the results are consistent with the SM predictions within the uncertainties.
Using the four different fitting strategies mentioned above, we measure the cross
sections for the individual VVV signal channels and for the combined VVV signal,
for the two cases where the VH(VV) process is taken as part of the signal, and as
part of the background. Figure 7.33 shows the measured cross sections in these two
cases, for both the cut-based and BDT-based methods, and in the corresponding
tabulated form which is shown in Table 7.37.
We can see that all the measured cross sections agree with the SM predictions,
and the uncertainties are mostly statistically dominated. The center values of the
cross sections from the BDT-based method agree with the results from the cut-based
method within the uncertainties, and the total uncertainty on the VVV cross section
is 25-26% (23-25%) for the cut-based (BDT-based) method.
The statistical significances ! for the different triboson processes are also computed
using the asymptotic approximation [132]:
! =
{
−2 ln_(0) ˆ̀ ≥ 0 ,
0 ˆ̀ < 0 ,
(7.5)
where _(0) is the profile likelihood ratio for ` = 0, and ˆ̀ is the best fit value of `.
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The observed (expected) significance for the combined VVV production is 5.9
(5.7)f, and the significances for the individual triboson production processes are
found in Table 7.38.
It is worth noting that in the above fitting strategies, the VH(VV) signal strength
is either fixed to 1.0 (when VH(VV) is treated as background) or the same as
the VVV-onshell signal strength (when VH(VV) is treated as part of the signal).
However, the assumptions about VH(VV) in both cases are not necessarily valid,
as the VH(VV) process has not been experimentally established yet. In similar
analyses where VH(VV) is the main target process [133, 134], the VVV-onshell
process is treated as the background and its signal strength is thus fixed to 1.0. A 2D
fit of the two signal strengths is needed to distinguish theVVV-onshell andVH(VV)
processes. Figure 7.34 shows such a fit for the WWW, WWZ, and combined VVV
signals, from which one can see that in most cases the observed VVV-onshell signal
is smaller than the SM prediction and the VH(VV) signal is larger than SM, but
the deviations are mostly within twice the uncertainty in each case. The likelihood
maps in Figure 7.34 are also diagonal. Therefore, it is very hard to distinguish the
two signal processes, since the event selections in this search are designed such that
the VVV-onshell and VH(VV) signals are similarly distributed in different signal
regions. A dedicated event selection is needed to identify VVV-onshell enriched
and VH(VV) enriched signal regions in order to perform a better 2D fit of the two
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Figure 7.30: The observed events, background, and signal predictions (pre-fit) in all signal
regions. The VVV signal is stacked on top of the total background and is based on the SM
theoretical cross section. The yields of the top (bottom) plot are based on the cut-based
(BDT-based) method. The middle panel shows the expected signal significance of each
signal region, which is calculated with both the VVV and VH(VV) processes treated as
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Table 7.31: The number of expected signal and background events, estimated by using the
background estimation methods (pre-fit) discussed in Section 7.5, for the 4/5/6-lepton final
states corresponding to 137 fb−1 for the cut-based analysis. The last two rows show the pull
and expected significance in each bin (each significance is obtained from a single bin data).
Signal 4ℓ eμ 4ℓ ee/μμ 5ℓ 6ℓ
region bin 1 bin 2 bin 3 bin 4 bin A bin B bin C
ZZ 0.3±0.0 0.7±0.0 0.7±0.0 0.4±0.0 1.8±0.2 6.1±0.6 5.1±0.5 0.3±0.1 < 0.1
ttZ 0.2±0.0 0.3±0.1 0.8±0.1 2.3±0.4 1.4±0.2 1.1±0.2 0.2±0.0 0.1±0.0 < 0.1
tWZ 0.1±0.0 0.1±0.0 0.3±0.0 0.8±0.1 0.5±0.1 0.3±0.1 < 0.1 < 0.1 < 0.1
WZ 0.2±0.1 < 0.1 0.1±0.1 0.6±0.2 < 0.1 0.2±0.1 < 0.1 < 0.1 < 0.1
Higgs < 0.1 0.2±0.1 < 0.1 < 0.1 < 0.1 1.0±0.3 0.1±0.1 < 0.1 < 0.1
Other < 0.1 < 0.1 0.5±0.2 0.2±0.1 < 0.1 0.5±0.5 < 0.1 < 0.1 < 0.1
Background sum 0.8±0.1 1.3±0.1 2.5±0.3 4.4±0.4 3.7±0.3 9.3±0.8 5.4±0.5 0.4±0.1 0.0±0.0
WWW onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WH→WWW < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWW total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWZ onshell 0.5±0.1 0.6±0.1 1.2±0.1 4.5±0.3 2.4±0.3 1.3±0.1 0.7±0.1 < 0.1 < 0.1
ZH→WWZ 2.6±0.2 1.2±0.1 0.3±0.0 0.1±0.0 0.9±0.1 1.0±0.1 0.6±0.0 < 0.1 < 0.1
WWZ total 3.1±0.2 1.8±0.1 1.5±0.1 4.6±0.4 3.3±0.3 2.4±0.1 1.2±0.1 < 0.1 < 0.1
WZZ onshell < 0.1 < 0.1 < 0.1 0.2±0.1 < 0.1 < 0.1 < 0.1 1.2±0.2 < 0.1
WH→WZZ < 0.1 0.2±0.2 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WZZ total < 0.1 0.2±0.2 < 0.1 0.2±0.1 < 0.1 < 0.1 < 0.1 1.2±0.2 < 0.1
ZZZ onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 0.4±0.1 0.3±0.0
ZH→ZZZ < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 0.2±0.1 < 0.1 < 0.1 < 0.1
ZZZ total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 0.2±0.1 < 0.1 0.4±0.1 0.3±0.0
VVV onshell 0.5±0.1 0.6±0.1 1.2±0.1 4.7±0.4 2.4±0.3 1.3±0.1 0.7±0.1 1.5±0.2 0.3±0.0
VH→VVV 2.6±0.2 1.5±0.2 0.3±0.0 0.1±0.0 0.9±0.1 1.2±0.1 0.6±0.0 < 0.1 < 0.1
VVV total 3.1±0.2 2.1±0.2 1.5±0.1 4.8±0.4 3.3±0.3 2.5±0.2 1.2±0.1 1.5±0.2 0.3±0.0
Total 3.9±0.2 3.4±0.3 4.0±0.3 9.2±0.6 7.0±0.4 11.8±0.8 6.7±0.5 2.0±0.2 0.3±0.0
Observed 7 1 5 7 6 8 7 3 0
pull 0.73 -1.06 0.23 -0.38 -0.28 -0.54 0.01 0.36 -0.74
! (expected) 2.47 1.46 0.95 1.96 1.56 0.82 0.53 1.70 1.04
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Table 7.32: The number of expected signal and background events, estimated by using the
background estimation methods (pre-fit) discussed in Section 7.5, for the 4/5/6-lepton final
states corresponding to 137 fb−1 for the BDT-based analysis. The last two rows show the
pull and expected significance in each bin.
Signal 4ℓ eμ 4ℓ ee/μμ 5ℓ 6ℓ
region bin 1 bin 2 bin 3 bin 4 bin 5 bin A bin B
ZZ 16.0±1.1 1.6±0.1 0.6±0.1 0.6±0.1 0.2±0.0 78.5±4.7 2.9±0.3 0.3±0.1 < 0.1
ttZ 0.3±0.1 0.1±0.1 2.8±0.5 1.5±0.3 < 0.1 1.6±0.2 2.4±0.4 0.1±0.0 < 0.1
tWZ < 0.1 < 0.1 0.6±0.1 0.8±0.1 < 0.1 0.5±0.1 0.7±0.1 < 0.1 < 0.1
WZ 0.5±0.2 0.2±0.1 0.5±0.2 0.3±0.2 0.1±0.1 1.0±0.3 0.2±0.1 < 0.1 < 0.1
Higgs 1.0±0.4 < 0.1 0.3±0.1 0.1±0.1 < 0.1 2.2±0.4 0.5±0.2 < 0.1 < 0.1
Other < 0.1 0.4±0.2 0.2±0.1 0.4±0.3 < 0.1 0.5±0.5 < 0.1 < 0.1 < 0.1
Background sum 17.7±1.2 2.3±0.3 5.1±0.6 3.7±0.5 0.3±0.1 84.3±4.7 6.6±0.6 0.4±0.1 0.0±0.0
WWW onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WH→WWW < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWW total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWZ onshell 0.3±0.1 0.4±0.1 1.6±0.4 4.3±0.5 1.2±0.2 3.1±0.4 3.8±0.5 < 0.1 < 0.1
ZH→WWZ 1.2±0.1 1.3±0.1 0.5±0.1 1.5±0.1 2.2±0.1 3.4±0.2 1.7±0.1 < 0.1 < 0.1
WWZ total 1.6±0.1 1.7±0.1 2.2±0.4 5.8±0.5 3.4±0.2 6.5±0.5 5.5±0.5 < 0.1 < 0.1
WZZ onshell < 0.1 < 0.1 < 0.1 0.2±0.1 < 0.1 0.2±0.1 < 0.1 1.2±0.2 < 0.1
WH→WZZ < 0.1 < 0.1 < 0.1 0.2±0.2 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WZZ total < 0.1 < 0.1 < 0.1 0.4±0.2 < 0.1 0.2±0.1 < 0.1 1.2±0.2 < 0.1
ZZZ onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 0.1±0.0 < 0.1 0.4±0.1 0.3±0.0
ZH→ZZZ < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 0.1±0.1 < 0.1 < 0.1
ZZZ total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 0.1±0.0 0.1±0.1 0.4±0.1 0.3±0.0
VVV onshell 0.3±0.1 0.4±0.1 1.6±0.4 4.5±0.5 1.2±0.2 3.5±0.4 3.8±0.5 1.5±0.2 0.3±0.0
VH→VVV 1.2±0.1 1.3±0.1 0.5±0.1 1.7±0.2 2.2±0.1 3.4±0.2 1.8±0.2 < 0.1 < 0.1
VVV total 1.6±0.1 1.7±0.1 2.2±0.4 6.2±0.6 3.4±0.2 6.9±0.5 5.6±0.5 1.5±0.2 0.3±0.0
Total 19.3±1.2 4.0±0.3 7.3±0.7 9.8±0.7 3.7±0.3 91.2±4.7 12.2±0.8 2.0±0.2 0.3±0.0
Observed 22 9 7 8 3 80 11 3 0
pull 0.05 1.23 -0.08 -0.32 -0.30 -0.14 -0.22 0.36 -0.74
















ts Same-charge/3 lepton 4/5/6 lepton















   
 









ee µe µµ ee µe µµ ee µe µµ 2 1 0 A B C 1 2 3 4
  
1 jet  outjjm  injjm # SFOS Z + ll µZ + e
























1.36 + = 0.0
ZZZ
µ(
Bkg. in same-charge / 3 lep.



































   
 









ee µe µµ ee µe µµ ee µe µµ 2 1 0 A B 1 2 3 4 5
  
1 jet  outjjm  injjm # SFOS
Z + ll
BDT bins  BDT binsµZ + e
























1.30 + = 0.0
ZZZ
µ(
Bkg. in same-charge / 3 lep.





Backgrounds in 4/5/6 lep.
ZZ tWZ Others
Ztt WZ
Figure 7.31: The observed events, background, and signal yields after the fit in all signal
regions. The fit is performed with four di erent signal strengths floating at the same time,
which corresponds to the WWW, WWZ, WZZ, and ZZZ processes, where the VVV-onshell
and VH(VV) signals are not distinguished. The predicted VVV signal is stacked on top of
the total background and is from the fit. The yields of the top (bottom) plot are based on the
cut-based (BDT-based) method. The middle panel shows the expected signal significance
of each signal region, which is calculated with the total VVV+VH taken as signal from a
single bin fit. The bottom panel shows the pulls in each signal region ( #obs #predq
f2obs+f2pred
).
Figure 7.31: The observ d events, backgr d, and signal yields after the fit in all signal
regions. The fit is performed with four different signal strengths floating at the same time,
which corresponds to the WWW, WWZ, WZZ, and ZZZ processes, where the VVV-onshell
and VH(VV) signals are not distinguished. The predicted VVV signal is stacked on top of
the total background and is from the fit. The yields of the top (bottom) plot are based on the
cut-based (BDT-based) method. The middle panel shows the expec ed signa significanc
of each signal region, which is calculated with the total VVV+VH taken as signal from a
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Figure 7.32: The observed events, background, and signal yields after the fit in all signal
regions. The fit is performed with four di erent signal strengths floating at the same time,
which corresponds to the WWW, WWZ, WZZ, and ZZZ processes, where the VVV-onshell
and VH(VV) signals are not distinguished. The predicted VVV signal is stacked on top of
the total background and is from the fit. The yields of the top (bottom) plot are based on the
cut-based (BDT-based) method. The middle panel shows the observed signal significance
of each signal region, which is calculated with the total VVV+VH taken as signal from a
single bin fit. The bottom panel shows the pulls in each signal region ( #obs #predq
f2obs+f2pred
).
Figure 7.32: The observ d events, backgr d, and signal yields after the fit in all signal
regions. The fit is performed with four different signal strengths floating at the same time,
which corresponds to the WWW, WWZ, WZZ, and ZZZ processes, where the VVV-onshell
and VH(VV) signals are not distinguished. The predicted VVV signal is stacked on top of
the total background and is from the fit. The yields of the top (bottom) plot are based on the
cut-based (BDT-based) method. The middle panel shows the observed signal significance
of each sign l region, w ich is calculated with th total VVV+VH taken as signal from a
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 7.35: The number of expected signal and background events, estimated by using
the background estimation methods after fitting simultaneously the different VVV signals
(in total four signal strengths: WWW, WWZ, WZZ, ZZZ), for the 4/5/6-lepton final states
corresponding to 137 fb−1, for the cut-based analysis. The last two rows show the pull and
observed significance in each bin (each significance is obtained from a single bin fit).
Signal 4ℓ eμ 4ℓ ee/μμ 5ℓ 6ℓ
region bin 1 bin 2 bin 3 bin 4 bin A bin B bin C
ZZ 0.3±0.0 0.7±0.0 0.7±0.0 0.4±0.0 1.8±0.2 6.0±0.6 5.0±0.5 0.3±0.1 < 0.1
ttZ 0.2±0.0 0.3±0.1 0.8±0.1 2.3±0.4 1.4±0.2 1.1±0.2 0.2±0.0 0.1±0.0 < 0.1
tWZ < 0.1 0.1±0.0 0.3±0.0 0.8±0.1 0.5±0.1 0.3±0.1 < 0.1 < 0.1 < 0.1
WZ 0.2±0.1 < 0.1 0.1±0.2 0.6±0.2 < 0.1 0.2±0.1 < 0.1 < 0.1 < 0.1
Higgs < 0.1 0.2±0.1 < 0.1 < 0.1 < 0.1 1.0±0.2 0.1±0.1 < 0.1 < 0.1
Other < 0.1 < 0.1 0.6±0.3 0.2±0.1 < 0.1 0.5±0.4 < 0.1 < 0.1 < 0.1
Background sum 0.7±0.1 1.3±0.1 2.5±0.3 4.3±0.4 3.6±0.3 9.1±0.8 5.3±0.5 0.4±0.1 0.0±0.0
WWW onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WH→WWW < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWW total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWZ onshell 0.5±0.2 0.5±0.2 1.1±0.4 4.0±1.6 2.1±0.9 1.2±0.4 0.6±0.2 < 0.1 < 0.1
ZH→WWZ 2.3±0.9 1.1±0.4 0.3±0.1 0.1±0.1 0.8±0.3 0.9±0.4 0.5±0.2 < 0.1 < 0.1
WWZ total 2.8±0.9 1.6±0.5 1.4±0.4 4.1±1.6 2.9±1.0 2.1±0.6 1.1±0.3 < 0.1 < 0.1
WZZ onshell < 0.1 < 0.1 0.1±0.1 0.4±0.3 0.2±0.2 0.1±0.1 < 0.1 2.2±1.5 < 0.1
WH→WZZ < 0.1 0.4±0.3 0.1±0.2 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WZZ total < 0.1 0.4±0.3 0.2±0.2 0.4±0.3 0.2±0.2 0.1±0.1 < 0.1 2.2±1.5 < 0.1
ZZZ onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
ZH→ZZZ < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
ZZZ total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
VVV onshell 0.5±0.2 0.5±0.2 1.2±0.4 4.4±1.6 2.3±0.9 1.3±0.5 0.6±0.2 2.2±1.5 < 0.1
VH→VVV 2.3±0.9 1.5±0.5 0.4±0.3 0.1±0.1 0.8±0.3 0.9±0.4 0.5±0.2 < 0.1 < 0.1
VVV total 2.8±0.9 2.0±0.6 1.6±0.5 4.5±1.6 3.1±1.0 2.2±0.6 1.1±0.3 2.2±1.5 < 0.1
Total 3.5±0.9 3.3±0.6 4.1±0.6 8.8±1.7 6.7±1.0 11.3±1.0 6.4±0.6 2.6±1.5 0.0±0.0
Observed 7 1 5 7 6 8 7 3 0
pull 0.86 -1.07 0.26 -0.32 -0.19 -0.45 0.06 0.15 -0.78
! (observed) 4.09 0.00 0.74 1.12 1.05 0.00 0.57 2.39 0.00
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Table 7.36: The number of expected signal and background events, estimated by using
the background estimation methods after fitting simultaneously the different VVV signals
(in total four signal strengths: WWW, WWZ, WZZ, ZZZ), for the 4/5/6-lepton final states
corresponding to 137 fb−1, for the BDT-based analysis. The last two rows show the pull and
observed significance in each bin (each significance is obtained from a single bin fit).
Signal 4ℓ eμ 4ℓ ee/μμ 5ℓ 6ℓ
region bin 1 bin 2 bin 3 bin 4 bin 5 bin A bin B
ZZ 15.9±1.0 1.6±0.1 0.6±0.1 0.6±0.1 0.2±0.0 76.4±4.3 2.9±0.3 0.3±0.1 < 0.1
ttZ 0.2±0.1 0.1±0.1 2.8±0.5 1.4±0.2 < 0.1 1.5±0.3 2.3±0.3 0.1±0.0 < 0.1
tWZ < 0.1 < 0.1 0.6±0.1 0.7±0.1 < 0.1 0.5±0.1 0.7±0.1 < 0.1 < 0.1
WZ 0.5±0.2 0.2±0.2 0.5±0.2 0.3±0.3 0.1±0.1 1.0±0.4 0.2±0.1 < 0.1 < 0.1
Higgs 1.0±0.4 0.1±0.4 0.3±0.1 0.1±0.1 < 0.1 2.2±0.4 0.5±0.2 < 0.1 < 0.1
Other < 0.1 0.4±0.3 0.2±0.2 0.4±0.2 < 0.1 0.5±0.5 < 0.1 < 0.1 < 0.1
Background sum 17.7±1.1 2.4±0.5 5.0±0.6 3.6±0.4 0.3±0.1 82.2±4.3 6.5±0.5 0.4±0.1 0.0±0.0
WWW onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WH→WWW < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWW total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WWZ onshell 0.3±0.1 0.4±0.2 1.4±0.7 3.6±1.5 1.0±0.5 2.7±1.2 3.2±1.4 < 0.1 < 0.1
ZH→WWZ 1.1±0.5 1.1±0.5 0.5±0.2 1.3±0.5 1.8±0.8 2.9±1.2 1.5±0.6 < 0.1 < 0.1
WWZ total 1.3±0.5 1.5±0.5 1.9±0.8 4.9±1.6 2.9±0.9 5.6±1.7 4.7±1.5 < 0.1 < 0.1
WZZ onshell 0.2±0.2 < 0.1 0.2±0.2 0.4±0.4 < 0.1 0.5±0.4 0.2±0.2 2.6±1.8 < 0.1
WH→WZZ 0.2±0.3 0.2±0.3 < 0.1 0.5±0.5 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
WZZ total 0.4±0.3 0.2±0.3 0.2±0.2 0.9±0.7 < 0.1 0.5±0.4 0.2±0.2 2.6±1.8 < 0.1
ZZZ onshell < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
ZH→ZZZ < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
ZZZ total < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
VVV onshell 0.5±0.2 0.4±0.2 1.6±0.8 4.0±1.5 1.0±0.5 3.2±1.3 3.4±1.4 2.6±1.8 < 0.1
VH→VVV 1.2±0.5 1.3±0.6 0.5±0.2 1.7±0.8 1.8±0.8 2.9±1.2 1.5±0.6 < 0.1 < 0.1
VVV total 1.7±0.6 1.7±0.6 2.1±0.8 5.8±1.7 2.9±0.9 6.1±1.8 4.8±1.5 2.6±1.8 < 0.1
Total 19.4±1.2 4.1±0.8 7.1±1.0 9.4±1.8 3.2±0.9 88.2±4.7 11.3±1.6 3.0±1.8 0.0±0.0
Observed 22 9 7 8 3 80 11 3 0
pull 0.05 1.25 -0.02 -0.26 -0.16 -0.11 -0.06 0.02 -0.78
! (observed) 0.31 3.12 0.80 1.90 2.33 0.00 1.48 2.39 0.00
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Figure 7.33: The measured cross sections for the different VVV processeses, together
with the corresponding SM predictions, and the ratios between each of the measured cross
sections and the corresponding SM predictions. The top plot shows the result from the
cut-based method, and the bottom plot shows the result from the BDT-based method. For
the ZZZ process, the 95% C.L. upper limits on the cross section is shown.
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Table 7.37: Themeasured triboson cross sectionsf and the corresponding SM predictions.
The uncertainties listed in the brackets are statistical and systematic respectively. The
combined VVV cross section is calculated from the fit with a single signal strength `VVV,
and the individual cross sections are calculated from a simultaneous fit with four signal
strengths, as discussed in the text. For the ZZZ process, 95% confidence level upper limits
are reported.
Process fmeasured, BDT (fb) fmeasured, cut (fb) fSM (fb)
VH(VV) contributions as signal
VVV 1010+260−230(+210−200 +150−120) 880+230−220(+200−190 +110−120) 992
WWW 590+230−200(+160−150 +160−130) 420+190−170(+150−140 +120−110) 509
WWZ 300+120−110(+120−100 +50−40) 320+130−110(+120−100 +40−30) 354
WZZ 200+180−110(+160−110 +70−20) 170+150−100(+140−100 +50−20) 92
ZZZ <200 <200 37
VH(VV) contributions as background
VVV 370+160−150(+140−130 +80−60) 300+150−150(+130−120 +70−100) 451
WWW 190+130−120(+110−100 +80−70) 110+120−120( +90−90 +80−80) 216
WWZ 100 +90−80( +80−70 +30−30) 70+100−80( +80−70 +60−30) 165
WZZ 110+100−70(+100−70 +30−10) 120+100−70(+100−70 +30−30) 56
ZZZ <80 <80 14
Table 7.38: The observed (expected) significance (f) for the different and combined
triboson processes, for the two different (cut-based, BDT-based) analysis methods, and for
the two different fitting strategies (treatingVH(VV) as part of the signal or as a background).
Process VH(VV) as signal VH(VV) as backgroundcut-based BDT-based cut-based BDT-based
WWW 2.54 (2.94) 3.33 (3.09) 0.96 (1.82) 1.63 (1.87)
WWZ 3.53 (3.62) 3.35 (4.09) 0.87 (2.17) 1.31 (2.15)
WZZ 1.55 (0.70) 1.71 (0.69) 1.68 (0.76) 1.71 (0.76)
ZZZ 0.00 (0.90) 0.00 (0.89) 0.00 (0.90) 0.00 (0.90)
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Figure 7.33: Likelihood contour plots ( 2  ln ! where ! is the likelihood) as a function
of the VVV-onshell and VH(VV) signal strengths `VVV onshell and `VH(VV) . The plots in
the left column (right column) are from the cut-based (BDT-based) method. The top plots
are the likelihood contours versus the signal strength for the WWW-onshell and WH(WW)
processes; the middle plots are for the WWZ-onshell and ZH(WW) processes; and the
bottom plots are for the combined VVV-onshell and VH(VV) processes. The point with the
best fit signal strengths `VVV >=B⌘4;; and `VH(VV) is shown as a cross in each of the plots
together with a star marking the SM prediction at (1.0, 1.0). Each of the plots also shows
the curves which correspond to the 68% and 95% C.L. contours.
Figure 7.34: 2D likelih od contour plots (−2Δ ln ! ere ! is the likelihood) as a function
of the VVV-onshell and VH(VV) signal strengths `VVV−onshell and `VH(VV) . The plots in
the left column (right column) are from the cut-based (BDT-based) method. The top plots
are the likelihood contours versus the signal strength for the WWW-onshell and WH(WW)
processes; the middle plots are for the WWZ-onshell and ZH(WW) processes; and the
bottom plots are for the combined VVV-onshell and VH(VV) processes. The point with
the best fit signal strengths `VV −onshell and `VH(VV) is shown as a diamond in each of the
plots together with a star marking the SM prediction at (1.0, 1.0). Each of the plots also
shows the curves which correspond to the 68% and 95% C.L. contours.
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7.8 Summary
In summary, we have observed the production of three massive vector bosons for
the first time, with 137 fb−1 of proton-proton collision data collected by the CMS
detector. The observed (expected) significance of the VVV production is 5.9 (5.7)
standard deviation. We have also found evidence of WWW production and WWZ
production individually for the first time, with the observed (expected) significance
of 3.3 (3.4)f and 3.1 (4.1)f, respectively. The measured VVV cross section is
1.01+0.21−0.20(stat)+0.15−0.12 (syst) = 1.01+0.26−0.23 pb, consistent with the SM prediction. The
individually measured WWW, WWZ, WZZ production cross sections and an upper
limit on the ZZZ production cross section are also reported.
7.9 Outlook
As the current results are still limited by statistics uncertainty, with more integrated
luminosity to come in LHC Run 3 and at the HL-LHC, the precision of the triboson
measurements reported in this thesis are expected to be further improved, including
the possible observation of the individual VVV production channels. Making
projections of the results obtainablewithmore data is not so straightforward, because
several of the systematic uncertainties are not very easy to scale, as some of the
background estimation-related uncertainties come from the statistical uncertainties
in the data in the control regions. In addition, a major part of the uncertainties in
the signals come from the simulation statistics which could be improved by using
larger simulated samples.
Table 7.39 shows a conservative quick projection, in which all the background and
signal systematic uncertainties are kept the same as their current values, and we
simply scale the background and signal yields by the projected luminosity. We can
see from this table that by the end of Run 3 (with a total of 300 fb−1), we expect
to observe WWW and WWZ productions (with VH(VV) as signal), and we also
expect to observe VVV-onshell production. By the end of HL-LHC (3000 fb−1), we
expect to see evidence for WZZ and ZZZ productions as well. With 3000 fb−1 data,
the VVV cross section measurement precision is expected to reach the 10% level,
where the uncertaintywill be dominated by systematic errors (including an estimated
4% statistical uncertainty and a 9% systematic uncertainty). Figure 7.35 shows the
likelihood (−2Δ ln !) scan over different signal strengths with the uncertainties
broken down to the statistical and systematic uncertainties. As we can see in the
figure, this search will be dominated by systematic uncertainty for WWW and
WWZ production at the HL-LHC. As discussed above, with improved statistics in
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the control region data, and more simulated events, the systematic uncertainty can
be further improved relative to the results shown in Table 7.39, raising the prospect
of establishing solid evidence (beyond 3f) for WZZ and ZZZ by the end of the
HL-LHC program.
Table 7.39: Expected sensitivity (significance ! (f) and signal strength `) of triboson
measurements for different VVV productions with different values of integrated luminosity
(L).
L( fb−1) quantity VVV WWW WWZ WZZ ZZZ
137
! (f): VH(VV) as signal 5.9 3.1 4.1 0.7 0.9
`: VH(VV) as signal 1.00+0.25−0.22 1.00+0.40−0.36 1.00+0.36−0.31 1.00+1.67−1.48 1.00+2.88−0.84
! (f): VH(VV) as bkg 3.5 1.8 2.2 0.8 0.9
`: VH(VV) as bkg 1.00+0.38−0.34 1.00+0.62−0.56 1.00+0.59−0.51 1.00+1.66−1.34 1.00+2.94−0.84
300
! (f): VH(VV) as signal 7.8 4.0 5.6 1.0 1.3
`: VH(VV) as signal 1.00+0.18−0.17 1.00+0.31−0.28 1.00+0.26−0.23 1.00+1.10−0.99 1.00+1.72−0.87
! (f): VH(VV) as bkg 4.8 2.4 3.0 1.1 1.3
`: VH(VV) as bkg 1.00+0.28−0.25 1.00+0.47−0.43 1.00+0.42−0.37 1.00+1.08−0.90 1.00+1.74−0.86
3000
! (f): VH(VV) as signal 11.3 6.1 7.9 2.5 3.0
`: VH(VV) as signal 1.00+0.10−0.10 1.00+0.19−0.18 1.00+0.13−0.11 1.00+0.41−0.36 1.00+0.45−0.36
! (f): VH(VV) as bkg 8.2 3.7 5.9 2.8 3.0
`: VH(VV) as bkg 1.00+0.15−0.14 1.00+0.28−0.27 1.00+0.21−0.19 1.00+0.40−0.34 1.00+0.45−0.36
With the first establishment of VVV production, many interesting previously unex-
plored areas of physics, both within and beyond the SM, can be studied, using VVV
production as a tool.
The first area that can be studied concerns the individual gauge-gauge and Higgs-
gauge couplings. As stated earlier, these two couplings are still not determined
separately, because the current event selection is not designed to isolate the VVV-
onshell and VH(VV) processes. In order to discriminate between the two processes,
several kinematic quantities can be utilized, among which the most significant
features of VH(VV) are that the two vector bosons from Higgs boson decay tend
to be softer than the 3rd vector boson, and the opening angle of the softest pair of
vector bosons also tends to be smaller, compared to the VVV-onshell case.
As a result, variables such as the jet ?T and minimum jet-lepton opening angle in the
same-sign final state, the ?missT in the 3ℓ final state and the invariant mass of the two
W lepton candidates in the four-lepton eμ final state, could be used to bin the events
into different signal regions. Figure 7.36 shows the distributions of these variables as
examples. Even without dedicated binning in such variables, once the accumulated
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luminosity is doubled as projected after LHC Run 3 by 2024, the significances of
the individual VH(VV) and VVV-onshell signals from a 2D simultaneous fit are
each expected to be around 5f, and this analysis is expected to yield a simultaneous
observation of the two processes.
In addition to the measurement of the SM-predicted gauge-gauge and Higgs-gauge
couplings, VVV production can also be used as a tool to search for many BSM
physics, both directly and indirectly. The four-boson contact interaction in Figure 7.2
could be a low-energy approximation of a more precise model with a mediator, and
new physics beyond the SM could thus change this coupling constant. A search
for anomalous quartic gauge-boson couplings (aQGC) using WWW production
(same-sign two-lepton and three-lepton final states) performed by CMS with 2016
data [101] has put promising limits on several dimension-8 anomalous coupling term
coefficients [135]. Similar searches could be performed with the full Run 2 data
set and with more hadronic or semi-hadronic final states included, as such searches
require a sufficient statistical sample of highly boosted vector bosons. In addition
to such indirect BSM searches for aQGC, direct searches for heavy mediators (such
as the radion [136]) modifying the four-boson vertex can also be performed.
170
165

















 0.192+r_www = 1.000 
(Stat)
 0.063−
 0.064+(Syst)  0.166−







































































































 0.103+r = 1.001 
(Stat)
 0.042−
 0.043+(Syst)  0.086−





Figure 7.34:  2  ln ! as a function of the signal strength for di erent signals: WWW
(top-left), WWZ (top-right), WZZ (center-left), ZZZ (center-right), and the combined VVV
signal (bottom). The plots are projections of the results expected with 3000 fb 1 of data at
the HL-LHC. VH(VV) is included as part of the signal in all plots.
Figure 7.35: −2Δ ln ! as a function of the signal strength for different signals: WWW
(top-left), WWZ (top-right), WZZ (center-left), ZZZ (center-right), and the combined VVV
signal (bottom). The plots are projections of the results expected with 3000 fb−1 of data at
the HL-LHC. VH(VV) is included as part of the signal in all plots.
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Figure 7.35: Distributions of some useful variables to discriminate the VVV-onshell signal
from the VH(VV) signal - top left: subleading jet ?T in the SS + 2 jets preselection; top
right:  'min✓j in SS + 1 jet preselection; bottom left: ?
miss
T in the 3✓ preselection region;
bottom right: invariant mass of the two W lepton candidates in the four-lepton e  final state.
Figure 7.36: Distributions of some useful variables to discriminate the VVV-onshell signal
from the VH(VV) signal - top left: subleading jet ?T in the SS + 2 jets preselection; top
right: Δ'minℓj in SS + 1 jet preselection; bottom left: ?
miss
T in the 3ℓ preselection region;
bottom right: invariant mass of the twoW lep n candidates in the four-lepton eμ final state.
Part IV
Search for long-lived particles using
delayed photons in CMS at the LHC
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C h a p t e r 8
SEARCH FOR LONG-LIVED PARTICLES USING DELAYED
PHOTONS WITH 2016 DATA IN CMS
There are many SM unstable particles which are long-lived and have proper decay
lengths between a few millimeters and a few meters. The decay products of such
long-lived particles can be detected by CMS, but exhibit different signatures from
prompt particle decays. Such long-lived particles (LLP) are also predicted in many
models of physics beyond the SM, such as supersymmetry (SUSY) with gauge-
mediated SUSY breaking (GMSB) [16–25] or hidden valley models [137].
In this chapter, we present a search for LLPs that decay to a photon and a weakly
interacting particle, using a benchmark scenario of GMSB, commonly referred to
as the "Snowmass Points and Slopes 8" (SPS8) [138]. In this scenario, the LLPs
we are interested in are the next-to-lightest SUSY particle (NLSP), the neutralino
(̃χ01), which is produced via cascade decays of pair-produced squarks and gluinos
and decays to the lightest SUSY particle (LSP), the gravitino (G̃), as shown in
Figure 8.1. The mass of the neutralino is linearly related to the SUSY scale, Λ,
and is also affected by other parameters such as the messenger mass. In the SPS8
model, these parameters are fixed and Λ is a free parameter, and the value of Λ also
determines the primary production mode and decay rate of the NLSP. The dominant
decay mode of the NLSP in SPS8 is to a photon and gravitino, resulting in a final
state with one or two photons and missing transverse momentum (?missT ).
Previously, a searchwas performed byCMSusing ?missT and the photon arrival time at
the ECAL in single photon plus ?missT events with 4.9 fb
−1 of data at
√
B = 7TeV [139],
which excluded such a GMSB scenario for neutralino masses below 220 GeV and
proper decay length 2g up to 6 m. ATLAS also reported a similar search with
the same GMSB model by using the photon arrival time at their ECAL and the
longitudinal impact parameter of the projected photon trajectory ΔIW relative to
the center of the interaction region, in diphoton events with 4.8 fb−1 data at
√
B =
7 TeV [140]. The search excluded such GMSB models for neutralino masses up
to 240 GeV and 2g up to 15 m. Followup searches with 8 TeV data have been
performed by both CMS [141] and ATLAS [142], which excluded such GMSB





































































































Figure 8.1: Example Feynman diagrams for SUSY processes that result in diphoton (left)
and single photon (middle and right) final states via squark (upper) and gluino (lower)
pair-production at the LHC.
m, respectively. Figure 8.2 summarizes the exclusion regions from all the previous
searches by CMS and ATLAS. As we see from the previous results obtained with
Run 1 data shown in the figure, the sensitivity for small 2g signal models is greatly
improved by requiring two photons in the events, as this greatly reduces the prompt
photon SM backgrounds.
In this search, we use CMS data taken in 2016 with a diphoton trigger, and select
events with at least two photons. A dedicated identification is applied to the leading
photon to ensure high efficiency for time delayed (or vertex displaced) photons, and
to suppress prompt photons by cutting on the electromagnetic shower shapes. The
arrival time of the leading photon in the ECAL is then used as a shape variable in the
fit to extract the signal yield, together with another variable, the missing transverse
momentum (?missT ). The results are then combined with a similar search that uses
CMS data taken in 2017 with a single photon trigger, that has better sensitivity to
signals with large 2g.
The remaining sections of this chapter are organized as follows: Section 8.1 discusses
the data sample and the triggers used in this analysis. The object reconstruction and
identification, especially the identification details for out-of-time photons, are given
in Section 8.2. Section 8.3 is dedicated to the measurement of the CMS ECAL
timing resolution, and the necessary corrections to match MC events with data. The
event selections are given in Section 8.4. The background estimation as well as the
systematic uncertainties are presented in Sections 8.5 and 8.6, and the final results
are given in Section 8.7.
175
Figure 8.2: Summary of exclusion results in the plane of the proper lifetime of a neutralino
NLSP in a GMSB model versus its mass, from searches with LHC Run 1 data by both CMS
and ATLAS [141].
8.1 Event samples
The data used in this search corresponds to a total integrated luminosity of 35.9 fb−1
of proton-proton collisions collected by the CMS detector in 2016. The result of a
combined search with 2016 and 2017 data will be presented in the next chapter.
The GMSB SPS8 signal model samples are produced by first generating a tabulated
formof the particle spectra in a set of SUSYLesHouchesAccord (SLHA) files [143].
The purpose of the SLHAproject is to define a set of conventions for supersymmetric
extensions of the Standard Model together with an accord specifying generic file
structures for 1) supersymmetric model specifications and input parameters, 2) EW
scale supersymmetric mass and coupling spectra, and 3) decay tables, to provide
a universal interface between spectrum calculation programs, decay packages, and
high energy physics event generators using the isasugra toolkit [144] in the isajet
v7.87 generator package [145]. isasugra is a subprogram of isajet that calculates
the mass-spectrum and decay-channels for a number of SUSY models, including
mSUGRA.A grid of samples with different SUSY scaleΛ and neutralino lifetime 2g
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values is used to construct a set of SLHA tables, where the parameters used to
generate the tables follow the SPS8 recommendations. The resulting SLHA files
are then passed to pythia v8.212 [121] to generate the benchmark signal models
for each of the designated Λ and 2g values. Table 8.1 lists all of the GMSB signal
samples used in this search, along with the masses of the gluino, neutralino, and
gravitino, and the cross sections for different Λ and 2g values.
Table 8.1: Table of the generated GMSB SPS8 signal models, and the corresponding mass
points and cross sections. For each Λ point, a grid of signal models with 2g = 0.1, 0.5, 1, 2,
4, 6, 8, 10, 12, and 100 m is generated. The mass of the gravitino "G̃ is proportional to the
square root of 2g (as can be seen in Eq. 2.10 and 2.11, we have "G̃ ∝ 〈〉, and 2g ∝ 〈〉2);
and the mass of gluino and neutralino are determined by Λ.
Λ "g̃ "χ̃01
"G̃ (10
−7 GeV) for different 2g cross section
(TeV) (GeV) (GeV) 0.1, 0.5, 1, 2, 4, 6, 8, 10, 12, 100 m (fb)
100 838 139 1.5, 3.4, 4.9, 6.9, 9.7, 12, 14, 15, 17, 49 2160 ± 20
150 1207 212 4.7, 10, 15, 21, 30, 36, 42, 47, 51, 148 228 ± 2
200 1565 285 10, 22, 32, 45, 64, 78, 90, 100, 110, 318 44.5 ± 0.3
250 1915 358 18, 40, 57, 81, 114, 140, 162, 180, 198, 571 12.6 ± 0.1
300 2260 430 29, 65, 92, 130, 183, 225, 259, 290, 318, 917 4.45 ± 0.03
350 2599 503 43, 96, 136, 193, 273, 334, 386, 430, 473, 1364 1.78 ± 0.01
400 2935 576 61, 136, 192, 271, 384, 470, 543, 610, 665, 1920 0.778 ± 0.005
The MadGraph5_aMC@NLO v2.2.2 generator [113] is used to generate the stan-
dard model background events, including top quark and tt production at next-
to-leading order (NLO) in quantum chromodynamics (QCD), and QCD multijet,
W+ jets,W+ jets, and Z+ jets productions at leading order (LO). sherpa v2.2.4 [146,
147] is used to generate diphoton events, which include Born processes with up
to three additional jets, as well as box-diagram processes at LO precision. The
NNPDF3.0 [119, 120] parton distribution functions (PDFs) are used in the simu-
lated samples. All the generated MC samples are processed with Geant4 [85] to
simulate the interactions of particles with the CMS detector. Pileup interactions are
also simulated and included in each MC event.
This search uses an unprescaled diphoton trigger, which requires two isolated photon
objects with transverse energy greater than 42 and 25 GeV for the leading and
subleading photons. Additional requirements, such as cuts on photon shower shape
variables ('9, f8[8[) and ratio of energies in HCAL and ECAL (H/E), are also
applied on both photon objects in the trigger. The details of these cuts are discussed
in Section 8.2, together with the offline identification criteria for photons.
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8.2 Object reconstruction and identification
Jet, ?missT , and photon objects are used in this search. A particle-flow (PF) al-
gorithm [71] is used to reconstruct all the physics objects in CMS, with details
discussed in Section 4.6.
Jets are reconstructed from PF candidates, clustered with the anti-:T algorithm
with a cone size of 0.4 [74–76]. Jets are required to pass the identification criteria
summarized in Table 7.5 and to have transverse momentum ?T > 30GeV and
|[ | < 3.0. To avoid double counting, jets within a Δ' = 0.3 cone centered on either
of the two leading photon objects are not used in the selection.
The missing transverse momentum ?missT is defined as the negative sum of the trans-
verse momentum of all PF particles reconstructed in an event. To avoid anomalous
high-?missT events from detector noise, all events have a series of filters applied,
which are designed to identify noise from the ECAL, HCAL, and Muon systems.
It is also noteworthy that we realized that there is a particular issue when applying
the noise filters to our GMSB signal models, in the case where one of the signal
photons is produced outside of the ECAL acceptance but within the acceptance of
the other CMS detectors such as the HCAL or Muon system, since the photon can
shower and deposit energy in those systems. Such events yield an isolated energy
object in a single detector, such as only hits in the HCAL but no hit in the ECAL. In
such cases, the designed HCAL (or Muon) noise filter removes those events because
they have the same topological signature as a real HCAL noise event. This is a small
effect for small-lifetime signal models, but for large-lifetime signals up to 10% of
the signal events are removed by such filters.
Photons are reconstructed from the energy deposits in the ECAL, which covers a
fiducial region of |[ | < 1.4442 in the barrel (EB) and 1.566 < |[ | < 2.5 in the
endcaps (EE). The excluded 1.4442 < |[ | < 1.566 region includes two parts, with
1.4442 < |[ | < 1.479 covering the last two crystals at each end of the barrel, and
1.479 < |[ | < 1.566 covering the outer 5 rings of crystals (the first outer ring
of trigger towers) in the endcap. As the photon reconstruction is not optimal in
this transition region between the barrel and endcap, photons in this region are not
considered.
The details of photon energy reconstruction have been discussed in Section 4.3. To
distinguish and select good photons from other objects such as jets and electrons, a
set of requirements are imposed on variables related to the photon showers, isolation,
and signals in other detectors such as the HCAL and tracker. The list of variables
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considered in the photon identification procedure are:
• X9: the energy sum in the 3 × 3 set of crystals centered on the most energetic
crystal in a supercluster (SC), divided by the total energy of the SC. The '9
of good and unconverted photons is very close to 1.0; and the '9 of objects
such as jets is much smaller. A cut on '9 > 0.9 is applied to all photons in
this search.
• 2i(i(: the width of the seed basic cluster of the photon in the [ direction,
computed with weighted crystal [ indices, where the weights are related to
the energy deposited in each crystal, as defined in Eq. 8.1. The distribution of
f8[8[ for photons peaks below 0.01 and the f8[8[ for jets is usually larger than
0.01.
• H/E: the energy deposited in theHCAL in aΔ' = 0.15 cone around the photon
direction, divided by the SC energy measured in the ECAL. For photons, there
is generally no significant energy deposited in the cone in the HCAL, and so
H/E is in general very small.
• ChargedHadPFIso: the scalar ?T sum of all charged hadron PF candidates
in a Δ' = 0.30 cone around the photon direction.
• TrackIso: the scalar ?T sum of all tracks in a Δ' = 0.30 cone around the
photon direction.
• NeutralHadPFIso: the scalar ?T sum of all neutral hadron PF candidates in
a Δ' = 0.30 cone around the photon direction.
• HCALIso: the scalar sum of transverse energy in HCAL deposits in a
Δ' = 0.30 cone around the photon direction.
• PhotonPFIso: the scalar ?T sum of all photon PF candidates in a Δ' = 0.30
cone around the photon direction.
• ECALIso: the scalar sum of transverse energy in ECAL deposits in a
Δ' = 0.30 cone around the photon direction.
• Ymajor: the weighted energy along the semi-major axis of the elliptical photon
shower, as defined by the eigenvalues in Eq. 8.1, where (qq, ([[, and ([q are
the second central moments of the spatial distribution of the energy deposits
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in the ECAL in [-q coordinates, and the logarithmic weight F8 in the equation
is the same as the weight used to calculate the cluster position [148].
• Yminor: the weighted energy along the semi-minor axis of the elliptical photon
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The distributions of the above identification variables for signal photons and fake
photons (from jets) are shown in Figures 8.3 and 8.4. For signal photons, two types
of photon collections are shown: the GED photon and OOT photon. The GED
photon refers to the "general event description" photons, which only collects in-time
photons with a time delay (with respect to a prompt photon from the primary vertex)
smaller than 3 ns. To cover our delayed photon signals, a second photon collection,
called out-of-time (OOT) photons is designed for this search, which collects photons
that are not saved in the GED photon collection.
As shown in these figures, the shapes of the photon ID variable distributions are very
different for GED and for OOT photons. This is especially true for the shower shape
variables, where the OOT (displaced) photons have a non-zero incident angle with
respect to the long axis of the crystal, and thus the EM shower is non-circular and has
a elliptical shape. In addition, when running the reconstruction for OOT photons,
the full particle flow reconstruction is not run on those photons and therefore the
HCAL-related information for those photons is not available, including the H/E
and HCALIso values. Due to the differences between GED and OOT photons,
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different identification criteria are applied to the GED and OOT photons, and these
requirements are optimized separately in order to maximize the signal efficiencies
for in-time and out-of-time signal photons.
Table 8.2 summarizes the full set of photon identification cuts for both GED and
OOT photons used in this search. To compensate for the effects of the energy
deposited due to pileup, all the isolation variables are corrected event by event, by
using the effective pileup transverse momentum density d (median of the energy
density per unit area in the rapidity-azimuth plane) times an effective area (eff , the
area of the isolation region), i.e. the isolation variables are subtracted by the pileup
contribution by deff [149]. These corrections are measured separately for GED
and OOT photons and have different values for different pseudorapidities of the
photons. Table 8.3 summarizes the corresponding effective areas used in this set of
photon identification criteria, which are obtained by fitting the isolation dependency
on the d in with W+jet events. The signal efficiency of the GED (OOT) photon
ID has been measured to be about 65% (80%), while the efficiency for picking up
fake GED (OOT) photons from QCD multijet events has been measured to be about
5% (10%). Figures 8.5, 8.6, 8.7, and 8.8 show the corresponding efficiencies as
a function of the photon ?T, [, and arrival time, from which we can see that the
efficiencies are relatively flat for different values of those variables in all cases.
Table 8.2: Photon identification cuts used in the delayed photon search. All the isolation
variables are d corrected as described in the text.
Variable GED photon ID OOT photon ID
H/E < 0.0269 —
f8[8[ < 0.017 < 0.017
ChargedHadPFIso <0.202
TrackIso — < 2.0 + 0.005996?WT




PhotonPFIso < 2.362 + 0.0047?WT
ECALIso — < 3.0 + 0.007132?WT
(major — < 1.3
As the GED and OOT photons are reconstructed independently with the same
reconstruction algorithm, but just starting from a different seed crystal (GED photon
reconstruction only starts with a seed which has a time smaller than 3 ns, while OOT
photon reconstruction starts with a seed which has a time larger than 3 ns), in most
cases the GED and OOT reconstruction will not select the same photon. But in
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Table 8.3: Effective areas used to correct the isolation variables in the GED and OOT
photon ID procedures.
[ range
GED photon ID OOT photon ID
ChargedHadPFIso NeutralHadPFIso PhotonPFIso TrackIso NeutralHadPFIso ECALIso
|[ | < 1.0 0.0360 0.0597 0.1210 — — —
1.0 < |[ | < 1.479 0.0377 0.0807 0.1107 — — —
|[ | < 0.8 — — — 0.2304 0.0488 0.1555
0.8 < |[ | < 1.479 — — — 0.1969 0.0523 0.1362
rare cases (less than 5%), the reconstructed GED and OOT photon clusters might
partially overlap with each other, i.e. there may be some shared crystals. In such
cases, either one or both of the two clusters is incomplete and is only part of the
full photon cluster. To avoid double counting, a cluster-overlap removal procedure
is applied to the two photon collections. To do this, we put all the GED and
OOT photons together, and compare every pair of photons with one from the GED
collection and one from the OOT collection. If the Δ' between the two photons is
smaller than 0.3, then we consider that the photons are overlapped and we only keep
the photon with the larger ?T, and remove the photon with smaller ?T from the list
of photon objects, before continuing the cluster-overlap procedure.
As mentioned above, the OOT photons are not included in the PF candidate list
because the full particle flow reconstruction is not run on OOT photons. As a result,
if we decide to keep an OOT photon in the above cluster-overlap cleaning procedure,
the ®?T of the OOT photon is subtracted from the ®?missT . For GED photons, if a GED
photon is removed during the cleaning procedure, the ®?T of the GED photon is
added back into ®?missT since it was included in the ®?missT calculation by default.
When we decide to remove an OOT photon or keep a GED photon in the overlap
cleaning, nothing is done to the ®?missT . After this correction for ?missT , the resolution
of the ?missT (measured by the standard deviation of the distribution of the difference
between the reconstructed and the generated ?missT in MC) is improved by about
20%.
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Figure 8.3: Distributions of some photon identification variables for GMSB signal photons
(GED and OOT photons) and fake photons in QCD multijet events. Top row from left to
right: (major, (minor; center row from left to right: '9, H/E; bottom plot is f8[8[ .
Table 8.2 summarizes the full set of photon identification cuts for both GED and
OOT photons used in this search. To compensate for the e ects of the energy
deposited due to pileup, all the isolation variables are corrected event by event, by
using the e ective pileup transverse momentum density d (median of the energy
density per unit area in the rapidity-azimuth plane) times an e ective area ( e  , the
Figure 8.3: Distributions of some photon identification variables for GMSB signal photons
(GED and OOT photons) from a representative point (Λ = 250 TeV and 2g = 2 m) and fake
photons in QCD multijet MC events. Top row from left to right: (major, (minor; center row
from left to right: '9, H/E; bottom plot is f8[8[ .
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Figure 8.4: Distributions of some photon identification variables for GMSB signal photons
(GED and OOT photons) and fake photons in QCD multijet events. Left column from top
to bottom: PhotonPFIso, NeutralHadPFIso, ChargedHadPFIso; right column from top to
bottom: ECALIso, HCALIso, TrackIso.
Figure 8.4: Distributions of some p ton identification variables for GMSB signal photons
(GED and OOT photons) from a representative point (Λ = 250 TeV and 2g = 2 m) and fake
photons in QCD multijet MC events. Left column from top to bottom: PhotonPFIso, Neu-
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Figure 8.5: The GED photon ID signal e ciency as functions of the photon ?T (top-left),
[ (top-right), and arrival time (bottom). The e ciencies are measured using the GMSB ⇤ =
200 TeV signal samples. The denominator is the number of reconstructed (RECO) photons
which are matched to generated (GEN) photons, where a match requires that the RECO and
GEN photon clusters have  ' < 0.3, and   ?T/?GENT < 0.3). The numerator is the number
of such matched photons that pass the corresponding GED photon ID selection criteria. The
e ciency of the cut-flow in the GED photon ID cut sets are shown in the plots, where the
last one (Isolation + f8[8[ + H/E) is the whole set of GED photon ID cuts.
Figure 8.5: The GED photon ID signal efficiency as a function of the photon ?T (top-left),
[ (top-right), and arrival time (bottom). The efficiencies are measured using the GMSB Λ =
200 TeV signal samples. The denominator is the number of reconstructed (RECO) photons
which are matched to generated (GEN) photons, where a match requires that the RECO and
GEN photon clusters have Δ' < 0.3, and Δ?T/?GENT < 0.3. The numerator is the numb r
of such matched photons that pass the corresponding D photon ID selection criteria. The
efficiency of the cut-flow in the GED photon ID cut sets are shown in the plots, where the
last one (Isolation + f8[8[ + H/E) is the whole set of GED photon ID cuts.
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Figure 8.6: GED photon ID background e ciency as functions of the photon ?T (top-left),
[ (top-right), and arrival time (bottom). The e ciencies are measured using QCD MC
signal samples. The denominator is the number of reconstructed (RECO) photons which
have ?T > 70 GeV. The numerator is the number of such photons that pass the corresponding
GED photon ID selection. The e ciency of the cut-flow in the GED photon ID cut sets are
shown in the plots, where the last one (Isolation + f8[8[ + H/E) is the whole set of GED
photon ID cuts.
Figure 8.6: GED photon ID background efficiency as a function of the photon ?T (top-
left), [ (top-right), and arrival time (bottom). The efficiencies are measured using QCDMC
signal samples. The denominator is the number of reconstructed (RECO) photons which
have ?T > 70G V. The numerator is the number of such photons that pass the corresponding
GED photon ID selection. The efficiency of the cut-flow in the GED photon ID cut sets are
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Figure 8.7: OOT photon ID signal e ciency as functions of the photon ?T (top-left), [
(top-right), and arrival time (bottom). The e ciencies are measured using the GMSB ⇤ =
200 TeV signal samples. The denominator is the number of reconstructed (RECO) photons
which are matched to generated (GEN) photons, where we require that the RECO and GEN
photon clusters are matched within  ' < 0.3, and   ?T/?GENT < 0.3. The numerator is
the number of such matched photons that pass the corresponding OOT photon ID selection.
The e ciency of the cut-flow in the OOT photon ID cut sets are shown in the plots, where
the last one (Isolation + f8[8[ + (major) is the whole set of OOT photon ID cuts.
Figure 8.7: OOT photon ID signal efficiency as a function of the photon ?T (top-left), [
(top-right), and arrival time (bottom). The efficiencies are measured using the GMSB Λ =
200 TeV signal samples. The deno inator is the number of reconstructed (RECO) photons
which are matched to generated (GEN) photons, where we r quire that the RECO and G N
photon clusters are matched within Δ' < 0.3, and Δ?T/?GENT < 0.3. The numerator is the
number of such matched photons that pass the corresponding OOT photon ID selection.
The efficiency of the cut-flow in the OOT photon ID cut sets are shown in the plots, where
the last one (Isolation + f8[8[ + (major) is the whole set of OOT photon ID cuts.
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Figure 8.8: OOT photon ID background e ciency as functions of the photon ?T (top-left),
[ (top-right), and arrival time (bottom). The e ciencies are measured using QCD MC
signal samples. The denominator is the number of reconstructed (RECO) photons which
have ?T > 70 GeV. The numerator is the number of such photons that pass the corresponding
OOT photon ID selection. The e ciency of the cut-flow in the OOT photon ID cut sets are
shown in the plots, where the last one (Isolation + f8[8[ + (major) is the whole set of OOT
photon ID cuts.
Figure 8.8: OOT photon ID background efficiency as a function of the photon ?T (top-
left), [ (top-right), and arrival time (bottom). The efficiencies are measured using QCDMC
signal samples. The denominator is the number of reconstructed (RECO) photons which
have ?T > 70GeV. The numerator the number of such phot ns that pass the corresponding
OOT photon ID selection. The efficiency of the cut-flow in the OOT photon ID cut sets are
shown in the plots, where the last one (Isolation + f8[8[ + (major) is the whole set of OOT
photon ID cuts.
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8.3 ECAL timing measurement
This search uses the arrival time of the photon at the ECAL as one of the key
discriminants to extract delayed photon signals from the SM backgrounds.
As mentioned in Section 4.3, each ECAL crystal’s signal output pulse is digitized
into 10 consecutive samples spaced 25 ns apart. Our task is to estimate the time at
which the pulse reaches its maximum amplitude, Cmax. Since the amplitude of each
of the 10 samples depends on the distance from that sample’s time to Cmax as well as
the pulse maximum amplitude, by looking at the ratio of that sample’s amplitude and
the amplitude of its neighboring samples, we can get an estimate of Cmax, which we
denote as Cmax,k ( where the index : denotes the sample bin index in the pulse, which
ranges from 0 to 9). And an uncertainty-weighted average of those 10 estimations,
is defined as the final estimate of the timestamp of that crystal’s signal pulse, which
we denote as C8ECAL (index "8" is the crystal index). A detailed description of the
ECAL timestamp reconstruction, as well as how the Cmax,k is estimated, can be found
in [150].







where 8 is the amplitude of the signal detected by crystal 8, fN8 is the pedestal noise
for crystal 8, and # and  are constants which are determined from a dedicated fit
to the data. As shown in Equation 8.2, there are two main sources of uncertainty
in the ECAL timestamp measurement, the noise term and the constant term, which
are added in quadrature. The noise term is proportional to the noise amplitude and
inversely proportional to the signal amplitude of the channel. The constant term
includes the systematic uncertainty in the above time estimation method and other
effects such as the variation of the depth of the EM shower starting point in the
crystal.
To measure the values of the constants # and  in the above formula, we compare
the time difference (ΔC) of two neighboring crystals that belong to the same EM
shower and have similar energy deposits, specifically by requiring that the ratio of
the two energies be between 0.8 and 1.2. The EM shower is selected from photon
objects with very basic identification requirements to avoid showers from jets. In
addition, to avoid noisy channels and gain switch effects in the readout, we require
the energy deposited in each crystal to be between 1 and 120 GeV. We then fit the
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ΔC distribution with a Gaussian function, and take the fitted f(ΔC) as the resolution.
Different fits are performed in bins of the effective amplitude/noise ratio in the pair







The f(ΔC) is then the sum (in quadrature) of uncertainties of the two timestamps
from the two crystals parameterized in Eq. 8.2, and therefore the f(ΔC) can be







where the uncertainties of the two terms are taken directly from the fit of the f(ΔC)
vs. eff/fN curve.
A detailed study revealed that f(ΔC) depends on whether the two neighboring
crystals belong to the same readout unit (each readout unit consists of a grid of 5×5
crystals) or not, as there is clock jitter among the readout units. We refer to the
f(ΔC) obtained for pairs of crystals in the same readout unit as the intrinsic time
resolution of the crystals, as the inter-unit clock jitter does not enter.
Figure 8.9 shows the result of the single crystal’s timing resolution measurement
obtainedwith the 2016 data. Two additional curves and fitting results are also shown,
which are the measurements of f(ΔC) for two neighboring crystals that belong to
different ECAL readout units, and the combined result that includes both cases: of
two neighboring crystals that belong to the same or different readout units. We can
see that once the clock jitter is included, the combined resolution gets slightly worse.
The constants # and  in Eqn. 8.2 are measured to be # = 31.6 ± 1.2 ns,  =
0.077±0.001 ns for a pair of crystals in the same readout unit, and # = 32.9±1.2 ns,
 = 0.085± 0.001 ns for the combined result. As the clock jitter is not simulated in
the MC simulation, we will take this effect into account when we make corrections
to the MC timestamp in a later step.
From the time resolution of each ECAL crystal (parameterized in Eq. 8.2, with the
values of the constants # and  shown in Figure 8.9), the time resolution of any
ECAL crystal hit can then be estimated given the energy deposited and the pedestal
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Figure 8.9: The resolution of the time difference (f(ΔC)) of two neighboring ECAL
crystals as a function of the effective amplitude/noise ratio of the two crystals (eff/fN).
The measurement is performed in three cases based on whether the two crystals belong to
the same or different ECAL readout (RO) units or a mix of the two cases. The dependence of
f(ΔC) on eff/fN is fitted by the function in Eqn. 8.4, and the results of the fits are shown in
the plot. The top ticks on the x-axis show the approximate ECAL energy deposited (in GeV)
for the corresponding eff/fN, given the average pedestal noise (about 62 MeV) in 2016.
cluster can then be estimated as the resolution-weighted average of the times of all










where C8ECAL is the timestamp of the signal pulse in the crystal andf8 is the resolution
of that timestamp estimated with the method presented above.
For photons from prompt particle decays at the primary vertex, the distribution of
their arrival times peaks at zero, as they are defined with respect to the collision
time (which is given by the LHC clock) minus !/2, where ! is the distance from the
detector center to the photon cluster center, and 2 is the speed of light in vacuum.
The width of this distribution is about 400 ps, and it has several contributions (in
order of importance):
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• The collision time with respect to the time given by the LHC clock. As this
time is not measured directly by CMS with the current detector, this time has
a spread of about 200 ps (given by the beam spot time spread).
• The clock jitter of the ECAL readout unit, which contributes about 150 ps.
• The intrinsic time resolution of each ECAL channel, which corresponds to
Eqn. 8.2 and is typically 100 to 150 ps for high energy hits.
• The fact that the primary vertex position differs from the center of the detector.
This is corrected by replacing ! with the distance from the reconstructed
primary vertex position to the photon cluster position in the above definition
(a time-of-flight correction).
• The intrinsic jitter of the LHC clock, which is very small (sub-10 ps) [151].
As some factors (such as the clock jitter) which affect the ECAL timing (both the
mean value and the resolution) are not fully simulated in MC, the timestamps re-
constructed with the above method are slightly different for the EM shower cluster
in the data and MC. To measure this difference, the mean and standard deviation
of the electron cluster timestamp are measured as a function of the electron energy.
Figure 8.10 shows the result of this measurement for both data and MC electron
clusters. From the plot, we see that the MC timestamp needs to be shifted and
smeared to match the data. The shift and smearing corrections for the MC times-
tamps are applied based on the energy of the EM cluster, using the data and MC
differences shown in Figure 8.10.
8.4 Event selection
Events with at least two photons with ?T larger than 70 and 40 GeV are selected.
Both GED and OOT photons are considered in the selection. The leading photon is
required to be in the barrel region of the ECAL (|[ | < 1.4442), and it has to pass
the ID cuts as listed in Table 8.2. In addition, this photon has to pass '9 > 0.9
and (minor < 0.4 cuts to further suppress fake photons from jets. Furthermore, a
conversion-safe electron veto cut [149] is also applied on this photon to suppress
electrons that are misidentified as photons. The sub-leading photon can be either
in the barrel or endcap region, and only very loose ID cuts (a trigger-like selection)
are applied. The requirement of the presence of two photons rejects the majority
of background events from pp collisions that have a prompt photon, such as QCD


















data MC (data, MC)∆
















data MC (data, MC)∆
CMS Preliminary  (13 TeV)-135.9 fb
Figure 8.10: The mean (left) and standard deviation (right) of the electron cluster times
in the data and MC of 2016, and the difference between the data and MC, in bins of the
electron cluster energy.
In order to suppress non-collisional background events such as hits from beam halo
muon-induced photons in the ECAL, events are also required to have at least three
jets, with each jet having ?T > 30 GeV, |[ | < 3.0 and to pass the tight jet ID criteria,
which is the same jet ID used in the VVV search as described in Section 7.3 and
Table 7.5. The non-collisional background events are likely to produce photons with
non-zero arrival times at the ECAL, which is similar to what our delayed photons
signals would look like.
Table 8.4 summarizes the full set of selections used in this search. The selection
efficiency times acceptance for different GMSB SPS8 signal samples are shown in
Figure 8.11. As expected, the efficiency times acceptance is high for small 2g and
large Λ samples. Photons in those samples have larger probability to be produced
inside the ECAL and the photons are also more boosted due to the large Λ. The
efficiency times acceptance is about 20% (0.15%) for small (large) 2g samples. A
breakdown of this efficiency into steps of cuts mentioned above can be found in
Tables 8.5, 8.6, 8.7, and 8.8 for different signal models.
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Table 8.4: Summary of event selection used in the delayed photon search.
trigger signal trigger as discussed in Section 8.1
leading photon
?T > 70GeV
|[ | < 1.4442






|[ | < 1.4442 or 1.566 < |[ | < 2.5




|[ | < 3.0
Jet ID as discussed in Section 8.2
?missT filters as discussed in Section 8.2
Table 8.5: Event selection cut-flow efficiency for GMSBSPS8 signal samples of cg = 10 cm
and varying Λ (unit of efficiency: %; unit of Λ : TeV).
selection Λ = 100 Λ = 200 Λ = 300 Λ = 400
- 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00
+ Signal Trigger 62.46 ± 0.33 61.78 ± 0.31 62.42 ± 0.32 65.13 ± 0.32
+ 1st Photon ?T and [ cut 59.32 ± 0.31 61.13 ± 0.31 62.23 ± 0.32 65.05 ± 0.32
+ 1st Photon ID 21.98 ± 0.16 31.22 ± 0.20 38.93 ± 0.23 43.35 ± 0.25
+ 1st Photon Electron Veto 20.51 ± 0.16 29.44 ± 0.19 36.80 ± 0.22 40.85 ± 0.24
+ nJets≥ 3 17.75 ± 0.15 22.50 ± 0.16 27.29 ± 0.19 30.15 ± 0.19
+ ?missT filters 17.61 ± 0.14 22.26 ± 0.16 27.02 ± 0.18 29.82 ± 0.19
+ 2nd Photon ?T and [ cut 16.20 ± 0.14 21.04 ± 0.16 25.74 ± 0.18 28.61 ± 0.19
+ 2nd Photon ID 12.23 ± 0.12 17.33 ± 0.14 22.58 ± 0.16 25.29 ± 0.17
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Figure 8.11: Selection efficiency times acceptance for GMSB SPS8 signal models of
different 2g and Λ. The x-axis is the Λ of the signal sample, and different curves are for
different values of 2g of the signal sample.
Table 8.6: Event selection cut-flow efficiency for GMSB SPS8 signal samples of cg =
100 cm and varying Λ (unit of efficiency: %; unit of Λ : TeV).
selection Λ = 100 Λ = 200 Λ = 300 Λ = 400
- 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00
+ Signal Trigger 35.62 ± 0.15 40.39 ± 0.19 45.26 ± 0.21 48.79 ± 0.23
+ 1st Photon ?T and [ cut 33.15 ± 0.15 39.71 ± 0.19 44.96 ± 0.21 48.63 ± 0.23
+ 1st Photon ID 11.07 ± 0.08 18.28 ± 0.11 24.87 ± 0.14 28.08 ± 0.16
+ 1st Photon Electron Veto 9.63 ± 0.07 16.58 ± 0.11 22.86 ± 0.13 25.96 ± 0.15
+ nJets≥ 3 8.10 ± 0.06 12.21 ± 0.09 16.48 ± 0.11 18.67 ± 0.13
+ ?missT filters 7.64 ± 0.06 11.58 ± 0.09 15.72 ± 0.11 17.68 ± 0.12
+ 2nd Photon ?T and [ cut 6.83 ± 0.06 10.76 ± 0.08 14.84 ± 0.10 16.90 ± 0.12
+ 2nd Photon ID 5.09 ± 0.05 8.71 ± 0.07 12.75 ± 0.09 14.40 ± 0.11
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Table 8.7: Event selection cut-flow efficiency for GMSB SPS8 signal samples of cg =
1000 cm and varying Λ (unit of efficiency: %; unit of Λ : TeV).
selection Λ = 100 Λ = 200 Λ = 300 Λ = 400
- 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00
+ Signal Trigger 10.05 ± 0.12 10.17 ± 0.10 11.20 ± 0.11 12.44 ± 0.12
+ 1st Photon ?T and [ cut 9.01 ± 0.11 9.66 ± 0.10 10.79 ± 0.10 12.14 ± 0.12
+ 1st Photon ID 2.42 ± 0.05 3.57 ± 0.06 5.14 ± 0.07 6.01 ± 0.08
+ 1st Photon Electron Veto 1.118 ± 0.040 2.145 ± 0.046 3.26 ± 0.05 3.81 ± 0.06
+ nJets≥ 3 0.914 ± 0.036 1.474 ± 0.038 2.044 ± 0.045 2.34 ± 0.05
+ ?missT filters 0.867 ± 0.035 1.390 ± 0.037 1.895 ± 0.043 2.158 ± 0.049
+ 2nd Photon ?T and [ cut 0.732 ± 0.032 1.204 ± 0.034 1.656 ± 0.041 1.964 ± 0.047
+ 2nd Photon ID 0.504 ± 0.026 0.928 ± 0.030 1.346 ± 0.036 1.563 ± 0.042
Table 8.8: Event selection cut-flow efficiency for GMSB SPS8 signal samples of cg =
10000 cm and varying Λ (unit of efficiency: %; unit of Λ : TeV).
selection Λ = 100 Λ = 200 Λ = 300 Λ = 400
- 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00
+ Signal Trigger 6.32 ± 0.06 5.65 ± 0.07 5.345 ± 0.049 6.00 ± 0.05
+ 1st Photon ?T and [ cut 5.59 ± 0.06 5.19 ± 0.06 4.991 ± 0.047 5.71 ± 0.05
+ 1st Photon ID 1.425 ± 0.031 1.668 ± 0.038 2.208 ± 0.031 2.849 ± 0.037
+ 1st Photon Electron Veto 0.265 ± 0.013 0.437 ± 0.019 0.573 ± 0.015 0.732 ± 0.018
+ nJets≥ 3 0.234 ± 0.012 0.287 ± 0.015 0.301 ± 0.011 0.370 ± 0.013
+ ?missT filters 0.231 ± 0.012 0.285 ± 0.015 0.295 ± 0.011 0.364 ± 0.013
+ 2nd Photon ?T and [ cut 0.180 ± 0.011 0.231 ± 0.014 0.239 ± 0.010 0.291 ± 0.011
+ 2nd Photon ID 0.125 ± 0.009 0.162 ± 0.011 0.191 ± 0.009 0.233 ± 0.010
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8.5 Background estimation
The missing transverse momentum ?missT and photon arrival time CW are used as
the final discriminating variables to distinguish signal from background using an
ABCD method as described below. With the ABCD method, only observed data
and simulated signal samples are needed to estimate the background yield, avoiding
issues from the fact that some backgrounds which contribute to events with time
delayed photons are not simulated, such as photons from satellite bunches which are
spaced about 2.5 ns apart from the main bunches. Events are first divided into four
bins in the 2D plane of ?missT and CW (rectangular binning), which we refer to as bin A,
B, C and D, where bin A has low ?missT and low CW, bin B has high ?
miss
T and low CW,
bin C has high ?missT and high CW, and bin D has low ?
miss
T and high CW, as illustrated
in Figure 8.12. As we will demonstrate later, the ?missT and CW are uncorrelated for
the backgrounds that pass our selection. As a result, the backgrounds in bin C can
be estimated by BkgB × BkgD/BkgA. The sum of signal and background events in
the four bins (NA, NB, NC, ND) can be expressed as:
NA = BkgA + ` × SigA (8.6)
NB = 21 × BkgA + ` × SigB
NC = 21 × 22 × BkgA + ` × SigC
ND = 22 × BkgA + ` × SigD,
where:
• BkgA is the background yield in bin A (unknown);
• 21 is the ratio between the backgrounds in B and A, and 22 is the ratio between
the backgrounds in D and A (unknown);
• ` is the overall signal strength (unknown);
• SigA, SigB, SigC, and SigD are the predicted signal yields in bins A, B, C and
D (taken directly from signal MC).
A fit with input from the observed data and expected signal yields in the four bins









Figure 8.12: Illustration of four bins A, B, C and D dividing the CW and ?missT 2D plane.
The boundaries X and Y are optimized for different signal models.







Constraints(f9 , f̂9 ) (8.7)
where Obs8 is the observed events in each of the four bins, and f9 are the nui-
sance parameters for systematic uncertainties with either Gaussian or log normal
constraints.
An important precondition of using the ABCD method is to make sure that ?missT
and CW are uncorrelated and independent for background events. For non-collisional
backgrounds, such as from beam halo or cosmic ray muons, the events are usually
enriched in the large ?missT and large CW region, which results in a highly correlated 2D
distribution of ?missT and CW. However, those backgrounds are reduced to a negligible
level by the number of jet and number of photons requirements. The dominant
backgrounds come from pp collisions, for which the ?missT and CW are uncorrelated
and the CW distributions are the same for low ?
miss
T and high ?
miss
T events.
To verify that the ?missT and CW are uncorrelated and independent, two control regions
(CR) are defined, QCD CR and W + jets CR, where each of them is defined in the
same way as the signal region, but with one cut inverted. The W + jets CR is defined
by inverting the number of jets required (nJets < 3), and the QCD CR is defined by
inverting the photon ID requirement on the leading photon. For the events in the
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two control regions, we measure the Pearson correlation coefficient between ?missT
and CW (the covariance of the two variables divided by the product of their standard
deviations), and find that the correlation coefficients are below 1% in both cases,
even for events in the large time regions. In addition, we also see that the CW shapes
are the same for different ?missT values, as shown in Figure 8.13.
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Figure 8.13: Distribution of CW for events with different ?missT , from the data in the control
regions W + jets CR (left) and QCD CR (right). All the distributions are normalized to have
an integral of 1 in order to compare the shapes of the different curves.
With the four bins A, B, C and D defined above, the delayed photon signals will be
enriched in bin C, i.e. the bin with large ?missT and large CW. Because different signal
models with different 2g and Λ have different CW and ?
miss
T distributions, the optimal
binning to define the four bins (i.e. the time split and ?missT split) are different. The
?missT and CW boundaries that define the four bins A, B, C and D are chosen to yield
the optimal expected sensitivity. For each signal model of a given Λ and 2g, we
scan over all the combinations of the following ?missT and CW splits:
• ?missT split candidates: 50, 100, 150, 200, 300, 500, 1000 GeV;
• CW split candidates: 0, 0.5, 1.0, 1.5, 2.0, 3.0, 5.0 ns.
For each ?missT and CW split combination candidate, we take the expected signal yields
in bins A, B, C and D from signal MC, and the expected background yield in the four
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bins from data, in a blinded way. First of all, as bin A is the least sensitive bin and
the signal-to-background ratio in bin A is too small, we directly take the observed
events in bin A, #A, as the predicted background in bin A. The backgrounds in the
other three bins (B, C, and D) are then estimated based on #A and the weighted
ratio AB/A between the high ?
miss
T and low ?
miss
T bins, or the ratio AD/A between the
high CW and low CW bins, where the weights are obtained from ?
miss
T and CW template
shapes, respectively. The ?missT and CW template shapes are obtained from the data
in a signal-depleted CW or ?
miss
T region, where the regions are defined respectively as
|CW | < 1 ns or ?missT < 100GeV.
From those templates, we obtain the ratios AB/A (AD/A) by dividing the number of
events with ?missT (CW) larger than the ?
miss
T (CW) split candidate by the number of
events with ?missT (CW) smaller than the ?
miss
T (CW) split candidate. Figure 8.14 shows
the CW and ?
miss
T templates and also the ratios AB/A and AD/A for some representative
?missT and CW split candidates. The background estimates in bins B, C, and D are
then calculated as #AAB/A, #AAB/AAD/A, and #AAD/A, respectively. The expected
95% upper limit on the signal strength is then calculated based on the signal and
background estimates, and the optimal ?missT and CW split combination is chosen from
the one which gives the best expected upper limit on the signal strength for that
signal model. It turns out that the optimal ABCD binning boundaries for similar
signals with similar 2g or Λ are the same or very close to each other. To simplify
the analysis, we choose the same binning boundary for similar signal models, as
summarized in Table 8.9. As we can see from the table, the CW split is small for
small 2g signal models, as those signals have smaller CW, and the ?
miss
T split is small
for small Λ signal models, as the ?T of the neutrinos are smaller for those signals.
Table 8.9: Optimal ABCD binning boundaries for different signal models.
2g (m) Λ (TeV) ?missT split ( GeV) CW split (ns)
≤ 0.1 any 250 0.0
> 0.1 ≤ 300 100 1.5
> 0.1 > 300 150 1.5
8.6 Systematic uncertainties
The dominant uncertainty in this search comes from the ABCD fit. The optimized
ABCD binnings shown in Table 8.9 yield zero or very few observed events in the
most sensitive bin (bin C). Performing a fit with few expected signal events and
near-zero background predictions is very challenging, and leads to a large statistical
200
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Figure 8.14: CW (left) and ?missT (right) templates derived from the data using the signal
selection: for the CW template, events are selected with ?
miss
T < 100GeV; for the ?
miss
T
templates, events are selected with |CW | < 1ns. Also shown in the plots are the estimates of
the ratio of the number of events in bin B divided by the number in bin A (AB/A) and the
corresponding ratio for bins D and A (AD/A), for different CW and ?
miss
T splits. These ratios
are used to predict the number of events in bins B, D, and C given the number of events in
bin A.
uncertainty.
There are several subdominant effects that affect the signal predictions from sim-
ulation in each of the four bins A, B, C, and D. The effects include those which
affect the overall signal normalization in each of the four bins such as the integrated
luminosity uncertainty, and those which affect the event migration among the four
bins. The latter category includes effects which might change the ?missT or CW shapes,
such as the timing correction in MC, the energy scale and resolution of the photon
and jet measurements, and the trigger and photon ID efficiencies along with the cor-
responding uncertainties. For all cases that affect the ?missT or CW shapes, dedicated
measurements are performed to evaluate the data and MC differences; the resulting
corrections are then applied to all simulated signal events, and the corresponding
uncertainties are propagated to the signal yield predictions as uncertainties in the
?missT or CW shapes. For example, the photon and jet energy scale and resolution
and the trigger and ID efficiency uncertainties are applied to the ?missT shape uncer-
tainties, and the MC time correction uncertainties (in the shift correction and the
201
resolution correction) are applied to the CW shape uncertainty.
The background predictionmethod relies on the independence of ?missT and CW, which
has been verified by checking the CW shape for different ?
miss
T values, as shown in
Figure 8.13. An additional systematic uncertainty on the background prediction has
been evaluated to account for any additional dependence between the two variables.
In order to do this, we look at the number of observed events in bins A, B, C, and
D in the QCD and W + jets control regions (CRs): #CRA , #CRB , #CRC , and #CRD . If
?missT and CW are independent, we know that the predicted observed events in bin C




D /#CRA . We then compare #CRC with
#
CR,pred
A for all binning options in Table 8.9 in both the QCD and W + jets CRs. It has
been found that for 2g ≤ 0.1 m binning, the difference of #CRC and #CR,predA is about
2%. But for 2g > 0.1 m binning, the statistics in bin C can be too small, leading
to a difference of nearly 100% (i.e. there are cases where 0 ∼ #CRC < #CR,predA ).
Because of this observation, we decided to assign a 2% (90%) uncertainty on the
background prediction in bin C for 2g ≤ 0.1 m (2g > 0.1 m) models.
A summary of the systematic uncertainties for both the signal and background
predictions and the typical values of the uncertainties are shown in Table 8.10.
Table 8.10: Summary of systematic uncertainties in the delayed photon search. Also
included are notes on whether each source affects the signal yields (Sig) or the background
(Bkg) estimates, and to which bins each uncertainty applies.
source Sig/Bkg Bins uncertainty
Integrated luminosity Sig A,B,C,D 2.5%
Photon energy scale Sig A,B,C,D 1%
Photon energy resolution Sig A,B,C,D 1%
Jet energy scale Sig A,B,C,D 1.5%
Jet energy resolution Sig A,B,C,D 1.5%
Photon time bias Sig A,B,C,D 1.5%
Photon time resolution Sig A,B,C,D 0.5%
Trigger efficiency Sig A,B,C,D 2%
Photon identification Sig A,B,C,D 2%
Closure in bin C (2g ≤ 0.1 m) Bkg C 2%
Closure in bin C (2g > 0.1 m) Bkg C 90%
8.7 Results
As discussed in Section 8.5, the signal and background yields are estimated from a
fit to the observed data in bins of ?missT and CW. Figure 8.15 shows the ?
miss
T and CW
distributions after event selection for both the observed data and the signal MC. The
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plots show that both the ?missT and CW shapes are very different for the signal versus the
data (which has been proven to consist mainly of backgrounds, as described below),
while the ?missT (CW) shapes for different CW (?
miss
T ) regions are almost identical in the
data. This further proves that it is valid to use the ABCD method discussed above
to fit the signal and background yields with these two variables.
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Figure 8.15: The ?missT (left) and CW (right) distributions after the event selection, shown
for the data and for a representative signal benchmark (GMSB: Λ = 200TeV, 2g = 2m).
The ?missT distribution for data is separated into events with CW ≥ 1 ns (blue) and CW < 1
ns (red), scaled to match the total number of events with CW ≥ 1 ns. The CW distribution
for data is separated into events with ?missT ≥ 100GeV (blue, darker) and ?missT < 100GeV
(red, lighter), scaled to match the total number of events with ?missT ≥ 100GeV. The signal
(black, dotted) is shown in the left plot only for events with CW ≥ 1 ns, and in the right plot
only for events with ?missT ≥ 100GeV. The entries in each bin are normalized by the bin
width. The horizontal bars on data indicate the bin boundaries. The last bin in each plot
includes overflow events.
From these distributions, we count the number of events in bins A, B, C, and D,
for each of the signal models, as summarized in Tables 8.11, 8.12, 8.13, 8.14, 8.15,
and 8.17 which show the signal yields estimated from the MC simulation (pre-fit).
As shown, the expected signal yields in the each of the four bins decrease as the
2g of the signal model increases (because of decreasing acceptance) or as the Λ
of the signal model increases (because of a decreasing production cross section).
Table 8.18 shows the observed data compared to the background-only fit yields
in bins A, B, C and D. No statistically significant excess or deficit relative to the
background expectation is observed in any of the bins.
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The observed data is then used to perform the signal+background fit for each signal
model to obtain the post-fit background and signal yields, and the fit results are
interpreted as the upper limits on the cross sections of signal production for various
Λ and 2g parameter points in the GMSB SPS8 scenario.
Themodified frequentist criterionCLs [152–154]with the profile likelihood ratio test
statistic determined by toy experiments is used to evaluate the observed and expected
upper limits at the 95% confidence level on the signal production cross sections. In
the toy experiments, we evaluate the confidence level to exclude different injected
signal strengths A , the ratio of the measured to the predicted signal production cross
section. The exclusion limit on A is taken where the 95% confidence level is reached,
which corresponds to CLs = 0.05.
As an example, Figure 8.16 shows the CLs value as a function of the signal strength
A obtained from toy experiments (10000 toys) for the expected and observed limits
for a representative signal point (Λ = 350 TeV, 2g = 2 m). The corresponding 95%
confidence level upper limits are taken from such plots.
Summary plots of the observed and expected 95% confidence level upper limits on
the signal production cross section as a function of the mass of the neutralino (which
is linearly related to Λ) for signal models with different values of 2g are shown in
Figures 8.17 and 8.18. Also shown in these plots is the theoretical cross section,
which decreases exponentially as a function of the neutralino mass. Signal models
with an observed upper limit cross section smaller than the theoretical cross section
are excluded at the 95% confidence level.
Figure 8.19 shows the upper limits on the cross section in the 2D plane of Λ versus
2g. Also shown in Figure 8.19 are the exclusion boundaries in the 2D plane of Λ
versus 2g from this search, and the exclusion boundaries from previous ATLAS and
CMS searches. It can be seen that with 35.9 fb−1 data taken from 2016, models with
neutralino masses up to 300, 425, 250, and 200 GeV are excluded for neutralino
2g of 0.1, 1, 10, and 100 m, respectively. The result is much better than the CMS
Run 1 result, and similar to the 20.3 fb−1 result from the ATLAS Run 1 search, with
slightly more exclusion power than the ATLAS result in the large 2g region.
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Table 8.11: Signal yield prediction (pre-fit) in the bins A, B, C, and D estimated from signal
MC after event selection for the GMSB SPS8 Λ = 100TeV models with varying cg. See
Table 8.9 for the CW-?
miss
T splits for each signal point.
cg ( cm) Yield in Bin A Yield in Bin B Yield in Bin C Yield in Bin D
10 2200 ± 43 928 ± 27 1746 ± 38 4590 ± 63
50 1600 ± 27 4590 ± 47 141 ± 8 88 ± 6
100 1012 ± 21 2638 ± 35 180 ± 9 106 ± 7
200 469 ± 19 1416 ± 33 152 ± 11 72 ± 8
400 230 ± 13 703 ± 23 86 ± 8 39 ± 6
600 130 ± 10 485 ± 19 76 ± 8 20.3 ± 3.9
800 83.3 ± 4.6 361 ± 10 47.7 ± 3.5 15.4 ± 1.9
1000 64 ± 8 286 ± 17 31 ± 6 12.2 ± 3.6
1200 54 ± 7 248 ± 13 30.8 ± 4.9 18.9 ± 3.8
10000 14.8 ± 2.8 85 ± 7 1.1 ± 0.8 1.2 ± 0.8
Table 8.12: Signal yield prediction (pre-fit) in bins A, B, C, and D estimated from signal
MC after event selection for GMSB SPS8 Λ = 150TeV and varying cg. See Table 8.9 for
the CW-?
miss
T splits for each signal point.
cg ( cm) Yield in Bin A Yield in Bin B Yield in Bin C Yield in Bin D
10 220.2 ± 4.3 139.8 ± 3.4 293.7 ± 4.9 506 ± 7
50 164.9 ± 2.9 618.4 ± 5.8 42.2 ± 1.4 14.9 ± 0.8
100 100.8 ± 2.2 373.2 ± 4.3 50.7 ± 1.5 19.3 ± 0.9
200 52.1 ± 2.0 189.9 ± 4.0 37.0 ± 1.7 15.6 ± 1.1
400 20.3 ± 1.3 86.7 ± 2.7 18.9 ± 1.2 7.3 ± 0.8
600 13.9 ± 1.0 57.2 ± 2.1 15.3 ± 1.1 5.0 ± 0.6
800 8.3 ± 0.8 43.3 ± 1.9 11.1 ± 0.9 2.87 ± 0.48
1000 5.3 ± 0.6 35.6 ± 1.7 9.7 ± 0.8 3.2 ± 0.5
1200 4.9 ± 0.7 31.2 ± 1.8 8.2 ± 0.9 2.29 ± 0.48
10000 1.33 ± 0.22 9.7 ± 0.6 1.19 ± 0.21 0.19 ± 0.08
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Table 8.13: Signal yield prediction (pre-fit) in bins A, B, C, and D estimated from signal
MC after event selection for GMSB SPS8 Λ = 200TeV and varying cg. See Table 8.9 for
the CW-?
miss
T splits for each signal point.
cg ( cm) Yield in Bin A Yield in Bin B Yield in Bin C Yield in Bin D
10 45.4 ± 0.8 37.0 ± 0.7 83.1 ± 1.1 111.3 ± 1.3
50 30.30 ± 0.47 161.0 ± 1.1 16.10 ± 0.34 3.43 ± 0.15
100 20.20 ± 0.42 96.3 ± 0.9 18.10 ± 0.40 4.54 ± 0.20
200 10.75 ± 0.41 48.7 ± 0.8 13.93 ± 0.47 3.68 ± 0.24
400 4.19 ± 0.27 23.7 ± 0.6 7.87 ± 0.38 1.75 ± 0.18
600 2.39 ± 0.19 15.7 ± 0.5 5.42 ± 0.29 1.21 ± 0.13
800 1.63 ± 0.16 11.20 ± 0.42 3.98 ± 0.25 0.87 ± 0.11
1000 1.32 ± 0.14 9.02 ± 0.37 3.45 ± 0.23 0.76 ± 0.10
1200 1.20 ± 0.14 7.44 ± 0.35 2.76 ± 0.21 0.61 ± 0.10
10000 0.23 ± 0.05 2.04 ± 0.17 0.31 ± 0.06 0.049 ± 0.026
Table 8.14: Signal yield prediction (pre-fit) in bins A, B, C, and D estimated from signal
MC after event selection for GMSB SPS8 Λ = 250TeV and varying cg. See Table 8.9 for
the CW-?
miss
T splits for each signal point.
cg ( cm) Yield in Bin A Yield in Bin B Yield in Bin C Yield in Bin D
10 12.3 ± 0.23 13.93 ± 0.25 34.29 ± 0.4 31.58 ± 0.39
50 7.89 ± 0.13 56.50 ± 0.39 7.23 ± 0.13 1.19 ± 0.05
100 5.45 ± 0.10 34.10 ± 0.25 8.53 ± 0.12 1.39 ± 0.05
200 2.67 ± 0.11 16.91 ± 0.28 6.21 ± 0.16 1.09 ± 0.07
400 1.17 ± 0.07 7.77 ± 0.18 3.41 ± 0.12 0.71 ± 0.05
600 0.62 ± 0.05 5.08 ± 0.15 2.47 ± 0.10 0.335 ± 0.039
800 0.483 ± 0.046 3.92 ± 0.13 1.88 ± 0.09 0.269 ± 0.034
1000 0.338 ± 0.039 3.10 ± 0.11 1.34 ± 0.07 0.231 ± 0.032
1200 0.352 ± 0.040 2.53 ± 0.10 1.30 ± 0.07 0.180 ± 0.028
10000 0.062 ± 0.010 0.612 ± 0.031 0.149 ± 0.015 0.0112 ± 0.0043
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Table 8.15: Signal yield prediction (pre-fit) in bins A, B, C, and D estimated from signal
MC after event selection for GMSB SPS8 Λ = 300TeV and varying cg. See Table 8.9 for
the CW-?
miss
T splits for each signal point.
cg ( cm) Yield in Bin A Yield in Bin B Yield in Bin C Yield in Bin D
10 3.91 ± 0.08 6.27 ± 0.10 15.84 ± 0.17 10.08 ± 0.13
50 2.390 ± 0.040 23.20 ± 0.13 3.260 ± 0.047 0.370 ± 0.015
100 1.620 ± 0.037 14.20 ± 0.11 4.05 ± 0.05 0.440 ± 0.019
200 0.851 ± 0.038 6.86 ± 0.11 2.89 ± 0.07 0.366 ± 0.024
400 0.359 ± 0.024 3.27 ± 0.07 1.62 ± 0.05 0.202 ± 0.018
600 0.219 ± 0.019 2.09 ± 0.05 1.124 ± 0.043 0.124 ± 0.014
800 0.162 ± 0.016 1.54 ± 0.05 0.799 ± 0.036 0.129 ± 0.014
1000 0.146 ± 0.015 1.253 ± 0.044 0.667 ± 0.032 0.086 ± 0.011
1200 0.057 ± 0.009 0.994 ± 0.040 0.583 ± 0.030 0.060 ± 0.009
10000 0.0167 ± 0.0034 0.221 ± 0.012 0.065 ± 0.0060 0.0037 ± 0.0016
Table 8.16: Signal yield prediction (pre-fit) in bins A, B, C, and D estimated from signal
MC after event selection for GMSB SPS8 Λ = 350TeV and varying cg. See Table 8.9 for
the CW-?
miss
T splits for each signal point.
cg ( cm) Yield in Bin A Yield in Bin B Yield in Bin C Yield in Bin D
10 1.311 ± 0.029 2.814 ± 0.043 7.78 ± 0.07 3.76 ± 0.05
50 1.700 ± 0.022 9.38 ± 0.05 1.410 ± 0.020 0.250 ± 0.008
100 1.140 ± 0.019 5.780 ± 0.044 1.660 ± 0.023 0.370 ± 0.010
200 0.568 ± 0.019 2.810 ± 0.043 1.248 ± 0.028 0.267 ± 0.013
400 0.246 ± 0.012 1.305 ± 0.029 0.706 ± 0.021 0.145 ± 0.009
600 0.144 ± 0.010 0.813 ± 0.023 0.497 ± 0.018 0.098 ± 0.008
800 0.113 ± 0.008 0.636 ± 0.020 0.408 ± 0.016 0.086 ± 0.007
1000 0.081 ± 0.007 0.488 ± 0.017 0.298 ± 0.013 0.070 ± 0.006
1200 0.060 ± 0.006 0.402 ± 0.016 0.238 ± 0.012 0.0335 ± 0.0046
10000 0.0143 ± 0.0020 0.106 ± 0.005 0.0311 ± 0.0030 0.0050 ± 0.0012
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Table 8.17: Signal yield prediction (pre-fit) in bins A, B, C, and D estimated from signal
MC after event selection for GMSB SPS8 Λ = 400TeV and varying cg. See Table 8.9 for
the CW-?
miss
T splits for each signal point.
cg ( cm) Yield in Bin A Yield in Bin B Yield in Bin C Yield in Bin D
10 0.494 ± 0.011 1.392 ± 0.020 3.826 ± 0.035 1.359 ± 0.020
50 0.610 ± 0.009 4.370 ± 0.025 0.710 ± 0.009 0.0948 ± 0.0036
100 0.420 ± 0.009 2.650 ± 0.023 0.820 ± 0.012 0.120 ± 0.0049
200 0.223 ± 0.007 1.367 ± 0.020 0.617 ± 0.013 0.104 ± 0.005
400 0.091 ± 0.005 0.638 ± 0.013 0.363 ± 0.010 0.0619 ± 0.0041
600 0.0557 ± 0.0039 0.404 ± 0.010 0.241 ± 0.008 0.0375 ± 0.0032
800 0.0359 ± 0.0031 0.281 ± 0.008 0.183 ± 0.007 0.0278 ± 0.0027
1000 0.0311 ± 0.0031 0.232 ± 0.008 0.149 ± 0.006 0.0242 ± 0.0027
1200 0.0254 ± 0.0026 0.196 ± 0.007 0.123 ± 0.005 0.0131 ± 0.0019
10000 0.0048 ± 0.0008 0.0414 ± 0.0023 0.0174 ± 0.0015 0.0020 ± 0.0005
Table 8.18: Observed number of events (#obs) and predicted background yields from the
background-only fit (#post−fitbkg ) in bins A, B, C, and D in data for the different CW and ?
miss
T
bin boundaries summarized in Table 8.9. Uncertainties in the #post−fitbkg values are the postfit
uncertainties. The propagation of the systematic uncertainties is handled during the fit, and
therefore they are included in the postfit uncertainties.
Bin boundary





#obs 16 139 41 62 18 826
#
post−fit
bkg 16 130 ± 110 47.5 ± 4.8 55.6 ± 5.6 18 830 ± 130
(1.5, 100)
#obs 33 760 1302 1 5
#
post−fit
bkg 33 760 ± 160 1303 ± 37 0.29 ± 0.28 5.7 ± 2.2
(1.5, 150)
#obs 34 595 467 0 6
#
post−fit
bkg 34 600 ± 170 467 ± 22 0.08 ± 0.08 5.9 ± 2.3
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Target CLs: 0.05 (95%)
CMS preliminary
35.9 fb-1 (13TeV)
Figure 8.16: CLs as a function of signal strength A obtained from toy experiments for the
median expected limit (left plot) and the observed limit (right plot) for an example signal
model (Λ = 350TeV and 2g = 200cm). The 95% confidence level upper limit on the signal
strength is taken as the x-axis value where the y-axis is equal to 0.05.
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Figure 8.16: The observed and expected 95% CL limits on the GMSB SPS8 signal produc-
tion cross section, together with the theoretical signal production cross section, as a function
of neutralino mass, for neutralino signals with di erent 2g. The corresponding 2g of the
signal for each plot are: 10 cm (top-left), 50 cm (top-right), 100 cm (bottom-left), and 200
cm (bottom-right).
Figure 8.17: The observed and expected 95% confidence level upper limits on the GMSB
SPS8 signal production cross section, together with the theoretical signal production cross
ction, as a function of the neutralin mass, for neutralino signals with different 2g. The
corresponding 2g of the signal for each plot are: 10 cm (top-left), 50 cm (top-right), 100 cm
(bottom-left), and 200 cm (bottom-right).
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Figure 8.17: The observed and expected 95% CL limits on the GMSB SPS8 signal produc-
tion cross section, together with the theoretical signal production cross section, as a function
of neutralino mass, for neutralino signals with di erent 2g. The corresponding 2g of the
signal for each plot are: 400 cm (top-left), 600 cm (top-right), 800 cm (center-left), 1000
cm (center-right), and 1200 cm (bottom).
Figure 8.18: The observed and expected 95% confidence level upper limits on the GMSB
SPS8 signal production cross section, together with the theoretical signal production cross
section, as a function of neutralino mass, for neutralino signals with different 2g. The
corresponding 2g of the signal for each plot are: 400 cm (top-left), 600 cm (top-right), 800
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Figure 8.19: Upper plot: the color map shows the observed 95% confidence level upper
limit on the signal cross section as a function of the Λ (or neutralino mass) and 2g of the
signal models; the solid and dashed curves show the exclusion boundary in the 2g versus Λ
2D plane. Lower plot: the exclusion boundary from this search compared to the exclusion
boundaries from the previous ATLAS and CMS searches in the 2g vs Λ 2D plane.
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C h a p t e r 9
RESULTS OF A COMBINED SEARCH WITH 2016 AND 2017
DATA
A similar searchwith 2017 data was performed using a very similar analysis strategy,
event selection, and background estimation methods.
In the search with the 2017 data, a dedicated single photon trigger was developed
and used. The dedicated trigger selects one photon with ?T > 60 GeV, and uses
relatively tight cuts on the photon ID in the trigger, including a tighter cut (compared
to the 2016 trigger) on the shower shape f8[8[, and additional cuts on the shower
shape variables (major and (minor. In addition, the scalar sum of the ?T of all jets
(HT) is required to be greater than 350 GeV in the trigger.
Due to the difference in the triggers, slightly different selections are applied to the
2016 and 2017 searches. In 2017, events are divided into 2 categories, the single
photon category and diphoton category. The 2017 diphoton category has the same
selection on photons as the selection used for the 2016 data: requiring the presence
of at least two photons with ?T greater than 70/40 GeV. The 2017 single photon
category includes events that do not enter the diphoton category, and the event has
to have at least one photon with ?T greater than 70 GeV. In addition, the 2017
photon ID is slightly tighter than the 2016 photon ID, due to tighter cuts applied in
the 2017 trigger. In addition, a cut of HT> 400 GeV is also applied to the 2017
events to match the cut in the trigger.
For comparison, Figures 9.1 and 9.2 show the upper limits on the cross section
from the different searches and categories: 2016 (diphoton), 2017 single photon,
and 2017 diphoton. The corresponding 2D exclusion region from these categories
are shown in Figure 9.3. As we can see from those plots, the results from the 2016
search and the 2017 diphoton category are very similar. They are both much better
than the 2017 single photon category in the small 2g region, due to the much better
background suppression with the two photon selection. In the larger 2g region,
the single photon category is better than the diphoton category due to the higher
acceptance.
These results (2016, 2017 single photon category, 2017 diphoton category) are then
combined, with most of the systematic uncertainties (except the uncorrelated trigger
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efficiency uncertainty between 2016 and 2017) fully correlated due to the same
method being used in the measurements. Figure 9.4 shows the upper limits on the
cross section and the exclusion region in the 2g versusΛ 2D plane. The combination
of the 2016 and 2017 searches gives a much better result compared to the previous
ATLAS and CMS results, at all values of 2g and Λ.
In summary, a search for long-lived particles (neutralinos) decaying to delayed
photons is performed using pp collision data taken during 2016, corresponding
to an integrated luminosity of 35.9 fb−1. The search makes use of CMS ECAL
timing measurements, which have a typical time precision of about 100-150 ps for
a single high energy crystal hit, and a 300 to 400 ps time resolution for an electron
or photon cluster as a whole. Backgrounds are estimated by use of a 2D fit of the
photon arrival times at the ECAL CW and the missing transverse momentum ?
miss
T ,
where the delayed photon signal events are enriched in the region with large CW and
large ?missT . The results are interpreted with a benchmark GMSB SPS8 model, and
upper limits on the signal production cross sections are presented. The results are
combined with a similar search using 2017 data (41.5 fb−1), which uses a different
set of triggers but a very similar analysis strategy, event selection, and background
estimation methods. Neutralinos with proper decay lengths of 0.1, 1, 10, and 100 m
and masses up to 320, 525, 360, and 215GeV are excluded at 95% confidence level
with the combined result, respectively. We extend the previous best limits in the
neutralino proper decay length by up to one order of magnitude, and in the neutralino
mass by up to 100GeV.
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Figure 9.1: The observed and expected 95% CL limits on the GMSB SPS8 signal production
cross section, together with the theoretical signal production cross section, as a function
of neutralino mass, for neutralino signals with di erent 2g. The corresponding 2g of the
signal for each plot are: 10 cm (top-left), 50 cm (top-right), 100 cm (bottom-left), and 200
cm (bottom-right). Results from the 2016, 2017 single photon category (W), and the 2017
diphoton category (WW) are shown separately in each of the same plots for comparison.
Figure 9.1: The observed and expected 95%CL limits on theGMSBSPS8 signal production
cross section, together with the theoretical signal production cross section, as a function
of neutralino mass, for neutralino signals with different 2g. The corresponding 2g of the
signal for each plot are: 10 cm (top-left), 50 cm (top-right), 100 cm (bottom-left), and 200
cm (bottom-right). Results from the 2016, 2017 single photon category (W), and the 2017
diphoton category (WW) are shown separately in each of the plots for comparison.
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Figure 9.2: The observed and expected 95% CL limits on the GMSB SPS8 signal production
cross section, together with the theoretical signal production cross section, as a function
of neutralino mass, for neutralino signals with di erent 2g. The corresponding 2g of the
signal for each plot are: 400 cm (top-left), 600 cm (top-right), 800 cm (center-left), 1000 cm
(center-right), and 1200 cm (bottom). Results from the 2016, 2017 single photon category
(W), and the 2017 diphoton category (WW) are shown separately in each of the same plots for
comparison.
Figure 9.2: The observed and expected 95%CL limits on theGMSBSPS8 signal production
cross section, together with the theoretical signal production cross section, as a function
of neutralino mass, for neutralino signals with different 2g. The corresponding 2g of the
signal for each plot are: 400 cm (top-left), 600 cm (top-right), 800 cm (center-left), 1000 cm
(center-right), and 12 0 c (b ttom). Results fro the 2016, 2017 single photon category
(W), and the 2017 diphoton category (WW) are shown separately in each of the plots for
comparison.
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Figure 9.3: The exclusion boundary in the Λ and 2g 2D plane from various searches: 2016














































) (2016 + 2017)γ(γ) experimentσ 1 ±Expected (
) (2016 + 2017)γ(γObserved 
CMS Preliminary  (13 TeV)-177.4 fb
100 150 200 250 300 350 400
 (TeV)Λ















γγ, γ (13 TeV), -1) 77.4 fbσ 1 ±CMS expected (
γγ, γ (13 TeV), -1CMS observed 77.4 fb
γγ (8 TeV), -1ATLAS observed 20.3 fb
γ (7 TeV), -1CMS observed 4.9 fb
100 150 200 250 300 350 400
 (TeV)Λ
Figure 9.4: Upper plot: the color map shows the observed 95% confidence level upper limit
on the signal cross section as a function of the Λ (or neutralino mass) and 2g of the signal
models; the solid and dashed curves show the exclusion boundary in the the 2D plane of Λ
and 2g. The results are from combined 2016 and 2017 searches. Lower plot: the exclusion
boundary from this search compared to the exclusion boundaries from previous ATLAS and
CMS searches in the 2g versus Λ 2D plane.
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C h a p t e r 10
TOWARDS FUTURE SEARCHES
An on-going analysis with the 2018 data that uses a similar strategy is being per-
formed at the time of this thesis writing. As this analysis is completed and when
more data is taken in CMS at LHC Run3, we can expect forthcoming improved
limits, especially for models with large 2g.
As a simple estimate of the expected improvement, if we assume the same selection
efficiency and detector performance (i.e. timing resolution, etc.) in 2018 and during
Run 3 as in 2017, and if we simply scale the event yields in different bins A, B, C,
and D by the corresponding luminosity, we can get the estimated upper limits on the
signal strength A for different luminosity scenarios, as shown in Table 10.1 for a few
representative signal models.
We can see from the table that with a total of 300 fb−1 from Run 2 and Run 3
expected by 2024, for the most sensitive signals with 2g around 2 m, we can expect
to exclude signal models with Λ beyond 400 TeV, which corresponds to a limit on
the neutralino mass of 580 GeV. Similar (but a bit smaller) improvements are also
expected for signal models with smaller 2g. .
Table 10.1: Expected 95% confidence level upper limits on the signal strength A from the
2016 and 2017 analyses, and simple estimates of the expected upper limits if we add in the
2018 and Run 3 data, assuming the same event selection efficiency and timing performance
as in 2017.
signal model 2016 2017 2016-17 2018 2016-18 2016-18-Run 3
Λ (TeV) 2g (m) 35.9 fb−1 41.5 fb−1 77.4 fb−1 59.7 fb−1 137.1 fb−1 300 fb−1
350 2 1.7 1.2 0.8 0.9 0.5 0.3
400 2 3.5 2.3 1.5 1.7 0.9 0.5
350 0.1 6.2 3.3 3.0 2.7 2.0 1.2
As the photon arrival time at ECAL CW is the most important discriminant in this
search, an improved ECAL time measurement is expected to improve the sensitivity
significantly, especially for small 2g signal models where the CW for signal event is
very small and ismore difficult to be distinguished fromprompt photon backgrounds.
As discussed in Section 8.3, the majority of the uncertainties in the CMSECAL time
measurement comes from the electronics (including readout unit and clock jitter).
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The crystals themselves have great potential for improved timing measurements due
to their fast rise time and large amplitude. During the Phase-II upgrade, designed
for the High Luminosity LHC that is scheduled to start running in 2028, all the CMS
ECAL readout electronics will be replaced by a system that samples the pulse at a
much higher rate (from the current 40 MHz to 160 MHz) [93], which means that
there will be more samples for each pulse to be used in the timing measurement. The
ECAL clock will also be upgraded such that the jitter will be below the 10 ps level.
With these upgrades, the intrinsic time resolution for high energy electrons/photons
is expected to be around 30 ps; an order of magnitude better than the ECAL readout
that was used in this analysis (and which will also continue to be used during the
LHC Run 3 in 2022-24).
With the Phase-II ECAL upgrade, we expect to extend our reach to smaller 2g
signal models, and exclude such models for much larger Λ values. Preliminary
studies [155] have shown that the exclusion boundary of Λ is expected to reach
around 500 TeV for 2g down to 0.1 cm with 1000 fb−1 of data with the upgraded
ECAL, which is much larger than the current reach of approximately 200 TeV.
However, even with the upgraded ECAL, we will still not have a measurement of
the beam spot timestamp, which has a time spread of about 200 ps as discussed
in Section 8.3, and this could dominate the total electron/photon time resolution
measurement. Fortunately, as part of the CMS Phase-II upgrade, the new precision
MIP Timing Detector (MTD) which is now under development as discussed in
Chapter 5, will be installed between the ECAL and tracker, and is expected to
provide timestamps of charged particles with 30 ps resolution [155, 156].
With the timestamps of all (or most) charged particles measured, the primary vertex
time can then be reconstructed with a projected resolution at the 30 ps level. In
such cases, the overall time resolution of electrons/photons will also be at the 30 ps
level, which will make this search sensitive to even smaller 2g models. Preliminary
studies [155] have shown that the exclusion boundary of Λ is expected to be around
700 TeV for 2g down to 0.1 cm with 1000 fb−1 data with the MTD, which would
not be possible with the upgraded ECAL alone. Figure 10.1, which is taken from
Ref. [155], shows a summary of the expected exclusion regions with different
detector upgrade configurations, as discussed above.
Besides the above discussed improvements for better timing measurements, the
sensitivity of this search can also be improved with better analysis techniques. First
of all, the current photon ID as discussed in Section 8.2 was optimized mainly
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against fake photons from QCD, and this led to having many prompt photons
passing the photon ID requirement. Several shower shape variables can be used to
discriminate the delayed photon against prompt photons, such as f8[8[, (major, and
(minor. Currently the photon ID only applies simple cuts on those variables, which
is not very effective in removing the majority of the prompt photon backgrounds.
A preliminary study of an improved photon ID using machine learning techniques
with those variables as input for training has shown that the final limit can be im-
proved substantially (around a 25% improvement). In addition, further improvement
can be gained with improved triggers. Currently for 2017, the diphoton category
uses a single photon trigger with relatively tight photon ID cuts, requiring the same
tight cuts to be applied offline for the two photon category. If instead the diphoton
category were to use a diphoton trigger which has no or very loose photon ID cuts in
the trigger to increase the signal yields in the diphoton category, preliminary studies
have shown that about a 30% improvement in the limits on Λ, and therefore on the
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Figure 5.27: Left: Diagrams for a SUSY process that results in a diphoton final state through
gluino production at the LHC. Right: Sensitivity to GMSB ec01 ! eG + g signals expressed in
terms of neutralino lifetimes for 180 and 30 ps resolution, corresponding to the Phase-2 detector
with photon timing without MTD and with MTD, respectively.
a zero background assumption is made in this “signal region”. The signal efficiency of such a
requirement is computed and translated, assuming the theoretical cross-sections provided in
Ref. [122], in an upper limit at 95% CL on the production cross-section of the c̃01 ! G̃ + g
process. The two simulations provide consistent results, for the same amount of events.
Figure 5.27 (right) shows the analysis sensitivity in terms of the L scale (and therefore of the
neutralino mass) and lifetime for three different assumptions on the timing resolution. The
curves with 180 ps resolution, shown for both 300 and 1000 fb 1 are representative of the TOF
resolution of the upgraded CMS detector without the MTD, in which the TOF measurement
will be dominated by the time spread of the luminous region and the photon time will be
measured by the upgraded ECAL calorimeter with 30 ps precision. The vertex timing provided
by the MTD detector will bring the TOF resolution to about 30 ps. As visible in the figure, a
full scope upgrade of the CMS detector with photon and track timing will provide a dramatic
increase in sensitivity at short lifetimes and high masses, which could not be otherwise covered
by a simple increase of integrated luminosity.
5.4.2.3 Displaced jets in exotic models involving the Higgs boson
An exotic model in which a Higgs boson mediates the production of two long-lived, scalar
bosons (X) decaying into quarks was considered for this topology. Figure 5.28 (left) shows the
diagram corresponding to this model where the masses of the Higgs boson and X particles have
been fixed to 125 GeV and 50 GeV. The X particles generated at the PV travel some distance
before decaying into pairs of jets. While the X are assumed to be neutral, the jet constituents
can be charged, leaving a signal in the MTD at a time given by the production time at the PV
plus the sum of the time of flight of the X particle and the time needed by the constituents to
reach the MTD from the decay vertex. In cases where the X particles are very displaced, this
time of arrival would be significantly higher than the time taken by a SM particle traveling
from the PV to the MTD at the speed at light. This feature can be exploited in order to achieve
discrimination of signal events with respect to background events.
Figure 10.1: Exclusion region in the 2g versus Λ 2D plane with different detector upgrade
and luminosity scenarios: the dashed black line shows the expected result with only the
ECAL upgrade and 300 fb−1 of data; the orange line shows the expected result with only
the ECAL upgrade with 1000 fb−1 of data; the blue line shows the expected result with the






C h a p t e r 11
CONCLUSION
In this thesis, we first presented the power of the standard model of particle physics
in describing the fundamental particles and their interactions (weak, strong, elec-
tromagnetic) and predicting the experimental observations. Among the predictions,
the production of three massive vector bosons is a good test of the non-Abelian
structure of the gauge field as well as the couplings between the Higgs boson and
gauge bosons.
We also presented the motivation for new physics beyond the standard model,
in particular a supersymmetric extension of the standard model which solves the
hierarchy problem and also includes a good candidate for darkmatter. This extension
predicts new particles with masses between the GeV and TeV scale and motivates a
wide range of searches at the LHC.
We then introduced the LHC machine which delivers proton-proton collisions at√
B = 13 TeV with high luminosity. We also reviewed the CMS detector which is
designed as a compact high field general purpose detector, with excellent tracking
for charged particles and energy measurements for neutral and charged particles.
In particular, we presented details of the energy reconstruction and calibration of
the electromagnetic calorimeter, with a focus on the inter-calibration of different
channels with c0 → WW events which is crucial to achieve an energy resolution of
the calorimeter at about the 2% level.
We then presented in detail the first observation of a rare electroweak process:
the production of three massive vector bosons (VVV, with V = W,Z) in proton-
proton collisions at
√
B = 13 TeV. The analysis presented in this thesis led to
the first observation of a combined VVV production with an observed (expected)
significance of 5.7 (5.9) standard deviations. This observation opens a new program
of rich physics with VVV processes, including the search for anomalous triple-
gauge or quartic-gauge couplings in the context of an effective field theory, and the
prospect of constraining the gauge-gauge and Higgs-gauge couplings in the same
final state, as well as direct searches for new two- or three-boson resonances with
heavy mediators.
We also presented a search for long-lived particles that decay to photons inside the
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CMS ECAL region. The timing measurement of the CMS ECAL is employed to
discriminate the time delayed signal photons from prompt photon backgrounds. A
dedicated identification and the timing measurement of such photons are presented
in this thesis. The results are then interpreted with a gauge-mediated supersymmetry
breaking model, where the neutralino is the long-lived particle that decays into a
photon plus a gravitino. The limits on the neutralino’s mass and proper decay length
presented in this thesis extend the previous limits by an order of magnitude in the
neutralino’s proper decay length, and by about 100 GeV in its mass.
Both of these major physics investigations will continue to advance at CMS as
the LHC physics program continues with Run 3 in 2022-24, and at the HL-LHC
scheduled to begin in 2028.
As many long-lived particle searches need a precision timing detector for both
charged and neutral particles, especially in the challenging high pileup environment
of colliders such as the HL-LHC, and since physics object reconstruction will also
benefit from additional timing information of the particle, we have reviewed a new
detector for the CMS Phase-2 upgrade of the ECAL, the MIP Timing Detector
(MTD), and in particular we have presented the test beam and Geant4 simulation
studies of the timing performance of the barrel layer (LYSO+SiPM) sensors with
different sensor sizes, which provided key input for the final design choice for the
timing layer.
In addition, in the appendix, we have presented studies of the timing performance of
a Cadmium-Telluride sensor in electromagnetic showers, which has been shown to
be a good candidate for the active material in a sampling calorimeter for experiments
at a future collider. Overall, it has been demonstrated with test beam data that a
time resolution at and below 30 ps is achievable with various sensor choices, which
can play a key role in opening new chapters of physics investigations both at the





A p p e n d i x A
PRECISION TIMING DETECTORS WITH
CADMIUM-TELLURIDE SENSORS
Calorimeters with excellent timing resolution have been a focal point of recent
research and development, among which scintillating crystals as well as silicon-
based sampling calorimeters have been the design choices of greatest interest.
Silicon-based sensors have very high sensitivity to charged particles in an elec-
tromagnetic (EM) shower, but their sensitivity to low energy (keV range) photons
which compose the majority of the shower is limited. This has motivated the consid-
eration of alternative sensors with higher atomic numbers whose higher sensitivity
to low energy photons could possibly provide better performance, both for energy
and timing measurements.
In this appendix, test beammeasurements of EM showers with a Cadmium-Telluride
(CdTe) sensor are presented. As shown, a time resolution of 25 picoseconds (ps)
and an energy resolution of 18% have been achieved with a single CdTe sensor
placed near the peak of an EM shower initiated by high energy electrons.
The measurements were performed at two CERN test beam facilities: the East-Area
T9 beam line which provided electrons of energy in the range of 2-7 GeV, and the
North-Area H2 beam line which provided 50-200 GeV electrons. The beams are
composed of a mixture of electrons and pions, with an electron fraction of about
75% in the H2 beam line and about 10% in the T9 line.
Similar test setups were used in the two beam lines. Figure A.1 shows the setup
at the T9 beam line, together with a photo of the CdTe sensor being tested. The
CdTe sensor under test was a 10 × 10 × 1mm3 Schottky type diode purchased from
Acrorad [157]. The CdTe sensor was placed inside a small copper box with 0.3
mm thick walls, and was operated at a bias voltage of 700 V. The dark current was
measured to be 3 nA to 6nA depending on the environment of the experimental
area. Wire chambers upstream of the test setup (not shown in the figure) were
used to measure the horizontal and vertical beam position. A micro-channel plate
photomultiplier (MCP-PMT) with a time resolution measured in situ of less that
10 ps was placed downstream of the wire chamber to serve as a time reference.
The time reference detector used at the T9 beamline was a Hamamatsu R3809U
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MCP-PMT, while in the H2 beamline a Photek 240 MCP-PMT was used. As the
Photek 240 MCP-PMT contains a significant amount of material (about 1.8-0), it
was placed downstream of the CdTe sensor at H2.
The EM shower was produced by a tungsten and lead absorber 6-0 thick in the
H2 setup, and by a 2-0 thick absorber in the T9 setup. At T9, since the electron
fraction in the beam is relatively low, an LYSO crystal together with an MCP-PMT
placed downstream of the CdTe sensor was used to select electrons. The setup was
triggered by a 1 × 1 cm2 plastic scintillator coupled to a photomultiplier in the T9
beamline, and by a 4 × 4 cm2 plastic scintillator at H2.
Zhicai Zhang 
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Figure A.1: Experimental test setup for the CdTe sensor at the CERN T9 beam line.
The signal from the CdTe sensor was amplified by a Hamamatsu C5594 amplifier
with a bandwidth of 1.5 GHz and a gain of 36 dB. For the test at H2, where the beam
energy was much higher, a 10 dB attenuator was connected to the output signal of
the CdTe sensor to fit the signal within the dynamic range of the amplifier. All
signals were digitized by a CAEN V1742 digitizer [84] at a sampling rate of 5 GHz.
The baseline pedestal of each channel of the digitizer was measured by the time
samples outside of the signal window, and was subtracted from the signal pulses.
An example pulse from the CdTe sensor from a 100 GeV electron beam is shown in
Figure A.2.
The total charge from the CdTe channel was obtained by integrating the pulse over
the entire 200 ns time window recorded by the digitizer. Figure A.3 shows the
distribution of the total charge for a 2 GeV electron beam with a 2-0 absorber (at
T9) and a 100 GeV electron beam with a 6-0 absorber (at H2) in front of the CdTe
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Figure A.2: An example signal pulse from the CdTe sensor for EM showers produced by
a 6-0 tungsten absorber in a 100 GeV electron beam . The left plot is the pulse in the entire
200 ns window from the digitizer, and the right plot is the zoom in of the early part of the
pulse.
sensor. The two distributions were fitted with a gaussian function. For the 100 GeV
electron beam, the standard deviation from the fit is about 18% of the mean of the
total charge. Figure A.4 shows the fitted mean charge as a function of the electron
beam energy. We can see that the charge scales up as the beam energy increases.
The result of the resolution of the energy measurement is also encouraging as the
measurement is performed using only a single small sensor in one single layer.
Further study of the longitudinal shower profile and having more sensors covering
the transverse area of the shower is expected to give much better energy resolution.
The timestamp of the shower hitting the CdTe sensor was reconstructed as the time
at which the pulse reached 30% of the pulse maximum amplitude. This timestamp
is compared to the reference time measured by the MCP-PMT. Figure A.5 shows an
example distribution of the time difference between the digitized CdTe output pulse
and the MCP-PMT pulse. A resolution of 45 ps is achieved in this case without any
corrections applied.
In order to improve the time resolution, the timestamp from the CdTe channel is
corrected based on the amplitude of the pulse, as illustrated in Figure A.6. In
addition, we also observed that the timestamp has a strong dependence on the
position of the beam particle, as shown in Figure A.7. The signal from the CdTe
channel arrives about 100 ps later when the beam position is far away from the
anode wire bond position compared to the case when the beam position is close to
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Figure A.3: Distribution of the total charges collected in the CdTe sensor, for a 2 GeV
electron beam with a 2-0 lead absorber (left) and for a 100 GeV electron beam with a 6-0
tungsten and lead absorber (right) placed in front of the sensor.
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Figure A.4: The mean collected charge from the CdTe sensor as a function of the electron
beam energy, for 2 - 7 GeV beams with a 2-0 absorber in front of the sensor on the left,
and for 50 - 200 GeV beams with a 6-0 absorber on the right. The green bars show the
resolution of the charge measurement at each beam energy.
the wire bond. Therefore, a position correction on the timestamp is also applied
based on Figure A.7.
After the amplitude correction and beam position correction, the time resolution
for a 100 GeV incident electron is improved from 45 ps to 25 ps, as shown in
Figure A.8. Similarly to what has been observed with the LYSO+SiPM sensor, the
time resolution also depends on the position of the beam. In this case it is related
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Figure A.5: Distribution of the time difference between the CdTe digitized pulse channel
and the MCP-PMT pulse for a 100 GeV incident electron beam with a 6-0 absorber. The
distribution is fitted with a gaussian function. The standard deviation of the fitted gaussian
is 45 ps.
to the distance of the beam position to the anode wire bond in the CdTe sensor.
Figure A.9 shows the resolution dependence on the distance. The best resolution is
around 20 ps for the beam position near the anode wire bond in the sensor.
In summary, the energy and timestamp of an EM shower has been measured with
a 10 × 10 × 1mm3 CdTe sensor. An energy resolution of about 18% was achieved
with a single CdTe sensor behind a 6-0 absorber for an incident electron beam of
100 GeV. The time resolution has been measured to be 20-33 ps across the entire
sensor, where the best case (20 ps) is obtained when the beam position is close to
the anode wire bond of the sensor.
The excellent time and energy resolution obtained with a single sensor in an EM
shower in this study indicate that CdTe could be a good choice for the active material
of a sampling calorimeter for future collider experiments.
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Figure A.6: The dependence of the timestamp on the amplitude of the pulse for a 100 GeV
electron beam with a 6-0 absorber. A mild dependence is seen, therefore a correction on
the timestamp based on the amplitude is applied to correct for this dependence.
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Figure A.7: The dependence of the timestamp on the beam particle position. The left plot
shows the dependence on the horizontal position and the right plot shows the dependence
on the vertical position of the beam.
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Figure A.8: Distribution of the time difference from CdTe channel and MCP-PMT channel
for 100 GeV electron beam with a 6-0 absorber after the amplitude correction and beam
position correction. A 25 ps resolution is achieved.
Distance to anode wire bond [mm]






















Figure A.9: The time resolution of the CdTe sensor as a function of the distance from the
beam position to the wire bond location on the sensor.
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