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ON A GENERALIZATION OF INOUE AND OELJEKLAUS-TOMA
MANIFOLDS
HISAAKI ENDO AND ANDREI PAJITNOV
ABSTRACT. In this paper we construct a family of complex ana-
lytic manifolds that generalize Inoue surfaces and Oeljeklaus-Toma
manifolds. To a matrix M in SLpN,Zq satisfying some mild con-
ditions on its characteristic polynomial we associate a manifold
T pM,Dq (depending on an auxiliary parameter D). This manifold
fibers over Ts with fiber TN (here s is the number of real eigenvalues
of M ); the monodromy matrices are certain polynomials of the ma-
trixM . The basic difference of our construction from the preceding
ones is that we admit non-diagonalizable matricesM and the mon-
odromy of the above fibration can also be non-diagonalizable. We
prove that for a large class of non-diagonalizable matrices M the
manifold T pM,Dq does not admit any Ka¨hler structure and is not
homeomorphic to any of Oeljeklaus-Toma manifolds.
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1. INTRODUCTION
1.1. Background. In 1972 M. Inoue [8] constructed complex sur-
faces having remarkable properties: they have second Betti number
2010 Mathematics Subject Classification. 32J18, 32J27, 57R99.
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equal to zero and contain no complex curves. Inoue surfaces at-
tracted a lot of attention. It was proved by F. Bogomolov [2] (see also
the works of J. Li, S.-T. Yau, and F. Zheng [14] and [15], and A. Tele-
man [20]) that each complex surface of class V II0 with b2pXq “ 0
and containing no complex curves is isomorphic to an Inoue sur-
face. Inoue surfaces are not algebraic, and moreover they do not
admit Ka¨hler metric.
Let us say that a matrix M P SLp2k ` 1,Zq is of type I, if it has
only one real eigenvalue which is irrational and strictly greater than
1. Inoue’s construction associates to every matrix M P SLp3,Zq of
type I a complex surface SM obtained as a quotient of HˆC by action
of a discrete group (here H is the upper half-plane). This manifold
fibers over S1 with fiber T3
Inoue’s construction was generalized to higher dimensions in the
work of K. Oeljeklaus and M. Toma [17]. The construction of Oel-
jeklaus and Toma uses algebraic number theory. It starts with an
algebraic field K of degree n. Such field admits n embeddings to C;
denote by s the number of real embeddings; then n “ s ` 2t. Oel-
jeklaus and Toma construct an action of a certain semidirect product
Zs ⋉ Z2t`s on Hs ˆ Ct, the quotient is a compact complex manifold
of complex dimension s ` t. It has interesting geometric properties,
in particular, it does not admit a Ka¨hler metric. The original Inoue
surface corresponds to the algebraic number field generated by the
eigenvalues of the matrixM .
The Oeljeklaus-Toma manifolds (OT-manifolds for short) have very
interesting geometric properties, studied in [17]; in particular, they
do not admit Ka¨hler metric. These manifolds were recently stud-
ied by many authors. In the work of L. Ornea, M. Verbitsky, and
V. Vuletescu [18] it is shown that in many cases the OT-manifolds
do not contain proper analytic subvarieties. In the article [9] of N.
Istrati and A. Otiman the De Rham cohomology of OT-manifolds is
computed. The paper of D. Angella, M. Parton, and V. Vuletescu
[1] is dedicated to the proof of the rigidity of the complex structure
of the OT-manifolds. The non-existence of complex curves in OT-
manifolds is proved in the paper [21] of S. Verbitsky.
In the paper [6] we introduced another generalization of the Inoue
surfaces. Namely for every matrix M of type I we constructed a
complex non-Ka¨hler manifold TM that fibers over a circle and the
monodromy of the fibration equals MJ. If the matrix M is non-
diagonalizable, then the manifold TM is not homeomorphic to any of
the manifolds constructed by Oeljeklaus and Toma.
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1.2. Outline of the paper. In the present paper we generalize our
construction to the case of matricesM with several real eigenvalues.
Let M P SLpN,Zq. Assuming some restrictions on the matrix M
(see Definition 4.11) we construct a manifold T pM,Dq that fibers
over Ts (where s is the number of real eigenvalues of M ) with fiber
Ts`2n and the monodromy group isomorphic to Zs. The monodromy
transformations are linear automorphisms of the fiber deduced from
the matrixM (see Theorem 5.1).
The contents of the paper section by section is as follows. In Sec-
tion 2 we discuss some special properly discontinuous actions of
semidirect product Zs ⋉ Zk on pR˚`qs ˆ Rk. We call them twisted-
diagonal actions. In Section 3 we show how to construct a twisted-
diagonal actions from a matrix M of special type. Section 4 is the
central technical part of the work, here we study the Dirichlet fam-
ilies of integer polynomials associated to a matrix. The construc-
tion of the generalized Oeljeklaus-Toma manifold is the subject of
the main theorem of the paper (Theorem 5.1) which is stated and
proved in Section 5. This theorem associates to each matrix M of
type J (see Definition 4.11) and a Dirichlet family D for M a com-
plex manifold T pM,Dq. Sections 6 – 8 are about properties of the
manifolds T pM,Dq. We concentrate on the case when the matrixM
is non-diagonalizable, since this case is the most different from the
manifolds construsted in [8], [17]. We prove in particular that ifM is
non-diagonalizable, and the family D is primary (see Definition 4.14)
then:
– The manifold T pM,Dq does not admit any LCK-structure, in par-
ticular it does not admit a structure of a Ka¨hler manifold.
– The manifold T pM,Dq is not homeomorphic to any of OT-manifolds.
In section 8 we show that some of OT-manifolds are biholomorphic
to manifolds T pM,Dq.
2. TWISTED DIAGONAL ACTIONS
In this subsection we consider some special groups of diffeomor-
phisms of the space pR˚`qs ˆ E where E is a finite-dimensional real
vector space.
Let k “ dimE. Let B be any basis in E and denote by L the free
abelian group generated by B, so that L « Zk. The group L acts
on E by translations. Let F “ pξ1, . . . , ξrq be any family of elements
of pR˚`qs. Each of vectors ξi can be considered as a diagonal matrix
in GLps,Rq. These matrices commute with each other and so we
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obtain an action of Zr on Rs. We can restrict it to pR˚`qs. The direct
product of the two actions above gives an action of the abelian group
G0 “ Zr ˆL on pR˚`qs ˆE. This action will be referred to as diagonal
action of G0.
Now we shall generalize this notion so as to define an action of a
certain semidirect product of Zr and L on pR˚`qs ˆ E.
Let A “ tA1, . . . , Aru Ă GLpEq be a family of commuting linear
automorphisms. Assume that every Ai preserve the lattice L, and
moreover, determines an automorphism of L. Define an action of Zr
on L by the following rule: the i-th free generator τi of Z
r acts as Ai.
Consider the corresponding semidirect product G “ Zr ⋉ L.
Definition 2.1. Define an action of G on pR˚`qs ˆ E as follows.
1) The subgroup L of G acts by translations on E.
2) The generator τi of the group Z
r acts as follows
τipx1, . . . , xs, vq “ pξp1qi x1, . . . , ξpsqi xs, Aipvqq
This action will be called twisted diagonal action associated to F ,L
and A. The quotient of pR˚`qs ˆ E by this action will be denoted by
Y pF ,L,Aq. The action will be called special if at least one of the
linear maps Ai : E Ñ E has no eigenvalue 1.
Definition 2.2. The map
pR˚`qs Ñ Rs, px1, . . . , xsq ✤ // plog x1, . . . , log xsq
will be denoted by lg. For a family F “ pξ1, . . . , ξrq of elements of
pR˚`qs we denote by lgF the family plg ξ1, . . . , lg ξrq of elements of Rs.
A family F is called a log-basis if s “ r and lgF is a basis in Rs. △
Definition 2.3. The twisted diagonal action associated to F ,L and
A will be called non-degenerate if F is a log-basis of pR˚`qs.
Proposition 2.4. Any non-degenerate twisted diagonal action is prop-
erly discontinuous and the quotient is a compact manifold.
Proof. Consider the homeomorphism
ψ : pR˚`qs ˆ E
lgˆid
// Rs ˆ E
The action of G on pR˚`qsˆE induces an action of G on RsˆE which
satisfies the following:
1) The lattice L acts by translations on E.
2) The action of the generator τi P Zs on Rs ˆ E is given by the
formula
τipa, bq “ pa ` lg ξi, Aipbqq.
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The vectors plg ξ1, . . . , lg ξsq form a basis in Rs and the proposition
follows. 
Denote the matrix of Ai in the basis B by µi, then µi P GLpk,Zq.
Proposition 2.5. 1) There is a fibration p : Y pF ,L,Aq Ñ Ts with
fiber Tk and monodromy matrices equal to µ1, . . . , µs.
2) This fibration admits a cross-section σ.
Proof. To prove 1) define a diagonal action of Zs on pR˚`qs by the
formula
τipx1, . . . , xsq “ pξp1qi x1, . . . , ξpsqi xsq
and observe that the first projection pR˚`qs ˆ E Ñ pR˚`qs commutes
with the actions of Zs and determines a map Y pF ,L,Aq Ñ Ts which
is clearly a fibration with fiber E{L « Tk and monodromy maps µi
as required. As for the point 2) the cross-section is defined by the
inclusion
pR˚`qs « pR˚`qs ˆ t0u Ă pR˚`qs ˆ E.

3. TWISTED DIAGONAL ACTIONS ASSOCIATED WITH AN INTEGER
MATRIX
Definition 3.1. We say that a polynomial P P Zrts is of type J0 if it
has at least one real root and at least one imaginary root and all real
roots are simple.
Let M P SLpN,Zq. We say that M is a matrix of type J0 if its
characteristic polynomial if of type J0. △
In this section we outline a procedure of constructing from a ma-
trix M of type J0 a twisted diagonal action. This procedure re-
quires some further assumptions on M which will be discussed in
subsequent sections. Denote by α1, . . . , αs the real eigenvalues of
M and by β1, . . . , βk, β¯1, . . . , β¯k the imaginary ones. We have then
0 ă s, 0 ă k. The size of the matrix equals s ` 2n with n > k.
Denote by fM : C
s`2n Ñ Cs`2n the linear map corresponding to
M . We have a decomposition of Cs`2n into a direct sum of complex
fM-invariant subspaces
Cs`2n “ V ‘W ‘ W¯
where V is generated by the eigenvectors a1, . . . , as P Rs`2n of M ,
corresponding to the real eigenvalues α1, . . . , αs, and W is the gen-
eralized eigenspace corresponding to all the imaginary eigenvalues.
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Let b1, . . . , bn be a basis of W . Consider the vectors
(1) vi “
´
a
piq
1 , . . . , a
piq
s , b
piq
1 , . . . , b
piq
n
¯
P Rs ˆ Cn « Rs`2n.
(here 1 6 i 6 s ` 2n)
Lemma 3.2. The family B “ pv1, . . . , vs`2nq is a basis of Rs`2n.
Proof. It suffices to prove that the determinant of the matrix Q
formed by the columns of the coordinates of ps ` 2nq real vectors
a1, . . . , as,Re b1, Im b1, . . . ,Re bn, Im bn is non-zero. This determi-
nant equals to a non-zero multiple of the determinant of the follow-
ing family of complex vectors: pa1, . . . , as, b1, b¯1, . . . bn, b¯nq, and this
last family is a basis. 
The next definition is basic for our purposes.
Definition 3.3. Denote by R the matrix of the restriction of the lin-
ear map fM to W . Denote by ∆ the diagonal ps ˆ sq-matrix with
diagonal entries α1, . . . , αs. Let U P GLps ` 2n,Cq be the direct sum
∆‘R of these matrices. Define a linear automorphism g0 of Cs ˆCn
by the following formula
(2) g0 : C
sˆCn Ñ CsˆCn; pw1, . . . , ws, zq ÞÑ pα1w1, . . . , αsws, RJzq
(here wi P C for every i and z P Cn). Its matrix equals UJ. Observe
that the above formula determines also an automorphism of RsˆCn,
and a biholomorphism of HsˆCn onto itself. These two isomorphisms
will be denoted by the same symbol g0 by a certain abuse of notation.
△
We will need a lemma from linear algebra.
Lemma 3.4. Let A be an pm ˆ mq-matrix. We will denote the cor-
responding mapping Cm Ñ Cm by the same letter. Let L be an A-
invariant subspace, and B “ pb1, . . . bkq a basis in L. Denote by B the
pm ˆ kq-matrix formed by the columns of the vectors of B, and by R
the matrix of A | L : L Ñ L in the basis B. Then
(3) AB “ BR.
Proof. Denote by E the canonical basis of Cm. Observe that AB
is the matrix of the composition L 

// Cm
A
// Cm with respect
to the bases B and E. Further, BR is the matrix of the composi-
tion L
A
// L 

// Cm with respect to the same bases. The lemma
follows. 
ON GENERALIZED OT MANIFOLDS 7
Remark 3.5. If L “ Cm, the formula (3) is equivalent to the classical
formula R “ B´1AB, relating the matrices of a linear map in two
different bases.
We will now apply the preceding Lemma to the basis B from Lemma
3.2.
Proposition 3.6. The lattice L generated by B is invariant with re-
spect to g0, and the matrix of the map g0 in B equalsM
J.
Proof. Put ui “ papiq1 , . . . , apiqs q P Rs and wi “ pbpiq1 , . . . , bpiqn q P Cn, so
that vi “ pui, wiq; here 1 6 i 6 s ` 2n. We have p∆uiqj “ αjapiqj ; this
equals
ř
kMika
pkq
j since ai is the eigenvector of M with eigenvalue
αi. Therefore ∆ui “
ř
kMikuk.
Let B be the matrix formed by the columns of coordinates of vec-
tors bi. Then the vector R
Jwi is the i-th column of the matrix R
JBJ.
This matrix equals pMBqJ by Lemma 3.4 and pMBqij “
ř
kMikb
pjq
k .
Therefore g0pviq “
ř
kMikvk “
ř
kpMJqkivk and the proposition is
proved. 
This proposition allows us to construct a twisted diagonal action
of Z ⋉ L « Z ⋉ Zs`2n on pR˚`qs ˆ
´
V ˆW
¯
, following the procedure
from Section 2. The input data is pF ,L,Aq where F consists of just
one vector pα1, . . . , αsq and A consists of just one matrix UJ. For
the case s “ 1 this action is nothing else than the one constructed
in our previous paper [6].
For the case s ą 1 this action is not non-degenerate. To construct
a non-degenerate action we need a family of s matrices, commuting
with each other. We will choose these matrices to be of the form
DipUJq where Di are integer polynomials of special type, which will
be described now.
For any polynomial D P Zrts the vectors a1, . . . , as P Rs`2n are
eigenvectors of DpMq with eigenvalues Dpα1q, . . . , Dpαsq. Put
ÝÑα “ pα1, . . . , αsq, DpÝÑαq “
´
Dpα1q, . . . , Dpαsq
¯
.
Definition 3.7. A family D “ pD1, . . . , Dsq of integer polynomials
will be called a Dirichlet family for M or a D-family for short, if the
following three conditions hold:
∆1q DipMq P SLps ` 2n,Zq for every i;
∆2q Dipαjq ą 0 for every i, j;
∆3q The family DpÝÑαq “
´
D1pÝÑαq, . . . , DspÝÑαq
¯
is a log-basis of pR˚`qs.
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Remark 3.8. Observe that if a familyD “ pD1, . . . , Dsq satisfies only
the conditions ∆1q and ∆3q it is easy to construct from it a Dirichlet
family, namely, put D˜ “ pD˜1, . . . , D˜sq where D˜i “ D2i .
We will construct such families later, now we are going to explain
how to construct a twisted-diagonal action from a D-family. For
every i with 1 6 i 6 s the automorphism
gi “ Dipg0q : Rs ˆ Cn Ñ Rs ˆ Cn;
preserves the lattice L; its matrix in the canonical basis equals
DipUJq. and in basis B it equals DipMJq.
Applying Definition 2.1 to the input data pF ,L,Dq where F “
pD1pÝÑαq, . . . , DspÝÑαqq andD “ pD1pUJq, . . . , DspUJqq we obtain a twisted-
diagonal action of G “ Zs ⋉ Zs`2n on pR˚`qs ˆ E where E “ Rs ˆ Cn.
We have a natural diffeomorphism
ψ : pR˚`qs ˆ
´
Rs ˆ Cn
¯
« Hs ˆ Cn.
In the coordinates ψ the action of gi is written as follows:
(4) gipw, zq “
´
Dipα1qw1, . . . , Dipαsqws, DipRJqz
¯
(where w P Hs, z P Cn). Thus every gi is a biholomorphism of HsˆCn
and we obtain the following.
Proposition 3.9. Let D be a Dirichlet family of polynomials for a ma-
trixM of type J0. Then the formula (4) determines a twisted-diagonal
action of the corresponding semidirect product G “ Zs ⋉ Zs`2n on
Hs ˆ Cn, and we have the following:
1) The quotient Y has a natural structure of a complex manifold of
dimension s ` n.
2) There is a fibration p : Y Ñ Ts with fiber Ts`2n; the action of
generators of the monodromy group Zs is given by the matrices
D1pMJq, . . . , DspMJq.
3) The fibration p admits a cross-section.
Proof. The part 1) follows from the fact that G acts by biholomor-
phisms, together with Proposition 2.4. The parts 2) and 3) follow
from Proposition 2.5. 
Remark 3.10. For s “ 1 the family consisting of one polynomial
D1ptq “ t is obviously a Dirichlet family for any matrixM of type J0.
Thus we recover here the construction of generalized Inoue mani-
folds from [6], §2.
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4. CONSTRUCTING DIRICHLET FAMILIES
In this section we construct Dirichlet families associated to a given
matrix M P SLpN,Zq. The main result of this section is Theorem
4.13. The principal algebraic tool in this construction is Proposition
4.1, based on the Dirichlet’s unit theorem.
4.1. A corollary of the Dirchlet’s unit theorem.
Proposition 4.1. Let P P Zrts be an irreducible polynomial. Assume
that P has at least one real root, and at least one imaginary root.
Denote the real roots of P by γ1, . . . , γl, and let 2q be the number of
imaginary roots. Put ÝÑγ “ pγ1, . . . , γlq.
Then there are polynomials P1, . . . , Pl P Zrts such that :
1) Pi are invertible in Zrts{P .
2) For every i, j we have Pipγjq ą 0.
3) The vectors PipÝÑγ q “ pPipγ1q, . . . , Pipγlqq with 1 6 i 6 l form a
log-basis in pR˚`ql.
4) The properties 1) – 3) hold if we replace Pi by any other polyno-
mial P˜i such that P˜i ” Pi mod P .
Proof. Consider the algebraic extension K of Q corresponding to
P , that is, K “ Qrts{P . Let m “ degP , then m “ l ` 2q “ pK : Qq.
An embedding K ãÑ C is called real if its image is in R; an embed-
ding which is not real is called complex. The field K admits l real
embeddings and 2q complex embeddings. Denote the real embed-
dings by σ1, . . . , σl and the complex embeddings by σl`1, . . . , σl`2q;
we can assume that σi “ σq`i for i > l ` 1. The map
σ : K Ñ Rl ˆ Cq; σpxq “ `σ1pxq, . . . , σl`qpxq˘
is an embedding (known as geometric representation of the field K,
see [3], Ch. II, §3). The map L : K˚ Ñ Rl`q defined as follows:
L pxq “´
log |σ1pxq|, . . . , log |σlpxq|, 2 log |σl`1pxq|, . . . , 2 log |σl`qpxq|
¯
is called the logarithmic representation map.
The ring Zrts{P is an order in K, denote it by O. Dirichlet’s unit
theorem (see [3], Ch. II, §4.3) guarantees the existence of l ` q ´ 1
elements u1, . . . , ul`q´1 in O, which are invertible in O and generate
a free abelian group in O˚. Moreover, these units can be chosen so
as their L -images form a basis in the hyperplane
H “
!
λ P Rl`q | λ1 ` ... ` λl`q “ 0
)
,
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see [3], Chapter II, §4.3. Denote by p the projection of Rl`q onto the
space Rl corresponding to the first l coordinates. Since q > 1 we can
assume (re-numbering the units ui if necessary), that the vectors
ppL pu1qq, ..., ppL pulqq form a basis in Rl.
Pick any polynomials Pi P Zrts (here 1 6 i 6 l) such that Piptq “ ui
in O. Every real embedding of K sends t to one of the real roots
of P , so renumbering the roots γi if necessary we can assume that
σiptq “ γi. Therefore
σjpuiq “ σjpPiptqq “ Pipγjq.
Replacing the units ui by their squares u
2
i if necessary we can as-
sume that Pipγjq ą 0. The property 2) of the statement of the Propo-
sition follow. As for 3) it suffices to observe that the vector lgPipÝÑγ q
equals ppL puiqq. The point 4) is obvious. 
Corollary 4.2. Let M P SLpN,Zq; assume that the characteristic
polynomial P ofM satisfies the assumptions of Proposition 4.1. Then
there exists a Dirichlet family of polynomials forM .
Proof. The family pP1, . . . , Plq of polynomials from Proposition 4.1
satisfy the properties∆2q and∆3q (they follow from the properties 2)
and 3) of Proposition 4.1). Further, observe that every matrix PipMq
is invertible. Indeed there exists a polynomial Ti such that PiTi ” 1
mod pP q. Therefore PipMqTipMq “ Id and PipMq is invertible.
It remains only to show that detPipMq ą 0. This property follows
from the next Lemma, the proof of which is an easy consequence of
the Jordan decomposition theorem and will be omitted.
Lemma 4.3. LetM be a square matrix with entries in R, and P P Rrts.
Assume that for every real eigenvalueα ofM we have P pαq > 0. Then
detP pMq > 0. 

4.2. Dirichlet families: a particular case. In this subsection we
begin the construction of Dirichlet families; we consider here a par-
ticular class of matrices. We will use the following terminology for
polynomials with integer coefficients.
Definition 4.4. Let A,B P Zrts. We say that A and B are coprime if
their greatest common divisor is 1. We say that A and B are strongly
coprime if the sum of the principal ideals pAq and pBq equals Zrts.
Definition 4.5. An integer polynomial C is said to be of type J1 if
C “ B0 ¨ B1 with B0, B1 P Zrts, and
1) B0 has no real roots.
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2) B1 is irreducible, it has at least one real root and at least one
imaginary root.
3) B0 and B1 are strongly coprime.
We say that a matrixM P SLpN,Zq is of type J1 if its characteristic
polynomial is of type J1. △
Remark 4.6. This condition allows B0 to have multiple complex
roots.
Proposition 4.7. IfM is of type J1, then there exists a Dirichlet fam-
ily of polynomials forM .
Proof. Denote by C the characteristic polynomial of M . The ring
Zrtsex : twidiag ´ tor{C has natural projections φ0 : Zrts{C Ñ
Zrts{B0 and φ1 : Zrts{C Ñ Zrts{B1. The product of these projections
φ “ φ0 ˆ φ1 : Zrts{C Ñ Zrts{B0 ˆ Zrts{B1
is an isomorphism by the Chinese remainder theorem (see [5], Th
2.25, p. 131). Denote the real roots of B1 by α1, . . . , αs. Apply
Proposition 4.1 to B1; we obtain polynomials P1, . . . , Ps P Zrts. For
1 6 i 6 s let Qi P Zrts be any polynomial invertible mod B0, and
Di P Zrts be a polynomial such that
(5) Di ” Qi mod pB0q, and Di ” Pi mod pB1q.
We claim that the family D “ pD1, . . . , Dsq is a D-family for M .
Since Dipαjq “ Pipαjq, the formula (5) allows us to deduce the
property ∆2q from property 2) of Proposition 4.1. As for the property
∆3q it follows immediately from property 3) of 4.1.
The polynomialDi is invertible in Zrts{C since φ is an isomorphism
and both φ0pDiq and φ1pDiq are invertible. Therefore DipMq is in-
vertible over Z. Applying Lemma 4.3 we deduce that detDipMq “ 1.

Remark 4.8. There is a large choice for polynomialsQi. In particular
the polynomials Qiptq “ t will do. Any Dirichlet family corresponding
to this case will be called primary.
Here is one example of a polynomial of type J1.
Proposition 4.9. Let B1ptq “ t4 ` 3t3 ` 3t2 ` 3t ` 1, Aptq “ t2 ` 1.
Let q be any natural number > 1, and put B0ptq “ pAptqqq. Then the
polynomial Cptq “ B0ptqB1ptq is of type J1.
Proof. It is easy to check that B1 is irreducible over Z and has
two real roots (both negative), and two imaginary roots. The resul-
tant RpB1, Aq equals 1, therefore the ideal generated by B0 and A
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contains 1, so that B0 and A are strongly coprime. We have also
RpB1, Aqq “ pRpB1, Aqqq “ 1, therefore B0ptq and B1ptq are coprime.

Using recent results from the theory of irreducible polynomials one
can generalize the previous example to construct polynomials of type
J1 of higher degrees. Here is one more example.
Proposition 4.10. Let B1ptq “ t12 ` 8t8 ` 20t7 ` 19t6 ` 20t5 ` 8t4 ` 1,
and Aptq “ t2`1 as before. Let q be any natural number > 1, and put
B0ptq “ pAptqqq. Then the polynomial Cptq “ B0ptqB1ptq is of type J1.
Proof. The coefficients of B1 are all positive, the degree of B1 is
less than 31, and the natural numberB1p10q is prime. Therefore by a
theorem of M. Filaseta and S. Gross ([7], Th. 1) the polynomial B1 is
irreducible. In particular, its roots are simple. We have B1p´1q “ ´3,
therefore B1 has at least two real roots. The polynomial f
1pxq is
divisible by x3, and can have at most 9 real roots, thereforeB1 has at
least one imaginary root. The resultantRpB1, B0q equals 1, similarly
to the Proposition 4.9, and the proof is over. 
4.3. Dirichlet families: general case. In this subsection we con-
struct Dirichlet families in more general situation than in the previ-
ous subsection.
Definition 4.11. We say that an integer polynomial C is of type J if
C “ B0B1 ¨ ¨ ¨Bk where Bi have the following properties:
J 1) B0 has no real roots.
J 2) For every i > 1 the polynomial Bi is irreducible, it has at least
one real root and at least one imaginary root.
J 3) For every i, j > 0 the polynomials Bi, Bj are strongly coprime.
We say that a matrixM P SLpN,Zq is of type J if its characteristic
polynomial is of type J . △
We have obviously J0 ð J ð J1. Here is one example of a poly-
nomial of type J which is not of type J1.
Proposition 4.12. Let Aptq “ t2 ` 1 and
B1ptq “ t4 ` 3t3 ` 3t2 ` 3t ` 1, B2ptq “ t4 ` 4t3 ` 3t2 ` 4t ` 1.
Let q be any natural number > 1, and put B0ptq “ pAptqqq. Then the
polynomial Cptq “ B0ptqB1ptqB2ptq is of type J .
Proof. It is easy to check that each of the polynomials B1, B2 is
irreducible over Z and has two real roots (both negative), and two
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imaginary roots. As for the resultants of these polynomials we have
RpB1, Aq “ 1, RpB2, B1q “ 1, RpB2, Aq “ 1;
the proposition follows. 
Theorem 4.13. LetM P SLpN,Zq be a matrix of type J . Then there
exists a D-family of polynomials forM .
Proof. Denote by sj the number of real roots of Bj, let s “
řk
j“1 sj.
The ring Zrts{C has natural projections φj : Zrts{C Ñ Zrts{Bj. Con-
sider the product of these projections
(6) φ : Zrts{C Ñ Zrts{B0 ˆ Zrts{B1 ˆ ... ˆ Zrts{Bk.
Since the polynomials Bj are strongly pairwise coprime, φ is an iso-
morphisms by the Chinese remainder theorem (see [5], Th 2.25, p.
131).
For 1 6 j 6 k apply Proposition 4.1 to the polynomial Bj; we
obtain polynomials Pj,i, where 1 6 i 6 sj. The polynomials of the
Dirichlet family in construction will be indexed by couples pj, iq with
1 6 j 6 k and 1 6 i 6 sj. Let pj, iq be such couple.
Let Ej,i P Zrts be any polynomial invertible mod B0.
Let Dj,i be an integer polynomial such that
Dj,i ” Ej,i modpB0q,
Dj,i ” Pj,i modpBjq,
Dj,i ” 1 modpBµq if µ ­“ j and µ ­“ 0.
We can choose such polynomials since the map (6) is an isomor-
phism. We claim that the family D “ tDj,iu is a D-family forM .
Let us first prove the property ∆2q. Denote by αj,i the real roots of
Bj (here 1 6 i 6 sj). We have Pj,ipαj,λq ą 0 for every λ; this implies
Dj,ipαj,λq ą 0 since Dj,i ” Pj,i modpBjq and Bjpαj,λq “ 0. Similarly,
if µ ­“ j, then Dj,ipαµ,λq “ 1 for every λ and the property ∆2q holds.
Let us proceed to the property∆1q. For an integer polynomialA we
will denote by A its image in Zrts{C. Observe that for every µ > 0 the
element φµpDj,iq is invertible, thereforeDj,i is also invertible, since φ
is an isomorphism. This implies that the matrixDj,ipMq is invertible
over Z. Applying Lemma 4.3 we deduce that detDj,ipMq “ 1.
To prove ∆3q observe that the s ˆ s matrix logDj,ipαµ,λq is block-
diagonal. It has k blocks of sizes s1, . . . , sk and the j-th block equals
the psj ˆ sjq-matrix logDj,˚pαj,˚q with 1 6 ˚ 6 sj. The determinants
of these matrices are non zero by the property 3) of Proposition 4.1.
The proof of Theorem 4.13 is now over. 
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Definition 4.14. There is a large choice for polynomials Ej,i. In
particular the polynomials Ej,iptq “ t will do. Any Dirichlet family
corresponding to this case will be called primary.
5. THE MANIFOLD T pM,Dq
Now we summarize the contents of the previous section to obtain
the generalized OT-manifold. In this section M denotes a matrix
in SLpN,Zq of type J . This matrix has s simple real eigenvalues
with s ą 0 and at least one imaginary eigenvalue, and we have
N “ s ` 2n with n ą 0. Let D “ pD1, . . . , Dsq be any D-family
for M . Such families exist by Theorem 4.13 of Subsection 4.3. The
family DpMq “ pD1pMq, . . . , DspMqq of integer matrices determines
an action of Zs on Zs`2n. Denote by GD the group associated to this
action, so that GD « Zs⋉Zs`2n. The next result is the main theorem
of the present paper. It follows immediately from Proposition 3.9.
Theorem 5.1. The group GD acts by biholomorphisms on the space
HsˆCn. This action is properly discontinuous and the quotient T pM,Dq
is a compact complex pn`sq-dimensional manifold. We have a natural
fibration T pM,Dq Ñ Ts with fiber Ts`2n, and the monodromy group
isomorphic to Zs. The action of generators of the monodromy group on
Ts`2n is given by the matrices D1pMJq, . . . ,DspMJq. 
5.1. Relation with generalized Inoue manifolds from [6]. In this
subsection we explain the relation of manifolds T pM,Dq with the
generalized Inoue manifolds, constructed in [6]. Recall from [6] that
a matrix M P SLp2n ` 1,Zq is called matrix of type I if it has only
one real eigenvalue which is simple, positive and irrational. In [6]
we associated to each such matrix a complex non-Ka¨hler manifold
TM of complex dimension n ` 1 endowed with a fibration TM Ñ S1,
whose fiber is a torus T2n`1.
A matrix of type I is clearly a matrix of type J0 with s “ 1. In this
case the family consisting of one polynomial D1ptq “ t is a Dirichlet
family. The twisted-diagonal action of the semidirect product Z ⋉
Z2n`1 corresponding to D1 is the same as the action constructed in
[6] and the manifold T pM,Dq is biholomorphic to the manifold TM
from [6].
6. MAPPING MULTI-TORI AND THEIR HOMOLOGICAL PROPERTIES
From the topological point of view Inoue surfaces are just the map-
ping tori of the corresponding linear map of T3. In this section we
discuss a generalization of the mapping torus construction, which
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leads to a simple description of the topological type of T pM,Dq and
enables us to establish its basic topological properties.
Definition 6.1. LetX be a topological space and φ : Zs Ñ HomeopXq
a group homomorphism. Consider the diagonal action of Zs on RsˆX
(Zs acting on Rs by translations). The mapping multi-torus of φ is the
quotient of Rs ˆX by this action. It is denoted by MT pφq.
Remark 6.2. 1) We have a natural fibration pφ : MT pφq Ñ Ts
with fiber X.
2) If s “ 1 then the space MT pφq is the mapping torus of the
homeomorphism φp1q : X Ñ X.
3) Choose a basis t1, . . . , ts in Z
s, let Gl be the free abelian sub-
group generated by t1, . . . , tl. Let φk “ φ | Gk. The map φptk`1q
determines a self-homeomorphism ψk`1 : MT pφkq Ñ MT pφkq
andMT pφk`1q is the mapping torus of ψk`1.
Definition 6.3. A homomorphism φ : Zs Ñ HomeopXq is called
special if
1) The space X is connected.
2) All the maps φpgq for g P Zs have a common fixed point.
3) There is g P Zs such that the homomorphism pφpgqq˚ ´ Id :
H1pX,Qq Ñ H1pX,Qq is injective.
Observe that the property 2) from the above definition implies ex-
istence of a cross-section of the fibration pφ.
Proposition 6.4. If φ is special, then b1pMT pφqq “ s, and the fibra-
tion pφ induces an isomorphism in H1p ´ ,Qq.
Proof. Choose a basis t1, . . . , ts P Zs in such a way that 1 is not
an eigenvalue of the homomorphism pφpt1qq˚ of H1pX,Qq. Let Bl “
MT pφlq. We will now prove two following assertions by induction in
l with l > 1.
1) b1pBl,Qq “ l, and
2) pφptl`1qq˚ : H1pBl,Qq Ñ H1pBl,Qq equals Id.
Assuming that these assertions hold for a given value of l > 1 write
the Milnor’s exact sequence (see [16])
H1pBlq pφptl`1qq˚´IdÝÝÝÝÝÝÝÝÝÑ H1pBlq Ñ H1pBl`1q Ñ H0pBlq Ñ H0pBlq.
The space Bl is connected, therefore b1pBl`1q 6 l ` 1. The fibra-
tion Bl`1 Ñ Tl`1 has a cross-section, therefore b1pBl`1q > l ` 1. The
part 1) of the induction step follows. The part 2) follows from the
fact that the cross-section induces isomorphism in H1. The induc-
tion step is now complete. A similar argument proves the assertion
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for l “ 1, here we use the fact that 1 is not an eigenvalue of the
homomorphism pφ1q˚. 
Proposition 6.5. Assume that the properties 1) and 2) of Definition
6.3 hold for a group homomorphism φ : Zs Ñ HomeopXq. Then the
group π1pMT pφqq is the semidirect product Zs ⋉ π1pXq with respect
to the corresponding homomorphism φ˜ : Zs Ñ Autpπ1pXqq. (Namely,
φ˜ sends any element g P Zs to the automorphism in π1 induced by
φpgq.)
Proof. Follows immediately from the exact sequence of the fibra-
tion pφ. 
Definition 6.6. Let ρ : Zs Ñ GLpk,Zq be a homomorphism. Denote
by Gs,kpρq the corresponding semidirect product Zs⋉Zk. We say that
ρ is special if there is g P Zs such that 1 is not an eigenvalue of ρpgq.
We say that ρ is diagonalizable if for every g P Zs the matrix ρpgq is
diagonalizable over C.
Each homomorphism ρ : Zs Ñ GLpk, Zq determines a homomor-
phism ρ¯ : Zs Ñ HomeopTkq; if ρ is special then ρ¯ is also special.
Corollary 6.7. If ρ : Zs Ñ GLpk, Zq is special then b1pGs,kpρqq “ s. 
Lemma 6.8. Assume that a homomorphism ρ : Zs Ñ GLpk,Zq is
special. Let f1, f2 : Gs,kpρq Ñ Zs be epimorphisms. Then there is an
isomorphism ψ : Zs Ñ Zs such that f2 “ f1 ˝ ψ.
Proof. Consider the Hurewicz homomorphism modulo torsion:
(7) h : Gs,kpρq Ñ H1pGs,kpρqq{Tors « Zs.
The homomorphism f1 factors through h, so that f1 “ ψ1 ˝ h. The
map ψ1 is then an epimorphism of Z
s onto itself, therefore it is an
isomorphism. Similarly f2 “ ψ2 ˝ h and the proof is over. 
Proposition 6.9. Assume that Gs,kpρq « Gt,mpθq where ρ is special.
Assume that b1pGt,mpθqq “ s. Then s “ t, k “ m and there is an
isomorphism ψ : Zs Ñ Zs such that the representations ρ and θ ˝ ψ
are equivalent. In particular, if ρ is diagonalizable, then θ is also
diagonalizable.
Proof. Let Ψ : Gs,kpρq Ñ Gt,mpθq be an isomorphism. Denote
by j : Gt,m Ñ Zs the Hurewicz homomorphism modulo torsion
(similarly to (7)). Lemma 6.8 implies that there is an isomorphism
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ψ such that the following diagram is commutative.
0 // Zk
ψ0

// Gs,kpρq
Ψ

h
// Zs
ψ

// 0
0 // Zm // Gt,mpθq j // Zs // 0
Then ψ0 is necessarily an isomorphism, thereforem “ k and for each
g P Zs the matrix ρpgq is conjugate to θpψpgqq via the isomorphism
ψ0. 
Let us now return to generalized Inoue manifolds. LetM P SLps`
2n,Zq and D be a D-family forM . Every map gi “ Dipg0q : RsˆCn Ñ
RsˆCn preserves the lattice L and determines a self-homeomorphism
g¯i of the torus X “ Rs ˆ Cn{L. Define a map φ : Zs Ñ HomeopXq
by φptiq “ gi; then the manifold T pM,Dq is clearly homeomorphic to
the mapping multi-torusMT pφq.
Corollary 6.10. The group π1pT pM,Dqq is isomorphic to the semidi-
rect product Zs⋉Zs`2n where the action of Zs on Zs`2n « L is given by
the homomorphism ti ÞÑ DipMJq.
Denote byGpDq the subgroup of SLps`2n,Zq generated byDipMJq
(where 1 6 i 6 s).
Definition 6.11. The Dirichlet family D is called special, if in the
subgroup GpDq there is at least one matrix without eigenvalue 1.
For example in the case s “ 1 the Dirichlet family consisting of one
polynomial D1ptq “ t is special.
Proposition 6.12. Let M be a matrix of type J with characteristic
polynomial C “ B0 ¨ B1 ¨ . . . ¨ Bk (see Definition 4.11). Then any
primary Dirichlet family is special. (In particular this is the case when
B0 “ 1.)
Proof. The matrix ´
logDipαjq
¯
16i,j6s
has a non-zero determinant. Therefore some linear combination
of its lines has only strictly positive coordinates. Thus for some
n1, . . . , ns P Z we have
sÿ
i“1
ni logDipαjq ­“ 0 and
sź
i“1
Dnii pαjq ­“ 1 for every j.
Let N “ śs
i“1D
ni
i pMJq. Then N P GpDq and 1 is not an eigenvalue
of N | V . Further, N | pW ‘ W¯ q “MJ | pW ‘ W¯ q since the family D
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is primary. Therefore all eigenvalues ofN in pW ‘W¯ q are imaginary.

Corollary 6.13. LetD “ pD1, . . . , Dsq be a special Dirichlet family for
M . Then b1pT pM,Dqq “ s. 
7. LCK STRUCTURES ON T pM,Dq
In this section we show that ifM is non-diagonalizable, and D is a
primary Dirchlet family for M , then the manifold T pM,Dq does not
admit a structure of a locally conformally Ka¨hler manifold (in partic-
ular it is not Ka¨hler). The argument follows basically the lines of the
proof of the corresponding property of Oeljeklaus and Toma mani-
folds ([17], Proposition 2.9), although we do not need the condition
s “ 1 from [17].
Theorem 7.1. Let M be a matrix of type J , and D be a primary
Dirchlet family forM . Assume that at least one of the matricesDipMq
is non-diagonalizable. Then the manifold T pM,Dq does not admit a
structure of a locally conformally Ka¨hler manifold.
Proof. Denot T pM,Dq by Y for brevity. We have a tower of cover-
ings
Y 1 “ Hs ˆ Cn χ // Y¯ pi // Y
where π is induced from the universal covering Rs Ñ Ts via the fibra-
tion Y Ñ Ts from Theorem 5.1, and the covering χ is the universal
covering for Y¯ . Assume that Y admits an LCK-metric, let Ω be the
corresponding 2-form on Y so that dΩ “ ω ^ Ω, and dω “ 0. Then
dpπ˚Ωq “ π˚ω^π˚Ω. The map π induces the sero homomorphism in
H1p¨,Rq, therefore we have π˚ω “ df . The form θ “ e´fπ˚Ω on Y¯
has the following properties:
A) θ is closed.
B) For every g P Zs we have g˚θ “ ρpgq ¨ θ, where ρpgq “ e´xrωs,gy.
C) The bilinear form θ˜ associated to θ via the following formula:
(8) θ˜pxqph, kq “ θpxqph,?´1kq
is positive definite.
The manifold Y¯ is diffeomorphic to Ts`2n ˆ pR˚`qs, and so there
is a natural action of the group Ts`2n on it. Denote by θ1 the 2-
form obtained by averaging the form θ with respect to this action
and the usual Haar measure on Ts`2n. It is clear that θ1 satisfies
the conditions A) and C) above. The next lemma shows that the
condition B) is also true for θ1.
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Lemma 7.2. For every g P Zs we have g˚pθ1q “ ρpgq ¨ θ1.
Proof. Let ξ P Ts`2n. Observe that
g˚pξ˚θq “ g˚ξ˚pg˚q´1g˚θ “ ρpgqg˚ξ˚pg˚q´1θ.
Therefore ż
Ts`2n
g˚pξ˚θqdξ “ ρpgq
ż
Ts`2n
g˚ξ˚pg˚q´1θdξ.
The diffeomorphism ξ ÞÑ gξγ´1 of Ts`2n onto itself preserves vol-
umes, since all matrices DipMq are in SLp2n ` s,Zq. The change-
ment of variables theorem implies thatż
Ts`2n
pg´1ξgq˚θdξ “
ż
Ts`2n
θdξ
and we have g˚θ1 “ ρpgqθ1. 
The restriction of θ1 to any subspace T
s`2nˆ v where v P pR˚`qs has
constant coefficients with respect to the usual basis of Ω2pTs`2nq.
Moreover let λ “ χ˚pθ1q, then the coefficients of λ with respect to the
usual basis of Ω2pHs ˆ Cnq do not depend on ~z (where p~w, ~zq denote
the coordinates on HsˆCn). Thus the restriction of λ to any subspace
w ˆ Cn writes as ÿ
i,j
λijp~wqdzi ^ dz¯j.
Lemma 7.3. The coefficients λij do not depend on ~w.
Proof. Write
λ “
ÿ
i,j
gijp~wqdwi ^ dw¯j `
ÿ
i,j
hijp~wqdwi ^ dz¯j
`
ÿ
i,j
kijp~wqdzi ^ dw¯j `
ÿ
i,j
λijp~wqdzi ^ dz¯j.
The coefficients of dλ at dwk ^ dzi ^ dz¯j and at dw¯k ^ dzi ^ dz¯j
equal
Bλij pwq
Bwk
, and respectively
Bλijpwq
Bw¯k
. Since dλ “ 0, the lemma
follows. 
Put λ0 “ λ | p1 ˆ Cnq. The symmetric bilinear form λ˜0 associated
to λ0 via the formula (8) is a scalar product on C
n « R2n. Since
the family D is primary, the restriction of any matrix DipMq to Cn
equals RJ and is therefore non-diagonalizable. Put U “ DipMq.
Then we have µpUξ,Uηq “ Cµpξ, ηq for ξ, η P Cn, so that the matrix
U0 “ U{
?
C preserves the scalar product. This contradicts to the
assumption that U is non-diagonalizable. 
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8. RELATIONS WITH THE OELJEKLAUS-TOMA CONSTRUCTION
This section is about relations of the manifolds T pM,Dq with the
manifolds constructed by Oeljeklaus and Toma in [17] (OT-manifolds
for short). We begin by a brief recollection of Oeljeklaus-Toma con-
struction, then we show that some of OT-manifolds are biholomor-
phic to manifolds T pM,Dq. Then we show that in the non-diagonalizable
case the manifold T pM,Dq is not homeomorphic to any of OT-manifolds.
8.1. Construction of OT-manifolds. Let K be an algebraic num-
ber field. An embedding K ãÑ C is called real if its image is in R;
an embedding which is not real is called complex. Denote by s the
number of real embeddings and by n the number of complex embed-
dings. Then pK : Qq “ s ` 2n. Let σ1, . . . , σs be the real embeddings
and σs`1, . . . , σs`2n be the complex embeddings; we can assume that
σi “ σn`i for i > s ` 1. The map
σ : K Ñ Rs ˆ Cn; σpxq “ `σ1pxq, . . . , σs`npxq˘
is an embedding (known as geometric representation of the field K,
see [3], Ch. II, §3). Let O be any order inK, then σpOq is a full lattice
in Rs ˆ Cn. Denote by O˚ the group of all units of O. The Dirichlet
Unit Theorem (see [3], Ch. II, §4 , Th. 5) says that the group O˚{Tors
is a free abelian group of rank s`n´ 1. Assume that n > 1. Choose
any elements u1, . . . , us of O
˚ generating in O˚{Tors a free abelian
subgroup of rank s. A unit λ P O will be called positive if σipλq ą 0
for every i 6 s. Replacing ui by u
2
i
if necessary we can assume that
every ui is positive. The subgroup U of O
˚ generated by u1, . . . , us
acts on O and we can form the semidirect product P “ U ⋉ O. The
group P acts on Cr “ Cs ˆ Cn as follows:
‚ any element ξ P O acts by translation by vector σpξq P Rs ˆ Cr.
‚ any element λ P U acts as follows:
λ ¨ pz1, . . . , zs`nq “ pσ1pλqz1, . . . , σs`npλqzs`nq.
For i 6 s the numbers σipλq are real and positive, so the subset
Hs ˆ Cn is invariant under the action of P. This action is properly
discontinuous and the quotient is a complex analytic manifold of
dimension s` n which will be denoted by XpK,O, Uq . The notation
XpK,Uq used in the article [17] pertains to the case when the order
O is the maximal order of K.
8.2. OT-manifolds as manifolds of type T pM,Dq. In this section
we assume that there is a Dirichlet unit ξ in K such that Qpξq “ K.
This assumption holds for example when s ` n > 2 and there are no
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proper subfields Q ( K 1 ( K; this is always the case if s ` n > 2
and 2n` s is a prime number. Replacing ξ by ξ2 if necessary we can
assume that ξ is positive. Denote by P the minimal polynomial of ξ,
let CP be the companion matrix of P , and put BP “ CJP . Denote by
O the order Zrξs, and let U be any subgroup of the group of units of
Zrξs, isomorphic to Zs, and generated by positive units u1, . . . , us.
Choose polynomials Di P Zrts, such that ui “ Dipξq. The family
D “ pD1, . . . , Dsq is a Dirichlet family for the matrix CP (see Propo-
sition 4.1 and Corollary 4.2).
BothXpK,O, Uq and T pM,Dq are obtained as quotients of actions
of semidirect products of groups Zs and Zs`2n on Hs ˆ Cn. We are
now going to describe these two actions in details and show that they
are isomorphic. Let α1, . . . , αs, β1, . . . , βn, β¯1, . . . , β¯n be the roots of
P . Renumbering the roots of P if necessary we can assume that
σipξq “ αi for i 6 s, and σipξq “ βi, σi`spξq “ βi for i ą s,
1. The manifold T pBP ,Dq.
The eigenvalues of the matrix BP are the same as those of the ma-
trix CP , that is, α1, . . . , αs, β1, . . . , βn, β¯1, . . . , β¯n,. The correspond-
ing eigenvectors of BP are:
ar “ p1, αr, . . . , α2n`s´1r q, bi “ p1, βi, . . . , β2n`s´1i q
(where 1 6 r 6 s and 1 6 i 6 n). We have therefore a decomposition
of Cs ˆ C2n into a direct sum of invariant subspaces
Cs`2n “ V ‘W ‘ W¯
where V is generated by the eigenvectors a1, . . . , as andW is gener-
ated by the eigenvectors b1, . . . , bn. The matrix R is therefore diago-
nal with diagonal entries β1, . . . , βn. The vectors vi (see the formula
(1)) are given by the formulas
v1 “ p1, . . . , 1q, v2 “ pα1, . . . , αs, β1, . . . , βnq, . . . ,
v2n`s “ pα2n`s´11 , . . . , α2n`s´1s , β2n`s´11 , . . . , β2n`s´1n q.
The element g0 (see the formula (2)) acts as follows:
g0 ¨ pw1, . . . , ws, z1, . . . , znq “ pα1w1, . . . αsws, β1z1, . . . , βnznq.
The elements gi (where 1 6 i 6 s) act as follows:
gi ¨ pw1, . . . , ws, z1, . . . , znq “´
Dipα1qw1, . . . , Dipαsqws, Dipβ1qz1, . . . , Dipβnqzn
¯
.
2. The manifold XpK,O, Uq.
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The σ-image of ξr equals pαr
1
, . . . , αr
s
, βr
1
, . . . , βr
n
q; this vector equals
vr`1 (here 0 6 r 6 s ` 2n ´ 1). Thus the group of translations of
Hs ˆ Cn by elements of σpZrξsq is generated by the vectors vi. The
action of ξ P O on Hs ˆ Cn is given by
ξ ¨ pw1, . . . , ws, z1, . . . , znq
“ `σ1pξqw1, . . . , σspξqws, σs`1pξqz1, . . . , σn`spξqzn˘
“ pα1w1, . . . , αsws, β1z1, . . . , βnznq.
Therefore the elements Dipξq generating the group U act as follows:
Dipξqpw, zq “
´
Dipα1qw1, . . . , Dipαsqws, Dipβ1qz1, . . . , Dipβnqzs
¯
.
We deduce that the semidirect products of groups Zs and Z2n`s aris-
ing in the cases 1 and 2 are isomorphic and their actions on Hs ˆCn
are identical. Thus we arrive at the following conclusion.
Proposition 8.1. We have a biholomorphism
T pM,BP q « XpK,O, Uq. 
8.3. The non-diagonalizable case.
Lemma 8.2. LetK be an algebraic number field admitting s real and
n complex embeddings into C so that pK : Qq “ 2n ` s. Let O be
an order in K, denote by O˚ the multiplicative group of units of O.
Let U « Zs be a subgroup such that every γ P U is positive. Let
X “ XpK,O, Uq be the corresponding OT-manifold. Then the group
π1pXq is a semidirect product Zs ⋉ Z2n`s of diagonal type.
Proof. The group π1pXq is isomorphic to Gs,2npAq where A : U Ñ
GLp2n ` s,Zq denotes the action of the group U on the order O «
Z2n`s. Let γ P U , and P be the minimal polynomial of γ. The roots of
P are simple and different from 1. Since P pApγqq “ 0, the minimal
polynomial of the matrix Apγq has the same properties. Therefore
Apγq is diagonalizable and Lemma is proved. 
The following proposition is now a direct consequence of Proposi-
tion 6.9.
Proposition 8.3. Let M P SLp2n ` s,Zq. Assume that there is a
special Dirichlet family D “ pD1, . . . , Dsq for M such that at least
one of matrices DipMq is non-diagonalizable over C. Then the group
π1pT pM,Dqq is not isomorphic to the fundamental group of any of
manifolds XpK,O, Uq constructed in [17]. Therefore T pM,Dq is not
homeomorphic to any of manifoldsXpK,O, Uq. 
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The assumptions of the previous proposition hold if D is primary.
Therefore we obtain the next Corollary.
Corollary 8.4. LetM P SLp2n` s,Zq be a non-diagonalizable matrix
of type J , and D a primary Dirichlet family for M . Then T pM,Dq is
not homeomorphic to any of manifoldsXpK,O, Uq. 
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