The most costly operations encountered in pairing computations are those that take place in the full extension field F p k . At high levels of security, the complexity of operations in F p k dominates the complexity of the operations that occur in the lower degree subfields. Consequently, full extension field operations have the greatest effect on the runtime of Miller's algorithm. Many recent optimizations in the literature have focussed on improving the overall operation count by presenting new explicit formulas that reduce the number of subfield operations encountered throughout an iteration of Miller's algorithm. Unfortunately, almost all of these improvements tend to suffer for larger embedding degrees where the expensive extension field operations far outweigh the operations in the smaller subfields. In this paper, we propose a new way of carrying out Miller's algorithm that involves new explicit formulas which reduce the number of full extension field operations that occur in an iteration of the Miller loop, resulting in significant speed ups in most practical situations of between 5 and 30 percent.
Introduction
At the beginning of this century, pairing-based cryptography became extremely popular after the first practical identity-based encryption scheme was constructed using the powerful bilinearity property of pairings [13] . Accompanied by many other exciting breakthroughs that resulted from pairings, the discovery of ID-based encryption heightened the demand for practical pairings which can be computed efficiently. Since then, much research has been invested towards achieving faster pairings and consequently the speed of computing Miller's algorithm [34] for calculating pairings has significantly increased. Initial improvements in pairing computations were spearheaded by evidence that the Tate pairing was much more efficient than the Weil pairing, since the final exponentiation in the Tate pairing facilitates several clever simplifications in the Miller iterations [4, 6, 7, 35] . The continual evolution of security requirements and standards has lead to a large emphasis being placed on obtaining secure curve constructions for a range of embedding degrees. As a result, the construction of pairing-friendly curves has become an active field of research in itself [5, 14, 36, 20, 8, 24, 10, 21, 30] , so that cryptographers can now choose from an array of flexible curve options that offer high levels of efficiency in pairing computations [22] . More recently, Hess, Smart and Vercauteren [27] generalized prior work by Duursma and Lee [19] and Barreto et al. [3] to develop the ate pairing which benefits from a truncated loop length and is usually much faster than the Tate pairing. The ate pairing has since enjoyed its own improvements [33, 32] , to the point where ate pairing variants can now be computed with optimal loop lengths [37, 26] .
In very recent times, researchers have achieved further speedups by deriving fast explicit formulas for specific stages of a Miller iteration [15, 18, 28, 1, 16, 17] , so that each iteration requires less subfield operations, resulting in a faster pairing. Unfortunately, such improvements are less effective when applied to the Tate pairing because the operations that are saved occur in the base field F p , and as the embedding degree k gets large, the complexity of the operations occurring in the full extension field F p k dominates the complexity of those operations occurring in F p , so that the relative speedup resulting from savings in the base field becomes much less. In the ate pairing with a twist of degree d, faster explicit formulas save operations in the subfield F p k/d , the complexity of which grows at the same rate as the complexity of operations in F p k , so that an increased embedding degree will not drastically effect the relative speedup. Nevertheless, optimized implementations of the ate pairing make use of the highest available twist for a given k, so that the complexity of operations in F p k/d is much less than those in F p k . For example, the ate pairing computed on a BN curve [8] where k = 12 uses a sextic twist (d = 6) , so that any computations saved through faster explicit formulas are those in the much smaller field F p 2 . An optimized construction of the extension field [31, 9] results in the complexity of operations in F p 12 being no less than 15 times greater than the analogous operations in F p 2 , so that any speedups that result from faster explicit formulas are still greatly overshadowed by the expensive operations in F p 12 . At any level, full extension field operations greatly outweigh subfield operations for both Tate-and ate-like pairings.
Eisenträger, Lauter and Montgomery [29] managed to avoid full extension field arithmetic in pairing computations by combining two linear Miller functions into a single function of degree 2, which they call a parabola, and achieving a speedup by replacing two multiplications by the two linear functions with a single multiplication by the parabola. However, the algorithm in [29] has limited application in state-of-the-art pairing implementations because it only applies to stages of the algorithm that require point addition, and optimized implementations will choose loop parameters with low Hamming weight that minimize the occurrence of these additions. Blake, Murty and Xu [12] extended the observations in [29] to form combinations of Miller lines that apply to every iteration of the Miller loop, proposing a version of Miller's algorithm that is somewhat analogous to the 2 n -ary windowing methods for general exponentiation (cf. [2, §9] ), using a window of size n = 2. Again, the techniques proposed in [12] are not optimized for modern implementations of Miller's algorithm because the main benefit of the combined linear functions in their case was to avoid field divisions, a problem that became obsolete after the introduction of denominator elimination in [4] . In this paper, we extend the notion of combining Miller lines into higher degree polynomials and present a more general approach, which we call Miller 2 n -tuple-and-add. Specifically, we show how to combine explicit formulas from n consecutive Miller doubleand-add iterations into more complicated explicit formulas for one Miller 2 ntuple-and-add iteration. The price we pay for spending more subfield operations to evaluate these more complicated formulas is greatly rewarded by the large savings that result from avoiding costly arithmetic in the full extension field. For both Tate and ate-like pairings, we show that the Miller 2 n -tuple-and-add algorithm achieves significant speedups over the standard Miller double-andadd routine for the majority of pairing-friendly embedding degrees. Our method offers (among others) the following important advantages over the prior work in [12] :
-Our method works for general n ≥ 1. All prior work (except for n = 2 in [12] ) has used n = 1. -Our method handles any addition steps encountered in Miller's 2 n -tupleand-add algorithm in exactly the same way, regardless of the 2 n -ary representation of the loop parameter. The method in [12] for n = 2 uses formulas that differ depending on the quarternary representation of the loop parameter. An important consequence of this is that higher values of n do not result in more complex additions, as they do for n = 2 in [12] . -The techniques and analyses in [12] focus on reducing the number of field divisions (inversions) that occur in the affine representation of the Miller lines. Field inversions are extremely costly in pairing implementations and have been phased out thanks to denominator elimination and the application of non-affine (projective) coordinate systems to pairing computations that eliminate field inversions altogether. The explicit formulas herein are derived using projective coordinates, and these formulas are reduced to give much faster operation counts.
The rest of this paper is organized as follows. Section 2 provides a brief background on pairings and Miller's algorithm. In Section 3 we describe the general Miller 2 n -tuple-and-add algorithm, before discussing a general strategy to obtain explicit formulas for 2 n -tuple-and-add in Section 4. In Section 5, we derive explicit formulas for the cases of Miller quadruple-and-add (n = 2) and Miller octuple-and-add (n = 3), and obtain operation counts for a typical iteration in each scenario. In Section 6, we compare the operation counts for the quadruple-and-add and octuple-and-add algorithm with the standard doubleand-add algorithm. We draw conclusions in the same section.
Background
Let E be an elliptic curve over F p . Assume E is given by the short Weierstrass equation y 2 = x 3 + ax + b and let O be the neutral element on E. For the points R, S ∈ E, let l R,S and v R,S respectively be the sloped and vertical lines in the standard chord-and-tangent addition of R and S, the divisors of which are div(l R,S ) = (R)+(S)+(−(R+S))−3(O) and div(v R,S ) = (−(R+S))+(R+S)− 2(O). When R = S, we have l R,R and v R,R as the sloped and vertical lines in the point doubling of R. Herein we let g R,S represent the quotient g R,
Let k be the embedding degree of E with respect to some large prime r and let E[r] denote the group of r-torsion points on E. We use π p to denote the p-power Frobenius endormorphism on E and we define two groups G 1 and G 2 using the two eigenspaces of π p as
For two points P ∈ G 1 and Q ∈ G 2 , the Tate pairing e r :
In the coming sections, we treat both pairings simultaneously by letting the required pairing be computed as f m,R (S) (p k −1)/r , where it is understood that in the Tate pairing we have m = r, R ∈ G 1 and S ∈ G 2 , whilst in the ate pairing we have m = T , R ∈ G 2 and S ∈ G 1 .
When counting field operations, we use M and S to denote the respective costs of a multiplication and a squaring in the field F p k , and we use m and s to represent the costs of a multiplication and a squaring in the subfield F p e , where e = 1 for Tate-like pairings and e = k/d for ate-like pairings with twists of degree d. In some instances it is necessary to count operations in more than two fields, in which case we avoid ambiguities by letting m i and s i denote the costs of a multiplication and a squaring in the field F p i . Lastly, we report the cost of a multiplication by a curve constant (or a small power of a curve constant) as d.
Since the introduction of the original ate pairing [27] , several variants with even shorter loop lengths have emerged [33] , including the R-ate pairing [32] which often achieves the optimal loop length [37, 26] . All of these variants also take R ∈ G 2 and S ∈ G 1 and compute f m,R (S), the only difference being the construction (and size) of the loop parameter m. We refer to all such pairings collectively as ate-like pairings (a : G 2 × G 1 → G 3 ), and hereafter we make no specifications regarding the loop length, since it plays no role in the results of this paper. Identically, we put the twisted ate pairing [27] under the umbrella of Tate-like pairings (e : G 1 × G 2 → G 3 ), since the twisted ate pairing takes its respective inputs from the same groups as the Tate pairing.
Using 
if mi = 0 then 7:
Compute g = gT,R(S) 8:
T ← T + R. 9:
f ← f · g. 10:
end if 11: end for 12: return f . 
Miller's double-and-add algorithm forms the function f 2v,R relating to the point [2] 
We obtain the Miller function f 2v,R by squaring the Miller function f v,R and multiplying this result by the "line" function(s) involved in the point doubling of T . In a standard implementation of Miller's algorithm, the functions f v,R and g T,T are contained in the full extension field, so that the function update (step 5 of Algorithm 1) comes at a cost of 1M + 1S. Assuming (for now) that no intermediate addition operations are required (i.e. m i = 0 for n consecutive i's in Algorithm 1), n consecutive iterations of Miller's double-and-add algorithm above transform the function f v,R into the function f 2 n v,R . The cost of the n function updates that occur in n such iterations is then nM + nS.
2 n -ary pairings: Miller 2 n -tuple-and-add
In this section we generalize the above (double-and-add) method by combining n consecutive doubling steps into one 2 n -tupling step and we show that this reduces the number of expensive function updates that occur in F p k . For any n, we naturally refer to this process as the Miller 2 n -tuple-and-add algorithm. Consider n consecutive squarings on the function f v,R , which equates to raising f v,R to the power 2 n . The divisor of the resulting function is given as
To obtain the desired Miller function
. We construct f * as
the divisor of which is (3) and combining this with (1) 
, so that f * is indeed the required function. We note that the construction of f * is intuitive. Namely, f * is simply the product of the n different g's that are formed throughout each of the n equivalent doubleand-add iterations, each of which accumulates a different exponent depending on how many squarings it encounters in the iterations that follow. In this light, Miller 2 n -tuple-and-add is much the same as Miller double-and-add; the major difference is that in Miller 2 n -tuple-and-add we do not multiply the Miller function by its update g immediately after it is squared. Rather, we form a product f * of n powers of such g's and we delay the multiplication of f * by f so that it occurs only once in what is the equivalent of n double-and-add iterations. For the addition step in the Miller 2 n -tuple-and-add algorithm, we now have to consider adding some multiple 
The straightforward way to construct such a function is
the divisor of which is
, and we see that f + is clearly the desired function. However, if we compute f + in the above fashion, we have to compute the product of w different addition lines, and since w can take any value between 1 and 2 n − 1, computing the addition step with the explicit formulas that result from the product in (4) can become quite costly. Instead, consider an alternative method of computing the addition line as follows. Let f + alt be such that div(f + alt ) = div(f + ) and take
. The advantage of the computation of f + alt over the computation of f + is that f + alt is comprised of only two functions, regardless of the size of w. Moreover, the function f w,R is the same function throughout the entire Miller 2 n -tupling loop and does not change depending on where the addition/s occurs. Thus, the f w,R 's can be precomputed (for all necessary values of w) prior to entering the Miller 2 n -tupling loop so that we must only construct one new line function (g [v] R,[w]R ) at each addition stage. Importantly, this addition line is computed by applying the standard addition formulas to the coordinates of the point [v]R, which changes in each iteration, and the point [w]R whose coordinates can be cached initially. From here on, the construction of f + refers to the construction of f + alt described in (5) . We summarize in Algorithm 2, where we note that the first value in the base 2 n representation of m will not be m l−1 = 1 in general, so that we begin with an addition before entering the loop when m l−1 = 1.
In regards to full extension field arithmetic only, one standard iteration of Algorithm 2 (which usually has m i = 0) requires 1M + nS. When n = 1, we recover the usual Miller double-and-add algorithm which requires log 2 (m) iterations, each incurring 1M + 1S. For n = 2, the algorithm requires half as many iterations ( log 4 (m) ) that each incur a cost of 1M + 2S, offering a 1M saving over two equivalent standard double-and-add iterations. For general n, we save (n − 1)M for each of the log 2 n (m) iterations of the Miller 2 n -tuple-andadd algorithm, giving a relative saving of n−1 n M over each equivalent standard double-and-add iteration. Therefore the larger we allow n to become, the more full extension field arithmetic we can avoid in the pairing computation.
The price we pay for increasing n is an increase in the complexity of the formulas required to compute the function f * . As n grows, the size of f * (in where w < 2 n . Output: fm,R(S).
2: Compute function f + as the product described in (5) 
Compute function f * in the 2 n -tupling of T . 7:
if mi = 0 then 10:
Compute function f + as the product described in (5) with w = mi.
11:
T
its explicit form) grows rapidly so that many more operations are required to compute it. However, these operations are performed in substantially smaller subfields of the full extension field, where the computations are much cheaper. We can achieve significant speedups in the pairing computation if the price we pay for computing the more complex product of line functions f * in the smaller subfields of F p k is less than the savings we obtain in F p k itself.
In the following section we shed light on the details concerning the combination of steps 6 and 7 and the combination of steps 10 and 11 that are summarized in Algorithm 2.
A Strategy for Obtaining Explicit Formulas
This section provides the details for deriving explicit formulas for Miller 2 n -tupleand-add implementations. We pay close attention to the steps in Algorithm 2 that require deeper explanations.
Line 6 of Algorithm 2: Algorithm 3 (below) uses the standard doubling formulas to construct the affine line product f * for Miller 2 n -tupling in accordance with (2) .
We note that Algorithm 3 computes the product g under the assumption of an even embedding degree, so that the denominator v i of the i-th product update g i = l i /v i can be eliminated and the g i 's simply become the l i 's described at the beginning of Section 2. In the following sections we use different projections on the affine form of f * depending on the curve model. .
f * ← f * · g 2 n−i . 8:
(x, y) ← (x , y ). 9: end for 10: return f * . Line 7 of Algorithm 2: Depending on the formulas derived for f * , there are two possibilities that need to be considered for computing the point multiplication [2 n ]T . The first option would be to output the explicit formulas for x and y in Algorithm 3. These compounded formulas would obviously be much more complicated than the standard point doubling formulas (i.e. computing [2] T ), however the more complicated explicit formulas for computing [2 n ]T = (x , y ) may end up sharing many common subexpressions with the explicit formula for f * so that the overall count would be less. The second option simply involves repeating n consecutive doublings on the point T . The heuristic argument would suggest that optimized formulas for computing [2 n ]T directly should require no more operations than those required in the repetitive doublings, suggesting that the first option should always take preference. However, our experiments indicated that attempts to optimize 2 n -tupling formulas always tend to reduce to the same formulas that arise from n repeated doublings. For the sake of simplicity, we therefore opt for the latter suggestion and perform n repetitive doublings to compute [2 n ]T . Furthermore, it also tends to be the case that the higher degree subexpressions obtained in the explicit formulas for computing [2 n ]T directly do not appear in the simplified expressions for f * . However, many operations used in the very first doubling of T also appear readily in the components of f * and we make use of these common subexpressions. Namely, the doubling formulas used to compute [2] T are chosen so that the simultaneous computation of f * and [2] T comes at minimal cost. Therefore, it is often the case that the formulas used to compute [2] T may not be the same formulas as those used to compute the n − 1 doublings that follow. 
Miller Quadrupling and Octupling
In this section we focus on applying the generalized algorithm in Section 3 to the cases n = 2 and n = 3. We present reduced explicit formulas that arise for the Miller quadruple-and-add and Miller octuple-and-add algorithms on curves of the form E : y 2 = x 3 + b (j(E) = 0) and E : y 2 = x 3 + ax (j(E) = 1728), since these are the most efficient curve shapes used in practice [22] . We focus solely on the 2 n -tupling stage of the algorithm (i.e. steps 6 and 7 in Algorithm 2), since optimized loop parameters will result in very few additions. We therefore delay any discussion of the additions until the following section.
Miller Quadruple-and-add
We begin by setting n = 2 in (3) to obtain the Miller update f * corresponding to the quadrupling of T as
Quadruple-and-add on y 2 = x 3 + b. We obtain f * as the affine output of Algorithm 3 with n = 2. For curves of this form, the fastest explicit formulas for the n = 1 case were derived using homogeneous projective coordinates [16, 17] . Our experiments 1 indicated that these coordinates also give the fastest results for n ≥ 1, so we substitute x 1 = X 1 /Z 1 and y 1 = Y 1 /Z 1 into f * to obtain the projectified version, F * , as
) can be eliminated to giveF * = F * /α, where the L i,j coefficients are
We let (X D n : Y D n : Z D n ) = [2 n ](X 1 : Y 1 : Z 1 ) and compute the first doubling with small extra computation as
The calculation of the L i,j coefficients and the intermediate point (
using the doubling formulas in [17] which cost 3m e + 5s e + 1d. The multiplication of each of the four L i,j = L 0,0 by x i S y j S costs em 1 (cf. [17] ). As discussed in Section 3, the extension field arithmetic required in line 8 of Algorithm 2 costs 1M + 2S. Thus, the total cost for the quadrupling stage is 14m e + 16s e + 4em 1 + 4d + 1M + 2S (see Appendix A.1 for the sequence of operations, and see Appendix B for a Magma script that computes the Miller quadruple-and-add algorithm using the formulas in A.1).
Quadruple-and-add on y 2 = x 3 + ax. For curves of this shape, the fastest formulas for the standard double-and-add case were derived in weight- (1, 2) coordinates in [17] . Again, our experiments agree with these coordinates for such curves for n ≥ 1, so we subsitute
Again, we compute the first doubling with small extra computation as
using the doubling formulas in [17] which cost 1m + 6s + 1d. Thus, the total cost for the quadrupling stage is 11m e + 20s e + 4em 1 + 3d + 1M + 2S (see Appendix A.2).
Miller Octuple-and-add
We begin by setting n = 3 in (3) to obtain the Miller update f * corresponding the octupling of T as [2] T, [2] T 2 · g [4] T, [4] T , which has divisor 8(T ) − ([8]T ) − 7(O).
Octuple-and-add on y 2 = x 3 + b. For the octupling line product, we use homogeneous projective coordinates to give F * as
where α is again contained in a proper subfield of F p k and can be eliminated to giveF * = F * /α. The L i,j coefficients are
where c i,j,k is the coefficient of (Y 2 1 ) 11−k (bZ 2 1 ) k belonging to L i,j (see Appendix A.3). As an example, we have
We describe a general method to compute each of the terms of the form (Y 2 1 ) 11−k (bZ 2 1 ) k that are required to compute the L i,j coefficients, where 0 ≤ k ≤ 11. In general, it is best to compute each one of these products rather than attempting to factorize, particular when each of these terms is present in every L i,j . We compute every required even power of Y 1 by first repetitively squaring Y 1 until we have all necessary terms of the form Y 2 t 1 that are less than the largest power of Y 1 occuring in the summations of the L i,j . That is, we compute Y 
, although in practice we compute 2Y 12 1 to avoid the division by 2. To compute the remaining (Y 2 1 ) t > Y 16 1 , we use a field multiplication 2 . We do the same for each of the (bZ 2 1 ) k terms. We do not count multiplications by the c i,j,k , although we make no attempt to disguise the extra cost that is incurred as their sizes grow. We do however, point out that it is often the case that the c i,j,k 's for a fixed k (but different i,j's) share large common factors so that we need not multiply (Y 2 1 ) 11−k (bZ 2 1 ) k by each of the c i,j,k 's, but rather we combine previous products to obtain most of these multiplications at a much smaller (mostly negligible) cost.
The total operation count for the point octupling and the computation of the octupling line product is 40m e + 31s e + 8em 1 + 2d + 1M + 3S (see Appendix A.3).
Octuple-and-add on y 2 = x 3 + ax. Following the trend of the fastest formulas for the n = 1 and n = 2 cases for curves of this shape, we again projectify f * using weight- (1, 2) coordinates to give
where we ignore the subfield cofactor α to giveF * = F * /α. The L i,j coefficients are given as 2 We point out that if higher degree terms also required computation it may be advantageous to compute Y 32 1 so that each of the terms (Y 2 1 ) t > Y 16 1 can be computed using field squarings instead of multiplications. This advantage would depend on the platform (the s:m ratio) and the number of (Y 2
where c i,j,k is the coefficient of (X 2 1 ) 16−k (bZ 2 1 ) k belonging to L i,j (see Appendix A.4). As an example, we have The total operation count for the point octupling and the computation of the octupling line product is 31m e + 57s e + 8em 1 + 5d + 1M + 3S (see Appendix A.4).
Comparisons
We draw comparisons between 6 standard loops of Miller double-and-add, 3 standard loops of Miller quadruple-and-add and 2 standard loops of Miller octuple-and-add, since each of these equates to one 64-tuple-and-add loop, and this is the most primitive level at which a fair comparison can be made. We note that the estimated percentage speedups in Table 1 are for the computation of the Miller loop only and do not take into account the significant fixed cost of final exponentiation. We neglect additions since low hamming-weight loop parameters used in pairing implementations will result in a similar amount of additions regardless of n, and we saw in sections 3 and 4 that additions come at approximately the same cost for different n. The counts for n = 1 are due to the fastest formulas given for curves with j(E) = 0 and j(E) = 1728 in [17] . We multiply these counts and those obtained for n = 2 and n = 3 in Section 5 accordingly.
j(E) Doubling: n = 1 Quadrupling: n = 2 Octupling: n = 3 (6 loops) (3 loops) (2 loops) 0 12me + 42se + 12em1 42me + 48se + 12em1 80me + 64se + 16em1 +6M + 6S +3M + 6S +2M + 6S 1728 12me + 48se + 12em1 33me + 60se + 12em1 64me + 114se + 16em1 +6M + 6S +3M + 6S +2M + 6S Table 1 . Operation counts for the equivalent number of iterations of 2 n -tuple and add for n = 1, 2, 3. Table 1 shows that the number of subfield operations increases when n gets larger, whilst the number of full extension field multiplications decreases. To determine whether these trade-offs become favorable for n = 2 or n = 3, we adopt the standard procedure of estimating the equivalent number of base field operations for each operation count [27, 17] . We assume that the higher degree fields are constructed as a tower of extensions, so that for pairing-friendly fields of extension degree z = 2 i · 3 j , we can assume that m z = 3 i · 5 j m 1 [31] . We split the comparison between pairings on G 1 × G 2 (the Tate pairing, the twisted ate pairing) and pairings on G 2 × G 1 (the ate pairing, R-ate pairing, etc). For each pairing-friendly embedding degree reported, we assume that the highest degree twist is utilized in both settings; the curves with j(E) = 0 utilize degree 6 twists whilst the curves with j(E) = 1728 utilize degree 4 twists. To compare across operations, we follow the EFD [11] and present two counts in each scenario: the top count assumes that s z = m z , whilst the bottom count assumes that s z = 0.8m z . When quadrupling (n = 2) or octupling (n = 3) gives a faster operation count, we provide an approximate percentage speedup for the computation of the Miller loop, ignoring any additions that occur.
Pairings on G1 × G2
Best Pairings on G2 × G1 Best (Tate, twisted ate) (%) (ate, R-ate) (%) k j(E) n = 1 n = 2 n = 3 n = 1 n = 2 n = 3 (6 loops) (3 loops) (2 loops Unsurprisingly, Table 2 illustrates that the relative speed up for pairings on G 1 × G 2 grows as the embedding degree grows. This is due to the increasing gap between the complexity of operations in G 1 (which is defined over F q ) and G 2 (which is defined over F q k ). In this case we see that 6 ≤ k ≤ 16 favor Miller quadruple-and-add, whilst Miller octuple-and-add takes over for k > 16, where it is clear that it is worthwhile spending many more operations in the base field in order to avoid costly arithmetic in F q k . For pairings on G 2 × G 1 , we have a consistent speed up across all embedding degrees that utilize sextic twists. This is due to the complexity of the subfield operations in F q e growing at the same rate as the complexity of operations in F q k . Table 2 indicates that Miller double-and-add is still preferred for ate-like pairings using quartic twists, where we could conclude that the gap between operations in F q k/4 and those in F q k isn't large enough to favor higher Miller tupling.
The large improvements in Table 2 certainly present a case for the investigation of higher degree Miller tupling (n ≥ 4) . At these levels however, the formulas become quite complex and we have not reported any discoveries from these degrees due to space considerations. Namely, the size of the 2 n -tupling line in (2) grows exponentially as n increases (i.e. the degree of the affine 2 n -tupling line formula is twice that of the 2 n−1 -tupling line). The fact that quadrupling was still preferred over octupling in most cases seems to suggest that larger n might not result in significant savings, at least for embedding degrees of this size.
We conclude by acknowledging that (in optimal implementations) the speedups in Table 2 may not be as large as we have claimed. In generating the comparisons, we reported the multiplication of the intermediate Miller value f by the Miller update g as a full extension field multiplication in F p k , with complexity M = m k = 3 i · 5 j for k = 2 i · 3 j . Although the value f is a general full extension field element, g tends to be sparse, especially when sextic twists are employed. For even degree twists, g takes the form g = g 1 α + g 2 β + g 0 , where g ∈ F p k , g 0 , g 1 , g 2 ∈ F p k/d and α and β are algebraic elements that do not affect multiplication costs (cf. [17] ). For sextic twists, a general element of F p k would be written as a polynomial over F p e with six (rather than three) different coefficients belonging to F p k/6 . In this case, multiplying two general elements of F p k would clearly require more multiplications than performing a multiplication between a general element (like f ) and a sparse element (like g). Since the techniques in this paper gain advantage by avoiding multiplications between f and g, reporting a lesser complexity for this multiplication would decrease the relative speedup. Nevertheless, Miller quadruple-and-add and Miller octuple-and-add still strongly outperform the standard Miller double-and-add routine if we take m k 3 i · 5 j , particularly for pairings on G 1 × G 2 with large embedding degrees. 
A Explicit Formulas
In each of the following four scenarios, we provide the sequence of operations required to compute the first point doubling and the 2 n -tupling line function, followed by the additional formulae required to compute the subsequent point doublings.
A.1 Quadrupling formulas for
The above sequence of operations costs 40me + 32se + 8em1.
A.4 Octupling formulas for y 2 = x 3 + ax X 1,2 = X 2 1 , B = Y 2 1 , Z 1,s = Z 2 1 , Z 1,2 = aZ 1,s , X D 1 = (X 1,2 − Z 1,2 ) 2 , E = 2(X 1,2 + Z 1,2 ) 2 − X D 1 , 
