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Au début, la montagne est une montagne.
À la fin, la montagne est une montagne.
Mais au milieu, la montagne est une pente.
Anonyme
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Chapter 1
Introduction (French)
1.1 Contexte et motivations
Après la seconde guerre mondiale, les prix fonciers dans les centres-villes
des États-Unis ont soit baissé soit connu une très légère augmentation, tan-
dis que ceux des zones périphériques des villes et métropoles ont explosé.
Deux principales théories ont expliqué ce phénomène. L’une d’un point de
vue économique et l’autre d’un point de vue écologique. Les économistes
soutenaient qu’une personne cherchant à acheter un terrain fera face à un
compromis entre la taille du terrain et la distance du centre-ville. Alors
que les écologistes affirment que cet individu "maximiserait sa satisfaction
en évitant les biens qu’il n’aime pas et en possédant et consommant ceux
qu’il aime". Dans ce contexte, les auteurs de [Alonso, 1964] affirmèrent
qu’une telle prise de décision est bien plus complexe. En effet, leur théorie
est qu’ayant un certain revenu à dépenser comme il le souhaite, un indi-
vidu prendrait en compte différents critères comme le prix foncier, le coût
des trajets domicile-travail et autres dépenses. C’est la première fois que
des chercheurs utilisèrent le transport pour expliquer la croissance urbaine
et de nombreux autres travaux ont suivi.
Depuis, les auteurs de [Duranton and Turner, 2012] ont étudié en 2012
l’impact du développement des autoroutes sur les villes américaines et
ont découvert que celui-ci a un fort impact positif sur le taux d’emploi.
Ce résultat a donc montré que le développement des infrastructures de
transport influe sur la croissance urbaine, puisque celles-ci permettent aux
personnes habitant plus loin d’accéder plus facilement au centre-ville pour
travailler.
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Bien évidemment, il y a beaucoup d’autres facteurs à prendre en compte.
Par exemple, [Black and Henderson, 1999] révéla que les tailles des villes
sont fortement impactées par le niveau d’éducation de leurs citadins. En
fait, les citoyens ayant fait des études supérieures sont plus susceptibles
d’aider la ville à croître en innovant et en créant des emplois. C’est ce
qu’a prouvé [Van Oort, 2017] aux Pays-Bas, qui indique que les échanges
d’informations et de connaissances ont entraîné des taux de croissance
économique plus élevés dans les zones urbaines et une plus forte intensité
d’innovation dans les régions à forte activité économique.
Dans l’Union européenne (UE), mais aussi ailleurs, l’une des pierres
angulaires des stratégies de développement économique a été les infras-
tructures de transport. Cependant, [Crescenzi and Rodriguez-Pose, 2012]
a montré que la croissance régionale dans l’UE est principalement menée
par une combinaison de politiques sociales adéquates, d’une bonne capacité
d’innovation dans la région et de l’attrait pour les nouveaux venus.
L’auteur de [Meyronin, 2015] attire l’attention du lecteur sur les villes
qui utilisent des stratégies d’entreprise telles que le marketing pour ren-
forcer l’image de marque de leur territoire. Par exemple, en 2006 la ville
de Lyon a profité de la Fête des Lumières pour faire tester aux spectateurs
un jeu vidéo simulant une balade en vélo à travers la ville. L’objectif de
cette opération étant de renforcer l’image de ville digitale de Lyon. Dans
le même style, Dubaï a développé son image de marque à l’international
en communiquant sur ses principales attractions touristiques, comme les
tours du Burj-Al-Arab et du Burj Khalifa, le complexe immobilier Palm
Islands ou encore la toute première piste de ski située au milieu d’un désert.
Un bon résumé du rôle du transport dans la croissance des villes est
réalisé par [Duranton and Puga, 2014]. Non seulement les auteurs rappel-
lent que dans les modèles de villes monocentriques – voir Figure 2.1 pour
plus de détails sur le modèle de ville monocentrique – la croissance démo-
graphique, une plus grande suburbanisation et une consommation accrue
de terres sont impliquées par des coûts de transport inférieurs. Mais ils
rappellent aussi que les infrastructures sont souvent attribuées en fonction
de la croissance attendue et que toute amélioration met du temps avant
d’avoir un quelconque impact sur la croissance.
1.1.1 Considérations sociologiques
Il est assez évident qu’un sytème de transports public de grande qualité
permet aux citadins de minimiser leur utilisation de véhicules motorisés
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Office District
Manufacturing District
Residential District
(a) Schéma théorique du prix du
terrain dans le modèle de ville
monocentrique. La valeur du ter-
rain décroît lorsque la distance au
centre-ville croît.
(b) Rapport valeur à neuf à New
York et dans ses environs. Voici un
exemple des valeurs foncières qui
décrivent cette métropole comme
étant monocentrique. Image de
Issi Romem sur le blog Build-
zoom [Romem, 2017].
Figure 1.1: Modèle de ville monocentrique – schéma théorique et exemple
personnels pour des trajets à travers la ville.
Ainsi, [Litman, 2016] a montré qu’un bon réseau de transport a un
impact positif sur la santé de ses utilisateurs. En effet, ceci réduit les
accidents de voiture et la pollution tout en augmentant la qualité de la
santé mentale et physique des passagers, puisqu’ils marchent davantage
pour accéder aux arrêts et stations de transport que les personnes utilisant
leur véhicule. De plus, un réseau efficace permet aux personnes défavorisées
sans voiture d’accéder à un plus grand nombre de quartiers et donc à
davantage de services (tels que des magasins ou des services de santé) et
d’améliorer leur mode de vie.
Les auteurs de [Gendron-Carrier et al., 2018] ont montré que lorsqu’une
nouvelle ligne de métro est inaugurée, on mesure généralement une baisse
des particules polluantes. Enfin dans [Zion and Lerner, 2017], les schémas
de mobilité sont utilisés dans le but de comprendre les usages des différents
quartiers de la ville et d’ainsi analyser la sociologie de celle-ci.
1.1.2 Considérations économiques
Dans le modèle de ville monocentrique que nous avons évoqué précédem-
ment, les trajets domicile-travail quotidiens ont souvent été étudiés. En
effet, dans les articles [Arnott et al., 1993; Anderson and De Palma, 2007]
par exemple, les auteurs ont étudié la congestion aux entrées de la ville
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ainsi que dans ses parkings durant les heures de pointe. Bien que les
villes américaines – sur lesquelles la plupart des études sont basées – ont
généralement des infrastructures de transport public peu développées, ce
n’est pas le cas des villes européennes. Malheureusement, nous n’avons
trouvé que quelques références traitant de l’impact d’un réseau de trans-
port en commun développé sur la santé économique de la ville.
Certains papiers [De Palma et al., 2015, 2017] se sont concentrés sur les
problèmes de congestion dans les transports en commun pour les voyageurs
quotidiens. Ces deux papiers mettent en évidence le besoin d’horaires et
de taille de trains optimales pour offrir à ces passagers des trajets dans
des rames moins encombrées. En effet, les trains de plus grande capacité
permettent un plus grand confort en heure de pointe, tandis que des ho-
raires optimaux permettent aux passagers voulant éviter la foule d’arriver
à destination plus tôt ou plus tard dans des trains moins remplis. Cette
dernière proposition permet aussi l’étalement de l’heure de pointe.
Cependant, [Litman, 2015] a étudié les différences entre les villes avec
de grosses de petites ou pas du tout d’infrastructure ferrée. Les auteurs ont
tiré comme conclusion qu’une plus grosse infrastructure – donc des villes
avec un réseau plus efficace – implique un plus fort taux d’achalandage,
moins d’accidents de la route mortels et une plus faible part du budget
des foyers allouée aux transports. Ainsi, le budget alloué aux autres biens
et services peut être plus élevé. Tous ces résultats montrent qu’un réseau
de transport efficace permet une économie locale plus saine et plus riche.
Un dernier exemple est donné par [Pang, 2018], qui montre qu’un réseau
dense facilite l’employabilité des travailleurs peu qualifiés.
Les études économiques mentionnées ci-dessus montrent qu’un réseau
de transport public optimal n’est pas seulement d’une attractivité plus
élevées pour les citoyens, mais semble aussi être un axe de développe-
ment économique pour les villes. Tout ce qui a été décrit dans cette thèse
jusqu’alors motive l’étude détaillée des données de transport.
1.1.3 Villes intelligentes et données urbaines
Dans les études économiques traditionnelles, des données annuelles sont
généralement utilisées. Mais depuis le développement de la miniaturisation
numérique, chaque type d’objet imaginable contient un mini-ordinateur
qui génère d’énormes quantités de données. Et comme [Batty, 2013] le
présente, nous sommes à présent capables de mieux comprendre le fonc-
tionnement des grandes villes à bien plus court terme que précédemment.
Comme nous avons pu le voir plus tôt, les études traditionnelles se con-
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centrent sur la localisation des différentes utilisations foncières et le fonc-
tionnement à long terme des villes. Cependant, avec l’omniprésence de ces
nouveaux capteurs, cela devient de plus en plus facile d’étudier le mouve-
ment et la mobilité des citadins. De la même façon que nous nommons nos
téléphones "intelligents" puisque ce sont de petits ordinateurs, on peut à
présent se targuer de vivre dans des villes intelligentes.
Ce terme est apparu en 1994, mais est de plus en plus utilisé dans des
articles scientifiques. Une définition complète des villes intelligentes peut
être obtenue en combinant les travaux de [Dameri and Cocchia, 2013; Nam
and Pardo, 2011; Harrison et al., 2010], pour n’en citer que quelques uns.
Le but d’une ville intelligente est d’offrir les meilleures conditions de vie
possibles à ses citoyens et visiteurs.
Pour atteindre ce but, ces villes doivent d’abord être instrumental-
isées, c’est-à-dire être capable de collecter une large quantité de données
à travers l’utilisation de capteurs, compteurs, kiosques, appareils person-
nels, appareils photo, appareils électroménagers, téléphones intelligents,
dispositifs médicaux implantés et même des réseaux sociaux. Les autorités
doivent ensuite être interconnectées en mettant en place une plate-forme où
ces données peuvent être stockées et transférées entre les différents services
de la ville. Enfin, elles devront devenir intelligentes en utilisant des méth-
odes d’analyse, de modélisation, informatiques et de visualisation. Tout
ceci pourra alors servir à résoudre des problématiques urbaines de plus en
plus récurrentes, comme la congestion des routes, la pollution sonore et
de l’air, la consommation d’énergies et d’eau ainsi que le traitement des
déchets.
Une ville intelligente est aussi une ville durable, puisque ces deux types
de villes essaye de résoudre des problèmes similaires, principalement liés
à l’environnement. En 2014 [Lee et al., 2014] cite, entre autres, l’exemple
de la ville de San Francisco. À ce moment là, la ville était encore en
train de définir sa stratégie "intelligente", mais avait déjà lancé sa propre
plateforme de données ouvertes ’DataSF’, avait plusieurs outils d’analyse
intelligents basés sur des données en temps réel issues de services de trans-
port intégrés pour de la prédiction en temps réel ou une tarification adaptée
à la demande pour le stationnement.
Comme l’UE et les Nations Unies (ONU) ont fixé des objectifs am-
bitieux en matière de climat et d’énergie pour les années à venir, il a été
souligné par [Ahvenniemi et al., 2017] qu’il était urgent de trouver des
moyens plus intelligents de réduire la pollution et d’améliorer l’efficacité
énergétique.
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(a) Pollution à Paris (France).
Photo de Alberto Hernandez sur
flickr.
(b) Embouteillages à Gurgaon
(Inde). Photo de Taresh Bhardwaj
sur flickr.
Figure 1.2: Des problèmes rencontrés par les grandes villes
À vrai dire, [Zheng et al., 2014a] souligne qu’une partie de la solution
est d’utiliser des méthodes statistiques et d’informatique urbaine. Aussi,
les auteurs rappellent que l’on trouve différents types de données urbaines:
• Données géographiques: À Pékin, plusieurs études ont utilisé les tra-
jectoires GPS de taxis. Ces données ont servi à évaluer l’efficacité
de l’urbanisme, détecter des anomalies de circulation et détecter
l’utilisation faite de chaque zone de la ville [Zheng et al., 2011; Pan
et al., 2013; Yuan et al., 2012]. En Australie, des détecteurs Blue-
tooth ont été installés dans la ville de Brisbane. Ces données ont été
regroupées spatio-temporellement pour pouvoir décrire la dynamique
des véhicules dans la ville par [Laharotte et al., 2015].
• Données de trafic: Les auteurs de [Zhang et al., 2017] prévoient
les affluences dans chaque région des villes de New-York et Pékin.
À Pise, les données GPS sont utilisées pour détecter les embouteil-
lages et incidents de circulation, puis informer les autres conducteurs
présents dans la zone [D’Andrea and Marcelloni, 2017]. Enfin, [Cas-
tro et al., 2013] indique que ces données sont utilisées pour analyser
trois dynamiques différentes : la dynamique sociale, la dynamique
de circulation et la dynamique opérationnelle.
• Signaux de téléphone portable: Les téléphones mobiles génèrent une
variété de données utiles à la planification urbaine. Par exemple,
les capteurs de géolocalisation permettent de recommander de nou-
veaux lieux ou événements aux utilisateurs [Bothorel et al., 2018].
14
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À Singapour, les auteurs de [Jiang et al., 2017] ont rapporté que
l’enregistrement des détails des appels téléphoniques est utilisé pour
mieux comprendre les schémas de mobilité humaine à travers la ville.
• Données de suivi environnemental: En France, [Abadi et al., 2017]
explique que les compteurs intelligents sont tout à fait récents pour
l’eau, mais qu’ils ont été capables d’aider à comprendre et prévoir
la consommation d’eau. Concernant la qualité de l’air, le papier
de [Zheng et al., 2014b] utilise des données historiques de neuf villes
chinoises pour prédire en temps réel la pollution atmosphérique et
en déduire la qualité de l’air dans les zones urbaines sans station de
surveillance.
• Données des réseaux sociaux: Les réseaux sociaux offrent une grande
quantité de données détaillées sur leurs utilisateurs. Par exemple,
[Zheng, 2011] utilise l’historique de localisation des utilisateurs pour
leur recommander de nouveaux contacts et créer des communautés
ayant les mêmes intérêts. Au Japon, [Lee and Sumiya, 2010] dé-
tecte les événements inhabituels tels que des festivals avec des tweets
géolocalisés, alors qu’à Pékin [Pan et al., 2013] décrit les anomalies
de circulation avec la plateforme de micro-blogging WeiBo. Plus
récemment, [Atefeh and Khreich, 2015] propose une étude sur les
techniques de détection d’événements sur les tweets.
• Données économiques: Les auteurs de [Di Clemente et al., 2018;
Louail et al., 2017] ont utilisé les achats par carte de crédit pour
regrouper la population afin de révéler son mode de vie urbain et
d’analyser les pratiques de mobilité commerciale pour compenser les
inégalités socio-économiques entre quartiers.
• Données énergétiques: En Irlande, les ménages ont été regroupés
selon leur comportement de consommation, grâce à des compteurs
électriques intelligents [Melzi et al., 2017]. De plus, des données
socio-économiques ont été utilisées pour analyser les regroupements.
• Données de santé: Dans [Dzhambov et al., 2018], les auteurs utilisent
des données sur la santé mentale et sur la pollution sonore en ville
pour établir un lien entre ces deux phénomènes, tandis que les au-
teurs de [Guarnieri and Balmes, 2014] établissent un lien entre l’as-
thme et la pollution de l’air en milieu urbain.
• Données sur les trajets quotidiens: Enfin, les données qui nous in-
téressent le plus sont les données sur les trajets en transports en com-
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mun. Il existe beaucoup de documentation sur les études relatives à
ce type de données. Sur le territoire français du Val d’Amboise, les
déplacements intermodaux ont été étudiés et ces données ont permis
de faire une comparaison économique entre un service de combinai-
son vélo/train et un service de combinaison parking/train [Papon
et al., 2017]. Plusieurs articles traitent des données de systèmes de
vélo en libre-service [Côme and Oukhellou, 2014; Bouveyron et al.,
2015] afin de comprendre les relations entre le type de quartier et le
modèle de mobilité y étant le plus courant afin d’attribuer une fonc-
tion à chaque zone. Dans [Briand et al., 2017; El Mahrsi et al., 2017],
les auteurs regroupent les données des cartes à puce afin de créer des
groupes de passagers ayant un comportement temporel similaire et
des groupes de stations ayant le même type d’utilisation. Afin d’être
capable d’identifier les pickpockets, [Du et al., 2018] détecte les en-
registrements de transit quotidiens inhabituels. Dans [Toqué et al.,
2017], les auteurs utilisent les données des cartes à puce pour prévoir
la demande de mobilité à court (15 à 30 minutes) et long (1 an)
terme dans le quartier de La Défense à Paris.
Il existe une grande diversité de données urbaines, et les différents
auteurs de [De Palma and Dantan, 2017] abordent les défis que pose le
traitement d’une telle variété de données. En effet, même si ce n’est pas
le sujet de cette thèse, l’accumulation de telles données personnelles pose
plusieurs problèmes. Ces problèmes éthiques concernent principalement
la sécurité des données [Hardt et al., 2016], leur anonymisation [Gadouche
and Picard, 2017] et leur non-utilisation à des fins de discrimination [Abadi
et al., 2016; Ji et al., 2014].
Dans cette thèse, menée au CREST grâce à un financement de Trans-
dev, nous avions pour objectif de proposer des avancées sur l’analyse de
certains types de données décrites précédemment et notamment sur les
données de transport.
1.1.4 Transdev
Transdev est un opérateur de transport français opérant à l’international.
La société a été créée en 2011, d’abord sous le nom de Veolia Transdev,
en fusionnant Veolia Transport (de Veolia) et Transdev (de la Caisse des
Dépôts et Consignations). Au moment de la rédaction du présent rapport,
ces sociétés restent les principaux actionnaires de Transdev, mais Veolia
a annoncé son intention de céder ses parts au groupe Rethmann avant
fin 2018 [Trompiz and Mazzilli, 2018]. En exploitant des bus, tramways,
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ferries, taxis, lignes d’autocar, trains, navettes, services médicaux, services
scolaires et véhicules autonomes dans 20 pays, Transdev transporte 11
millions de passagers par jour.
Table 1.1: Transdev en quelques chiffres
Création 2011
Employés 82000
Passagers
quotidiens 11 millions
Pays avec des
réseaux
exploités par
Transdev
États-unis, Canada, Chili,
Colombie, Maroc, France,
Allemagne, République tchèque,
Finlande, Irlande, Espagne,
Royaume-Uni, Suède, Pays-Bas,
Portugal, Inde, Corée du Sud,
Chine, Australie,
Nouvelle-Zélande
La quantité de données générées par ces opérations est énorme. En
effet, les données billettiques, de ventes, de ressources humaines et de
maintenance sont enregistrées quotidiennement. Ces données permettent
à l’entreprise de suivre des phénomènes qui n’étaient pas suivis jusqu’à
récemment. Par exemple, l’apparition des cartes à puce a offert la pos-
sibilité de suivre les achats de produits des clients et les habitudes des
passagers, ce qui pourrait révolutionner les stratégies marketing. Si les
ressources humaines enregistrent l’absentéisme et les services des conduc-
teurs, il pourrait être facile de déterminer les facteurs à l’origine de longs
congés maladie. Enfin, en anticipant l’usure des pièces des véhicules, les
pannes pourraient être évitées.
Et pourtant, toutes ces nouvelles possibilités ne peuvent être atteintes
que si l’on dispose des connaissances théoriques adéquates et si l’on utilise
des méthodologies et des technologies appropriées. L’objectif de cette thèse
est donc d’établir des méthodes utiles pour l’analyse et la valorisation des
données billettiques.
Au cours de ce travail de thèse, nous avons reçu des données billettiques
de plusieurs réseaux. Dans [Pelletier et al., 2009], Les données billettiques
sont décrites comme les données "stockées à chaque validation: date et
heure de la validation, état de la transaction, numéro de carte, type de
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tarif, numéro d’itinéraire, itinéraire, direction, numéro d’arrêt, numéro
de bus, numéro de conducteur, numéro de course, et numéro de base de
données interne". La structure des bases de données peut différer selon le
réseau, mais ces bases ne contiennent toujours que des données de cartes
à puce. Les validations effectuées par billets magnétiques ne sont pas
consignées dans des bases de données.
1.2 Résumé substantiel des chapitres
L’apprentissage statistique est, selon la définition de [Friedman et al.,
2001], le principe de l’apprentissage à partir de données grâce à des méth-
odes et modèles statistiques. Ces données sont composées de variables
observées qui sont soit quantitatives (le nombre de passagers d’un autobus
par exemple), soit catégoriques (comme le jour de la semaine). Pour les
problèmes d’apprentissage supervisé (la différence entre les problèmes su-
pervisés et non supervisés est détaillée dans la sous-sous-section 1.2.1.1), la
base de données contient une variable cible (celle que nous voulons prédire)
et un ensemble de variables explicatives. Généralement, les données sont
séparées en deux échantillons. L’échantillon d’apprentissage aide à con-
struire un modèle de prédiction, qui est appliqué à l’échantillon de test
pour mesurer la capacité de généralisation du modèle sur des observations
nouvelles et jusqu’alors non connues du modèle.
La plupart des questions d’apprentissage statistique supervisé sont
classées en deux grandes catégories : les problèmes de classification et
les problèmes de régression. Le but de ces problèmes est d’expliquer la
valeur de la variable cible grâce aux caractéristiques. Si la cible est une
variable quantitative, on parle de régression (prévision du nombre de pas-
sagers d’un autobus par exemple), alors que si elle est catégorique, on parle
de classification (comme détecter si un achat est frauduleux). La classifica-
tion tend à regrouper les observations en fonction des valeurs cibles grâce
aux variables explicatives.
Dans l’apprentissage non supervisé, on analyse des données sans vari-
able cible. Il ne s’agit donc pas de prédire une valeur grâce aux variables
explicatives, mais d’y détecter des tendances (détecter des groupes de pas-
sagers avec les mêmes heures de voyage par exemple). La technique non
supervisée la plus utilisée s’appelle le clustering. Cette technique regroupe
des observations présentant des caractéristiques similaires.
18
CHAPTER 1. INTRODUCTION (FRENCH)
1.2.1 Segmentation
1.2.1.1 Définition
Comme expliqué brièvement ci-dessus, il existe deux types de classifica-
tions. Nous parlons de classification supervisée lorsque les données sont
étiquetées et l’algorithme doit discriminer les données sur les variables
explicatives pour expliquer la différence entre les étiquettes. Dans la clas-
sification non supervisée – ou clustering, comme décrit par [Sathya and
Abraham, 2013], l’objectif est d’"identifier des régularités cachées des don-
nées sans étiquette". L’autre différence entre les deux techniques est que
dans la classification, le nombre de classes est fixe – c’est le nombre de
catégories de la variable cible, tandis que le nombre optimal de groupes
dans la segmentation est inconnu a priori.
Au cours de ce travail de doctorat, nous nous sommes concentrés
uniquement sur un problème de segmentation et non pas de classification.
Ce type de problème est principalement résolu par deux approches dif-
férentes. Certains algorithmes – appelés algorithmes sans modèle – n’ont
besoin d’aucune hypothèse sur les données, alors que les algorithmes basés
sur des modèles ont toujours besoin d’une hypothèse sur la structure des
données à traiter. Pour illustrer nos propos, nous utiliserons un exemple-
jouet de données simulées tout au long de cette sous-section. Ces don-
nées, représentées sur la Figure 1.3, sont une simulation d’un mélange
de deux distributions gaussiennes bivariées. La première distribution –
représentée par des points orange – compte 50 observations d’usagers non
abonnés, tandis que la seconde – avec des points bleus – compte 30 obser-
vations d’usagers abonnés. L’abscisse représente l’âge de l’utilisateur, et
l’ordonnée le nombre de validations effectuées au cours d’un mois.
1.2.1.2 Algorithmes ne reposant pas sur un modèle
Il existe plusieurs algorithmes ne reposant pas sur un modèle qui nous
permettent de procéder à un clustering. Nous en présenterons quelques-
uns, mais les paragraphes suivants ne donnent pas une liste exhaustive de
ces algorithmes.
L’algorithme de clustering le plus intuitif est la classification ascendante
hiérarchique (CAH), introduite dans [Johnson, 1967]. Cette méthode est
basée sur D ∈ Rn×n la matrice de dissimilarité, telle que ∀i 6= j Di,j =
Dj,i = d(Ci, Cj), où d(Ci, Cj) est une fonction calculant la distance entre
les ième et jème groupes. Son principe est de trouver à chaque itération la
plus petite distance contenue dans la matrice D et de regrouper les clusters
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Figure 1.3: Données simulées comme un mélange de deux distributions gaussi-
ennes bivariées. Il y a 50 observations oranges et 30 bleues.
y correspondant en un seul nouveau cluster, puis de calculer la nouvelle ma-
trice de dissimilarité entre l’ensemble de ces clusters. L’algorithme s’arrête
une fois que toutes les observations sont contenues dans un seul groupe.
L’information de segmentation est alors contenue dans un dendrogramme,
tel que celui de la Figure 1.4a. Pour trouver le nombre optimal de groupes,
on regarde la plus grande hauteur entre deux groupes consécutifs sur le
dendrogramme. La Figure 1.4b montre la partition de l’espace de nos
données jouets. Bien que cette méthode soit facile à mettre en œuvre, elle
peut facilement être coûteuse pour les données de grande dimension. En
effet, à chaque itération, la matrice de dissimilarité est recalculée.
Le second algorithme le plus courant est la méthode k-means. Il s’agit
d’une méthode itérative en deux étapes, dont le concept a été proposé en
1956 par [Steinhaus, 1956], développé par [MacQueen, 1967] et dont [Se-
lim and Ismail, 1984] a prouvé la convergence. Étant donné K centres
de groupes, l’algorithme calcule la distance entre chaque observation et
chaque centre puis attribue l’observation au centre le plus proche. Le nou-
veau centre est alors calculé et l’algorithme s’arrête lorsque la convergence
est atteinte. L’algorithme détaillé est décrit dans l’Algorithme 1. Pour
sélectionner le nombre optimal de groupes K, plusieurs méthodes tendent
à minimiser l’inertie intra-groupe tout en maximisant l’inertie inter-groupe.
La méthode des écarts est la plus courante et a été introduite par [Tibshi-
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(a) Dendrogramme de la CAH sur
les données jouets (b) Partition de l’espace par CAH
Figure 1.4: Classification ascendante hiérarchique
rani et al., 2001]. Mathématiquement, cela se traduit par:
K∗ = argmax
k
E∗n
log
 k∑
r=1
1
2nr
∑
i,i′∈Cr
di,i′
−log
 k∑
r=1
1
2nr
∑
i,i′∈Cr
di,i′
 ,
où E∗n[·] est l’espérance sous l’hypothèse qu’il n’y a aucun cluster dans
les données, Cr est le rème cluster, nr son nombre d’observations et di,
la distance entre les ième et i′ème observations. Nous avons appliqué cet
algorithme à nos données, et le résultat est sur la Figure 1.5.
La segmentation spectrale a été introduite plus récemment, et de nom-
breux chercheurs se sont penchés théoriquement sur le sujet [Ng et al., 2002;
Von Luxburg, 2007; Zelnik-Manor and Perona, 2005; Dhillon et al., 2004;
Filippone et al., 2008; Stella and Shi, 2003]. Le principe est d’effectuer une
segmentation sur les principaux vecteurs propres K de la transformation
de la matrice de similarité des données. Cette méthode permet de détecter
des structures de données plus complexes, comme les groupes non convexes
tels que ceux qui apparaissent sur la Figure 1.6a. La Figure 1.6b montre
l’application de la segmentation spectrale sur nos données-jouets avec une
fonction de noyau polynomiale.
Plusieurs méthodes de segmentation sont basées sur la factorisation de
matrices. La factorisation de matrices est le principe d’estimer les valeurs
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Figure 1.5: Cloisonnement de l’espace par k-means. Les centres sont représen-
tés par des croix noires.
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Figure 1: Clustering examples, with clusters indicated by different symbols (and colors, 
where available). (a-g) Results from our algorithm, where the only parameter varied across 
runs was k. (h) Rows of Y (jittered, subsampled) for twocircles dataset . (i) K-means. 
(j) A "connected components" algorithm. (k) Meila and Shi algorithm. (1) Kannan et al. 
Spectral Algorithm I. (See text.) 
(a) Segmentation spectrale sur une
structure de données complexe.
Graphique de [Ng et al., 2002]
(b) Partition de l’espace par seg-
mentation spectrale
Figure 1.6: Exemples de segmentation spectrale.
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Algorithm 1 k-means
1: Choisir arbitrairement m(0)1 , . . . ,m
(0)
K , K centres parmi les observa-
tions.
2: t = 0
3: while Le critère d’arrêt n’a pas été atteint do
4: for i ∈ {1, . . . , n} do
5: for k ∈ {1, . . . ,K} do
6: di,k = ||xi −m(t)k ||
7: end for
8: c
(t)
i ← argmaxk di,k
9: end for
10: N
(t)
k =
n∑
i=1
1
[c
(t)
i =k]
11: m
(t+1)
k =
1
N
(t)
k
∑
i∈C(t)k
xi
12: t = t+ 1
13: end while
d’une matrice X ∈ Rn×m par au moins deux matrices:
X ≈ UV
avec U ∈ Rn×p et V ∈ Rp×m et p n,m. La factorisation de matrices est
principalement utilisée pour réduire la dimension des données afin de les
stocker (en analyse numérique) ou d’estimer les valeurs d’une matrice (en
statistiques). L’analyse en composantes principales (ou ACP) est l’une
des méthodes statistiques les plus connues et repose sur la factorisation
matricielle. En effet, elle a été créée au début du XXème siècle par [Pearson,
1901] pour représenter de grands ensembles de données en deux ou trois
dimensions en créant des composantes et axes principaux sur lesquels les
données seraient projetées. L’objectif est de trouver une nouvelle base
permettant de mettre en évidence la variabilité des données. Comme [Wold
et al., 1987; Mackiewicz and Ratajczak, 1993] le décrit, une composante
principale est une combinaison linéaire des variables des données. En effet,
mathématiquement, nous avons:
X = WU,
où X ∈ Rn×m est la matrice de données contenant n observations de
m variables, W ∈ Rn×p est la projection des n observations sur les p
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composantes principales et U ∈ Rp×m la matrice contenant l’expression
des p composantes principales en fonction des m variables. Les colonnes
de U sont orthogonales tandis que celles de W sont orthonormées.
Nous pouvons également interpréter la méthode k-means – décrite plus
haut – comme une méthode de factorisation de matrices. En effet, étant
donné:
X ≈ CM,
où X ∈ Rn×m est la matrice de données des n observations en m dimen-
sions, C ∈ {0, 1}n×K donne l’allocation des observations dans les groupes,
tel que Ci,k = 1[xi∈Ck] et M ∈ RK×m contient les centres des groupes. De
cette façon, les observations sont estimées par le centre du groupe auquel
elles appartiennent.
La factorisation de matrices non négatives (ou NMF pour Nonnega-
tive Matrix Factorization en anglais), comme son nom l’indique, est une
méthode de factorisation de matrices proposée par [Lee and Seung, 1999].
Dans cet article, la méthode est présentée comme un outil de réduction
de la dimension pour les matrices avec des entrées non négatives. En ef-
fet, si θ ≈ ΦΛ avec θRn×M+ , Φ ∈ Rn×H+ , Λ ∈ RH×M+ et H  n,M , alors
le nombre d’entrées dans θ est beaucoup plus grand que ceux dans Φ et
Λ : Hn + HM  nM . Plusieurs algorithmes existent pour résoudre ce
problème d’optimisation, mais l’algorithme multiplicatif – décrit dans Al-
gorithm 5 – est le plus courant.
Algorithm 2 Algorithme multiplicatif pour la NMF
1: Fixer ε > 0, choisir arbitrairement Λ(0) et Φ(0) non-négatives.
2: t = 0
3: while ||θ − Φ(t)Λ(t)|| > ε do
4: ∀h, k Λ(t+1)h,k ← Λ(t)h,k (Φ
T (t)θ)h,k
(ΦT (t)Φ(t)Λ(t))h,k
5: ∀h, k Λ(t+1)h,k ←
Λ
(t+1)
h,k∑
k′ Λ
(t+1)
h,k′
6: ∀j, h Φ(t+1)j,h ← Φ(t)j,h (θΛ
T (t+1))j,h
(Φ
(t)
j,hΛ
(t+1)ΛT (t+1))j,h
7: ∀j, h Φ(t+1)j,h ←
Φ
(t+1)
j,h∑
h′ Φ
(t+1)
j,h′
8: t = t+ 1
9: end while
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1.2.1.3 Contribution principale du chapitre 3
La problématique de ce chapitre est de trouver un moyen de regrouper
les voyageurs par leurs habitudes temporelles, et d’identifier les passagers
ayant des habitudes similaires. Dans [El Mahrsi et al., 2014b], les auteurs
proposent un mélange de k distributions multinomiales comme modèle
pour regrouper les profils temporels des voyageurs. Ils estiment ensuite
les paramètres des différentes distributions et assignent les voyageurs à ces
groupes en utilisant l’algorithme d’Espérance-Maximisation (EM).
Bien que les résultats obtenus permettent d’identifier des profils d’utilisa-
teurs pertinents, certains groupes ne sont pas faciles à interpréter. Pour
surmonter ce problème, nous proposons de réduire la dimension des profils
par NMF. La NMF conduit dans de nombreuses applications en haute di-
mension à la définition d’un dictionnaire parcimonieux et facilement inter-
prétable: [Lee and Seung, 1999] fournit des exemples en analyse d’images,
[Xu et al., 2003; Shahnaz et al., 2006] en segmentation de textes, entre
autres. Ici, la NMF fournit un dictionnaire des profils typiques, et une
projection de chaque profil dans l’étendue de ce dictionnaire. Comme les
profils typiques sont contenus dans un dictionnaire, nous les appelons des
mots.
N’importe quelle méthode de segmentation peut alors être utilisée dans
cet espace réduit. Nous choisissons d’appliquer une méthode k-means à cet
espace plus petit pour obtenir nos groupes. Cela a conduit à des groupes
facilement interprétables. Deux des mots et un des clusters obtenus avec
cette méthodologie sont représentés sur la Figure 1.7. Nous voyons claire-
ment que le groupe représenté est une combinaison linéaire des deux mots
montrés ici.
1.2.1.4 Algorithmes basés sur des modèles - Modèles de mélange
Parmi les algorithmes de segmentation, le modèle de mélange est l’un des
outils basés sur des modèles les plus courants. Son principe est basé sur
l’hypothèse que dans une population, "les individus peuvent souvent être
divisés en sous-groupes" [Benaglia et al., 2009]. Par conséquent, la popu-
lation n’est plus décrite par une seule distribution, mais par un mélange
de K distributions. Étant donné une famille paramétrique de distributions
(fϑ)ϑ∈RM , supposons que les observations Y1, . . . , Yn sont indépendantes
et identiquement distribuées, alors:
f(·) =
K∑
k=1
pkfθ·,k(·), (1.1)
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Figure 1.7: Deux mots et un groupe obtenus avec la méthodologie du chapitre
3
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où chaque θ·,k ∈ RM est une colonne d’une matrice θ de taille K × M
contenant les paramètres de la kème distribution, et p = (p1, . . . , pK) est
le vecteur contenant la probabilité pour une observation choisie aléatoire-
ment d’être présente dans chaque distribution. L’auteur de [Bishop, 2007]
explique plus précisément le cas des mélanges gaussiens. Il existe de nom-
breuses façons d’estimer la matrice θ, et [Scrucca et al., 2016] passe en
revue les différents packages R implémentés pour estimer cette dernière, et
nous en citerons quelques unes ci-dessous.
En biostatistique, plusieurs articles traitent du modèle bayésien de
mélange [Lartillot and Philippe, 2004; Medvedovic et al., 2004; Do et al.,
2005]. Le principe de cette méthode est d’avoir une hypothèse sur les
paramètres θ des différentes distributions. Ces hypothèses sont contenues
dans le prior:
pi(θ, p) = pip(p)×
K∏
k=1
pik(θ·,k),
où pip(p) est l’hypothèse sur la valeur du vecteur p et pik(θ·,k) est l’hypothèse
sur les paramètres de la kème distribution. Par conséquent, l’estimation
des paramètres est donnée par le postérieur :
pin(θ, p|X) = pi(θ, p)L(θ, p|X)∫
pi(φ)L(φ|X)
,
où L(θ, p|X) est la vraisemblance de θ et p lorsque X = (X1, . . . , Xn)
est connu. Des études théoriques de l’approche bayésienne peuvent être
trouvées dans [Ghosal et al., 2000; Chérief-Abdellatif and Alquier, 2018]
par exemple. Nous avons appliqué un algorithme EM bayésien pour modèle
de mélange à nos données et le résultat est illustré à la Figure 1.8.
Généralement, pour estimer les paramètres d’une distribution à partir
d’observations, la façon la plus simple et la plus connue est de trouver les
valeurs maximisant la vraisemblance, appelés estimateurs du Maximum de
Vraisemblance. Voici la vraisemblance d’un modèle de mélange:
L(θ, p|X) =
n∏
i=1
K∑
k=1
pkfθ·,k(xi),
et sa log-vraisemblance:
`(θ, p|X) =
n∑
i=1
log
(
K∑
k=1
pkfθ·,k(xi)
)
.
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Figure 1.8: Densité des distributions trouvées par un algorithme bayésien EM
pour un modèle de mélange de gaussiennes. Les moyennes postérieures des
distributions sont représentées par des croix noires. Nous avons utilisé les
paramètres de la simulation comme priors.
Il est assez évident qu’en raison de la forme complexe de la fonction, cette
log-vraisemblance est impossible à maximiser. Comme nous ne savons pas
quelles observations ont été générées par quelles distributions, l’algorithme
EM propose d’introduire une variable latente Zi,k contenant cette infor-
mation, telle que Zi,k = 1[Xi générée par la kème distribution]. Ainsi, la log-
vraisemblance complétée devient:
`(θ, p|X,Z) =
n∑
i=1
K∑
k=1
zi,k log
(
pkfθ·,k(xi)
)
.
EM est un algorithme récursif, et étant donné les paramètres actuels
(θ(c), p(c)) une itération est:
E-step: Q(c)(θ, p) = Eθ(c),p(c) [`(θ, p|X,Z)|X]
=
n∑
i=1
K∑
k=1
Eθ(c),p(c) [Zi,k|X] log
(
pkf(θ)·,k(Xi)
)
and t(c)i,k := Eθ(c),p(c) [Zi,k|X]
=
p
(c)
k f(θ(c))·,k(Xi)
K∑
k′=1
p
(c)
k′ f(θ(c))·,k′ (Xi)
. (1.2)
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M-step: (θ(c+1), p(c+1)) := arg max
θj,k≥0
Q(c)(θ, p), (1.3)
avec évidemment pour k ∈ {1, . . . ,K}:
p
(c+1)
k =
n∑
i=1
t
(c)
i,k
n∑
i=1
K∑
k′=1
t
(c)
i,k′
. (1.4)
Bien sûr cet algorithme dépend de la famille de distributions (fϑ)ϑ∈RM .
Un exemple est donné ci-dessous dans le cas d’un mélange de distributions
multinomiales. La Figure 1.9 montre l’application d’un algorithme EM
pour un modèle de mélange de gaussiennes à nos données jouets.
Figure 1.9: Densité des distributions trouvées par l’algorithme EM pour
le modèle de mélange de gaussiennes. Les moyennes des distributions sont
représentées par des croix noires.
Dans le domaine des transports, certaines études ont été menées avec
des segmentations pour les modèles de mélange. En effet, les auteurs
de [Côme and Oukhellou, 2014; Randriamanamihaga et al., 2013] utilisent
des modèles de mélange de Poisson pour regrouper les stations de systèmes
de vélos en libre-service, alors que dans le même ordre d’idées [Bouveyron
et al., 2015] utilise un modèle fonctionnel pour regrouper la suite tem-
porelle des occupations de la station. L’article qui nous intéresse le plus
est [El Mahrsi et al., 2014a]. En effet, dans cet article, les auteurs utilisent
un modèle de mélange de multinomiales pour regrouper les passagers sur
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leurs profils temporels dans le réseau STAR de Rennes, en France. Un
profil temporel compte le nombre de validations qui ont eu lieu à chaque
jour de la semaine et à chaque heure pendant la période étudiée, comme
le montre la Figure 1.10. Il est évident que le profil ui du passager i suit
(e.g. commuting regularly during both rush hours, exclu-
sively in the evening, etc.). Contrary to the approach we
present in Section 3, all weekdays are treated equally which
might cause day-specific behaviors to be ignored.
Other relevant references in the field include [18, 8]. The
interested reader is also referred to the survey in [22] in which
the use of public transit data to improving transportation
systems is discussed, as well as the thorough literature review
in [19].
One key di↵erence between the approach reported in this
paper and previous work involving clustering smart card
data is the nature of the involved clustering algorithm: most
existing approaches to clustering smart card data (e.g. [16, 1,
8]) rely on the use of similarity-based clustering algorithms
that minimize Euclidean distortions. These approaches are
often criticized for yielding poor results [20]. Our approach,
in contrast, relies on the use of a generative model-based
clustering (mixture of unigrams). Additionally, some exist-
ing approaches consider either clustering the trips of each
passenger individually [16, 15] or disregard the identities of
the passengers [8, 1]. In our approach, similarly to [14], we
consider each passenger (and trips pertaining to him) as a
single observation and conduct the clustering accordingly.
3. CLUSTERINGPASSENGERSBASEDON
TEMPORAL PROFILES
In this Section, we present the smart card dataset that
we use for our study and give the details of our approach to
clustering public transportation passengers based on their
temporal habits.
3.1 Case Study Dataset
We conduct our study on smart card data collected through
the automated fare collection system of the Service des Trans-
ports en commun de l’Agglome´ration Rennaise (STAR).
STAR operates a fleet of 65 bus lines and 1 subway line
serving the metropolitan area of Rennes, which is the 11th
largest city in France with more than 200000 inhabitants.
The operator established its automated fare collection system
on March 1st, 2006 and o↵ers the possibility to travel on the
network using a KorriGo smart card. As of 2011, 83% of the
trips in STAR’s transportation system were made using a
KorriGo card.
The original dataset spans over the period from March
31st, 2014 up to April 25th, 2014, and contains both bus and
subway boarding validations from more than 140000 KorriGo
card holders. Each card is assigned a unique, anonymized
identifier in order to ensure privacy and no personal informa-
tion about the passengers were made available to us. Each
validation contains, in addition to the card identifier, the
date and time of the operation, the name and identifier of
the boarding station, the name and identifier of the boarded
bus or subway line, as well as information about the card
type.
For our study, we only retain 53195“regular”passengers. In
order for a given smart card holder to qualify as a regular one,
we check two conditions: the passenger (i) must have used
his smart card for at least ten days during the studied period,
and (ii) must have made his first boarding after 4 am each
day at the same station 50% of the time (in which case the
station is assigned as his “residential” station). The purpose
of this step is to enhance the clustering results by removing
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Figure 1: Temporal profiles of two passengers sam-
pled from the smart card dataset.
occasional passengers for which the number of observed trips
is insu cient and to have a rough estimate of the spatial
location of the user residences. This is of interest since we
also have access to a fine description of the socioeconomic
characteristics of the city inhabitants through data released
on a regular grid containing 200m per 200m cells by the
French National Institute of Statistics and Economic Studies
(INSEE).
3.2 Methodology
The aim of this part of our study is to discover groups of
passengers who exhibit similar behaviors from a purely tem-
poral standpoint (i.e. passengers taking public transportation
at the same times without accounting for the boarding lo-
cations). Intuitively, the discovery of these groups can help
identify frequent patterns in the way passengers use public
transit and characterize the demand accordingly.
We start by aggregating each passenger’s validations into a
“weekly profile”describing the distribution of all his trips over
each hour (0 through 23) of each day of the week (Monday
through Sunday). Therefore, each passenger is an observation
over 168 variables: the first variable is the number of trips
he took on Monday 0 to 1 am, the second is the number of
his trips on Monday 1 to 2 am, and so on. The temporal
profiles of two passengers are illustrated in Figure 1 and we
denote one such profile by u.
Next, we cluster the passenger profiles. We do so by
estimating a mixture of unigrams model [17] from our data,
an approach often used to cluster documents in the context
of information retrieval. Under this perspective, a passenger
can be regarded as a “document” containing a collection of
“words”, with each word being, in our case, a combination of
a day and an hour (e.g. Friday 10 am). In a (simple) unigram
model, the words of each document are drawn independently
from a single multinomial distribution. In a mixture of
unigrams model, each document is first generated by selecting
a cluster (called topic), then the words of that document
are drawn from the conditional multinomial distribution
relative to that specific cluster. Each cluster is thus described
concisely as a distribution over the vocabulary. In our context,
this translates to a cluster being the description of when trips
Figure 1.10: Profils temporels de deux passagers – Figur i sue de [El Mahrsi
et al., 2014a].
une distribution multinomiale:
ui ∼M(Di, pi ),
où Di est le nombre total de validations effectuées par le passager i pen-
dan la péri de d’étude et pii = (pii,1, . . . , pii,M ) est e simplex contenant
la probabilité des M événements. C’est simplement la probabilité qu’une
validation choisie aléatoirement du passager i se produise à chaque in-
stant m ∈ {1, . . . ,M}. Dans l’hypothèse où l’ensemble des profils est la
réalisation d’un mélange de K distributions, chaque groupe βk suit une
distribution multinomiale telle que:
βk ∼M(1, pik).
Et le profil temporel du passager i suit :
ui|zi ∼M(Di, pik),
avec zi ∈ {β1, . . . , βK}. Ainsi, l’équation de mélange 1.1 evient:
f(Xi) =
K∑
k=1
pkDi!
M∏
j=1
pi
Xi,j
k,j
Xi,j!
. (1.5)
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L’algorithme détaillé est ainsi décrit dans l’Algorithme 3. Par souci de
clarté, supposons que Π = (pik,j)1≤k≤K,1≤j≤M .
Algorithm 3 Algorithme EM pour un modèle de mélange multinomial
1: Fixer ε > 0, choisir arbitrairement Π(0) et p(0); CRIT←∞
2: c← 0
3: while |`(Π(c), p(c))− CRIT| > ε do
4: CRIT← `(Π(c), p(c))
5: ∀i, k t(c)i,k ←
pi
(c)
k
M∏
j=1
pi
Xi,j
j,k
K∑
k′=1
pi
(c)
k′
M∏
j=1
pi
Xi,j
j,k′
6: ∀k p(c+1)k ← 1n
n∑
i=1
t
(c)
i,k
7: ∀k, j pi(c+1)j,k ← 1n
n∑
i=1
t
(c)
i,kXi,j
8: c← c+ 1
9: end while
1.2.1.5 Contribution principale du chapitre 4
Dans le chapitre 3, la NMF était un bon outil de prétraitement pour seg-
menter les profils temporels des passagers. Cependant, nous avons noté
que nous avons utilisé une procédure en deux étapes et que nous voulions
définir une procédure en une seule étape qui permettrait d’estimer directe-
ment un dictionnaire optimisant un critère lié à l’objectif de segmentation.
De plus, l’article [El Mahrsi et al., 2014a] propose une méthode basée
sur un modèle pour une question similaire. Dans cet article, nous avons
remarqué que la matrice des paramètres à estimer peut facilement être
lourde. En effet, ils ont besoin d’estimer les paramètres de vingt-quatre
heures, pour sept jours et seize groupes, soit 2688 paramètres.
C’est pourquoi nous proposons dans le chapitre 4 un nouvel algorithme
appelé NMF-EM qui permet la réduction de dimension et la segmentation
simultanément. Pour ce faire, nous suggérons d’appliquer une NMF à la
matrice des paramètres à estimer par EM. Le nombre de paramètres à
estimer sera alors largement inférieur. En effet, si θ ∈ RM,K+ est la matrice
contenant en colonne les paramètres non négatifs des distributions K de
la même famille de distribution (fϑ)ϑ∈RM , nous avons:
θ = ΦΛ,
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avec H ≤ K,M , Φ ∈ RM,H+ et Λ ∈ RH,K+ . Dans notre cas, nous appliquons
l’algorithme NMF-EM pour un mélange de multinomiales. Ainsi, le mod-
èle 1.5 devient:
f(Xi|Zi,k = 1) =
K∑
k=1
pkDi!
M∏
j=1
(ΦΛ)
Xi,j
j,k
Xi,j!
,
et la log-vraisemblance complétée:
`(Φ,Λ, p|X) =
n∑
i=1
K∑
k=1
zi,k log
pk
Ni! M∏
j=1
(ΦΛ)
Xi,j
j,k
Xi,j !
 .
Ainsi, à partir de l’Algorithme 3, la mise à jour des paramètres devient :
t
(c)
i,k :=
p
(c)
k f(Φ(c)Λ(c))·,k(Yi)
K∑
k′=1
p
(c)
k′ f(Φ(c)Λ(c))·,k′ (Yi)
,
(Φ(c+1),Λ(c+1), p(c+1)) := arg max
Φj,h,Λh,k≥0
Q(c)(Φ,Λ, p).
Cette mise à jour des paramètres est obtenue en injectant l’algorithme
multiplicatif de NMF (Algorithme 2) dans l’algorithme EM. L’application
de cet algorithme à des données réelles a donné de bons résultats em-
piriques. En effet, nous avons prouvé que pour des clusters colinéaires,
notre algorithme surpasse à la fois les algorithmes EM et k-means.
De plus, grâce à NMF-EM, nous avons obtenu cinq mots et dix clusters
avec nos données et la Figure 1.11 montre deux des mots et un des clusters.
Dans une deuxième phase, nous avons analysé socio-économiquement ces
clusters et obtenu des informations intéressantes sur les passagers du réseau
étudié.
1.2.2 Régression et Prévision
1.2.2.1 Définition
La prédiction et la régression peuvent facilement être confondues. Comme
décrit dans [oneclick.ai, 2018], la principale différence est que "la régres-
sion prédit la valeur d’un nombre dans un événement futur hypothétique"
tandis que "la prévision utilise une chronologie compilée des moments de
données pour ensuite dire comment elle se poursuivra dans le futur selon
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Figure 1.11: Décomposition d’un cluster par deux mots. This cluster est com-
posé à 47% du mot en orange et 48% du mot en rose. Les 5% restants sont un
mélange des trois autres mots.
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ces tendances". Nous pouvons résumer cela en disant que toutes les ré-
gressions ne sont pas des prévisions, mais que toutes les prévisions sont des
régressions. Dans les parties suivantes de cette section, nous ne traiterons
que des méthodes de régression, mais celles-ci sont également pertinentes
pour la prévision.
La régression peut être décrite comme un processus permettant de
prédire une variable cible quantitative Y à partir d’un ensemble de m
variables explicatives X = (X1, . . . , Xm). Les méthodes de régression per-
mettent d’estimer une fonction f(·) telle que Y = f(X) + ε, où ε est la
différence entre la valeur observée Y et la valeur prédite Yˆ = f(X). Plus
ε est petit, plus la fonction de régression f(·) est précise.
1.2.2.2 Méthodes linéaires
Les méthodes linéaires sont parmi les modèles de régression les plus sim-
ples. La plus célèbre est la régression linéaire. En effet, ce modèle est
basé sur l’hypothèse qu’il existe des liens linéaires entre les variables ex-
plicatives (X1, . . . , Xm) et la variable cible Y comme expliqué dans [Seber,
2009; Weisberg, 2005; Bibby et al., 1979]. Ainsi, pour une population de
n individus, et ∀i ∈ {1, . . . , n}:
Yi = β0 +
m∑
j=1
βjXi,j + εi,
où β = (β0, β1, . . . , βm) ∈ Rm+1 est le vecteur contenant les coefficients
de régression, et εi ∼ N (0, σ2) sont indépendants et distribués de manière
identique. La façon la plus populaire d’effectuer une régression linéaire
et d’estimer le vecteur β est d’utiliser la méthode des moindres carrés
ordinaires (MCO), qui donne βˆ = (XtX)−1XtY .
Dans le cas d’un problème mal conditionné (i.e. matriceX avec colonnes
colinéaires), mais en voulant conserver chaque variable pour des raisons
d’interprétation, on peut utiliser un estimateur biaisé pour améliorer les
propriétés numériques et la variance des estimations par un processus de
normalisation. Des preuves théoriques de son efficacité peuvent être trou-
vées dans [Le Cessie and Van Houwelingen, 1992; Marquardt and Snee,
1975]. Pour cela, nous devons formaliser le modèle sous sa forme ma-
tricielle. Ainsi, le modèle ridge proposé par [Hoerl and Kennard, 1970]
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est: Y1...
Yn

︸ ︷︷ ︸
Y
=
1 X1,1 . . . X1,m... ... . . . ...
1 Xn,1 . . . Xn,m

︸ ︷︷ ︸
X

β0
β1
...
βm

︸ ︷︷ ︸
β
+
ε1...
εn

︸ ︷︷ ︸
ε
.
Dans la régression ridge, l’estimateur βˆ est donné par:
βˆridge = argmin
β∈Rm+1
 n∑
i=1
(Yi −
m∑
j=0
Xi,jβj)
2 + λ
m∑
j=1
β2j
 ,
où λ est un terme positif de pénalisation.
Le modèle linéaire, tel que décrit ci-dessus, est basé sur l’hypothèse
d’un lien linéaire entre les caractéristiques et la variable cible. En ef-
fet, dans certains cas, les variables peuvent avoir un lien parabolique ou
plus complexe. Le Modèle Additif Généralisé (GAM en anglais), introduit
par [Hastie and Tibshirani, 1986] et théoriquement étudié par [Abramovich
and Lahav, 2015; Guedj and Alquier, 2013], propose d’estimer des fonc-
tions pour chaque variable, telles que:
Yi = β0 +
m∑
j=1
sj(Xj) + εi.
Généralement, les fonctions sj(·) sont estimées par splines cubiques.
1.2.2.3 Méthodes de Machine Learning
Les méthodes de régression linéaires sont faciles à calculer et à expliquer,
mais elles peuvent parfois manquer de précision. En effet, les modèles
linéaires reposent sur de grandes hypothèses au détriment de l’exactitude.
Les algorithmes d’apprentissage automatique n’ont en principe aucune hy-
pothèse sur la structure des données. Dans la partie suivante de cette sous-
sous-section, nous allons énumérer quelques algorithmes d’apprentissage
machine parmi les plus connus. Cette liste n’est évidemment pas exhaus-
tive. De plus, tous ces algorithmes sont également utilisés dans la classifica-
tion mais nous allons les introduire pour des problèmes de régression. Ces
méthodes sont souvent appelées algorithmes "boîtes noires" car il n’existe
aucun moyen de les décrire de manière fonctionnelle explicite.
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Une des méthodes les plus faciles à comprendre est l’arbre de décision.
Comme nous l’enseigne [Quinlan, 1986], [Hunt et al., 1966] a introduit les
arbres de décision pour la première fois en 1966 avec l’algorithme Clas-
sification And Regression Trees (CART). Étant donné une variable cible
quantitative Y ∈ {u1, . . . , uK} et une matrice de variables explicatives X
contenue dans un espace D, le principe est de partager l’espace D en ré-
gions binaires Rm de façon récursive. Chaque nouveau fractionnement est
effectué sur une seule région, afin de discriminer les données autant que
possible. L’arbre cesse de se développer lorsque la création d’un nouveau
nœud n’améliorerait plus la prévision. Nous appelons les noeuds finaux
des feuilles. Mathématiquement, la fonction de régression est:
aˆ(X) =
M∑
m=1
cm1[X∈Rm],
où M est le nombre final de régions, Rm la mème région et cm la réponse
de celle-ci. Les coefficients cm sont estimés par:
cˆm =
1
nm
∑
i|Xi∈Rm
Yi,
où nm est le nombre d’observations de l’échantillon d’apprentissage qui
sont contenues dans la région Rm. Un exemple d’arbre de régression est
représenté sur Figure 1.12. Le principe de l’algorithme Random Forest
– introduit dans [Breiman, 2001] – est basé sur l’algorithme CART. Une
forêt aléatoire est composée de T arbres de décision, où chaque arbre est
partiellement indépendant des autres arbres. En effet, chaque arbre n’est
formé qu’à partir d’un échantillon d’observations et d’un échantillon de
variables. La valeur de régression finale d’une observation est alors une
valeur agrégée de toutes les valeurs obtenues par chaque arbre:
Yˆi =
1
T
T∑
t=1
at(Xi,1, . . . , Xi,m),
avec at étant l’arbre tth dans la forêt. Les méthodes des forêts aléa-
toires sont parmi les meilleures en termes de prévision et sont largement
étudiées [Biau and Scornet, 2016; Genuer et al., 2008], mais ont été théo-
riquement mal comprises pendant longtemps. Les premières études ont
été dirigées par [Genuer, 2012; Arlot and Genuer, 2014], et une percée
importante s’est produite plus récemment par [Scornet et al., 2015].
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Heure ≥ 10?
Jour = Samedi?
Heure ≥ 16?
R1 R2 R3 R4
Oui Non
Oui Non
Oui Non
Figure 1.12: Exemple d’arbre de régression. Plus les feuilles sont oranges, plus
le nombre de validations prévisionnelles est élevé.
Une façon intuitive de prédire la valeur de la variable cible est de re-
garder la valeur cible des voisins les plus proches de l’observation et de les
moyenner. C’est en effet ce que [Benedetti, 1977; Stone, 1977; Tukey, 1977]
ont introduit avec l’algorithme des plus proches voisins (NN en anglais).
Mathématiquement, cela se traduit par:
Yˆi =
1
k
k∑
l=1
Y(l),
avecX(1), . . . , . . . , X(k) étant les k plus proches voisins deXi et Y(1), . . . , Y(k)
leur valeur cible correspondante. L’enjeu est de trouver un entier opti-
mal k. En effet, k trop petit conduit à un sur-ajustement, alors qu’une
valeur trop grande conduit à un manque de précision et à un écart énorme.
L’efficacité de l’algorithme a été étudiée dans plusieurs articles tels que
[Altman, 1992; Stute, 1984; Devroye, 1978].
1.2.2.4 Contribution principale du chapitre 5
L’objectif du chapitre 5 était de trouver un modèle permettant de prévoir
le nombre de validations d’un réseau de transport public et de pouvoir
détecter si une observation est normale ou non. Nous avons commencé par
comparer la performance des modèles linéaires, des modèles additifs et des
forêts aléatoires pour prévoir le nombre de validations dans nos données,
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par Yt = f(Xt) + ε. Le résultat de cette comparaison est contenu dans la
Table 1.2. Nous avons donc choisi de prévoir l’affluence par GAM. Afin
Table 1.2: Root Mean Squared Error (RMSE) of the three models on the test
set by the two link functions used.
Algorithm
Link function OLS GAM RF
Yt 95 46 81
log(Yt + 1) 85 52 125
de créer un intervalle de confiance à 95%, nous avons ensuite appliqué ces
mêmes algorithmes aux carrés des erreurs de la première prévision. Nous
l’avons appliqué à des modèles simples:
E[ε2t ] = h(Xt)
et auto-regressifs:
E[ε2t ] = l(Xt, ε
2
t−1).
Au final, nous avons construit notre intervalle de confiance par forêts aléa-
toires auto-régressives, par:
Yt ∈
[
Yˆt − 1.96× εˆ, Yˆt + 1.96× εˆ
]
.
Nous pouvons observer cette prévision ainsi que son intervalle de confiance
sur la Figure 1.13.
Comme cette méthodologie a donné de bons résultats, nous l’avons ap-
pliquée aux données d’un autre réseau de transport pour la détection des
anomalies. En effet, nous voulions pouvoir quantifier l’impact de la grève
sociale de la SNCF au printemps 2018 sur les validations d’un réseau de
bus en Île-de-France. Nos travaux ont mis en évidence que l’impact sur
les validations, et donc sur le plan financier, est très modeste. Cependant,
nous avons montré que pendant la grève, les passagers ont changé de tra-
jectoire en utilisant les lignes différemment. Les validations de deux lignes
pendant la période de grève sont représentées sur la Figure 1.14, et nous
observons clairement que la grève a eu un impact négatif sur la ligne 601
pendant les jours de grève, mais aussi pendant les jours d’entre-grèves, les
observations sont plus élevées que prévu pour la ligne 609 durant ces deux
types de journée.
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Figure 1.13: Prévision et incertitude de l’affluence dans une station de
tramway.
(a) Ligne 601 (b) Ligne 609
Figure 1.14: Observations, prévisions et intervalle de confiance de deux lignes
au printemps 2018. Les observations sont représentées par des points et les
jours de grève sont en rouge, tandis que la prévision est la ligne verte et
l’intervalle de confiance est le ruban vert autour.
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Chapter 2
Introduction (English)
2.1 Context and motivations
After World War II in the United States of America (USA), land prices
in the center of cities have declined or increased little. In the mean time,
land prices in peripheral areas of cities and metropolises largely boomed.
Two mains theories were supported by economists and ecologists. Firsts
claimed that an individual looking for a place to settle would face a trade-
off between the size of the land purchased and the distance to the city
center. Whereas ecologists asserted that this individual would "maximize
his satisfaction by avoiding the goods he dislikes and owning and con-
suming those he likes". In this context, in 1964, the authors of [Alonso,
1964] affirmed that the decision of where to settle of an individual is more
complex. Indeed, they theorized that having a certain income to spend as
wished to find a place to settle, an individual would take into account sev-
eral criteria such as land cost, commuting costs and other expenditures.
It was the first time a researcher used transportation to explain urban
growth, and many other works followed.
Since that, in 2012 the authors of [Duranton and Turner, 2012] studied
the impact of development of highways on cities in the USA and found
out that it has a large positive influence on employment rate. This result
showed that developing the transport infrastructure affect certainly urban
growth. Indeed, these infrastructures allow people to commute more easily
from farther.
There are obviously other factors included in a city growth. For ex-
ample, [Black and Henderson, 1999] revealed that city sizes are strongly
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affected to local educational attainment. In fact, citizens with higher edu-
cation are more likely to help the city grow by innovate and create employ-
ment. This has although been proved in the Netherlands by [Van Oort,
2017], which indicates that exchanges of information and knowledge have
implicated higher economic growth rates across urban areas and higher
intensity of innovation in dense economic activity regions.
In the European Union (EU), but elsewhere as well, one of the cor-
nerstones of the development strategies have been transport infrastruc-
tures. However, [Crescenzi and Rodriguez-Pose, 2012] showed that regional
growth in the EU is mostly driven by a combination of adequate social pol-
itics, good innovation capacity across the region and the attractiveness for
migrants.
Also, [Meyronin, 2015] draws attention on cities that use enterprises
strategies as marketing to enhance their territories. For example, in 2006
the French city of Lyon allowed the spectators of the "Fête des Lumières"
to experiment a video game feigning a bike ride through the city. The
purpose of this operation was to develop the city’s digital image. In the
same style, Dubai developed its brand image internationally by publicizing
its principal touristic projects as the Burj-Al-Arab and the Burj Khalifa
buildings, the Palm Islands real estate complex or even the first ski slope
in the middle of a desert.
A good summary of the role of transportation in cities’ growth is con-
ducted by [Duranton and Puga, 2014]. Not only are the authors recalling
that in monocentric models of city – see Figure 2.1 for details on the
monocentric city model – population growth, greater suburbanization and
increased land consumption are implied by lower transportation costs. But
they also remind that infrastructures are often assigned on the basis of ex-
pected growth and that any improvement takes time to have influence on
the growth.
2.1.1 Sociological considerations
It is pretty obvious that a high quality public transportation system allows
citizens to minimize their use of personal motorized vehicles to travel across
the city.
Thus, [Litman, 2016] showed that it also have a positive impact on
user’s health. Indeed, he proved that it reduces vehicles accidents and
pollution emissions while increasing passenger’s mental health and fitness,
as they walk more to access stations and stops than people using their
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Office District
Manufacturing District
Residential District
(a) Theoretical diagram of the land
value in a monocentric city model.
The land value decreases when
the distance to the city center in-
creases.
(b) Home value to replacement
cost ratio in New York City and its
surroundings. This is an example
of the land values that describes
this metropolis as monocentric.
Image by Issi Romem on Build-
zoom [Romem, 2017].
Figure 2.1: Monocentric city model – theoretical diagram and example
vehicle. Moreover, an efficient network permits disadvantaged people with
no car to access more neighborhood and thus more services (such as shops
or health services) and to improve their lifestyle.
The authors of [Gendron-Carrier et al., 2018] also showed that when a
new subway line is opened, a decrease in pollution particles is measured.
In [Zion and Lerner, 2017], mobility pattern are used to understand the
different neighborhoods of the city, and then understand the sociology of
the city.
2.1.2 Economical considerations
In the monocentric city model we mentioned earlier, commute trips by
private mode have often been studied. Indeed, in [Arnott et al., 1993; An-
derson and De Palma, 2007] for example, the authors studied congestion at
one city gates and in its parking during peak periods. Although American
cities – on which most of these studies are based – have generally little
developed infrastructures of public transportation, it is not the case of Eu-
ropean cities. Unfortunately, we found only a few references dealing with
the impact of a developed public transportation network on the economic
health of the city.
Some papers [De Palma et al., 2015, 2017] focused on congestion issues
in public transportation for commuters. Both these papers highlight the
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need of optimal timetables and train capacities to offer less congestion to
commuters. Indeed, trains with larger capacities will allow more comfort to
peak-period passengers, but an optimal timetable will also allow travelers
willing to avoid crowd to arrive earlier or later to their destination in less
crowded trains. This last proposition permits a congestion spread.
However, [Litman, 2015] studied the differences between cities with a
large rail infrastructure, cities with a small rail infrastructure and cities
with no rail infrastructure. The author stated that a bigger rail infras-
tructure – thus cities with a more efficient network – implies bigger rider-
ship by capita, less traffic fatalities and less households budget allocated
to transportation. Then, budgets are higher for other goods or services.
All these results show that an efficient transportation network implies a
healthier and wealthier local economy. Another example is given by [Pang,
2018], which shows that a dense network facilitates the employability of
low-skilled workers.
The economic studies mentioned here show that an optimal public
transportation network not only have a better attractiveness for citizens,
but also appears to be an axis of economic development for cities. Every-
thing that has been described in this thesis so far motivates the detailed
study of transport data.
2.1.3 Smart Cities and Urban Data
In traditional studies, yearly data are used. But since the development of
digital miniaturization, every conceivable type of object contains a com-
puter that generates huge quantities of data. And as [Batty, 2013] present
it, we are now able to better understand how cities function on much
shorter term than before. As seen previously, traditional studies focus on
location of land use and long-term functioning in cities. However, with
these new ubiquitous sensors, it is easier to study movement and mobility
than before. In the same way we call our phones "smart" since they are
small computers, we can now boast about smart cities.
This term first appeared in 1994, but is more and more used in many
papers. A full definition of smart cities is obtained by combining the works
of [Dameri and Cocchia, 2013; Nam and Pardo, 2011; Harrison et al., 2010]
to name but a few. The goal of a smart city is to offer the best life
conditions to its citizens and visitors.
To achieve it, the city needs to be instrumented, that is being able to
collect a large amount of data through the use of senses, meters, kiosks,
personal devices, cameras, appliances, smart phones, implanted medical
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devices and even social networks. The authorities then need to be inter-
connected by implementing a platform where these data can be stocked
and communicate about it among the several city services. Finally, the
city needs to become intelligent, by including analytics, modeling, com-
puting and visualization. All these can then serve to solve more and more
recurring urban issues, such as road congestion, noise and air pollution,
energy and water consumption and waste treatment.
A smart city is also a sustainable city, since they try to solve similar
problems, that are mostly environment related. In 2014, [Lee et al., 2014]
gave the example of the city of San Francisco, among other cities. At
that time, the city was still defining its smart strategy, but had already
launched its own open data platform called ’DataSF’, had several intel-
ligent analytical tools based on real-time and integrated transportation
services for real-time prediction or demand responsive pricing for parking.
As both the EU and the United Nations (UN) set ambitious climate and
energy targets for the years to come, [Ahvenniemi et al., 2017] pointed that
we urgently have to find smarter ways to decrease pollution and improve
energy efficiency.
(a) Pollution over Paris (France).
Photo by Alberto Hernandez on
flickr.
(b) Congestion in Gurgaon (In-
dia). Photo by Taresh Bhardwaj
on flickr.
Figure 2.2: Some issues encountered by large cities
In fact, a part of the solution is to use urban computing and statistics
as pointed in [Zheng et al., 2014a]. The authors also recall that we can
find several type of urban data:
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• Geographical data: In Beijing, several studies have been using the
GPS trajectories of taxicabs. These data served to evaluate the ef-
fectiveness of urban planning, detect traffic anomalies and detect
the function of each area of the city [Zheng et al., 2011; Pan et al.,
2013; Yuan et al., 2012]. In Australia, Bluetooth detectors have been
placed across the city of Brisbane. These data have been spatiotem-
porally clustered to be able to describe vehicles dynamics in the city
in [Laharotte et al., 2015].
• Traffic data: The authors of [Zhang et al., 2017] forecast the crowds
traffic in each region of the cities of New York City and Beijing. In
Pisa, GPS data are used to detect traffic congestion and incident and
inform other drivers in the area [D’Andrea and Marcelloni, 2017].
Finally, [Castro et al., 2013] indicates that these data are used to
analyze three different dynamics: social dynamics, traffic dynamics
and operational dynamics.
• Mobile Phone Signals: Mobile Phones generates a variety of data,
useful to urban planning. For example, geolocation sensors help
recommend new places or event to users [Bothorel et al., 2018]. In
Singapore, the authors of [Jiang et al., 2017] related that mobile
phone call details record are used to better understand spatial human
mobility pattern through the city.
• Environmental Monitoring Data: In France, [Abadi et al., 2017] ex-
plains that smart meters are quite new for water, but they have been
able to understand and forecast water consumption. For air qual-
ity, [Zheng et al., 2014b] showed that in nine Chinese cities, they
used historical and real-time air pollution data to infer air quality in
cities area without monitor station.
• Social Network Data: Social Networks offer a large amount of de-
tailed data about their users. For example, [Zheng, 2011] use user’s
location history to recommend him new friends to meet and to create
communities with the same interests. In Japan, [Lee and Sumiya,
2010] detect unusual events such as festivals with geotagged tweets,
whereas in Beijing [Pan et al., 2013] describe traffic anomalies with
the WeiBo microblogging platform. More recently, [Atefeh and Khre-
ich, 2015] propose a survey of techniques for event detection on
tweets.
• Economy: The authors of [Di Clemente et al., 2018; Louail et al.,
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2017] used credit card purchases to cluster the population to reveal
their urban lifestyle and to analyze the shopping mobility practices
to counterbalance the socioeconomic inequalities between neighbor-
hoods.
• Energy: In Ireland, households have been clustered on their con-
sumption behavior, thanks to smart electric meters [Melzi et al.,
2017]. Moreover, socio-economic data have been used to analyze the
clusters.
• Health Care: In [Dzhambov et al., 2018], the authors use mental
health data and urban noise data to establish a link between these
two phenomenon, whereas [Guarnieri and Balmes, 2014] establish a
link between asthma and urban air pollution.
• Commuting Data: Finally, the data we have the most interest in
are commuting data. There is a lot of literature about studies on
that type of data. In the French territory of Val d’Amboise, inter-
modal travels are studied and these data served to make an economic
comparison between a bike-and-ride service and a park-and-ride ser-
vice [Papon et al., 2017]. Several papers deal with bike sharing sys-
tems data [Côme and Oukhellou, 2014; Bouveyron et al., 2015] in
order to understand the relationships between neighborhood’s type
and the most common mobility pattern and to assign a function to
each region. In [Briand et al., 2017; El Mahrsi et al., 2017], the au-
thors cluster smart card data in order to create groups of passengers
having similar temporal behavior and group of stations having the
same type of usage. To be able to identify pickpocket suspects, [Du
et al., 2018] detect unusual daily transit records. In [Toqué et al.,
2017], the authors use smart card data to forecast travel demand on
a short (15 to 30 minutes) and a long (1 year) term in the area of La
Défense in Paris.
There is a large diversity of urban data and [De Palma and Dantan,
2017] addresses the challenges of dealing with such a variety of data. In-
deed, even if this is not the topic of this thesis, the accumulation of such
personal data raises several problems. These ethical problems deal mainly
with data security [Hardt et al., 2016], data anonymization [Gadouche
and Picard, 2017] and non-use for purposes of discrimination [Abadi et al.,
2016; Ji et al., 2014].
In this thesis, conducted at CREST thanks to Transdev funding, we
aimed to propose progress on the analysis of certain types of data described
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above and in particular on transport data
2.1.4 Transdev
Transdev is a French transportation operator operating internationally.
The company as been created in 2011 – firstly under the name of Veolia
Transdev – by merging Veolia Transport (from Veolia) and Transdev (from
Caisses des Dépôts et Consignations). As this is being written, these com-
panies are still the main shareholders of Transdev, but Veolia announced
its intention to sell its shareholding to the Rethmann Group before the
end of 2018 [Trompiz and Mazzilli, 2018]. By operating buses, tramways,
ferries, taxis, coach lines, trains, shuttles, medical services, school services
and autonomous vehicles across 20 countries, Transdev transports 11 mil-
lions passengers everyday.
Table 2.1: Transdev in a few numbers
Creation 2011
Employees 82000
Daily passengers 11 millions
Countries with
operated
networks
USA, Canada, Chile, Colombia,
Morocco, France, Germany,
Czech Republic, Finland,
Ireland, Spain, United
Kingdom, Sweden, Netherlands,
Portugal, India, South Korea,
China, Australia, New Zealand
The amount of data generated by these operations is huge. Indeed, tick-
eting, sales, human resources and maintenance data are registered daily.
These data allow the company to monitor phenomenon that were not fol-
lowed until recently. For example, smart cards appearance provided the
possibility to follow customers product purchases and passengers patterns,
which could revolutionize marketing strategies. If human resources register
absenteeism and shifts data about drivers, it could be easy to determine
which factors drive long sick leaves. Finally, by anticipating the wear of
vehicles parts, break down could be avoided.
And still, all these potential new possibilities are only reachable by hav-
ing the right theoretical knowledge and using appropriate methodologies
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and technologies. Thus, this thesis’ goal is to establish methods useful to
analyze and valorize ticketing data.
During this thesis work, we were provided with ticketing data from
several networks. In [Pelletier et al., 2009], ticketing data is described as
the data "stored at each onboard validation: date and time of the vali-
dation, status of the transaction (boarding acceptance, boarding refusal,
transfer), card ID, fare type, route ID, route direction, stop ID, bus ID,
driver ID, run ID, and internal database ID". The databases structure
may differ according to the network, but these bases always contain only
smart card data. Validations made by magnetic tickets are not consigned
in databases.
2.2 Summary of the chapters
Statistical learning is, according to the definition of [Friedman et al., 2001],
the principle of learning from data thanks to statistical methods and mod-
els. These data are composed of observed variables that are either quanti-
tative (the number of passengers in a bus for example) or categorical (such
as the day of the week). For supervised learning problems (the difference
between supervised and unsupervised problems is detailed in Subsubsec-
tion 2.2.1.1), the database contains a target variable (the one we want to
predict) and a set of features (the other variables). Generally, the data are
separated in two sets. The training set helps and builds a prediction model,
which is applied to the test set to measure the prediction performance of
the model on new and unseen observations.
Most of the supervised statistical learning issues are classified in two big
categories: classification and regression problems. The aim of these prob-
lems is to explain the value of the target variable thanks to the features.
If the target is a quantitative variable, it is called regression (forecasting
the number of a passenger in a bus for example), while if it is categorical,
we talk about classification (such as detecting if a purchase is fraudulent).
Classification tends to group observations according to the target values
thanks to the features.
In unsupervised learning, one analyzes data with no target variable.
Thus, the aim is not to predict a value thanks to the features, but to de-
tect patterns in it (detect groups of passengers with the same travel hours
for example). The most used unsupervised technique is called cluster-
ing. This technique groups the observation with similar features. As this
technique allocates observations into groups, we speak about unsupervised
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classification.
2.2.1 Clustering
2.2.1.1 Definition
As explained briefly above, there are two types of classification. We talk
about supervised classification when the data are labelled and the algo-
rithm needs to discriminate the data on the features to explain the dif-
ference between the labels. In unsupervised classification – or clustering,
as written by [Sathya and Abraham, 2013], the goal is to "identify hid-
den patterns in unlabelled data". The other difference between the two
techniques is that in classification the number of classes is fixed – it is the
number of categories of the target variable, while the optimal number of
group in clustering is not known a priori.
During this doctoral work, we only focused on a clustering problem.
This type of problem is mainly solved by two different approaches. Some
algorithms – called model free algorithms – do not need any assumption
on the data, whereas model based algorithms always need an assumption
on the data structure to be processed. To illustrate our words, we will use
a toy example of simulated data all along this Subsection. These data,
represented in Figure 2.3, are a simulation of a mixture of two bivariate
gaussian distributions. The first distribution – represented by orange dots
– have 50 observations of non-subscriber passengers, whereas the second
– with blue dots – counts 30 observations of subscriber passengers. The
x -axis represents the user’s age, and the y-axis represents the number of
check-ins made by the user during a month.
2.2.1.2 Model free algorithms
There are several model free algorithms that allows us to proceed a clus-
tering. We shall present some of them, but the following paragraphs don’t
give an exhaustive list of these algorithms.
The most intuitive clustering algorithm is the hierarchical cluster anal-
ysis (HCA), introduced in [Johnson, 1967]. This method is based on D ∈
Rn×n the dissimilarity matrix, such that ∀i 6= j Di,j = Dj,i = d(Ci, Cj),
where d(Ci, Cj) is a function computing the distance between the ith and
the jth clusters. Its principle is to find at each iteration the smallest dis-
tance contained in matrix D and group the corresponding clusters into
a new one, and then compute the new dissimilarity matrix between the
collection of clusters. The algorithm stops once all the observations are
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Figure 2.3: Toy data simulated as a mixture of two bivariate gaussian distribu-
tions. There are 50 orange observations and 30 blue.
contained in a single cluster. The segmentation information is then con-
tained in a dendrogram, such as the one in Figure 2.4a. To find the optimal
number of cluster, one look at the biggest height between two consecutive
number of groups on the dendrogram. Figure 2.4b shows the partition of
the space of our toy data. While this method is easy to implement, it can
easily be costly for large dimension data. Indeed, at each iteration the
dissimilarity matrix is computed.
The second most common algorithm is the k-means method. It is a two-
steps iterative method, which concept was proposed in 1956 by [Steinhaus,
1956], developed by [MacQueen, 1967] and that [Selim and Ismail, 1984]
proved convergence. Given K centers of clusters, the algorithm calculates
the distance between each observation and every center and allocates the
observation to the nearest center. The new center is then calculated and
the algorithm stops once convergence is reached. The detailed algorithm
is the Algorithm 4. To select K the optimal number of clusters, several
methods tends to minimize the within-cluster inertia while maximizing the
between-cluster inertia. The gap method is the most common one and was
introduced by [Tibshirani et al., 2001]. Mathematically, it translates into:
K∗ = argmax
k
E∗n
log
 k∑
r=1
1
2nr
∑
i,i′∈Cr
di,i′
−log
 k∑
r=1
1
2nr
∑
i,i′∈Cr
di,i′
 ,
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(a) Dendrogram of the HCA on the
toy data (b) Partition of the space by HCA
Figure 2.4: Hierarchical cluster analysis
where E∗n[·] is the expectation under the assumption that there is no cluster
in the data, Cr is the rth cluster and nr its number of observations and
di,i′ the distance between the ith and i′th observations. We performed this
algorithm on our data, and the result is on Figure 2.5.
Figure 2.5: Partition of the space by k-means. The centers are represented by
black crosses.
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Algorithm 4 k-means
1: Choose arbitrary m(0)1 , . . . ,m
(0)
K , K centers among the observations.
2: t = 0
3: while Stopping criterion has not been met do
4: for i ∈ {1, . . . , n} do
5: for k ∈ {1, . . . ,K} do
6: di,k = ||xi −m(t)k ||
7: end for
8: c
(t)
i ← argmaxk di,k
9: end for
10: N
(t)
k =
n∑
i=1
1
[c
(t)
i =k]
11: m
(t+1)
k =
1
N
(t)
k
∑
i∈C(t)k
xi
12: t = t+ 1
13: end while
Spectral clustering have been introduced more recently, and a lot of
researchers have worked on it [Ng et al., 2002; Von Luxburg, 2007; Zelnik-
Manor and Perona, 2005; Dhillon et al., 2004; Filippone et al., 2008; Stella
and Shi, 2003]. The principle is to perform a clustering on the K main
eigenvectors of the transformation of the data’s similarity matrix. This
method allows to detect more complicated structures of data, like non-
convex clusters such as the ones on Figure 2.6a. Figure 2.6b shows the
application of spectral clustering with a polynomial kernel function on our
toy data.
Several clustering methods are based on matrix factorization. Matrix
factorization is the principle of approximate a matrix X ∈ Rn×m by at
least two matrices such as:
X ≈ UV
with U ∈ Rn×p and V ∈ Rp×m and p  n,m. Matrix factorization is
mainly used in order to reduce data dimension for sake of stocking them
(in numerical analysis) or to estimate the matrix (in statistics).
Principal Components Analysis (or PCA) is one of the most known
statistical method and is based on matrix factorization. Indeed, it has
been created at the beginning of the XXth century by [Pearson, 1901] to
represent large datasets in two or three dimensions by creating principal
components and axis on which the data would be projected. The aim is to
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Figure 1: Clustering examples, with clusters indicated by different symbols (and colors, 
where available). (a-g) Results from our algorithm, where the only parameter varied across 
runs was k. (h) Rows of Y (jittered, subsampled) for twocircles dataset . (i) K-means. 
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(a) Spectral clustering on complex
data structure. Chart from [Ng
et al., 2002]
(b) Partition of the space by spec-
tral clustering
Figure 2.6: Examples of spectral clustering.
find a new basis allowing to emphasize the data variability. As [Wold et al.,
1987; Mackiewicz and Ratajczak, 1993] describe it, a principal component
is a linear combination of the data’s variables. Indeed, mathematically we
have:
X = WU,
where X ∈ Rn×m is the data matrix of n observations of m variables,
W ∈ Rn×p is the projection of the n data observations on the p principal
components and U ∈ Rp×m the matrix containing the expression of the p
principal components in function of the m variables. The columns of U
are orthogonal while W ’s are orthonormal.
We can also interpret the k-means method – described above – as a
matrix factorization method. Indeed, given:
X ≈ CM,
where X ∈ Rn×m is the data matrix of n observations in m dimensions,
C ∈ {0, 1}n×K gives the allocation of the observations into the clusters
such as Ci,k = 1[xi∈Ck] and M ∈ RK×m gives the clusters center. In this
way, the observations are approximated by the center of the cluster they
belong to.
Nonnegative Matrix Factorization (or NMF), as the name indicates, is
a matrix factorization method proposed by [Lee and Seung, 1999]. In this
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celebrated paper, the method is presented as a dimension reduction tool
for matrices with nonnegative entries. Indeed, if θ ≈ ΦΛ with θ ∈ Rn×M+ ,
Φ ∈ Rn×H+ , Λ ∈ RH×M+ and H  n,M , then the number of entries in θ
is much bigger than the ones in Φ and Λ: Hn + HM  nM . Several
algorithm exist to solve this optimization problem, but the multiplicative
algorithm – described in Algorithm 5 – is the most common.
Algorithm 5 Multiplicative algorithm for NMF
1: Fix ε > 0, choose arbitrary Λ(0) and Φ(0) non-negative.
2: t = 0
3: while ||θ − Φ(t)Λ(t)|| > ε do
4: ∀h, k Λ(t+1)h,k ← Λ(t)h,k (Φ
T (t)θ)h,k
(ΦT (t)Φ(t)Λ(t))h,k
5: ∀h, k Λ(t+1)h,k ←
Λ
(t+1)
h,k∑
k′ Λ
(t+1)
h,k′
6: ∀j, h Φ(t+1)j,h ← Φ(t)j,h (θΛ
T (t+1))j,h
(Φ
(t)
j,hΛ
(t+1)ΛT (t+1))j,h
7: ∀j, h Φ(t+1)j,h ←
Φ
(t+1)
j,h∑
h′ Φ
(t+1)
j,h′
8: t = t+ 1
9: end while
2.2.1.3 Main contribution of Chapter 3
The problematic of this chapter is to find a way to cluster travelers by their
temporal habits, and to identify passengers with similar habits. In [El Mahrsi
et al., 2014b], the authors propose a mixture of k multinomial distributions
as a model to cluster travelers temporal profiles. They then estimate the
parameters of the models, and assign the travelers to clusters, using the
Expectation-Maximization (EM) algorithm.
Although the results they obtained allow to identify relevant users pro-
files, some clusters are not easily interpretable. To overcome this issue,
we propose to reduce the dimension of the profiles by NMF. NMF leads
in many high-dimensional applications to the definition of a sparse and
easily interpretable dictionary: [Lee and Seung, 1999] provided examples
in image analysis, [Xu et al., 2003; Shahnaz et al., 2006] in text document
clustering, among others. Here, NMF provides a dictionary of typical pro-
files, and a projection of each profile in the span of this dictionary. As the
typical profiles are contained in a dictionary, we call them words.
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Any clustering method can then be used in this smaller space. We
choose to apply a k-means method to this smaller space to obtain our
clusters. This led to easily interpretable clusters. Two words and one
cluster obtained with this methodology are represented on the Figure 2.7.
We clearly see that the represented cluster is a linear combination of the
two words showed here.
Figure 2.7: Two words and one cluster obtained with the methodology from
Chapter 3
2.2.1.4 Model based algorithms - Mixture models
Among clustering algorithms, mixture model is one of the most common
model based tools. Its principle is based on the assumption that in a
population, "individuals may often be divided into subgroups" [Benaglia
et al., 2009]. Therefore, the population isn’t described by one distribution
anymore, but by a mixture of K distributions. Given a parametric family
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of distributions (fϑ)ϑ∈RM , assume the observations Y1, . . . , Yn are i.i.d from
f(·) =
K∑
k=1
pkfθ·,k(·), (2.1)
where each θ·,k ∈ RM is a column of a K ×M matrix θ containing the
parameters of the kth distribution, and p = (p1, . . . , pK) is the vector
containing the probability for a random observation to belong to each dis-
tribution. The author of [Bishop, 2007] explains more precisely the case of
Gaussian mixtures. There are numerous manners to estimate the θ matrix,
and [Scrucca et al., 2016] reviews the different R packages implemented to
estimate it.
In the field of biostatistics, several papers deal with the Bayesian Mix-
ture Model [Lartillot and Philippe, 2004; Medvedovic et al., 2004; Do et al.,
2005]. The principle of the method is to have an assumption on the pa-
rameters θ of the different distributions. These assumptions are contained
in the prior:
pi(θ, p) = pip(p)×
K∏
k=1
pik(θ·,k),
where pip(p) is the assumption on the value of the vector p and pik(θ·,k) is
the assumption on the parameters of the kth distribution. Therefore, the
estimation of the parameters is given by the posterior:
pin(θ, p|X) = pi(θ, p)L(θ, p|X)∫
pi(φ)L(φ|X)
,
where L(θ, p|X) is the likelihood of θ and p when X = (X1, . . . , Xn)
is known. Theoretical studies of the Bayesian approach can be found
in [Ghosal et al., 2000; Chérief-Abdellatif and Alquier, 2018] for example.
We applied a Bayesian EM algorithm for mixture model to our data and
the result is shown on Figure 2.8.
Generally, to estimate a distribution’s parameters based on observa-
tions, the easiest and most famous way is to find the values maximizing
the likelihood, called Maximum Likelihood parameters. Here is the likeli-
hood of a mixture model:
L(θ, p|X) =
n∏
i=1
K∑
k=1
pkfθ·,k(xi),
57
Analyse de données volumineuses dans le domaine du transport
Figure 2.8: Density of the distributions found by a Bayesian EM algorithm for
Gaussian mixture model. The posterior means of the distributions are repre-
sented by black crosses. We used the parameters of simulation as priors.
and its log-likelihood:
`(θ, p|X) =
n∑
i=1
log
(
K∑
k=1
pkfθ·,k(xi)
)
.
It is pretty obvious that because of the complex form of the function,
this log-likelihood is impossible to maximize. As we don’t know which
observations were generated by which distributions, the EM algorithm
proposes to introduce a latent variable Zi,k containing this information,
such that Zi,k = 1[Xi generated by the kth distribution]. Thus, the completed
log-likelihood becomes:
`(θ, p|X,Z) =
n∑
i=1
K∑
k=1
zi,k log
(
pkfθ·,k(xi)
)
.
The EM is a recursive algorithm, and given current parameters (θ(c), p(c))
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one loop is:
E-step: Q(c)(θ, p) = Eθ(c),p(c) [`(θ, p|X,Z)|X]
=
n∑
i=1
K∑
k=1
Eθ(c),p(c) [Zi,k|X] log
(
pkf(θ)·,k(Xi)
)
and t(c)i,k := Eθ(c),p(c) [Zi,k|X]
=
p
(c)
k f(θ(c))·,k(Xi)
K∑
k′=1
p
(c)
k′ f(θ(c))·,k′ (Xi)
. (2.2)
M-step: (θ(c+1), p(c+1)) := arg max
θj,k≥0
Q(c)(θ, p), (2.3)
with obviously for k ∈ {1, . . . ,K}:
p
(c+1)
k =
n∑
i=1
t
(c)
i,k
n∑
i=1
K∑
k′=1
t
(c)
i,k′
. (2.4)
Of course this algorithm depends on the family of distributions (fϑ)ϑ∈RM .
An example is given below in the case of a mixture of multinomial distribu-
tions. Figure 2.9 shows the application of an EM algorithm for Gaussian
mixture model to our toy data.
In the field of transportation, some studies have been leaded involving
mixture model clustering. Indeed, the authors of [Côme and Oukhellou,
2014; Randriamanamihaga et al., 2013] use Poisson mixture models to
cluster bike-sharing systems stations, whereas for the same purpose [Bou-
veyron et al., 2015] use functional mixture model to cluster temporal se-
ries of station occupancy. The article that we have the most interest in
is [El Mahrsi et al., 2014a]. Indeed, in this article the authors use a multi-
nomial mixture model to cluster passengers on their temporal profiles in
the network STAR from Rennes, France. A temporal profile count the
number of validations that took place at each day of the week and hour
during the studied period, as showed in Figure 2.10. It is obvious that the
profile ui of the passenger i follows a multinomial distribution:
ui ∼M(Di, pii),
where Di is the total number of validations made by passenger i during
the study period and pii = (pii,1, . . . , pii,M ) is the simplex containing the
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Figure 2.9: Density of the distributions found by EM algorithm for Gaussian
mixture model. The mean point of the distributions are represented by black
crosses.
(e.g. commuting regularly during both rush hours, exclu-
sively in the evening, etc.). Contrary to the approach we
present in Section 3, all weekdays are treated equally which
might cause day-specific behaviors to be ignored.
Other relevant references in the field include [18, 8]. The
interested reader is also referred to the survey in [22] in which
the use of public transit data to improving transportation
systems is discussed, as well as the thorough literature review
in [19].
One key di↵erence between the approach reported in this
paper and previous work involving clustering smart card
data is the nature of the involved clustering algorithm: most
existing approaches to clustering smart card data (e.g. [16, 1,
8]) rely on the use of similarity-based clustering algorithms
that minimize Euclidean distortions. These approaches are
often criticized for yielding poor results [20]. Our approach,
in contrast, relies on the use of a generative model-based
clustering (mixture of unigrams). Additionally, some exist-
ing approaches consider either clustering the trips of each
passenger individually [16, 15] or disregard the identities of
the passengers [8, 1]. In our approach, similarly to [14], we
consider each passenger (and trips pertaining to him) as a
single observation and conduct the clustering accordingly.
3. CLUSTERINGPASSENGERSBASEDON
TEMPORAL PROFILES
In this Section, we present the smart card dataset that
we use for our study and give the details of our approach to
clustering public transportation passengers based on their
temporal habits.
3.1 Case Study Dataset
We conduct our study on smart card data collected through
the automated fare collection system of the Service des Trans-
ports en commun de l’Agglome´ration Rennaise (STAR).
STAR operates a fleet of 65 bus lines and 1 subway line
serving the metropolitan area of Rennes, which is the 11th
largest city in France with more than 200000 inhabitants.
The operator established its automated fare collection system
on March 1st, 2006 and o↵ers the possibility to travel on the
network using a KorriGo smart card. As of 2011, 83% of the
trips in STAR’s transportation system were made using a
KorriGo card.
The original dataset spans over the period from March
31st, 2014 up to April 25th, 2014, and contains both bus and
subway boarding validations from more than 140000 KorriGo
card holders. Each card is assigned a unique, anonymized
identifier in order to ensure privacy and no personal informa-
tion about the passengers were made available to us. Each
validation contains, in addition to the card identifier, the
date and time of the operation, the name and identifier of
the boarding station, the name and identifier of the boarded
bus or subway line, as well as information about the card
type.
For our study, we only retain 53195“regular”passengers. In
order for a given smart card holder to qualify as a regular one,
we check two conditions: the passenger (i) must have used
his smart card for at least ten days during the studied period,
and (ii) must have made his first boarding after 4 am each
day at the same station 50% of the time (in which case the
station is assigned as his “residential” station). The purpose
of this step is to enhance the clustering results by removing
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Figure 1: Temporal profiles of two passengers sam-
pled from the smart card dataset.
occasional passengers for which the number of observed trips
is insu cient and to have a rough estimate of the spatial
location of the user residences. This is of interest since we
also have access to a fine description of the socioeconomic
characteristics of the city inhabitants through data released
on a regular grid containing 200m per 200m cells by the
French National Institute of Statistics and Economic Studies
(INSEE).
3.2 Methodology
The aim of this part of our study is to discover groups of
passengers who exhibit similar behaviors from a purely tem-
poral standpoint (i.e. passengers taking public transportation
at the same times without accounting for the boarding lo-
cations). Intuitively, the discovery of these groups can help
identify frequent patterns in the way passengers use public
transit and characterize the demand accordingly.
We start by aggregating each passenger’s validations into a
“weekly profile”describing the distribution of all his trips over
each hour (0 through 23) of each day of the week (Monday
through Sunday). Therefore, each passenger is an observation
over 168 variables: the first variable is the number of trips
he took on Monday 0 to 1 am, the second is the number of
his trips on Monday 1 to 2 am, and so on. The temporal
profiles of two passengers are illustrated in Figure 1 and we
denote one such profile by u.
Next, we cluster the passenger profiles. We do so by
estimating a mixture of unigrams model [17] from our data,
an approach often used to cluster documents in the context
of information retrieval. Under this perspective, a passenger
can be regarded as a “document” containing a collection of
“words”, with each word being, in our case, a combination of
a day and an hour (e.g. Friday 10 am). In a (simple) unigram
model, the words of each document are drawn independently
from a single multinomial distribution. In a mixture of
unigrams model, each document is first generated by selecting
a cluster (called topic), then the words of that document
are drawn from the conditional multinomial distribution
relative to that specific cluster. Each cluster is thus described
concisely as a distribution over the vocabulary. In our context,
this translates to a cluster being the description of when trips
Figure 2.10: Temporal profiles of tw passengers – Figur from [El Mahrsi
et al., 2014a].
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probabilities of the M events. It is simply the probability for a random
validation from passenger i to happen at each moment m ∈ {1, . . . ,M}.
Under the assumption that the collection of all the profiles is the realization
of a mixture of K distributions, each cluster βk follows a multinomial
distribution such as:
βk ∼M(1, pik).
And the temporal profile of passenger i follows:
ui|zi ∼M(Di, pik),
with zi ∈ {β1, . . . , βK}. Thus, the mixture equation 2.1 becomes:
f(Xi) =
K∑
k=1
pkDi!
M∏
j=1
pi
Xi,j
k,j
Xi,j!
. (2.5)
The detailed algorithm is thus described in Algorithm 6. For the sake of
clarity, let Π = (pik,j)1≤k≤K,1≤j≤M .
Algorithm 6 EM algorithm for multinomial mixture model
1: Fix ε > 0, choose arbitrary Π(0) and p(0); CRIT←∞
2: c← 0
3: while |`(Π(c), p(c))− CRIT| > ε do
4: CRIT← `(Π(c), p(c))
5: ∀i, k t(c)i,k ←
pi
(c)
k
M∏
j=1
pi
Xi,j
j,k
K∑
k′=1
pi
(c)
k′
M∏
j=1
pi
Xi,j
j,k′
6: ∀k p(c+1)k ← 1n
n∑
i=1
t
(c)
i,k
7: ∀k, j pi(c+1)j,k ← 1n
n∑
i=1
t
(c)
i,kXi,j
8: c← c+ 1
9: end while
2.2.1.5 Main contribution of Chapter 4
In Chapter 3, NMF was a nice pre-processing tool for clustering passenger
temporal profiles. However, we noted that we used a two-step procedure
and wanted to define a one-step procedure that would directly estimate a
dictionary optimizing a criterion related to the clustering objective.
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Moreover, the article [El Mahrsi et al., 2014a] proposes a model-based
method for a similar issue. In this article, we noticed that the parameter
matrix to estimate can easily be heavy. Indeed, they need to estimate the
parameters of twenty-four hours, for seven days and sixteen clusters, i.e.
2688 parameters.
Therefore, we propose in Chapter 4 a new algorithm called NMF-EM
and allowing simultaneous dimension reduction and clustering. To that
end, we suggest to apply a NMF to the parameter matrix to estimate by
EM. The number of parameters to estimate will then be largely smaller.
Indeed, if θ ∈ RM,K+ is the matrix containing in column the non-negative
parameters ofK distributions from the same distribution family (fϑ)ϑ∈RM ,
we have:
θ = ΦΛ,
with H ≤ K,M , Φ ∈ RM,H+ and Λ ∈ RH,K+ . In our case, we apply the
NMF-EM algorithm for a mixture of multinomials. Thus, the model 2.5
becomes:
f(Xi|Zi,k = 1) =
K∑
k=1
pkDi!
M∏
j=1
(ΦΛ)
Xi,j
j,k
Xi,j!
,
and the completed log-likelihood:
`(Φ,Λ, p|X) =
n∑
i=1
K∑
k=1
zi,k log
pk
Ni! M∏
j=1
(ΦΛ)
Xi,j
j,k
Xi,j !
 .
Thus, from Algorithm 6, the update of the parameters becomes:
t
(c)
i,k :=
p
(c)
k f(Φ(c)Λ(c))·,k(Yi)
K∑
k′=1
p
(c)
k′ f(Φ(c)Λ(c))·,k′ (Yi)
,
(Φ(c+1),Λ(c+1), p(c+1)) := arg max
Φj,h,Λh,k≥0
Q(c)(Φ,Λ, p).
This last update is obtained by injecting the multiplicative algorithm for
NMF (Algorithm 5) into the EM algorithm. The application of this algo-
rithm to real life data showed nice empirical results. Indeed, we proved
that for collinear clusters, our algorithm outperformed both EM and k-
means algorithms.
Moreover, thanks to NMF-EM we obtained five words and ten clusters
with our data and Figure 2.11 shows two of the words and one of the
clusters. In a second phase, we analyzed socio-economically these clusters
and obtained interesting insights on the passengers of the studied network.
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Figure 2.11: Decomposition of one cluster from two words. This cluster is 47%
composed of the orange word and 48% of the pink one. The remaining 5% are
a mixture of the three other words.
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2.2.2 Regression and Forecasting
2.2.2.1 Definition
Forecasting and regression can easily be confused. As described on the
blogpost [oneclick.ai, 2018], the main difference is that "regression predicts
the value of a number in a hypothetical future event" while "forecasting
uses a compiled timeline of data moments to then tell how it will continue
into the future along those trends". We can summarize this by saying
that not all regressions are forecast but all forecast are regressions. In the
following parts of this section, we will only discuss regressions methods,
but these are also relevant for forecasting.
Regression can be described as a process to predict a quantitative tar-
get variable Y from a set of m features X = (X1, . . . , Xm). Regression
methods allow to estimate a function f(·) such that Y = f(X) + ε, where
ε is the difference between the observed value Y and the predicted value
Yˆ = f(X). The smallest ε, the more accurate is the regression function
f(·).
2.2.2.2 Linear methods
Linear methods are among the simplest models for regression. The most
famous one is the linear regression. Indeed, this model is based on the
assumption that there are some linear links between the explanatory vari-
ables (X1, . . . , Xm) and the target variable Y as explained in [Seber, 2009;
Weisberg, 2005; Bibby et al., 1979]. Thus, for a population of n individuals,
and ∀i ∈ {1, . . . , n}:
Yi = β0 +
m∑
j=1
βjXi,j + εi,
where β = (β0, β1, . . . , βm) ∈ Rm+1 is the vector containing the regression
coefficients, and εi ∼ N (0, σ2) are independent and identically distributed.
The most popular way to perform a linear regression and estimate the β
vector is to use the Ordinary Least Squares (OLS) method, that gives
βˆ = (XtX)−1XtY .
In the case of badly conditioned problem (i.e. matrix X with collinear
columns), but willing to keep every variable for sake of interpretation, one
can use a biased estimator to enhance numerical properties and estimations
variance by a regularization process. Theoretical proofs of its efficiency can
be found in [Le Cessie and Van Houwelingen, 1992; Marquardt and Snee,
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1975]. For that, we need to formalize the model in its matrix form. Thus,
the ridge model proposed by [Hoerl and Kennard, 1970] is:
Y1...
Yn

︸ ︷︷ ︸
Y
=
1 X1,1 . . . X1,m... ... . . . ...
1 Xn,1 . . . Xn,m

︸ ︷︷ ︸
X

β0
β1
...
βm

︸ ︷︷ ︸
β
+
ε1...
εn

︸ ︷︷ ︸
ε
.
In ridge regression, the estimator βˆ is given by:
βˆridge = argmin
β∈Rm+1
 n∑
i=1
(Yi −
m∑
j=0
Xi,jβj)
2 + λ
m∑
j=1
β2j
 ,
where λ is a positive term of penalization.
The linear model, as described above, is based on the assumption of
a linear link between the features and the target variable. Indeed, in
some cases the variables can have a parabolic or more complex link. The
Generalized Additive Model (GAM), introduced by [Hastie and Tibshirani,
1986] and theoretically studied by [Abramovich and Lahav, 2015; Guedj
and Alquier, 2013], proposes to estimate functions for every feature, such
as:
Yi = β0 +
m∑
j=1
sj(Xj) + εi.
Generally, sj(·) functions are estimated by cubic splines.
2.2.2.3 Machine Learning methods
Linear regression methods are easy to compute and explain, but can some-
times lack accuracy. Indeed, linear models lie on huge assumptions at the
cost of accuracy. Machine Learnings algorithms have for principle to have
no assumption on the data structure. In the following part of this Subsub-
section, we will list a few algorithm of Machine Learning among the most
famous. This list is clearly not exhaustive. Moreover, all these algorithm
are also used in classification but we will introduce them for regression
problems. These methods are often called "Black Box" algorithms as there
is no way to describe them in an explicit functional manner.
One of the easiest method to understand is the decision tree. As [Quin-
lan, 1986] teaches us, [Hunt et al., 1966] first introduced decision trees
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in 1966 with the Classification And Regression Trees (CART) algorithm.
Given a quantitative target variable Y ∈ {u1, . . . , uK} and a feature ma-
trix X contained in a space D, the principle is to split the feature space
D into binary regions Rm recursively. Each new split is performed on one
region only, in order to discriminate the data as much as possible. The
tree stops expanding when creating a new binary node would not improve
the forecast anymore. We call the final nodes leaves. Mathematically, the
regression function is:
aˆ(X) =
M∑
m=1
cm1[X∈Rm],
where M is the final number of regions, Rm the mth region and cm the
response of the region. Coefficients cm are estimated by:
cˆm =
1
nm
∑
i|Xi∈Rm
Yi,
where nm is the number of observations from the train set that are con-
tained in the region Rm. An example regression tree is represented on
Figure 2.12. The principle of the Random Forest algorithm – introduced
Hour ≥ 10am?
Day = Saturday?
Hour ≥ 4pm?
R1 R2 R3 R4
Yes No
Yes No
Yes No
Figure 2.12: Example of regression tree. The more orange are the leaves,
higher is number of check-ins forecasted.
in [Breiman, 2001] – is based on the CART algorithm. A random forest
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is composed of T decision trees, where each tree is partially independent
from every other tree. Indeed, every tree is trained only from a sample
of observations and a sample of features. The final regression value of an
observation is then an aggregated value of all the values obtained by each
tree:
Yˆi =
1
T
T∑
t=1
at(Xi,1, . . . , Xi,m),
with at being the tth tree in the forest. Random Forest methods are among
the very best in term of forecasting and are widely studied [Biau and Scor-
net, 2016; Genuer et al., 2008], but were theoretically misunderstood for
a long time. First theoretical studies were leaded by [Genuer, 2012; Arlot
and Genuer, 2014] and an important theoretical breakthrough happened
more recently [Scornet et al., 2015].
An intuitive way to predict the value of the target variable is to look at
the target value of the nearest neighbors of the observation and to average
them. This is indeed what [Benedetti, 1977; Stone, 1977; Tukey, 1977]
introduced with the Nearest Neighbors (NN) algorithm. Mathematically,
it translates into:
Yˆi =
1
k
k∑
l=1
Y(l),
with X(1), . . . , X(k) being the k nearest neighbors of Xi and Y(1), . . . , Y(k)
their corresponding target value. What is at stake is to find an optimal
integer k. Indeed, k too small leads to overfitting, while a too big value
drives to a lack of accuracy and a huge variance. The efficiency of the
algorithm has been studied in several papers such as [Altman, 1992; Stute,
1984; Devroye, 1978].
2.2.2.4 Main contribution of Chapter 5
The aim of Chapter 5 was to find a model to forecast the number of
check-ins of a public transportation network and to be able to detect if
a realization is normal or not. We began to compare the performance
of Linear Models, Additive Models and Random Forests for forecasting
the number of check-ins in our data, by Yt = f(Xt) + ε. The results of
this comparison is contained in Table 2.2. Thus, we chose to forecast the
check-ins by GAM. In order to create a 95% confidence interval, we then
processed the same algorithms on the squared errors of this first forecast.
We applied them to simple:
E[ε2t ] = h(Xt)
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Table 2.2: Root Mean Squared Error (RMSE) of the three models on the test
set by the two link functions used.
Algorithm
Link function OLS GAM RF
Yt 95 46 81
log(Yt + 1) 85 52 125
and auto-regressive models:
E[ε2t ] = l(Xt, ε
2
t−1).
Finally, we constructed our confidence interval by an auto-regressive Ran-
dom Forest, by:
Yt ∈
[
Yˆt − 1.96× εˆ, Yˆt + 1.96× εˆ
]
.
And we can observe this forecast and confidence interval on Figure 2.13.
As this methodology produced nice results, we applied it to data from
another transportation network for anomaly detection. Indeed, we wanted
to be able to quantify the impact of the SNCF social strike on the vali-
dations of a bus network in Île-de-France during Spring 2018. Our work
highlighted that the impact on the validations, and thus financially, is very
modest. However, we showed that during the strike, passengers changed
their paths by using the lines differently. The check-ins of two lines during
the social strike period are represented on Figure 2.14, and we clearly ob-
serve that the strike had a negative impact on line 601 during strike days
but also during inter-strike days, while the observations are higher than
expected for line 609 on both type of days.
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Figure 2.13: Attendance forecasting and uncertainty.
(a) Line 601 (b) Line 609
Figure 2.14: Observations, forecast and confidence interval during Spring 2018
of two lines. Observations are represented by dots and strike days are red,
while the forecast is the green line and the confidence interval is the green rib-
bon around it.
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Chapter 3
Non-negative Matrix
Factorization as a
pre-processing tool for
travelers temporal profiles
clustering
Abstract
We propose to use non-negative matrix factorization (NMF) to build a dic-
tionary of travelers temporal profiles. Clustering based on decomposition
in this dictionary rather than on the full profiles (as in previous works)
lead to more interpretable clusters.
3.1 Introduction
In recent years, more and more travel networks use smart card automated
fare collection systems. The main purpose of these systems is to collect the
fare revenues. However, they also allow to collect a large amount of infor-
mation on onboard transactions that can be used for various objectives: to
analyze nowadays cities through global urban problematics [Zheng et al.,
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2014a], to study the variability of the travels from a spatial and temporal
perspective [Morency et al., 2007], to help transit planners [Pelletier et al.,
2009] or to analyze the travel habits of smart card holders as in [El Mahrsi
et al., 2014b].
More precisely, in [El Mahrsi et al., 2014b], the authors propose a mix-
ture of k multinomial distributions as a model for the travelers temporal
profiles. They then estimate the parameters of the models, and assign
the travelers to clusters, using the Expectation-Maximization (EM) algo-
rithm. Although the results they obtained allow to identify relevant users
profiles, some clusters are not easily interpretable. To overcome this issue,
we propose to reduce the dimension of the profiles by non-negative matrix
factorization (NMF). NMF was introduced by [Lee and Seung, 1999] and
leads in many high-dimensional applications to the definition of a sparse
and easily interpretable dictionary: [Lee and Seung, 1999] provided ex-
amples in image analysis, [Xu et al., 2003; Shahnaz et al., 2006] in text
document clustering, among others. Here, NMF provides a dictionary of
temporal profiles, and a projection of each profile in the span of this dic-
tionary. Any clustering method can then be used in this smaller space (we
use k-means in this chapter). This leads to easily interpretable clusters.
3.2 The data
We study here validations made during the month of September 2014 on
the network of Rouen metropolis. Ticketing data are the information ob-
tained at each transaction made by a smart card on a validator system.
For privacy reasons it is not possible to connect each validation to the user
that made it. The feature that permits us to realize our study and create
temporal profiles is a card number which is encrypted, and re-initialized
every three months. It is thus impossible to follow the long-term behavior
of a user. This is the reason why we focus on a one month period in a first
time. This period (September) have been chosen because it has no vaca-
tion or bank holidays. We use the same method as [El Mahrsi et al., 2014b]
in order to keep only the regular smart card holders: to be a regular card
holder, the traveler must have used his card for at least ten days during
the studied period and must have made his first boarding after 4am each
day at the same station 50% of the time. The data are then aggregated so
that for each traveler, for each day of the week (Monday to Sunday) and
each hour (00 to 23) we have the mean of the number of validation during
the studied period.
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3.3 Results obtained by EM
In [El Mahrsi et al., 2014b] the authors assume that there is a given number
of clusters of users, and in each cluster, the profiles are independently
generated from a common multinomial distribution. Thus, the distribution
on all profiles is a mixture of multinomial distributions. They used an
EM-algorithm to estimate the parameters of each multinomial and the
probabilities for any users to belong to each cluster (we refer the reader to
[El Mahrsi et al., 2014b] for more details on this model, and to Chapter
9 in [Bishop, 2007] for an introduction to the EM algorithm). We use the
same methodology on our dataset. The results for 10 clusters are shown
in Figure 3.1 (we tested other numbers of cluster but do not show the
results here for the sake of shortness). Two comments are in order: first,
while some profiles are easily interpretable, it is not so easy to give an
interpretation to Cluster 1 when compared to Cluster 6 and Cluster 9.
Moreover, the clusters are really unbalanced: almost 35% of the travelers
are in Cluster 6 while Cluster 4 contains only 3.7% of the travelers.
3.4 Results obtained by NMF
Consider the matrix θ that contains the temporal profiles θi of all users as
rows. The principle of Nonnegative Matrix Factorization is to factorize the
matrix θ ∈ Rn×M into two matrices Φ ∈ Rn×H and Λ ∈ RH×M such that
θ ≈ ΦΛ. When H  n,M the number of entries in θ is much bigger than
the ones in Φ and Λ: Hn+HM  nM . So each profile θi is approximated
by Φi,1Λ1 + . . .Φi,HΛH and so the Λj ’s can be interpreted as a dictionary
of profiles. Moreover, the non-negativity constraint sets some Φi,j = 0
and so each profile is approximated as a small number of elements in the
dictionary.
It is important to find a H small enough to ensure that Hn+HM 
nM , but large enough so that ΦΛ remains an acceptable approximation of
θ. Let D(θ|ΦΛ) denote a generic function measuring the distance between
θ and its approximation ΦΛ. To summarize, the aim of the NMF is to
solve the following problem :
minD(θ|ΦΛ), subject to Φ ≥ 0,Λ ≥ 0 (3.1)
where the inequalities are interpreted element-wise. Several algorithms are
known to compute Φ and Λ. These methods are discussed and compared
in [Kim and Park, 2008].
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Figure 3.1: Clusters obtained by EM-algorithm
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We choseD(θ|ΦΛ) = ‖θ−ΦΛ‖2F in (3.1). We tested different algorithms
recommended in [Kim and Park, 2008]: the multiplicative algorithm and
the projected gradient method. The results being similar on our dataset
we only present the results obtained by the multiplicative algorithm. For
the sake of completeness, we remind that the algorithm is an iteration of
the following updates:
Φi,a ← Φi,a (θΛ
T )i,a
(ΦΛΛT )i,a
and Λa,µ ← Λa,µ (Φ
T θ)a,µ
(ΦTΦΛ)a,µ
∀i, µ, a.
Here again we tested several dimensions H, and then used the k-means
algorithm on the matrix Φ to get our clusters. The dictionary and the
clusters centers are shown in Figure 3.2 for H = 7, which were particularly
easy to analyze. Indeed, as it can be seen on the Figure 3.2 the first word
corresponds to the first hour of the morning peak (7 a.m.). The second
word corresponds to the second hour of morning peak (8 a.m.), the third to
the last two hours of afternoon peak (6-7 p.m.) and Saturdays afternoons,
the fourth to the off-peak periods, mostly in the morning (9-11 a.m. and
2-3 p.m.), the fifth to the midday hours (12 and 1 p.m.), the sixth to the
first hour of afternoon peak (5 p.m.) and the seventh to the off-peak period
in the afternoon (3 to 4 p.m.).
In the middle of the Figure 3.2, the first cluster obtained with a k-
means method applied to our reduced space is mostly a combination of
the first and the sixth words that respectively explain 33.2% and 20.5%
of the cluster. The rest of the cluster is explained by all the others words
in negligible proportions. Each cluster is similarly a linear combination of
the seven “words”.
We can note that the clusters of travelers temporal profiles are more
easily interpretable than the ones obtained by EM-algorithm. Clusters 1, 2,
5, 8 and 10 represent groups of people traveling during the peaks during the
week and sometimes in Wednesdays noons. Cluster 4 represents travelers
who use the public transportation during the peaks but also during the
midday hours. Cluster 6 represents people traveling almost only during
the afternoon (it may be people who use an other modal transport in the
morning). Cluster 7 gathers users who only travel in off-peak. Finally,
Clusters 3 and 9 contain travelers who have diffuse habits of travel during
the day. Also note that the groups are more balanced as largest cluster
contains only 15.5% of the users.
By observing the Table 3.1, we note that the clusters obtained with
our method of NMF as a pre-processing tool do not correspond to clus-
ters obtained by EM-algorithm. Indeed, the clusters obtained by EM are
distributed between all the clusters obtained by NMF with k-means.
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Figure 3.2: Up : "words" of the dictionary obtained by NMF; Middle : De-
composition in "words" of one of the clusters obtained by k-means; Down :
The other clusters obtained by k-means on the reduced space
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Table 3.1: Repartition of individuals between the clusters obtained by EM-
algorithm and the clusters obtained by k-means on the reducted space.
NMF + k-means
1 2 3 4 5 6 7 8 9 10
E
M
-a
lg
or
it
hm
1 4% 6% 24% 13% 3% 7% 22% 3% 5% 12%
2 31% 22% 11% 5% 4% 5% 8% 8% 2% 5%
3 4% 12% 36% 5% 17% 2% 6% 1% 1% 14%
4 6% 11% 28% 14% 6% 5% 8% 3% 4% 16%
5 14% 9% 12% 6% 2% 4% 6% 6% 2% 40%
6 15% 8% 13% 12% 6% 11% 9% 8% 7% 11%
7 9% 14% 20% 6% 15% 10% 5% 10% 7% 4%
8 4% 26% 11% 5% 4% 2% 5% 7% 1% 35%
9 14% 16% 12% 22% 2% 5% 7% 8% 2% 11%
10 3% 33% 15% 13% 12% 2% 2% 7% 1% 12%
3.5 Conclusion
This short empirical study seemed to confirm our idea that NMF could
be a powerful tool to get efficient dimension reduction and clustering in
transports data analysis. And indeed it was re-used since then, for example
by [Tonnelier et al., 2018]. On the other hand, the analysis of [El Mahrsi
et al., 2014a] has the elegance and interpretability of model-based cluster-
ing. This lead us to try to include this NMF-based approach in a model
bases framework.
In the next chapter, we propose a mixture model including dimension
reduction via factorization. Thus, the dimension reduction and clustering
will no longer be seen as two independent steps, but will both be included
in the model. Also, the likelihood of the model leads to the construction
of criterion for the choice of H and K.
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Chapter 4
Simultaneous Dimension
Reduction and Clustering
via the NMF-EM
Algorithm
Abstract
Mixture models are among the most popular tools for clustering. However,
when the dimension and the number of clusters is large, the estimation of
the clusters become challenging, as well as their interpretation. Restric-
tion on the parameters can be used to reduce the dimension. An example
is given by mixture of factor analyzers for Gaussian mixtures. The exten-
sion of MFA to non-Gaussian mixtures is not straightforward. We propose
a new constraint for parameters in non-Gaussian mixture model: the K
components parameters are combinations of elements from a small dic-
tionary, say H elements, with H  K. Including a nonnegative matrix
factorization (NMF) in the EM algorithm allows us to simultaneously es-
timate the dictionary and the parameters of the mixture. We propose
the acronym NMF-EM for this algorithm, implemented in the R pack-
age nmfem. This original approach is motivated by passengers clustering
from ticketing data: we apply NMF-EM to data from two Transdev public
transport networks. In this case, the words are easily interpreted as typical
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slots in a timetable.
4.1 Introduction
With the growing ability to collect and store data in transports system,
electricity consumption and more, urban computing is becoming a ma-
jor tool in urban policy and planning [Zheng et al., 2014a]. For exam-
ple, for transports system, there is a growing literature on ticketing and
smart-card data processing in trains and buses [Morency et al., 2007; Pel-
letier et al., 2009; El Mahrsi et al., 2014a; Poussevin et al., 2014; Carel
and Alquier, 2017; Tonnelier et al., 2018], bike-sharing systems [Randria-
manamihaga et al., 2013; Côme and Oukhellou, 2014; Bouveyron et al.,
2015; Hamon et al., 2015] or taxis [Peng et al., 2012]. Our objective in
this chapter is to propose a clustering method for users, and for stations,
that would be adapted to ticketing data collected by Transdev, a public
network company. This method could be suitable for clustering structured
high-dimensional data in other applications.
The range of machine learning and statistical tools used in urban com-
puting is large. This goes from descriptive data-mining techniques as
in [Morency et al., 2007] to statistical models as in [El Mahrsi et al.,
2014a]. The model-based clustering approach in [El Mahrsi et al., 2014a]
is actually close to our objective: journeys of a user are seen as realizations
of multinomials random variables. The parameters of these distributions
depends of the user only through the cluster the user belongs to. The
complete model for journeys is thus a mixture of multinomials. The au-
thors estimate the parameters and the clusters by the EM algorithm (see
Chapter 9 in [Bishop, 2007] for an introduction; many R packages are
available, mcclust [Scrucca et al., 2016] is extremely complete for clus-
tering with Gaussian mixtures, mixtools [Benaglia et al., 2009] is a more
generalist package covering other distributions, including multinomials).
Model-based clustering was also used for transport data in [Côme and
Oukhellou, 2014; Bouveyron et al., 2015] with nice results. However, there
are some issues with this approach. When the dimension is large, the es-
timates are likely to have a large variance (curse of dimensionality). It
might also be difficult to interpret clusters described by a huge number
of parameters: it is indeed argued in [Carel and Alquier, 2017] that some
profiles in [El Mahrsi et al., 2014a] are not easily interpretable. It seems
then necessary to reduce the dimension, that is, to impose some restric-
tions on the parameters that will reduce the variance and increase the
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interpretability.
Since the seminal work on model-based clustering [Wolfe, 1963], vari-
ous examples of such restrictions have been proposed. We refer the reader
to [Fraley and Raftery, 2002; Bouveyron and Brunet-Saumard, 2014; Mc-
Nicholas, 2016a,b; Grün, 2018] for recent surveys on existing approaches
(see also [McLachlan and Peel, 2004; Celeux et al., 2018a] for a more gen-
eral overview on mixtures). A first approach is variable selection [Raftery
and Dean, 2006]. This method is now well understood from an empiri-
cal perspective [Steinley and Brusco, 2008] as well as from a theoretical
point of view [Maugis et al., 2009a,b]. See [Celeux et al., 2018b] for more
recent advances and [Fop and Murphy, 2017] for a nice survey. The un-
derlying assumption is that clusters differ only through a few variables.
This assumption is satisfied in many examples presented in the aforemen-
tioned papers. However, it does not seem to be adapted to our case. The
difference between two users, say a student and a retired person, is that
the student has a regular travel schedule, while the retired person usually
doesn’t. This is a typical example of a strong structure that is not sum-
marized by a small number of variables. Another approach for dimension
reduction in mixtures is the mixture of factor analyzer (MFA) introduced
in [Ghahramani and Hinton, 1996; McLachlan et al., 2003], see [Monta-
nari and Viroli, 2010; McNicholas and Murphy, 2008; Murphy et al., 2017]
for recent extensions. In MFA, the means and variances depends on the
cluster, and the variance might be concentrated in some directions. This
is more related to our objective, but this model was developed for mix-
ture of Gaussians. The extension to non Gaussian mixtures is not direct,
see however [Murray et al., 2014] for mixtures of skew-t factors analyzers.
Travels patterns are modeled by mixture of multinomials in [El Mahrsi
et al., 2014a].
In this chapter, we propose a new model that can be seen as an adapta-
tion of MFA to mixture of distributions with nonnegative parameters (in-
cluding multinomial distributions). The decomposition in Gaussian factors
in MFA is replaced by a nonnegative matrix factorization (NMF). Intro-
duced by [Lee and Seung, 1999], NMF rewrites columns of a given matrix
with nonnegative entries as combinations of elements in a small dictio-
nary. These elements are often referred to as “words”. These words play
a somewhat similar role to factors in MFA, even though the formalism is
different. For example these words are not modeled as random variables.
We provide an adaptation of the celebrated EM algorithm to this setting.
We refer to this algorithm as NMF-EM. It is available as an R package,
nmfem.
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The chapter is organized as follows. In Section 4.2 we describe our
model and the general form of NMF-EM. Motivated by the ticketing data,
we provide the detailed form of the algorithm in the case of mixture of
multinomials (Subsection 4.2.3). The clustering abilities of NMF-EM are
compared to the ones of EM (without reduction of dimension) and of k-
means in a short simulation study in Section 4.3. We finally present results
on ticketing data provided by the Transdev Group in Section 4.4 (more
details on this real data study can be found in the supplementary material).
4.2 Factorization of mixture parameters and
the NMF-EM algorithm
4.2.1 Factorization of mixture parameters
Given a parametric family of distributions (fϑ)ϑ∈RM , assume the observa-
tions Y1, . . . , Yn are i.i.d from
K∑
k=1
pkfθ·,k(·), (4.1)
where each θ·,k ∈ RM is a column of a K ×M matrix θ. For the sake
of brevity, let p = (p1, . . . , pK), which belongs to the simplex SK = {ρ ∈
RK+ : ρ1 + · · ·+ ρK = 1}. A way to rephrase this mixture model, which is
useful for clustering purposes, is to introduce i.i.d hidden class variables:
Zi = (Zi,1, . . . , Zi,K) ∼Mult(p, 1). Here,Mult(p, 1) denotes the multino-
mial distribution, that is, the probability that Zi is the k-th basis vector
(0, . . . , 1, . . . , 0) is given by pk. Taking Yi
∣∣(Zi,k = 1) ∼ fθ·,k(·) implies that
the Yi’s are actually i.i.d from (4.1).
In model-based clustering, estimation of the Zi’s allow us to assign each
Yi to a cluster k while the estimation of θ·,k provides a summary of the
information on location, scale and shape of cluster k. Still, as argued in the
introduction, when the dimension M is too large, this information can be
unreliable and difficult to interpret. Many dimension reduction methods
were proposed, among them MFA for mixtures of Gaussians. A standard
mixture of Gaussian in Rd is Yi
∣∣(Zi,k = 1) ∼ N (µk,Σk), the simplest form
of MFA is given by Yi
∣∣(Zi,k = 1) ∼ N (µk,ΛkΛTk + Ψ), where Λk is a d×H
matrix with H  d and Ψ is some diagonal matrix with positive diagonal
entries. Thus, the estimation of the d× d matrix Σk is essentially reduced
to the estimation of the much smaller H ×d matrix Λk. An interpretation
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of this model is that Yi depends not only on the hidden variable Zi but
also on hidden factors Xi ∼ N (0, IH): E(Yi|Xi = x, Zi,k = 1) = Λkx+µk.
See the references given in the introduction, e.g Section 5 in [Bouveyron
and Brunet-Saumard, 2014]. This model provides reduction of dimension
and has a nice interpretation, but it is not obvious how to extend it beyond
Gaussian variables.
In the case where of multinomial distributions, and more generally in
the case where the parameters ϑ of (fϑ)ϑ∈RM are actually nonnegative, one
could think of restrictions on the mixture parameters matrix θ that would
similarly involve a small number H of hidden factors. But one has to be
careful: Gaussian hidden factors would in general not generate nonnegative
parameters. In a celebrated paper [Lee and Seung, 1999], Lee and Seung
proposed a dimension reduction tool for matrices with nonnegative entries:
NMF (nonnegative matrix factorization). The idea is to factorize a K×M
matrix θ as θ1,1 . . . θ1,K... . . . ...
θM,1 . . . θM,K

︸ ︷︷ ︸
θ
=
 Φ1,1 . . . Φ1,H... . . . ...
ΦM,1 . . . ΦM,H

︸ ︷︷ ︸
Φ
 Λ1,1 . . . Λ1,K... . . . ...
ΛH,1 . . . ΛH,K

︸ ︷︷ ︸
Λ
(4.2)
with H ≤ K,M , under the assumption that all the entries in Φ and Λ
are nonnegative. When H  K,M , the dimension reduction is substan-
tial. NMF rewrites columns of a given matrix as positive combinations
of elements, or words, in a small dictionary Λ. It turns out that this
dictionary is often easily interpretable. NMF was successfully used as a
data mining tool in document clustering [Xu et al., 2003; Shahnaz et al.,
2006], collaborative filtering and recommender systems on the Web [Ko-
ren et al., 2009; Luo et al., 2014], dictionary learning for images [Lee and
Seung, 1999], topic extraction in texts [Paisley et al., 2014] or time series
recovering [Mei et al., 2017], among others. It was also used as a data
mining tool for transports data by [Hamon et al., 2015; Peng et al., 2012;
Poussevin et al., 2014; Tonnelier et al., 2018] and our previous work [Carel
and Alquier, 2017]: we “compressed” the data Y1, . . . , Yn using an NMF
and then used a (model-free) clustering algorithm on the compressed ob-
servations. The improvement in terms of interpretability with respect
to [El Mahrsi et al., 2014a] was substantial. However, this approach was
completely ad hoc: there are many possible criterion to approximate NMF:
the Poisson-likekihood [Lee and Seung, 1999, 2001], the quadratic crite-
rion or Gaussian-likelihood [Boyd et al., 2011; Lee and Seung, 2001], the
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Ikuro-Saito divergence [Févotte et al., 2009]... In a model-free approach,
the choice of the criterion is difficult. The mixture model (4.1) leads to a
natural criterion: the likelihood.
We are finally in position to define our model: we use NMF as a restric-
tion on nonnegative parameters in mixture models. That is, Y1, . . . , Yn are
i.i.d from
gp,Φ,Λ(·) =
K∑
k=1
pkf(ΦΛ)·,k(·) (4.3)
or equivalently, Yi|(Zi,k = 1) is drawn from f(ΦΛ)·,k and Zi ∼ Mult(p, 1).
The model is parametrized by p ∈ SK , Λ ∈ RM×H+ and Φ ∈ RH×K+ . For
short, put Y = (Y1, . . . , Yn) and Z = (Z1, . . . , Zn). The log-likelihood is
given by
`(Φ,Λ, p|Y ) =
n∑
i=1
log
(
K∑
k=1
pkf(ΦΛ)·,k(Yi)
)
.
This model can be seen as offering a connection between “model-free clus-
tering” relying on NMF or spectral clustering as in [Ding et al., 2005; Yang
et al., 2016] and model-based clustering. Unrestricted mixture models can
of course be seen as a special case by taking H = K and Λ = IK .
Remark 4.2.1 The first example we have in mind is the mixture of multi-
nomials that was used in [El Mahrsi et al., 2014a] to model travel patterns.
As our main application, this example is detailed in Subsection 4.2.3. Note
a similarity with the Latent Dirichlet Allocation (LDA) model in [Blei
et al., 2003]: LDA involves two layers of multinomials. First, a topic is
a multinomial on words, then a text is described by a multinomial on top-
ics. However, LDA does not involve clusters of similar texts. It was not
designed as a clustering tool.
Beyond multinomials, any distribution with nonnegative parameters
can be used. Consider sales analysis. Assume that the owner of a su-
permarket observes, for each good m ∈ {1, . . . ,M} and each customer
i ∈ {1, . . . , n}, the number of items of m bought by i during one year:
Yi,m. Put Yi = (Yi,1, . . . , Yi,M ). We propose the model Yi,m|(Zi,k = 1) ∼
P(θm,k), a Poisson distribution. The column θ·,k is the “standard basket”
of any customer i in cluster k. But the number of goods is so huge that
the estimation of standard baskets is subject to a large variance, and pre-
vents their interpretation. In (4.2), the columns of Φ are representations
of columns of θ in a smaller subspace. It is likely that substitutable goods
are gathered. This example is simply a model-based version of the NMF
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analysis used in [Koren et al., 2009; Luo et al., 2014], see also [Wu, 2007]
for an early application on the Netflix prize data. Sales analysis, customer
clustering and recommender systems are indeed applications of NMF that
generated a huge number of publications. More examples could include ex-
ponential or gamma mixtures in survival analysis, or Pareto and Weibull
mixtures in extreme analysis.
We now discuss the adaptation of the EM algorithm to this parameter
restriction.
4.2.2 The NMF-EM algorithm
We recall the expression of the completed likelihood
`(Φ,Λ, p|Y, Z) =
n∑
i=1
K∑
k=1
Zi,k log
(
pkf(ΦΛ)·,k(Yi)
)
.
A step of the EM algorithm, given current parameters (Φ(c),Λ(c), p(c)) is
as follows:
E-step: Q(c)(Φ,Λ, p) = EΦ(c),Λ(c),p(c) [`(Φ,Λ, p|Y,Z)|Y ]
=
n∑
i=1
K∑
k=1
EΦ(c),Λ(c),p(c) [Zi,k|Y ] log
(
pkf(ΦΛ)·,k(Yi)
)
and t(c)i,k := EΦ(c),Λ(c),p(c) [Zi,k|Y ]
=
p
(c)
k f(Φ(c)Λ(c))·,k(Yi)
K∑
k′=1
p
(c)
k′ f(Φ(c)Λ(c))·,k′ (Yi)
. (4.4)
M-step: (Φ(c+1),Λ(c+1), p(c+1)) := arg max
Φj,h,Λh,k≥0
Q(c)(Φ,Λ, p). (4.5)
Obviously, the challenging step is the M-step. While we obviously have,
for k ∈ {1, . . . ,K},
p
(c+1)
k =
n∑
i=1
t
(c)
i,k
n∑
i=1
K∑
k′=1
t
(c)
i,k′
, (4.6)
the non-negativity constraint on Φ and Λ makes the optimization with
respect to these two matrices much harder. This is where one has to use
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ideas from the NMF literature. Many options might be possible, depending
on the form of fϑ(·). The most commonly used algorithm is the so-called
multiplicative update, an alternating optimization method with respect
to Φ and Λ, that was proposed in the seminal papers [Lee and Seung,
1999, 2001]. Other algorithms include ADMM [Boyd et al., 2011; Sun and
Fevotte, 2014], alternating projected gradient [Lin, 2007], and for Bayesian
approaches, Monte-Carlo methods [Paisley et al., 2014] and variational
approximations [Alquier and Guedj, 2017]. A numerical comparison of
many algorithms can be found in [Lin, 2007]. In practice, the multiplicative
update is efficient in many settings and is very simple to use: it does not
depend on any tuning parameter such as the step size in gradient based
method. So this is the method we will use from now. This method iterates
a step in Φ, and a step in Λ. Each step is shown to improve the fit criterion
in [Lee and Seung, 2001]. Note that the author claims that it also leads
to convergence, but as argued in [Gonzalez and Zhang, 2005] the proof of
this fact is actually incomplete. We explicit the multiplicative update in
the case of mixture of multinomials below.
4.2.3 The NMF-EM algorithm for mixture of multi-
nomials
In [El Mahrsi et al., 2014a] the authors modeled a passenger temporal
profile by a mixture of multinomial distribution. The time and days of
smart card validations of a passenger i are recorded over a period of time
(e.g. 1 month). The numbers of journeys, Ni, is not our variable of
interest, and will be considered as deterministic. We obtain as a result a
vector Yi = (Yi,1, . . . , Yi,M )T ∈ RM where each coordinate represents the
number of travels at a given pair time-day during the considered period.
Note that of course
∑M
k=1 Yi,k = Ni, let N =
∑n
i=1Ni be the total number
of journeys. We consider a hourly grid, that is, Mon-12am, Mon-1am,
etc... to Sun-11pm, with means that M = 7× 24 = 168. An example of a
traveler profile is given in Figure 4.1.
It is natural to assume that there are clusters of passengers with rather
similar profiles: for examples, employees with similar work hours or stu-
dents in the same University are likely to commute at similar times. We
follow the previous construction: we define the hidden cluster variables,
Zi ∼Mult(p, 1) for some p ∈ SK . We then set
Yi
∣∣(Zi,k = 1) ∼Mult(θ·,k, Ni)
where θ·,k ∈ SM is the k-th column of an M ×K matrix θ that satisfies
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Figure 4.1: Temporal profile of a network user, taken from the data described
in Section 4.4. Opacity is proportional to the number of smart-card valida-
tions. This user travels generally at 8 a.m. and 4 p.m. on weekdays.
θ = ΦΛ where Φ is M × H and Λ is H × K for some H ≤ M,K. The
log-likelihood is given by
`(Φ,Λ, p|Y ) =
n∑
i=1
log

K∑
k=1
pk
Ni! M∏
j=1
(ΦΛ)
Yi,j
j,k
Yi,j !
 .
Note that a simple way to ensure θ·,k ∈ SM is to impose similar constraints
on the columns of Φ and Λ. So we defineMM,H,K as the set of all pairs
(Φ,Λ) of matrices M ×H and H×K respectively, with Φ·,k,Λ·,j ∈ SM for
any k and j. Note that we actually have H(M − 1) +K(H − 1) +K − 1
degrees of freedom for the parameters of our model (Φ,Λ) ∈MM,H,K and
p ∈ SK . This knowledge is required for computing model selection criterion
such as AIC (see the discussion on model selection in Subsection 4.2.4
below).
Let (Φˆ, Λˆ, pˆ) denote the MLE, that is, a maximizer of `(Φ,Λ, p|Y ) with
respect to (Φ,Λ) ∈MM,H,K and p ∈ SK . We make explicit the NMF-EM
algorithm to approximate (Φˆ, Λˆ, pˆ).
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From (4.4), values t(c)i,k are given by
t
(c)
i,k =
p
(c)
k Ni!
M∏
j=1
(
H∑
h=1
Φ
(c)
j,hΛ
(c)
h,k
)Yi,j
Yi,j !
K∑
k′=1
p
(c)
k′ Ni!
M∏
j=1
(
H∑
h=1
Φ
(c)
j,hΛ
(c)
h,k′
)Yi,j
Yi,j !
=
p
(c)
k
M∏
j=1
(
H∑
h=1
Φ
(c)
j,hΛ
(c)
h,k
)Yi,j
K∑
k′=1
p
(c)
k′
M∏
j=1
(
H∑
h=1
Φ
(c)
j,hΛ
(c)
h,k′
)Yi,j .
We have
Q(c)(Φ,Λ, p) =
n∑
i=1
K∑
k=1
t
(c)
i,k log
pkNi!
M∏
j=1
(
H∑
h=1
Φj,hΛh,k
)Yi,j
Yi,j !

=
n∑
i=1
K∑
k=1
t
(c)
i,k
[
log(pk) + log(Ni!)
+
M∑
j=1
(
Yi,j log
(
H∑
h=1
Φj,hΛh,k
)
− log(Yi,j !)
)]
.
As stated in (4.6), p(c+1)k ∝
n∑
i=1
t
(c)
i,k , and
(Φ(c+1),Λ(c+1)) = arg max
(Φ,λ)∈MM,H,K
K∑
k=1
M∑
j=1
(
n∑
i=1
Yi,jt
(c)
i,k
)
log
(
H∑
h=1
Φj,hΛh,k
)
.
Put M (c)j,k =
∑n
i=1 Yi,jt
(c)
i,k for short. The previous equation becomes
(Φ(c+1),Λ(c+1)) = arg max
(Φ,Λ)∈MM,H,K
K∑
k=1
M∑
j=1
M
(c)
j,k log
(
H∑
h=1
Φj,hΛh,k
)
. (4.7)
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The maximization in (4.7) is equivalent to the minimization of
D(M (c)||ΦΛ) := −
K∑
k=1
M∑
j=1
{
M
(c)
j,k log
(
H∑
h=1
Φj,hΛh,k
)
−
H∑
h=1
Φj,hΛh,k
}
.
(4.8)
Indeed, for (Φ,Λ) ∈MM,H,K we have
K∑
k=1
M∑
j=1
H∑
h=1
Φj,hΛh,k =
M∑
j=1
K∑
k=1
(ΦΛ)j,k =
M∑
j=1
1 = M
that does not depend on (Φ,Λ). The multiplicative algorithm in [Lee and
Seung, 2001] was actually introduced to minimize D(M (c)||ΦΛ). So we
just use the update steps of [Lee and Seung, 2001] (steps 9 and 10 in
Algorithm 7 below) followed by a renormalization of the matrices Φ and Λ
in order to ensure that the columns remain in the parameter space (steps
10 and 12). This completes the derivation of the NMF-EM algorithm for
mixture of multinomials, see: Algorithm 7 page 90. We implemented this
algorithm for the R software [Ihaka and Gentleman, 1996], the package
nmfem can be found on the CRAN repository.
4.2.4 Discussion on the choice of H and K
The choice ofK is not a straightforward issue in mixture models. A fortiori
the choice of the pair (H,K) is not easier.
From the likelihood and the degrees of freedom above we can derive
the AIC and BIC criteria
AIC = `(Φˆ, Λˆ, pˆ|Y )− H(M − 1) +K(H − 1) +K − 1
2
BIC = `(Φˆ, Λˆ, pˆ|Y )− [H(M − 1) +K(H − 1) +K − 1] log(N)
2
that are widely used in practice. Among the papers mentioned above, BIC
is used for choosing the number of clusters of users in [Bouveyron et al.,
2015]. However, the consistency of AIC and BIC depend on conditions that
might not be satisfied in mixture models. Other criteria more suitable for
mixtures were investigated, like NEC and variants [Biernacki et al., 1999].
The slope heuristic [Baudry et al., 2012] is known to give nice results in
practice, and can also be show to be consistent in some settings [Arlot and
Massart, 2009]. It is actually used in [El Mahrsi et al., 2014a] for mixtures
of multinomials.
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Algorithm 7 NMF-EM
1: Fix  > 0. Choose arbitrary Φ(0), Λ(0) and p(0); c := 0, CRIT :=∞.
2: while |`(Φ(c),Λ(c), p(c))− CRIT| >  do
3: CRIT := `(Φ(c),Λ(c), p(c)).
4: For all i ∈ {1, . . . , n} and k ∈ {1, . . . ,K},
t
(c)
i,k :=
p
(c)
k
M∏
j=1
(
H∑
h=1
Φ
(c)
j,hΛ
(c)
h,k
)Yi,j
K∑
k′=1
p
(c)
k′
M∏
j=1
(
H∑
h=1
Φ
(c)
j,hΛ
(c)
h,k′
)Yi,j and p(c+1)k =:
n∑
i=1
t
(c)
i,k
n∑
i=1
K∑
k′=1
t
(c)
i,k′
.
5: ∀j, k M (c)j,k =
∑n
i=1 Yi,jt
(c)
i,k .
6: Initialization of Φ and Λ (arbitrarily), q :=∞.
7: while |Q(c)(Φ,Λ, p(c+1))− q| >  do
8: q := Q(c)(Φ,Λ, p(c+1)).
9: ∀h, k Λh,k ← Λh,k
∑
j Φj,hM
(c)
j,k/(ΦΛ)j,k∑
j Φj,h
10: ∀h, k Λh,k ← Λh,k∑
k′ Λh,k′
11: ∀j, h Φj,h ← Φj,h
∑
k Λh,kM
(c)
j,k/(ΦΛ)j,k∑
k Λh,k
12: ∀j, h Φj,h ← Φj,h∑
h′ Φj,h′
13: end while
14: (Φ(c+1),Λ(c+1)) := (Φ,Λ).
15: c := c+ 1.
16: end while
An important point is that our criterion should actually depend on
the objective we have in mind. In regular models, AIC finds the optimal
balance between bias and variance, while BIC identifies the true model,
when there is one. These two objectives are usually not compatible [Yang,
2005]. In our collaboration with Transdev, interpretability of the results
was actually one of the main objectives. We will use the slope heuristic in
what follows.
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4.3 Simulation study
In this section, we illustrate the dimension-reduction effect of NMF-EM
on synthetic data. As our main interest is here clustering, we will compare
the “pairwise misclassification rate” of NMF-EM with both of the EM and
k-means algorithms – that is, the proportion of pairs (i, j) of individuals
that are either assigned to the same component by the algorithm while
they were actually generated from different components, or assigned to
different components while they were simulated from the same.
The experimental setting is as follow: the dimension is m = 100, for
each experiment we generate H0 words in Rm from a uniform distribution
and then K = 10 parameters θ·,1, . . . , θ·,K as linear combinations of these
H0 words – the coefficients of each parameters are independently drawn
from a Dirichlet distribution D(α, . . . , α). We finally draw n = 1500 in-
dividuals from the corresponding mixture of multinomials with uniform
weights.
We compare NMF-EM with H = 4, EM (without reduction of dimen-
sion) and k-means in various settings: in the case H0 = 4, where the
dimension reduction in NMF-EM is actually correct, and H0 = 8 - this
case is less favorable to NMF-EM with H = 4 as it reduces the dimension
too much. We also use different values for α, leading to different shapes
for the set of parameters {θ·,1, . . . , θ·,K}. The results are in Tables 4.1 and
4.2. We note that the misclassification rate of our algorithm NMF-EM is
smaller than the ones of EM and k-means algorithms for α ∈ [0.2, 0.9].
It means that our algorithm outperform the others in the case of distinct
clusters with some being linear combinations of others. Indeed, when α
is too small or too close or bigger than 1 the clusters are identical or too
similar, and then hard to detect.
Table 4.1: Pairwise misclassification rate of the algorithms on simulated data
when H0 = 4 (m = 100, n = 1500, N = 150, K = 10).
α = .01 α = .1 α = .2 α = .3 α = .4 α = .5 α = .6
NMF-EM 9.5% 6.3% 4.7% 5.0% 4.9% 5.3% 5.9%
EM 8.4% 6.8% 5.0% 5.7% 5.6% 5.9% 6.7%
k-means 6.4% 5.9% 5.3% 5.5% 5.6% 6.0% 6.2%
α = .7 α = .8 α = .9 α = 1.0 α = 1.1 α = 1.2 α = 1.3
NMF-EM 6.5% 6.7% 6.7% 7.6% 7.3% 7.5% 8.8%
EM 7.2% 7.3% 7.0% 7.7% 8.1% 8.0% 8.9%
k-means 6.6% 6.7% 6.8% 7.0% 7.2% 7.1% 7.5%
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Table 4.2: Pairwise misclassification rate of the algorithms on simulated data
when H0 = 8 (m = 100, n = 1500, N = 150, K = 12).
α = .01 α = .1 α = .2 α = .3 α = .4 α = .5 α = .6
NMF-EM 5.2% 4.5% 5.8% 5.8% 6.5% 6.9% 8.1%
EM 4.3% 3.1% 3.1% 3.8% 5.0% 6.1% 6.1%
k-means 3.8% 3.1% 3.4% 4.0% 4.8% 5.5% 5.6%
α = .7 α = .8 α = .9 α = 1.0 α = 1.1 α = 1.2 α = 1.3
NMF-EM 8.2% 9.1% 10.0% 10.5% 10.3% 11.3% 11.5%
EM 6.4% 7.2% 7.5% 7.5% 8.3% 8.6% 8.5%
k-means 5.8% 6.3% 6.3% 6.5% 6.8% 7.0% 6.9%
So, when the intrinsic dimension is small enough, NMF-EM really im-
proves the clustering ability of EM. In any case, our main claim is that it
leads to easily interpretable clusters, a fact that will be illustrated in the
next section.
4.4 Application to ticketing data
4.4.1 Description of the data
The data used in our study are the validations made during the month of
September 2015 on one Transdev network in a medium size city. Ticketing
data are the information obtained at each transaction made by a smart
card on a validator system. For privacy reasons it is not possible to connect
each validation to the user who made it. The feature that allows us to
realize our study and create temporal profiles is a card number which is
encrypted, and re-initialized every three months. It is thus impossible to
follow the long-term behavior of a user. This is the reason why we focus on
a one month period. This period (September) have been chosen because
it has no vacation nor bank holiday. During September 2015, more than
4, 000, 000 check-ins have been made on the network by 232, 430 passengers.
The data are aggregated so that for each traveler, for each day of the
week (Monday to Sunday) and each hour (00 to 23), we have the number
of validation during the studied period. A passenger profile is thus defined
by 24 ∗ 7 = 168 features. Figure 4.1 page 87 already provided an example
of a temporal profile of one of the users. This traveler uses mainly the
network at 8 a.m and 4 p.m.
Remark 4.4.1 We used the same strategy to create stations profiles: for
each station, for each day of the week and each hour of the day, we know
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the number of validations that occurred at this station during the study
period. In Figure 4.2, we show the temporal profile of the station “Palais
de Justice” (courthouse), a tramway station in the city center. This station
has travelers all day long, but knows an attendance peak every day from 4
to 6 p.m. The results of this analysis are provided in the supplementary
Figure 4.2: Temporal profile of station “Palais de Justice”. Opacity is propor-
tional to the number of smart-card validations. This station has travelers all
day long, but knows an attendance peak every afternoon.
material.
In order to avoid users who would not use their smart card enough to
exhibit a clear pattern, data have been cleaned. We define a “regular card
holder” as a card holder who
• travelled on at least four days during September 2015 (so in partic-
ular we have Ni ≥ 4);
• made their first boarding after 4 a.m each day at the same station
50% of the time.
We only kept regular card holders for our analysis. After this cleaning step,
we end up with 72, 359 profiles of passengers, which represent a bit more
than 3, 000, 000 check-ins – that means 31% of passengers represent 75%
of check-ins. We also have 475 stations profiles. These data are provided
in the nmfem package.
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4.4.2 Passenger profile clustering
We first focus on passenger profile clustering. This allows us to create
groups of people that have similar temporal habits. The method used to
create these clusters is the NMF-EM algorithm from Subsection 4.2.3.
To choose the parameters H and K, we begin with the analysis of the
log-likelihood of our model when H = K for K = 2 . . . 30. Note that the
estimation of the model in this case can be made by the usual EM algorithm
for multinomial mixture model. Figure 4.3 shows the evolution of the
log-likelihood as a function of K. This function clearly exhibits a linear
Figure 4.3: The log-likelihood as a function of K under H = K. By slope
heuristic, we chose K = 10 clusters.
behavior when K ≥ 10. Thus, the slope heuristic suggests considering
K = 10.
Now keeping K = 10 fixed, we chose the value of H in the same way.
First, we plot the log-likelihood as a function H in Figure 4.4. By using
again the slope heuristic method, we choose H = 5.
The H = 5 words and the K = 10 clusters are represented in Fig-
ure 4.5 and in Figure 4.7 respectively. Remember that each cluster can be
decomposed as a convex combination of words, some of them might have a
null weight. For example, Figure 4.6 shows how the parameter of Cluster
5 can be written as a convex combination of words 4 and 2.
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Figure 4.4: The log-likelihood as a function of H ∈ {2, . . . ,K} under K = 10.
By slope heuristic, we chose H = 5 words.
The interpretation of the words is direct:
1. Word 1: travels between 6 a.m and 7 a.m.
2. Word 2: diffuse component during off-peak periods (i.e. from 9 a.m
to 4 p.m).
3. Word 3: travels at school hours. Indeed it is composed of travel be-
tween 7 and 8 a.m and between 4 and 5 p.m, except on Wednesdays,
when the afternoon travel is replaced by one at noon.
4. Word 4: travels between 8 and 9 a.m.
5. Word 5: late afternoon peak, from 5 to 7 p.m, and Wednesdays and
Saturdays afternoon.
We now attempt an interpretation of the clusters:
1. Clusters 1, 3, 4 and 6 present high travel probabilities in the morning
and in the afternoon except Wednesdays where the afternoon travel
is replaced by a higher probability of travel around noon. These four
clusters are typical of French schools and high-schools hours. The
main differences are:
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Figure 4.5: Words obtained by NMF-EM on users data with K = 10 and
H = 5. The first word contains the travel pattern of 6 a.m. on weekdays. The
second contains mainly the travel pattern of off-peak period on weekdays. The
third and fourth words contains mostly travel patterns at respectively 7 and
8 a.m. on weekdays. The fifth word contains travel patterns of the afternoon
peak during weekdays and Wednesdays and Saturdays afternoons.
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Figure 4.6: Decomposition of cluster 5 from words 4 and 2. This cluster is 47%
composed of the fourth word and 48% of the second. The remaining 5% are a
mixture of the other words.
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Figure 4.7: Clusters obtained by NMF-EM on users data with K = 10 and
H = 5. Clusters 1, 3, 4 and 6 have scholar travel schedule. Clusters 2, 8 and
10 have diffuse travel habits. Clusters 5, 7 and 9 have strong morning habits
with slighter off-peak or afternoon peak patterns. We refer the reader to the
main paragraph for more details.
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(a) Cluster 1: travels at 7 a.m and around 4 or 5 p.m.
(b) Cluster 3: travel a bit more at 8 a.m.
(c) Cluster 4: travelers are less susceptible to travel after 5 p.m.
(d) Cluster 6: travels at 6 and 7 a.m.
2. Cluster 5: travels at 8 a.m and at 4 or 5 p.m.
3. Cluster 7: travels mainly at 6 a.m.
4. Cluster 9: travels at 8 a.m and at 5 p.m.
5. Clusters 2, 8 and 10: diffuse travel habits.
(a) Cluster 2: travels Mondays to Saturdays from 7 a.m to 7 p.m
with highest probabilities at 8 a.m and 5 p.m Mondays to Fri-
days.
(b) Cluster 8: diffuse travels Mondays to Saturdays from 9 a.m to
7 p.m.
(c) Cluster 10: travels Mondays to Fridays from 9 a.m to 4 p.m.
As written above, we have no personal information in our data. There-
fore, we are not able to describe individually the users in each cluster.
However, for each transaction made, we have the encrypted card number
and the transport ticket used. So we can recover for each card the most
used transport ticket during the period. This provides interesting infor-
mation as some schemes are associated to age ranges (Young, Senior...)
and to time periods (Unit, Annual or Monthly Subscription). Let us now
provide the description of each cluster in terms of age ranges (Figures 4.3a
to 4.3c in Table 4.3).
Adults are more present in clusters 7 and 9, that are clusters with
check-ins mostly in the morning. People benefiting from half-price are
present in every cluster but with highest rates in clusters 2, 3, 4 and 5.
Children (4 to 6) are not very present on the network, but they are more
represented in clusters 1, 5 and 9. Young travelers (6 to 25) are more
present in clusters 1 and 4. These clusters correspond to scholar time slot.
In clusters 8 and 10 there are large rate of seniors and free travelers. As
these clusters have profiles of diffuse travels during the week and as free
travelers are unemployed or low salaries people, these regroupments make
sense.
Figure 4.8 shows the repartition of transport ticket type through clus-
ters. Unit products are more used in clusters 8 and 10 that are clusters
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(a) Adults (“Adult”) and Reduced
tickets (“DemiTarif”)
(b) Children (“Enfant”) and Youngs
(“Jeune”)
(c) Free travelers (“Gratuit”) and
Elderly (“Senior”)
Table 4.3: Age range analysis of the clusters
Figure 4.8: Transportation ticket type analysis of the clusters.
with a lots of seniors and free travelers. As they don’t have obligations,
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they likely use unit products for occasional trips. Clusters 1, 3, 4 and
9, that have mostly scholar profiles also have a large majority of annual
subscribers. A possible interpretation is that schoolchildren and students
are public transportation captives, and have to use the network in order to
go to class every day. Thus, buying an annual pass is more advantageous
than buying any other product type.
As described in Subsection 4.4.1, we kept only users whose first trip
of the day is made at the same station at least 50% of the study time.
That main “morning station” is thus called the “home station” as it gives
us an estimation of the residence place of users. In Tables 4.4 and 4.5, we
can observe the shares of clusters by home stations. It shows the share of
travelers identified as belonging to every cluster leaving near each station.
We note that:
1. Cluster 1: travelers are over represented at peripheral stations.
2. Cluster 2: no particular pattern observed.
3. Cluster 3: no particular pattern observed.
4. Cluster 4: few stations show over representation of cluster 4.
5. Cluster 5: over representation of the cluster at two stations in the
north.
6. Cluster 6: no particular pattern observed.
7. Cluster 7: One station is 100% represented by cluster 7. As only one
user is assigned to this station, no particular pattern is observed.
8. Cluster 8: the cluster is over represented at one station in the city
center and at another further.
9. Cluster 9: cluster 9 is over represented in few stations in the center.
10. Cluster 10: cluster is over represented in poorest neighborhoods of
the city.
4.4.3 Stations profile clustering
Clustering the different stations of the network would allow us to better
know the different type of stations, and to group them by temporal sim-
ilarity. As we have very few number of stations (475), it is not safe to
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3 (d) Cluster 4
(e) Cluster 5 (f) Cluster 6
Table 4.4: Share of clusters per home station — Clusters 1 to 6
process as described above for the users clustering. Indeed, a K larger
than 6 or 7 leads to very small clusters. In place we fixed H and K a
priori to 3 and 5 respectively.
The 3 words obtained are the ones in Figure 4.9. The first time compo-
nent is described by check-ins at 7 and 8 a.m. We will call it the “morning
component”. The second time component shows check-ins at 4 and 5 p.m
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Figure 4.9: Words obtained by NMF-EM on stations data with K = 5 and
H = 3.
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(a) Cluster 7 (b) Cluster 8
(c) Cluster 9 (d) Cluster 10
Table 4.5: Share of clusters per home station — Clusters 7 to 10
on Mondays, Tuesdays, Thursdays and Fridays and check-ins at 12 p.m on
Wednesdays. We will name it the “end of school component”. The third
component shows check-ins at 6 p.m, during Wednesdays afternoons, dur-
ing Saturdays and off-peaks periods. This component will be called the
“off-peak component”.
Figure 4.10 shows the 5 clusters. Stations in cluster 1 are stations where
there are check-ins only in the morning at 7 or 8 a.m. These stations are
likely in residential areas. In cluster 2, the stations have check-ins all day
long, but with highest probabilities during peaks. Stations in cluster 3
have check-ins in the morning and at the end of school. They are likely
to be near schools in residential areas. Stations in cluster 4 have check-ins
only at end of school times. Thus, these stations are probably near schools.
Finally, stations in cluster 5 are pretty similar than the ones in cluster 1:
a large majority of check-ins are made in the morning (7 or 8 p.m). The
only difference is that it is more likely to have check-ins during the rest of
the day in cluster 5 than in cluster 1.
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Figure 4.10: Clusters obtained by NMF-EM on stations data with K = 5 and
H = 3.
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Thanks to the French National Institute of Statistics and Economics
Studies (INSEE), there are open data permitting us to introduce contex-
tual information. Firstly, a database containing socioeconomic data on a
grid of 200m× 200m is available. We used two indicator of it: the number
of inhabitants and the percentage of households living in collective housing
per tiles. Secondly, we used a database referencing and geolocating every
french company or administration. In this way, we were able to know the
number of employees per tile. By clustering the tiles in the study area, we
obtained different group of areas that will allow us to lead the study on
stations more finely. Table 4.6 contains the description of the mean tile by
cluster.
Table 4.6: Description of tiles clusters
Tiles cluster Inhabitants Percentage of Employeescollective housing
1 223.75 57.73 824.43
2 162.03 30.08 40.32
3 268.74 58.66 2758.97
4 114.50 98.98 11576.50
As tiles contained in cluster 1 and 2, are those with the least num-
ber of employees, they can be described as residential areas. Moreover,
the percentage of collective housing allows to distinguish them. Indeed,
cluster 1 have more households living in collective housing than cluster
3. That is why we will refer as tiles from cluster 1 as residential areas in
collective housing and as residential areas in individual housing for tiles
from cluster 2. Since the number of inhabitants and of employees are high,
tiles from cluster 3 will be referred as mixed areas. Finally, as the number
of employees in cluster 4 is very large, we will refer these tiles as business
areas.
The figures in Table 4.7 show the geographical repartition of the five
clusters. In Figure 4.7a, we observe the stations contained in cluster 1.
This cluster groups stations that have check-ins only in the morning. On
the figure, we observe that these stations are distant from the city center
and are mainly located in residential areas. Figure 4.7b shows stations
of cluster 2, that have check-ins all day long with stronger attendance
during peak-periods. These stations are mainly located in the city center.
Figures 4.7c and 4.7d look alike. Indeed, clusters 3 and 4 have the “end
of school” component and the points on the map are close to educational
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establishment. Figure 4.7e shows stations from cluster 5. These stations
have check-ins all day long but most are made in the morning. By looking
at the map, we cannot notice any significant pattern.
(a) Cluster 1 (b) Cluster 2
(c) Cluster 3 (d) Cluster 4
(e) Cluster 5
Table 4.7: Map of the stations — opacity of the points are proportional to the
adequacy between the stations and the clusters.
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4.4.4 Passengers profile clustering on another network
To ensure efficiency of the algorithm, we applied it on another network
located in the Netherlands. By applying the same model selection method
as in Section 4.4.2, we obtained the optimal values of K = 10 and H = 7.
Figures 4.11 and 4.12 contain respectively the profiles of the words and
clusters obtained.
The interpretation of the words is:
1. Word 1: travels at 6 or 7 a.m and slightly around 4 p.m during the
week.
2. Word 2: travels during the week-end.
3. Word 3: diffuse travel habits from 8 a.m to 4 p.mMondays to Fridays.
4. Word 4: travels at 7a.m on weekdays.
5. Word 5: diffuse habits with highest probabilities from 5 p.m to 12
a.m during the week.
6. Word 6: diffuse habits from 9 a.m to 5 p.m with highest probability
at 1 p.m Mondays to Saturdays.
7. Word 7: travels at 8 a.m and 5 p.m.
We can interpret the cluster as follows:
1. Cluster 1: diffuse habits from 9 a.m to 5 p.m with highest probability
at 1 p.m Mondays to Saturdays.
2. Cluster 2: travels at 6 or 7 a.m and at 4 or 5 p.m during the week.
3. Cluster 3: diffuse habits from 7 a.m to 6 p.m on weekdays.
4. Cluster 4: diffuse travel habits from 9 a.m to 11 p.m.
5. Cluster 5: travels at 7 or 8 a.m diffuse habits during the afternoon.
6. Cluster 6: travels at 8 a.m and 5 p.m.
7. Cluster 7: diffuse travel habits from 7 a.m to 5 p.m Mondays to
Fridays.
8. Cluster 8: diffuse habits from 8 a.m to 4 p.m during the week.
9. Cluster 9: travels during the week-end.
10. Cluster 10: travels at 7 or 8 a.m and around 4 p.m.
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Figure 4.11: Words obtained by NMF-EM on users data with K = 10 and
H = 7.
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Figure 4.12: Clusters obtained by NMF-EM on users data with K = 10 and
H = 7.
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4.5 Conclusion
We provided a new approach for dimension reduction that can be com-
pared to MFA in non-Gaussian mixture models. This approach is based
on NMF, an extremely popular data mining algorithm. We adapted the
EM algorithm to this setting. This new algorithm, NMF-EM, is imple-
mented in a package for R in the case of mixtures of multinomials. Results
on simulated and real data are promising. In addition to a theoretical
study of algorithm, future work should include an application to mixture
of other distribution with nonnegative parameters like the Poisson distri-
bution.
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Chapter 5
Forecasting the public
transportation attendance
and its application to
anomaly detection
5.1 Introduction
In order to improve the quality of an urban transportation network, it is
very important to be able to anticipate the users’ demand. As population
travels are complex phenomena dependent on a large number of variables,
it is important to know what are the extreme events. Giving a range of
normal level of check-ins also allows to detect occurrences of too low or too
high levels of attendance, in order for the operating teams of the network
to better understand why there are these anomalies. In this chapter, based
on and improving our previous work [Carel and Alquier, 2018], we propose
to compare several Machine Learning algorithms to forecast the number
of passengers at a tramway stop hour by hour and then to process to
another comparison of algorithms to create a confidence interval around
the forecast.
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5.2 Data presentation
We have at our disposal two years of ticketing data from the Astuce net-
work of the Rouen-Normandie metropolis (January 1st, 2014 to December
31st, 2015). To be able to forecast the number of check-ins by station, we
aggregated the data by day, hour, station and line. A commercial station
is divided in several physical stations, depending of the direction of the
line(s) stopping by. On the network, there are 2308 commercial stations
for 615 physical stations. For the sake of clarity, we inform the reader that
we refer to physical stations when talking about stations.
Figure 5.1: Observed values of attendance at the "Théâtre des Arts" tramway
station in the north to south direction. The week of 14 to 20 December is a
scholar one, whereas the one of 21 to 27 is a vacation week. Attendance is
lower during vacations and weak on the 25th December, which is a holiday.
The observations of the 21st and 24th of December are contained in the test
dataset.
As we have a dataset of 8 198 346 observations, we will modelize the
check-ins of only one station. This station is the one generating the most
traffic: the "Théâtre des Arts" tramway station in the north to south
direction. On Figure 5.1, two weeks of observation of this station are rep-
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resented. To take account of the several seasonalities in the data, we create
the hour, weekday, month, period (scholar, summer vacations, other va-
cations), holidays and common days-off features as calendar features. We
also introduced meteorological1 features of average temperature, average
wind speed, average humidity and rainfall of the day.
We separated our data in two datasets: the train dataset – containing
80% of the dates – will allow us to train the models, whereas the test
dataset – containing 20% of the dates randomly selected – will permit us
to compare the performance of each trained model on a a new dataset.
5.3 Modelization
Let Y be the attendance at a certain station during the study period.
Then we call Yt the attendance at the station at the time t. The different
features at the same moment are contained in the vector Xt. Given Xt, the
aim of forecasting is to find an estimated value Yˆt of Yt that is as accurate
as possible, thanks to a function f(·). Mathematically, we have:
Yt = f(Xt) + εt,
εt being the difference between the observed value Yt and the predicted
value Yˆt = f(Xt). The smaller εt, the better is the forecast at the time t.
As we want to find a model forecasting Y as precisely as possible, we tested
several models. We choose to estimate f(·) with Linear Models (LM),
Generalized Additive Model (GAM) and Random Forest (RF). These three
algorithms are presented respectively in Subsections 5.3.1, 5.3.2 and 5.3.3.
5.3.1 Linear model
In statistics, the simplest model for forecasting is called the linear model.
It is based on the assumption that there are some linear links between
the explanatory variables (X1, . . . , Xp) ∈ Rn×p and the target variable
Y ∈ Rn, such that for an observation i ∈ {1, . . . , n} we have:
Yi = β0 +
p∑
j=1
βjXi,j + εi (5.1)
where β = (β0, β1, . . . , βp) ∈ Rp+1 is the vector containing the regression
coefficients, and εi is the regression error term. The most popular way
1SYNOP database from Météo France
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to perform a linear regression and estimate the β vector is to use the
Ordinary Least Squares (OLS) method, that gives βˆ = (XtX)−1XtY .
We used the OLS implemented in the Python library sklearn with the
LinearRegression function.
5.3.2 Generalized Additive Model
The linear model, as described above, is based on the assumption of a
linear link between the forecast features and the target variable. The link
between some variables, as temperature and the number of passengers at a
tramway station, is unlikely to be linear. The Generalized Additive Model
(GAM), introduced by [Hastie and Tibshirani, 1986], proposes:
Yi = β0 +
p∑
j=1
sj(Xi,j) + εi (5.2)
in order to estimate functions sj(·) instead of regression coefficients βj
in (5.1). Theoretical analyses of GAMmodels has been produced by [Guedj
and Alquier, 2013; Abramovich and Lahav, 2015] among others. There are
different methods to estimate these sj functions, we chose to use the cubic
splines implemented in the function gam from the R package mgcv.
5.3.3 Random Forest
To better understand the Random Forest (RF) algorithm, it is essential
to know the principle of decision trees. At the root of the tree, every
observation is represented. Then, at the first node, the variable allowing to
discriminate the most the observations on their target variable is selected
and the observations are splitted into two nodes. The process is reiterated
on the new nodes until every observation at the node have the same target
value or splitting does not improve the forecast anymore. Final nodes are
called leaves. Figure 5.2 gives an example decision tree.
The principle of the RF algorithm, introduced in [Breiman, 2001], is
based on decisions trees. A random forest is composed of several decision
trees, where each tree is partially independent from every other tree. In-
deed, every tree is trained only from a sample of observations and a sample
of variables. The forecast value of an observation is thus an aggregated
value of all the values obtained by each tree:
Yi =
1
M
M∑
m=1
am(Xi,1, . . . , Xi,p) + εi, (5.3)
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Hour≥ 10am?
Day = Saturday? Holiday?
Hour ≥ 4pm?
210 600 458 100 342
Yes No
Yes No Yes No
Yes No
Node Leaf
Figure 5.2: Decision tree representing the number of hourly check-ins on a
transportation network. The leaves give the average value of each population.
with am(·) being the mth tree in the forest. Random Forest methods are
among the very best in term of forecasting and are widely studied [Biau
and Scornet, 2016; Genuer et al., 2008], but were theoretically misunder-
stood for a long time. First theoretical studies were leaded by [Genuer,
2012; Arlot and Genuer, 2014] and an important theoretical breakthrough
happened more recently [Scornet et al., 2015]. We used the RF algorithm
implemented in the Python library sklearn with the RandomForestRe-
gressor function.
In the OLS algorithm, forecasting Yt from the variables contained in Xt
assumes that each feature has an additive effect, whereas it can also have
a multiplicative one. This is why, we wanted to process a regression on
log(Yt + 1) too:
log(Yt + 1) = f(Xt) + εt
Yt + 1 = e
f(Xt)eεt
where f(·) is estimated either by (5.1), (5.2) or (5.3).
117
Analyse de données volumineuses dans le domaine du transport
Finally, in order to be able to compare the performances of the different
models, we used the Root Mean Squared Error, which is:
RMSE =
√√√√ 1
n
n∑
t=1
ε2t .
Table 5.1: Root Mean Squared Error (RMSE) of the three models on the test
set by the two link functions used.
Algorithm
Link function OLS GAM RF
Yt 95 46 81
log(Yt + 1) 85 52 125
In Table 5.1, we note that the criterion is minimized when we use
the Generalized Additive Model algorithm with an identity link function.
Thus, the final model is:
Yt = f(Xt) + εt, (5.4)
where f(·) is a function estimated by GAM. This is the model we will
use in the following parts of this chapter. We observe on Figure 5.3 the
forecasting on the two same weeks as on Figure 5.1.
5.4 Confidence intervals
In order to adapt the transportation offer to the demand, organizing au-
thorities are too often often relying on punctual forecasts. It is more use-
ful to be able to guard against the worst of congestion at every moments.
Statistically, it is thus essential to enrich the forecast with a confidence in-
terval. However, it seems natural that the forecast uncertainty depends on
the several features. Indeed, during peak periods, the uncertainty should
depend on the traffic conditions and will be bigger than during off-peak
periods. There exist several methods to add confidence interval to the
forecast. In a non-parametric way, quantile losses are often minimized in
economics [Cornec, 2014] and machine learning [Alquier and Li, 2012] and
new methods are proposed [Deswarte, 2018]. In this work we are focusing
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Figure 5.3: Forecast attendance at the "Théâtre des Arts" tramway station
from 14 to 27 December 2015.
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on parametric confidence interval under the assumption of gaussian noise
by estimating the variance in an heteroskedastic model.
From (5.4) and for a fixed Xt, we can tell that the variance of the
estimation is the variance σ2t of the residual εt. Moreover, as εt ∼ N (0, σ2t ),
we have E[σ2t ] = E[ε2t ]. Thus, to estimate the variance for each t, we
introduce the simple model:
E[ε2t ] = h(Xt).
We can also make the assumption that the error variance depends on the
previous error. Thus we introduce the auto-regressive model:
E[ε2t ] = l(Xt, ε
2
t−1).
As for the check-ins forecast, we choose to estimate the functions h(·) and
l(·) by OLS, GAM and RF, and we tested each algorithm with an identity
and a logarithmic link function. We will compare the performances of
the different modelization combinations thanks to the RMSE criterion, as
follows:
RMSE =
√√√√ 1
n
n∑
t=1
(ε2t − εˆ2t )2.
On Table 5.2, we observe that the modelization combination allowing
to minimize the RMSE criterion is an auto-regressive Random Forest al-
gorithm using an identity link function. We note for each algorithm, the
auto-regressive/identity combination always offer a more precise forecast.
We will use the RF/auto-regressive/identity in the following parts of this
chapter. But let note that both the simple and the auto-regressive meth-
ods in this combination have great performance in comparison to the other
combinations. The main difference is that with the simple method, we can
forecast the number of check-ins at twenty-four hours, whereas with the
auto-regressive method, we can only forecast at one hour as we need the
observation and forecast of the last hour in the auto-regressive method.
However, it is possible to use an estimation of the previous observation at
t − 1 to forecast the number of check-ins at time t. As we estimated the
variance of the check-ins forecast at each moment t, we can now construct
the 95% confidence interval as follows:
Yt ∈
[
Yˆt − 1.96× εˆt, Yˆt + 1.96× εˆt
]
. (5.5)
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Table 5.2: Root Mean Square Error and coverage rate of the corresponding
confidence interval for each variance model on the test set
Algorithm Method Target RMSE Coveragerate
Constant ε2 5165 95.3%
Ordinary Least
Squares
simple ε
2 5008 75.5%
log(ε2 + 1) 5185 66.2%
auto-
regressive
ε2 4977 77.6%
log(ε2 + 1) 5239 64.5%
Generalized
Additive Model
simple ε
2 5199 69.3%
log(ε2 + 1) 4931 66.4%
auto-
regressive
ε2 4686 72.6%
log(ε2 + 1) 5132 59.4%
Random Forest
simple ε
2 4894 96.8%
log(ε2 + 1) 5300 67.2%
auto-
regressive
ε2 4618 95.7%
log(ε2 + 1) 5182 51.5%
On the test dataset, our confidence interval has a 95.7% coverage rate.
As this rate is close to the one expected (95%), we keep this interval. We
observe on Figure 5.4 the interval from (5.5) on our two weeks period. As
the confidence interval is pretty tight on most of the observed days, we
also drawed a normalized confidence interval, in order to better detect the
observations outside the interval. We notice that several observations are
over the interval from 20 to 23 December. A possible explanation is that,
being the last days before Christmas, the commercial activity increased in
the area of the station. Similarly, we notice that three observations are
clearly under the interval in the afternoon of the 24th of December. As
it is on Christmas Eve, citizens travel habits are likely different than on
every other day.
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(a) Attendance forecasting and uncertainty.
(b) Normalized confidence interval and attendance.
Figure 5.4: Forecast attendance at the "Théâtre des Arts" tramway station
from 14 to 27 December 2015. Most of the observations are contained in the
confidence interval.
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5.5 Application: impact of the 2018 SNCF
social strike on one network
5.5.1 Introduction
From April to the beginning of July 2018, the french national railway
company (SNCF) have known a big social strike. Two days every five
days were impacted by the movement. The region around Paris (Île-de-
France) have been impacted, as most express regional rail lines (RER and
Transilien lines) are operated by SNCF. Some local public transportation
networks are connected to the regional railway network. Our intuition
is that these local networks have been impacted by the strike in term of
check-ins. Indeed, in the region, transport operators are paid in function of
the number of check-ins made on the networks. In other words, a decrease
number of passengers on the rail network could lead to a decrease in check-
ins on the connected local networks lines and thus a decrease of revenue.
On the contrary, some other lines connected to subway or tramway lines
(and not impacted by the SNCF strike) could have known a positive impact
in term of check-ins and revenue.
In this section, our study focus on another Transdev network: TRA,
which operates through Seine-Saint-Denis department. The network is
composed of 25 bus lines, covering territories of 24 municipalities. Our
data are decomposed in two datasets giving the number of check-ins made
by day and line. In one hand, we have a historic dataset of one year
of data before the strike from April 1st, 2017 to March 31st, 2018. In
the other hand we have an application dataset, covering the strike period
from April 1st, 2018 to July 8th, 2018. We used as a feature the number of
commercial kilometers driven by line and day. To enrich these datasets, we
created calendar features, such as weekdays, periods of the year (scholar,
summer vacations or other vacations), indicators on holidays, on common
extra days off, on strike days and on inter-strike days – i.e. non-strike
days between two strike days. We also used meteorological data2 as mean
temperature, mean wind speed, mean humidity and rainfalls of the day.
As the historic is shorter than on the first part of this chapter and we
have daily and not hourly data, it is important to note that this part is
processed on fewer observations.
Our aim is to be able to quantify the impact of the strike on the network
by line in term of check-ins. Our methodology took place in two stages:
firstly, we computed on the historic data one model of forecast and variance
2SYNOP database from Météo France
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by line as explained above. We then applied these models to the application
dataset. We bring to the attention of the reader that these models don’t
use the strike and inter-strike indicators as features. To be able to prove the
impact of the strike on the different lines we compared by line the coverage
rates of the computed confidence interval on the historic period, the strike
days and the non-strike days. Secondly, to corroborate these first results
we incorporated the strike and inter-strike indicators into econometrics
models, which regression coefficients allowed us to quantify the impact of
the strike by line.
5.5.2 Model selection
We applied the same methodology as above on our new data. The per-
formance of the different forecast algorithms on the test set by line are
contained in Table 5.3. An aggregate version is contained in Table 5.4.
On both Tables, we observe that the combination offering the best per-
formance by line and aggregatively is a Least Squares algorithm with a
logarithmic link function. Thus, this is the combination we choose for the
further stages of the study. On Table 5.5, we note that the model with the
best RMSE criterion to forecast the variability is the constant one. This
combination offers also one of the best coverage rate. The corresponding
confidence interval is represented in Figure 5.5 for three months before the
strike period.
For both the forecast and the uncertainty, we note that non-parametric
models are disadvantaged. Indeed, in this application there are far fewer
observations than on the first part of this chapter and this type of model
is more efficient for big datasets.
5.5.3 Results
On Table 5.6, the observation repartition by line and period are recorded.
We notice that while numerous lines have mixed effects from strike or
inter-strike days, one line (609) have known a rise of validations during
strike days and five a decrease (601, 615, 620, 623 and 640). During inter-
strike days, lines 607, 609 and 613 have clear positive impact, whereas
lines 601 and 623 have clear negative ones. The observations, forecasts
and confidence intervals of these eight lines are represented in Figure 5.6.
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Table 5.3: Root Mean Squared Error (RMSE) by line of the three models on
the test set by the two link functions used.
Algorithm and link function
Line OLS logOLS GAM logGAM RF logRF
601 589 637 805 1002 516 838
602 409 463 683 725 434 459
603 203 200 279 279 203 228
604 225 186 248 258 185 205
605 218 212 209 244 190 210
607 534 532 638 643 477 492
609 570 571 902 915 885 1373
610 194 230 201 205 535 595
613 1000 1045 1356 1345 887 822
615 663 632 1050 1067 623 604
616 387 371 572 576 380 401
617 269 248 318 321 258 246
618 291 289 404 407 285 301
619 167 151 240 240 154 134
620 392 352 570 577 400 330
623 263 224 329 337 225 244
627 93 89 108 110 94 97
637 89 88 106 110 100 102
640 266 114 184 181 126 133
642 391 317 495 495 366 268
Table 5.4: Root Mean Squared Error (RMSE) of the three models on the test
set by the two link functions used.
Algorithm
Link function OLS GAM RF
Yt 395 582 406
log(Yt + 1) 394 602 479
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(a) Line 601 (b) Line 607
(c) Line 609 (d) Line 613
(e) Line 615 (f) Line 620
(g) Line 623 (h) Line 640
Figure 5.5: Observations, forecast and confidence of eight lines before the
strike period of 2018.
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(a) Line 601 (b) Line 607
(c) Line 609 (d) Line 613
(e) Line 615 (f) Line 620
(g) Line 623 (h) Line 640
Figure 5.6: Observations, forecast and confidence interval during Spring 2018
of eight lines. Observations during strike days are represented in red.
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Table 5.5: Root Mean Square Error and coverage rate of the corresponding
confidence interval for each variance model on the test set
Algorithm Method Target RMSE Coveragerate
Constant ε2 5.7e+05 92.8%
Ordinary Least
Squares
simple ε
2 5.9e+05 80.2%
log(ε2 + 1) 6.0e+05 65.4%
auto-
regressive
ε2 5.9e+05 78.5%
log(ε2 + 1) 6.0e+05 64.6%
Generalized
Additive Model
simple ε
2 7.1e+05 70.8%
log(ε2 + 1) 4.0e+07 66.3%
auto-
regressive
ε2 7.9e+05 75.3%
log(ε2 + 1) 1.8e+07 66.1%
Random Forest
simple ε
2 1.0e+06 92.5%
log(ε2 + 1) 6.0e+05 64.4%
auto-
regressive
ε2 9.2e+05 93.4%
log(ε2 + 1) 5.9e+05 63.9%
Lines 607, 609, 615 and 620 have really high forecast in weekdays for strike
days during April to end of May. Indeed, bus services have been strength-
ened in order to allow a better mobility for passengers during the strike.
This explains the high forecast for these days. However, we observe that
for lines 615 and 620, the expected growth of validations have not been
achieved. Table 5.7 contains the regression coefficients of the economet-
ric model and their significance. Globally, the biggest impact we noticed
on the previous Table are confirmed by the regression model. The only
exception is for line 620. Indeed, with the intervals we noted a clear nega-
tive impact, while the regression coefficient is negative but non-significant.
For the other lines, the coefficients correspond mostly to what have been
found with the intervals. These Table also contains the global impact of
the strike period on the validations of every line. We note that the total
impact is a loss about 88000 validations (or 917 validations/day), which
is small for a network as big as TRA. Thus, through this study, we high-
lighted that during the SNCF social strike, the impact on the validations
is very modest. Nevertheless, we showed that during that period, passen-
gers flows were different from before the strike period. Indeed, passengers
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Table 5.6: Repartition of the observations by period and line. Clear positive
impacts are represented in green while clear negative impacts are represented
in red.
Training period Strike period Inter-strike period
Line Higher In Lower Higher In Lower Higher In Lower
601 1% 96% 4% 0% 45% 55% 0% 62% 38%
602 1% 95% 4% 3% 97% 0% 5% 92% 3%
603 2% 95% 3% 0% 89% 11% 7% 91% 2%
604 2% 94% 3% 0% 97% 3% 7% 93% 0%
605 2% 96% 2% 3% 94% 3% 9% 85% 6%
607 2% 94% 4% 21% 66% 13% 28% 72% 0%
609 2% 96% 2% 34% 63% 3% 40% 60% 0%
610 2% 95% 3% 3% 97% 0% 5% 95% 0%
613 5% 91% 4% 16% 84% 0% 30% 70% 0%
615 1% 97% 2% 0% 58% 42% 5% 85% 10%
616 1% 97% 2% 3% 81% 16% 3% 89% 8%
617 1% 95% 4% 0% 92% 8% 0% 92% 8%
618 3% 95% 2% 5% 87% 8% 10% 88% 2%
619 1% 94% 5% 3% 87% 10% 8% 84% 8%
620 1% 97% 2% 0% 61% 39% 10% 90% 0%
623 1% 95% 4% 0% 50% 50% 0% 61% 39%
627 2% 96% 2% 0% 97% 3% 4% 96% 0%
637 1% 95% 4% 0% 86% 14% 3% 92% 5%
640 3% 95% 2% 4% 65% 31% 5% 92% 3%
642 1% 95% 4% 0% 84% 16% 0% 92% 8%
preferred bus lines connecting to subway or tramway lines whether than
with train lines.
5.6 Conclusion
We illustrated with a short example how modern Machine Learning meth-
ods can be used to predict the number of users in a public transport system.
In addition to direct application to forecasting, this also makes it possible
to assess the impact of exogenous variables on the network, such as failures
in another network.
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Table 5.7: Regression coefficients of the econometric model and their signif-
icance. "***" : p-value ≤ 0.001, "**" : 0.001 ≤ p-value ≤ 0.01, "*" :
0.01 ≤ p-value ≤ 0.05, "." : 0.05 ≤ p-value ≤ 0.1, " " : 0.1 ≤ p-value.Column
∆val. gives the difference between normal and observations during April to be-
ginning of July 2018.
Line βS Sign. βIS Sign. ∆val.
601 −1288 *** −908 *** −101608
602 −93 108
603 −25 82 * 4756
604 −137 ** −105 ** −11296
605 −143 *** −93 * −10828
607 483 *** 448 *** 44338
609 408 ** 708 *** 56568
610 164 *** 160 *** 15512
613 87 300 * 17400
615 −599 *** −170 −22762
616 −341 *** −210 *** −25138
617 −179 *** −126 *** −14110
618 −34 −16
619 −63 * 16 −2394
620 −117 169 * 9802
623 −404 *** −336 *** −34840
627 −72 *** −32 . −4592
637 −65 *** −38 ** −4674
640 −66 ** 3 −2508
642 −121 . −41 −1558
Total −87932
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temporelles similaires. Pour ce faire, nous avons commencé par utiliser la factorisation
de matrices non-négatives comme un outil de pré-traitement pour la classification.
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be able to detect anomalies on the network.
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