We establish the link between correlation-tmmune functions and orthogonal arrays. We give a recursive definition of any correlation-immune function of maximal degree. We describe the set of quadratic balanced correlation-immune functions of maximal order. Some constructions are then deduced.
Introduction
I n a general type of running-key generator, the output sequences of m Linear Feedback Shift Registers are taken as arguments of a single non linear combining function f. If the function f is not properly chosen, it can happen t h a t the generator structure is not resistant to a correlaiton attack: there is a statistical dependence between any small subset of the m subgenerator sequences and the keystream sequence (cf. a n example in A function f which provides a n immunity to a correlation attack is called a correlnlzonrrnrnune junclzon. T h e tth-order correlation-immune functions (denoted k-Cl functions) were introduced by T SIEGENTHALER in [ll] . X . GUO-ZHEN and J . L . MASSEY later gave an equivalent definition of the k-CI functions, using the WALSH transform of the boolean functions. It is their definition, recalled in Section 2, which is uyd in the present paper.
M'e wish to show t h a t Algebraic Coding Theory provides a n alternative point of view for the concept of correlation-immunity. We present two new definitions of the k-CI functions, related to coding theory, and deduce some constructions.
PI, P. 116).
In Section 3 we point out that a k-CI function is a n orthogonal array ofstrength 6 . We later give a recursive definition of any k-CI function of maximal degree. Using algebraic properties -which are in fact properties of REED and MULLER codes (RM-codes) and subcodes of RM-codes -we show that the recursive definition permits to obtain explicitly some k-CI functions In Section 4 we present some constructions. Using the recursive definition, we describe a large class of 1-CI functions of maximal degree. We after give a full description of the set of the quadratric balanced correlation-immune function of maximal order. In the last paragraph we propose, in fact, an algorithm producing some balanced correlationimmune functions of maximal order. The present paper is a shortened version of the scientific report [3]; the reader can find in [3] more explanations and examples.
Correlation-immune functions
Let F = G F ( 2 ) and G = Fm. An element z of G is an rn-tuple ( . I , . . . , z, ) over F. Let x E G and X E G , a n d define their dot product as: x . X = zlXl + . . . + zmAm E F .
Let f be a boolean function of rn binary variables. The Walsh transform of /(I) is the real-valued function over G:
The set of the elements 2 E G such that f(z) = 1 is a binary array M x m , where iM is the weight of the value o f f . This array is the truth-table o f f . In this paper, the weight of a binary vector u is always the Hamming weight, ie the number of nonzero components in u , and is denoted by W(u).
The function f is kfh-order correlation immirne fie is a k-Cl funcfion) if and only if its Walsh transform satisfies:
where W ( X ) denotes the Hamming weight of the binary m-iuple X In the following, we denote by u(f) the binary vector {f(z) 1 z E G ) and we say that o ( f ) is the value o f f . In general we shall suppose that the value of a k-CI function J is balanced, ie that F ( 0 ) = 2"-' ; we shall say that the funcfion f is balanced. 
It is clear that an orthogonal array ( M , rn, 2, k ) is also an orthogonal array ( M , m, 2, z)
We define the support s(z) of any element z E Fm by : s(z) = { i I z i # 0 } . We now use the fact that T is an orthogonal array (MI m, 2, k) if and only if for any X E G such that W(X) = k , then t h e value q(g) defined above is v(g) = 2-'M, for all g E Fk For any A' E G with s(A') c .(A) , we have:
On the other hand, denote by H the abelian group (F',+) and consider the abelian group algebra C H . An element z E CH is denoted by CgEH zgXg . The Walsh-Fonrier transform i of z is given by
Thus for z = CgEH q(g)Xg , we observe that for every A' such that s(A') C s(A) , then
= h , we have t h a t F(X') = ih and therefore ih = 0 for every nonzero h.
Hence inversing the Fourier transform z -+ i , we obtain: 
Moreover any set of f w o lines of f is an 2-CI function.
Thus f is an 1-CI funciion. contains all 2-dimensional vectors ezactly twice. SO
A recursive definition
The correlation-immune functions of maximal degree (for a fixed order), the value of which is balanced, are more interesting in applications; for this reason, we have chosen to present our results with these hypotheses. From now on we only consider balanced correlation-immune functions. For any m, we denote by F the set of boolean functions of m variables xi, . . . , xm . Let f E 3 " with degree 5 rn -1. Using the polynomial form o f f , it is easy t o prove that, after possibly permuting the indices, then f can always be written as follows: 
Moreover f has maximal degree i f and only if fl and f? have maximal degree.
1. Suppose that f satisfies (i) and (ii). In accordance with ( 5 ) , we have: If 0 < W(X') < k , we obtain: Fl(X') = F2(X') for c = 1 and F l ( X ' ) = -F2(X') for 6 = 0. Then Fl(X') = F*(X') = 0 -ie (i) is satisfied. If W(X') = k and c = 0, we obtain (ii) immediately from ( 6 ) . 
Thus f is c i ( k , rn) if a n d only if for all A, with W(A) < k , then f +hx has weight 2"-'.
The writing o f f as in (3) means t h a t f i and fi are in R(d(f), m -1) and in a same coset of the code R ( d ( f ) -1, m -1). It appears in Theorem 3.2 that it will be interesting to know the codewords g of weight 2m-2 of a coset f l + R ( d ( f ) -1, m -1) and, for such 9's the weights of the codewords of the coset g + R (1, rn) . So it Seems difficult to obtain the overall description of the set of the c i ( k , r n ) functions, because this problem is related with open problems o n Reed-Muller codes. However some well-known properties may be used:
1. In Corollaries 4.1 a n d 4.2 we use some transformations which preserve a given coset and carry a balanced word in another balanced word. 2. We are able to easily construct ci(1, m) functions, because the set of the ci(0, m') functions is well-known for any m'. So we can prove in the following Section t h a t Theorem 3.2 expresses a constructive definition of k-CI functions with maximal degree. 
Proof: By definition we have F'(X)+F(X) = C+E~,(t)=o (-l)Z.A+z,E~J(z) (-1j"X ; this sum equals 0 if A # 0 a n d equals 2"' otherwise. Formula (ii) and the value of F"(0) 
where C+EG(-l)'k(r) equals zero if and only if fx is balanced. We say that f is quadratic if and only if its degree equals ezactly 2 (i.e. f E R ( 2 , m ) \ R ( l , r n ) ) . If f is quadratic, then fx is also quadratic. Then we can determine whether f~ is balanced or not (for instance 
Recall that the kernel of +g IS the subspace of G: By definition, the immunity order o f f is equal to the smallest weight of the elements of A j minus 1. In accordance with Lemma 4 . 1 , A! is the set of all X E G such that. f; is constant on Ef, or, equivalently:
The function f + i ( 0 ) is linear on E j , and is therefore the restriction to E, of a t least one linear form on G. As the linear forms on G all are of the type z + X.z , At has at least one element. Let AO E A,; then we have:
We denote by E/' the linear space: Ef = { X E G I V r E E j , X.x = 0 ) . Then A is in A, if and only if X + XO is in Ef; A , is an affine subspace of G, of direction Ef, and therefore of even dimension. We will now determine such subspaces, and deduce the corresponding functions f .
Let A be an affine subspace of G , of even dimension, and whose elements have weights at least equal to m -2 . Let { e l , . . . , e m } be the natural basis of G, and the space A' = . A + eo, where eo = el + . . . + em . So A' is an affine-subspace, of even dimension, whose elements have weights at most equal to 2; it is clear that we can determine equivalently A or A'. If A' contains 0 , then it is the linear space equal to: Now the following functions are balanced, since their expressions all contain a linear function which is linearly independant from 11 + q and z3; SO 
