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 1 
Introduction 
Hydrologic Modeling 
Hydrologic modeling is more crucial than ever for estimating effects on natural water 
systems at the local, regional, and global scale. The evidence of anthropogenic global warming 
is conclusive (Cook et al., 2016), but it is also clear that regional consequences of this global 
trend are varied. For example, within the 21st century, projections in the United States indicate 
that precipitation will decrease and drought conditions will become more severe in the already 
arid Southwest (Garfin et al., 2014), while the Northeast will experience greater average 
precipitation and more intense storms, in addition to extended drought periods (Horton et al., 
2014). Coastal areas will see dramatic changes due to sea level rise and increased storm 
severity. Modeling can help planners characterize, prepare for and respond to these potential 
changes. 
Land-use change is a predictable consequence of population growth, but even where 
population growth is slow or at equilibrium, populations can move. For instance, exurban 
development was the fastest growing land use in the United States (Hansen et al., 2005) before 
the 2008 housing crash. Concerns of water quality and quantity accompany development in 
previously rural areas. Hydrologic modeling is an important tool and can play a crucial role in 
minimizing development impact on watershed resources while ensuring adequate supply to 
residents. Management failure can impact any watershed, but the effects may be particularly 
insidious in smaller watersheds where water demand is relatively high. For example, the 
University of Connecticut at Storrs depends partially on pumping wells along the Fenton River, 
which has a drainage area of 61.6 square kilometers upstream of the wells. In September 2005, 
groundwater drawdown from UConn pumping wells induced infiltration through the Fenton River 
streambed which contributed to the drying of the stream (Warner et al., 2006). Such errors can 
 2 
be avoided by appropriate water management based on precipitation-runoff and groundwater 
models. 
Together, climate change and land use change demonstrate the utility of hydrologic 
modeling. These forces support the position that stationarity is dead because of anthropogenic 
impacts (Milly et al., 2008). This means that hydrologic modelers can no longer assume that 
hydrologic processes operate within roughly static or naturally shifting boundaries and that 
human impacts must be incorporated into any modeling approach.  
The Problem of Spatial Variation 
A persistent question in hydrologic modeling is how to capture enough of the real spatial 
variation of a hydrologic system, considering that data availability often limits spatial resolution 
of input data. In other words, what are the appropriate spatial scales for a model to address 
particular problems? This thesis approaches this problem as it applies to a rainfall-runoff 
watershed-scale model, the Precipitation-Runoff Modeling System (PRMS). PRMS uses 
Hydrologic Response Units (HRUs) as the spatial units to represent a watershed. The sizing of 
HRUs is at the modeler’s discretion, but the U.S. Geological Survey suggests that HRU size 
should be in the range of 0.1 to 500 square kilometers (U.S. Geological Survey). This is a large 
range and it leaves substantial latitude to the modeler. HRU size is important because it 
determines how much upstream spatial variation is captured in the model. For some purposes, 
the modeler may need to simulate streamflow only at the watershed outlet; thus, the watershed 
may be modeled with as few as one HRU if performance is adequate. For other purposes, the 
modeler may be required to simulate streamflow at multiple nodes within the watershed, in 
which case HRU delineation is primarily forced by the number and location of nodes. This thesis 
evaluates PRMS simulation performance in response to varying HRU size. 
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Objectives and Hypotheses 
This study had the following objectives:  
1. Adapt a previously constructed and calibrated Precipitation Runoff Modeling System 
(PRMS) model (Bjerklie et al., 2010) of the Pomperaug watershed (western 
Connecticut) to a newer PRMS version. The adaptation of the Pomperaug model is 
required for an ongoing study of the Pomperaug watershed that involves evaluating 
hydrologic response to development scenarios and human water withdrawals. 
2. Create and parameterize a hydrologic model of the Kankakee watershed (northwest 
Indiana). Evaluate whether PRMS is a suitable modeling software for the Kankakee 
watershed. 
3. Evaluate the effects of changing HRU size and stream network complexity on 
streamflow simulation performance. Make some generalizations about the 
importance capturing spatial variation in modeling with respect to watershed 
characteristics for the two study areas. Identify sensitive and insensitive parameters 
and recommend which parameters should be the focus of future studies. Make 
suggestions about how the study design could be adapted for other watersheds. 
The expectation is that decreasing HRU size (increasing subdivision) in a model would 
improve model performance to the extent that the model could still be parameterized with 
available GIS (Geographic Information Systems) data.  As average HRU size decreases, the 
HRUs would certainly capture more spatial variation, so the “best” model should be the same 
resolution as the input data. Further, climate inputs (precipitation, temperature, solar radiation) 
vary across the watershed; increased subdivision means that climate data are more finely 
distributed and expectedly more representative of the real watershed. This effect should be 
most evident in larger watersheds which experience localized high intensity precipitation events. 
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Background and Literature Review 
Definition of a Hydrologic Model 
 A model is a system which is simpler than the reality and which can reproduce some 
portion of the reality (Dooge, 1986). For a hydrologic simulation model, Dingman (2015) offers 
the metaphor that a model is to hydrologic reality as a map is to the actual landscape, because 
both are constructed for a specific purpose and at a specific scale.  
Types of Models 
 Types of models include physical models, analog models, and mathematical models 
(Dingman, 2015). Physical models are built using tangible materials to represent a larger 
system at a manageable scale. Analog models simulate processes using observations from 
comparable processes. Mathematical models use stepwise procedures to simulate fluxes of 
water and energy through conceptual storage reservoirs. These stepwise procedures require 
input data. Beginning with these data, the storage of water and energy and their movement 
through the model domain are simulated. Only mathematical models will be considered in this 
thesis. 
Types of Mathematical Models 
 Types of mathematical models include physics-based (also referred to as physically 
based) models, conceptual models, statistically based models, and stochastic time-series 
models (Dingman, 2015). Physics-based models (also called deterministic models) use physical 
laws in process-based relations and equations to simulate a system. Conceptual (heuristic) 
models strive to minimize the number of parameters and be more computationally efficient than 
physics-based models while retaining some physical meaning (Fenicia et al., 2011). Statistical 
models (also called empirical models) attempt to fit equations to observational data at the 
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expense of scientific meaning; this is a reductionist approach to hydrologic modeling (Klemes, 
1982). For stochastic time-series models, observed time-series datasets are analyzed to build 
transfer functions for a system, which describe relations between model inputs and outputs. 
Representing the Model Domain in Space and Time 
 The model domain is expressed spatially and temporally. Spatial representation can be 
lumped, distributed, or represented in a formal coordinate system (Dingman, 2015). A lumped 
model treats the modeling area as a single homogeneous unit. Distributed models reflect at 
least some of the spatial variability in the modeled area. Fully-distributed models divide the 
study area into elementary units such as a grid. Semi-distributed models divide the study area 
into assumed homogeneous units, often variable-size sub-watersheds. The formal coordinate 
system method is used mostly for groundwater modeling and is not further discussed here. 
 Temporal representation can be steady state, steady state seasonal, single event, or 
continuous (Dingman, 2015). Steady state model outputs represent mean, final, or equilibrium 
magnitudes. Single-event models simulate system response to an isolated input. A sequence of 
inputs over a given time-step creates a continuous model. 
Model Solution Method 
 The solution method of a hydrologic model can be ad hoc, analytical, numerical, or 
hybrid (Dingman, 2015). Ad hoc solution methods are typically applied to lumped models and 
are model-specific. Formal analytical methods are used when model equations can be solved 
exactly. Formal numerical methods (e.g. finite difference or finite element) are used when model 
equations cannot be solved exactly. Hybrid models simulate various hydrologic processes using 
two or more solution methods.  
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Examples of Hydrologic Models 
 There are many hydrologic models available, each designed to simulate one or more 
parts of the hydrologic cycle. Table 1 lists some examples of models and their purposes. 
Table 1. Example hydrologic models and their purposes. 
 
The Precipitation-Runoff Modeling System 
This study uses the Precipitation Runoff Modeling System (PRMS), a rainfall runoff 
model. PRMS is a whole-watershed model used to simulate streamflow on a daily time-step in 
response to climate inputs. PRMS has been used to investigate effects of land cover change 
and climate change in watersheds worldwide (Table 2).  
Table 2. Example publications and their PRMS applications. 
 
Model Name Model Function Documentation 
Gash Method Sparse Canopy Interception (Gash et al., 1995) 
SNOWPACK Avalanche Forecasting (Bartelt and Lehning, 2002) 
MODFLOW Groundwater (Harbaugh, 2005) 
PRMS Watershed-scale Simulation (Markstrom et al., 2015) 
HSPF Watershed-scale Simulation (Bicknell et al., 1996) 
SWAT Watershed-scale Simulation (Neitsch et al., 2011) 
Author(s) Purpose of PRMS Stream/Watershed (Location) 
Brabets 
(1987) 
Evaluate effects of urbanization on 
streamflow 
Chester Creek (Alaska) 
Risley 
(1994) 
Simulate the effects of timber 
management on basin hydrology 
Wind River, North Yamhill River, 
Nestucca River, Tucca Creek, East Fork 
Lobster Creek, Needle Branch, Flynn 
Creek, Deer Creek, Vincent Creek, Prioli 
Creek, Middle Creek (Oregon) 
Steuer and 
Hunt (2001) 
Evaluate effects of urbanization on 
streamflow 
North Fork Pheasant Branch (Wisconsin) 
Stewart et 
al. (2004) 
Validate regression relations 
created to analyze changes in 
springtime snowmelt as a response 
to climate change. 
Merced River, American River 
(California); Carson River (Nevada) 
Qi et al. 
(2009) 
Simulate effects of climate changes 
(precipitation and temperature) and 
land-use changes (forest 
conversion to croplands and urban 
areas) on streamflow 
Trent River (North Carolina) 
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Multiple versions of PRMS have been released since its start as a FORTRAN 77-based 
software in 1983 (Leavesley et al., 1983), which have culminated in today’s FORTRAN 90 and 
C-based software featuring a graphical user interface (Markstrom et al., 2015) and the ability to 
model a diversity of watersheds. Adopting the characterization scheme offered by Dingman 
(2015), PRMS is classified as a physics-based, semi-distributed, continuous model using a 
hybrid solution method. PRMS keeps a daily water balance with a computational sequence 
based on the interrelation of hydrologic processes and on established equations for these 
processes. PRMS version 4.0.1 is used in this study. 
Hydrologic Response Units   
The HRU (Hydrologic Response Unit) is the basic unit of PRMS and the set of 
contiguous HRUs is a watershed. HRUs can be any size and any shape. HRUs are assigned 
parameters and each HRU is homogeneous with respect to its parameters. The model also 
requires parameters that are not dimensioned by HRUs, but rather by months (e.g. average 
solar radiation) or by the entire watershed (e.g. snow/rain mixing temperatures). HRUs can be 
Author(s) Purpose of PRMS Stream/Watershed (Location) 
Goode et al. 
(2010) 
Part of a Flood-Analysis Model (in 
conjunction with HEC-ResSim) 
Delaware River (Delaware, 
Pennsylvania, New Jersey, New York) 
Hodgkins 
and Dudley 
(2013) 
Predict changes in peak streamflow 
in response to climate change 
Pleasant River, Narraguagus River, 
Sheepscot River, Royal River (Maine) 
Fang et al. 
(2015) 
Simulate the effects of climate 
change on runoff and 
evapotranspiration 
Minjiang River (Guangzhou, China) 
Robertson et 
al. (2016) 
Part of evaluating the effect of 
climate change on phosphorus 
loading (in conjunction with 
SPARROW) 
Entire Lake Michigan watershed 
Chase et al. 
(2016) 
Simulate effects of future climate 
changes on streamflow with modified 
time-series climate data based on 
General Circulation Models 
O’Fallon Creek, Redwater River, Little 
Dry Creek, Middle Musselshell River, 
Judith River, Cottonwood Creek, Belt 
Creek (Montana) 
Table 2. Example publications and their PRMS applications. (continued) 
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delineated by any criterion or criteria that the modeler chooses, ranging from strictly topographic 
to any surface or subsurface properties.  
Watershed Conceptualization 
Watershed hydrology is conceptualized in PRMS by reservoirs (Figure 1). These are the 
plant canopy, snowpack, impervious zone, soil zone, subsurface 
and groundwater reservoirs, and surface 
water reservoirs (Markstrom et al., 
2015). These conceptual 
reservoirs collectively represent the 
storage distribution among the 
HRUs, referred to as the model 
state. Water moving between these 
reservoirs is the flux. PRMS maintains 
a water balance in and between 
all reservoirs. Thus, the 
simulation calculates the fluxes and storages within each HRU as well as in the entire 
watershed. PRMS features multiple methods of simulating the volume and timing of streamflow 
from HRUs, which makes it adaptable to various watershed sizes and characteristics. Further 
explanation of PRMS is available in Markstrom et al. (2015). 
Comparable Studies 
Steele (2013) provides a comprehensive list of studies that have investigated the effects 
of HRU size on hydrologic model performance. There are a number of studies that have had 
this purpose, but the majority have used software other than PRMS or HSPF (Hydrological 
Simulation Program – Fortran). HSPF (Bicknell et al., 1996) is a watershed-scale model that 
Figure 1. Schematic showing the conceptual reservoirs 
and fluxes in PRMS (taken from Markstrom et al. (2015). 
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was of interest to this thesis because of its previous application to the Kankakee watershed, 
which is a study area of this report (described later). To the author’s knowledge, there are only 
two studies which investigate the effects of HRU size on PRMS model performance. 
Steele (2013) investigated the effect of HRU size on PRMS performance in 30 generally 
unimpaired Western U.S. basins, mostly in mountainous areas, ranging in size from 716 to 2939 
square kilometers. Steele divided each basin into six levels of subdivision (including a fully 
lumped model) based on topography. GIS-determined parameters were calculated using 
procedures per GIS Weasel documentation. GIS Weasel is a software that assists modelers in 
parameterizing environmental models from raw GIS data (Viger and Leavesley, 2007). The 
study found that HRU size did not have a significant effect on relative model performance and 
that most basins would probably require little subdivision to perform well. However, no 
parameters were calibrated in this study, so the models generally performed poorly. Steele 
acknowledged that results may be improved by calibrating the models, but expressed concern 
over calibration introducing stochasticity to models and thus reducing comparability. 
Qi et al. (2009) studied the 377-square kilometer Trent River watershed of coastal North 
Carolina to investigate the impact of climate and land-use changes on streamflow response. The 
study tested PRMS models based on four levels of HRU subdivision (22, 71, 118, and 225 HRUs); 
the models were parameterized with GIS Weasel and subsequently optimized. In this case, 
increasing the number of HRUs in the model had a generally negative impact on performance. 
Specifically, daily Nash-Sutcliffe Efficiency (NSE) (Gupta and Kling, 2011) decreased from 0.58 
to 0.51 and monthly NSE decreased from 0.79 to 0.75 with the increase from 22 HRUs to 225 
HRUs. 
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Methods 
Approach 
All simulations began at water year 1981 and continued through water year 2015. from 
Model construction procedures for the Pomperaug and Kankakee watersheds differ in HRU 
delineation procedure, climate distribution and parameterization due to available data and the 
difference in watershed sizes. 
It was recognized that the Pomperaug River model adapted for the newest version of 
PRMS returned poor results relative to those of Bjerklie et al. (2010). Therefore, the first step 
was to modify Pomperaug model parameters for the latest version of PRMS to return similar 
simulation performance. Sensitivity analyses identified the parameters that were most important 
for model performance. This work was done in pair with Scott Tardif of the University of 
Connecticut for his concurrent thesis (Tardif, 2018). The result was a validation model 
demonstrating that PRMS is suitable for modeling the Pomperaug watershed. 
The second objective was to build a PRMS validation model for the Kankakee 
watershed. GIS-determined parameters were generally estimated using the methodology 
described in the GIS Weasel manual (Viger and Leavesley, 2007). Stream velocity was 
estimated and a Muskingum routing network was created to simulate movement of water 
through the stream network. Parameters that could not be determined or estimated using GIS—
surface and subsurface flow routing parameters—were initially calculated using the Preliminary 
PRMS parameterization procedures (Viger, 2014) and select parameters were subsequently 
calibrated.  
Multiple comparative models for each watershed were created to test the effects of 
varying HRU size on model performance. GIS-determined parameters were estimated using 
consistent methods for each watershed. For most flow routing parameters, Pomperaug 
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comparative models were parameterized using three distinct methods: 1) identical methods to 
the previous Pomperaug PRMS study (Bjerklie et al., 2010); 2) PRMS Techniques & Methods 
manual default values (Markstrom et al., 2015); 3) Luca-calibration of select parameters from 
those default values. Flow routing parameters for the Kankakee comparative models were set to 
the whole-watershed weighted average of their counterparts in the Kankakee validation model. 
The final objective was to characterize any trends in model performance with changes in 
HRU size and identify sensitive and insensitive parameters. This was accomplished by 
evaluating the long-term water balances, streamflow statistics (full-record, yearly, and monthly), 
and through visual hydrograph assessments. In the case of the Kankakee comparative models, 
the model assessment also had to consider that the complexity of the Muskingum streamflow 
network increased as HRU size decreased. 
Study Areas 
 The study areas were the Pomperaug River watershed located in western Connecticut; 
and the Kankakee River watershed which lies in northwestern Indiana and northeastern Illinois, 
with a small portion in southern Michigan. 
Pomperaug River Watershed 
 The Pomperaug River watershed (Figure 2) occupies about 231 square kilometers in 
western Connecticut and drains into the Housatonic River at the border of Southbury and 
Newtown, which subsequently empties into Long Island Sound. This study concerns the 196-
square kilometer portion of the Pomperaug watershed above the USGS stream gage station 
01204000 on the Pomperaug River. The Weekeepeemee and the Nonnewaug Rivers are the 
major tributaries to the Pomperaug. The Weekeepeemee stream gage (USGS stream gage 
01203805) is located at the confluence of the Weekeepeemee and the Nonnewaug which 
represents a 69-square kilometer watershed, while the Nonnewaug River stream gage (USGS 
 12 
stream gage 01203600) is located upstream from the confluence and represents 46 square 
kilometers of the total 70-square kilometer Weekeepeemee watershed. Work assessing the 
climate, streamflow, groundwater, land use and land cover, and water withdrawals has been 
completed by multiple authors; all relevant data are summarized in Bjerklie et al. (2010).  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Pomperaug watershed and the National Hydrologic Dataset flow 
lines. Connecticut town basemap from U.S. Geological Survey. Inset 
basemap from ESRI USA States (Generalized). Connecticut state plane 
projection.
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The Pomperaug watershed was chosen for modeling for practical reasons. Importantly, 
a PRMS model had already been created for the watershed and the results published (Bjerklie 
et al., 2010) and thus it was a suitable starting point. Further, assistance was readily available 
from the main author of the publication, Dr. David Bjerklie of the U.S. Geological Survey, which 
was indispensable in learning the operation of the model and its specific application to the 
Pomperaug watershed. 
Kankakee River Watershed 
 The Kankakee River watershed occupies a total area of 13,339 square kilometers. From 
its headwaters near South Bend, Indiana, the Kankakee flows generally westward for 240 
kilometers to its confluence with the Des Plaines River just southwest of Joliet, IL, which forms 
the Illinois River.  
Figure 3. The Kankakee watershed and the National Hydrologic Dataset flow lines. County 
and state basemap from U.S. Census GIS data. Western Indiana state plane projection. 
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The area of interest to this study is the upper portion of the watershed above the USGS stream 
gage 05520500 at Momence, IL, which represents about 5,900 square kilometers of the 
watershed, most of which is in Indiana (Figure 3). The counties which occupy the Indiana 
portion of the watershed include LaPorte, St. Joseph, Marshall, Starke, Porter, Lake, Newton, 
Jasper, Benton, White, Pulaski, Elkhart, and Kosciusko. The area of interest also includes part 
of Berrien County in Michigan and part of Kankakee and Will counties in Illinois. The Yellow 
River is the main Indiana tributary to the Kankakee, but many streams and artificial ditches also 
feed the main channel.  
Per the most recent (2016) Cropland Data Layer released by the USDA (USDA-NASS, 
2016), corn and soybean crops together occupy 60 percent of the total watershed area; in 
addition to other crops, agriculture composes about 73 percent of the total watershed area. An 
extensive artificial drainage network maintains agricultural suitability. Over 90 percent of the 
remaining watershed area is covered by deciduous forest (14 percent of total area), low-
intensity developed land (4 percent), open space developed land (4 percent), forested wetlands 
(3 percent) and open water (1 percent). 
The temperate continental climate of the Kankakee watershed drives warm summers 
and cool winters with no prominent dry season (Clendenon and Beaty, 1990). July is typically 
the hottest month, averaging a daily high temperature of 29 degrees Celsius and a low of 17 
degrees; January is the coldest month, averaging a high of 0 and a low of -23 degrees. These 
averages were calculated from gridded 1980–2015 Daymet data (Thornton et al., 2016) 
distributed using the Geospatial Data Portal to 59 HRUs as delineated in the Geospatial Fabric 
for National Hydrologic Modeling (Viger and Bock, 2014). 
Annual precipitation in the watershed has been reported as approximately 97 
centimeters, with at least 64 centimeters removed through evapotranspiration. Snowfall varies 
widely; the southwestern portions of the watershed average less than 102 centimeters of snow 
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annually, but some of the northern areas of the watershed, particularly in LaPorte and St. 
Joseph counties, receive about twice that. This is symptomatic of the lake-effect from Lake 
Michigan (Clendenon and Beaty, 1990).  
Owing to extensive deposits of glacial outwash sediment with high hydraulic 
conductivity, groundwater baseflow to the Kankakee River generally accounts for more than 80 
percent of its total flow in Indiana.  
Kankakee water withdrawals averaged about 314 million liters per day (3.62 cubic 
meters per second) in 1987 (Clendenon and Beaty, 1990) but varied widely throughout the year 
(Table 3). These withdrawal estimates also included the Indiana portion of the Iroquois River, 
which is not part of the upper Kankakee watershed. However, most of the significant 
withdrawals come from the upper Kankakee watershed, per 1987 data. These were the most 
recent withdrawal data located, so they were used for this study. It should be stressed that 
these data should be updated for future modeling uses. 
Table 3. 1987 estimated withdrawals and equivalent 
streamflow reductions by month for the Kankakee River 
watershed. 
  
Month 
Withdrawals 
m3/day(Mgal/day) m3/s(ft3/s) 
January 130,000(35) 1.53(54) 
February 150,000(40) 1.76(62) 
March 170,000(45) 1.98(70) 
April 190,000(50) 2.18(77) 
May 230,000(60) 2.63(93) 
June 490,000(130) 5.69(201) 
July 720,000(190) 8.33(294) 
August 590,000(155) 6.80(240) 
September 190,000(50) 2.18(77) 
October 210,000(55) 2.41(85) 
November 210,000(55) 2.41(85) 
December 170,000(45) 1.98(70) 
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 The size of the Kankakee watershed allows much more range in HRU size compared to 
the much smaller Pomperaug watershed. Besides the stream gage at Momence, IL, there are 
nine upstream stream gages on the Kankakee and its tributaries, all except two with at least 30 
years of usable gage data. Thus, a hydrologic model for the Kankakee watershed may be 
broken into as many as nine sub-watersheds with outlets at each gage. In this way, the model 
could be parameterized, calibrated, and 
simulated and evaluated for multiple sub-
watersheds, potentially increasing accuracy 
and utility of the model over a whole-
watershed modeling approach. However, 
due to time constraints, a whole-watershed 
modeling approach was used in this study. 
A well-parameterized model for the 
Kankakee watershed may be useful for 
evaluating the present and past hydrologic 
conditions. Humans have drastically altered 
the watershed since the 1800s, which was 
once home to the Grand Kankakee Marsh. 
Referred to as “The Everglades of the North,” 
the marsh was mostly destroyed and 
replaced primarily with farmland. Estimates of the extent of the old Kankakee Marsh vary from 
roughly 1,600 to 2,400 square kilometers. The river was channelized throughout its entire reach 
in Indiana which removed hundreds of meanders from its length and shortened it by about 160 
kilometers (Figure 4). Instead of natural tributaries, a large portion of tributary flow today comes 
from the angular paths that are the artificial drainage network established for maintaining 
Figure 4. Orthographic imagery showing the 
stark contrast between the channelized 
Kankakee River (Indiana) and the naturally 
meandering Kankakee (Illinois) immediately 
downstream. Imagery from ESRI World 
Imagery. Inset basemap from U.S. Census 
GIS data. Western Indiana state plane 
projection. 
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hydrologic conditions suitable for agriculture. A whole-watershed hydrologic model may provide 
a basis for simulating the Kankakee watershed of the past and evaluating subsequent human 
impact. 
One reason for choosing the Kankakee watershed to model is because it is a heavily 
disturbed low-elevation watershed. In the aforementioned study of Western U.S. mountainous 
watersheds by Steele (2013), it was suggested that results could be different in lowland, 
disturbed watersheds. Further, to the author’s knowledge, no studies have used PRMS to model 
the Kankakee River watershed or any sub-watershed. One study (Demissie et al., 2007) 
modeled the upper portion of the Kankakee River watershed. This study used HSPF (Hydrologic 
Simulation Program-FORTRAN) to model the watershed above the Momence, Illinois USGS 
stream gage. In this model, the Kankakee River watershed was divided into 22 HRUs, and 
modeling post-calibration returned daily NSE values greater than 0.7. This HSPF model 
provides a suitable benchmark for comparing PRMS results. Other modeling studies of the 
Kankakee watershed have largely focused on sediment transport to understand and respond to 
concerns about increased sediment loads which resulted from channelization and changes in 
land use (Bhowmik et al., 1980; Bhowmik and Demissie, 2001; Holmes Jr., 1997; Little Jr. and 
Jonas, 2013). 
Study Area Caveat 
A limitation to this study is that results are only applicable to watersheds that are 
hydrologically comparable to the Kankakee or Pomperaug. But as previously mentioned, the 
results of this study will add to previous studies of the western mountainous regions (Steele, 
2013) and the North Carolina coastal region (Qi et al., 2009). 
 PRMS Model Operation  
 PRMS Version 4.0.1 has a graphical user interface (GUI) within which it is possible to 
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change model file paths, manually change any parameter for any simulated hydrologic process, 
perform difference analyses on input parameter files, run simulations, and choose output 
variables of simulations. Thus, most changes and model runs can be performed within the GUI. 
PRMS uses three user-editable file types: the control file, the parameter file, and the data file 
(Figure 5), all of which are documented in the PRMS Techniques and Methods Manual 
(Markstrom et al., 2015). These files are easily edited in a text editor with no programming 
knowledge. 
 Together, the modules, parameters, and climate data produce a simulation of the natural 
processes which together output the volume and timing of daily streamflow. In a perfect model, 
the simulation matches observed streamflow. Of course, this is not a reasonable goal. As the 
late statistician George Box cautioned: “all models are wrong, but some are useful.” 
  
 
 
  
 
 
 
C:
prms4.0.1_win(pomperaug)
projects
pomperaug
control
pomperaugXYZ.control
pomeraugXYZ.control.mod_name
pomperaugXYZ.control.par_name
pomperaugXYZ.control.param
pomperaugXYZ.control.var_name
input
Data
pomperaug4_1980-2016.data
Parameters
baseline.param
output guiXYZ.bat
no_guiXYZ
.bat
paramtool.
bat
dist bin
prms.exe
Figure 5. Simplified typical file/folder hierarchy of the PRMS installation. The green, yellow, and 
blue boxes are the control, data, and parameter files, respectively. The orange boxes are the 
batch files used to run the model and graphically modify parameters. 
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The Control File 
The control file (green box in Figure 5) instructs PRMS to activate necessary modules 
per user instruction. A module represents a method of simulating a part of the hydrologic cycle. 
Hydrologic processes can be simulated using a variety of modules; the selected modules 
depend on watershed characteristics and available data. 
The Parameter File 
The parameter file (blue box in Figure 5) contains variables representing watershed 
characteristics. The modules in the control file use these parameters to carry out their functions. 
Some parameters are always required, while other parameters may or may not be required 
depending on the modules chosen.  
The Data File 
The data file(s) (yellow box in Figure 5) contain(s) the climate inputs and the observed 
streamflow records. Inputs to the model must include daily precipitation, daily maximum and 
minimum temperatures, and at least one continuous record of daily average streamflow. Daily 
shortwave solar radiation is an optional input but is otherwise estimated within the model. 
Batch Files 
 As shown in the orange boxes in Figure 5, PRMS can be run either with a GUI or without 
(for faster model runtimes) and parameters can be edited in a standalone GUI. 
Model Initialization Period 
There is a warm-up period associated with hydrologic models, during which the initial 
model parameters representing water storages in each conceptual reservoir have a large effect 
on model output. This effect may be positive or negative on apparent model performance; 
regardless, the warm-up period of the model should be excluded from output analyses because 
it does not reflect true model capability. For the models discussed here, a one year warm-up 
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period was sufficient. This means that all analysis focused on water years 1982 through 2015. 
HRU Delineation Procedures 
 The Pomperaug River watershed was adapted for the new PRMS version using the 
same 55 HRU delineation as the original model (Bjerklie et al., 2010). Subsequently, the 
Pomperaug River watershed was broken into four levels of subdivision (including one lumped 
model) based on topography, with the HRUs representing hillslopes (Table 4; Figure 6). The 
delineation was automated in Whitebox GAT (Geospatial Analysis Tools) (Lindsay, 2016). For a 
yet unknown reason, the 10-foot (25.9 meter) DEM for Connecticut (Center for Land Use 
Education and Research (CLEAR), 2014) did not process correctly in Whitebox GAT. A 100-foot 
(259 meter) DEM was derived from the 10-foot DEM in ArcGIS, and the resulting DEM 
processed properly. Next, topographic depressions were filled to create a more hydrologically 
accurate DEM. Flow direction and flow accumulation grids were created to approximate surficial 
flow cell-to-cell paths, and a synthetic stream network was derived based on the flow 
accumulation grid and using arbitrarily chosen channelization thresholds. The Whitebox GAT 
Hillslope tool was used to create hillslope HRUs from the synthetic stream network. Hillslope 
polygons can be conceptualized as part-watersheds, in that they represent the drainage to one 
side of a stream, while a separate hillslope polygon represents the drainage to the other side. 
This procedure was repeated using different channelization thresholds to achieve the different 
numbers of HRUs. 
Table 4. Subdivision schemes used in the Pomperaug River watershed.The subdivisions were 
created based on a synthetic stream network derived from a DEM, so the schemes are based 
solely on topography. 
Subdivision 
Scheme 
Average 
HRU Size 
km2(mi2) 
Minimum HRU 
Size km2(mi2) 
Maximum 
HRU Size 
km2(mi2) 
Channelization 
Threshold (number of 
100 ft2 upstream cells) 
1 HRU 200.2(77.3) 200.2(77.3) 200.2(77.3) n/a 
18 HRUs 11.1(4.3) 0.13(0.05) 37.8(14.6) 1,500,000 
49 HRUs 3.9(1.5) 0.05(0.02) 20.2(7.8) 600,000 
130 HRUs 1.6(0.6) 0.03(0.01) 4.9(1.9) 250,000 
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Three subdivision schemes were used for the Kankakee River watershed (Table 5; 
Figure 7). These were based on the National Hydrography Dataset (14 HRUs and 97 HRUs) 
and the PRMS Geospatial Fabric (59 HRUs). The 59 HRU subdivision was used for the initial 
model to determine if PRMS could be successfully used for modeling of the Kankakee, because 
the Geospatial Fabric is designed for use with the Preliminary PRMS parameterization 
procedures (Viger, 2014). The subdivision methods differ; the 14 HRU and 97 HRU schemes 
are subdivided by watershed boundaries, while the 59 HRU scheme is subdivided by hillslopes.  
The original design of this study intended to use the same delineation procedure as used in the 
Pomperaug watershed (as above), but due to geometrical problems of the raster-converted 
shapefiles, it was found that the HRUs were not directly compatible with the Geo Data Portal 
climate distribution procedure chosen for the Kankakee watershed. The difference in HRU 
delineation methods (hillslope versus sub-watershed) could make a large difference in 
snowmelt-dominated watersheds with high relief, where aspect is very important (Viger and 
Leavesley, 2007), but it is not expected to make a large difference in the generally flat 
Kankakee watershed. Additionally, the three subdivision schemes vary slightly in the watershed 
boundaries and total area (Figure 8). The 97 HRU subdivision has the largest area, and is 0.75 
percent larger than the 59 HRU subdivision, while the 14 HRU subdivision is 0.56 percent 
larger. These discrepancies were considered when evaluating the comparative models.  
Table 5. Subdivision schemes used for the Kankakee River watershed.The subdivisions were 
extracted directly from the National Hydrologic Dataset and from the PRMS Geospatial Fabric. 
Subdivision Scheme 
Average HRU Size 
km2(mi2) 
Minimum HRU Size 
km2(mi2) 
Maximum HRU Size 
km2(mi2) 
14 HRUs (NHD 
HUC10) 
218.1(84.2) 423.5(163.5) 752.1(290.4) 
59 HRUs (PRMS 
Geospatial Fabric) 
100.0(38.6) 0.16(0.06) 364.2(140.6) 
97 HRUs (NHD 
HUC12) 
61.4(23.7) 19.9(7.7) 131.6(50.8) 
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Figure 6. Pomperaug watershed subdivision schemes representing hillslopes. Top 
left: 1 HRU (lumped) model. Top right: 18 HRUs. Bottom left: 49 HRUs. Bottom 
right: 130 HRUs. The thicker black lines represent the DEM-derived (synthetic) 
stream network used for the subdivision. The essence of this procedure is: the 
fewer upstream cells that define a stream, the larger the stream network, and the 
more HRUs. 
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Figure 7. Kankakee 
watershed subdivision 
schemes with the 
Muskingum stream network 
for each scheme.  Top: 14 
HRU model. Middle: 59 
HRUs. Bottom: 97 HRUs. 
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PRMS Inputs 
PRMS requires climate inputs and physical watershed parameters to run. The PRMS 
Techniques and Methods manual (Markstrom et al., 2015) contains a complete list and 
description of all PRMS parameters.  
Minimum required climate inputs to the PRMS models included precipitation and 
maximum and minimum temperatures on a daily time-step. As previously mentioned, the 
simulation runtime was water year 1981 through 2015 for all models, so daily climate data were 
required for this entire period. It is crucial to stress that input climate data were obtained from 
relatively few climate stations for each watershed. This means that HRU-distributed climate data 
is always of questionable accuracy. Watershed response to input climate data is often affected, 
sometimes critically so. Because of this disadvantage, even an excellent model will sometimes 
seem to perform poorly. 
Climate 
The Pomperaug model internally distributed climate data to HRUs (PRMS module 
xyz_dist) using four NOAA Cooperative Observer Network climate stations (COOP IDs: 061762, 
064767, 063456, 069775). Of the four, only a single station (Woodbury: 069775) is positioned 
within the watershed, and only a single station (Bradley Airport: 063456) has 34 years of 
Figure 8. The outer Kankakee 
watershed boundary varies 
between subdivision schemes. 
The most notable differences are 
in the northeast corner and the 
southwest portion of the 
watershed. 
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continuous record. Solar radiation was estimated based on maximum daily temperature. The 
climate data input for the original PRMS model (Bjerklie et al., 2010) spanned from 10/1/1980–
9/30/2006 (Water Years 1981–2006); the updated data extends through 9/30/2015 (Water 
Years 1981–2015). The updated data were compared to the original data through 9/30/2006 
and examined for mismatched and erroneous values. It was found that the datasets matched 
completely.  
For the Kankakee watershed, the PRMS climate mode was set to climate_hru, which 
requires data to be distributed by HRU outside the model and subsequently input as a time 
series. Gridded precipitation, temperature, solar radiation, and daylength data for the Kankakee 
watershed were obtained from Daymet (ORNL DAAC) at a 1-kilometer resolution for the time 
range of 10/1/1980 through 9/30/2015 (Thornton et al., 2016). Note that this dataset was 
created from a network of widely-spaced climate stations; the 1-kilometer resolution is a result 
of interpolation and extrapolation. The data were distributed using the Geo Data Portal (Blodgett 
et al., 2011), which has a provision for uploading a shapefile of the delineated HRUs, 
processing and extracting the data by HRU, and writing the data into text files. These text files 
were modified for input into PRMS. PRMS requires most inputs to be in Imperial units. As such, 
precipitation and temperature data were converted to inches and degrees Fahrenheit, 
respectively. Solar radiation was converted from Watts per meter squared to Langleys/day. The 
equation for this conversion is: 
𝑠𝑟𝑎𝑑 (
𝐿𝑎𝑛𝑔𝑙𝑒𝑦𝑠
𝑑𝑎𝑦
) = 𝑠𝑟𝑎𝑑 (
𝑊
𝑚2
) ∗ 0.086 ∗ 𝑑𝑎𝑦𝑙𝑒𝑛𝑔𝑡ℎ (ℎ𝑜𝑢𝑟𝑠) 
Physical Watershed Parameters 
Many physical parameters were determined using GIS data (Table 6), for which 
procedures are detailed in Appendix A. GIS data sources included the National Hydrography 
Dataset (NHD) and the Watershed Boundary Dataset (WBD) (U.S. Geological Survey); the 
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National Land Cover Database (Homer et al., 2015); the SSURGO soil survey dataset (Natural 
Resources Conservation Service); the Cropland Data Layer (U.S. Department of Agriculture); 
3DEP 1-meter digital elevation models for the Kankakee watershed (U.S. Geological Survey, 
2017); and CLEAR digital elevation models for the Pomperaug watershed (Center for Land Use 
Education and Research (CLEAR), 2014).  
For non-GIS-determined parameters—generally surface and subsurface runoff routing 
parameters—establishing a physical basis is often complicated. The previous Pomperaug 
PRMS model (Bjerklie et al., 2010) sought to minimize calibration and optimization and thus 
developed physical relations for many of these parameters. Because of potential scale issues, 
these physical relations may not be valid for different HRU sizes. This is exemplified in the 
PRMS parameter smidx_exp, which is an exponent in the algorithm for computing surface 
runoff, with values constrained to the range of 0.2 to 0.8 (Markstrom et al., 2015). This 
parameter was related to HRU drainage density in the original PRMS model. However, this 
relation broke down when applied to models with smaller HRUs, as some calculated smidx_exp 
values exceeded 0.8. While such scale issues were foreseen, the physical parameterization 
method was used to build comparative models. However, to avoid these expected scaling 
issues, two additional parameterization methods were used to ensure comparability. One 
method used PRMS default values for flow routing parameters, which is referred to as the 
default parameterization method. The second method used PRMS default values calibrated 
using Luca (Let us calibrate), and is therefore referred to as the Luca-calibrated 
parameterization method. Luca is a multiple-objective stepwise calibration software which uses 
shuffled complex evolution (SCE) to calibrate PRMS and other U.S. Geological Survey models 
based on the Modular Modeling System (MMS) (Hay and Umemoto, 2006). It is commonly used 
to define parameters for which no physical basis is available (LaFontaine et al., 2013; Viger et 
al., 2010; Goode et al., 2010). A total of 24 parameter files were created for the Pomperaug 
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watershed to evaluate the impact of different levels of HRU subdivision (1, 18, 49, and 130 
HRUs) on model performance (Table 7). 
Table 6. PRMS parameters that can be determined using solely from GIS data or with 
physically-based relationships to GIS data. 
 
For the Kankakee validation model, the PRMS Preliminary Parameter metadata (Viger, 
2014) was the basis for estimating the flow routing (non-GIS-determined) parameters (Appendix 
A). These procedures were created for use with the PRMS Geospatial Fabric, a national 
delineation of hydrologic response units. It is unknown if these preliminary parameterization 
Parameter Parameter Name (PRMS) Parameter Data Sources 
Area hru_area HRU shapefile 
X/Y coordinates 
(USGS Albers) 
hru_x/hru_y HRU shapefile 
Latitude/longitude 
(NAD1983) 
hru_lat/hru_long HRU shapefile 
Elevation hru_elev DEM 
Aspect hru_aspect DEM 
Slope hru_slope DEM 
Impervious Surface hru_percent_imperv 
NLCD land cover grid and 
impervious surface grid 
Vegetation cover type cov_type NLCD land cover grid 
Summer/winter 
vegetation cover 
density 
covden_summer/covden_winter 
NLCD land cover grid & Leaf loss 
estimations 
Summer/winter rain 
canopy interception 
srain_intcp/wrain_intcp 
NLCD land cover grid & 
Interception capacity estimations 
Snow canopy 
interception 
snow_intcp 
NLCD land cover grid & 
Interception capacity estimations 
Radiation through 
winter vegetation 
canopy 
rad_trncf 
NLCD land cover grid & Leaf loss 
estimations 
Jensen-Haise 
evapotranspiration 
coefficients 
jh_coef/jh_coef_hru DEM 
Temperature 
adjustment 
parameters 
tmax_adj/tmin_adj DEM 
Soil type soil_type SSURGO Soil survey 
Rooting depth - 
NLCD Land cover grid and 
vegetation rooting depth estimates 
Maximum soil 
moisture (root zone) 
soil_moist_max SSURGO Soil Survey 
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methods are appropriate for use in scaling HRU sizes. To minimize possible scaling issues in 
parameterization methods and maximize comparability, basin-wide area-weighted averages for 
the flow routing parameters taken from the validation model were used as input to the three 
comparative models 14, 59, and 97 HRUs (Table 8). 
Table 7. Parameter files created for the Pomperaug River watershed. 
 
 
                                               
3 Based on Bjerklie et al. (2010) 
Model Type Number of HRUs Flow-routing Parameterization Method 
Initial (Validation) Model 55 Physically-based3 
Comparative Models 
1 Physically-based3 
1 Default 
1 Calibration Round 1 
1 Calibration Round 2 
1 Calibration Round 3 
1 Calibration Round 4 
18  Physically-based3 
18 Default 
18  Calibration Round 1 
18 Calibration Round 2 
18  Calibration Round 3 
18 Calibration Round 4 
49 Physically-based3 
49 Default 
49 Calibration Round 1 
49  Calibration Round 2 
49  Calibration Round 3 
49  Calibration Round 4 
130 Physically-based3 
130  Default 
130  Calibration Round 1 
130  Calibration Round 2 
130  Calibration Round 3 
130 Calibration Round 4 
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 Table 8. Parameter files created for the Kankakee River watershed. 
Observed Streamflow 
 A final required value for the model is average daily stream discharge at a minimum of 
one stream gage. This is required to compare the simulation to observed data. The gage used 
for the Pomperaug models is USGS station 01204000 at Southbury, Connecticut. The gage 
used for the Kankakee models is USGS station 05520500 at Momence, Illinois. 
Streamflow Routing 
Streamflow routing adds an component of storage to the simulated stream network. 
PRMS features an optional Muskingum routing module (Markstrom et al., 2015). To be clear, 
this routing is exclusively for instream flow; the routing parameters described earlier are for 
surface runoff and movement of water through soil. This module requires the modeler to break 
the stream network into segments, define contributing HRUs to each segment, and specify a 
flood wave travel time for each segment. Muskingum routing was tested for both watersheds. 
Routing was used for the Pomperaug validation model to address flood storage effects 
(described later) but was not used for the comparative HRU models in the Pomperaug. Instead, 
the PRMS strmflow module was used, which simulates daily streamflow volume as the sum of 
calculated groundwater runoff, interflow, and surface runoff from all HRUs. This module 
assumes that all water that enters the stream network leaves the stream network within the 
same day, a reasonable assumption in a small watershed. Muskingum routing was used for all 
Kankakee models because the time of concentration is greater than one day. 
                                               
4 Based on PRMS Preliminary parameterization methods (Viger, 2014) 
Model Type Number of HRUs Flow-routing Parameterization Method 
Initial (Validation) Model 59 PRMS Preliminary Parameterization4 
Comparative Models 
14 Validation Model Area-weighted Averages 
59 Validation Model Area-weighted Averages 
97 Validation Model Area-weighted Averages 
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Parameterizing Muskingum Routing 
 In Muskingum routing, there can be any number of stream segments and they can be 
any length. In PRMS, the method relies on four parameters (Markstrom et al., 2015). Parameter 
tosegment is the downstream segment index number for each segment; index numbers 
increase downstream, and segments which flow out of the watershed are given a tosegment 
value of 0. Parameter hru_segment indicates the one stream segment to which each HRU 
contributes. Parameter K_coef is the travel time, in hours, through each segment. For the daily 
time-step in PRMS, travel time must be less than 24 hours for each segment. Finally, parameter 
x_coef is the flood wave 
attenuation coefficient, between 0 
and 0.5, inclusive, for each 
stream segment. A zero value for 
x_coef indicates that inflow to the 
segment has a negligible effect on 
outflow, which might be the case 
for a diversion or a reservoir. A 
value of close to 0.5 for x_coef 
represents little flood wave 
attenuation and no flood plain 
storage (Elbashir, 2011).   
Estimating Pomperaug River 
Travel Time 
Flood wave travel time for 
the Pomperaug River was estimated 
to be 0.76 meters per second. To 
Figure 9. Muskingum routing scheme in the Pomperaug 
River watershed. 55 HRU subdivision scheme taken from 
Bjerklie et al. (2010). 
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calculate travel time (K_coef) for a segment, the segment length was divided by the velocity. 
This method was used for all stream segments except stream segment 23 (Figure 9). 
Calculated travel time for segment 23 was 0.72 hours, but this is probably an erroneous 
estimate for larger storm flows. This is because segment 23 borders three abandoned quarry 
ponds, to which the flood wave—at certain stream stages—contributes overbank flow, causing 
attenuation of the flood peak recorded at the downstream gage. The amount of overbank 
storage and the resultant delay cannot be easily defined because it both varies with river stage 
and with erosion and reconstruction effects of the stream bank over time (Bjerklie et al., 2010). 
Nonetheless, this study attempted to roughly account for this flood storage by using Luca to 
calibrate the travel time through segment 23. After ten rounds (iterations) of the Luca Shuffled-
Complex Evolution process, travel time (K_coef) was calibrated to 3.0 hours. The author 
stresses that this is value is for model optimization only as it is not based on site measurements. 
The x_coef parameter was set to the default value of 0.20 and not calibrated. The Muskingum 
routing scheme is shown in Figure 9. 
Estimating Kankakee River Travel Time 
Figure 7 shows the stream networks for each of the Kankakee River subdivisions. By the 
Strahler stream order classification system, the Kankakee stream network has first order 
tributaries and a sixth order main stem. In contrast to the relatively small Pomperaug watershed, 
a blanket estimate for travel time through the watershed was not considered appropriate for the 
Kankakee.  
The first method considered for estimating travel time through the watershed was to 
examine hydrographs produced from stream gage data during storm flows and determine 
average lag time between peak flows. This method proved unsuitable for the Kankakee 
watershed. Storms over the Kankakee watershed generally move eastward, as is the trend in 
the Midwest. In a study of 225 rain gages surrounding St. Louis, Missouri, it was found that 84 
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percent of heavy convective storms had a westerly component and 42 percent moved from an 
azimuth direction in the range of 240–299 degrees (Huff, 1975). This general form of storm 
movement is representative of the Midwest in general (Huff and Angel, 1992). Thus, most heavy 
precipitation events over the Kankakee watershed move toward the headwaters of the river. It is 
apparent that this movement affects the storm hydrographs at each stream gage in a way that 
produces peak flows earlier at downstream gages than upstream gages. Without accounting for 
storm direction and velocity, travel time between gages is difficult to estimate. Therefore, this 
hydrograph estimation method was not appropriate for the Kankakee. 
Kankakee-Specific Velocity Equation 
The hydrograph analysis method deemed unsuitable, travel time for the Kankakee River 
was estimated using hydraulic geometry equations developed for some major Illinois Rivers 
(Stall and Fok, 1968). Discharge was calculated with this Kankakee River-specific equation: 
ln(𝑄) = 1.41 − 5.12𝐹 + 0.96ln (𝐴𝑑) 
Where  
 𝑄 is discharge in cubic feet per second 
 𝐹 is frequency of occurrence in decimal percent of days 
 𝐴𝑑 is watershed drainage area in square miles 
Velocity was calculated with this equation: 
ln(𝑉) = −0.38 − 1.19𝐹 + 0.17 (𝐴𝑑) 
Where 𝐹 and 𝐴𝑑 are defined as above and 
 𝑉 is velocity in feet per second 
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Then, calculating parameter K_coef follows: 
𝐾𝑐𝑜𝑒𝑓 = 0.68𝐿𝑉 
Where 𝑉 is as defined as above and  
 𝐿 is length of the stream segment in miles 
0.68 is the conversion from feet per second to miles per hour 
Calculated discharge from the stream segments were compared to flow duration curves 
for the nine stream gages within the watershed at the 5, 10, 25, and 50 percent flow 
exceedance values. With one exception, the ends of stream segments (i.e. the borders of 
HRUs) do not coincide with a stream gage, so the nearest stream gage was chosen for 
comparison. The Kankakee-specific discharge equation generally performed well for estimating 
discharges higher than the 5 percent exceedance at most stream segments, with less than 5 
percent error at five of the nine stream gages and over 24 percent error at only one headwater 
stream gage. The equation also performed adequately at the 10 percent exceedance level, but 
performed poorly for all gaged streams when applied to lower flows. This is acceptable because 
the Muskingum routing is important for storm events and has little impact on baseflow-
dominated streamflow. 
Manning’s Equation 
To check the Kankakee-specific equation, velocity was also estimated using Manning’s 
equation for two cross sections for which hydraulic geometry measurements are available, one 
in the upper third of the watershed at a stream gage in Davis, Indiana (Hanson and Lin, 2008) 
(Figure 10), and the second at the Momence, IL stream gage near the watershed outlet 
(Bhowmik and Demissie, 2001) (Figure 11).  
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Manning’s equation is: 
𝑉 =
1.0
𝑛
𝑅
2
3𝑆
1
2 
Where 
 𝑉 is velocity in meters per second 
 𝑛 is Manning’s roughness coefficient 
𝑅 is hydraulic radius, which is the cross-sectional area of the channel divided by the 
wetted perimeter 
𝑆 is slope of the channel 
Figure 10. Kankakee River cross-section channel geometry at Davis, Indiana. Recreated and 
modified from Hanson and Lin (2008). 
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Figure 11. Kankakee River cross-section channel geometry at Momence, Illinois. Recreated 
and modified from Bhowmik and Demissie (2001). 
 
The Davis section is part of the channelized 
Kankakee, as apparent by its rectangular cross section. 
A Manning’s n of 0.05 was estimated as appropriate for 
excavated or dredged channels with vegetation 
encroaching on the sides of the channel (Chow, 1959), 
as visible in FEMA photographs (Figure 12). A slope of 
0.000342 was estimated from a DEM. Cross-sectional 
area and wetted perimeter for the channel were 
calculated for 0.15 meter (0.5 foot) intervals, from 203.75 to 206.20 meters (668.5 to 676.5 feet) 
above mean sea level. A curve was created and the following relation calculated between 
velocity (V) and discharge (Q), in meters per second and cubic meters per second, respectively: 
𝑉 = 0.1945 ∗ 𝑄0.3435 
Figure 12. Downstream view on 
the bridge near the Davis USGS 
stream gage. Image obtained 
from FEMA.   
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Calculated discharge for a given stage was compared to the stage-discharge rating curve from 
the observed stream gage data (Figure 13). The shapes of the curves were both roughly linear, 
but the slope for the data calculated from stream geometry was steeper, representing a relative 
underestimation of stage for low discharges and a relative overestimation for higher discharges. 
The Momence section is part of the relatively untouched Kankakee River downstream of 
the Indiana/Illinois border. In the absence of specific literature, a Manning’s n of 0.033 was 
assumed for the calculation at the Momence gauge as appropriate for a main, meandering river 
channel. A slope of 0.00518 was estimated from a DEM. Cross-sectional area and wetted 
perimeter for the channel were calculated for 0.15 meter (0.5 foot) intervals, from 185.93 to 
188.37 meters (610 to 618 feet) above mean sea level. A curve was created and the following 
relation calculated between velocity and discharge, in miles per hour and cubic feet per second, 
respectively. 
𝑉 = 0.1444 ∗ 𝑄0.3416 
The calculated discharge for a given stage was compared to the stage-discharge rating curve 
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Figure 13. Stage-discharge rating curves for estimated and observed data at the Davis, 
Indiana stream gage on the Kankakee River. 
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from the observed stream gage data (Figure 14). The shape and the slope of the curves were 
similar, but stage height was overestimated at all discharges. 
 
 
The mismatched stage-discharge curves mean that velocity cannot be correlated directly 
with stage height at either the Momence or Davis gage, which would be ideal. For the purposes 
of this study, this is not a major drawback because the Manning’s calculations are only meant to 
check the velocity estimates calculated by the Stall and Fok (1968) equations at a 5 percent 
exceedance level. Manning’s equation estimated a slightly higher velocity than the Stall and Fok 
(1968) equations for both gage locations (Table 9). However, the estimates are close and 
support the use of the Stall and Fok equation for calculating velocity—and subsequently 
estimating travel time—in the Kankakee River. 
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Figure 14. Stage-discharge rating curves for estimated and observed data at the Momence, 
Illinois stream gage on the Kankakee River. 
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Table 9. Estimated velocities for gaging stations on the Kankakee Riverbased on Stall and Fok 
(1968) and Manning’s Equation. 
Applying the Stall and Fok Equation 
 The Stall and Fok (1968) velocity equation used for each stream segment in the 59 HRU 
model. This same procedure was used the creation of the 14 HRU routing and the 97 HRU 
routing, except the high order streams were assigned the same velocities in the 97 HRU model 
as calculated in the 59 HRU model. This was because the main purpose for the more extensive 
Muskingum network in the 97 HRU model was to determine if the inclusion of more smaller 
tributaries (i.e. first and second order streams) in the routing network affected model 
performance.  
K_coef in the PRMS model is inversely related to the frequency of occurrence. For 
example, if 𝐹 is set to 0.99, it represents streamflow that is exceeded 99 percent of the time. 
This is a low flow condition and K_coef would be large. If 𝐹 is set to 0.01, it represents 
streamflow that is exceeded only 1 percent of the time. This is considered a high flow condition 
and K_coef would be small. Because Muskingum routing within the model allows only for a 
single, static K_coef for each stream segment irrespective of variable hydraulic geometry and 
channel tributaries, it is important to decide an appropriate value for frequency of occurrence. 
K_coef is important for routing flow during storm events, but small precipitation events and 
baseflow periods are relatively insensitive to changing K_coef. Initially, K_coef was calculated 
based on a 5 percent exceedance value on the assumption that this would represent storm 
event flows. Attenuation parameter x_coef was set to the default value of 0.25 for all HRUs and 
was not calibrated. 
Location 
Discharge at 5 percent 
exceedance m3/s(ft3/s) 
Velocity m/s(mi/hr) 
Stall and Fok 
(1968) 
Manning’s 
Equation 
Davis, IN 30.02(1,060) 0.57(1.28) 0.63(1.40) 
Momence, IL 149.80(5,290) 0.73(1.64) 0.78(1.75) 
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PRMS Outputs 
 PRMS outputs variables represent the results of all modules and thus capture all parts of 
the hydrologic cycle within the watershed. The outputs most relevant to this work are shown in 
Table 10. 
Table 10. List of main PRMS output variables used in this study.The ‘basin’ prefix indicates a 
whole watershed output parameter. Observed streamflow is also a whole watershed output 
parameter. 
Output 
Parameter 
Description Units 
basin_cfs Average daily streamflow (simulated) Cubic feet per second 
streamflow_cfs Average daily streamflow (observed) Cubic feet per second 
basin_actet Daily actual evapotranspiration Inches 
basin_potet Daily potential evapotranspiration Inches 
basin_ppt Daily precipitation Inches 
basin_net_ppt Daily precipitation less canopy interception Inches 
basin_gwflow_cfs Average daily groundwater outflow Cubic feet per second 
basin_sroff_cfs Average daily surface runoff Cubic feet per second 
basin_ssflow_cfs Average daily shallow subsurface runoff Cubic feet per second 
 
Model Evaluation 
Each model output was assessed to ensure that it maintained an appropriate mass 
balance. PRMS is designed to preserve a mass balance, but a poorly parameterized model may 
still exhibit balance issues, such as excessive flow routing to the model reservoirs causing an 
unrealistic build-up in storage. For every model, the long-term PRMS-simulated water balance 
was compared against observed data. This balance includes precipitation, evapotranspiration, 
and streamflow components. The simulations were compared against independent estimations 
of yearly precipitation, evapotranspiration, and groundwater outflow. Flow exceedance 
percentiles and their biases were examined to evaluate how well the model simulates different 
streamflow discharges. A bias within ±25 percent is considered acceptable by Moriasi et al. 
(2007).  
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Mean Squared Error (MSE) and Nash-Sutcliffe Efficiency (NSE) are two of the most 
common metrics for evaluating hydrologic models. Interpreting Mean Squared Error (MSE) 
depends on the units used, so the normalized NSE statistic (Gupta et al., 2009) is often 
preferred and was used in this study. Valid values of the Nash-Sutcliffe Efficiency range from -∞ 
to 1. An NSE of 1 indicates that the model predicts streamflow exactly as well as the observed; 
an NSE of 0 indicates that the model predicts streamflow as well as the mean value of the 
observed; and a negative NSE indicates that the model predicts streamflow more poorly than 
the mean of the observed (Krause et al., 2005).  
There is no universally accepted statistical standard for what range of NSE values 
indicate a “good” hydrologic model, because this threshold depends on the intended purpose of 
each model (Schaefli and Gupta, 2007). However, a common NSE threshold to indicate 
satisfactory model performance is 0.5, a threshold that has been defended by at least one study 
(Moriasi et al., 2007). Some modeling studies have defined stricter thresholds of 0.6 or higher, 
while others have chosen even more lenient thresholds, even as low as 0.4 per the literature 
review. For this study, an acceptable NSE is considered greater than or equal to 0.5. 
Nash-Sutcliffe efficiency is computed as follows: 
𝑁𝑆𝐸 = 1 − [
∑ (𝑄𝑚
𝑡 − 𝑄𝑜
𝑡 )2𝑛𝑡=1
∑ (𝑄𝑜
𝑡 − 𝑄𝑜)
2𝑛
𝑡=1
] 
Where,  
 𝑛 is the total number of time steps (days) 
𝑄𝑚 is simulated streamflow discharge 
𝑄𝑜 is observed streamflow discharge 
𝑄𝑜 is the average of observed streamflow discharge. 
The NSE is not a complete measure of model performance. It is highly sensitive to 
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extreme events. A record containing a small number of very poorly simulated heavy 
precipitation events can severely impact the NSE and suggest a poorly performing model, even 
if it is otherwise a well-performing model. Such anomalies may indicate a problem with the 
model, but are often an issue with the distributed climate data. In some cases, the HRU-
distributed precipitation could simply be inaccurate. Further, there is a problem inherent in the 
daily time-step of the model. In reality, a heavy precipitation event that occurs in the late 
evening will result in high streamflow discharge during the following day. However, PRMS will 
transform this precipitation into streamflow during the day in which it occurs, which means 
average streamflow will be overestimated on the day of the storm and underestimated on the 
following day. To determine if there are such issues, visual checks of the simulated and 
observed hydrographs were performed to identify the days with the largest disagreements 
between simulated and observed streamflow. These days were then removed from the NSE 
calculation to test their impact on overall NSE.  
Another issue with NSE evaluation of model performance over a multi-year record is that 
it can camouflage seasonal and yearly variation in model performance. For example, a pattern 
of poorly simulated streamflow during winter months would not be reflected by the NSE, 
particularly if the spring, summer and fall seasons are all simulated well. To detect such 
variability, NSE was calculated separately by year, and monthly NSE values were also 
calculated. 
Log-NSE is calculated in the same way as the standard NSE but uses log-transformed 
streamflow discharge data. It was used to evaluate model low flow performance. A high NSE in 
conjunction with a high log-NSE indicates that the model simulates both low flows and high 
flows well. A high NSE and a low log-NSE suggests that the model simulates high flows well 
and simulates low flows relatively poorly; the inverse suggests the model poorly simulates high 
flows and simulates low flows relatively well. 
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Finally, hydrographs were inspected for patterns of poor performance (large 
discrepancies between simulated and observed) and potential mechanisms responsible for the 
poor performance were explored.  
Statistics can work to validate a hydrologic model, but can easily tell a misleading story. 
Further, if statistics indicate a well performing model, it does not mean that the model is 
simulating the right processes accurately; in other words, it is possible to get the right answer for 
the wrong reasons (Viger and Leavesley, 2007), and it is important to choose the right 
parameters to adjust to achieve a better result. Choosing the right parameters is a matter of an 
understanding of what processes each parameter affects. Poor model performance could be 
caused by repairable flaws with the model. It could also be a result of substantial changes in 
climate or land use during the model simulation period which cannot be accounted for without 
creating separately parameterized models. Accordingly, the mechanisms behind the statistics—
particularly those suggesting poor model performance—were evaluated for both watersheds. 
Pomperaug Results 
Pomperaug Validation Model 
 While the applicability of an older version of PRMS to the Pomperaug River basin had 
already been validated, the results were not duplicated with the newer version of PRMS given 
the same input parameters. Therefore, part of this study was to ensure that the newer version of 
PRMS could still produce adequate results. The final validation model was altered in the 
following ways: 
1. Impervious surface estimates were updated per NLCD 2011 data. 
2. The monthly intercept in the degree day equation to calculate solar radiation was set to a 
seasonal curve, peaking in July. 
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3. HRU parameters including slowcoef_lin, soil_moist_max, gwflow_coef, soil2gw_max, 
ssr2gw_rate, and snowinfil_max were adjusted through trial and error. The final values 
are shown in Appendix B. 
4. Muskingum routing was added. 
Long-Term Water Balance 
As previously noted, only the Bradley climate station has a continuous record for all 34 
years and only the Woodbury climate station is located within the watershed. This means that 
inaccurate distributed climate data should always be a suspect in model performance. 
Yearly average distributed watershed precipitation in the validation model was 131 
centimeters. This is greater than the expected range of 120 to 127 centimeters in other studies 
(Bjerklie et al., 2010). It is also much greater than the average annual precipitation of 120 
centimeters measured at the Bradley climate station, but it is a reasonable figure relative to the 
data from the other three climate stations used in the model, which generally recorded greater 
precipitation volumes.  
Actual evapotranspiration was estimated at 67 centimeters per year, which is within the 
expected range of 58 to 69 centimeters per year.  
The long-term average proportions of the respective streamflow components 
(groundwater flow, surface runoff, and interflow) were evaluated (Table 11). Groundwater is the 
only flow component that has been independently verified; surface runoff and shallow interflow 
averages were expected to be close to those simulated by Bjerklie et al. (2010). Previous 
studies estimate that groundwater contributes between 45 percent and 70 percent of 
Pomperaug River streamflow, and the previous Pomperaug River PRMS model (Bjerklie et al., 
2010) estimates a long-term average of around 57 percent. The validation model simulated a 
long-term groundwater contribution of 60 percent, which is within the acceptable range. 
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Simulated interflow was 23 percent and surface runoff was 17 percent of total streamflow, close 
to the estimates by Bjerklie et al. (2010) of 27 percent and 16 percent, respectively. 
Table 11. Long-term streamflow components simulated by the Pomperaug River validation 
model. 
Streamflow Statistics 
The validation model returned a daily NSE of 0.63 and a daily log-NSE of 0.77 (Table 
12), indicating that low flows were better simulated than high flows. These values are above the 
0.5 threshold suggested by Moriasi et al. (2007) indicating a model with a satisfactory 
performance rating. Maximum bias of all flow exceedance percentiles (Table 13; Figure 16) is 
+18 percent for the lowest 1 percent of flows, which is also acceptable. 
Table 12. Performance statistics of the Pomperaug PRMS validation model. 
Statistic Observed Simulated 
Daily NSE - 0.63 
log-NSE - 0.77 
Monthly NSE - 0.82 
Average daily streamflow m3/s(ft3/s) 3.99(141) 3.99(141) 
Daily streamflow standard deviation m3/s(ft3/s) 6.14(217) 5.35(189) 
Maximum daily average streamflow m3/s(ft3/s)  180.10(6360) 106.33(3755) 
Minimum daily average streamflow m3/s(ft3/s) 0.10(3.6) 0.12(4.3) 
Monthly average streamflow m3/s(ft3/s) 3.99(141) 3.99(141) 
Monthly streamflow standard deviation m3/s(ft3/s) 3.23(114) 2.92(103) 
 
 
 
 
 
 
Flow 
Component 
Validation Model average discharge in 
m3/s(ft3/s) 
Decimal fraction of total 
flow 
Groundwater 2.38(84) 0.60 
Interflow 0.91(32) 0.23 
Surface runoff 0.71(25) 0.17 
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Table 13. Flow exceedance probabilities for observed and simulated discharge results of the 
validation model. These data were rounded. Percent bias calculations were done without 
rounding the discharge numbers. 
Exceedance Percentile 
Streamflow m3/s(ft3/s) 
Percent Bias 
Observed Simulated 
1-Flow exceeded 1 percent of the time 26.42(933) 28.20(996) 6.8 
5-Flow exceeded 5 percent of the time 11.78(416) 12.06(426) 2.4 
10-Flow exceeded 10 percent of the time 8.27(292) 7.84(277) -5.0 
25- Flow exceeded 25 percent of the time 4.76(168) 4.56(161) -4.3 
50- Flow exceeded 50 percent of the time 2.52(89) 2.63(93) 4.3 
75- Flow exceeded 75 percent of the time 1.13(40) 1.25(44) 9.1 
90- Flow exceeded 90 percent of the time 0.51(18) 0.57(20) 10.2 
95- Flow exceeded 95 percent of the time 0.37(13) 0.37(13) 3.3 
99- Flow exceeded 99 percent of the time 0.19(6.6) 0.22(7.8) 17.5 
 
Figure 15. Flow exceedance graph for observed and simulated data of the Pomperaug 
validation model. 
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Figure 16. Nash-Sutcliffe Efficiency by year for the Pomperaug validation model. 
Figure 17. Log-transformed Nash-Sutcliffe Efficiency by year for the Pomperaug validation 
model. 
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Daily NSE by year (Figure 16) reveals that model performance varies over the period of 
record. NSE falls below the 0.5 threshold 8 out of 33 years. Log-NSE is below 0.5 for 3 years 
(Figure 17). In some cases, poor NSE values can be attributed in large part to a single large 
storm event, which illustrates a limitation of the NSE statistic. This is prominently demonstrated 
in the model’s streamflow simulation during the September 1999 Hurricane Floyd, which 
released over 19 centimeters of rain on the Pomperaug watershed per PRMS-distributed 
precipitation input. Daily average simulated streamflow for September 16, 17, and 18 were 
79.17, 86.34, and 32.82 cubic meters per second, respectively, while observed average flows 
were 20.16, 33.41, and 6.40 cubic meters per second. Daily NSE for 1999 including Hurricane 
Floyd was -0.24, meaning that the model simulates streamflow more poorly than the mean of 
the observed streamflow. However, when the day of Hurricane Floyd and the two successive 
days (September 16, 17, and 18) were removed from the 1999 streamflow simulation, NSE 
increased to 0.52 (Figure 17); further, average simulated streamflow for water year 1999 
decreased from 4.19 to 3.68 cubic meters per second, bringing it closer to the average 
observed streamflow of 3.26 meters per second with Hurricane Floyd excluded. The high log-
NSE of 0.77 for 1999—indicating low flows are simulated well—is further evidence that that high 
flows have a large effect on the NSE statistic. As shown, the model exhibits satistfactory 
performance for 362 out of 365 days, but this would not be apparent without the exclusion of 
Hurricane Floyd. Other years with particularly poor NSE results (below 0.5) include 1985, 1988, 
and 2000, but no single storm during these years had an effect on NSE as drastic as Hurricane 
Floyd. For some years, it is evident that model performance is more generally subpar. For 
example, in 1985 and 2000, both NSE and log-NSE fall below the 0.5 threshold. This indicates 
that the model simulates neither high flows nor low flows well.  
As shown in Figure 18 and 19, there is a general downward trend in NSE and log-NSE 
over the simulation. For the NSE test with all years included, this trend is insignificant; however, 
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when the four apparent outlier years (1985, 1988, 1999, 2000) are excluded, the downward 
trend is significant at greater than a 95 percent confidence level (p-value=0.014). This trend 
could either be caused by unaccounted changes in watershed characteristics or changing 
climate factors to which the model responds poorly. In the case of the Pomperaug, changes in 
precipitation patterns and subsequent model performance may best explain the downward trend 
in NSE. According to the PRMS-distributed precipitation data, precipitation events of greater 
than 0.25 millimeters per day have decreased at a rate of nearly one fewer event per year 
(Figure 18) while precipitation events greater than 25 millimeters per day have increased 
(Figure 19). ANOVA found these trends to be statistically significant at above a 95 percent 
confidence level (See Appendix C for data). As demonstrated by Hurricane Floyd, NSE is 
particularly sensitive to poorly simulated large storm events, so it is likely that the increased 
frequency of larger storms has negatively impacted NSE. However, the raw precipitation data 
indicates that the trend of increased frequency of larger storms is apparent at only three of the 
four climate stations; the Danbury station shows a decrease in the frequency of larger storms. 
Further, the decreased frequency of all precipitation events (>0.25 millimeters) is only evident at 
the Woodbury station. It is difficult to assess individual climate station data and associated 
trends because all stations except for the Bradley station have substantial gaps in their records. 
The Danbury station has 17 years with gapless records, Middletown has 11 years, and 
Woodbury has 23. Even a single day gap in the data for a given climate station and given year 
disqualified that year from the station trend analysis, but all data were included as PRMS input. 
Therefore, independent analysis of the climate station records can neither endorse nor 
contradict the PRMS-distributed precipitation data. A more thorough examination including more 
climate stations with gapless records could provide more insight into this concern. 
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Figure 19. The increasing yearly trend in the number of days with precipitation greater than 1 
inch. This trend was significant with greater than 95 percent confidence. 
Figure 18. The decreasing yearly trend in the number of days with precipitation greater than 
0.01 inches. This trend was significant with greater than 99 percent confidence. 
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Table 14. Monthly average simulated and observed streamflow for the Pomperaug validation 
model. 
Month 
Monthly average 
observed streamflow 
m3/s(ft3/s) 
Monthly average 
simulated streamflow 
m3/s(ft3/s) 
Difference 
(Simulated-
Observed) 
January 4.81(170) 5.24(185) 0.42(15) 
February 4.47(158) 4.84(171) 0.34(12) 
March 7.25(256) 7.36(260) 0.11(4) 
April 6.88(243) 6.12(216) -0.74(-26) 
May 4.59(162) 3.71(131) -0.85(-30) 
June 3.57(126) 3.03(107) -0.54(-19) 
July 1.59(56) 1.56(55) -0.06(-2) 
August 1.76(62) 1.39(49) -0.37(-13) 
September 1.73(61) 1.81(64) 0.06(2) 
October 2.72(96) 3.17(112) 0.48(17) 
November 3.62(128) 4.16(147) 0.51(18) 
December 5.01(177) 5.41(191) 0.40(14) 
 
 As shown in Table 14, simulated and observed average monthly streamflow matched 
most poorly for May, while March and July matched very well. However, monthly NSE revealed 
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Figure 20. Standard and log-transformed Nash-Sutcliffe Efficiency by month for the Pomperaug 
validation model. 
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that the model most poorly simulated July streamflow with an NSE value of 0.36 (Figure 20). 
Poor model performance in the summer and late fall may be explained by few poorly simulated 
precipitation events. Thunderstorms, nor’easters, and hurricanes can release heavy and 
localized precipitation (Bjerklie et al., 2010); these precipitation patterns may not be well 
represented by the input data from the four climate stations. This premise is supported by the 
reaction of the NSE to the removal of some particularly large July storms during the years 1988, 
1998, 2000, 2008, and 2009 (see Appendix D). Simulated streamflow during these storms is 
severely underestimated except for the July 1988 storm, for which streamflow is overestimated. 
Additionally, recorded precipitation for these storms varies widely between the four climate 
stations. For instance, during the 7/15/2000 storm, the Woodbury station recorded 11.0 
centimeters of precipitation, while the Bradley station recorded only 2.0 centimeters. Whether 
these are accurate measurements or this represents a discrepancy is not known, but 
regardless, interpolation is highly questionable in this case. When the PRMS-simulated 
streamflow for these five storms and their subsequent recessions are removed from the record 
(amounting to a total of 18 days or 1.7 percent of the July record removed), July NSE for the 
full-record increases from 0.36 to 0.46. This again confirms that heavy, localized storms have a 
large effect on model performance as measured by the Nash-Sutcliffe Efficiency; this also 
explains how the NSE can indicate poor model performance even while the monthly water 
balance matches exceptionally. 
 Overall, streamflow statistics are comparable to the previous study (Bjerklie et al., 2010). 
In that study, consumptive watershed withdrawals and the estimated flood storage effect of the 
abandoned O&G quarry ponds were subtracted from the PRMS simulated hydrographs. These 
elements were not explicitly considered in this thesis, though it is assumed that the Muskingum 
routing component partially accounted for the flood storage effect of the quarry ponds. Even 
without considering withdrawals within the model, the long-term streamflow statistics are 
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acceptable. Streamflow hydrographs are provided in Appendix E. 
Pomperaug Comparative Models 
 The Pomperaug watershed was subdivided into four levels: 1 HRU (lumped), 18 HRUs, 
49 HRUs, and 130 HRUs. These models were parameterized using three distinct methods as 
previously described. 
Long-Term Water Balance 
The simplified full-record water balance of the Pomperaug revealed some differences 
among model outputs. Yearly average distributed watershed precipitation decreased with 
increased subdivision, but it varied by only 0.25 millimeters among the 24 files, averaging 131 
centimeters, essentially the same as the validation model. 
Average yearly simulated actual evapotranspiration varied by over 5 centimeters among 
all models (Figure 21). Note that the conspicuous difference in the first three rounds of the 18 
HRU Luca calibration results is probably due to the randomness inherent in the Luca shuffled 
complex evolution calibration procedure. The adapted-parameterization 130 HRU subdivision 
simulated the least evapotranspiration, at an average of 61 centimeters per year; the default 
parameterization Luca-calibrated 1 HRU model simulated the greatest amount at over 66 
centimeters per year. In general, both actual and potential evapotranspiration decreased as 
subdivision increased.  
Actual evapotranspiration is the sum of pervious surface evapotranspiration, impervious 
surface evaporation, canopy interception evaporation, and snow evaporation. With an increase 
in HRU subdivision: pervious area evapotranspiration decreased; impervious area evaporation 
generally increased but still constituted less than 0.005 percent of total evapotranspiration; and 
both snow evaporation and canopy evaporation increased. These increases happened despite 
a decrease in simulated solar radiation and potential evapotranspiration, indicating that these 
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evaporation components are more affected by other physical HRU parameters besides those 
used in the evapotranspiration calculations. This shows that for evapotranspiration simulation, 
smaller HRUs result in different—and perhaps better—watershed representation. The decrease 
in actual evapotranspiration could be a result of improved watershed representation and less 
generalization in characteristics such as slope, aspect, and latitude. For example, increased 
subdivision means that the localized steeper areas of the watershed are more distinguished 
rather than averaged into the flatter and more common upland areas; similarly, aspect of these 
steeper areas are more accurately represented. 
Simulated streamflow averaged between 4.22 meters per second or 66 centimeters per 
year for the default parameterization 18 HRU subdivision and 4.39 cubic meters per second or 
69 centimeters per year for the first 3 Luca rounds of the 18 HRU subdivision. There was no 
apparent relationship between HRU size and average streamflow.   
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The long-term average proportions of the respective streamflow components 
(groundwater flow, surface runoff, and shallow interflow) were evaluated. Groundwater flow 
decreases with increased subdivision in the adapted-parameterization models; the 130 HRU 
adapted-parameterization subdivision simulated groundwater flow as accounting for less than 
43 percent of total streamflow (Figure 22). This deficit in groundwater storage release caused 
groundwater storage to steadily build up over the simulation, averaging 1.14 centimeters of 
storage increase per year and an unrealistic maximum groundwater storage of over 50 
centimeters. The 49 HRU adapted-parameterization subdivision also exhibits this trend to a 
lesser degree, averaging 0.48 centimeters of additional groundwater storage increase per year. 
This demonstrates that the adapted-parameterization methods (Bjerklie et al., 2010) do not 
translate well across scale levels, which is expected and was acknowledged as a possibility in 
the previous Pomperaug study. There are no trends evident among subdivision levels for the 
other parameterization methods. 
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Average yearly simulated interflow varied widely among the models (Figure 23). 
Interflow increased with increased subdivision for the adapted-parameterization method; 
otherwise there were no trends for the other parameterization methods with different levels of 
HRU subdivision. 
As shown in Figure 24, average yearly simulated surface runoff varied widely among the 
models. Of note here is the decrease in surface runoff with an increase in subdivision for the 
Luca-calibrated models. The same trend is not seen in the default parameterization model, so it 
this is likely an effect of the Luca calibration.  
Comparing the summed residuals of all flow components, the 49 HRU subdivision for the 
adapted-parameterization method most closely matched the expected proportions of 
groundwater, surface runoff, and interflow. This is an expected result, because the 49 HRU 
comparative model is the closest in subdivision to the 55 HRU validation model and the 
adapted-parameterization method is designed specifically for the Pomperaug at the 55 HRU 
subdivision. 
Streamflow Statistics 
Complete model performance statistics for all Pomperaug comparative models are 
available in Appendix F. The adapted-parameterization method resulted in the poorest daily 
NSE with values of 0.04, -0.14, -0.15, and -0.29 for the 1, 18, 49, and 130 HRU subdivision 
schemes, respectively. This suggests that the adapted-parameterization methods are least valid 
for the 130 HRU subdivision scheme, as expected. Using the default parameterization method, 
model performance was exceptionally similar among the four subdivision schemes, with 
average daily NSE values of 0.32, 0.32, 0.33, and 0.32 for the 1, 18, 49, and 130 HRU 
subdivisions, respectively.   
Unsurprisingly, the Luca-calibrated parameter files attained the best NSE values. By the 
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fourth round of Luca calibration, average daily NSEs for the full-record for the 1, 18, 49, and 130 
HRU subdivisions were 0.57, 0.58, 0.59, and 0.59, respectively. In the same order, log-NSE 
values were 0.68, 0.69, 0.70, and 0.70. For the Luca-calibrated models, the lumped model 
returns the worst NSE of the four subdivision levels for 19 out of 33 years of model runtime 
(Figure 25). 
Despite the inferior performance of the lumped model suggested by the NSE results, 
flow-duration statistics indicate the opposite—that the lumped model generally estimates 
streamflow most accurately (Figure 26).  
Average monthly NSE for the comparative models was generally good. The adapted-
parameterization method achieved monthly NSE values of 0.79, 0.79, 0.78, and 0.75 for the 1, 
18, 49, and 130 HRU subdivisions, respectively. The default parameterization method achieved 
0.67, 0.67, 0.66, and 0.66 monthly NSE values, and the Luca-calibrated parameterization 
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method returned monthly NSE values of above 0.8 for all subdivisions by the fourth round of 
calibration.  
 Flaws in model performance were consistent among subdivision schemes and 
parameterization methods. July was universally the most poorly simulated month, and 
December was generally the best simulated month. Water year 1999 was poorly simulated in 
every model because of the poorly simulated Hurricane Floyd, as previously explained. 
 The results from the Pomperaug River watershed comparative PRMS models suggest 
that HRU size has little impact on the model ability to simulate streamflow. There is evidence 
that increasing subdivision may improve representation of land cover and topographic 
properties. Besides the slightly inferior NSE results of the lumped model, there is no indication 
that increased subdivision has a positive or negative effect on simulation performance; on the 
contrary, model performance is remarkably similar among the levels of HRU subdivision. 
Additional levels of subdivision could solidify the results of this study, although the 130 HRU 
Figure 26. Flow-duration curves for the Luca-calibrated Pomperaug comparative models. 
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subdivision is a reasonable upper limit because the size of some HRUs at this subdivision level 
are smaller than suggested by the USGS (0.1 to 500 square kilometers). 
 Kankakee Results 
Kankakee Validation Model 
 The 59 HRU subdivision was taken from the PRMS Geospatial Fabric and was used to 
create the validation model and test PRMS suitability for the Kankakee watershed. Where 
possible, parameterization procedures followed the GIS Weasel manual (Viger and Leavesley, 
2007) and/or the PRMS Preliminary Spatial Parameters metadata (Viger, 2014). Flow routing 
parameters were calibrated using Luca Otherwise, default PRMS values were generally used. 
The final parameter values for the Kankakee validation model are presented in Appendix G. 
Long-Term Water Balance 
 Average annual Daymet-distributed precipitation in the Kankakee was 104 centimeters; 
this is greater than independent reports (Clendenon and Beaty, 1990; Knapp, 1992) which 
estimate an average of 97 centimeters of precipitation per year. However, these estimates are 
based on precipitation records from 1950 to 1980, and therefore might be outdated. Current 
data suggest precipitation has increased. The 1981–2010 precipitation normals for the six 
closest NOAA climate stations (two within the watershed, all others less than eleven miles 
distant) range between 99 and 108 centimeters, which suggests that simulated precipitation is 
appropriate. 
 PRMS simulated annual potential evapotranspiration to be 65 centimeters, and actual 
ET at 59 centimeters. Average annual ET has been independently estimated to be at least 63 
centimeters for the Kankakee (Clendenon and Beaty, 1990). Because ET is driven by solar 
radiation, input data which underestimates solar radiation could cause this deficit. However, 
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mean input daily solar radiation averages 337 Langleys per day, which is even greater than 
published data for locations close to the Kankakee (Knapp et al., 1980). Underestimated ET 
may therefore be caused by an underestimation of the amount of water available for 
evapotranspiration within the capillary reservoir (soil_rech_max). 
 In the Kankakee PRMS models, water that is not evaporated is either routed to the 
stream or to the groundwater sink, which allows for water to leave the model domain without 
exiting through stream network. Simulated average daily streamflow was 68.47 cubic meters per 
second (37 centimeters per year) which is 4.3 percent less than the observed 71.56 cubic 
meters per second (38 centimeters per year). Table 15 shows the components of flow for the 
Kankakee River. Baseflow has been independently estimated to account for over 80 percent of 
Kankakee River streamflow (Clendenon and Beaty, 1990). If model baseflow is equated to 
observed groundwater flow, it is apparent that the model underestimates the fraction of 
baseflow contribution to the stream. However, slow interflow also contributes to baseflow, so 
some fraction of simulated interflow should be considered a baseflow component (the other 
portion is fast interflow from precipitation events). Model baseflow is estimated to account for 
between 58 percent and 89 percent of total streamflow, the difference representing the interflow 
portion of runoff. This study has not estimated the portions of slow and fast interflow, but for the 
model to match the independent estimation, at least two-thirds of simulated interflow must 
contribute to baseflow (i.e. slow interflow). 
Surface runoff has not been independently estimated, so the simulated average of 7.33 
cubic meters per second or 11 percent of total streamflow is assumed to be a good 
approximation given the satisfactory model performance as explained below. 
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Table 15. Long-term streamflow components simulated by the Kankakee River validation model. 
 
The groundwater sink coefficient (gwsink_coef) has no physical basis in the model, and 
was calibrated at 0.00232 for all HRUs, meaning that 0.232% of the groundwater reservoir 
storage is routed to the sink every day. Thus, simulated outflow to the groundwater sink 
averages 8.6 centimeters per year. With zero routing to the groundwater sink, the model 
overestimates streamflow by an average of nearly 14.16 cubic meters per second or 6.4 
centimeters per year. Use of the groundwater sink parameter may account for some of the 
component of watershed outflow that leaves the watershed underground and bypasses the 
gaging station. To the author’s knowledge, there is no independent estimation of this component 
of outflow so gwink_coef is a purely empirical parameter. Further calibration of this parameter 
could improve model results. For example, it may be prudent to set gwsink_coef higher for 
HRUs that border the watershed outlet and lower for the interior HRUs because it is expected 
that the outlet HRUs release more water underground that bypasses the gaging station as it 
exits the watershed. 
Streamflow Statistics 
Model performance in simulated streamflow (Table 16) was generally acceptable but 
there were some clear flaws. Daily NSE was 0.79 and NSE using log-transformed data was 
0.78. This indicates that PRMS simulates both high flows and low flows well. Monthly NSE was 
0.87 which indicates that the model estimates monthly streamflow volume relatively well. The 
model generally underestimates flows between than the 50 and the 1 percent exceedance 
levels with a peak bias of -11.6% at the 14 percent exceedance level, and generally 
Flow Component Validation Model average flow in m3/s(ft3/s) 
Decimal fraction of 
total flow) 
Groundwater 39.50(1395) 0.58 
Interflow 21.66(765) 0.32 
Surface runoff 7.33(259) 0.11 
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overestimates flows between the 50 and the 96 percent exceedance levels with a peak bias of 
18.7 percent at the 85 percent exceedance level, although it underestimates the very lowest 
flows below the 98 percent exceedance level. At both extreme high and low flows, the model 
generally overestimates. All exceedance biases are within the recommended maximum bias of 
±25 percent (Moriasi et al., 2007) for a satisfactory model (Table 17; Figure 27).  
 
Table 16. Performance statistics for the Kankakee River PRMS validation model. 
 
 
Table 17. Flow exceedance statistics for the Kankakee River PRMS validation model. These 
data were rounded. Percent bias calculations were done without rounding. 
 
Statistic 59 HRU (Calibrated) Observed 
Average NSE Water Years 1982–2015 0.75 - 
Daily NSE 0.79 - 
log-NSE 0.78 - 
Monthly NSE 0.87 - 
Average daily streamflow m3/s(ft3/s) 68.47(2418) 71.58(2528) 
Daily streamflow standard deviation m3/s(ft3/s) 43.30(1529) 48.65(1718) 
Maximum daily average streamflow m3/s(ft3/s) 449.50(15874) 331.31(11700) 
Minimum daily average streamflow m3/s(ft3/s) 9.97(352) 7.02(248) 
Monthly average streamflow m3/s(ft3/s) 68.55(2421) 71.70(2532) 
Monthly streamflow standard deviation m3/s(ft3/s) 34.01(1201) 41.77(1475) 
Exceedance Percentile 
Streamflow m3/s(ft3/s) Percent 
Bias Observed Simulated 
1-Flow exceeded 1 percent of the time 227.89(8048) 217.16(7669) -4.7 
5-Flow exceeded 5 percent of the time 168.26(5942) 151.10(5336) -10.2 
10-Flow exceeded 10 percent of the time 140.73(4970) 124.45(4395) -11.6 
25- Flow exceeded 25 percent of the time 95.43(3370) 86.20(3044) -9.7 
50- Flow exceeded 50 percent of the time 59.47(2100) 58.67(2072) -1.3 
75- Flow exceeded 75 percent of the time 33.41(1180) 38.28(1352) 14.6 
90- Flow exceeded 90 percent of the time 22.51(795) 25.77(910) 14.4 
95- Flow exceeded 95 percent of the time 19.09(674) 20.33(718) 6.6 
99- Flow exceeded 99 percent of the time 14.38(508) 13.56(479) -5.8 
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Figure 28. Nash-Sutcliffe Efficiency by year for the Kankakee validation model. 
Figure 27. Flow-duration curves for the Kankakee River PRMS validation model. 
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PRMS model performance was slightly better than the 22 HRU HSPF model previously 
applied to the Kankakee Watershed (Demissie et al., 2007). For the calibration period of 1987 to 
1995 (calendar years) used in that study, daily NSE was 0.72 and monthly NSE was 0.78. For 
the same period, PRMS returned a daily NSE of 0.74 and a monthly NSE of 0.84 in this study. 
NSE for individual years ranged between 0.53 (2006) and 0.88 (1999) (Figure 28); Log-
transformed NSE ranged from 0.51 (2003) to 0.90 (1998) (Figure 29), which are all above the 
recommended threshold of 0.5 for a satisfactory model (Moriasi et al., 2007) Distributed 
precipitation data from Daymet for the Kankakee watershed show a significant (p=0.05) 
increase in the number of days when precipitation is above 0.25 millimeters over the record, as 
well as a slight albeit insignificant increasing trend in the number of days with precipitation over 
25 millimeters. As expected given these trends, NSE over the full-record does not decrease as it 
does in the Pomperaug. 
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Figure 29. Log-transformed Nash-Sutcliffe Efficiency by year for the Kankakee validation model. 
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Mean NSE by month ranged from a low of 0.54 in August to a high of 0.92 in January 
(Table 18; Figure 30); log-NSE ranged from 0.07 in August to 0.90 in May and October. The 
Kankakee River watershed experiences localized thunderstorms through the summer 
(Clendenon and Beaty, 1990), which likely explains the particularly low August NSE. 
Additionally, August exhibits the largest overestimation of flows of all months, which is the most 
likely explanation for the very poor log-NSE. The watershed sees larger fronts during the spring 
and fall, which are better simulated than summer’s more localized thunderstorms, as expected. 
The slightly poorer NSE results in the late winter may indicate shortcomings with the model 
snowmelt simulation. 
Table 18. Monthly average simulated and observed streamflow for the Kankakee validation 
model. 
 
Month 
Monthly 
average 
observed 
streamflow 
m3/s(ft3/s) 
Monthly average 
simulated streamflow 
m3/s(ft3/s) 
Difference (Simulated-
Observed) m3/s(ft3/s) 
January 82.03(2897) 74.95(2647) -7.11(-251) 
February 86.08(3040) 77.76(2746) -8.30(-293) 
March 108.17(3820) 92.91(3281) -15.26(-539) 
April 102.42(3617) 90.42(3193) -12.01(-424) 
May 86.82(3066) 82.35(2908) -4.47(-158) 
June 83.76(2958) 78.64(2777) -5.10(-180) 
July 54.03(1908) 58.62(2070) 4.59(162) 
August 39.47(1394) 47.74(1686) 8.27(292) 
September 39.45(1393) 44.29(1564) 4.84(171) 
October 44.46(1570) 44.83(1583) 0.37(13) 
November 58.47(2065) 58.42(2063) -0.03(-1) 
December 71.58(2652) 71.58(2528) -3.54(-125) 
 66 
 
 
 
1987 1988 1989 1990 1991 1992 1993
0
50
100
150
200
250
300
350
400
O
C
T
D
E
C
F
E
B
A
P
R
J
U
N
A
U
G
O
C
T
D
E
C
F
E
B
A
P
R
J
U
N
A
U
G
O
C
T
D
E
C
F
E
B
A
P
R
J
U
N
A
U
G
O
C
T
D
E
C
F
E
B
A
P
R
J
U
N
A
U
G
O
C
T
D
E
C
F
E
B
A
P
R
J
U
N
A
U
G
O
C
T
D
E
C
F
E
B
A
P
R
J
U
N
A
U
G
O
C
T
S
T
R
E
A
M
F
L
O
W
 (
C
U
B
IC
 M
E
T
E
R
S
 P
E
R
 
S
E
C
O
N
D
)
Observed
Simulated
Figure 31. Hydrograph from the Kankakee River PRMS validation model for water years 1988 
through 1993. The excess simulated baseflow during summer months is obvious in the 
summers of 1988 and 1991. 
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validation model. 
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Evaluating the streamflow record hydrographs, (Figure 31; see Appendix H for all 
hydrographs) the model poorly simulates streamflow during the late spring to early winter 
months. The problem is that the model simulates excessive baseflow. One explanation for this 
is that the model does not consider groundwater withdrawals, and the Kankakee watershed has 
many high capacity withdrawals. If 1987 estimated groundwater withdrawals are manually 
removed from the simulation data, this effect is slightly reduced (Figure 32). There are obvious 
caveats with this procedure. The 1987 withdrawal data are potentially outdated, and withdrawals 
today might be much different. Additionally, as previously mentioned, these withdrawal 
estimates include part of the Iroquois River watershed which is not included in the model. 
Further, the removal of withdrawals from simulated streamflow assumes consumptive use of the 
water. Much of the water actually finds its way back to the stream network. Estimating 
consumptive use requires additional knowledge about water use, particularly irrigation 
Figure 32. Hydrograph from the Kankakee River PRMS validation model for April through 
December of 1988, showing the effect of manually removing withdrawals from the Kankakee 
River PRMS model. 
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techniques (e.g. sprinkler vs drip systems) used. Finally, the groundwater sink coefficient in the 
model has the same effect as a consumptive withdrawal and may be erroneously accounting for 
some of the human withdrawal. In short, an updated water resource assessment is required.  
Kankakee Comparative Models 
 Model results for three levels of subdivision (14, 59, and 97 HRUs) were compared for 
the Kankakee watershed. As previously explained, selected flow routing parameters (listed in 
Appendix I) for the comparative models were uniform for the watershed and across 
subdivisions. These parameters were simply taken as area-weighted averages from the 
validation model. This means that to ensure comparability, the 59 HRU validation model—which 
was calibrated for best performance—is not the same as the 59 HRU comparative model. 
Long-Term Water Balance 
 Average watershed precipitation was virtually the same for the three subdivision 
schemes at 104 centimeters per year. This indicates that there are no anomalies with HRU-
distributed precipitation from Daymet via the Geo Data Portal and demonstrates that decreasing 
HRU size does not appreciably change total distributed watershed precipitation. However, it 
must be noted that because of the differences in outer watershed delineation, the 14 and 97 
HRU subdivisions receive more precipitation volume than the 59 HRU delineation. Relative to 
the 59 HRU delineation, the 14 HRU subdivision effectively receives 0.5 centimeters more and 
the 97 HRU subdivision receives 0.7 centimeters more precipitation per year.  
As in the Pomperaug, average evapotranspiration decreased with an increase in 
subdivision. Averages were within 0.4 centimeters per year for all three subdivisions. Though a 
small difference, this may be a result of better physical watershed representation in the model 
with decreasing HRU size, as described with respect to the Pomperaug. 
 Simulated average daily streamflow was 69.15 cubic meters per second for the 59 HRU 
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subdivision; the 14 HRU and 97 HRU subdivisions simulated greater streamflow at 69.21 cubic 
meters per second and 69.75 cubic meters per second, respectively. The greater simulated 
streamflow in the 14 HRU and 97 HRU models is expected due to the slightly greater total size 
of the 97 HRU watershed delineation. 
Groundwater, interflow, and surface runoff flow components as fractions of total 
streamflow were essentially identical for all subdivision schemes (Table 19). Also of note is the 
remarkable similarity of these comparative model streamflow components to the validation 
model results, despite the more simplistic parameterization method for comparative model flow 
routing parameters (area-weighted averages from the validation model). 
Table 19. Flow components by HRU subdivision scheme for the comparative Kankakee PRMS 
models. 
 
Streamflow Statistics 
Full-record NSE results varied little among the three levels of subdivision (Table 20). All 
full-record daily and monthly NSE and log-NSE values were above the 0.5 threshold. However, 
daily NSE values varied throughout the years (Figure 33) from a minimum of 0.48 in 2006 (59 
HRU model) to a maximum of 0.91 in 1999 (97 HRU model). The 59 HRU model returned the 
worst NSE 26 out of 33 years of record and the worst log-NSE 21 out of 33 years. This seems 
to suggest that the 59 HRU model performs substantially worse than the other subdivisions. 
However, while daily NSE evaluation for each year averages an exceptional 0.77 for the 14 and 
97 HRU models, the 59 HRU model averages only slightly less at 0.75. Therefore, the average 
NSE comparisons are of somewhat limited significance. There was no trend in NSE or log-NSE 
with decreasing HRU size. 
Flow Component 
Average discharge m3/s(ft3/s) 
14 HRU 59 HRU 97 HRU 
Groundwater 39.61(1399) 39.73(1403) 39.85(1407) 
Interflow 22.78(804) 22.58(797) 23.04(814) 
Surface runoff 6.81(241) 6.83(241) 6.85(242) 
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Table 20. Model performance statistics for the three levels of Kankakee watershed subdivision. 
Bolded are the values which indicate the best performance for the given statistic. 
 
Statistic 14 HRU 59 HRU 97 HRU 
Daily NSE 0.81 0.79 0.79 
Number of years below 0.5 NSE 1 1 1 
Daily log-NSE 0.79 0.78 0.79 
Number of years below 0.5 log-NSE 0 0 0 
Monthly NSE 0.88 0.88 0.88 
Average daily streamflow m3/s(ft3/s) 69.21(2444) 69.15(2442) 69.75(2463) 
Daily streamflow standard deviation 
m3/s(ft3/s) 44.24(1562) 
44.66(1577) 42.65(1506) 
Maximum daily average streamflow 
m3/s(ft3/s) 
381.38(13468) 454.95(16066) 339.97(12006) 
Minimum daily average streamflow 
m3/s(ft3/s) 
10.23(361) 9.63(340) 10.70(378) 
Monthly average streamflow m3/s(ft3/s) 69.27(2446) 69.22(2445) 69.80(2465) 
Monthly streamflow standard deviation 
m3/s(ft3/s) 
35.23(1244) 34.96(1235) 35.11(1240) 
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Figure 33. NSE by year for the three levels of Kankakee subdivision. 
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All subdivision schemes generally underestimated higher flows and overestimated lower 
flows. At shown in Table 21 and the flow duration curves in Figure 34, the 14 HRU subdivision 
generally showed the greatest bias and the 97 HRU subdivision the least. Also of note is the 
relatively large difference in simulated extreme high flows (above 0.1 percent exceedance level) 
between the 97 HRU subdivision model and the other two subdivisions. Because streamflow 
routing is very important at high flows, this likely indicates that the additional low order 
tributaries included in the extensive 97 HRU Muskingum routing (Figure 7) work to effectively 
delay simulated stream discharge. 
The 97 HRU subdivision also exhibited the best performance at lower flows (99 percent 
exceedance) of the three models, although the difference in the flow exceedance biases are 
relatively small. This could be due to the slightly greater watershed area of the 97 HRU 
delineation. Overall, the flow exceedance statistics indicate that no model returns consistently 
superior model performance. Evaluation of model performance at additional levels of 
subdivision could expand upon these results and add clarity to trend analyses.  
Table 21. Flow exceedance statistics for the three levels of subdivision. Bolded are the values 
which have the least bias. 
 
Exceedance Percentile 
Percent Bias 
14 HRU 59 HRU 97 HRU 
1-Flow exceeded 1 percent of the time -2.55 -1.96 -6.33 
5-Flow exceeded 5 percent of the time -6.71 -7.66 -8.73 
10-Flow exceeded 10 percent of the time -8.98 -9.63 -9.52 
25- Flow exceeded 25 percent of the time -8.12 -8.55 -7.27 
50- Flow exceeded 50 percent of the time -1.25 -1.48 0.72 
75- Flow exceeded 75 percent of the time 13.82 14.16 17.21 
90- Flow exceeded 90 percent of the time 12.28 12.96 15.94 
95- Flow exceeded 95 percent of the time 4.85 4.75 10.26 
99- Flow exceeded 99 percent of the time -6.69 -8.29 1.20 
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Again, as with the long-term water balance and the streamflow components, there is a 
remarkable similarity of the comparative model streamflow statistics to the validation model 
performance, despite the fact that the flow routing parameters in the comparative models are 
uniformly set to the area-weighted averages of their validation model counterparts. 
Although it could be argued that strict comparability of the Kankakee models is 
somewhat questionable because of the slight differences in delineated watershed sizes and 
delineation method, the author believes the comparative models have yielded valid results for 
the study purpose. The results generally indicate that HRU size has very little effect on the 
model’s ability to simulate streamflow. There is little difference between the long-term water 
balances or streamflow statistics among the comparative models, so there is no conclusive 
evidence that model performance improves or worsens with decreasing HRU size.  
 
Figure 34. Flow-duration curves for the Kankakee comparative models. 
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Limitations 
There are caveats of this study which must be considered. The one overarching 
limitation is that the results detailed here are relevant only to the Pomperaug and the Kankakee 
watersheds. Specific limitations include the following: 
1. Muskingum routing requires estimating stream velocity, which is difficult to do accurately 
on any river without field observations. In the case of the comparative Kankakee models, 
expanding the Muskingum stream network to include many ungaged drainage ditches 
decreases the confidence in velocity calculations. 
2. This study attempted to avoid scale effects of flow routing parameters, so resolution of 
these parameters was not investigated except for the comparative Pomperaug models 
which used the adapted-parameterization method. Per the literature review, most studies 
do not derive physics-based relations for flow routing parameters; the previous 
Pomperaug study (Bjerklie et al., 2010) is a rare exception. If a scalable physical basis 
for routing parameters can be created, the resolution of these parameters should be 
considered in pair with GIS parameter resolution. 
3. As “black box” models, the Luca-calibrated models simulated well per the NSE metrics. 
However, despite their use in physics-based equations within the model, the calibrated 
values have little physical meaning, and as shown, can result in completely inaccurate 
water balances. Although commonly limited by data availability, the solution is to connect 
the reality to the model as much as possible for any given watershed. 
4. Human withdrawals and imports were not considered in the Kankakee model due to a 
lack of recent data. An updated water resource assessment would allow improvements 
to the model. 
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Summary and Conclusions 
 
The validation models for the Pomperaug and Kankakee watersheds demonstrate that 
PRMS is a suitable modeling software for modeling both watersheds, though there is room for 
improvement. As shown, input climate data is the most important part of a model, and flaws in 
the input data can cause severe issues. In particular, achievable performance of the Pomperaug 
model is limited because there is only one climate station that is positioned within the 
watershed. Unfortunately, there is little that can be done to improve accuracy of climate 
distribution without increasing the number and density of climate stations. Due to watershed 
size and the baseflow-dominated high-order stream, the Kankakee model was not as sensitive 
as the Pomperaug to individual storms and any problems with input data. Although the 
Kankakee model generally simulated streamflow well, it did so with the sacrifice of some 
realism. This is because most of the flow routing parameters were estimated using generalized 
methods, and some were calibrated using Luca. This somewhat limits the utility of the model. 
Further work could attempt to link model parameters to the reality. 
One purpose of the comparative models was to determine if the different levels of HRU 
subdivision resulted in changes in whole-watershed precipitation and evapotranspiration. 
Precipitation was essentially insensitive to HRU subdivision. In both watersheds, 
evapotranspiration decreased with increased subdivision for both watersheds, which may 
indicate that more spatial variation (e.g. slope, aspect, elevation) is being represented in the 
model and therefore that the evapotranspiration estimates are more accurate. 
There are some nuances in the streamflow evaluations among subdivision levels. For 
example, the daily NSE by year suggests that the calibrated single HRU Pomperaug model 
performs most poorly for the majority of the years. However, the difference in NSE between the 
single HRU model and the other three subdivisions for any single year is generally very small. 
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Overall, the evaluations indicate that little to no subdivision of the Pomperaug is required to 
create an adequate model. Similarly, streamflow simulation statistics for the Kankakee showed 
no trend with decreasing HRU size. Because the extent and complexity of the Muskingum 
stream network increases with a decrease in HRU size, this also shows that increased 
representation of the stream network has little effect on the model ability to simulate streamflow. 
This raises the question of how a lumped PRMS model of the Kankakee—with a single 
Muskingum stream segment or completely without routing—might perform. The finding that the 
Kankakee comparative models perform roughly the same as the validation model offers 
evidence that a single HRU Kankakee model may perform quite well. However, it should be 
expected that due to the size of the Kankakee, a PRMS model without streamflow routing would 
perform poorly. 
Some inferences can be made regarding PRMS parameter sensitivity. Model 
performance was shown to be relatively insensitive to the GIS-determined watershed 
parameters (those shown in Appendix B). The validation models demonstrated that model 
performance is particularly sensitive to the parameters that control the release of water from the 
subsurface reservoirs to the stream (those shown in Appendix I). Parameter gwflow_coef is very 
important for controlling the release of water from the groundwater reservoir, particularly for 
streams that are baseflow-driven; and the shallow subsurface routing coefficients are very 
important in controlling the speed at which stormflow reaches the stream. Future work could 
investigate the effect of changing HRU size with regard to these surface and subsurface flow 
routing parameters, but depending on the parameterization methods, the study design would 
have to consider how differences in scale of the sub-watersheds within the HRUs may affect 
results. Such scaling issues were demonstrated in the Pomperaug comparative models 
parameterized with the physics-based method. In the case of the Kankakee comparative 
models, no evidence of scaling issues arose between the 14 and 97 HRU models, but the 
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parameterization method using area-weighted averages for flow routing parameters was highly 
simplistic. Attempting to scale more complex parameterization methods for use with different 
size HRUs will likely cause scaling issues. 
This thesis adds to previous work which investigated the relation between HRU size and 
model performance. These studies either found that decreasing HRU size had no significant 
effect on model performance (Steele, 2013) or decreased model performance (Qi et al., 2009). 
This thesis agrees with the results by Steele that little subdivision is required for the creation of 
a satisfactory model. Further breadth is contributed by the fact that models of two watersheds 
with different climate distribution methods, parameterization methods, and streamflow routing 
methods show similar results regarding the impact of HRU size on PRMS performance.  
When reliable, contemporary, high resolution GIS data are not available, this study 
shows that the use of low-resolution data in PRMS parameterization may not be a drawback. It 
is possible for models to be created without computer GIS analysis. Satisfactory 
parameterization of many physical parameters may be achieved by simply examining a digital 
elevation model or survey data in addition to aerial imagery on a coarse scale; other parameters 
can be estimated from analogous PRMS models and subsequently calibrated. 
Custom subdivisions may be required in a hydrologic model depending on the purpose 
of the model, regardless of its effect on model performance. For example, the modeler might be 
tasked with simulating streamflow at many locations within the watershed, which requires 
greater subdivision. This study does not show that smaller HRU sizes result in a reduction in 
PRMS performance, so it supports such increased subdivision. 
Future work could attempt to evaluate additional levels of subdivision for the Pomperaug 
and Kankakee watersheds, but effort would also be well spent examining other watersheds 
using some of the methods described in this study. In particular, these methods may be well 
applied to mountainous watersheds that are heavily affected by snowpack processes. 
 77 
Snowpack depletion can occur rapidly in mountainous basins, but whether snowpack is 
removed by sublimation/evaporation or by snowmelt runoff is heavily influenced by slope, 
aspect and elevation. For mountainous regions in the Northern Hemisphere, south facing slopes 
experience more rapid snowpack depletion and more depletion by sublimation/evaporation 
relative to north facing slopes. Indeed, in computing snowpack processes, PRMS incorporates 
slope, aspect and elevation into solar radiation, evaporation and snowmelt processes. It is 
expected that these topographic parameters are critical in mountainous watersheds with 
substantial snowpack influence, and it follows that HRU size and delineation should also be very 
important. Steele (2013) evaluated mountainous watersheds using PRMS, but notably the 
HRUs in that study were equivalent to sub-watersheds. Future mountainous studies should 
consider using hillslope HRUs instead. Hillslope HRUs typically break a sub-watershed into two 
parts with the stream as a border. The significance of this is that the opposing hillslopes of a 
sub-watershed are considered discretely, and thus topographic parameters are more 
representative of reality. 
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Appendix A. PRMS Parameterization Procedures 
 This appendix describes the parameterization methods used for the Pomperaug 
comparative models and the Kankakee validation and comparative models. PRMS-specific 
software terms are italicized.  
Geographic and Topographic 
A digital elevation model (DEM) was used to determine geographic and topographic 
properties. The parameters derived directly from the delineation shapefile or the DEM include 
HRU area (hru_area), HRU centroid longitude and latitude (hru_x, hru_y, hru_lat), median HRU 
elevation (hru_elev), mean HRU slope (hru_slope), and median HRU aspect (hru_aspect). 
Table A1 explains the ArcGIS procedures for calculating these parameters. 
Table A1. Procedures for calculating geographic and topographic properties. 
Parameter Method 
hru_area 
Input: HRU polygon shapefile 
Procedure: Add Geometry Attributes: Geometry Properties set to AREA 
and Area Unit set to ACRES 
Output: Area added to attribute table of input HRU polygon shapefile 
hru_x, hru_y, 
hru_lat 
Input: HRU polygon shapefile 
Procedure: Add Geometry Attributes: Geometry Properties set to 
CENTROID 
Output: HRU latitude and longitude added to attribute table of HRU 
polygon shapefile 
hru_elev 
Input: Watershed DEM; HRU polygon shapefile 
Procedure: Int tool used to convert floating point DEM to integer raster; 
Zonal Statistics as Table used to calculate median elevation for every 
HRU 
Output: Zonal statistics table with median elevation by HRU 
hru_slope 
Input: Watershed DEM; HRU polygon shapefile 
Procedure: Slope used to produce slope raster from DEM: Output 
measurement set to PERCENT_RISE; Zonal Statistics as Table used 
to calculate mean slope for every HRU 
Output: Zonal statistics table with mean slope by HRU 
hru_aspect 
Input: Watershed DEM; HRU polygon shapefile 
Procedure: Aspect used to produce aspect raster from DEM; Divide 
used to divide degree raster by 57.296 to convert to radians; Sin and 
Cos used to calculate the sine and cosine of every raster cell; Zonal 
Statistics as Table used to calculate mean sine and cosine for each 
HRU; Join Field used to join the sine and cosine fields into one table; 
Add Field used to add an aspect field to table; Calculate Field used to 
calculate aspect field in degrees with Python expression: 
math.degrees((math.atan2(!Mean_Sin!,!Mean_Cos!))) 
Output: Zonal statistics table with median aspect by HRU 
Land Cover Type 
Cover type (cov_type) for each HRU signifies the hydrologically dominant cover type, 
which is not necessarily the spatially dominant cover type. PRMS accepts 5 cover type inputs: 
bare soil (0), grasses (1), shrubs (2), trees (3), and coniferous (4). Water bodies are classified as 
0. HRU cover type was derived from the NLCD 2011 land cover raster which was processed in 
ArcGIS as follows. First, Reclassify was used to place each of the NLCD classes into one of the 
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five cover types. Tabulate Area was applied to the reclassified raster to calculate the number of 
raster cells of each land cover class within each HRU. Subsequently, the percentage of each land 
cover class within each HRU was determined, and the hydrologically dominant land cover was 
assigned based on a procedure modified from the GIS Weasel manual (Viger and Leavesley, 
2007). This method was as follows for each HRU: 
1) If greater than 80 % bare, then cover = Bare Soil. Else, 
2) If greater than 20 % trees and coniferous, then cover is the more common of the two. Else, 
3) If greater than 20 % shrubs, then cover = Shrubs. Else, 
4) If greater than 35 % trees and shrubs, then cover is the more common of the two. Else, 
5) If greater than 50 % grass, then cover = Grasses. Else, 
6) If none of the above conditions occur, then cover is the largest non-bare category. 
This procedure is identical to the GIS Weasel procedure, except the distinction between 
coniferous and deciduous forests was not made in older versions of PRMS for which GIS Weasel 
was developed. 
Vegetation Rooting Depth 
For the Pomperaug, area-weighted average rooting depth by HRU was estimated from 
the NLCD 2011 land cover raster using the reclassification scheme described in Viger and 
Leavesley (2007). Developed land and open water (rooting depth = 0) were not included in the 
area-weighting. The Kankakee River watershed is heavily farmed, primarily with corn and 
soybeans, so rooting depth was estimated based on agricultural literature. An effective rooting 
depth of 60 inches was estimated for the entire watershed based on the approximate maximum 
total rooting depth of corn and soybeans in silt-loam soil (Irmak and Rudnick, 2014). 
Vegetation Cover Density 
Summer and winter vegetation cover density – covden_sum and covden_win, 
respectively – were calculated according to the procedure in Viger et al. (2014). Parameter 
covden_sum was taken as mean vegetation canopy density, while parameter covden_win was 
calculated as vegetation canopy density reduced by a “leaf keep” factor. Accordingly, land cover 
was reclassified into five classes and the cover density raster was multiplied by the 
corresponding leaf keep factor: Grasses (0.8), evergreen (1.0), deciduous (0.6), shrub (0.7), and 
bare (0.0). 
Winter Canopy Radiation Transmission  
Parameter rad_trncf is the transmission coefficient for short-wave radiation through the 
winter vegetation canopy (Markstrom et al., 2015). It was calculated from winter cover density 
using an equation from GSFLOW Training Class Material that accompanies the GSFLOW 
Techniques and Methods publication (Markstrom et al. 2008): 
𝑟𝑎𝑑𝑡𝑟𝑛𝑐𝑓 = 0.9917 ∗ exp (−2.7557 ∗ 𝑐𝑜𝑣𝑑𝑒𝑛𝑤𝑖𝑛) 
Canopy Interception 
The canopy precipitation interception parameters are srain_intcp, wrain_intcp, and 
snow_intcp which are summer and winter rain interception storage capacities, and snow 
interception storage capacity, respectively. These parameters were estimated by relating 
interception capacities to NLCD 2011 land cover type as described in Viger et al. (2014). 
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Impervious Surface 
Total impervious area (TIA) was calculated using ISAT (Impervious Surface Analysis 
Tool), an ArcGIS toolset built by NOAA. Impervious surface coefficients (Table A2) were based 
on NLCD 2011 impervious surface data and census-derived population density. An alternative 
method of estimating impervious surface would be to area-weight the NLCD impervious cover 
raster for each HRU. However, the derivation of these coefficients enable the estimation of 
impervious surface for hypothetical land-use scenarios and could be used for future estimations 
of impervious surface in agriculture-dominated areas. 
Parameter hru_percent_imperv represents the fraction of effective impervious area (EIA) 
in each HRU, which includes only the impervious surface that is hydrologically connected to the 
stream network such that it produces Hortonian surface runoff directly to a stream. Thus, 
hru_percent_imperv is not necessarily equivalent to TIA, particularly in rural areas where 
isolated impervious surfaces are discontinuous and less likely to transmit surface runoff to 
streams. An equation relating TIA to EIA has been developed for Connecticut and used in 
PRMS parameterization for the Pomperaug watershed (Bjerklie et al., 2010), so this equation 
was used for all Pomperaug models. Other literature has generally focused on the relationship 
between TIA and EIA in urban watersheds, which is not applicable to most of the agriculture-
dominated Kankakee watershed. It is expected that the ratio of TIA to EIA would generally be 
large in rural watersheds, because most impervious area does not produce surface runoff to 
streams. The Kankakee may take exception to this intuition because it features extensive 
artificial (tile) drainage to maintain suitable cropland. This study did not attempt to quantify the 
effects of this tile drainage; instead, it was an untested assumption that TIA is equal to EIA for 
the Kankakee watershed. 
 
Table A2. Impervious surface coefficients for NLCD land cover classes derived from NLCD 
impervious surface and population density. 
NLCD Legend 
ID 
NLCD Land Cover Classification 
Population Density 
High Med Low 
0 Unclassified 0 0 0 
11 Open Water 0.024 0.006 0.006 
22 Developed, Low Intensity 18.27 18.474 18.89 
23 Developed, Medium Intensity 58.975 56.945 56.95 
24 Developed, High Intensity 86.359 82.887 82.701 
31 Barren Land 0.003 0.011 0.01 
41 Deciduous Forest 0.002 0.002 0.002 
42 Evergreen Forest 0.003 0.002 0.001 
43 Mixed Forest 0 0.004 0.002 
52 Shrub/Scrub 0 0.001 0.001 
71 Grassland/Herbaceous 0.015 0.011 0.009 
81 Pasture/Hay 0.001 0.002 0.002 
82 Cultivated Crops 0.001 0.001 0.001 
90 Woody Wetlands 0.001 0 0 
95 Emergent Herbaceous Wetlands 0 0 0 
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Potential Evapotranspiration 
A modified Jensen-Haise equation (Markstrom et al., 2015) was used to estimate 
potential evapotranspiration. The Jensen-Haise PRMS module requires two parameters, jh_coef 
and jh_coef_hru. Values of jh_coef are Jensen-Haise coefficients by month, incorporating the 
average watershed elevation and average monthly maximum and minimum daily temperatures 
across the entire watershed and over the entire period of record. An equation to estimate 
jh_coef_hru is provided in Markstrom et al. (2015): 
𝑗ℎ_𝑐𝑜𝑒𝑓_ℎ𝑟𝑢 = 27.5 − [0.25(𝜌ℎ𝑖𝑔ℎ_𝑡𝑒𝑚𝑝 − 𝜌𝑙𝑜𝑤_𝑡𝑒𝑚𝑝)] −
ℎ𝑟𝑢_𝑒𝑙𝑒𝑣
1000
 
𝜌ℎ𝑖𝑔ℎ_𝑡𝑒𝑚𝑝 is the saturation vapor pressure in millibars for the mean maximum air temperature 
for the warmest month of the year. 𝜌𝑙𝑜𝑤_𝑡𝑒𝑚𝑝 is the saturation pressure for the mean minimum 
air temperature for the warmest month of the year. For the Kankakee watershed, the warmest 
month of the year is July, which has a mean maximum temperature of 28.72° C and a mean 
minimum temperature of 17.16° C. Saturation vapor pressure in millibars for both of these 
temperatures is calculated with this m equation: 
𝜌 = 10 ∗ 0.6108 exp [
17.27𝑇
𝑇 + 237.3
] 
Values for jh_coef_HRU are HRU-specific coefficients which use the average elevation of each 
HRU and the average maximum and minimum daily temperatures by HRU over the entire 
period of record. Thus, the Jensen-Haise evapotranspiration calculations are both month-
specific and HRU-specific. 
Soil Type 
Soil type (soil_type) was classified as sand (1), loam (2), or clay (3) (Markstrom et al., 
2015). The HRU is clay if the clay averages greater than 40% clay content; the HRU is sand if 
soil averages more than 50% sand content but less than 40% clay; otherwise the HRU is loam. 
Soil Water-Holding Capacities 
From rooting depth and the SSURGO available water capacity per unit depth, soil 
moisture parameters were estimated. Maximum soil moisture (soil_moist_max) is the available 
water content-the difference between wilting point and field capacity-of the capillary reservoir 
(Markstrom et al., 2015). Available water capacity was multiplied by the average rooting depth 
to estimate soil_moist_max. Maximum soil moisture in the upper capillary zone (soil_rechr_max) 
is the portion of soil moisture available for both transpiration and evaporation. Available water 
capacity fraction was multiplied by the lesser of the rooting depth or 18 inches (Viger and 
Leavesley, 2007). The difference in water content between soil_moist_max and soil_rechr_max 
represents the lower capillary zone, which is only depleted by transpiration (Markstrom et al., 
2015). 
Contributing Area — Surface Runoff 
Contributing area (carea_max) is the maximum percentage of HRU area which produces 
Hortonian overland flow during storm events. The assumption used by Bjerklie et al. (2010) for 
the Pomperaug watershed was that maximum contributing area is the sum of the percentage of 
open water and the percentage of Hydrologic Class D soils. This was the procedure used for all 
Pomperaug models. However, this procedure could not be used for the Kankakee due to 
limitations of available data. Specifically, SSURGO data was inconsistent with identification of 
Class D soils across the Kankakee watershed (Figure A1). This is a symptom of a general issue 
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of harmonization in the SSURGO dataset (Thompson et al., 2012; Nauman et al., 2012). The 
SSURGO database is an aggregation of soil information collected by the National Cooperative 
Soil Survey over the course of a century; these data were meant to aid land management, not 
be used in large-scale quantitative analysis (Nauman et al., 2012). However, there is a great 
wealth of estimated quantitative and qualitative soil properties within the SSURGO data and it is 
widely used for modeling purposes (Viger and Bock, 2014; Bjerklie et al., 2011, 2010). In the 
absence of consistent data, carea_max was arbitrarily set at 120% of the fractional area of 
waterbodies in each HRU on the untested assumption that greater surface water body area will 
mean greater surrounding contributing land area.  For HRUs with no surface water bodies, 
carea_max was set to 0.1%. 
 
 
 
Flow Routing Parameters — No Physical Basis 
 All parameterization procedures specified here are only pertinent to the Kankakee 
watershed. As described in the main text, the Pomperaug validation model was parameterized 
using physics-based methods (Bjerklie et al., 2010), and the comparative models were 
parameterized by three distinct methods. Initial parameterization methods described hear are 
Figure A1. This soil map produced from the SSURGO dataset illustrates 
the inconsistencies in assigning soils to a hydrologic group across the 
Illinois and Indiana border. 
 
Figure A1. This soil map produced from the SSURGO dataset illustrates 
the inconsistencies in assigning soils to a hydrologic group across the 
Illinois and Indiana border. 
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taken from the Preliminary PRMS parameterization procedures (Viger, 2014) metadata, but 
calibration procedures are specific to this thesis.  
Parameter slowcoef_sq is the non-linear coefficient in the equation to route gravity-
reservoir storage down slope for each HRU. It was set to the default value of 0.1 (Markstrom et 
al., 2015) and calibrated using Luca to maximize NSE for daily and monthly mean objective 
functions. Because all initial values were the same for all HRUs, the calibrated values were also 
uniform. 
Parameter slowcoef_lin is the linear coefficient in the equation to route gravity-reservoir 
storage down slope for each HRU. It was initially set to hru_slope times the area-weighted 
saturated hydraulic conductivity of each HRU, divided by hru_area; then the values were linearly 
scaled to fit in the range of 0.005-0.3. This value was calibrated using Luca to maximize NSE for 
daily and monthly mean objective functions. To maintain comparability, a single area-weighted 
slowcoef_lin value was used for all HRUs for all models. 
Parameter smidx_coef is the coefficient in the non-linear contributing area algorithm for 
each HRU. It was set to the  percent of surface water body coverage in each HRU, as was the 
procedure followed by Bjerklie et al. (2010) on the justification that contributing area to the 
drainage network will always consist at minimum of the area of non-isolated water bodies. This 
value was calibrated using Luca to maximize NSE for daily and monthly mean objective 
functions. To maintain comparability, a single area-weighted smidx_coef value was used for all 
HRUs for all models. 
Parameter gwflow_coef is the linear coefficient in the equation to compute groundwater 
discharge for each HRU. Note that this parameter is extremely important for the Kankakee 
watershed because, as previously discussed, the Kankakee River receives more than 80% of its 
inflow as groundwater baseflow. Parameter gwflow_coef was initially set equal to the linearly 
scaled value of slowcoef_lin. This value was calibrated using Luca to maximize NSE for daily 
and monthly mean objective functions. To maintain comparability, a single area-weighted 
gwflow_coef value was used for all HRUs for all models. 
Parameter soil2gw_max is the maximum amount of the capillary reservoir excess routed 
directly into the groundwater reservoir for each HRU. It was set to the cube of area-weighted 
hydraulic conductivity. This value was calibrated using Luca to maximize NSE for daily and 
monthly mean objective functions. To maintain comparability, a single area-weighted 
soil2gw_max value was used for all HRUs for all models. 
Parameter gwsink_coef is the linear coefficient in the equation to route flow to the 
groundwater sink (out of the model domain) for each HRU. This parameter was arbitrarily set to 
0.015 for all HRUs and subsequently calibrated using Luca to maximize NSE for daily and 
monthly mean objective functions. 
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Appendix B. Pomperaug Validation Model Parameters 
 
Table B1. GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. (Part 1) 
HRU 
Area 
(acres) 
Centroid 
Latitude 
(degrees) 
X 
Coordinate 
Albers 
(meters) 
Y 
Coordinate 
Albers 
(meters) 
Mean 
slope 
(percent) 
Median 
elevation 
(meters) 
Median 
aspect 
(degrees) 
Dominant cover 
type 
Summer 
cover 
density 
(percent) 
Winter 
cover 
density 
(percent) 
Mean 
Rooting 
Depth 
(inches) 
Percent 
effective 
impervious 
surface 
Available 
water 
capacity 
(inch/inch) 
1 876 41.6700 1867107 2299038 6.9 332 90 Grass 46 21 23 0.72 0.1139 
2 1859 41.6360 1867807 2295318 7.8 262 90 Deciduous Trees 61 27 27 0.71 0.1074 
3 452 41.6410 1868787 2296118 9.3 274 270 Grass 41 25 23 0.70 0.1109 
4 2676 41.6360 1870207 2295898 9.1 260 225 Deciduous Trees 57 26 26 0.70 0.1080 
5 285 41.6150 1869207 2293218 9.9 218 45 Deciduous Trees 75 31 31 0.66 0.1119 
6 3912 41.5930 1872027 2291378 8.2 204 270 Deciduous Trees 64 28 28 0.70 0.1076 
7 1231 41.5980 1869767 2291358 10.1 173 90 Deciduous Trees 72 30 30 0.65 0.0971 
8 1593 41.5890 1868527 2290058 9.4 189 90 Deciduous Trees 72 34 30 0.60 0.1093 
9 764 41.5830 1869607 2289638 9.4 160 90 Deciduous Trees 87 41 33 0.50 0.1074 
10 1188 41.5630 1871547 2287798 8.9 155 270 Deciduous Trees 81 35 31 0.52 0.1022 
11 1382 41.5480 1871327 2285978 11.2 163 270 Deciduous Trees 81 41 30 0.61 0.1022 
12 742 41.5710 1868447 2287998 10.2 152 225 Deciduous Trees 87 35 33 0.54 0.1044 
13 76 41.5580 1869347 2286678 6.4 78 180 Grass 26 11 18 1.05 0.1017 
14 316 41.5510 1869487 2285958 8.6 88 315 Deciduous Trees 53 30 23 1.13 0.1098 
15 1054 41.6630 1866147 2297998 9.0 303 270 Deciduous Trees 71 30 28 0.56 0.1118 
16 693 41.6400 1865907 2295278 10.1 241 270 Deciduous Trees 70 33 29 0.61 0.1183 
17 1108 41.6190 1866847 2293078 8.9 215 270 Deciduous Trees 73 35 30 0.67 0.1130 
18 3326 41.6480 1864067 2295738 11.6 279 90 Deciduous Trees 83 36 32 0.56 0.1217 
19 794 41.6140 1865387 2292138 9.8 206 90 Deciduous Trees 69 28 29 0.63 0.1130 
20 1600 41.6120 1864287 2291698 10.0 260 90 Deciduous Trees 73 31 30 0.57 0.1204 
21 1876 41.6200 1863027 2292298 13.1 236 270 Deciduous Trees 85 36 33 0.52 0.1171 
22 3860 41.6010 1862347 2289958 12.8 250 90 Deciduous Trees 81 34 32 0.58 0.1193 
23 539 41.5920 1866947 2289998 11.5 181 270 Deciduous Trees 90 46 33 0.48 0.1103 
24 407 41.5960 1865927 2290258 8.6 139 135 Grass 55 23 26 0.71 0.1072 
25 276 41.5790 1867007 2288518 14.2 145 270 Deciduous Trees 79 34 31 0.63 0.1128 
26 161 41.5770 1866507 2288218 12.1 124 45 Deciduous Trees 67 30 29 0.51 0.1190 
27 284 41.5780 1865907 2288118 12.6 121 225 Deciduous Trees 80 34 31 0.62 0.1144 
28 992 41.5710 1865587 2287278 12.5 177 45 Deciduous Trees 87 37 33 0.54 0.1162 
29 187 41.5640 1867747 2286938 11.5 97 90 Deciduous Trees 81 43 32 0.63 0.0890 
30 172 41.5660 1868007 2287318 13.2 90 225 Deciduous Trees 72 30 30 0.93 0.1107 
31 1227 41.5520 1865607 2285118 11.1 242 90 Deciduous Trees 84 37 33 0.57 0.1117 
32 821 41.5480 1867227 2285018 9.9 129 90 Deciduous Trees 72 34 29 0.64 0.1130 
33 501 41.5550 1867707 2285918 10.4 125 90 Deciduous Trees 88 37 33 0.55 0.1085 
34 541 41.5430 1869087 2284898 7.9 80 270 Grass 49 27 23 1.14 0.1071 
35 428 41.5320 1870067 2283918 8.6 86 270 Deciduous Trees 67 43 27 1.14 0.0965 
36 412 41.5320 1870987 2284138 12.0 149 270 Deciduous Trees 83 44 31 0.66 0.1131 
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Table B1. GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. (Part 1) 
HRU 
Area 
(acres) 
Centroid 
Latitude 
(degrees) 
X 
Coordinate 
Albers 
(meters) 
Y 
Coordinate 
Albers 
(meters) 
Mean 
slope 
(percent) 
Median 
elevation 
(meters) 
Median 
aspect 
(degrees) 
Dominant cover 
type 
Summer 
cover 
density 
(percent) 
Winter 
cover 
density 
(percent) 
Mean 
Rooting 
Depth 
(inches) 
Percent 
effective 
impervious 
surface 
Available 
water 
capacity 
(inch/inch) 
37 1065 41.521 1872267 2283098 9.9 203 225 Deciduous Trees 87 38 33 0.54 0.1236 
38 216 41.519 1871107 2282638 11.2 157 270 Deciduous Trees 96 67 35 0.42 0.104 
39 60 41.523 1870327 2282898 8.4 76 270 Grass 46 25 22 1.55 0.0919 
40 443 41.529 1869067 2283338 11.3 107 90 Deciduous Trees 85 59 32 0.55 0.0978 
41 1934 41.524 1867407 2282318 11.8 141 90 Deciduous Trees 79 35 30 0.54 0.1175 
42 650 41.507 1868687 2280618 12 110 135 Deciduous Trees 78 49 28 1.05 0.1015 
43 197 41.516 1869727 2281918 10.3 75 90 Deciduous Trees 56 45 21 0.58 0.0985 
44 164 41.514 1870247 2281858 7.6 70 270 Deciduous Trees 64 31 27 0.87 0.1129 
45 230 41.513 1870807 2281858 11.4 122 270 Deciduous Trees 88 53 33 0.5 0.1082 
46 852 41.503 1871667 2280898 9.3 180 270 Deciduous Trees 88 37 33 0.79 0.1178 
47 396 41.494 1870767 2279678 8.9 106 270 Deciduous Trees 84 42 32 0.9 0.1165 
48 488 41.495 1869867 2279618 6.2 63 270 Grass 50 21 23 1.37 0.1186 
49 516 41.498 1869167 2279698 7.5 68 90 Grass 44 21 21 1.69 0.1046 
50 135 41.483 1869167 2278038 7.9 80 90 Grass 40 17 21 1.79 0.1168 
51 116 41.478 1869927 2277638 6.3 68 315 Grass 30 14 17 2.32 0.1016 
52 128 41.482 1870207 2278138 6.4 68 225 Grass 41 17 20 2.28 0.1072 
53 885 41.488 1872187 2279318 8.1 185 270 Deciduous Trees 88 38 33 0.86 0.1165 
54 203 41.48 1871067 2278078 9.8 90 315 Deciduous Trees 48 21 19 2.44 0.1063 
55 1101 41.472 1872227 2277498 9.9 145 225 Deciduous Trees 81 33 31 1.01 0.1124 
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Table B1.GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. (Part 2) 
HRU 
Percent 
open 
water 
Summer 
rain 
interception 
storage 
capacity 
(inches) 
Winter rain 
interception 
storage 
capacity 
(inches) 
Snow 
interception 
storage 
capacity 
(inches) 
Soil type HRU 
Percent 
open 
water 
Summer 
rain 
interception 
storage 
capacity 
(inches) 
Winter rain 
interception 
storage 
capacity 
(inches) 
Snow 
interception 
storage 
capacity 
(inches) 
Soil type 
1 7.9 0.041 0.019 0.011 Loam 39 0 0.036 0.019 0.023 Clay 
2 0.3 0.047 0.021 0.015 Loam 40 1.5 0.048 0.032 0.05 Loam 
3 0.4 0.043 0.024 0.017 Loam 41 5.8 0.045 0.021 0.021 Loam 
4 1.4 0.046 0.021 0.014 Loam 42 0.9 0.041 0.027 0.041 Loam 
5 0.8 0.048 0.02 0.015 Loam 43 24.5 0.03 0.023 0.042 Loam 
6 0.6 0.046 0.021 0.015 Loam 44 0.4 0.048 0.022 0.02 Clay 
7 0 0.048 0.021 0.016 Loam 45 0.3 0.049 0.029 0.041 Loam 
8 0.7 0.047 0.022 0.02 Loam 46 0.1 0.049 0.021 0.021 Loam 
9 0.1 0.048 0.023 0.025 Loam 47 0.3 0.049 0.024 0.028 Loam 
10 0.1 0.049 0.022 0.02 Loam 48 0.9 0.042 0.018 0.012 Clay 
11 2.7 0.045 0.023 0.028 Loam 49 0.7 0.038 0.018 0.017 Clay 
12 0.8 0.048 0.021 0.018 Loam 50 0 0.044 0.02 0.012 Clay 
13 0 0.032 0.015 0.007 Clay 51 0 0.036 0.018 0.015 Clay 
14 0 0.037 0.022 0.026 Loam 52 0 0.036 0.018 0.015 Clay 
15 9.7 0.043 0.019 0.016 Loam 53 0.2 0.048 0.021 0.022 Loam 
16 1.1 0.047 0.022 0.019 Loam 54 0 0.029 0.013 0.02 Clay 
17 0.6 0.047 0.023 0.022 Loam 55 0 0.047 0.02 0.019 Loam 
18 0.5 0.047 0.021 0.019 Loam 
19 0.4 0.048 0.02 0.013 Loam 
20 0.4 0.049 0.021 0.016 Loam 
21 0.3 0.049 0.021 0.019 Loam 
22 0.3 0.049 0.021 0.017 Loam 
23 0.2 0.048 0.025 0.032 Loam 
24 0.3 0.047 0.021 0.011 Loam 
25 0.5 0.044 0.021 0.019 Loam 
26 1.7 0.049 0.021 0.016 Loam 
27 0 0.049 0.021 0.018 Loam 
28 0 0.049 0.022 0.02 Loam 
29 0.2 0.048 0.028 0.03 Loam 
30 0 0.047 0.021 0.017 Loam 
31 0 0.049 0.022 0.021 Loam 
32 0.5 0.047 0.023 0.021 Loam 
33 0.4 0.047 0.022 0.02 Loam 
34 3.1 0.042 0.022 0.021 Clay 
35 0.8 0.041 0.025 0.037 Clay 
36 0 0.047 0.024 0.031 Loam 
37 1.3 0.048 0.022 0.021 Loam 
38 0 0.049 0.035 0.058 Loam 
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Table B2. Non-GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. (Part 1) 
HRU 
Coefficient in 
Jensen-Haise 
ET 
computation 
Coefficient 
for SW 
radiation 
through 
winter 
vegetation 
canopy 
Max impervious area 
retention storage 
(inches) 
Max/min temperature 
adjustment (degrees 
Fahrenheit) 
Linear 
coefficient in 
routing water 
from gravity 
reservoir 
downslope 
Non-linear 
coefficient in 
routing water 
from gravity 
reservoir 
downslope 
Linear 
coefficient in 
routing water 
from gravity 
reservoir to 
groundwater 
Non-linear 
coefficient in 
routing water 
from gravity 
reservoir to 
groundwater 
Max capillary 
reservoir 
excess routed 
directly to 
groundwater 
(inches) 
jh_coef_hru rad_trncf imperv_stor_max tmax_adj/tmin_adj slowcoef_lin slowcoef_sq ssr2gw_rate ssr2gw_exp soil2gw_max 
1 21.11 0.79 0.001 0.00 0.2326 0 0.3 1.0 0.00 
2 21.34 0.73 0.001 0.00 0.2591 0 0.3 1.0 0.15 
3 21.30 0.75 0.001 0.00 0.3074 0 0.3 1.0 0.15 
4 21.35 0.74 0.001 1.80 0.2904 0 0.3 1.0 0.35 
5 21.48 0.69 0.001 -1.00 0.3087 0 0.3 1.0 0.46 
6 21.53 0.72 0.001 0.00 0.2645 0 0.3 1.0 0.31 
7 21.63 0.70 0.001 0.00 0.3148 0 0.3 1.0 0.50 
8 21.58 0.66 0.001 0.00 0.2516 0 0.4 1.0 1.29 
9 21.68 0.59 0.001 0.00 0.3080 0 0.3 1.0 0.22 
10 21.69 0.65 0.001 0.00 0.2448 0 0.4 1.0 1.12 
11 21.67 0.59 0.001 0.00 0.3216 0 0.4 1.0 0.93 
12 21.70 0.65 0.001 1.80 0.2808 0 0.4 1.0 1.15 
13 21.94 0.89 0.001 1.20 0.0422 0 0.9 1.0 4.90 
14 21.91 0.70 0.001 -1.00 0.2203 0 0.4 1.0 1.50 
15 21.21 0.70 0.001 0.00 0.3006 0 0.3 1.0 0.09 
16 21.41 0.67 0.001 0.00 0.3060 0 0.3 1.0 0.62 
17 21.49 0.65 0.001 0.00 0.2768 0 0.3 1.0 0.51 
18 21.28 0.65 0.001 0.00 0.3781 0 0.3 1.0 0.26 
19 21.52 0.72 0.001 0.00 0.3114 0 0.3 1.0 0.37 
20 21.35 0.69 0.001 0.00 0.3332 0 0.3 1.0 0.07 
21 21.43 0.64 0.001 0.00 0.4284 0 0.3 1.0 0.22 
22 21.38 0.66 0.001 0.00 0.4216 0 0.3 1.0 0.16 
23 21.61 0.54 0.001 0.00 0.3502 0 0.3 1.0 0.61 
24 21.74 0.77 0.001 1.00 0.2332 0 0.4 1.0 1.23 
25 21.72 0.66 0.001 0.00 0.3631 0 0.4 1.0 1.50 
26 21.79 0.70 0.001 -1.00 0.3203 0 0.4 1.0 1.32 
27 21.80 0.66 0.001 1.80 0.2482 0 0.6 1.0 2.54 
28 21.62 0.63 0.001 -1.00 0.3747 0 0.3 1.0 0.70 
29 21.88 0.57 0.001 0.00 0.2237 0 0.6 1.0 2.60 
30 21.90 0.70 0.001 1.80 0.1686 0 0.7 1.0 3.79 
31 21.41 0.63 0.001 0.00 0.3672 0 0.3 1.0 0.13 
32 21.78 0.66 0.001 0.00 0.2326 0 0.5 1.0 1.89 
33 21.79 0.63 0.001 0.00 0.2468 0 0.5 1.0 1.84 
34 21.94 0.73 0.001 0.00 0.2081 0 0.4 1.0 1.35 
35 21.92 0.58 0.001 0.00 0.0823 0 0.8 1.0 4.38 
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Table B2. Non-GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. (Part 1)—
continued 
HRU 
Coefficient in 
Jensen-Haise 
ET 
computation 
Coefficient 
for SW 
radiation 
through 
winter 
vegetation 
canopy 
Max impervious area 
retention storage 
(inches) 
Max/min temperature 
adjustment (degrees 
Fahrenheit) 
Linear 
coefficient in 
routing water 
from gravity 
reservoir 
downslope 
Non-linear 
coefficient in 
routing water 
from gravity 
reservoir 
downslope 
Linear 
coefficient in 
routing water 
from gravity 
reservoir to 
groundwater 
Non-linear 
coefficient in 
routing water 
from gravity 
reservoir to 
groundwater 
Max capillary 
reservoir 
excess routed 
to 
groundwater 
(inches) 
jh_coef_hru rad_trncf imperv_stor_max tmax_adj/tmin_adj slowcoef_lin slowcoef_sq ssr2gw_rate ssr2gw_exp soil2gw_max 
36 21.71 0.56 0.001 0.00 0.3964 0 0.3 1.0 0.15 
37 21.53 0.62 0.001 1.80 0.3305 0 0.3 1.0 0.09 
38 21.69 0.33 0.001 0.00 0.3652 0 0.3 1.0 0.22 
39 21.95 0.75 0.001 0.00 0.0007 0 1.0 1.0 6.09 
40 21.85 0.41 0.001 0.00 0.2550 0 0.5 1.0 2.05 
41 21.74 0.65 0.001 0.00 0.3420 0 0.4 1.0 0.88 
42 21.84 0.51 0.001 1.00 0.4073 0 0.3 1.0 0.00 
43 21.95 0.55 0.001 0.00 0.1918 0 0.6 1.0 2.75 
44 21.97 0.69 0.001 0.00 0.0054 0 1.0 1.0 5.97 
45 21.80 0.47 0.001 0.00 0.3788 0 0.3 1.0 0.11 
46 21.61 0.63 0.001 0.00 0.3053 0 0.3 1.0 0.22 
47 21.85 0.58 0.001 0.00 0.3006 0 0.3 1.0 0.00 
48 21.99 0.79 0.001 0.00 0.0558 0 0.8 1.0 4.48 
49 21.98 0.79 0.001 0.00 0.0823 0 0.8 1.0 4.12 
50 21.94 0.83 0.001 0.00 0.0952 0 0.7 1.0 3.94 
51 21.98 0.86 0.001 -1.00 0.0218 0 0.9 1.0 5.48 
52 21.98 0.83 0.001 1.80 0.0007 0 1.0 1.0 6.10 
53 21.59 0.62 0.001 0.00 0.2747 0 0.3 1.0 0.00 
54 21.90 0.79 0.001 -1.00 0.0333 0 0.9 1.0 5.48 
55 21.72 0.67 0.001 1.80 0.1924 0 0.6 1.0 2.59 
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Table B2. Non-GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. 
(Part 2) 
HRU 
Max 
contributing 
area to 
surface 
runoff 
(decimal 
percent) 
Coefficient 
in non-
linear 
contributing 
area 
algorithm 
Exponent in 
non-linear 
contributing 
area 
algorithm 
Max available 
water capacity 
of capillary 
reservoir 
(inches) 
Max water 
storage in soil 
recharge zone 
(inches) 
Max threshold 
snow pack 
water 
equivalent 
beneath which 
snow depletion 
curve is 
applied 
(inches) 
Max snow 
infiltration per 
day 
(inches/day) 
Coefficient in 
computing 
groundwater 
discharge 
Initial 
groundwater 
storage 
(inches) 
carea_max smidx_coef smidx_exp soil_moist_max soil_rechr_max snarea_thresh snowinfil_max gwflow_coef gwstor_init 
1 0.0300 0.079 0.5 3.2 2.1 4.1 1.6 0.0285 4.0 
2 0.0200 0.003 0.3 3.3 1.9 3.2 1.4 0.0810 4.0 
3 0.0100 0.004 0.4 3.4 2.0 3.4 1.6 0.1175 4.0 
4 0.0300 0.014 0.3 3.3 1.9 3.2 1.4 0.0320 4.0 
5 0.0010 0.008 0.5 3.8 2.0 2.5 1.2 0.0481 4.0 
6 0.0800 0.006 0.3 3.4 1.9 2.3 1.2 0.0338 4.0 
7 0.0800 0.001 0.4 3.3 1.7 1.8 1.2 0.0329 4.0 
8 0.0700 0.007 0.4 3.8 2.0 2.0 1.2 0.0098 4.0 
9 0.1000 0.001 0.5 3.5 1.9 1.5 1.0 0.0214 4.0 
10 0.2600 0.001 0.4 3.4 1.8 1.5 1.2 0.0249 4.0 
11 0.2100 0.027 0.4 3.4 1.8 1.6 1.2 0.0187 4.0 
12 0.1700 0.008 0.4 3.4 1.9 1.4 1.2 0.0142 4.0 
13 0.0010 0.004 0.7 4.2 1.8 0.2 2.0 0.0472 4.0 
14 0.0700 0.001 0.6 3.9 2.0 0.4 1.6 0.0080 4.0 
15 0.0500 0.097 0.5 3.4 2.0 3.8 1.2 0.0231 4.0 
16 0.0100 0.011 0.4 4.0 2.1 2.8 1.2 0.0596 4.0 
17 0.0200 0.006 0.4 3.9 2.0 2.4 1.2 0.0169 4.0 
18 0.0300 0.005 0.3 4.1 2.2 3.5 1.2 0.0249 4.0 
19 0.0100 0.004 0.4 3.8 2.0 2.3 1.2 0.0498 4.0 
20 0.0400 0.004 0.4 3.9 2.2 3.2 1.2 0.0481 4.0 
21 0.0300 0.003 0.4 3.8 2.1 2.8 1.2 0.0223 4.0 
22 0.1100 0.003 0.3 3.8 2.1 3.0 1.2 0.0392 4.0 
23 0.0100 0.002 0.5 3.8 2.0 1.9 1.0 0.0133 4.0 
24 0.0400 0.003 0.5 4.0 1.9 1.2 1.4 0.0160 4.0 
25 0.0400 0.005 0.6 4.0 2.0 1.3 1.2 0.0116 4.0 
26 0.0200 0.017 0.5 4.1 2.1 1.0 1.2 0.0516 4.0 
27 0.0100 0.001 0.5 3.6 2.1 0.9 1.2 0.0214 4.0 
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Table B2. Non-GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. 
(Part 2)—continued 
HRU 
Max 
contributing 
area to 
surface 
runoff 
(decimal 
percent) 
Coefficient 
in non-
linear 
contributing 
area 
algorithm 
Exponent in 
non-linear 
contributing 
area 
algorithm 
Max available 
water capacity 
of capillary 
reservoir 
(inches) 
Max water 
storage in soil 
recharge zone 
(inches) 
Max threshold 
snow pack 
water 
equivalent 
beneath which 
snow depletion 
curve is 
applied 
(inches) 
Max snow 
infiltration per 
day 
(inches/day) 
Coefficient in 
computing 
groundwater 
discharge 
Initial 
groundwater 
storage 
(inches) 
carea_max smidx_coef smidx_exp soil_moist_max soil_rechr_max snarea_thresh snowinfil_max gwflow_coef gwstor_init 
28 0.0500 0.001 0.5 3.9 2.1 1.8 1.0 0.0089 4.0 
29 0.2800 0.002 0.5 2.5 1.6 0.5 1.2 0.0347 4.0 
30 0.1700 0.001 0.6 3.4 2.0 0.4 1.2 0.0231 4.0 
31 0.0300 0.001 0.4 3.5 2.0 2.9 1.2 0.0463 4.0 
32 0.0300 0.005 0.4 3.5 2.0 1.0 1.2 0.0169 4.0 
33 0.2200 0.004 0.5 3.4 2.0 1.0 1.0 0.0196 4.0 
34 0.0300 0.031 0.4 3.8 1.9 0.3 1.6 0.0249 4.0 
35 0.2900 0.008 0.5 3.6 1.7 0.4 1.4 0.0089 4.0 
36 0.0700 0.001 0.6 3.6 2.0 1.4 1.2 0.0125 4.0 
37 0.1900 0.013 0.4 4.2 2.2 2.2 1.2 0.0347 4.0 
38 0.0300 0.001 0.6 3.5 1.9 1.5 1.0 0.0365 4.0 
39 0.0100 0.001 0.7 4.3 1.7 0.2 1.6 0.2625 4.0 
40 0.3400 0.015 0.5 3.3 1.8 0.7 1.2 0.0142 4.0 
41 0.1700 0.058 0.4 4.0 2.1 1.3 1.2 0.0133 4.0 
42 0.5300 0.009 0.7 3.1 1.8 0.8 1.2 0.0053 4.0 
43 0.3900 0.245 0.6 4.0 1.8 0.2 1.8 0.0107 4.0 
44 0.0010 0.004 0.5 4.1 2.0 0.1 1.4 0.1958 4.0 
45 0.0700 0.003 0.8 3.9 1.9 0.9 1.0 0.0098 4.0 
46 0.0300 0.001 0.4 3.9 2.1 1.9 1.0 0.0329 4.0 
47 0.0300 0.003 0.6 4.0 2.1 0.7 1.2 0.0418 4.0 
48 0.0010 0.009 0.4 4.4 2.1 0.0 1.6 0.0392 4.0 
49 0.0200 0.007 0.4 4.1 1.9 0.1 1.8 0.0463 4.0 
50 0.0010 0.001 0.8 4.1 2.1 0.3 1.8 0.0044 4.0 
51 0.0010 0.001 0.8 4.2 1.8 0.1 2.0 0.0125 4.0 
52 0.0010 0.001 0.7 4.4 1.9 0.1 1.8 0.1299 4.0 
53 0.0800 0.002 0.5 3.7 2.1 2.0 1.0 0.0401 4.0 
54 0.0010 0.001 0.5 4.8 1.9 0.4 2.0 0.0872 4.0 
55 0.0100 0.001 0.4 4.0 2.0 1.3 1.2 0.0044 4.0 
 
 
 96 
Table B2. Non-GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. (Part 3) 
HRU 
Initital storage of 
the gravity 
reservoir 
(inches) 
Initial soil moisture 
(inches) 
Initial soil moisture in 
upper recharge zone 
(inches) 
Temperature index to 
determine date of 
transpiration begin 
(degrees Fahrenheit) 
Month to begin 
summing maximum 
air temperature 
Month to stop 
transpiration 
computations 
Stream segment 
index to which each 
HRU contributes 
ssstor_init soil_moist_init soil_rechr_init transp_tmax transp_beg transp_end hru_segment 
1 1.0 1 0.8 500.0 4 10 9 
2 1.0 1 0.7 500.0 4 10 9 
3 1.0 1 0.8 500.0 4 10 9 
4 1.0 1 0.7 500.0 4 10 11 
5 1.0 1 0.6 500.0 4 10 10 
6 1.0 1 0.6 500.0 4 10 12 
7 1.0 1 0.6 500.0 4 10 12 
8 1.0 1 0.6 500.0 4 10 15 
9 1.0 1 0.5 500.0 4 10 13 
10 1.0 1 0.6 500.0 4 10 13 
11 1.0 1 0.6 500.0 4 10 14 
12 1.0 1 0.6 500.0 4 10 16 
13 1.0 1 1.0 500.0 4 10 16 
14 1.0 1 0.8 500.0 4 10 16 
15 1.0 1 0.6 500.0 4 10 4 
16 1.0 1 0.6 500.0 4 10 4 
17 1.0 1 0.6 500.0 4 10 5 
18 1.0 1 0.6 500.0 4 10 4 
19 1.0 1 0.6 500.0 4 10 5 
20 1.0 1 0.6 500.0 4 10 3 
21 1.0 1 0.6 500.0 4 10 1 
22 1.0 1 0.6 500.0 4 10 1 
23 1.0 1 0.5 500.0 4 10 6 
24 1.0 1 0.7 500.0 4 10 6 
25 1.0 1 0.6 500.0 4 10 7 
26 1.0 1 0.6 500.0 4 10 7 
27 1.0 1 0.6 500.0 4 10 2 
28 1.0 1 0.5 500.0 4 10 2 
29 1.0 1 0.6 500.0 4 10 8 
30 1.0 1 0.6 500.0 4 10 8 
31 1.0 1 0.6 500.0 4 10 18 
32 1.0 1 0.6 500.0 4 10 20 
33 1.0 1 0.5 500.0 4 10 17 
34 1.0 1 0.8 500.0 4 10 17 
35 1.0 1 0.7 500.0 4 10 21 
36 1.0 1 0.6 500.0 4 10 21 
37 1.0 1 0.6 500.0 4 10 22 
38 1.0 1 0.5 500.0 4 10 22 
 97 
 
Table B2. Non-GIS-determined parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. (Part 3)—
continued 
HRU 
Initital storage of 
the gravity 
reservoir 
(inches) 
Initial soil moisture 
(inches) 
Initial soil moisture in 
upper recharge zone 
(inches) 
Temperature index to 
determine date of 
transpiration begin 
(degrees Fahrenheit) 
Month to begin 
summing maximum 
air temperature 
Month to stop 
transpiration 
computations 
Stream segment 
index to which each 
HRU contributes 
ssstor_init soil_moist_init soil_rechr_init transp_tmax transp_beg transp_end hru_segment 
39 1.0 1 0.8 500.0 4 10 22 
40 1.0 1 0.6 500.0 4 10 21 
41 1.0 1 0.6 500.0 4 10 19 
42 1.0 1 0.6 500.0 4 10 26 
43 1.0 1 0.9 500.0 4 10 23 
44 1.0 1 0.7 500.0 4 10 23 
45 1.0 1 0.5 500.0 4 10 23 
46 1.0 1 0.5 500.0 4 10 24 
47 1.0 1 0.6 500.0 4 10 26 
48 1.0 1 0.8 500.0 4 10 26 
49 1.0 1 0.9 500.0 4 10 26 
50 1.0 1 0.9 500.0 4 10 26 
51 1.0 1 1.0 500.0 4 10 26 
52 1.0 1 0.9 500.0 4 10 25 
53 1.0 1 0.5 500.0 4 10 25 
54 1.0 1 1.0 500.0 4 10 25 
55 1.0 1 0.6 500.0 4 10 25 
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Table B3. Monthly parameters for the 55 HRU Pomperaug River Watershed validation PRMS model. 
Month 
Monthly indicator dor 
prevalent storm type 
(0=frontal; 1=convective) 
Factor to adjust rain 
proportion in a mixed 
rain/snow event 
Air temperature 
coefficient used in 
Jensen-Haise ET 
computation 
Maximum air temperature 
when precipitation is 
assumed to be snow 
(degrees Fahrenheit) 
Minimum air temperature 
when precipitation is 
assumed to be rain 
(degrees Fahrenheit) 
tstorm_mo adjmix_rain jh_coef tmax_allsnow tmax_allrain 
January 0 0.5 0.00417 31 45 
February 0 0.5 0.00473 31 45 
March 0 0.7 0.00616 31 45 
April 0 0.7 0.00826 31 45 
May 1 1 0.00982 31 45 
June 1 1 0.01061 31 45 
July 1 1 0.01111 31 45 
August 1 1 0.01088 31 45 
September 1 1 0.01010 31 45 
October 1 0.7 0.00798 31 45 
November 0 0.7 0.00654 31 45 
December 0 0.5 0.00472 31 45 
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Table B4. Segment parameters for Muskingum routing in the 55 HRU 
Pomperaug River Watershed validation PRMS model. 
Segment 
Index of 
downstream 
segment 
Segment travel time 
(hours) 
Muskingum routing weighting 
factor (attenuation) 
tosegment K_coef x_coef 
1 2 2.745857 0.2 
2 8 1.254226 0.2 
3 7 2.142944 0.2 
4 5 2.354114 0.2 
5 6 0.626046 0.2 
6 7 1.000593 0.2 
7 8 0.807937 0.2 
8 17 0.79098 0.2 
9 10 1.480203 0.2 
10 12 0.805853 0.2 
11 12 2.440871 0.2 
12 13 1.812076 0.2 
13 16 0.721222 0.2 
14 16 0.95997 0.2 
15 16 2.350331 0.2 
16 17 1.136301 0.2 
17 21 0.969268 0.2 
18 20 1.750208 0.2 
19 20 1.420647 0.2 
20 21 0.614415 0.2 
21 23 1.309243 0.2 
22 23 2.44983 0.2 
23 26 3.000000 0.2 
24 26 1.163736 0.2 
25 0 2.118604 0.2 
26 0 1.735919 0.2 
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Appendix C. Trends in Precipitation in the Pomperaug River Watershed 
Table C1. Data for the number of days with precipitation above various thresholds by year, according to PRMS-distributed 
Pomperaug watershed precipitation estimated from four climate stations. Highlighted in yellow are statistically significant 
decreasing trends and in green are statistically significant increasing trends. A confidence level above 95 percent is considered 
significant. 
Water Year 
Number of Days with Precipitation Above Specified Quantity Threshold 
ppt >0.01" ppt >0.05" ppt >0.1" ppt >0.3" ppt >0.5" ppt >0.7" ppt >0.9" ppt >1" ppt >1.5" ppt >2" ppt >2.5" 
1981 152 102 78 34 22 16 8 5 1 0 0 
1982 152 111 92 50 32 23 16 11 6 3 1 
1983 145 113 91 52 35 27 17 15 8 1 0 
1984 174 139 114 57 38 27 20 17 6 4 2 
1985 155 105 86 46 26 16 11 9 1 1 0 
1986 157 119 98 46 22 12 7 6 2 1 0 
1987 145 119 97 58 30 23 17 12 3 3 0 
1988 131 104 83 41 21 11 8 7 4 1 1 
1989 166 133 107 58 37 19 11 11 5 4 1 
1990 155 121 97 57 37 26 15 11 2 2 1 
1991 164 127 98 51 32 20 17 15 7 2 2 
1992 162 121 104 44 26 20 11 10 4 2 1 
1993 171 127 107 57 34 20 9 5 1 1 1 
1994 192 149 115 58 31 15 14 13 5 3 0 
1995 153 119 87 39 22 13 8 5 0 0 0 
1996 185 146 118 65 37 20 17 14 6 3 2 
1997 152 113 89 53 35 24 14 10 7 3 0 
1998 136 106 91 61 35 20 14 10 4 2 2 
1999 131 96 72 43 25 19 15 10 7 4 1 
2000 145 110 88 50 35 21 15 13 3 2 2 
2001 119 92 73 40 26 19 15 12 4 3 1 
2002 119 90 76 43 21 13 7 6 2 0 0 
2003 160 122 103 65 43 25 13 13 5 2 1 
2004 148 111 81 47 30 26 18 16 6 4 2 
2005 143 105 80 43 26 16 11 9 3 1 0 
2006 146 116 96 63 43 29 20 18 5 4 4 
2007 122 89 71 38 30 25 17 15 6 4 1 
2008 151 132 114 63 39 27 18 15 6 2 2 
2009 149 121 101 52 38 20 14 12 4 0 0 
2010 135 109 87 48 26 21 14 13 8 1 0 
2011 130 107 91 68 53 38 26 21 8 5 4 
2012 118 92 79 45 35 24 15 12 5 1 0 
2013 134 106 83 51 35 21 15 13 4 3 1 
2014 127 97 82 37 31 21 17 12 3 2 1 
2015 128 100 83 45 28 22 17 12 5 2 0 
Linear Regression p-value 0.00108 0.0341 0.0946 0.952 0.112 0.0756 0.0342 0.0333 0.186 0.492 0.287 
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Appendix D. Instances of Poorly Simulated July Storms in 
the Pomperaug Watershed 
 
Table D1. Five of the most poorly simulated July precipitation events in the Pomperaug 
watershed. NR means the climate station has no record for that day. 
Date 
Measured Precipitation (inches) Distributed 
watershed 
precipitation 
(inches) 
Observed 
streamflow (cubic 
feet per second) 
Simulated 
streamflow 
(cubic feet 
per 
second) 
061762 
(Danbury) 
064767 
(Middletown) 
063456 
(Hartford-
Bradley) 
069775 
(Woodbury) 
7/24/1988 NR 3.02 2.72 1.97 2.61 350 730 
7/25/1988 NR 0.05 0 0.54 0.24 133 638 
7/26/1988 NR 0 0 0.1 0.08 76 267 
7/27/1988 NR 0.08 0.23 0 0.15 60 160 
6/30/1998 1.05 NR 2.7 3.94 2.57 545 236 
7/1/1998 0 NR 0 0 0.00 924 154 
7/2/1998 0 NR 0 0 0.00 263 70 
7/3/1998 0 NR 0 0 0.00 174 60 
7/4/1998 0 NR 0 0 0.00 135 57 
7/15/2000 2.67 NR 0.8 4.33 2.59 506 174 
7/16/2000 0.01 NR 0.43 0 0.17 884 122 
7/17/2000 0.07 NR 0 0 0.05 235 53 
7/18/2000 0 NR 0 0 0.00 148 39 
7/19/2000 0.14 NR 0 0.09 0.07 110 39 
7/27/2008 0.5 NR 1.5 2.24 1.40 460 167 
7/28/2008 0.08 NR 0 0 0.05 460 119 
7/29/2008 0 NR 0 0 0.00 147 51 
7/30/2008 0 NR 0 0 0.00 92 37 
7/31/2009 0.01 NR 2.36 NR 1.22 772 158 
8/1/2009 0 NR 0 NR 0.00 530 110 
8/2/2009 0.42 NR 0.02 NR 0.21 308 71 
8/3/2009 0 NR 0 NR 0.00 263 54 
8/4/2009 0 NR 0 NR 0.00 196 44 
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Appendix E. Pomperaug Validation Model Hydrographs 
Below are sequentially ordered hydrographs produced from the Pomperaug River PRMS 
validation model. 
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Appendix F. Pomperaug Comparative Models Statistics 
 
Table F1. Performance statistics for the Pomperaug Comparative models including all subdivisions and parameterization methods. 
Statistic Observed 
Validation Adapted Default Luca Round 1 
55 HRU 
1 
HRU 
18 
HRU 
49 
HRU 
130 
HRU 
1 
HRU 
18 
HRU 
49 
HRU 
130 
HRU 
1 
HRU 
18 
HRU 
49 
HRU 
130 
HRU 
Average NSE 1982-2015 - 0.58 -0.19 -0.52 -0.56 -0.81 0.33 0.35 0.35 0.35 0.53 0.42 0.55 0.57 
Daily NSE - 0.63 0.05 -0.14 -0.15 -0.28 0.32 0.33 0.33 0.32 0.57 0.44 0.58 0.59 
Number of years below 0.5 NSE - 8 29 33 33 35 26 25 25 25 12 22 11 10 
Daily log-NSE - 0.77 0.64 0.59 0.64 0.55 0.50 0.49 0.48 0.48 0.67 -0.32 0.70 0.71 
Monthly NSE - 0.82 0.79 0.79 0.78 0.75 0.67 0.67 0.66 0.66 0.81 0.75 0.80 0.80 
Average daily streamflow (cubic 
feet per second) 
141 141 150 141 153 153 148 149 150 150 144 155 150 150 
Daily streamflow standard 
deviation 
217 189 253 217 291 306 116 114 114 114 158 149 162 161 
Maximum daily average 
streamflow (cubic feet per second) 
6360 3755 8629 6360 8477 8589 5946 5352 5253 5344 3512 2299 3464 3084 
Minimum daily average streamflow 
(cubic feet per second) 
3.6 4.3 3.3 3.6 7.9 14.6 7.3 8.1 8.5 8.8 3.5 0.0 4.3 4.2 
Monthly average streamflow (cubic 
feet per second) 
141 141 150 153 153 153 148 149 150 150 144 155 150 150 
Monthly streamflow standard 
deviation 
103 103 95 97 104 100 77 79 79 79 99 111 100 100 
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Table F1. Performance statistics for the Pomperaug Comparative models including all subdivisions and parameterization 
methods— continued 
Statistic Luca Round 2 Luca Round 3 Luca Round 4 
 
1 
HRU 
18 HRU 49 HRU 130 HRU 1 HRU 18 HRU 49 HRU 130 HRU 1 HRU 18 HRU 49 HRU 130 HRU 
Average NSE 1982-2015 0.53 0.42 0.55 0.56 0.53 0.42 0.56 0.56 0.54 0.54 0.56 0.56 
Daily NSE 0.57 0.44 0.58 0.59 0.57 0.44 0.59 0.59 0.57 0.58 0.59 0.59 
Number of years below 0.5 NSE 12 22 10 10 12 22 11 10 12 11 11 10 
Daily log-NSE 0.67 -0.32 0.70 0.70 0.68 -0.02 0.70 0.70 0.68 0.69 0.70 0.70 
Monthly NSE 0.81 0.75 0.80 0.80 0.80 0.75 0.80 0.80 0.80 0.80 0.80 0.80 
Average daily streamflow (cubic feet per 
second) 
144 155 150 150 144 155 150 150 144 149 150 150 
Daily streamflow standard deviation 158 149 163 161 162 149 163 161 161 161 163 161 
Maximum daily average streamflow (cubic feet 
per second) 
3512 2310 3321 3192 3531 2310 3323 3192 3420 3496 3323 3192 
Minimum daily average streamflow (cubic feet 
per second) 
3.5 0.0 4.6 4.4 2.8 0.0 3.8 4.4 2.8 4.2 3.8 4.4 
Monthly average streamflow (cubic feet per 
second) 
144 155 150 150 144 155 150 150 144 149 150 150 
Monthly streamflow standard deviation 99 110 100 99 100 110 100 99 100 100 100 99 
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Appendix G. Kankakee Validation Model Parameters 
Table G1. GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. 
(Part 1) 
HRU 
Area 
(acres) 
Centroid 
Latitude 
(degrees) 
Mean 
slope 
(percent) 
Median 
elevation 
(meters) 
Median 
aspect 
(degrees) 
Dominant cover 
type 
Summer 
cover 
density 
(percent) 
Winter 
cover 
density 
(percent) 
Mean 
Rooting 
Depth 
(inches) 
Percent 
impervious 
surface 
Available water 
capacity 
(inch/inch) 
1 16811 41.1218 1.4 193 340 Grass 8 4 60 1.41 0.1181 
2 83519 41.1086 1.6 203 300 Grass 13 8 60 1.36 0.0907 
3 5619 41.1805 2.5 191 294 Grass 10 6 60 1.21 0.1257 
4 7847 41.1790 1.7 192 228 Deciduous Trees 26 15 60 1.33 0.1185 
5 3838 41.2030 2.5 192 263 Grass 5 3 60 0.95 0.1200 
6 11714 41.2040 2.5 204 309 Deciduous Trees 20 12 60 3.28 0.0867 
7 3779 41.2442 1.9 201 270 Deciduous Trees 17 10 60 0.44 0.0995 
8 201 41.2626 2.7 199 266 Deciduous Trees 24 13 60 0.00 0.0780 
9 705 41.2679 2.2 199 262 Deciduous Trees 18 11 60 0.16 0.1063 
10 2874 41.2681 1.9 198 293 Grass 5 3 60 0.57 0.1073 
11 77626 41.1924 1.9 201 309 Grass 13 8 60 2.30 0.0907 
12 20386 41.2272 2.4 199 174 Grass 5 3 60 0.92 0.1430 
13 24782 41.2212 1.7 206 321 Grass 15 9 60 1.35 0.0827 
14 12715 41.2597 3.3 207 162 Grass 4 2 60 2.52 0.1136 
15 1563 41.3016 1.5 202 292 Grass 8 5 60 0.56 0.1132 
16 383 41.2996 1.9 199 151 Grass 4 3 60 0.42 0.1167 
17 8936 41.3017 3.1 214 103 Grass 5 3 60 0.84 0.1284 
18 15532 41.2545 1.7 194 250 Grass 3 2 60 0.93 0.1235 
19 9420 41.2999 3.6 215 261 Grass 18 11 60 1.24 0.1131 
20 6856 41.2726 2.7 220 318 Deciduous Trees 21 13 60 1.44 0.1091 
21 64097 41.2282 2.2 214 296 Deciduous Trees 18 10 60 1.85 0.1024 
22 4576 41.2827 1.9 217 330 Deciduous Trees 23 11 60 9.39 0.0763 
23 354 41.3074 1.9 210 312 Deciduous Trees 30 16 60 4.03 0.1313 
24 2675 41.3067 1.9 205 278 Deciduous Trees 23 13 60 1.19 0.1133 
25 43503 41.2873 2.5 214 170 Grass 2 1 60 2.63 0.1344 
26 8688 41.3107 1.3 204 175 Grass 12 7 60 2.43 0.1134 
27 50862 41.3078 2.9 211 167 Grass 9 5 60 4.01 0.1200 
28 37176 41.2491 3.2 243 300 Grass 12 7 60 1.92 0.1374 
29 39516 41.3047 2.0 206 161 Grass 8 5 60 1.55 0.1254 
30 28619 41.3111 3.2 225 260 Deciduous Trees 31 19 60 1.42 0.1020 
31 10158 41.3060 3.4 241 153 Deciduous Trees 23 14 60 1.99 0.1171 
32 36 41.4118 1.2 224 167 Grass 1 0 60 2.15 0.1597 
33 4691 41.4244 1.4 207 261 Grass 5 3 60 1.39 0.1146 
34 11413 41.3945 1.6 218 146 Grass 5 2 60 6.08 0.1328 
35 21484 41.3843 2.9 248 151 Grass 14 8 60 6.51 0.1303 
36 44741 41.3659 1.1 207 163 Grass 5 3 60 1.29 0.0975 
37 73650 41.3764 1.9 212 286 Grass 15 10 60 1.83 0.1015 
38 66831 41.3548 1.8 251 329 Grass 7 4 60 1.67 0.1313 
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Table G1. GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. 
(Part 1)—continued 
HRU 
Area 
(acres) 
Centroid 
Latitude 
(degrees) 
Mean 
slope 
(percent) 
Median 
elevation 
(meters) 
Median 
aspect 
(degrees) 
Dominant cover 
type 
Summer 
cover 
density 
(percent) 
Winter 
cover 
density 
(percent) 
Mean 
Rooting 
Depth 
(inches) 
Percent 
impervious 
surface 
Available water 
capacity 
(inch/inch) 
39 7021 41.4596 1.1 208 250 Grass 7 4 60 1.28 0.1351 
40 29808 41.3899 1.4 205 161 Grass 8 5 60 1.00 0.1116 
41 3457 41.4837 1.5 213 127 Grass 13 8 60 2.44 0.1277 
42 46138 41.3695 1.0 209 179 Grass 3 2 60 1.15 0.1128 
43 45906 41.4569 1.9 252 236 Grass 8 5 60 2.85 0.1261 
44 78732 41.4879 3.0 227 277 Grass 18 11 60 1.54 0.1315 
45 3391 41.5755 1.9 211 308 Grass 7 4 60 0.55 0.1203 
46 59047 41.4942 2.4 253 132 Grass 11 7 60 1.68 0.1426 
47 89989 41.5396 2.6 235 149 Grass 13 7 60 3.56 0.1264 
48 56427 41.5827 2.7 223 146 Deciduous Trees 18 12 60 1.35 0.1410 
49 32077 41.6536 3.8 237 139 Grass 17 10 60 1.69 0.1398 
50 50213 41.6623 3.2 225 257 Grass 19 10 60 4.71 0.1265 
51 17032 41.4853 2.9 234 136 Grass 11 6 60 3.54 0.1501 
52 28348 41.3934 2.5 218 187 Grass 9 5 60 1.81 0.1384 
53 9330 41.4120 4.3 216 279 Grass 21 10 60 11.04 0.1202 
54 12535 41.3574 3.2 216 88 Grass 9 5 60 2.96 0.1185 
55 22735 41.4898 2.0 231 200 Grass 8 5 60 2.44 0.1383 
56 18113 41.6899 2.4 224 112 Grass 13 7 60 3.31 0.1256 
57 4888 41.3723 2.8 216 89 Grass 12 7 60 0.81 0.1340 
58 7924 41.3950 3.1 216 85 Grass 5 2 60 5.21 0.1244 
59 5885 41.3727 3.8 222 268 Deciduous Trees 19 11 60 2.29 0.1138 
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Table G1. GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. (Part 2) 
HRU 
Percent 
open 
water 
Summer 
rain 
interception 
storage 
capacity 
(inches) 
Winter rain 
interception 
storage 
capacity 
(inches) 
Snow 
interception 
storage 
capacity 
(inches) 
Soil type HRU 
Percent 
open 
water 
Summer 
rain 
interception 
storage 
capacity 
(inches) 
Winter rain 
interception 
storage 
capacity 
(inches) 
Snow 
interception 
storage 
capacity 
(inches) 
Soil type 
1 0.1 0.023 0.02 0.003 Sand 40 0.7 0.023 0.021 0.006 Sand 
2 1.8 0.025 0.021 0.007 Sand 41 0.3 0.025 0.023 0.009 Sand 
3 0.6 0.023 0.021 0.006 Sand 42 0.1 0.02 0.02 0.001 Sand 
4 6.9 0.03 0.028 0.028 Sand 43 0.3 0.021 0.019 0.003 Loam 
5 0.1 0.021 0.02 0.001 Sand 44 1.7 0.025 0.02 0.007 Sand 
6 3.6 0.028 0.02 0.008 Sand 45 0.2 0.022 0.02 0.002 Sand 
7 0.6 0.027 0.023 0.013 Sand 46 1.6 0.022 0.02 0.005 Sand 
8 0.4 0.027 0.026 0.024 Sand 47 2.6 0.023 0.02 0.007 Sand 
9 1.3 0.032 0.029 0.021 Sand 48 2 0.028 0.024 0.013 Sand 
10 0.5 0.021 0.021 0.005 Sand 49 1.7 0.026 0.022 0.009 Sand 
11 1 0.025 0.02 0.005 Sand 50 2 0.023 0.02 0.01 Sand 
12 0.3 0.021 0.02 0.002 Loam 51 3 0.022 0.02 0.004 Loam 
13 0.3 0.026 0.021 0.006 Sand 52 0.8 0.023 0.021 0.004 Loam 
14 0.5 0.02 0.019 0.001 Loam 53 2.3 0.022 0.017 0.008 Loam 
15 0 0.023 0.021 0.003 Sand 54 2.4 0.022 0.019 0.004 Loam 
16 0 0.021 0.02 0.002 Sand 55 0.8 0.022 0.02 0.004 Sand 
17 0.5 0.023 0.022 0.002 Loam 56 4.2 0.023 0.021 0.008 Sand 
18 0.7 0.021 0.02 0.002 Sand 57 0.7 0.025 0.022 0.006 Loam 
19 0.7 0.028 0.024 0.006 Loam 58 1.1 0.019 0.018 0.002 Loam 
20 0.2 0.029 0.021 0.011 Sand 59 3.6 0.027 0.022 0.009 Loam 
21 3 0.027 0.02 0.006 Sand 
22 0.2 0.024 0.017 0.007 Sand 
23 0.3 0.026 0.024 0.025 Sand 
24 16.4 0.028 0.027 0.024 Sand 
25 0.3 0.019 0.019 0.001 Loam 
26 0.2 0.023 0.021 0.007 Sand 
27 3.6 0.021 0.019 0.005 Loam 
28 1 0.022 0.019 0.005 Sand 
29 0.9 0.023 0.022 0.007 Loam 
30 4.1 0.03 0.021 0.014 Sand 
31 3.3 0.026 0.021 0.013 Sand 
32 0 0.018 0.018 0 Loam 
33 1.1 0.021 0.021 0.004 Sand 
34 0.7 0.018 0.018 0.002 Sand 
35 1 0.02 0.017 0.005 Sand 
36 0.2 0.021 0.02 0.004 Sand 
37 1.9 0.024 0.02 0.007 Sand 
38 0.4 0.021 0.019 0.003 Sand 
39 1.9 0.022 0.02 0.004 Sand 
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Table G2. Non-GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. (Part 1) 
HRU 
Coefficient 
in Jensen-
Haise ET 
computation 
Coefficient 
for SW 
radiation 
through 
winter 
vegetation 
canopy 
Max impervious 
area retention 
storage (inches) 
Max/min 
temperature 
adjustment 
(degrees 
Fahrenheit) 
Linear coefficient in 
routing water from 
gravity reservoir 
downslope 
Non-linear 
coefficient in routing 
water from gravity 
reservoir downslope 
Linear 
coefficient in 
routing 
water from 
gravity 
reservoir to 
groundwater 
Non-linear 
coefficient in 
routing 
water from 
gravity 
reservoir to 
groundwater 
Max capillary 
reservoir excess 
routed directly to 
groundwater 
(inches) 
jh_coef_hru rad_trncf imperv_stor_max tmax_adj/tmin_adj 
slowcoef_lin slowcoef_sq 
ssr2gw_rate ssr2gw_exp 
soil2gw_max 
Initial Calibrated Initial Calibrated Initial Calibrated 
1 21.91 0.88 0.05 -1.70 0.0062 0.0552 0.1000 0.0010 0.1 1.0 0.22 0.12 
2 21.87 0.80 0.05 -0.93 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.28 0.18 
3 21.91 0.84 0.05 -0.76 0.0108 0.0598 0.1000 0.0010 0.1 1.0 0.20 0.10 
4 21.91 0.66 0.05 1.18 0.0084 0.0574 0.1000 0.0010 0.1 1.0 0.22 0.12 
5 21.91 0.91 0.05 0.19 0.0155 0.0646 0.1000 0.0010 0.1 1.0 0.23 0.12 
6 21.87 0.71 0.05 -1.16 0.0099 0.0589 0.1000 0.0010 0.1 1.0 0.28 0.18 
7 21.88 0.75 0.05 -0.03 0.0166 0.0657 0.1000 0.0010 0.1 1.0 0.28 0.18 
8 21.89 0.69 0.05 0.10 0.3000 0.3504 0.1000 0.0010 0.1 1.0 0.27 0.17 
9 21.89 0.72 0.05 0.24 0.0670 0.1163 0.1000 0.0010 0.1 1.0 0.25 0.15 
10 21.89 0.91 0.05 -0.74 0.0174 0.0664 0.1000 0.0010 0.1 1.0 0.24 0.14 
11 21.88 0.80 0.05 -1.16 0.0055 0.0545 0.1000 0.0010 0.1 1.0 0.28 0.18 
12 21.89 0.91 0.05 1.79 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.13 0.03 
13 21.86 0.77 0.05 -1.41 0.0066 0.0556 0.1000 0.0010 0.1 1.0 0.29 0.19 
14 21.86 0.93 0.05 1.72 0.0064 0.0554 0.1000 0.0010 0.1 1.0 0.14 0.04 
15 21.88 0.87 0.05 -0.71 0.0215 0.0706 0.1000 0.0010 0.1 1.0 0.23 0.13 
16 21.89 0.91 0.05 1.58 0.0797 0.1290 0.1000 0.0010 0.1 1.0 0.22 0.11 
17 21.83 0.91 0.05 0.43 0.0056 0.0546 0.1000 0.0010 0.1 1.0 0.11 0.01 
18 21.90 0.93 0.05 0.58 0.0065 0.0555 0.1000 0.0010 0.1 1.0 0.21 0.11 
19 21.83 0.74 0.05 0.25 0.0058 0.0548 0.1000 0.0010 0.1 1.0 0.11 0.01 
20 21.82 0.69 0.05 -1.35 0.0132 0.0623 0.1000 0.0010 0.1 1.0 0.26 0.16 
21 21.84 0.74 0.05 -0.81 0.0057 0.0547 0.1000 0.0010 0.1 1.0 0.28 0.18 
22 21.83 0.73 0.05 -1.57 0.0156 0.0646 0.1000 0.0010 0.1 1.0 0.30 0.20 
23 21.85 0.63 0.05 -1.22 0.0784 0.1278 0.1000 0.0010 0.1 1.0 0.20 0.10 
24 21.87 0.69 0.05 -0.28 0.0185 0.0676 0.1000 0.0010 0.1 1.0 0.25 0.15 
25 21.84 0.96 0.05 1.78 0.0050 0.0540 0.1000 0.0010 0.1 1.0 0.10 0.00 
26 21.87 0.82 0.05 1.80 0.0076 0.0566 0.1000 0.0010 0.1 1.0 0.23 0.13 
27 21.85 0.87 0.05 1.76 0.0052 0.0542 0.1000 0.0010 0.1 1.0 0.13 0.03 
28 21.74 0.81 0.05 -0.93 0.0059 0.0549 0.1000 0.0010 0.1 1.0 0.18 0.08 
29 21.86 0.88 0.05 1.70 0.0053 0.0543 0.1000 0.0010 0.1 1.0 0.16 0.06 
30 21.80 0.58 0.05 0.29 0.0071 0.0561 0.1000 0.0010 0.1 1.0 0.25 0.15 
31 21.75 0.67 0.05 1.61 0.0098 0.0588 0.1000 0.0010 0.1 1.0 0.21 0.11 
32 21.80 0.98 0.05 1.76 0.0888 0.1383 0.1000 0.0010 0.1 1.0 0.11 0.01 
33 21.86 0.91 0.05 0.27 0.0103 0.0593 0.1000 0.0010 0.1 1.0 0.24 0.14 
34 21.82 0.93 0.05 1.50 0.0062 0.0552 0.1000 0.0010 0.1 1.0 0.17 0.07 
35 21.72 0.79 0.05 1.57 0.0064 0.0554 0.1000 0.0010 0.1 1.0 0.18 0.08 
36 21.86 0.91 0.05 1.73 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.26 0.16 
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Table G2. Non-GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. (Part 1)—
continued 
HRU 
Coefficient 
in Jensen-
Haise ET 
computation 
Coefficient 
for SW 
radiation 
through 
winter 
vegetation 
canopy 
Max impervious 
area retention 
storage (inches) 
Max/min 
temperature 
adjustment 
(degrees 
Fahrenheit) 
Linear coefficient in 
routing water from 
gravity reservoir 
downslope 
Non-linear 
coefficient in routing 
water from gravity 
reservoir downslope 
Linear 
coefficient in 
routing 
water from 
gravity 
reservoir to 
groundwater 
Non-linear 
coefficient in 
routing 
water from 
gravity 
reservoir to 
groundwater 
Max capillary 
reservoir excess 
routed directly to 
groundwater 
(inches) 
jh_coef_hru rad_trncf imperv_stor_max tmax_adj/tmin_adj 
slowcoef_lin slowcoef_sq 
ssr2gw_rate ssr2gw_exp 
soil2gw_max 
Initial Calibrated Initial Calibrated Initial Calibrated 
37 21.85 0.76 0.05 -0.52 0.0055 0.0545 0.1000 0.0010 0.1 1.0 0.27 0.17 
38 21.71 0.89 0.05 -1.55 0.0052 0.0541 0.1000 0.0010 0.1 1.0 0.16 0.06 
39 21.86 0.88 0.05 0.58 0.0078 0.0568 0.1000 0.0010 0.1 1.0 0.24 0.13 
40 21.87 0.86 0.05 1.70 0.0058 0.0548 0.1000 0.0010 0.1 1.0 0.24 0.14 
41 21.84 0.79 0.05 1.09 0.0122 0.0612 0.1000 0.0010 0.1 1.0 0.23 0.13 
42 21.85 0.94 0.05 1.80 0.0053 0.0543 0.1000 0.0010 0.1 1.0 0.24 0.13 
43 21.71 0.87 0.05 0.99 0.0051 0.0541 0.1000 0.0010 0.1 1.0 0.13 0.03 
44 21.79 0.73 0.05 -0.25 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.19 0.09 
45 21.85 0.88 0.05 -1.12 0.0147 0.0637 0.1000 0.0010 0.1 1.0 0.23 0.13 
46 21.71 0.82 0.05 1.21 0.0052 0.0542 0.1000 0.0010 0.1 1.0 0.14 0.04 
47 21.77 0.82 0.05 1.55 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.22 0.12 
48 21.81 0.72 0.05 1.50 0.0056 0.0546 0.1000 0.0010 0.1 1.0 0.21 0.11 
49 21.76 0.74 0.05 1.36 0.0064 0.0554 0.1000 0.0010 0.1 1.0 0.19 0.09 
50 21.80 0.75 0.05 0.39 0.0059 0.0549 0.1000 0.0010 0.1 1.0 0.21 0.11 
51 21.77 0.85 0.05 1.30 0.0059 0.0549 0.1000 0.0010 0.1 1.0 0.14 0.04 
52 21.82 0.86 0.05 1.79 0.0055 0.0545 0.1000 0.0010 0.1 1.0 0.14 0.04 
53 21.83 0.76 0.05 -0.31 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.10 0.00 
54 21.83 0.86 0.05 -0.06 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.11 0.01 
55 21.78 0.86 0.05 1.69 0.0059 0.0549 0.1000 0.0010 0.1 1.0 0.19 0.08 
56 21.80 0.82 0.05 0.69 0.0068 0.0558 0.1000 0.0010 0.1 1.0 0.21 0.10 
57 21.83 0.81 0.05 -0.01 0.0076 0.0566 0.1000 0.0010 0.1 1.0 0.13 0.03 
58 21.83 0.93 0.05 -0.15 0.0054 0.0544 0.1000 0.0010 0.1 1.0 0.10 0.00 
59 21.81 0.74 0.05 0.05 0.0055 0.0545 0.1000 0.0010 0.1 1.0 0.10 0.00 
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Table G2. Non-GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. (Part 2) 
HRU 
Max 
contributing 
area to 
surface runoff 
(decimal 
percent) 
Coefficient in 
non-linear 
contributing 
area 
algorithm 
Exponent in 
non-linear 
contributing 
area 
algorithm 
Max available 
water capacity of 
capillary reservoir 
(inches) 
Max water 
storage in soil 
recharge zone 
(inches) 
Max threshold 
snow pack water 
equivalent 
beneath which 
snow depletion 
curve is applied 
(inches) 
Max snow 
infiltration per 
day 
(inches/day) 
Coefficient in 
computing 
groundwater 
discharge 
Initial 
groundwater 
storage 
(inches) 
carea_max smidx_coef smidx_exp soil_moist_max soil_rechr_max snarea_thresh snowinfil_max 
gwflow_coef 
gwstor_init 
Initial Calibrated 
1 0.0012 0.001 0.3 7.1 2.1 0.7 2.0 0.0062 0.0060 2.0 
2 0.0217 0.018 0.3 5.4 1.6 0.2 2.0 0.0054 0.0052 2.0 
3 0.0068 0.006 0.3 7.5 2.3 0.7 2.0 0.0108 0.0106 2.0 
4 0.0832 0.069 0.3 7.1 2.1 0.1 2.0 0.0084 0.0082 2.0 
5 0.0013 0.001 0.3 7.2 2.2 0.7 2.0 0.0155 0.0153 2.0 
6 0.0432 0.036 0.3 5.2 1.6 0.1 2.0 0.0099 0.0097 2.0 
7 0.0070 0.006 0.3 6.0 1.8 0.1 2.0 0.0166 0.0164 2.0 
8 0.0049 0.004 0.3 4.7 1.4 0.0 2.0 0.3000 0.2998 2.0 
9 0.0151 0.013 0.3 6.4 1.9 0.0 2.0 0.0670 0.0668 2.0 
10 0.0057 0.005 0.3 6.4 1.9 0.0 2.0 0.0174 0.0172 2.0 
11 0.0115 0.010 0.3 5.4 1.6 0.1 2.0 0.0055 0.0053 2.0 
12 0.0035 0.003 0.3 8.6 2.6 0.8 2.0 0.0054 0.0052 2.0 
13 0.0037 0.003 0.3 5.0 1.5 0.1 2.0 0.0066 0.0064 2.0 
14 0.0059 0.005 0.3 6.8 2.0 0.9 2.0 0.0064 0.0062 2.0 
15 0.0000 0.000 0.3 6.8 2.0 0.1 2.0 0.0215 0.0213 2.0 
16 0.0000 0.000 0.3 7.0 2.1 0.0 2.0 0.0797 0.0795 2.0 
17 0.0056 0.005 0.3 7.7 2.3 0.4 2.0 0.0056 0.0054 2.0 
18 0.0080 0.007 0.3 7.4 2.2 0.1 2.0 0.0065 0.0063 2.0 
19 0.0087 0.007 0.3 6.8 2.0 1.1 2.0 0.0058 0.0056 2.0 
20 0.0027 0.002 0.3 6.5 2.0 0.2 2.0 0.0132 0.0130 2.0 
21 0.0364 0.030 0.3 6.1 1.8 0.2 2.0 0.0057 0.0055 2.0 
22 0.0026 0.002 0.3 4.6 1.4 0.2 2.0 0.0156 0.0154 2.0 
23 0.0030 0.003 0.3 7.9 2.4 0.0 2.0 0.0784 0.0782 2.0 
24 0.1965 0.164 0.3 6.8 2.0 0.1 2.0 0.0185 0.0183 2.0 
25 0.0031 0.003 0.3 8.1 2.4 1.0 2.0 0.0050 0.0048 2.0 
26 0.0027 0.002 0.3 6.8 2.0 0.1 2.0 0.0076 0.0074 2.0 
27 0.0430 0.036 0.3 7.2 2.2 1.0 2.0 0.0052 0.0050 2.0 
28 0.0115 0.010 0.3 8.2 2.5 0.3 2.0 0.0059 0.0057 2.0 
29 0.0111 0.009 0.3 7.5 2.3 0.2 2.0 0.0053 0.0051 2.0 
30 0.0488 0.041 0.3 6.1 1.8 0.3 2.0 0.0071 0.0069 2.0 
31 0.0396 0.033 0.3 7.0 2.1 0.3 2.0 0.0098 0.0096 2.0 
32 0.0000 0.000 0.3 9.6 2.9 0.0 2.0 0.0888 0.0886 2.0 
33 0.0137 0.011 0.3 6.9 2.1 0.1 2.0 0.0103 0.0101 2.0 
34 0.0084 0.007 0.3 8.0 2.4 0.4 2.0 0.0062 0.0060 2.0 
35 0.0116 0.010 0.3 7.8 2.3 0.2 2.0 0.0064 0.0062 2.0 
36 0.0019 0.002 0.3 5.9 1.8 0.1 2.0 0.0054 0.0052 2.0 
37 0.0229 0.019 0.3 6.1 1.8 0.2 2.0 0.0055 0.0053 2.0 
38 0.0047 0.004 0.3 7.9 2.4 0.3 2.0 0.0052 0.0050 2.0 
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Table G2. Non-GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. (Part 2)—
continued 
HRU 
Max 
contributing 
area to 
surface runoff 
(decimal 
percent) 
Coefficient in 
non-linear 
contributing 
area 
algorithm 
Exponent in 
non-linear 
contributing 
area 
algorithm 
Max available 
water capacity of 
capillary reservoir 
(inches) 
Max water 
storage in soil 
recharge zone 
(inches) 
Max threshold 
snow pack water 
equivalent 
beneath which 
snow depletion 
curve is applied 
(inches) 
Max snow 
infiltration per 
day 
(inches/day) 
Coefficient in 
computing 
groundwater 
discharge 
Initial 
groundwater 
storage 
(inches) 
carea_max smidx_coef smidx_exp soil_moist_max soil_rechr_max snarea_thresh snowinfil_max 
gwflow_coef 
gwstor_init 
Initial Calibrated 
39 0.0226 0.019 0.3 8.1 2.4 0.0 2.0 0.0078 0.0076 2.0 
40 0.0087 0.007 0.3 6.7 2.0 0.1 2.0 0.0058 0.0056 2.0 
41 0.0034 0.003 0.3 7.7 2.3 0.1 2.0 0.0122 0.0120 2.0 
42 0.0006 0.001 0.3 6.8 2.0 0.2 2.0 0.0053 0.0051 2.0 
43 0.0041 0.003 0.3 7.6 2.3 0.2 2.0 0.0051 0.0049 2.0 
44 0.0204 0.017 0.3 7.9 2.4 0.4 2.0 0.0054 0.0052 2.0 
45 0.0024 0.002 0.3 7.2 2.2 0.0 2.0 0.0147 0.0145 2.0 
46 0.0197 0.016 0.3 8.6 2.6 0.2 2.0 0.0052 0.0050 2.0 
47 0.0313 0.026 0.3 7.6 2.3 0.5 2.0 0.0054 0.0052 2.0 
48 0.0245 0.020 0.3 8.5 2.5 0.3 2.0 0.0056 0.0054 2.0 
49 0.0201 0.017 0.3 8.4 2.5 0.5 2.0 0.0064 0.0062 2.0 
50 0.0241 0.020 0.3 7.6 2.3 0.2 2.0 0.0059 0.0057 2.0 
51 0.0356 0.030 0.3 9.0 2.7 0.4 2.0 0.0059 0.0057 2.0 
52 0.0092 0.008 0.3 8.3 2.5 0.3 2.0 0.0055 0.0053 2.0 
53 0.0277 0.023 0.3 7.2 2.2 0.3 2.0 0.0054 0.0052 2.0 
54 0.0291 0.024 0.3 7.1 2.1 0.3 2.0 0.0054 0.0052 2.0 
55 0.0095 0.008 0.3 8.3 2.5 0.4 2.0 0.0059 0.0057 2.0 
56 0.0499 0.042 0.3 7.5 2.3 0.2 2.0 0.0068 0.0066 2.0 
57 0.0086 0.007 0.3 8.0 2.4 0.3 2.0 0.0076 0.0074 2.0 
58 0.0136 0.011 0.3 7.5 2.2 0.3 2.0 0.0054 0.0052 2.0 
59 0.0438 0.036 0.3 6.8 2.0 0.4 2.0 0.0055 0.0053 2.0 
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Table G2. Non-GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. (Part 3) 
HRU 
Coefficient in routing 
outflow to groundwater 
sink 
Initital storage 
of the gravity 
reservoir 
(inches) 
Initial soil 
moisture 
(inches) 
Initial soil moisture 
in upper recharge 
zone (inches) 
Temperature index to 
determine date of 
transpiration begin 
(degrees Fahrenheit) 
Month to begin 
summing 
maximum air 
temperature 
Month to stop 
transpiration 
computations 
Stream 
segment index 
to which each 
HRU 
contributes 
gwsink_coef 
ssstor_init soil_moist_init soil_rechr_init transp_tmax transp_beg transp_end hru_segment 
Initial Calibrated 
1 0.0015 0.00232 1.0 1 1.0 500.0 4 10 29 
2 0.0015 0.00232 1.0 1 1.0 500.0 4 10 22 
3 0.0015 0.00232 1.0 1 1.0 500.0 4 10 28 
4 0.0015 0.00232 1.0 1 1.0 500.0 4 10 22 
5 0.0015 0.00232 1.0 1 1.0 500.0 4 10 25 
6 0.0015 0.00232 1.0 1 1.0 500.0 4 10 14 
7 0.0015 0.00232 1.0 1 1.0 500.0 4 10 14 
8 0.0015 0.00232 1.0 1 1.0 500.0 4 10 15 
9 0.0015 0.00232 1.0 1 1.0 500.0 4 10 15 
10 0.0015 0.00232 1.0 1 1.0 500.0 4 10 18 
11 0.0015 0.00232 1.0 1 1.0 500.0 4 10 21 
12 0.0015 0.00232 1.0 1 1.0 500.0 4 10 28 
13 0.0015 0.00232 1.0 1 1.0 500.0 4 10 13 
14 0.0015 0.00232 1.0 1 1.0 500.0 4 10 25 
15 0.0015 0.00232 1.0 1 1.0 500.0 4 10 20 
16 0.0015 0.00232 1.0 1 1.0 500.0 4 10 20 
17 0.0015 0.00232 1.0 1 1.0 500.0 4 10 27 
18 0.0015 0.00232 1.0 1 1.0 500.0 4 10 24 
19 0.0015 0.00232 1.0 1 1.0 500.0 4 10 27 
20 0.0015 0.00232 1.0 1 1.0 500.0 4 10 4 
21 0.0015 0.00232 1.0 1 1.0 500.0 4 10 6 
22 0.0015 0.00232 1.0 1 1.0 500.0 4 10 5 
23 0.0015 0.00232 1.0 1 1.0 500.0 4 10 5 
24 0.0015 0.00232 1.0 1 1.0 500.0 4 10 6 
25 0.0015 0.00232 1.0 1 1.0 500.0 4 10 29 
26 0.0015 0.00232 1.0 1 1.0 500.0 4 10 18 
27 0.0015 0.00232 1.0 1 1.0 500.0 4 10 24 
28 0.0015 0.00232 1.0 1 1.0 500.0 4 10 3 
29 0.0015 0.00232 1.0 1 1.0 500.0 4 10 21 
30 0.0015 0.00232 1.0 1 1.0 500.0 4 10 4 
31 0.0015 0.00232 1.0 1 1.0 500.0 4 10 3 
32 0.0015 0.00232 1.0 1 1.0 500.0 4 10 19 
33 0.0015 0.00232 1.0 1 1.0 500.0 4 10 11 
34 0.0015 0.00232 1.0 1 1.0 500.0 4 10 17 
35 0.0015 0.00232 1.0 1 1.0 500.0 4 10 2 
36 0.0015 0.00232 1.0 1 1.0 500.0 4 10 13 
37 0.0015 0.00232 1.0 1 1.0 500.0 4 10 12 
38 0.0015 0.00232 1.0 1 1.0 500.0 4 10 2 
39 0.0015 0.00232 1.0 1 1.0 500.0 4 10 10 
40 0.0015 0.00232 1.0 1 1.0 500.0 4 10 12 
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Table G2. Non-GIS-determined parameters for the 59 HRU Kankakee River Watershed validation PRMS model. (Part 3)—
continued 
HRU 
Coefficient in routing 
outflow to groundwater 
sink 
Initital storage 
of the gravity 
reservoir 
(inches) 
Initial soil 
moisture 
(inches) 
Initial soil moisture 
in upper recharge 
zone (inches) 
Temperature index to 
determine date of 
transpiration begin 
(degrees Fahrenheit) 
Month to begin 
summing 
maximum air 
temperature 
Month to stop 
transpiration 
computations 
Stream segment 
index to which 
each HRU 
contributes 
gwsink_coef 
ssstor_init soil_moist_init soil_rechr_init transp_tmax transp_beg transp_end hru_segment 
Initial Calibrated 
41 0.0015 0.00232 1.0 1 1.0 500.0 4 10 10 
42 0.0015 0.00232 1.0 1 1.0 500.0 4 10 17 
43 0.0015 0.00232 1.0 1 1.0 500.0 4 10 1 
44 0.0015 0.00232 1.0 1 1.0 500.0 4 10 9 
45 0.0015 0.00232 1.0 1 1.0 500.0 4 10 8 
46 0.0015 0.00232 1.0 1 1.0 500.0 4 10 1 
47 0.0015 0.00232 1.0 1 1.0 500.0 4 10 11 
48 0.0015 0.00232 1.0 1 1.0 500.0 4 10 9 
49 0.0015 0.00232 1.0 1 1.0 500.0 4 10 8 
50 0.0015 0.00232 1.0 1 1.0 500.0 4 10 7 
51 0.0015 0.00232 1.0 1 1.0 500.0 4 10 16 
52 0.0015 0.00232 1.0 1 1.0 500.0 4 10 19 
53 0.0015 0.00232 1.0 1 1.0 500.0 4 10 26 
54 0.0015 0.00232 1.0 1 1.0 500.0 4 10 23 
55 0.0015 0.00232 1.0 1 1.0 500.0 4 10 16 
56 0.0015 0.00232 1.0 1 1.0 500.0 4 10 7 
57 0.0015 0.00232 1.0 1 1.0 500.0 4 10 19 
58 0.0015 0.00232 1.0 1 1.0 500.0 4 10 26 
59 0.0015 0.00232 1.0 1 1.0 500.0 4 10 23 
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Table G3. Monthly parameters for the 59 HRU Kankakee River Watershed validation PRMS model. 
Month 
Monthly indicator dor 
prevalent storm type 
(0=frontal; 1=convective) 
Factor to adjust rain 
proportion in a mixed 
rain/snow event 
Air temperature coefficient 
used in Jensen-Haise ET 
computation 
Maximum air temperature when 
precipitation is assumed to be snow 
(degrees Fahrenheit) 
Minimum air temperature 
when precipitation is assumed 
to be rain (degrees 
Fahrenheit) 
tstorm_mo adjmix_rain jh_coef tmax_allsnow tmax_allrain 
January 0 0.5 0.00346 31 34 
February 0 0.5 0.00397 31 34 
March 0 0.7 0.00566 31 34 
April 1 0.7 0.00763 31 34 
May 1 1 0.00903 31 34 
June 1 1 0.00993 31 34 
July 1 1 0.01018 31 34 
August 1 1 0.01000 31 34 
September 1 1 0.00955 31 34 
October 0 0.7 0.00798 31 34 
November 0 0.7 0.00564 31 34 
December 0 0.5 0.00378 31 34 
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Table G4. Segment parameters for Muskingum routing in the 59 HRU Kankakee River 
Watershed validation PRMS model. 
Segment 
Index of downstream 
segment 
Segment travel time (hours) 
Muskingum routing weighting factor 
(attenuation) 
tosegment K_coef x_coef 
1 2 14.19 0.25 
2 3 10.76 0.25 
3 4 13.52 0.25 
4 5 9.33 0.25 
5 6 1.17 0.25 
6 13 8.29 0.25 
7 8 15.73 0.25 
8 9 4.47 0.25 
9 10 6.55 0.25 
10 11 1.84 0.25 
11 12 4.22 0.25 
12 13 8.76 0.25 
13 14 5.88 0.25 
14 15 3.09 0.25 
15 18 0.8 0.25 
16 17 15.44 0.25 
17 18 8.96 0.25 
18 21 1.98 0.25 
19 20 11.49 0.25 
20 21 3.42 0.25 
21 22 9.46 0.25 
22 29 10.38 0.25 
23 24 11.72 0.25 
24 25 12.51 0.25 
25 28 3.25 0.25 
26 27 13.21 0.25 
27 28 13.81 0.25 
28 29 6.52 0.25 
29 0 2.41 0.25 
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Appendix H. Kankakee Validation Model Hydrographs 
Below are sequentially ordered hydrographs produced from the Kankakee River PRMS 
validation model.  
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Appendix I. Kankakee Comparative Model Flow Routing 
Parameters 
 
Table I. Selected flow routing parameters for the Kankakee comparative models were 
simply taken as the area-weighted average of each shown parameter in the Kankakee 
validation model. These values were assigned to all HRUs in the comparative models. 
Coefficient in 
computing 
groundwater 
discharge 
Linear 
coefficient in 
routing water 
from gravity 
reservoir 
downslope 
Non-linear 
coefficient in 
routing water 
from gravity 
reservoir 
downslope 
Coefficient in 
non-linear 
contributing 
area 
algorithm 
Max capillary 
reservoir 
excess routed 
directly to 
groundwater 
(inches) 
Coefficient in 
routing outflow 
to groundwater 
sink 
Max 
contributing 
area to 
surface runoff 
(decimal 
percent) 
gwflow_coef slowcoef_lin slowcoef_sq smidx_coef soil2gw_max gwsink_coef carea_max 
0.00587 0.05834 0.00101 0.01326 0.09850 0.00232 0.01591 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
