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We present a Dalitz-plot analysis of charmless B± decays to the final state pi±pi±pi∓ using 210 fb−1
of data recorded by the BABAR experiment at
√
s = 10.58 GeV. We measure the branching fractions
B(B± → pi±pi±pi∓) = (16.2 ± 1.2 ± 0.9) × 10−6 and B(B± → ρ0(770)pi±) = (8.8 ± 1.0 ± 0.6+0.1−0.7) ×
10−6. Measurements of branching fractions for the quasi-two-body decays B± → ρ0(1450)pi±,
B± → f0(980)pi± and B± → f2(1270)pi± are also presented. We observe no charge asymmetries
for the above modes, and there is no evidence for the decays B± → χc0pi±, B± → f0(1370)pi± and
B± → σpi±.
PACS numbers: 13.25.Hw, 12.15.Hh, 11.30.Er
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6I. INTRODUCTION
The decay of B mesons to a three-body charmless fi-
nal state offers the possibility of investigating the proper-
ties of the weak interaction and provides information on
the complex quark couplings described in the Cabibbo-
Kobayashi-Maskawa (CKM) matrix elements [1], as well
as on models of hadronic decays. Measurements of di-
rect CP -violating asymmetries and constraints on the
magnitudes and the phases of the CKM matrix ele-
ments can be obtained from individual decay channels
in B± → π±π±π∓ [2–5], which are dominated by de-
cays through intermediate resonances. For example, the
CKM angle γ can be extracted from the interference be-
tween the decayB± → χc0π±, which has no CP -violating
phase, and other modes such as ρ0(770)π± or f0(980)π
±.
Studies of these decays can also help to clarify the na-
ture of the resonances involved, not all of which are well
understood. Of particular interest is whether the σ reso-
nance, which has been observed in other experiments [6–
8], is also present in B± → π±π±π∓ decays. An analysis
of the full three-body kinematic space is necessary to
model the interference and extract branching fractions.
Observations of B-meson decays to the π±π±π∓ three-
body final states have already been reported by the Belle
and BABAR collaborations using a method that treats
each intermediate decay incoherently [9, 10]. These stud-
ies have only observed B± → ρ0(770)π±, in which other
possible resonance contributions are treated as back-
ground. The first measurement of the total branching
fraction for B± → π±π±π∓ was found to be (11 ± 4) ×
10−6 [11]. Here, we present results from a full ampli-
tude analysis for B± → π±π±π∓ decay modes based on
a 210.3 fb−1 data sample containing 231.6 ± 2.6 million
BB pairs collected with the BABAR detector [12] at the
SLAC PEP-II asymmetric-energy e+e− storage ring [13]
operating at the Υ (4S) resonance at a center-of-mass en-
ergy of
√
s = 10.58 GeV. An additional integrated lu-
minosity of 21.6 fb−1 was recorded 40 MeV below this
energy and is used to study backgrounds. The charm
decay B+ → D0π+, D0 → K+π− [14] is used as a cali-
bration channel as it presents a relatively high branching
fraction.
II. THE BABAR DETECTOR
Details of the BABAR detector are described else-
where [12]. Charged particles are measured with the com-
bination of a silicon vertex tracker (SVT), which consists
of five layers of double-sided detectors, and a 40-layer
†Also with Universita` della Basilicata, Potenza, Italy
‡Deceased
central drift chamber (DCH) in a 1.5-T solenoidal mag-
netic field. This provides a transverse momentum res-
olution for the combined tracking system of σpT /pT =
0.0013pT ⊕ 0.0045, where the sum is in quadrature and
pT is measured in GeV/c.
Charged-particle identification is accomplished by
combining information on the specific ionization (dE/dx)
in the two tracking devices and the angle of emission
of Cherenkov radiation in an internally reflecting ring-
imaging Cherenkov detector (DIRC) covering the central
region. The dE/dx resolution from the drift chamber
is typically about 7.5% for pions. The Cherenkov an-
gle resolution of the DIRC is measured to be 2.4 mrad,
for the quartz refractive index of 1.473, which provides
better than 3 σ separation between charged kaons and
pions over the full kinematic range of this analysis. The
DIRC is surrounded by an electromagnetic calorimeter
(EMC), comprising 6580 CsI(Tl) crystals, which is used
to measure the energies and angular positions of photons
and electrons. The EMC is used to veto electrons in this
analysis.
III. EVENT SELECTION AND
RECONSTRUCTION
Hadronic events are selected based on track multiplic-
ity and event topology. Backgrounds from non-hadronic
events are reduced by requiring the ratio of Fox-Wolfram
moments H2/H0 [15] to be less than 0.98. B-meson can-
didates are reconstructed from events that have four or
more charged tracks. Each track is required to be well
measured and originate from the beam spot. They must
have at least 12 hits in the DCH, a minimum transverse
momentum of 100 MeV/c, and a distance of closest ap-
proach to the beam spot of less than 1.5 cm in the trans-
verse plane and less than 10 cm along the beam axis.
Charged tracks identified as electrons are rejected. The
B-meson candidates are formed from three-charged-track
combinations and particle identification criteria are ap-
plied. The efficiency of selecting pions is approximately
95%, while the probability of misidentifying kaons as pi-
ons is 15%. The B-meson candidates’ energies and mo-
menta are required to satisfy the kinematic constraints
detailed in Section V.
IV. BACKGROUND SUPPRESSION
Backgrounds from e+e− → qq are high and are sup-
pressed by imposing requirements on event-shape vari-
ables calculated in the Υ (4S) rest frame. The first dis-
criminating variable is cos θT , the cosine of the angle be-
tween the thrust axis of the selected B candidate and the
thrust axis of the rest of the event (all remaining charged
and neutral candidates). The distribution of |cos θT | is
strongly peaked towards unity for qq background whereas
the distribution is uniform for signal events. We require
7|cos θT | < 0.65. Additionally, we make requirements on
a Fisher discriminant F [16] formed using a linear com-
bination of five variables. The first two variables are
the momentum-weighted Legendre polynomial moments
L0 =
∑
i p
∗
i and L2 =
∑
i p
∗
i × | cos(θ∗i )|2, where p∗i is the
momentum of particle i (not from the B candidate) and
θ∗i is the angle between its momentum and the thrust axis
of the selected B candidate in the center-of-mass (CM)
frame. We also use the absolute cosine of the angle be-
tween the direction of the B and the collision (z) axis in
the CM frame, as well as the magnitude of the cosine of
the angle between the B thrust axis and the z axis in the
CM frame. The last variable is the flavor of the recoiling
B as reported by a multivariate tagging algorithm [17].
The selection requirements placed on |cos θT | and F are
optimized using Monte Carlo simulated data and have
a combined signal efficiency of 37% while rejecting over
98% of qq background.
Other backgrounds arise from BB events. The main
background for our charmless signal events is from charm
decays, such as three- and four-body B decays involving
an intermediate D meson, and the charmonium decays
J/ψ → ℓ+ℓ− and ψ(2S)→ ℓ+ℓ−. We remove B candi-
dates when the invariant mass of the combination of
any two of its daughters tracks (of opposite charge) is
within the ranges 3.05 < mpi+pi− < 3.22GeV/c
2, 3.68 <
mpi+pi− < 3.87GeV/c
2 and 1.70 < mpi+pi− < 1.93GeV/c
2,
which reject the decays J/ψ → ℓ+ℓ−, ψ(2S)→ ℓ+ℓ− and
D0 → K+π− (or π+π−), respectively. These ranges are
asymmetric about the nominal masses [18] in order to
remove decays in which a lepton (ℓ) or kaon has been
misidentified as a pion.
We study the remaining backgrounds from charmless
B decays and from charm decays that escape the ve-
toes using a large sample of Monte Carlo (MC) simu-
lated BB decays equivalent to approximately five times
the integrated luminosity for the data. Any events that
pass the selection criteria are further studied using ex-
clusive MC samples to estimate reconstruction efficiency
and yields. We find that the only significant background
arises from B± → K±π∓π± decays, in which the kaon
has been misidentified as a pion.
We also consider the decay B± → K0
S
π±, K0
S
→ π+π−
to be a background, since the K0
S
candidates decay
weakly and do not interfere with other π+π− resonances
in B± → π±π±π∓. We suppress this background by fit-
ting two oppositely charged pions from each B candidate
to a common vertex when the invariant mass of the pair
is below 0.6 GeV/c2. This vertex corresponds to the K0
S
decay point for true K0
S
→ π+π− candidates. We remove
B decays that have fitted K0
S
candidates with masses be-
tween 476 and 519 MeV/c2 (σ = 3.6 MeV/c2).
A further background in this analysis comes from sig-
nal events that have been misreconstructed by switching
one or more particles from the decay of the signal B me-
son with particles from the other B meson in the event.
The amount of this background is estimated from MC
studies and is found to be very small; it accounts for 0.6%
of the final data sample in the signal region (defined in
Section V) and is therefore neglected in this analysis.
V. FINAL DATA SELECTION
Two kinematic variables are used to select the final
data sample. The first variable is ∆E = E∗B −
√
s/2,
the difference between the CM energy of the B-meson
candidate and
√
s/2, where
√
s is the total CM en-
ergy. The second is the energy-substituted mass mES
=
√
(s/2 + pi · pB)2/E2i − p2B where pB is the B mo-
mentum and (Ei,pi) is the four-momentum of the ini-
tial state in the laboratory frame. For signal B de-
cays, the ∆E distribution peaks near zero with a res-
olution of 19 MeV, while the mES distribution peaks
near the B mass with a resolution of 2.7 MeV/c2. The
mean of the ∆E distribution is shifted by −5 MeV from
zero in data as measured from the calibration channel
B+ → D0π+, D0 → K+π− assuming the kaon hypoth-
esis for the K+ candidate. The same shift is also ob-
served for B+ → D0π+, D0 → π+π−. The typical ∆E
separation between modes that differ by substituting a
kaon for a pion in the final state is 45 MeV, assum-
ing the pion mass hypothesis. Events in the ∆E strip
−65 < ∆E < 55 MeV are accepted. We also require
events to lie in the range 5.20 < mES < 5.29 GeV/c
2.
This range is used for an extended maximum likelihood
fit to the mES distribution in order to determine the
fraction of signal and background events in our data sam-
ple. The region is further subdivided into two areas: we
use the sideband region (5.20 < mES < 5.26 GeV/c
2)
to study the background Dalitz-plot distribution and the
signal region (5.271 < mES < 5.287 GeV/c
2) to perform
the Dalitz-plot analysis. We accept one B-meson can-
didate per event in the ∆E strip. Fewer than 3% of
events have multiple candidates and in those events one
candidate is randomly accepted to avoid bias.
The mES signal component is modeled by a Gaus-
sian function, while the qq background is modeled us-
ing the ARGUS function [19] with the endpoint fixed
to the beam energy while the shape parameter is al-
lowed to float. The BB background mES shape is mod-
eled with an ARGUS function plus a Gaussian to ac-
count for the dominant peaking BB background of 86±9
B± → K±π∓π± events, as well as 7 ± 1 B± → K0
S
π±
events that have K0
S
candidates with invariant masses
outside the 6 σ range. All parameters of the BB compo-
nent, including the amount of peaking and nonpeaking
BB background, are obtained and fixed from the MC
simulation. The fraction of qq events is allowed to float.
Figure 1 shows the mES projection of the fit to the data
for B± → π±π±π∓. The χ2 per degree of freedom for
this projection is 93/95 and the total number of events
in the signal region is 1942 (965 and 977 for the B− and
B+ samples, respectively). In the signal region, the frac-
tion of qq background fqq is found to be (71.2 ± 1.8)%,
while the fraction ofBB backgrounds fBB is (4.7±0.5)%.
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FIG. 1: The mES distribution along the ∆E strip (−65 <
∆E < 55 MeV): the data are the black points with statistical
error bars, the lower solid red (dark) area is the qq component,
the middle solid green (light) area is the BB background con-
tribution, while the upper blue line shows the total fit result.
The fraction of signal events in the signal region is then
fsig = 1− fqq − fBB = (24.1± 1.8)%.
VI. DALITZ AMPLITUDE ANALYSIS
The charmless B-meson decay to the final state
π±π±π∓ has a number of intermediate states in the
Dalitz plot [20] that contribute to the total rate, which
can be represented in the form:
dΓ
ds13ds23
= |M|2 ∝
∣∣∣∣∣
∑
k
cke
iθkDk(s13, s23)
∣∣∣∣∣
2
(1)
where s13 = m
2
pi+pi−
and s23 = m
2
pi+pi−
are the invariant
masses squared of the oppositely-charged pion pairs in
the final state. The invariant mass of each B candidate
is constrained to the world-average value [18] before s13
and s23 are calculated. The amplitude for a given decay
mode k is proportional to cke
iθkDk(s13, s23) with magni-
tude ck and phase θk (−π ≤ θk ≤ π). The distributions
Dk describe the dynamics of the decay and are a product
of the invariant mass and angular distributions. For ex-
ample, if we have a resonance formed from the first and
third pion from B± → π±π±π∓, then
Dk(s13, s23) = Rk(s13)× Tk(s13, s23), (2)
where Rk(s13) is the resonance mass distribution and
Tk(s13, s23) is the angular-dependent amplitude. The Dk
are normalized such that∫
|Dk(s13, s23)|2ds13ds23 = 1. (3)
The distribution Rk(s13) is taken to be a relativis-
tic Breit–Wigner lineshape with Blatt–Weisskopf barrier
factors [21] for all resonances in this analysis except for
the f0(980), which is modeled with a Flatte´ lineshape [22]
to account for its coupled-channel behavior because it
couples also to the K+K− channel right at threshold.
The nonresonant component is assumed to be uniform in
phase space. The Breit–Wigner function has the form
Rk(s13) =
1
m20 − s13 − im0Γ(s13)
, (4)
wherem0 is the nominal mass of the resonance and Γ(s13)
is the mass-dependent width. In the general case, the
latter can be modeled as
Γ(s13) = Γ0
(
q
q0
)2J+1
m0√
s13
X2J(q)
X2J(q0)
. (5)
The symbol Γ0 denotes the nominal width of the reso-
nance. The values of m0 and Γ0 are obtained from stan-
dard tables [18]. The value q is the momentum of either
daughter in the rest frame of the resonance, and is given
by
q =
√
[s13 − (m21 +m23)][s13 − (m21 −m23)]/4s13, (6)
where m1 and m3 are the masses of the two daughter
particles, respectively. The symbol q0 denotes the value
of q when s13 = m
2
0. The Blatt–Weisskopf barrier pene-
tration factor XJ (q) depends on the momentum q as well
as on the spin of the resonance J [21]:
X0(z) = 1, (7)
X1(z) =
√
1/(1 + z2), (8)
X2(z) =
√
1/(z4 + 3z2 + 9), (9)
where z = rq and r is the radius of the barrier, which we
take to be 4 GeV−1 (equivalent to the approximate size
of 0.8 fm).
In the case of the Flatte´ lineshape [22], which is used
to describe the dynamics of the f0(980) resonance, the
mass-dependent width is given by the sum of the widths
in the ππ and KK systems:
Γ(s13) = Γpi(s13) + ΓK(s13), (10)
where
Γpi(s13) = gpi
√
s13 − 4m2pi,
ΓK(s13) = gK
√
s13 − 4m2K (11)
and gpi and gK are effective coupling constants, squared,
for f0(980) → ππ and f0(980) → KK, respectively. We
use the values gpi = 0.138 and gK = 4.45gpi obtained by
the BES collaboration [8].
We use the Zemach tensor formalism [23] for the angu-
lar distributions T
(J)
k of a spin 0 particle (B
±) decaying
9into a spin J resonance and a spin 0 bachelor particle
(π±). For J = 0, 1, 2, we have [24]:
T
(0)
k = 1,
T
(1)
k = −2~p · ~q,
T
(2)
k =
4
3
[
3(~p · ~q)2 − (|~p||~q|)2] , (12)
where ~p is the momentum of the bachelor particle and
~q is the momentum of the like-sign resonance daughter,
both measured in the rest frame of the resonance.
To fit the data in the signal region, we define an un-
binned likelihood function for each event to have the form
L(s13, s23) = fsig
|∑nk=1 ckeiθkDk(s13, s23)|2ǫ(s13, s23)∫ |∑nk=1 ckeiθkDk(s13, s23)|2ǫ(s13, s23) ds13ds23
+ fqq¯
Q(s13, s23)∫
Q(s13, s23) ds13ds23
+ fBB¯
B(s13, s23)∫
B(s13, s23) ds13ds23
(13)
where n is the total number of resonant and nonreso-
nant components in the signal model; ǫ(s13, s23) is the
signal reconstruction efficiency defined for all points in
the Dalitz plot; Q(s13, s23) is the distribution of qq back-
ground; B(s13, s23) is the distribution ofBB background;
and fsig, fqq and fBB are the fractions of signal, qq and
BB backgrounds, respectively. Since we have two iden-
tical pions in the final state, the dynamical amplitudes,
signal efficiency and background distributions are sym-
metrized between s13 and s23. The fit is performed al-
lowing the amplitude magnitudes (ci) and the phases (θi)
to vary.
The first term on the right-hand-side in Eq. (13) corre-
sponds to the signal probability density function (PDF)
multiplied by the signal fraction fsig. This analysis will
only be sensitive to relative phases and magnitudes, since
we can always apply a common magnitude scaling factor
and phase transformation to all terms in the numera-
tor and denominator of the signal PDF. Therefore, we
have fixed the magnitude and phase of the most domi-
nant component, ρ0(770), to be 1 and 0, respectively.
As the choice of normalization, phase convention and
amplitude formalism may not always be the same for
different experiments, fit fractions are also presented to
allow a more meaningful comparison of results. The fit
fraction for resonance k, Fk, is defined as the integral of
a single decay amplitude squared divided by the coherent
matrix element squared for the complete Dalitz plot as
shown in Eq. (14).
Fk =
∫ |ckeiθkDk(s13, s23)|2ds13ds23∫ |∑j cjeiθjDj(s13, s23)|2ds13ds23 , (14)
where the integrals are performed over the full kinematic
range. Note that the sum of these fit fractions is not nec-
essarily unity due to the potential presence of net con-
structive or destructive interference.
VII. DALITZ PLOT BACKGROUNDS AND
EFFICIENCY
The dominant source of background for this analysis
comes from qq events. We use a combination of on-
resonance sideband data and off-resonance data to get
the background distribution for the Dalitz plot. Note
that for the on-resonance sideband data, we subtract any
contributions fromBB background (from MC), since this
is handled separately. Since the background peaks at the
edges of the Dalitz plot, we use a coordinate transfor-
mation to a square Dalitz plot in order to improve the
modeling of the background distribution. Considering
the decay B+ → π+π+π−, the new coordinates are m′
and θ′, which are defined as
m′ =
1
π
cos−1
(
2
m++ −m++[min]
m++[max]−m++[min] − 1
)
,
θ′ =
1
π
θ++, (15)
where m++ is the invariant mass of the like-sign pions,
m++[max] = mB − mpi and m++[min] = 2mpi are the
boundaries of m++, while θ++ is the helicity angle be-
tween the momentum of one of the like-sign (π+) pions
and the π− momentum in the π+π+ rest-frame. Note
that the new variables range from 0 to 1. The Jacobian
transformation J between the normal Dalitz plot vari-
ables to the new coordinates is defined as
ds13ds23 = |J |dm′dθ′. (16)
The determinant |J | of the Jacobian is given by
|J | = 4|p∗1||p∗2|m++
∂m++
∂m′
∂ cos θ++
∂θ′
, (17)
where |p∗1| is the momentum of one of the π+ candidates
and |p∗2| is the momentum of the π− track, both mea-
sured in the rest frame of the π+π+ system. The partial
derivatives in Eq. (17) are given by
∂m++
∂m′
= −π
2
sin(πm′)(m++[max]−m++[min]),
∂ cos θ++
∂θ′
= −π sin(πθ′). (18)
We get similar expressions for B− → π−π−π+. Fig-
ure 2 shows the qq background distribution, obtained
by combining on-resonance sideband and off-resonance
data. Figure 3 shows the BB background distributions,
which originate from B± → K±π∓π± and B± → K0
S
π±
decays. Note that the peaks along the edges of the nor-
mal Dalitz plot distribution are more spread out in the
square Dalitz plot format. We use the latter to repre-
sent the qq and BB backgrounds in the amplitude fit,
applying linear interpolation between bins.
The signal efficiency ǫ(s13, s23) used in Eq. (13) is mod-
eled using a two-dimensional histogram with bins of size
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FIG. 2: Dalitz plot of the qq background obtained from on-resonance sideband and off-resonance data. The left plot shows the
distribution in normal Dalitz plot coordinates, while the right plot shows the equivalent distribution in the new square Dalitz
plot coordinates, defined in Eq. (15). The empty regions correspond to events removed by the charm vetoes. The area of each
small square is proportional to the number of events in that bin.
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FIG. 3: Dalitz plot of the BB background obtained from Monte Carlo simulated events. The left plot shows the distribution in
normal Dalitz plot coordinates, while the right plot shows the equivalent distribution in the new square Dalitz plot coordinates,
defined in Eq. (15). The empty regions correspond to events removed by the charm vetoes. The area of each small square is
proportional to the number of events in that bin.
0.4 (GeV/c2)2 × 0.4 (GeV/c2)2 and is obtained using 1.1
million B± → π±π±π∓ nonresonant MC events. All se-
lection criteria are applied except for those corresponding
to the invariant-mass veto regions mentioned in Sec. IV.
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The efficiency at a given bin is defined as the ratio of the
number of events reconstructed to the number of events
generated in that bin. Corrections for differences between
MC and data in the particle identification and tracking
efficiencies are applied. The efficiency shows little vari-
ation across the majority of the Dalitz plot, in which
the average efficiency is measured to be (13.00± 0.04)%,
however there are decreases towards the corners where
one of the particles has a low momentum. The effect of
experimental resolution on the signal model is neglected
since the resonances under consideration are sufficiently
broad. No difference in efficiency is seen between B− and
B+ decays at the 2% level.
VIII. PHYSICS RESULTS
We fit the B− and B+ samples independently to ex-
tract the magnitudes and phases of the resonant and non-
resonant contributions to the charmless B± → π±π±π∓
Dalitz plot, using Eq. (13). The nominal fit model con-
tains the resonances ρ0(770), ρ0(1450), f0(980), f2(1270)
and a uniform nonresonant contribution. This is chosen
using information from established resonance states [18]
and the χ2 variation observed when omitting one of the
five components. The χ2 value is calculated using the
formula
χ2 =
nb∑
i=1
[yi − f(xi)]2
σ2i
, (19)
where yi is the number of events in bin i of the invariant
mass or Dalitz-plot distribution, f(xi) is the expected
number of events in that bin as predicted by the fit re-
sult and σi is the error on yi (
√
yi). The number of
degrees of freedom (nDof) is calculated as nb − k − 1,
where nb is the total number of bins used and k is the
number of free parameters in the fit (4 magnitudes and
4 phases). A minimum of 10 entries in each bin is re-
quired; if this requirement is not met then neighboring
bins are combined. Typically, nb is equal to 35 and 75 for
the invariant mass and Dalitz-plot distributions, respec-
tively. Since we observe no charge asymmetry in the qq
and BB backgrounds, we use the charge-averaged back-
ground distributions shown in Figs. 2 and 3 for the B−
and B+ fits. The results of the nominal fit to B− and
B+ on-resonance data in the signal region are shown sep-
arately in Table I. From Eq. (14), it can be seen that the
fit fraction statistical uncertainty will not only depend
on the uncertainties of the magnitude and phase of the
given resonance, but also on the statistical errors of all
amplitudes. Therefore, we use a MC pseudo-experiment
technique to obtain the statistical uncertainty on each
fit fraction. Each pseudo-experiment is a sample of MC
generated events that contains the correct mixture of sig-
nal and background, which are distributed across the
Dalitz plot according to the PDFs defined in Eq. (13).
We fit these MC samples and plot the distributions of fit
fractions Fk obtained from a thousand such experiments.
The statistical uncertainty for each Fk is then the value
of the width of the Gaussian function that is fitted to the
Fk distribution.
Figure 4 shows the mass projection plots for the
nominal fits to B− and B+ data, while Fig. 5 shows
the background-subtracted Dalitz plot of the combined
B± → π±π±π∓ data in the signal region. The χ2/nDof
values for the opposite-sign and like-sign invariant mass
projections for B− (B+) are 51/34 and 27/37 (35/35 and
47/35), respectively. The χ2/nDof values for the two-
dimensional Dalitz plots are 74/74 and 70/75 for B− and
B+, respectively. The four resonant contributions plus
the single uniform phase-space nonresonant model are
able to describe the data adequately within the statisti-
cal uncertainties. For a given resonance, the comparison
of the fit fraction, not the magnitude, to its uncertainty
gives a measure of how significant its contribution is to
the Dalitz plot. Note that the fit fraction uncertainties
shown in Table I are larger than the uncertainties of the
magnitudes. This is due to the dependence of the former
on all of the other amplitudes, via the denominator in
Eq. (14). It can be clearly seen that the dominant con-
tribution to the charmless B± → π±π±π∓ Dalitz plot is
from the ρ0(770) resonance. Approximately 10% of the
ρ0(770) fit fraction lies in the tail of the mass distribution,
defined as the region outside m0 ± 3Γ0. In addition, the
fraction of ρ0(770) within one width of the f2(1270) res-
onance line-shape is approximately 13%, which is equiv-
alent to half of the f2(1270) fit fraction. Further fits are
performed to the data by removing one two-body com-
ponent at a time from the nominal model. Removing
the ρ0(770), f2(1270) or nonresonant components give
significantly poorer fit results. Omitting the ρ0(1450) or
f0(980) components, which are present at the 1.5 σ level,
gives a small change in the goodness-of-fit χ2 (Eq. (19)).
We have also tested the introduction of the χc0 and
f0(1370) resonances, as well as the low-mass π
+π− pole,
known as the σ. Analysis of data from the E791 ex-
periment for D+ → π+π−π+ [7] and recent data from
the BES collaboration for J/ψ → ωπ+π− [8] show evi-
dence of the σ. Also a large concentration of events in the
I = 0 S-wave ππ channel has been seen in the mpipi region
around 500 − 600 MeV in pp collisions [6]. This pole is
predicted from models based on chiral perturbation the-
ory [25], in which the resonance parameters are M −
iΓ/2 = [(470± 30)− i(295± 20)] MeV. Consequently,
the σ resonance is predicted in B± → π±π±π∓ decays.
For this Dalitz-plot analysis the σ resonance is modeled
using the parameterization suggested by Bugg [26]. The
contributions that these three resonances make to the
nominal fit results are not significant and so we place
upper limits on them.
To make comparisons with previous measurements and
theoretical predictions it is necessary to convert the fit
fractions into branching fractions. These are estimated
by multiplying each fit fraction by the total branching
fraction for the B− and B+ fits, which are then aver-
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TABLE I: Results of the nominal fits to B− → pi−pi−pi+ and B+ → pi+pi+pi− data. The first errors are statistical, while the
second and third uncertainties are systematic and model-dependent, respectively, all of which are detailed in Sec. IX. All phases
are in radians.
Component B− Fit Result B+ Fit Result
ρ0(770) Fraction (%) 50.6 ± 7.3± 2.2+0.4−2.7 57.8 ± 6.8± 3.5+1.0−7.9
ρ0(770) Magnitude 1.0 (fixed) 1.0 (fixed)
ρ0(770) Phase 0.0 (fixed) 0.0 (fixed)
ρ0(1450) Fraction (%) 6.8± 4.5± 1.8± 0.6 4.9 ± 5.5 ± 1.4+0.8−2.3
ρ0(1450) Magnitude 0.37± 0.11 ± 0.05± 0.02 0.29± 0.17 ± 0.06 ± 0.08
ρ0(1450) Phase +1.99± 0.57 ± 0.10 ± 0.08 +0.31± 0.70± 0.15 ± 0.34
f0(980) Fraction (%) 3.8± 4.9± 0.9± 2.1 11.1 ± 5.1± 1.1+4.4−3.4
f0(980) Magnitude 0.27± 0.10 ± 0.05± 0.07 0.44± 0.12 ± 0.03 ± 0.08
f0(980) Phase −1.59± 0.47 ± 0.08+0.15−0.01 −0.79± 0.62± 0.17+0.15−0.02
f2(1270) Fraction (%) 14.2 ± 4.6± 1.3± 0.5 14.1 ± 4.8± 1.4+0.7−3.1
f2(1270) Magnitude 0.53± 0.10 ± 0.02± 0.03 0.49± 0.11 ± 0.02 ± 0.05
f2(1270) Phase +1.39± 0.41 ± 0.09 ± 0.09 +1.85± 0.47± 0.12+0.39−0.07
Nonresonant Fraction (%) 15.0 ± 8.6± 1.9+4.3−1.3 12.6 ± 7.1± 2.6+1.1−4.3
Nonresonant Magnitude 0.54± 0.13 ± 0.03± 0.09 0.47± 0.14 ± 0.05 ± 0.06
Nonresonant Phase −0.84± 0.38 ± 0.06 ± 0.04 −2.80± 0.46± 0.07 ± 0.07
aged. The total branching fractions B−tot and B+tot for
B− → π−π−π+ and B+ → π+π+π−, respectively, are
defined as
B±tot =
N±fsig
NBB 〈ǫ±〉
, (20)
where N± is the total number of events in the signal
region, fsig is the signal fraction defined earlier, NBB is
half the total number of BB pairs in the data sample [27]
and 〈ǫ±〉 is the average efficiency across the Dalitz plot
weighted by the fitted signal distribution, which is equal
to (12.4 ± 0.1)% for B− and B+. The average total
branching fraction is then just equal to 12 (B+tot + B−tot),
while the average branching fraction for each resonance
k is given by
Bk = 1
2
(F−k B−tot + F+k B+tot), (21)
where F−k (F
+
k ) is the fit fraction for resonance k for B
−
(B+).
For components that do not have statistically signifi-
cant fit fractions 90% confidence-level upper limits are
evaluated. Upper limits are also found for the χc0,
f0(1370) and σ components. These limits are calculated
by generating many pseudo-MC experiments from the re-
sults of fits to the data, with all systematic sources (see
Sec. IX) varied within their 1 σ Gaussian uncertainties.
We fit these MC samples and plot the fit fraction distribu-
tions. The 90% confidence-level upper limit for each fit
fraction is then that which removes 90% of the pseudo-
MC experiments. A branching fraction upper limit is
then the product of the upper limit on a fit fraction with
the total branching fraction B±tot. Corrections applied to
the signal efficiency due to differences between data and
MC are described in Sec. IX. We include the variation
of 〈ǫ±〉 due to these corrections by using another large
set of pseudo-MC experiments, which is generated and
fitted to the Dalitz-plot model. The content of each bin
in the efficiency histogram is increased (decreased) by
the same random fluctuation given by the uncertainty of
the efficiency correction (5.1%). The 90% confidence-
level upper limit on the value of the reciprocal of the
efficiency (1/0.117) is taken as the value of 1/ 〈ǫ±〉 for
the total branching fraction calculation given in Eq. (20)
that is then used to find the upper limits for the res-
onance branching fractions. If the upper limits differ
between B− and B+, we choose the larger value to be
conservative.
In addition to fit fractions and phases, the charge (CP )
asymmetries for the signal model components are also
measured. The charge asymmetry for the total branching
fraction is defined as
A = N
−
sig −N+sig
N−sig +N
+
sig
, (22)
where N−sig (N
+
sig) is the number of signal events for the
B− (B+) sample. The charge asymmetries for the fit
fractions are defined as
Ak =
F−k N
−
sig − F+k N+sig
F−k N
−
sig + F
+
k N
+
sig
. (23)
The measured branching fractions and charge asymme-
tries are summarized in Table II. The total branch-
ing fraction of the charmless B± → π±π±π∓ decay,
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FIG. 4: Projection plots of the fit results for B− → pi−pi−pi+ and B+ → pi+pi+pi− onto the mass variables m
pi
+
pi
− and m
pi
−
pi
−
(m
pi
+
pi
+). The upper (lower) plots are for the B− (B+) data sample. The data are the black points with statistical error
bars, the lower solid red (dark) histogram is the qq component, the middle solid green (light) histogram is the BB background
contribution, while the upper blue histogram shows the total fit result. The large dips in the spectra correspond to the charm
vetoes.
(16.2 ± 1.2 ± 0.9) × 10−6, is consistent with the cur-
rent world-average value of (11 ± 4) × 10−6 [18]. The
measured branching fraction for the decay B± →
ρ0(770)π±, ρ0(770)→ π+π−, (8.8±1.0±0.6+0.1−0.7)×10−6,
agrees with the world-average value of (8.6 ± 2.0) ×
10−6 [18] and is consistent with the average theoretical
predictions of 11.9×10−6 and 8.4×10−6 that are based on
QCD factorization [28] and pole-dominance models [29],
respectively. The upper limits reported for the other res-
onance modes are an order of magnitude lower than pub-
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FIG. 5: Background subtracted Dalitz plot of the combined
B± → pi±pi±pi∓ data sample in the signal region. The Dalitz
plot is symmetrized about the y = x axis. The empty regions
correspond to events removed by the charm vetoes.
lished limits [18]. The total charge asymmetry has been
measured to be consistent with zero to a higher degree
of accuracy than previous measurements [11]. A repre-
sentative theoretical value of the charge asymmetry for
B± → ρ0(770)π± is +4.1% [28], ignoring uncertainties
due to weak annihilation processes, in agreement with
our measurement.
IX. SYSTEMATIC STUDIES
The systematic uncertainties that affect the measured
fit fractions, amplitude magnitudes and phases are eval-
uated separately for B− and B+. The first source of
systematic uncertainty is the modeling of the signal ef-
ficiency. The charged-particle tracking and particle-
identification fractional uncertainties are 2.4% and 4.2%,
respectively. The first is estimated by finding the dif-
ference between data and MC of the track-finding ef-
ficiency of the DCH from multihadron events. A pre-
cise determination of the DCH efficiency can be made
by observing the fraction of tracks in the SVT that are
also found in the DCH. The probabilities of identify-
ing kaons and pions is measured using the decay mode
D∗+ → D0π+, D0 → K−π+, which provides a very pure
sample of pions and kaons. The difference observed be-
tween data and MC for the kaon and pion efficiencies
gives the combined systematic uncertainty of 4.2% for
our signal mode. There are also global systematic errors
in the efficiencies due to the criteria applied to the event-
shape variables (1.0%) and to ∆E andmES (1.0%). The
total fractional systematic uncertainty for the efficiency
from these sources is 5.1%. Corrections due to differ-
ences between data and MC have also been included for
the selection requirements on cos θT , F , ∆E and mES.
These are found by comparing the difference in the se-
lection efficiency between data and MC for the control
sample B+ → D0π+.
The variation of the efficiency across the Dalitz plot is
also evaluated by performing a series of fits to the data
where the efficiency histogram has each bin fluctuate in
accordance with its binomial error. This introduces an
absolute uncertainty of 0.01 for the magnitudes, 0.02 to
0.05 for the phases, and a fractional uncertainty between
1% and 4% for the fit fractions. For the average effi-
ciency, and hence for the total branching fraction, this is
a very small effect, evaluated at 0.1%.
The next source of systematic uncertainty comes from
the modeling of the backgrounds. The systematic uncer-
tainty introduced by the BB background and qq back-
ground has two components, each of which can poten-
tially affect the fitted magnitudes and phases differently.
The first component arises from the uncertainty in the
overall normalization of these backgrounds, while the sec-
ond component arises from the uncertainty on the shapes
of the background distributions in the Dalitz plot. The
uncertainties on the magnitudes, phases and fit fractions
due to the normalization uncertainty are estimated by
varying the measured background fractions in the signal
region by their statistical errors. The maximum uncer-
tainty for the magnitude (phase) is 0.03 (0.02) due to
the qq background normalization uncertainty and 0.01
(0.01) due to the BB background normalization uncer-
tainty. These uncertainties are added in quadrature. The
fit fractions have relative uncertainties in the range 1% to
9%. The uncertainties on the fit fractions and phases due
to the Dalitz-plot background distribution uncertainty is
estimated in the same way as the efficiency variation,
namely varying the contents of the histogram bins in ac-
cordance with their Poisson errors. To be conservative,
each magnitude (phase) has been given an uncertainty of
0.02 (0.02) due to the qq background distribution uncer-
tainty and 0.02 (0.01) due to the BB background distri-
bution uncertainty, which are then added in quadrature.
The fit fractions have relative uncertainties ranging from
1% to 10%.
To confirm the fitting procedure, 1000 MC pseudo-
experiments are created from the fitted magnitudes and
phases and each sample is fitted 100 times with random-
ized starting parameters. A fit bias of approximately
10% is observed for some of the smaller components and
is included in the systematic uncertainties for the mag-
nitudes, phases and fit fractions.
There is a range of different values for the coupling con-
stants gpi and gK for the Flatte´ description of the f0(980)
resonance [8, 30, 31]. A model-dependent systematic un-
certainty is assigned for all magnitudes, phases and fit
fractions based on the differences between the results of
the nominal fit and those when the different coupling con-
stants for the f0(980) are used. There is also the question
of whether the nonresonant component has an amplitude
that varies across the Dalitz plot. For the nominal fit,
uniform phase-space is used for this component in the
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TABLE II: Summary of average branching fraction (B) and charge asymmetry (A) results. The first uncertainty is statistical,
the second is systematic, while the third is model-dependent.
Mode B(B± → Mode)(10−6) 90% CL UL B (10−6) A (%)
B± → pi±pi±pi∓ Total 16.2± 1.2± 0.9 — −0.7± 7.7± 2.5
ρ0(770)pi±, ρ0(770)→ pi+pi− 8.8± 1.0± 0.6+0.1−0.7 — −7.4± 12.0± 3.4+0.6−4.4
ρ0(1450)pi±, ρ0(1450)→ pi+pi− 1.0± 0.6± 0.2± 0.2 < 2.3 +15.5± 62.1± 7.9+0.4−1.0
f0(980)pi
±, f0(980)→ pi+pi− 1.2± 0.6± 0.1± 0.4 < 3.0 −49.5± 53.7± 4.9+3.7−2.9
f2(1270)pi
±, f2(1270) → pi+pi− 2.3± 0.6± 0.2± 0.3 < 3.5 −0.4± 24.7± 2.8+0.4−1.6
B± → pi±pi±pi∓ Nonresonant 2.3± 0.9± 0.3± 0.4 < 4.6 +8.0± 41.2± 6.5± 2.4
χc0pi
±, χc0 → pi+pi− — < 0.3 —
f0(1370)pi
±, f0(1370) → pi+pi− — < 3.0 —
σpi±, σ → pi+pi− — < 4.1 —
absence of any a priori model. An alternative parame-
terization gives the nonresonant dynamical amplitude to
be of the form
DNR(s13, s23) = e−αs13 + e−αs23 , (24)
where α is a constant [32]. This parameterization does
not give significant differences compared to the nominal
fit results (Table I) for α = 0.11 ± 0.02, which is the
average of the values shown in Ref. [32]. These differences
are included in the model-dependent systematic error, as
well as when the χc0, f0(1370) or σ resonances are added
to the fit.
The dominant systematic uncertainty for the total
branching fraction B±tot is due to the efficiency corrections
(5.1%). There is a 1% fractional error on the weighted
efficiency 〈ǫ〉 due to the statistical uncertainties of the
fitted amplitudes of the various components. There is an
additional uncertainty in the value of NBB, evaluated at
1.1%, as well as the fractional uncertainty in the amount
of BB background present (2%). The systematic uncer-
tainties for the resonance branching fractions Bk are just
the quadratic sum of the systematic errors for the res-
onance fit fractions Fk and all the contributions to the
systematic error for the total branching fraction B±tot ex-
cept the fixed BB background component, since this is
already included in the fit fraction systematics.
For the charge asymmetries, systematic uncertainties
from fit biases, efficiency corrections and fluctuations
in the background and efficiency histograms are not in-
cluded, since they cancel out. Finally, an uncertainty of
2% is assigned for the total and fit fraction charge asym-
metries due to a possible detector charge bias, which is
determined by finding the difference between the total
number of positively and negatively charged tracks in
the on-resonance data sample.
X. SUMMARY
The total branching fraction for the charmless decay
B± → π±π±π∓ is measured to be (16.2±1.2±0.9)×10−6,
where the first uncertainty is statistical and the second is
systematic. The dominant component in the charmless
B± → π±π±π∓ Dalitz plot is the ρ0(770) resonance. We
have a 3 σ indication for the presence of the f2(1270)
and nonresonant components. The fit fractions of the
resonances ρ0(1450) and f0(980) are not statistically sig-
nificant. The decay B± → ρ0(770)π± has a measured
branching fraction of (8.8± 1.0± 0.6+0.1−0.7)× 10−6, which
is consistent with previous measurements [9, 10] and the-
oretical calculations [28, 29]. This decay can be used to
help reduce the theoretical uncertainties in the extraction
of the CKM angle α from the neutral decays B0 → ρ±π∓
and B0 → ρ0π0 [5]. It is found that there is no con-
tribution from the χc0 resonance to the B
± → π±π±π∓
Dalitz plot, which means that the methods advocated in
Ref. [2–4] to measure the CKM angle γ are not feasible
with our current dataset. There is also little evidence
for contributions from the f0(1370) and σ resonances.
Differences in the parameterizations of the f0(980) and
nonresonant components do not significantly affect the
results. Charge asymmetries observed for the total rate
and resonance fit fractions are consistent with zero, and
90% confidence-level upper limits are provided for the
branching fractions for resonances that do not have sta-
tistically significant fit fractions. The results presented in
this paper supersede those of previous BABAR analyses.
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