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Due to the high-rate capability of electrochemical capacitors (EC), they are considered excellent candidates for use in high-power applications such as load leveling the power sources in electric vehicles. [1] [2] [3] Electrochemical capacitors having large capacitance per gram of active material are of two types, 1 (i) double-layer capacitors and (ii) pseudocapacitors. The energy in the former device is stored across the double layer formed at the interface between an electronically conducting substrate and the electrolyte. The capacitance of a double layer is typically in the range of 10 to 40 F per cm 2 of surface area. 4 Therefore, to achieve the requisite energy densities, highsurface-area materials such as activated carbon are used. 5 In contrast, pseudocapacitors are based on faradaic reactions that exhibit a current-voltage response similar to a capacitor. Examples of systems that exhibit faradaic pseudocapacitance are underpotential deposition of H or Pb in monolayers on noble metals and redox reactions of microporous transition metal hydrous oxides such as RuO 2 1 and NiO. 6, 7 To produce cost-effective materials with the desired electrochemical performance, a systematic approach is needed to relate process conditions to electrochemical characteristics. Such a systematic approach can be aided by mathematical models for understanding the relationship between electrode structure (e.g., porosity, capacitance, surface area, and thickness) and performance (e.g., energy and power density). The objective of this paper is to use mathematical models to (i) develop a relationship between the physical properties of the cell components and the energy and power density of the device; (ii) gauge the importance of thermal effects on the performance of these devices; and (iii) develop an electroanalytical tool to probe fundamental properties of new materials in advanced devices. Tasks (i) and (ii) were achieved by solving the governing equation under constant-current operation, while task (iii) was achieved by simulating electrochemical impedance spectroscopy. This paper modifies the constant-current model developed by Farahmandi 8 for calculating the energy and power densities of the cell as a function of design parameters and operating conditions. The model has also been used to simulate the temperature rise in the cell during constant-current cycling.
There are numerous models dealing with the double-layer formation in porous electrodes in the literature. These models can be divided into two categories: (i) models used to simulate the charging of the double layer [9] [10] [11] [12] [13] and (ii) models used to simulate the performance of electrochemical capacitors. 8, 14, 15 Posey and Morozumi 9 presented macroscopic equations to describe the charging of the double layer at constant current and constant potential and subsequently these equations were used by other researchers to analyze the double-layer charging phenomena. [10] [11] [12] [13] Models to simulate the performance of an electrochemical capacitor were initiated by Pillay and Newman, 14 who looked at the constant-current operation of the cell to analyze the effect of the oxygen and hydrogen evolution reactions. Using Tafel kinetics, the authors conclude that the two side reactions result in considerable efficiency losses during early cycles even when operating the cell within the thermodynamic stability window of the electrolyte. Farahmandi 8 looked at the effect of the ionic and electronic resistances on the galvanostatic charging of an electrochemical capacitor and discussed methods to determine the initial resistance and the steady-state resistance using the shape of the voltage profile. This work, however, does not relate the physical properties of the cell components to the energy and power density of the device. Nor was the model used to study the effect of cell design and operation on the heat generation during constant-current cycling. Miller 15 used equivalent circuits rather than porous-electrode theory to describe the electrochemical impedance spectroscopy of a device. In this work, we take advantage of the porous-electrode model developed for constant-current cycling to simulate electrochemical impedance in an EC.
Model Development
Assumptions.-A schematic diagram of the double-layer capacitor cell modeled here is shown in Fig. 1 . The cell consists of two identical porous electrodes with a separator between them and electrolyte throughout. The assumptions made in developing the model are summarized as 1, All faradaic processes result in a current-voltage profile similar to that of a capacitor. 2, The electrolyte concentration is uniform throughout. 3, Ohmic losses are the dominating phenomenon behind the heating effect. 4, The temperature is constant throughout the cell, but it changes with time. 5, The capacitance is constant over the voltage window of operation. 6, The physical properties of the device (e.g., conductivity and capacitance) do not vary during a charge (or discharge).
Governing equations.-In the absence of concentration variations, the current density in the matrix and solution phases can be expressed by Ohm's law as [1] [2]
The conservation of charge leads to the following two equations S0013-4651(98)08-081-1 CCC: $7.00 © The Electrochemical Society, Inc.
Due to assumption 1, the relationship between the interfacial potential difference and the transfer current is given by [5] Equations 1-5 can be combined and converted to dimensionless form to yield [6] where * is the dimensionless overpotential.
The overpotential is initially set to zero throughout the electrode, thus leading to the solution of Eq. 6 in the Laplace domain as ෆ * ϭ C 1 cosh (Ίෆ s) ϩ C 2 sinh (Ίෆ s ) [7] where C 1 and C 2 are constants that are evaluated depending on the boundary conditions. Equations 1-3 can be combined to yield the solution-phase current in terms of the overpotential as [8] where I* is the dimensionless cell current. Using the fact that the cell current is equal to the matrix phase and solution phase currents at x ϭ 0 and x ϭ L, respectively, Eq. 8 can be written for the two boundary conditions as
The dimensionless current, I*, can vary with time if the cell current changes (e.g., electrochemical impedance spectroscopy). Equations 9a and b can be used to evaluate the constants C 1 and C 2 in Eq. 7 to yield the overpotential in the Laplace domain as
Differentiating Eq. 10, substituting that result into Eq. 8, and solving for the solution current yields [11] Equation 11 can be substituted into Eq. 2 and integrated to yield the change in potential across the porous electrode as [12] The voltage of a cell consisting of two porous electrodes with a separator between them can be evaluated using [13] The first term accounts for the initial voltage of the cell at the start of discharge. The terms in the square brackets give the potential drop across each of the electrodes. The third term accounts for the potential drop across the separator.
Substituting Eq. 10 and 12 into Eq. 13 yields the voltage in the Laplace domain as [14] Cell voltage and local double-layer current for constant current discharge.-For a constant-current discharge, the applied current is known, and therefore I* is a known constant. Equation 14 can be solved by inverting it to the time domain to yield [15] where V* is a function of the independent variable , and three dimensionless parameters: I*, the dimensionless current; ␤, the ratio of the separator to electrode resistance; and ␥, the ratio of the solution and matrix phase conductivities.
Equation 10 can be inverted to the time domain to give the overpotential throughout each electrode as The double-layer discharging current can be evaluated by taking the time derivative of the overpotential (Eq. 16) and substituting the resultant expression into Eq. 5 to yield [17] Energy balance for constant current discharge.-The deviation of the voltage of the porous capacitor from that of an ideal capacitor due to ohmic losses leads to heat generation. With the assumption that the temperature rise is uniform throughout the cell, the energy balance for the cell can be expressed in dimensional form as [18] The specific heat capacity of the cell was estimated from the individual heat capacities using
The voltage deviation in Eq. 18 is obtained from Eq. 15 as [20] The capacitance and conductivities of the solution and the electrode material are assumed to be constant during a half cycle. Therefore, Eq. 20 is substituted into Eq. 18, and the resultant expression is integrated to give [21] where k represents temperature at the end of the kth half cycle and c is the time taken to reach the cutoff potential. In addition to the three dimensionless parameters that govern the cell voltage, namely, I*, ␤, and ␥, the temperature of the cell depends on h*, the dimensionless external heat-transfer coefficient; C* P , the dimensionless specific heat
n n * ϭ Ϫ capacity; and , the ratio of ambient temperature to the initial cell temperature. For simulation of the cell temperature on repeated charge/discharge cycling using Eq. 21, the cycle number, k, is the dependent variable.
To calculate the temperature rise during a half cycle, Eq. 15 is solved at a particular current to find the time taken to reach the cutoff voltage, c . This cutoff time is substituted into Eq. 21 to find the temperature rise for that half cycle.
Impedance spectroscopy.-To simulate the impedance of the cell, a sinusoidal voltage perturbation is applied to the system and the current response is measured. Since the cell current changes with time during an impedance experiment, I* varies. In this case, Eq. 14 can be transformed from the Laplace domain to the frequency domain by substituting for the dimensionless Laplace operator, s, with a complex variable p ϩ j*. Assuming that a small alternating voltage signal (Յ10 mV) does not perturb the system significantly from the steady state achieved prior to the start of the experiment, p can be set to zero. Replacing s with j* in Eq. 14 yields the expression for the cell voltage in the frequency domain.
The impedance of the cell is evaluated by differentiating the voltage expression (i.e., Eq. 14) with respect to the current and replacing s with j*. In dimensionless form the impedance is defined as [22] To generate the Nyquist plot, Eq. 22 is rewritten in the following form Z*(*) ϭ Re*(*) ϩ jIm*(*) [23] to yield
[24a]
[24b]
The impedance of an electrochemical capacitor is a function of the dependent variable *, the dimensionless frequency, and two dimensionless parameters: ␤, the ratio of external to internal resistance, and ␥, the ratio of solution to matrix phase conductivity. When ␥ ϭ 0, Eq. 24a and b collapse to Eq. 10a and b derived by Motupally et al. 16 for the impedance response of a diffusion-limited process. Figure 2 shows dimensionless discharge curves generated from Eq. 15 for different values of the dimensionless current. The abscissa in Fig. 2 is the relative utiliza- tion, I*. The value of I* represents the fraction of the available capacity extracted from the cell. The solid line corresponds to a negligible separator resistance (i.e., ␤ ϭ 0) and the dashed line corresponds to a separator resistance equal to that of the electrode (i.e., ␤ ϭ 1). The matrix-phase conductivity is negligible relative to the electrolyte conductivity (i.e., ␥ ϭ 0) for all the curves. Figure 2 is characterized by three distinguishing features: (i) a sharp drop in voltage at the start of discharge for higher discharge rates; (ii) a straightline portion for the rest of the discharge; and (iii) electrode utilization that decreases as the discharge rate increases. The sharp drop in voltage at the start of discharge is the result of a time constant for the double-layer current distribution to reach a steady state. Once the current distribution becomes uniform throughout the electrode, the discharge is characterized by a linear voltage decrease. In this portion, the slope of the line is that of an ideal capacitor (i.e., proportional to the current divided by the capacitance). As I* or ␤ increases, ohmic effects become significant, and the capacity extracted from the cell when it reaches 0 V is less than the maximum capacity. The physical significance of the shape of the discharge curve shown in Fig. 2 can be seen by examining the limits of Eq. 15. At the start of discharge (i.e., ϭ 0), Eq. 15 can be expressed in dimensional form as [25] In this limit the electrochemical capacitor behaves as if the separator resistance is in series with two parallel resistors, one for the matrix and the other for the solution. 8 Since the current takes the path of least resistance, the voltage drop across the parallel resistors is dictated by the resistance of the most conductive path. At long times, Eq. 15 reduces to a straight line of the form [26] Equation 26 corresponds to the voltage-time profile of an ideal capacitor with a voltage offset due to three resistors in series (i.e., separator, matrix, and solution). The intercept in Eq. 26 is consistent with the steady-state resistance determined by Farahmandi. 8 The distribution of the double-layer current throughout the positive electrode at different discharge times is illustrated in Fig. 3 . At the negative electrode or at ␥ ϭ ϱ, the current distribution is the mirror image of those shown in Fig. 3 . The plot was generated using Eq. 17, for I* ϭ 1.0, ␤ ϭ 0, and ␥ ϭ 0. At short times, the current distribution is very nonuniform with virtually none of the double-
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layer discharging at the current collector (i.e., ϭ 0). This profile is consistent with the voltage limit at t r 0 (i.e., Eq. 25). At ␥ ϭ 0 (i.e., ϭ ϱ), all the current goes through the matrix phase, and therefore the porous electrode does not contribute to the cell resistance. With increasing time, the distribution becomes uniform, and at I* > 0.4, the double-layer current is approximately equal to 1.0 throughout. This uniform current causes the porous electrode to behave like two resistors in series (see Eq. 26).
The nonuniform current distribution gives rise to the curvature in the cell voltage at the start of discharge. As the double-layer current distribution becomes uniform, the discharge profile reaches that of the ideal capacitor. The uniform current distribution, however, does not translate into a uniform potential distribution. The effect of appreciable ohmic resistance on the potential distribution with time can be seen in Fig. 4 , where the overpotential is plotted with distance for increasing discharge times. The plot was generated using Eq. 16 for I* ϭ 1.0, ␤ ϭ 0, and ␥ ϭ 0. As illustrated in Fig. 4 , the potential distribution is nonuniform even for I* > 0.4. Only at low currents or low resistance (e.g., I* ϭ 0.01) is the overpotential uniform throughout the electrode. However, as indicated in Eq. 5, the local change in potential with time results in the double-layer current. The change in potential from I* ϭ 0.4 to I* ϭ 0.65 is approximately Figure 2 . Normalized constant-current discharge curves as a function of the dimensionless current for an EC. The solid line corresponds to negligible separator resistance, and the dashed line for separator resistance equal to that of the electrode. The matrix phase conductivity is negligible relative to the electrolyte conductivity (i.e., ␥ ϭ 0). 
the same at the front of the electrode as at the back. Therefore, although the potential distribution remains nonuniform at long times, the current distribution is uniform. At short times, the change in potential is greater at the front (i.e., ϭ 0) than at the back, which leads to the nonuniform current distribution seen in Fig. 3 .
In contrast to what is observed in Fig. 3 and 4 , a battery material exhibiting faradaic reactions would have a nonuniform current distribution whenever the potential distribution was nonuniform. For example, Newman and Tobias 17 solved for the steady-state current distribution in a porous electrode using Tafel kinetics. The dimensionless parameter for the total current in their analysis, ␦, can be expressed in terms of I* as [27] Assuming ␣ ϭ 0.5 and V o ϭ 0.5
Therefore, an I* ϭ 1.0 is roughly equivalent to ␦ ϭ 10. From Fig. 2 in Newman and Tobais, 17 the reaction current is fifteen times greater at the front of the electrode compared to the back. A similar distribution is seen in Fig. 3 , but at I* > 0.4, the current distribution varies across the electrode by less than 8%. Figure 5 shows the effect of changing the ratio of the matrix to solution phase conductivity, ␥ on the constant current discharge. For a given I*, as ␥ increases from 0.0 to 1.0 the resistance of the cell increases and this leads to three distinct effects: (i) an offset in the cell voltage at the start of discharge; (ii) a reduction in the curvature of the discharge profile at the start of the discharge; and (iii) a decrease in utilization as the matrix and solution-phase conductivities approach each other, seen for higher discharge rates. The offset in the voltage at the start of discharge is due to the increased resistance in the cell. The reduction in curvature occurs due to an increasingly uniform discharging of the electrode, as the matrix conductivity is lowered. 8 For low internal resistance, no drop in utilization is seen over the operating voltage regime, but, as the internal resistance increases not only does the voltage window reduce dramatically, but also a loss in utilization is observed. This loss is observed because the voltage window is not large enough for the discharge to reach an ideal double-layer discharge profile, i.e., a straight line. For low internal resistance, the system reaches this linear profile before V* reaches zero. Note that varying the matrix-phase conductivity has the same effect on the discharge curves as varying the solution-phase conductivity (i.e., discharge curves at ␥ ϭ 0.1 is equivalent to that at ␥ ϭ 10).
Although changing ␥ from 0.0 to 1.0 has the same qualitative effect on the discharge curve as increasing I*, the behavior inside the electrode is very different. This difference can be seen by comparing the distribution in the double-layer current in Fig. 3 (␥ ϭ 0.0) with those in Fig. 6 (␥ ϭ 1.0) . When the matrix conductivity is large (i.e., ␥ ϭ 0.0), the portion of the electrode closest to the separator discharges preferentially as compared to the other parts of the electrode (Fig. 3) . When the matrix conductivity is comparable to that of the solution (␥ ϭ 1.0), the electrode discharges at both the front and back (Fig. 6) . Consequently, the current reaches a more uniform distribution at shorter times. For example, the current distribution at I* ϭ 0.1 in Fig. 6 is more uniform than the profile at I* ϭ 0.2 in Fig. 3 .
Although higher ␥ reduces the time to reach uniform currents throughout the porous electrode, it does not translate to higher energies. The increased resistance as ␥ increases results in an offset in the voltage at the start of the discharge. As the area under the voltage-time curve is proportional to the energy delivered by the cell, increasing ␥ leads to a decrease in energy. The effect of ␤ and ␥ on the energy efficiency of a device is shown in Fig. 7 as a function of the dimensionless current. The energy efficiency of the device was calculated by integrating Eq. 15 with respect to to yield [29] where c is the time taken to reach the cutoff voltage (taken as 0 V in this analysis). At low current densities, the porous electrode behaves like an ideal capacitor (i.e., 100% efficient) because the discharge is uniform throughout the electrode. As the current density increases, the double-layer current distribution is less uniform for a large fraction of the discharge, and consequently not all the energy stored in the device can be removed. At a given I*, as ␤ increases from 0 to ϱ or ␥ increases from 0 to 1, the energy efficiency of the cell decreases as the overall resistance of the cell increases.
The results in Fig. 7 can be replotted in dimensional form as energy vs. power (i.e., Ragone plot) for different thicknesses, as shown in Fig. 8 . The energy density was determined by estimating the dimensionless energy of the device from Eq. 29, converting E* to a dimensional quantity, and dividing by the mass of the cell. The cell mass consists of the two electrodes, the separator and the electrolyte, and was obtained using Figure 5 . Normalized constant-current discharge curves as a function of the dimensionless current for an EC. At each current, the ratio of solution to matrix phase conductivity, ␥, is varied. The separator resistance is negligible compared to that of the electrode (i.e., ␤ ϭ 0). 
The effective conductivity of the electrolyte in the electrode and in the separator was estimated using the correlation 18
The average power density was estimated by dividing the energy by the cutoff time, c , and the weight of the device using Eq. 30. Although the power is the abscissa in Fig. 8 , the current is the independent variable in this analysis. Figure 8 is characterized by three distinguishing features: (i) at low currents (i.e., low power), thicker electrodes lead to higher energy densities, (ii) at high currents (i.e., high power) thinner electrodes leads to higher energy densities, and (iii) a maximum in the power density which results in two possible energy densities for every power density. This latter feature results from current being the independent variable. As the power is defined as the average voltage times the current, it is possible to achieve two energy densities with the same power density, one at low currents and thereby higher voltages and the other at high currents and consequently lower voltages. As the thickness of the electrode is increased, the fraction of the total device mass occupied by the two electrodes increases, and thus the energy density increases. In other words, the separator, which has no energy capacity, occupies a lower fraction of the overall mass. However, as the thickness of the electrode increases, the inefficiencies due to nonuniform charging of the electrode increase. These inefficiencies are more pronounced at higher currents, and consequently the energy density of the thicker electrode is less than that of the thinner one.
The energy of the device is limited by the potential window of operation, taken to be 1 V in this analysis for the aqueous electrolyte. The energy of the device can be increased considerably by using organic electrolytes, where the potential window is typically 4 V. As the energy of a capacitor scales as the square of the voltage, a fourfold increase in voltage results in a sixteen-fold increase in the energy. However, organic electrolytes can be an order of magnitude less conductive than aqueous systems. 19 This decreased conductivity leads to greater inefficiencies at higher currents. For example, in Fig. 7 , if we consider a aqueous EC with ␤ ϭ 0 and ␥ ϭ 0 operated at a current such that I* ϭ 0.1, then the device would be 100% utilized. By shifting to an organic electrolyte and operating at the same current, I* increases by an order of magnitude (since I* is inversely proportional to the conductivity), thus making the device 50% efficient. Thus, a trade-off exists between the energy and power capability of the device based on the choice of electrolyte. Figure 9 shows the plot of energy density vs. the power density with the corresponding temperature rise at the end of discharge for electrodes of two thicknesses. The energy-density curves denoted by the solid lines are reproduced from Fig. 8 . The temperature of the cell was estimated using Eq. 21 and represents the temperature at the end of the discharge. The dashed-dotted lines show the temperature at the end of discharge of a cell with finite external heat transfer from the cell, and the dashed line for adiabatic operation. At low power densities, the temperature rise is negligible initially as a consequence of the negligible ohmic loss. As the power density increases, the ohmic losses are such that an increase in temperature is observed. The temperature of the cell goes through a maximum with increasing power density since the utilization of the cell is very small at high power. The temperature increase in the cell is directly proportional to the ohmic loss in the cell, i.e., the voltage deviation from that of an ideal capacitor. As the power density increases, the electrode utilization reduces, and consequently the temperature increases. This is seen clearly by comparing the energy density curves and the temperature curves, i.e., an energy density decrease corresponds to a temperature increase. At very high power densities, the cell discharges for a very short time, and consequently the temperature increase is not appreciable. Thus, the temperature rise goes through a maximum after which it drops back to the ambient temperature of Table I . S0013 
is operated adiabatically, the nature of the curves remain the same, but the temperature rise occurs at a lower power density, and the maximum temperature is higher. This effect is more prominent for thicker electrodes, since the temperature rise is greater in these cells. The choice of electrolyte would also play a crucial role in the temperature increase in the cell. Organic electrolytes increase the voltage window, thereby increasing the time of discharge (and consequently, the time for the heat to build up). In addition, the poor conductivity of the electrolytes increases the inefficiency at high currents, thus increasing the driving force for heat generation.
Although the maximum temperature rise in the device does not exceed a few degrees in the one cycle shown in Fig. 9 , the temperature rise could be significant over a number of successive charge-discharge cycles. Figure 10 shows the temperature rise of the device as a function of the cycle number, for a capacitor with 50 m electrodes operated at ca. 35 kW/kg specific power. The temperature of the device was calculated using Eq. 21 at the end of each half cycle. The dotted line in Fig. 10 shows the temperature rise for a capacitor operated adiabatically where the conductivity of the electrolyte is constant. The temperature rise in this cell is a constant and scales with the cycle number. The dashed line denotes the temperature rise when the temperature dependence on the conductivity is incorporated using 20
Due to the negligible change in temperature during a half cycle, the conductivity was assumed constant during the half cycle, but allowed to vary between half cycles. When the temperature increases, the conductivity of KOH increases, and thus the electrode utilization increases (see Fig. 2 ). This leads to lower ohmic losses in the cell, and the temperature rise gradually becomes less as the temperature increases, leading the plot to deviate from that for constant . The solid lines in the graph denote temperature rises with external heat transfer. As expected, the temperature rise at the initial cycles is similar for all the five cases. As the temperature increases, the rate of the external heat transfer increases, and the temperature reaches a steady-state value depending on the value of h, the external heattransfer coefficient.
Impedance spectroscopy.- Figure 11 shows the dimensionless Nyquist plot of a porous, double-layer capacitor cell as a function of the ratio of the solution to matrix conductivities. The graph was generated for negligible separator resistance (i.e., ␤ ϭ 0) using Eq. 24a and b. The graph shows three regions: (i) an initial ca. 45Њ line at high frequencies that intersects the real-axis at a finite value, (ii) an almost vertical line at very low frequencies, and (iii) a transition region where the slope shifts from 1 to infinity. Therefore, a slope of 2 is a convenient definition for the transition point between the two frequency limits. 21 These three regions are evident regardless of the value of ␥. The only effect of ␥ on the impedance curve is that the high-frequency limit increases as ␥ increases from 0 to 1 (or ␥ decreases from ϱ to 1). The Nyquist plot also retains the shape shown in Fig. 11 as the separator resistance (i.e., ␤) increases. Examining Eq. 24a and b reveals that ␤ has no effect on the imaginary component of the impedance, and the real component is shifted by a constant amount equal to ␤ at all frequencies.
The effect of ␥ and ␤ on the Nyquist plot can also be seen by examining the high-and low-frequency limits of Eq. 24a. As * approaches infinity, Eq. 24a reduces to [33] and as * approaches zero, Eq. 24a reduces to [34] Again, only the high-frequency limit is affected by ␥, but both limits are affected equally by ␤. Equations 33 and 34 are consistent with the short-time and long-time voltage offsets determined using the constant-current model (i.e., Eq. 25 and 26), respectively. The first term in Eq. 33 is the equivalent resistance of two resistors connected in parallel, one corresponding to the metal, and the other to the solution. From Fig. 3 it is clear that at short times and high matrix conductivity (i.e., ␥ ϭ 0), the currents travels predominantly through the matrix phase. Therefore, at ␥ ϭ 0 and high frequencies, the cell resistance is mainly due to the separator. When the matrix and solution conductivities are comparable (i.e., ␥ ϭ 1), the transfer of current occurs at both the front and back ends (see Fig. 6 ), and the current is split between the matrix and the solution phases. Therefore, at ␥ ϭ 1 and at high frequencies, the cell resistance is due to the separator and the porous electrodes. At long times (or low frequencies), the cell behaves like an ideal capacitor with three resistors in series, one each corresponding to the separator, matrix, and solution. Therefore, the first term in Eq. 34, in dimensional form, is related to the sum of the matrix and solution resistances.
The Nyquist plot shown in Fig. 11 is similar to that observed for a system with a faradaic reaction in a finite volume limited by bulk diffusion. 16 This similarity arises from the nature of the governing Figure 10 . Temperature as a function of cycle number during continuous cycling of an EC. The solid line denotes finite external heat transfer, and the dashed and dotted lines for adiabatic operation. The dotted line is for constant electrolyte conductivity. The curves were generated for an electrode thickness of 50 m, and the value for the physical parameters listed in Table III at a power density of 35 kW/kg. The graph was generated using Eq. 24 for ␤ ϭ 0.
equations defining the two processes, namely, Fick's second law and Eq. 6. As indicated earlier, for ␥ ϭ 0, Eq. 24a and b collapse to Eq. 10a, and b derived by Motupally et al. 16 Since the equations are identical, the dimensionless frequencies at a given ratio of imaginary vs. real (i.e., slope of curve in Fig. 11 ) are identical. For example, for both cases, the dimensionless frequency at which Im*/Re* ϭ 2.0 is 3.2. The lone difference between these two sets of equations is the definition of the dimensionless frequency. The dimensionless frequency defined by Motupally et al. 16 is
Therefore, setting ϭ 3.2 and using values given by Motupally et al. of l ϭ 1 m and D ϭ 3.4 ϫ 10 Ϫ8 cm 2 /s (i.e., the value for proton diffusion in NiOOH), the transition occurs at a frequency of 2.7 Hz. The corresponding dimensionless frequency defined here is 2*. Therefore, setting 2* ϭ 3.2, and using ␥ ϭ 0, L ϭ 150 m, and values for a, C, and given in Table I , the transition occurs at a frequency of 3.3 Hz. Therefore, the transition region observed in the impedance response of a porous double-layer process and a bulk diffusion process could occur at comparable frequencies. In other words, differentiating between these two processes based on a Nyquist plot alone is not possible. The impedance model can be manipulated to obtain a plot of the effective capacitance of the cell vs. the applied frequency for electrodes of various thicknesses. The result is plotted in Fig. 12 . For a
pure capacitor (i.e., no charge-transfer resistance), the capacitance is equal to the inverse of the frequency times the imaginary component of the frequency response. 4 Therefore, the capacitance was calculated using [36] where Im* is obtained from Eq. 24b. Figure 12 is characterized by three distinguishing features: (i) at low frequency (i.e., low power) thicker electrodes lead to higher capacitance, (ii) at high frequencies (i.e., high power) thinner electrodes lead to higher capacitance, and (iii) at high frequencies lower matrix conductivity leads to higher capacitance. The capacitance has the same qualitative trend as the energy density vs. current (a dimensional form of Fig. 7) . As the thickness of the electrode is increased, the fraction of the total device mass occupied by the two electrodes increases, and thus the capacitance increases. At high frequencies, nonuniform utilization of the double layer becomes more prominent for thicker electrodes, and the effective capacitance decreases with increasing electrode thicknesses. As the matrix-phase conductivity is lowered (i.e., ␥ r 1.0), the current distribution throughout the porous electrode becomes more uniform. The more uniform the current distribution, the closer the impedance curve resembles an ideal capacitor. Therefore, at a given frequency, as ␥ increases from 0.0 to 1.0, the effective capacitance of the cell increases. However, higher effective capacitances do not necessarily lead to higher energies. For example, at L ϭ 200 m, the effective capacitance of the cell increases as the matrix conductivity decreases. However, in Fig. 7 , the energy decreases as the matrix conductivity decreases because the increased cell resistance causes a decrease in the cell voltage.
Conclusion
A mathematical model was developed to simulate the performance of an electrochemical capacitor under two operating regimes: (i) constant-current discharge and (ii) electrochemical impedance spectroscopy. The constant-current discharge model was used to develop relationships to relate the physical properties (porosity, thickness, etc.) to performance (energy and power density). In addition, this model was used to estimate the heat generated in the device under various conditions and gauge its effect on continuous cycling. The model predicts the trade-off between energy and power density as the physical properties of the cell components are varied. Finally, the ac impedance behavior of the device was simulated as an electroanalytical tool to study more efficiently new materials in these novel devices. Table I . Parameters used in the simulations to generate Fig. 8, 9 Figure 12 . Effective capacitance as a function of frequency for an EC. The solid line corresponds to ␥ ϭ 0 or ϱ, and the dashed line to ␥ ϭ 1. The graph was generated using the values listed in Table I .
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