We demonstrate that the combination of simply contracted basis functions and the Lanczos algorithm yields an extremely efficient method for computing vibrational energy levels. In this paper we discuss the ideas, and present some results for CH4. The basis functions we use are products of eigenfunctions of reduced-dimension Hamiltonians obtained by freezing coordinates at equilibrium. 
Introduction
The development of good methods for calculating vibrational and ro-vibrational spectra of small molecules is a longstanding goal of theoretical chemistry. [1] [2] [3] [4] [5] [6] [7] . If one uses a simple product basis the size of the matrix for which one must calculate eigenvalues and eigenvectors is n f , where n represents the number of basis functions in each degree of freedom and f is the number of degrees of freedom. For a triatomic molecule, with only three vibrational degrees of freedom, it is now straightforward to calculate vibrational levels. For a four-atom molecule the productbasis matrix is so large that it cannot be stored in memory. It is nevertheless possible to calculate vibrational spectra of molecules with four atoms by using one of two established strategies. (1) one uses contracted basis functions obtained by diagonalising reduced dimension Hamiltonians and the usual diagonalization method. [8, 4, 9] ; (2) one use simple product basis functions and an iterative eigensolver (usually the Lanczos [10] or the filter diagonalization method). [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] The two strategies are successful for different reasons. The success of the contracted-direct strategy is due to the small size of the contracted basis used to compute the spectrum. The success of the product-iterative strategy is due to two factors. First it obviates the need to store the Hamiltonian matrix. Second, the product basis makes it possible to evaluate matrix-vector products, and hence to compute eigenvalues, efficiently.
It is enticing to consider the possibility of using contracted basis functions with an iterative eigensolver: it might be possible to exploit both the smallness of the contracted basis and the efficiency of the iterative eigensolver. [16, [25] [26] [27] The basis functions used in most previous attempts to combine a contacted basis and an iterative method are adiabatic contracted functions. [16, 25, 26] The contracted functions we use, denoted "simply contracted functions" in Ref [16] , are eigenfunctions of reduced dimension Hamiltonians obtained by fixing the values of some coordinates. [28] 2 Bend stretch contraction scheme
As vibrational coordinates we use, for an N atom molecule, the lengths of N − 1 vectors, N − 2 planar angles, and N − 3 dihedral angles. [29] The kinetic energy operator (KEO) in these coordinates is surprisingly simple. We use "orthogonal" vectors so that there is no momentum coupling between stretch and bend coordinates. [30] [31] [32] The reduced-dimension Hamiltonian for the bend contraction is,
Its wavefunctions are denoted by
and the energies by E b . The f l are primitive FBR (finite basis representation) bend basis functions [33] and the number of retained bend wavefunctions is denoted by n b . Similarly, the reduced-dimension Hamiltonian for the stretch contraction is,
and its wavefunctions are denoted by,
and the energies by E s . The g α are primitive DVR (discrete variable representation) [33] stretch basis functions and the number of retained stretch wavefunctions is denoted by n s . θ e and r e represent equilibrium values of all the bend coordinates and all the stretch coordinates. The final basis is a product of the retained stretch and bend eigenfunctions
Of course, only the eigenvectors of the reduced-dimension Hamiltonian matrices whose eigenvalues are below a given cutoff energy are retained.
Matrix-vector products with a simply contracted basis
To facilitate evaluation of matrix-vector products we write the full Hamiltonian
Matrix-vector products for ∆V are the most difficult. A matrix element of ∆V in the product contracted basis is,
where
(θ β , w β ) are quadrature points and weights for the angles. Note that if there is more than one bend coordinate l and β are composite indices and if there is more than one stretch coordinate α is a composite index. It is sometimes advantageous to rewrite Eq. (7) as
In the standard approach, the ∆V matrix-vector product is evaluated as
The matrix-vector product can be done more efficiently by introducing an F matrix defined by,
in terms of which,
To use our method one calculates and stores all the F b b,α . One then does the ∆V matrix-vector product in three steps. The CPU cost of the matrix-vector product is n α (n 2
. The cost is much less than the cost of a product-basis matrix-vector product.
Of course this comparison is not really fair, to estimate the total CPU cost of the calculation, one needs to also include the cost of calculating F. The F matrix is computed prior to and not during the Lanczos recursion. The calculation of F can be trivially parallelized as one can allocate the stretch DVR (α) points to different computers or processors and allow each to calculate a block of F for the allocated α points. Because C, andC are discarded before matrix-vector products are evaluated, one can use an extremely large bend basis to converge the contracted bend functions without increasing the memory cost of the calculation (the CPU cost of the calculation of F does increase moderately). In contrast if one uses the standard approach (Eq. (11)) increasing the size of the bending basis increases both the CPU and the memory cost dramatically.
Application to CH 4
For CH 4 the product-iterative method is not feasible. A contracted-iterative calculation is possible.
Symmetry-adapted basis and Hamiltonian matrix
We use 4+1 Radau vectors [34] and their associated polyspherical coordinates. The bend KEO is written in terms of angular momentum operators and parity-adapted primitive basis functions are used. We use parity adapted basis functions that are linear combinations of the product functions,
(14) Potential matrix elements in the parity-adapted basis are evaluated by Gauss quadrature. [35] We use Legendre weights and points for the polar angles and the trapezoid rule for the azimuthal angles. See Ref. [36] . Although the parity-adapted basis functions are not products of functions of a single variable we have been able to evaluate matrixvector products efficiently. [36] . As primitive stretch basis functions we use PODVR functions computed from a sinc DVR. [33] 
Results
We use the T8 potential surface of Schwenke described in Ref. [37] . It is an accurate ab initio global surface.
The bend energy and wavefunctions are obtained by using a parity-adapted FBR basis with l max = m max = 25. We use a potential ceiling value of 20000 cm −1 . We retain the bend levels up to (n 2 , n 4 ) = (4, 1), all of which are below 7670 cm −1 . There are 133 A levels and 113 B levels. The bend wavefunctions are compacted with a cutoff energy equal to the potential ceiling value. We have checked to make sure that this compaction cutoff energy is appropriate.
The stretch energies and wavefunctions are obtained from a product of 10 PODVR basis functions for each stretch coordinate, these in turn are built from a sinc DVR basis in the range [1.2a 0 , 7.0a 0 ]. We discard all the PODVR points whose potential energy is above 30000 cm −1 . This reduces the stretch basis size from 10000 to 5049. We retain all the stretch levels up to 20000 cm −1 . There are 161 A levels and 99 B levels.
The size of the final product basis of bend and stretch wavefunctions is 63960; there are 32600 A symmetry functions and 31360 B symmetry functions. In the final Lanczos calculation a potential ceiling value of 30000 cm −1 is used.
Some of our levels are reported in Table I . We show three groups of levels. The first group contains all the levels up to the (00) (30) band where the notation is defined as (n 1 n 3 )(n 2 n 4 ). The second group contains the v = n 1 +n 3 = 2 stretch overtone. The third group contains the highest five levels reported by Schwenke. [37] . Our levels are better converged than those of Schwenke. [38] .
b There are typos in these two levels in Ref. [37] .
