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a b s t r a c t
In this paper, we propose two iterative algorithms for finding the Hermitian reflexive and
skew-Hermitian solutions of the Sylvester matrix equation AX + XB = C , respectively.
We prove that the first (second) algorithm converges to the Hermitian reflexive (skew-
Hermitian) solution for any initial Hermitian reflexive (skew-Hermitian) matrix. Finally,
two numerical examples illustrate the theoretical results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout this paper, we denote the complex m × n matrix space by Cm×n. The notations AH and AT are used to de-
note the trace and the conjugate transpose of the matrix A, respectively. The Frobenius norm of the matrix A is denoted by
‖A‖2 = tr(AHA). An n × n complex matrix A is called a skew-Hermitian if AH = −A. SHn×n denotes the sets of all n × n
skew-Hermitianmatrices. Amatrix P ∈ Cn×n is said to be a symmetric orthogonalmatrix if P = PH = P−1. An n×nmatrix X
is said to be Hermitian reflexive with respect to P if X = XH = PXP .HCn×nr (P) denotes the set of all n×nHermitian reflexive
matrices with respect to P . The Hermitian reflexive and skew-Hermitian matrices have wide applications in mathematics,
physics, and engineering.
Let A, B, and C be complex-valued matrices in Cn×n. The problem of solving the Sylvester matrix equation (or Lyapunov
matrix equation when B = AT )
AX + XB = C, (1.1)
hasmany applications in control and system theory [1–7]. Iterative techniques are typically used for solvingmatrix equations
and recursive identification for parameter estimation [8–16,7]. In [17], Kirrinnis proposed an efficient algorithm to solve
AX − XBT = C . In [18], Ding and Chen applied a hierarchical identification principle [19,20] to study solving Sylvester and
Lyapunovmatrix equations. Also, Ding andChen [21,22] proposed a general family of iterativemethods to solve linearmatrix
equations, which includes the well-known Jacobi and Gauss–Seidel iterations as its special cases. Zhou and Duan [5,23,24]
established the solution of several generalized Sylvester matrix equations. In [25], the closed-form solutions to a family of
generalized Sylvestermatrix equationswere given by using the so-called Kroneckermatrix polynomials. Analytical solutions
to a class of generalized Sylvester matrix equations are obtained by using the Smith normal form of certain polynomial
matrices in [26,27]. Dehghan and Hajarian [8,9,28–33] proposed several efficient iterative algorithms to solve (coupled)
matrix equations such as (coupled) Sylvester matrix equations over reflexive, anti-reflexive, and generalized bisymmetric
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matrices. Also in [34–36], Dehghan and Hajarian derived some necessary and sufficient conditions for the solvability of the
several matrix equations over reflexive, anti-reflexive, (R, S)-symmetric and (R, S)-skew symmetric matrices.
In this paper, we consider the Sylvester matrix equation (1.1) over Hermitian reflexive and skew-Hermitian matrices. In
the next section, we propose two efficient iterative algorithms for computing the Hermitian reflexive and skew-Hermitian
solutions of (1.1).
2. Main results
In this section, first two iterative algorithms are proposed to solve (1.1) over Hermitian reflexive and skew-Hermitian
matrices. Second, it is proved that the proposed iterative algorithms always converge to the Hermitian reflexive and skew-
Hermitian solutions for any initial Hermitian reflexive and skew-Hermitian matrices, respectively.
Algorithm 2.1. Choose an initial Hermitian reflexive matrix X(1) ∈ HCn×nr (P) and non-negative parameters α, β ∈ R. For
k = 1, 2, . . ., compute
R(k) = C − AX(k)− X(k)B;
X(k+ 1) = X(k)+ α
16
[AHR(k)+ R(k)BH + R(k)HA+ BR(k)H + PAHR(k)P + PR(k)BHP
+ PR(k)HAP + PBR(k)HP] + αβ
4
[R(k)+ R(k)H + PR(k)P + PR(k)HP]. (2.1)
Algorithm 2.2. Choose an initial skew-Hermitian matrix X(1) ∈ SHn×n and non-negative parameters α, β ∈ R. For
k = 1, 2, . . ., compute
R(k) = C − AX(k)− X(k)B;
X(k+ 1) = X(k)+ α
8
[AHR(k)+ R(k)BH − R(k)HA− BR(k)H ] + αβ
2
[R(k)− R(k)H ]. (2.2)
Obviously, the iterative solution X(k) generated by Algorithm 2.1 (2.2) is the Hermitian reflexive (skew-Hermitian) matrix
for k = 1, 2, . . . .
Theorem 2.1. Assume that the Sylvester matrix equation (1.1) has a unique Hermitian reflexive matrix X∗ ∈ HCn×nr (P). If the
parameters α, β satisfy the inequalityI − α
4
(AHA+ BHB)
+ α
2
‖A‖ ‖B‖ + αβ(‖A‖ + ‖B‖) < 1, (2.3)
then the iterative solution X(k) defined by Algorithm 2.1 converges to the solution X∗; that is,
lim
k→∞ X(k) = X
∗. (2.4)
Proof. Let ϵ(k) = X(k)− X∗ be the error estimation. From Algorithm 2.1, we can easily see that ϵ(k) ∈ HCn×nr (P). Now we
can get
ϵ(k+ 1) = ϵ(k)− α
16
[AH(Aϵ(k)+ ϵ(k)B)+ (Aϵ(k)+ ϵ(k)B)BH + (ϵ(k)AH + BHϵ(k))A
+ B(ϵ(k)AH + BHϵ(k))+ PAH(Aϵ(k)+ ϵ(k)B)P + P(Aϵ(k)+ ϵ(k)B)BHP
+ P(ϵ(k)AH + BHϵ(k))AP + PB(ϵ(k)AH + BHϵ(k))P] − αβ
4
[(Aϵ(k)+ ϵ(k)B)
+ (ϵ(k)AH + BHϵ(k))+ P(Aϵ(k)+ ϵ(k)B)P + P(ϵ(k)AH + BHϵ(k))P]
= ϵ(k)
[
I
4
− α
16
(AHA+ BHB)
]
+
[
I
4
− α
16
(AHA+ BHB)
]
ϵ(k)+ Pϵ(k)
[
I
4
− α
16
(AHA+ BHB)
]
P
+ P
[
I
4
− α
16
(AHA+ BHB)
]
ϵ(k)P − α
16
[AHϵ(k)B+ Aϵ(k)BH + Bϵ(k)AH + BHϵ(k)A
+ PAHϵ(k)BP + PAϵ(k)BHP + PBϵ(k)AHP + PBHϵ(k)AP] − αβ
4
[Aϵ(k)+ ϵ(k)B
+ ϵ(k)AH + BHϵ(k)PAϵ(k)P + Pϵ(k)BP + Pϵ(k)AHP + PBHϵ(k)P]. (2.5)
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Taking the norm in (2.5) gives us
‖ϵ(k+ 1)‖ ≤ ‖ϵ(k)‖
I − α
4
(AHA+ BHB)
+ α
2
‖A‖ ‖B‖ + αβ(‖A‖ + ‖B‖)

.
It follows that
‖ϵ(k+ 1)‖ ≤ ‖ϵ(1)‖
I − α
4
(AHA+ BHB)
+ α
2
‖A‖ ‖B‖ + αβ(‖A‖ + ‖B‖)
k
.
Hence, if the parameters α and β are chosen to satisfy (2.4), then
lim
k→∞ ‖ϵ(k)‖ = 0.
The proof is completed. 
Similarly to the above proof, we can prove the following theorem.
Theorem 2.2. Assume that the Sylvester matrix equation (1.1) has a unique skew-Hermitian matrix X∗ ∈ SHn×n. If the
parameters α, β satisfy inequality (2.4), then the iterative solution X(k) defined by Algorithm 2.2 converges to the solution X∗;
that is,
lim
k→∞ X(k) = X
∗. (2.6)
Remark 2.1. Notice that the bigger values of the parameters α, β can be chosen, even parameters which do not satisfy
inequality (2.4), which the corresponding algorithms also converge to the solution. This is because, in the proof, we can see
that the control inequality is merely a sufficient condition and not a necessary condition. If wemake the inequality too large,
then sometimes it may be too far from the tight upper bound since we cancel some of monomials which have negative or
positive signs.
3. Numerical results
In this section, the numerical examples given demonstrate that the proposed iterative algorithms are quite efficient.
Example 3.1. Consider the Sylvester matrix equation (1.1) with the following parameters:
A = triu(rand(6, 6), 1)− diag(3+ diag(rand(6))) ∗ i, B = −tril(rand(6, 6), 1) ∗ i+ diag(3+ diag(rand(6))),
and
C =

3.3057− 3.5639i 2.0009− 2.2498i 8.5632− 7.4724i 2.3329− 1.7669i 7.0217− 5.9025i 1.5151− 0.7727i
1.4006− 3.6504i 7.4690− 8.2463i 2.2830− 2.6136i 16.3769− 14.2844i 1.7946− 4.1877i 7.7978− 4.1710i
5.6700− 8.1768i 0.6687− 4.1081i 10.3140− 10.5691i 1.1807− 2.8670i 7.5812− 7.2777i 1.2932− 1.1174i
0.8047− 4.2191i 14.5158− 20.5338i 1.1636− 5.8970i 7.0654− 7.1589i 1.1076− 2.3928i 11.3916− 11.4394i
4.7041− 7.9221i 0.4695− 3.4161i 7.4668− 9.4877i 1.1537− 2.2707i 6.8690− 8.0727i 1.2038− 1.0636i
0− 3.4615i 3.5947− 8.6029i 0− 3.5166i 8.6614− 10.3951i 0− 3.5410i 9.3743− 10.5132i
 .
It can be verified that (1.1) is consistent over the Hermitian reflexive matrix X and has a Hermitian reflexive solution as
follows:
X∗ =

0.4842 0 1.5313 0 1.3327 0
0 0.9294 0 3.8054 0 1.0075
1.5313 0 2.5633 0 1.9272 0
0 3.8054 0 1.3602 0 2.4759
1.3327 0 1.9272 0 1.8344 0
0 1.0075 0 2.4759 0 2.5833
 ∈ HC6×6r (P),
with
P =

−1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 1
 .
M. Dehghan, M. Hajarian / Applied Mathematics Letters 24 (2011) 444–449 447
Fig. 1. The results obtained for Example 3.1.
By Algorithm 2.1, with the initial matrix X(0) = 0, we can obtain the sequence {X(k)}. The results obtained are presented
in Fig. 1, where
r(k) = log10 ‖R(k)‖ (residual) and δ(k) = log10 ‖X(k)− X
∗‖
‖X∗‖ (relative error).
The numerical results obtained demonstrate that Algorithm 2.1 is quite efficient. Furthermore, the effect of changing α and
β is presented.
Example 3.2. In this example, we consider the Sylvester matrix equation (1.1), where
A = −triu(rand(6, 6), 1)− diag(4+ diag(rand(6))) ∗ i, B = −tril(rand(6, 6), 1) ∗ i+ diag(4+ diag(rand(6))),
and
C = 102

−7.2983+ 8.2428i 1.2768− 0.8066i −0.0291− 1.7058i −0.0355− 0.7743i 0.0118− 0.2434i 0.0303− 0.0004i
1.0078− 0.0147i −6.8353+ 8.3092i 1.7462− 1.3684i 0.0053− 1.6071i 0.0202− 0.3563i −0.0020− 1.3455i
0.7029+ 0.0205i 1.4715+ 0.0228i −7.0941+ 8.8137i 1.6295− 0.0925i −0.0370− 0.3902i 0.0003− 0.7975i
1.3105+ 0.0297i 1.7287− 0.0097i 0.4396− 0.0119i −8.4249+ 8.1337i 1.7682− 1.1127i 0.0273− 1.6550i
0.9923− 0.0045i 0.9346− 0.0171i 1.6288+ 0.0404i 0.5584+ 0.0105i −7.7095+ 8.6334i 1.0258− 0.8645i
0.7701− 0.0234i 1.5833+ 0.0052i 1.3280− 0.0035i 1.1679− 0.0229i 0.7924+ 0.0286i −6.3888+ 8.3291i
 .
We can verify that (1.1) is consistent over the skew-Hermitian matrix X and has a skew-Hermitian solution as follows:
X∗ = 102

0+ 1.8193i 0.0041 −0.0067 −0.0072 0.0012 0.0068
−0.0041 0+ 1.8178i −0.0073 0.0009 0.0036 0.0003
0.0067 0.0073 0+ 1.8084i 0.0025 −0.0072 −0.0001
0.0072 −0.0009 −0.0025 0+ 1.8082i −0.0028 0.0051
−0.0012 −0.0036 0.0072 0.0028 0+ 1.8197i −0.0063
−0.0068 −0.0003 0.0001 −0.0051 0.0063 0+ 1.8002i
 ∈ SH6×6.
For this example, we apply Algorithm 2.2 to compute X(k) with the initial matrix X(1) = 0. In Fig. 2, we give the results
obtained with several values of α and β .
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Fig. 2. The results obtained for Example 3.2.
4. Concluding remarks
In this paper, Algorithm 2.1 (2.2) was proposed to produce the Hermitian reflexive (skew-Hermitian) solution to the
Sylvester matrix equation (1.1). We have proven that the iterative solution X(k) generated by Algorithm 2.1 (2.2) converges
to the Hermitian reflexive (skew-Hermitian) solution to the Sylvester matrix equation (1.1) for any Hermitian reflexive
(skew-Hermitian) matrix X(0). Finally, Examples 3.1 and 3.2, respectively, have shown that Algorithms 2.1 and 2.2 are
feasible and effective. It will be interesting to develop these algorithms for solving other matrix equations. We leave this as
a topic for further research.
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