To the Editor:
Administrative health databases are becoming a common source of data to measure disease occurrence. However, database-specific sources of bias (including data inaccuracy, missing data, or misclassification) 1-3 may affect the estimates of disease occurrence. Therefore, researchers frequently use case-identifying algorithms, which are validated through medical chart review, surveys, or linkage with other sources of data.
Despite such validation, however, the methodological approach to data analysis itself may also introduce bias for diseases where multiple physician contacts or prescriptions over relatively extended time periods are needed to fulfill the criteria for case diagnosis. The factors leading to bias arise from temporal aspects of administrative databases, such as the time and number of physician visits required to fulfill the criteria, the timing of disease diagnosis, and the time span of the database observation period.
We used the provincial administrative health databases of Québec, Canada (1996 Canada ( -2009 inflammatory bowel disease, including Crohn disease and ulcerative colitis, in this Canadian province of 7 million people. Cases were identified using 3 case definitions requiring increasing numbers of physician visits with an inflammatory bowel disease diagnosis (from 2 to 4 to 6 visits) (see also eAppendix, http://links.lww.com/ EDE/A832).
The Table shows that improper timing of disease diagnosis as the first of the series of visits rather than the case-defining one, caused biases of up to 53% in inflammatory bowel disease incidence. The magnitude of the bias varied with the time span of the observation period and with the number of visits required to fulfill the case definition criteria. The span of the observation period caused biases of up to 21% in incidence when disease diagnosis was timed at the first inflammatory bowel disease contact, but had no impact when diagnosis was timed at the case-defining contact, when the number of visits required was reached. Bias from timing of disease diagnosis was reduced to approximately 3%-5% when a time period to meet the number of visits was specified. (see eTable 1, http://links.lww. com/EDE/A832 illustrating bias when the criteria were met in specified 2-year period.)
Differentiating between incident and prevalent cases may be difficult when using administrative databases, because information before the start of the study period is not available. Nevertheless, bias in annual incidence estimates can in turn cause bias in prevalence estimates for the same period. Indeed, Büsch et al 4 showed that inflammatory bowel disease prevalence varied with the span of observation period and the number of events required to meet the criteria. The use of a disease-free period before the first disease contact helps avoid an overestimation of incidence rates. We found a small decrease in inflammatory bowel disease incidence when a 2-year disease-free period was used, and the magnitude of bias from timing of disease diagnosis and span of observation period changed accordingly (see eTables 2 and 3, http:// links.lww.com/EDE/A832 illustrating bias from time-related factors using a mandatory 2-year disease free period before first inflammatory bowel disease contact).
In conclusion, time-related biases in estimating incidence rates can be minimized if the case diagnosis is considered when all criteria are met and if case definitions involve a specified time span. It is important to avoid these biases in studies of disease incidence because they will inherently introduce immortal time bias in subsequent studies of disease prognosis. 5 The time required to fulfill the criteria needs to be considered as unexposed. 6 As administrative health databases are more often used to estimate disease occurrence for the assessment of the burden of disease and for projecting healthcare expenditures, proper account for the described time-related issues can reduce bias. 
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To the Editor:
A primary concern in epidemiologic research is the application of results to the "real world"-that is, the extent to which findings are generalizable across epochs and populations. It is widely assumed that nationally representative studies provide the most population-transportable results. In the context of etiologically orientated cardiovascular disease (CVD) research, although several nationally representative cohort studies do exist, investigators also initiate cohort studies using convenience samples based on society membership, religious order, church group, morbidity, educational institution, insurance policy cover, specific geographical location, and, perhaps most frequently, occupational group. 1 Although there is evidence that the prevalence of unfavorable risk factors and the incidence of disease occur at lower levels in occupational groups relative to the general population (the so-called "healthy-worker" effect), 2 it is unclear what implications this has for understanding disease etiology, that is, the association between potential risk factors and disease-the objective of most cohort studies. Unaware of any empirical examination of this issue, we computed risk factor-CVD associations in an occupational cohort study (Whitehall II) 3 and assessed their generalizability by comparing them with those reported in publications from a wellestablished UK-wide general population-based study (the British Regional Heart Study [BRHS] of men) 4 and a US study from which risk algorithms for cardiovascular disease are widely computed (the Framingham study of men and women). 5 Wherever possible in our analyses of Whitehall II study raw data, we replicated published analyses from the BRHS 4 and the Framingham study. 5 See the eAppendix (http://links.lww.com/EDE/A834) for an additional note on our analytic procedures.
Generalizability of Occupational Cohort Study Findings
As anticipated, the rate of incident coronary heart disease (CHD) in the Whitehall II study (3.23 per 1000 man-years) was markedly lower than that in the BRHS 4 (8.16 ). In addition, levels of CHD risk factors were more favorable in Whitehall II relative to the BRHS cohort 6 In the Figure, we present the relation of classic risk factors with coronary heart disease in the BRHS 4 and the Whitehall II study. Comparing hazard ratios between the studies, the direction of association was the same for all risk factor-CHD relations and, in most cases, the magnitude of these relations was similar or identical. The only exceptions were the effect estimates for former smokers relative to never smokers, where the relation was weaker in the Whitehall II study, and for higher relative to lower BMI, where the relation was stronger in Whitehall II.
Although the rate of CVD events in Framingham was not reported, we were able to compute the proportion of cases and, again, as expected, these were lower in the Whitehall II than Framingham study members for both men (9% vs. 18%) and women (7% vs. 10%). In eFigure 1A (men) and 1B (women), http://links.lww.com/EDE/ A834, we compare risk factors for CVD in the Framingham 5 and Whitehall II studies. In both sets of analyses, the direction of association was again the same for all risk factor-CVD relations and, in all cases, the magnitude of these effects was similar. The only departure from this observation was the somewhat stronger association between age and CVD in Whitehall II for men and women.
In conclusion, despite marked differences in both risk factors and disease incidence that favored the Whitehall II study, in the context of standard risk factor-CVD associations, we found close agreement between the findings from this occupational cohort study, a UK-wide general population study (BRHS), and an iconic, community-based US study (Framingham).
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