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In Brief Straub et al. dissect the microcircuitry of two classes of interneurons in the striatum. They show subtype-specific synaptic organization at both cellular and subcellular levels despite the apparently random and unlayered organization of their target cells.
INTRODUCTION
In many brain regions, including retina, cerebellum, cortex, and hippocampus, projection neurons and interneurons, as well as their synaptic connections, are organized into laminae along the basal-apical axis of the principal neurons (e.g., Druckmann et al., 2014; Ito, 2006; Sanes and Zipursky, 2010) . This structure reflects an organization into distinct signaling domains, both at subcellular and circuit levels (DeFelipe et al., 2002; London and Hä usser, 2005) . For example, at the circuit level, cortical layer 2/3 pyramidal neurons receive information from layer 4 while influencing neighboring regions via long-range lateral projections (Harris and Shepherd, 2015) . At the subcellular level, dendritic-targeting interneurons regulate excitability and plasticity, whereas somatic-targeting interneurons control spiking and synchronize functional assemblies of active principal neurons (Roux and Buzsá ki, 2015) .
Whether such spatial organization of synapses exists in structures that lack laminae or columns is unclear. One such structure is the striatum, the entry point for most excitatory projections to the basal ganglia, a subcortical group of nuclei important for the generation of purposeful movements. Striatal projection neurons (SPNs) lack apical-basal structure, extend dendrites radially, and appear randomly oriented and interconnected (Kawaguchi et al., 1990) . There are only small differences in the proximal-distal dendritic organization of excitatory inputs (MacAskill et al., 2012; Plotkin et al., 2011) and no discernible patterns in the structure of SPN-to-SPN inhibitory synapses. Thus, with the exception of the separation into patch and matrix compartments, there is no anatomical evidence for spatial organization in the striatum. Nevertheless, SPNs are active in dynamically organized, competing functional assemblies (Bakhurin et al., 2016; Redgrave et al., 2011) , suggesting the existence of microcircuits that underlie such spatial ensembles.
In other regions, GABAergic interneurons can guide the formation of functional assemblies (Roux and Buzsá ki, 2015) . Interneurons account for only 5% of all neurons in the striatum, but they are essential for striatal function (Gittis and Kreitzer, 2012) . Three main classes of striatal interneurons are classically recognized: cholinergic interneurons (CINs), somatostatin (SST)-positive low-threshold-spiking interneurons (LTSIs), and parvalbumin (PV)-positive fast-spiking GABAergic interneurons (FSIs) (Kawaguchi, 1993) . Paired recordings between SPNs and interneurons have revealed the connectivity among different cell classes (Gittis et al., 2010; Koos et al., 2004) but have not illuminated the spatial organization of synaptic inputs.
Here we characterize the spatial organization of the striatal microcircuit formed by LTSIs and FSIs and their respective targets. We find different target selection and synaptic patterns for the two types of GABAergic interneurons, with FSIs forming strong synapses onto the proximal somatodendritic region of nearby SPNs, whereas LTSIs target both SPNs and CINs and form synapses onto SPNs over long distances and onto distal dendrites. The results help define the microcircuits formed by LTSIs and FSIs and imply fundamentally different roles for the two interneuron types in controlling striatal activity.
RESULTS
To gain precise and selective optogenetic control over LTSIs and FSIs, we virally delivered cre-dependent channelrhodopsin-2 (ChR2) into the striatum of SST-cre and PV-cre mice, respectively (Figures 1A and 1B; Figures S1G and S1H) . We avoided crossing cre-lines with floxed ChR2-mice, since this labels non-SST-expressing cells in the striatum of SST-cre mice ( Figure S1 ). To determine postsynaptic targets, we recorded from ChR2-negative cells in acute slices ( Figure 1C ), identifying SPNs and CINs morphologically and electrically (Figures S1C-S1G; Straub et al., 2014) . Activation of LTSIs triggered reliable inhibitory postsynaptic currents (IPSCs) in SPNs and CINs, with larger amplitudes in the latter (423 ± 32 pA, n = 46 cells from 14 mice and 951 ± 51 pA, n = 13/6; p < 0.05). In contrast, FSIs triggered large IPSCs in SPNs but did not evoke appreciable currents in CINs (1,965 ± 193 pA, n = 41/15 and 21 ± 7 pA, n = 14/6; p < 0.001; Figure 1D ). Independent of amplitude, rise and decay times were fast for optically evoked FSI IPSCs and slower for LTSI IPSCs (LTSI: 10%-90% rise time 3.0 ± 0.1 ms, decay time constant 38 ± 3.1 ms; n = 46/14; FSI: rise time 1.1 ± 0.1 ms, decay time 14.4 ± 0.5 ms; n = 41/15; each p < 0.0001; Figures 1E and 1G ). Evoked IPSCs from either interneuron type in direct and indirect pathways were similar (amplitude: LTSI to dSPN 438 ± 37 pA [n = 12/4], to iSPN 475 ± 67 pA [n = 13/4], p = 0.94; FSI to dSPN 2,003 ± 475 pA [n = 8/4], to iSPN 2,153 ± 424 pA [n = 9/4], p = 0.87. Decay: LTSI to dSPN 38.3 ± 5.5 ms, to iSPN 33.8 ± 4.1 ms, p = 0.57; FSI to dSPN 16.8 ± 1.7 ms, to iSPN 15.1 ± 1.6 ms, p = 0.4; Figure 1F ).
The strong, but selective, connectivity of FSIs onto SPNs had been described in paired-recording studies, but the same approach failed to detect postsynaptic targets of LTSIs (Gittis et al., 2010; Szydlowski et al., 2013) . This discrepancy is not due to the different labeling strategies (Figures S1K and S1L), but might rather arise from experimental differences. Paired recordings probe unitary synaptic responses, which may be too small for reliable detection. Moreover, paired recordings are typically obtained from cells in close proximity (<250 mm apart in Gittis et al., 2010) , and it is possible that LTSIs do not reliably form synapses onto nearby SPNs (Ibá ñ ez-Sandoval et al., 2011) . By contrast, optogenetic stimulation simultaneously recruits many opsin-expressing presynaptic axons within the field of view, irrespective of the distance of the transfected cells.
We tested whether individual LTSI inputs generate synaptic currents >20 pA (the detection threshold in Gittis et al., 2010 , with similar recording conditions). Strontium-evoked desynchronized release (Xu-Friedman and Regehr, 1999) revealed unitary amplitudes of 37 ± 1 pA (n = 6/3) and 57 ± 2 pA (n = 5/3; p < 0.0001, Kolmogorov-Smirnov test) for LTSIs and FSIs, respectively (Figures 2A-2E ). Similar to compound IPSCs, strontium-evoked unitary IPSCs from LTSIs had slower decay times than from FSIs (LTSI: 7.8 ± 1 ms, n = 6/3; FSI: 4.5 ± 0.4 ms, n = 5/3; p < 0.05; Figures 2C and 2D ). Using a minimal stimulation paradigm, LTSI unitary amplitudes (31 ± 1 pA, n = 7/3; Figures 2F-2H) were confirmed to be above detection threshold.
In the original classification by Kawaguchi, LTSI axons are described as running ''in straight lines.. extending more than 1 mm'' (Kawaguchi, 1993) . To test whether this finding is general and whether it reflects the distribution of synaptic LTSI connections, we used a viral trans-synaptic labeling approach ( Figure 3 ; Figure S2 ). Cre-dependent infection with rabies virus was targeted to a small group of direct-pathway SPNs in central dorsal striatum ( Figure 3A ). Post hoc immunohistochemical identification of LTSIs or FSIs and serial reconstruction of the striatum allowed mapping of the position of each starter cell (SPN) and monosynaptically connected interneuron ( Figures 3A-3C ). On average, $50 starter cells were transfected in each experiment (range: 5-152), spread over an $500-mm-diameter volume (all experiments combined: LTSIs full-width half-maximum (FWHM) x/y/z: 606/410/260 mm; FSIs: 657/549/406 mm). The positions of putatively connected interneurons of each type were different: LTSIs were dispersed several millimeters around the starter cells, whereas all FSIs were within close proximity of starter cells ( Figure 3D ). The distances between individual labeled LTSI and the closest starter cell were further than 250 mm (570 ± 59 mm, n = 54/4), whereas all labeled FSIs were near a starter cell (123 ± 25 mm, n = 24/4; p < 0.0001; Figure 3E ). This fundamentally different organizing principle of FSIs and LTSIs explains why synaptic connections between LTSIs and SPNs are difficult to measure with paired recordings.
In cortex and hippocampus, PV-and SST-positive interneurons target proximal and distal dendrites, respectively, leading to differential dendritic filtering and synaptic current kinetics (e.g., Marlin and Carter, 2014; Stefanelli et al., 2016) . Since IPSCs from LTSIs were consistently slower than from FSIs (Figures 1E, 2C , and 2D), we asked whether this synaptic organization is conserved in the unlayered striatum. Electron microscopy studies find PV-positive synapses to be enriched on somata (Bennett and Bolam, 1994) or evenly distributed along dendrites (Kita et al., 1990; Kubota and Kawaguchi, 2000) . SST-positive terminals are described more consistently as enriched on dendrites (DiFiglia and Aronin, 1982; Kubota and Kawaguchi, 2000) , but the quantitative distribution of the two input types along the somatodendritic compartment of SPNs remains unknown.
To determine the subcellular distribution of synaptic inputs onto SPNs, we attempted to map the location of individual synapses by restricting ChR2 activation to a small presynaptic volume and drive neurotransmitter release onto a visualized dendritic portion. We used temporal focusing (TF) to expand the laser spot for two-photon (2P) excitation in the xy plane while preserving z resolution (Zhu et al., 2005) , effectively forming a small disc of light that could be positioned onto any region of interest ( Figure S4 ; Table S1 ). The illumination spot (940 nm) had a diameter of $10 mm, resulting in a 2P-activation profile of ChR2 in scattering tissue with an FWHM of $25 mm ( Figures  S4B-S4G ). We alternated one-photon (1P) wide-field stimulation (1 ms) and 2P TF-spot activation (10 ms) on multiple locations over the recorded SPNs to stimulate ChR2 expressed in FSIs (G) Example traces of IPSCs in SPNs from LTSIs (magenta) or FSIs (green) (left). Reducing light for ChR2 activation reduced the amplitude (top; light colored traces) but did not affect the kinetics (bottom). The decay (middle) and rising (right) kinetics for LTSI (n = 5 cells) and FSI (n = 4) inputs were relatively independent of and poorly explained by relative current amplitude. Bar diagrams represent mean ± SEM; n.s., not significant, *p < 0.05, ***p < 0.001. See also Figure S1 .
or LTSIs (Figures S3A-S3D) . The experiments were performed in tetrodotoxin/4-aminopyridine (TTX/4-AP) to restrict activation to presynaptic sites that are directly within the illumination spot (Petreanu et al., 2009 ).
This approach revealed inputs from FSIs onto the somatic regions of SPNs in every connected cell (n = 7/3, amplitude: 36% ± 12% of wide-field stimulation), but not onto dendritic locations (>50 mm from the cell body, n = 19 locations, 7 cells; Figures  S3A and S3B ). In contrast, no somatic input was found for LTSIs (n = 13/4), but one dendritic input location (141 mm from soma) was identified (out of 131 tested locations, 13 cells; Figures  S3C-S3E ). Given the efficient ChR2-mediated release from LTSI neurons even in TTX (76% ± 6% of control, data not shown), these results support that FSIs, but not LTSIs, form somatic synapses onto SPNs. However, given the low success rate of stimulating dendritic sites, no conclusions can be drawn about presence of dendritic synapses.
As an alternative method to determine the dendritic distance of synaptic inputs onto individual SPNs, we established wholecell voltage-clamp recordings and performed voltage-jump experiments (Pearce, 1993) . This approach relies on holding a cell at the reversal potential for the conductance examined while opening the channel (here: chloride passing through GABA A receptors) and then stepping the holding potential to a different value ( Figures 4A and 4B ). The onset kinetics of the resulting non-capacitive current are determined by the speed at which the conductance can be clamped to a new potential and are independent of channel activation kinetics. With all other factors being equal, conductances more distant from the somatic recording electrode will be clamped more slowly ( Figure 4A ). Applying this approach to SPNs following optogenetically triggered IPSCs revealed significantly slower onset of voltagejump-evoked currents during LTSI-mediated IPSCs than during FSI-mediated IPSCs (LTSI: 2.7 ± 0.3 ms, n = 20/5; FSI: 1.1 ± 0.1 ms, n = 17/5, p < 0.001; Figures 4C and 4D) . We repeated the experiments for SPN-to-SPN collateral synapses, which are known to target distal dendrites (Koos et al., 2004) . The IPSC rise and decay kinetics from iSPNs to dSPNs were comparable to those of LTSI inputs but slower than FSI inputs (rise time 3.3 ± 0.3 ms, decay time 34.8 ± 3.1 ms; n = 13/4; Figure 1E ). Similarly, current onset kinetics in voltage-jump experiments were slow for IPSCs originating from SPNs (2.5 ± 0.3 ms, n = 10/4; Figures 4C and 4D) . Together, these results demonstrate that FSIs form synapses onto the proximal somatodendritic compartment of SPNs, whereas LTSIs target more distal regions. These findings indicate that the proximal-distal distribution of different GABAergic inputs is conserved even in a brain region where the principal cells are not arranged in layers and their dendrites do not form different macroscopic compartments. In order to translate relative rise times into absolute distances, we correlated the dendritic location of a conductance with its rise time in voltage-jump experiments ( Figures 4E and 4F ). When we used TF 2P to activate ChR2 expressed in SPNs (Figures 4E-4I ) and measured voltage-jump kinetics of currents evoked at different somatodendritic locations, the two parameters correlated well ( Figure 4F ). However, beyond $150 mm from the soma, the currents became too small for accurate analysis (Figure 4I) . To gain access to very distal dendrites, we used 2P glutamate uncaging combined with voltage jumps (Figures 4E, 4J , and 4K). We rapidly activated synapses on three neighboring spines (333 Hz; Figure 4K ) under conditions that maximized current amplitudes. Again, rise times correlated well with distance of the stimulated spines ( Figure 4B ) and allowed experimental access to the entire dendrite. Importantly, the TF ChR2 activation and glutamate uncaging revealed the same distance dependence over the jointly probed 50-150 mm distances, confirming the independence of the method on the nature of the current source. To determine the position of synapses formed by LTSIs and FSIs, respectively, we fit the combined data from TF 2P ChR2 activation and 2P glutamate uncaging with a linear regression and overlaid the resulting fit with the 10%-90% distribution of rise times obtained for synaptic currents. This indicates that the soma and most proximal dendritic region ($50 mm) of SPNs are exclusively targeted by FSIs. Following a region where both types of inputs co-exist ($50-100 mm), the major part of SPN dendrites ($100-250 mm) is exclusively targeted by LTSIs ( Figure 4F ).
DISCUSSION
Here we used optogenetic, electrophysiological, 2P imaging, and viral tracing approaches to determine whether spatial organizing principles exist within striatal microcircuits. We describe a microcircuit in which FSIs form strong synapses only onto the proximal somatodendritic region of nearby SPNs, whereas LTSIs target both SPNs and CINs and form synapses onto distal dendritic regions of spatially distant cells.
The viral tracing experiments were performed in D1R-cre mice, limiting our results to SPNs of the direct pathway. However, given that we found no functional difference in LTSI inputs to the direct and indirect pathway SPNs and that the connection cannot be detected in paired recordings irrespective of the SPN-type (Gittis et al., 2010) , it is likely that the conclusion of long-distance synapse formation applies to both pathways.
Since cortico-striatal inputs are organized topographically (Bolam et al., 2000) , synaptically connected FSIs and SPNs probably share common excitatory inputs, consistent with the proposed function of FSIs in mediating feed-forward inhibition . In contrast, spatially separated, but synaptically connected, LTSIs and SPNs likely receive different inputs, and thus LTSIs may organize functional assemblies by mediating lateral inhibition, as do SST-positive interneurons in cortex and hippocampus (Adesnik et al., 2012; Stefanelli et al., 2016) . Systematic mapping of the cortico-striatal connectome revealed 29 distinct striatal domains and suggests differentiation into functional modalities (Hintiryan et al., 2016) . Interestingly, the viral tracing approach used here reveals that LTSIs (but not FSIs) form synapses onto SPNs up to several millimeters away, well beyond the border of these domains, suggesting that LTSIs contribute to signal processing across functional modalities.
Our finding that SST-positive LTSIs and PV-positive FSIs target distal and proximal dendritic regions, respectively, demonstrates that this organization principle is conserved in striatum. In cortex and hippocampus (e.g., Lovett-Barron et al., 2012; Marlin and Carter, 2014) , distal dendrites of projection neurons are found in particular laminae, providing a potential cell-extrinsic cue to direct GABAergic axons. In striatum, there is no macroscopic organization in the arrangement and dendritic morphology of SPNs, indicating that a signal intrinsic to the SPN dendrite must determine the proximal-distal location of GABAergic synapses.
The dendritic targeting of LTSIs also has important functional implications. Dendritic synaptic inhibition can regulate dendritic nonlinear and plastic processes (Lliná s et al., 1968; Miles et al., 1996) but also effectively deliver branch-specific shunting of electrical activity (Gidon and Segev, 2012) , thereby effectively controlling the output of the target neuron (Lovett-Barron et al., 2012) . In the case of SPNs, this is particularly interesting, since SPNs can alternate between a hyperpolarized ''down-state'' and a depolarized ''up-state,'' with the latter being a prerequisite for spiking activity (Stern et al., 1998) . The transition to up-states can be mimicked by concerted activation of multiple excitatory synapses at distal dendrites, starting at $100 mm from the soma (Plotkin et al., 2011) . This coincides with the region that we identify here as targets of LTSI inputs ( Figure 4F ), raising the intriguing possibility that LTSIs can effectively control SPN spiking by controlling dendritic nonlinearities.
EXPERIMENTAL PROCEDURES
Heterozygous Somatostatin-cre (SST-cre) and Parvalbumin-cre (PV-cre) knockin mice (Jackson Laboratory) and bacterial artificial chromosome (BAC)-transgenic Adora2a-cre, Drd1a-cre, and Drdr2-EGFP mice (GENSAT) were used.
For electrophysiological analysis, acute parasagittal brain slices were obtained from mice at postnatal days 40-45 (P40-P45). Whole-cell recordings were made at 33 C-34 C from cells in anterior dorsolateral and dorsomedial striatum. GABA A receptor-mediated currents were pharmacologically isolated as inward currents following chloride loading. ChR2 was activated either by blue (1 ms, 473 nm) or by temporally focused, near-infrared (10 ms, 940 nm) light pulses. Data are represented as mean ± SEM (bars) superimposed on all individual data points (circles) and were compared using the nonparametric MannWhitney test (for group comparisons) or Kruskall-Wallis ANOVA followed by Dunn's test (for multiple group comparisons), unless otherwise noted.
For viral trans-synaptic tracing, a cre-dependent lentivirus encoding TVA receptor, B19G rabies glycoprotein, and tdTomato was injected into dorsal striatum of Drd1a-cre mice, followed by a pseudotyped rabies virus encoding EGFP 3 weeks later. After 7 days, mice were processed for immunohistochemistry and imaged. The striatum was reconstructed into three dimensions, and the xyz position of each starter cell and monosynaptically connected interneuron was determined. 
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