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Power Optimization in Nonlinear Flexible-Grid Optical Networks
Li Yan, Juzi Zhao, Erik Agrell, and Henk Wymeersch
Chalmers University of Technology, Gothenburg, SE-41296, Sweden. (lyaa@chalmers.se)
Abstract The routing and spectrum assignment in nonlinear flexible-grid networks is extended by
optimizing the power separately for each connection. This yields 24% bandwidth reduction for large
networks. An Optimization formulation and decomposition strategy are proposed to solve the problem.
Introduction
Flexible-grid optical networks are a promising so-
lution to the exponentially increasing Internet traf-
fic with different modulation formats, bandwidths,
carrier frequencies, or even power spectral densi-
ties (PSDs) coexisting. In such networks, non-
linear impairments due to both inter- and intra-
channel interference become significant. Accu-
rate channel models are available that account for
nonlinear interference (NLI)1,2. Based on these
models, routing and spectrum allocation algo-
rithms in flexible optical orthogonal frequency di-
vision multiplexing (OOFDM) networks have been
demonstrated advantageous in bandwidth sav-
ings3 with equal PSD for all connections. Nonlin-
ear channel models have also been used in fixed-
grid networks4 to optimize the traffic through-
put or bandwidth usage with variable connection
PSDs. However, the optimization of PSD per
connection has only been studied for individual
flexible-grid links5,6, not for entire networks.
In this paper, we address the problem of re-
source allocation with variable individual con-
nection PSD for offline requests in transparent
flexible-grid networks with OOFDM utilizing a
nonlinear NLI model1. The maximum bandwidth
usage is minimized while all connections’ SNR re-
quirements are satisfied.
Nonlinear Model and Linear Approximation
We use the Gaussian noise (GN) model1 to esti-
mate the NLI and signal-to-noise ratio (SNR). The
NLI PSD for connection i ∈ D is written as GNLIi =
GSCIi + G
XCI
i , where G
SCI
i = 3γ
2N si F
2
iiG
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i /α
2 and
GXCIi =
∑
j∈D,j 6=i 6γ
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2 are the self-
channel interference (SCI) and cross-channel in-
terference (XCI), respectively, N si is the number
of spans transversed by connection i, N sij is the
number of spans shared by i and j, D is the
set of all connections, Gk is the PSD of con-
nection k, γ is the fiber nonlinear parameter, α
is the fiber power attenuation. F 2ij represents
the approximate NLI effect, which is expressed
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, where Im is imag-
inary part of a complex number, Li(·) is the dilog
function, ξ = 4pi2|β2|/α, β2 is group velocity dis-
persion, ∆fi is the bandwidth of connection i,
and fij is the channel spacing between connec-
tions i and j. Signals also suffer from amplified
spontaneous emission (ASE) noise, with PSD as
GASEi =
(
eαL − 1)hνnsp, where L is fiber span
length, nsp is the spontaneous emission factor, ν
is the light frequency, and h is Planck’s constant.
The SNR for connection i is SNRi =
Gi/(G
ASE
i + G
NLI
i ), and its modulation format mi
is chosen fromM = {PM-BPSK,PM-QPSK,PM-
8QAM,PM-16QAM}, the SNR requirement
SNRi ≥ SNRthmi should be met, or equivalently
GASEi /Gi +G
SCI
i /Gi +G
XCI
i /Gi − 1/SNRthmi ≤ 0.
Since GASEi /Gi, G
SCI
i /Gi, and G
XCI
i /Gi are non-
linear functions of connections’ PSDs, frequen-
cies, and channel spacings, their computations
incur great complexity. To resolve this, we upper-
approximate these functions with piecewise lin-
ear convex functions7, i.e., a nonlinear function
f(x) is fitted by a set of functions in the form
f(x) ≤ fˆ(x) = max{aT1 x + b1, . . . , aTk x + bk}, so
that fˆ overestimates and approximates f every-
where. The upper-approximation guarantees the
resulting solutions always have feasible SNRs.
MILP Formulation
Based on the nonlinear model and its linear
upper-approximation, we propose an mixed in-
teger linear programing (MILP) to minimize the
maximum bandwidth usage. The MILP takes the
following input parameters: zl,n ∈ B = {0, 1},
zl,n = 1 if node n is on link l; vi,n ∈ B, vi,n = 1
if node n is source or destination of connection i;
ck ∈ R≥0, the spectral efficiency of modulation
format k; Λi ∈ R≥0, the bit rate requirement of
connection i; N , the set of all nodes; E , the set of
all links; D, the set of all connections; Nl ∈ R≥0,
the length of link l in number of spans.
The MILP comprises the following variables:
Bi ∈ R≥0, gi ∈ R≥0, and fi ∈ R≥0 are the band-
width, PSD, and the lowest frequency of spectrum
allocated to connection i, respectively; pil ∈ B,
pil = 1 if link l is on the route of connection i;
qin ∈ B, qin = 1 if node n is on the route of con-
nection i; yij ∈ B, yij = 1 if connection i and j
share at least one common link; uij ∈ B, uij = 1
if yij = 1 and fi + Bi ≤ fj ; wijl ∈ B, wijl = 1
if pil = 1 and pjl = 1; fij ∈ R≥0, the channel
spacing between connection i and j if yij = 1;
mik ∈ B, mik = 1 if connection i uses modulation
format k; txciijl, the XCI from connection j to i on
link l; tsciil and t
ase
il , the SCI and ASE on link l for
connection i. With this notation, the optimization
problem is
min. ζ + ε
∑
i∈D t
nli
i (1a)
s.t.∑
l∈E pilzl,n = 2qin − vi,n, (1b)
pil + pjl ≤ 1 + yij , wijl ≤ pil,
wijl ≤ pjl, wijl ≥ pil + pjl − 1, (1c)
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{
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(1d)
uij + yij = 1→
{
fj + Bj ≤ fi
fij = fi +
Bi
2 − (fj +
Bj
2 )
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where u → C means the constraint C needs to
be satisfied if the condition u is true, but can be
dropped otherwise, and fˆ xci, fˆ sci, and fˆase are the
linear upper-approximations of GXCIi /Gi, G
SCI
i /Gi,
and GASEi /Gi, respectively. Constraint (1b) is
Kirchhoff’s law for flows; (1c) is the link shar-
ing of two connections; (1d)-(1e) ensure nonover-
lapping spectrum allocation; (1f) selects modu-
lation formats and calculates connection band-
width; (1g)-(1i) define the XCI, SCI, ASE, and
the total NLI of all the connections; (1j) ensures
satisfactory SNR; and (1k) defines the bandwidth
usage that is minimized. In the objective, the
total NLI is associated with a very small weight
(ε = 0.01) to minimize total NLI if there are more
than one solutions with the minimal bandwidth.
For simple networks, the solution is obtained by
Gurobi Optimizer software8.
Problem Decomposition
For realistic networks, solving (1) to optimality
is prohibitive due to the many integer variables
and constraints. To address this, we propose a
heuristic that breaks down (1) into subproblems:
(i) routing and modulation level pooling (RMLP),
(ii) spectrum ordering assignment (SOA), and (iii)
frequency and PSD assignment (FPA) subprob-
lems and solves them separately and sequen-
tially.
RMLP: It takes traffic requests and network
topology as input, and outputs a pool of rout-
ings in the form of pil, qin, wijl, yij ,mik, Bi defined
in (1). First, for each connection i the k-shortest
paths are calculated (k = 5 in this paper), and
for each path the SNR is estimated by the LO-
GON method9. The two highest order modula-
tions whose SNR requirements can be met by the
path SNR estimation are selected, and the paths
and their associated modulations are stored as a
set of routings in Pi. Note that the same path with
different modulations are taken as different rout-
ings. Then we solve a low complexity MILP
minimize η (2a)
s.t.∑
p∈Pi xp = 1,∀i ∈ D (2b)
Fl =
∑
i∈D
∑
{p∈Pi|l∈p}Bpxp (2c)
η ≥ Fl,∀l ∈ E (2d)
η ≥ η0, (2e)
where xp ∈ B, xp = 1 if routing p is chosen by (2),
Bp is its number of subcarriers, l ∈ p means that
link l is on routing p, η is the estimated maximum
bandwidth usage assuming wavelength convert-
ers available at each node, and (2e) is included to
cut-off solutions that have been searched already.
One solution to (2) represents a joint routing for
all the connections. Realizing that (2) might have
non-unique solutions, we try to collect as many of
them as possible. Moreover, different from previ-
ous algorithms10 that solve (2) only once, we re-
peat it for several times. Initially, η0 is set to 0, and
after the first solving, η0 is set to η∗ + 1, where η∗
is the optimum obtained from the previous solving
of (2). Finally, RMLP outputs a pool of joint rout-
ings for all the connections, from which the best
in terms of (1a) is chosen in SOA and FPA.
SOA: It takes the routing pool from RMLP as
input, and outputs the ordering of connections in
spectrum, i.e., uij in (1). For each routing scheme
in the pool, the connections’ SNRs are first esti-
mated by the LOGON method. Secondly, the con-
nections are processed in an iterative way. In the
kth iteration, the un-allocated connection with the
lowest estimated SNR is found and denoted as rk,
then the largest (in bandwidth) un-allocated con-
nection disjoint (not sharing links) with rk is found
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Fig. 1: Up to 28% bandwidth reduction is achieved by
optimizing the transmit power of each connection separately
(variable PSD). A 6-node network is considered, whose link
lengths are stretched by κ. The proposed heuristic is always
within 11% of the optimal solution.
and denoted as sk. Then all the un-allocated con-
nections disjoint with rk and sk (including rk and
sk) are grouped in set Qk. Finally, Qk is allocated
immediately afterQk−1 in spectrum, and uij in (1)
is thus determined. By grouping disjoint connec-
tions and allocating those with low SNR first, this
procedure achieves a balance between satisfac-
tory SNR and efficient spectrum allocation.
FPA: Taking the outputs from previous stages,
FPA gives the final solution. This is done by
dropping constraints (1b)-(1f) and solving (1), with
pil, qin, wijl, uij , yij ,mik, Bi as input parameters.
FPA is carried out for each candidate in the pool
generated by RMLP, and the best one in terms
of (1a) is chosen as final output.
Numerical Results
We present results for two network topologies:
a simple 6-node network10 where we allow for
stretching each link with a factor κ ≥ 1, and
the larger 14-node NSF network4. The pa-
rameters are set to α = 0.22 dB/km, γ =
1.32 (W · km)−1, β2 = −21.7 ps2/km, ν =
193.55 THz, nsp = 1.8, L = 100 km, and the band-
width of one subcarrier is 6.25 GHz. Each con-
nection’s BER requirement is 10−3, and its bit rate
is uniformly distributed between 12 to 375 Gbps.
For the simple network, we compare the vari-
able PSD MILP formulation with the uniform PSD
ILP formulation3. To compare the two schemes
for different network sizes, we set κ from 1 to 5.5
with a step size of 0.5. For κ > 5.5, the network is
too large for any connections to be feasible. The
bandwidth usage as a function of the stretching
factor is shown for both schemes, averaged for
ten random request matrices. Fig. 1 shows that
variable PSD is beneficial when the network is
large, which suggests that the accumulated NLI
through long paths can be mitigated by proper
management of transmitter power. To verify the
effectiveness of the proposed heuristic, it is plot-
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Fig. 2: Variable PSD achieves 24% bandwidth saving for
14-node NSF network compared with uniform PSD.
ted in Fig. 1. The heuristic is always within 10% of
the optimal solution.
For the larger NSF network, the proposed
heuristic is applied to variable and uniform PSD.
Fig. 2 shows the resulting bandwidth usages, av-
eraged for ten request matrices. The variable
PSD scheme achieves 24% bandwidth reduction.
In the variable PSD scheme, most of the con-
nections have PSDs that are exactly enough to
satisfy the SNR requirements. This can reduce
the overall NLI, and thus allow higher spectral effi-
ciency modulation formats to exist, i.e., SNR mar-
gins in the uniform PSD scheme is trade for band-
width reduction by varying PSDs individually.
Conclusion
Based on the NLI model, the benefits of vary-
ing the transmitter power for each connection
in flexible-grid OOFDM networks is investigated
through both MILP optimization and problem de-
compositions. Numerical calculations demon-
strate 24% bandwidth savings for a realistic net-
work compared with the uniform PSD scheme.
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