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Abstract
Let X be a nonempty finite subset of the sphere of dimension n − 1, where n  3. For every
nonnegative integer k, we define a Markov operator M(k)X acting on the spaceH(k) of the restrictions
to the sphere of polynomial functions on Rn which are homogeneous of degree k and harmonic as
follows: M(k)X = 1|X |
∑
x∈X π(k)(rx ), where π(k) is the natural representation ofO(n) onH(k), and
rx is the reflection fixing the hyperplane orthogonal to x . We show that, when X is antipodal, M(s)X
is a homothety if and only if X is a spherical (2s + 1)-design. In the case of tight spherical designs,
we get more information on the spectrum of these operators.
© 2003 Elsevier Ltd. All rights reserved.
0. Introduction
Soit Γ = 〈S〉 un groupe de génération finie tel que S = S−1, et π : Γ → GL(H) une
représentation de Γ dans un espace de Hilbert réel ou complexe. On définit l’opérateur de





Les opérateurs de Markov jouent un rôle important dans différentes domaines, par exemple,
les marches aléatoires sur le graphe de Cayley d’un groupe [18] ou le problème de trouver
des points «bien répartis» sur S2 [19, 20].
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Nous nous proposons d’étudier des opérateurs de Markov définis à partir de designs
sphériques.
Soient X ⊆ Sn−1 un sous-ensemble fini non vide de la sphère unité deRn , et t un entier









pour toute fontion polynomiale f : Rn → R de degré au plus t , où µ est la mesure de
probabilité sur Sn−1 invariante par le groupe orthogonalO(n).
Les designs sphériques ont été introduits et étudiés dans [12]; voir aussi [13, 14]. Les
orbites de sous-groupes finis deO(n) fournissent des exemples de designs sphériques ([4–
6]; voir aussi [15]); on peut également en construire à l’aide de réseaux entiers [24]. Pour
tout n  2 et tout t  0, il existe des t-designs sphériques dans Sn−1; voyez par exemple
[1, 2, 22]. Une classe particulière de designs sphériques, les designs sphériques serrés,
(voir Section 8) ont été étudiés dans [3, 7–10, 12].
À chaque x ∈ Sn−1, on associe la réflexion rx ∈ O(n) d’hyperplan orthogonal à x ; à un
sous-ensemble fini non vide de X , on peut ainsi associer le sous-groupe de O(n)
ΓX = 〈SX 〉, où SX := {rx | x ∈ X}.
Pour k  0, soitH(k) l’ensemble des restrictions à Sn−1 des fonctions polynomiales surRn
homogènes de degré k et harmoniques, et soit π(k) : O(n) → O(H(k)) la représentation







Le résultat principal de ce travail est le suivant:
Théorème 4. Soient n  2, un sous-ensemble X ⊆ Sn−1 fini non vide, et s  0.
(i) Si X est un (2s)-design sphérique, alors M(k)X = ((n − 2)/(2k + n − 2)) H(k) pour
tout k tel que 0  k  s.
(ii) Pour n  3, si X est antipodal (c’est-à-dire X = −X) et si M(s)X est une homothétie,
alors X est un (2s + 1)-design sphérique.
Dans les cas des designs dits serrés (voir le Section 8 pour la définition), on trouve des
informations supplémentaires sur le spectre des π(k) pour les plus petits k non couverts par
le point (i); c’est l’objet des Théorèmes 22, 24, 28 and 33.
Le point (i) du Théorème 4 apparaıˆt dans [16] (Théorème 6; voir aussi [17]), de même
que les Théorèmes 24 and 33 pour les cas particuliers du système de racines E8 et des
vecteurs courts du réseau de Leech (ce sont les Théorèmes 7, 8, 7′ et 8′ dans le travail cité).
1. Rapples et notations
Soit n  2 une dimension fixée. On note ∆ = ∑ni=1 ∂2/∂x2i le laplacien sur Rn , et,
pour k  0:
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P (k)(Rn) = espace des fonctions polynomiales à valeurs réelles
homogènes de degré k sur Rn;
H(k)(Rn) = { f ∈ P (k)(Rn) | ∆ f = 0}.
Soit S = Sn−1 ⊆ Rn la sphère unité munie de sa mesure de probabilité µ invariante par
O(n). On note:
P (k) := { f |S | f ∈ P (k)(Rn)}, H(k) := { f |S | f ∈ H(k)(Rn)}.
L’espace P (k)(Rn) [resp. H(k)(Rn)] est canoniquement isomorphe à P (k) [resp. H(k)]. On
pose:
F (k) = espace des restrictions à Sn−1 des fonctions
polynomiales de degré au plus k sur Rn.
Les espaces vectoriels réels P (k), H(k) et F (k) sont munis du produit scalaire





F (k) = P (k) ⊕ P (k−1) =
k⊕
j=0




H(k−2 j ) (2)
sont orthogonales pour ce produit scalaire. Voir par exemple [23, Chapitre IV].
Pour k  0, on note
π(k) : O(n) O(H(k)), π(k)(σ ) f = f ◦ σ−1
la représentation harmonique; ces représentations sont absolument irréductibles.
Pour des espaces euclidiens E et F , on note:
L(E, F) = espace des applications linéaires de E dans F;
L(E) = L(E, E);
L∗(E) = {A ∈ L(E) | A est autoadjoint}.
On note encore E ∈ L(E) l’application identité sur E .
Définition 1. Soient n  2 et t  0. Un sous-ensemble fini non vide X ⊆ Sn−1 est un








f (u) dµ(u), ∀ f ∈ F (t),
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f (x) = 0, ∀ f ∈ H( j ), 1  j  t .
Remarques. (i) Si X est antipodal, c’est-à-dire X = −X , alors X est un (2s)-design








f (u) dµ(u), ∀ f ∈ P (2s).
(ii) On peut définir de la même manière les designs sphériques sur la sphère rSn−1 de
rayon r > 0. On remarque cependant que X ⊆ rSn−1 est un t-design sphérique
si et seulement si r−1 X ⊆ Sn−1 est un t-design sphérique. Les résultats restent
évidemment valables si l’on prend des designs sur des sphères de rayon quelconque.
(iii) Notre approche se généralise des designs sphériques aux formules de quadratures,
qui sont des identités de la forme
∑
x∈X
αx f (x) =
∫
S
f (u) dµ(u), ∀ f ∈ F (t),
où les poids αx vérifient
∑
x∈X αx = 1 (les designs sphériques correspondent au
cas αx = 1/|X |). Il faut dans ce cas pondérer de la même manière les opérateurs de
Markov correspondants.
2. Opérateurs de Markov
On définit, pour x ∈ Sn−1, la réflexion
rx ∈ O(n), rx u := u − 2〈x | u〉x, u ∈ Rn,
qui est un opérateur autoadjoint, car
〈v | rx u〉 = 〈v | u〉 − 2〈x | u〉〈x | v〉, ∀u, v ∈ Rn.
Définition 2. Soit X ⊆ Sn−1 un sous-ensemble fini non vide et k  0. On définit

















Proposition 3. Soit k  0. On a
(i) tr(π(k)(rx)) = ((n − 2)/(2k + n − 2)) dimH(k), ∀x ∈ Sn−1;
(ii) M(k) = ((n − 2)/(2k + n − 2)) H(k) .
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Démonstration. Par symétrie, on peut supposer que x = (0, . . . , 0, 1) ∈ Sn−1 ⊆ Rn .







∣∣∣∣∣α = (α1, . . . , αn) ∈ Zn0 et α1 + · · · + αn = k
}
.
















(n − 2) + (k − j)
k − j
)
est le nombre de (n − 1)-uples (α1, . . . , αn−1) ∈ Zn−10 tels que
∑n−1
i=1 αi = n − j . Comme














































k + n − 3
n − 1
) = n − 2
2k + n − 2 ,
ce qui montre le point (i). Pour le point (ii), il suffit de remarquer que M (k) commute avec
π(k)(σ ) pour tout σ ∈ O(n) et d’utiliser le lemme de Schur; le point (i) fournit le rapport
d’homothétie. 
Nous énonçons maintenant le résultat principal de ce travail:
Théorème 4. Soient n  2, un sous-ensemble X ⊆ Sn−1 fini non vide, et s  0.
(i) Si X est un (2s)-design sphérique, alors M(k)X = ((n − 2)/(2k + n − 2)) H(k) pour
tout k tel que 0  k  s.
(ii) Pour n  3, si X est antipodal (c’est-à-dire X = −X) et si M(s)X est une homothétie,
alors X est un (2s + 1)-design sphérique.
Le point (ii) est faux si n = 2; on peut prendre pour contre-exemple l’ensemble
des sommets d’un (2s)-gone régulier: voir la Proposition 19. Cependant, l’affirmation ci-
dessous, plus faible, est aussi vraie quand n = 2.
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(ii′) Pour n  2, si X est antipodal et si M (k)X est une homothétie pour tout k tel que
0  k  s, alors X est un (2s + 1)-design.
Le point (i) est démontré au paragraphe suivant et le point (ii) au paragraphe 6. La
preuve du point (ii′) est laissée en exercice au lecteur.
3. Démonstration du résultat principal (i)
Pour, f, g ∈ H(k) et x ∈ Sn−1, on pose
Ψ (k)( f, g)(x) := 〈g | f ◦ rx 〉 =
∫
S
g(u) f (rxu) dµ(u).
Pour x ∈ Rn , soit r˜x ∈ L∗(Rn) l’opérateur défini par r˜x u := 〈x | x〉u − 2〈x | u〉x où
u ∈ Rn , et soit, pour f, g ∈ H(k)(Rn),
Ψ˜ (k)( f, g)(x) := 〈g | f ◦ r˜x 〉, x ∈ Rn,
de sorte que Ψ (k)( f, g) est la restriction de Ψ˜ (k)( f, g) à Sn−1. Comme x → r˜x est
polynomial homogène de degré 2 et que f est polynomiale homogène de degré k,
l’application Ψ˜ (k)( f, g) est polynomiale homogène de degré 2k. Donc
Ψ (k)( f, g) ∈ P (2k).
D’autre part, comme rx est autoadjoint, Ψ (k)( f, g) = Ψ (k)(g, f ). On a donc une
application linéaire
Ψ (k) : Sym2(H(k)) P (2k).
Voici le lemme-clé pour la preuve du Théorème 4:
Lemme 5. Soit, pour k  0, l’application linéaire
Ψ (k) : Sym2(H(k)) P (2k),Ψ (k)( f, g)(x) = 〈g | f ◦ rx 〉, f, g ∈ H(k), x ∈ Sn−1.









h(u) dµ(u), ∀h ∈ Im(Ψ (k)).
Démonstration. On a tr M(k)X = tr M
(k)
; par suite M(k)X est une homothétie si et seulement
si M(k)X = M
(k) (voir la Proposition 3). D’autre part
M(k)X = M
(k) 〈g | M(k)X f 〉 = 〈g | M





Ψ (k)( f, g)(x) =
∫
S
Ψ (k)( f, g)(y) dµ(y), ∀ f, g ∈ H(k),
d’où le résultat. 
Démonstration du point (i) du Théorème 4. Il découle directement du Lemme 5, le
rapport d’homothétie étant fourni par la Proposition 3. 
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Remarque. On peut donner un résultat plus précis que le point (i) du Théorème 4 (on
rappelle que, puisque M(k)X est autoadjoint, toutes ses valeurs propres sont réelles):
Proposition 6. Soit X ⊆ Sn−1 un sous-ensemble fini non vide. Pour k > 0, soit δ(k)X le
diamètre du spectre de M(k)X , c’est-à-dire la différence entre les valeurs propres maximale
et minimale de M(k)X . Alors il existe un ϕ ∈ P (k) tel que∫
S
ϕ(y) dy = 0, sup
y∈Sn−1
|ϕ(y)|  1, 1|X |
∑
x∈X
ϕ(x) = δ(k)X /2.
Démonstration. Soit λ [resp. µ] la valeur propre minimale [resp. maximale] de M(k)X , et
soit f [resp. g] un vecteur propre unitaire correspondant. On pose
ϕ := Ψ
(k)(g, g) −Ψ (k)( f, f )
2
∈ P (2k).
Comme ‖ f ◦ ry‖ = ‖ f ‖ = 1 pour tout y ∈ Sn−1 (et de même pour g), on a
2|ϕ(y)| = ∣∣〈g | g ◦ ry〉 − 〈 f | f ◦ ry〉∣∣  ‖g‖‖g ◦ ry‖ + ‖ f ‖‖ f ◦ ry‖ = 2,
d’où supy∈S |ϕ(y)|  1. D’autre part,
∫
S
π(k)(ry)dµ(y) = ((n − 2)/(2k + n − 2)) H(k) par
la Proposition 3(ii), et donc∫
S
Ψ (k)(h1, h2)(y) dµ(y) = n − 22k + n − 2 〈h1 | h2〉, ∀h1, h2 ∈ H
(k),
d’où on déduit que
∫
S







ϕ(x) = 〈g | M(k)X g〉 − 〈 f | M(k)X f 〉 = µ − λ = δ(k)X . 
Les deux paragraphes suivants préparent la preuve du point (ii) du Théorème 4.
4. Quelques intégrales définies
Soit





le laplacien sur Rn . On a les formules:
∆x 〈z | x〉k = k(k − 1)〈z | z〉〈z | x〉k−2, pour k  1; (3)
∆x 〈x | x〉l = 2l(2l + n − 2)〈x | x〉l−1, pour l  1; (4)
∆x (〈z | x〉k−2 j 〈x | x〉 j ) = 2 j (2k − 2 j + n − 2)〈z | xk−2 j 〈x | x〉 j−1
+ (k − 2 j − 1)(k − 2 j)〈z | z〉〈z | x〉k−2 j−2〈x | x〉 j ,
pour k  0 et 0  j  k/2. (5)
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γz〈z | ·〉k ,
où Z est un sous-ensemble fini de Rn et où γz ∈ R. En appliquant j fois le laplacien à
cette égalité (formule (3)), on trouve que f est harmonique, c’est-à-dire f ∈ H(k)(Rn), si
et seulement si∑
z∈Z
γz〈z | z〉 j 〈z | ·〉k−2 j = 0, ∀ j, 1  j  k/2. (6)
Posons
bk := n(n + 2) · · · (n + 2k − 2)k! . (7)
Lemme 7. (i) Pour tout x ∈ Rn et tout l  0,∫
S
〈x | u〉2l+1 dµ(u) = 0.
(ii) Pour tout x ∈ Rn et tout k  0,∫
S
〈x | u〉2k dµ(u) = 1 · 3 · 5 · · · (2k − 1)
n(n + 2) · · · (n + 2k − 2) 〈x | x〉
k .
(iii) Pour tout k  0, tout h ∈ H(k)(Rn) et tout y ∈ Rn,∫
S
〈y | u〉kh(u) dµ(u) = 1
bk
h(y).
(iv) Pour tout k  0, tout l > k, tout h ∈ H(l)(Rn) et tout y ∈ Rn,∫
S
〈y | u〉kh(u) dµ(u) = 0.
Démonstration. (i) Cela vient de∫
S
〈x | u〉2l+1 dµ(u) =
∫
S
〈x | −u〉2l+1 dµ(u) = −
∫
S
〈x | u〉2l+1 dµ(u).
(ii) La fonction x → ∫
S
〈x | u〉2k dµ(u) est invariante par l’action de O(n) et est
homogène de degré 2k. Par conséquent, il existe une constante ck ∈ R telle que∫
S
〈x | u〉2k dµ(u) = ck〈x | x〉k .
Clairement, on a c0 = 1. Si on applique le laplacien à l’égalité ci-dessus (formules
(3) and (4)), on obtient une relation de récurrence entre ck et ck−1, de laquelle on
déduit
ck = 1 · 3 · 5 · · · (2k − 1)
n(n + 2) · · · (n + 2k − 2) .
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(iii) On applique (ii) à x = ηy + ζ z; on obtient ainsi une égalité entre fonctions
polynomiales en η et ζ :∫
S
(
η〈y | u〉 + ζ 〈z | u〉)2k dµ(u) = ck(η2〈y | y〉 + 2ηζ 〈y | z〉 + ζ 2〈z | z〉)k .










( j !)2(k − 2 j)!〈y | y〉
j 〈y | z〉k−2 j 〈z | z〉 j .
Puis on écrit h = ∑z∈Z γz〈z | ·〉k , et on calcule ∫S〈y | u〉kh(u) dµ(u) à l’aide de la







= n(n + 2) · · · (n + 2k − 2)
k! .
(iv) Cette égalité provient simplement de l’orthogonalité entre P (k) = [k/2]j=0 H(k−2 j ) et
H(l). 
5. Polynômes de Gegenbauer
Lemme 8. Soient n  2, k  0 et e ∈ Sn−1. Soit f ∈ H(k) tel que f ◦ σ = f pour tout




a j 〈x | e〉k−2 j , ∀x ∈ Sn−1,
avec la récurrence
2 j (2k − 2 j + n − 2)a j + (k − 2 j + 1)(k − 2 j + 2)a j−1 = 0, 1  j  [k/2].
En particulier, l’espace de tels polynômes est de dimension 1.
Remarque. Une conséquence de ce lemme est que les représentations harmoniques π(k) :
O(n) → O(H(k)) sont absolument irrréductibles (voir [11, Proposition 2]).
Démonstration. On identifie l’orthogonal de e dansRn à Rn−1 et le groupe des σ ∈ O(n)
qui fixent e à O(n − 1). Pour y ∈ Rn , on définit y0 ∈ Rn−1 par y = y0 + 〈y | e〉e. On a
〈z | x〉 = 〈z0 | x0〉 + 〈z | e〉〈x | e〉, ∀x, z ∈ Rn .










〈z | σ x〉kdσ




























〈z0 | u〉i dµ(u)〈z | e〉k−i 〈x | e〉k−i .






















c˜ j 〈z0 | z0〉 j 〈z | e〉k−2 j





(〈x | x〉 − 〈x | e〉2) j 〈x | e〉k−2 j ,




a j 〈x | x〉 j 〈x | e〉k−2 j , ∀x ∈ Rn
pour d’autres constantes a j . Enfin, comme f est harmonique, en utilisant la formule (5),
on obtient






2 j (2k − 2 j + n − 2)〈x | x〉 j−1〈x | e〉k−2 j





2 j (2k − 2 j + n − 2)a j
+ (k − 2 j + 1)(k − 2 j + 2)a j−1
)〈x | x〉 j−1〈x | e〉k−2 j ,
pour tout x ∈ Rn . Par suite,
2 j (2k − 2 j + n − 2)a j + (k − 2 j + 1)(k − 2 j + 2)a j−1, ∀ j  1.
Cela achève la preuve du lemme. 
Notation. Si P est une fonction définie sur [−1, 1] ou un polynôme à une indéterminée,
on pose, pour x, y ∈ Sn−1,
P(x, y) := P(〈x | y〉).
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Lemme 9. Soit V un espace de dimension finie de fonctions continues sur Sn−1 à valeurs
réelles, invariant par l’action deO(n). Alors il existe une unique fonctionΦ : [−1, 1] → R
tel que
Φ(x, ·) ∈ V , ∀x ∈ Sn−1 et∫
S
Φ(x, y) f (y) dµ(y) = f (x), ∀ f ∈ V , ∀x ∈ Sn−1.
De plus, Φ(1) = dim V .
Démonstration. On a sur V , le produit scalaire 〈 f | g〉 = ∫
S
f (u)g(u) dµ(u). Pour
x ∈ Sn−1, comme V  f → f (x) ∈ R est une forme linéaire, il existe un unique ϕx ∈ V
tel que 〈ϕx | f 〉 = f (x) pour tout f ∈ V . Soit
Φ˜(x, y) := 〈ϕy | ϕx 〉 ∈ R, x, y ∈ Rn
le noyau reproduisant de V (remarquer que ϕx = Φ˜(x, ·)). On a
Φ˜(σ x, σ y) = Φ˜(x, y), ∀σ ∈ O(n),
donc Φ˜ ne dépend que de 〈x | y〉. Par conséquent, il existe une unique fonction Φ :




ei (x)ei (y), ∀x, y ∈ Sn−1,












ei (x)ei(x) dµ(x) = dim V .

Proposition 10. Pour chaque k  0, il existe un unique choix de polynômes Q(k), R(k) et
C(k) ∈ R[T ] de degré k tel que
Q(k)(y, ·) ∈ H(k), ∀y ∈ Sn−1,
∫
S
Q(k)(y, x) f (x) dµ(x) = f (y), ∀ f ∈ H(k),
R(k)(y, ·) ∈ P (k), ∀y ∈ Sn−1,
∫
S
R(k)(y, x) f (x) dµ(x) = f (y), ∀ f ∈ P (k),
C(k)(y, ·) ∈ F (k), ∀y ∈ Sn−1,
∫
S
C(k)(y, x) f (x) dµ(x) = f (y), ∀ f ∈ F (k);





k−2 j , (8)





Q( j ), C(k) =
[k/2]∑
j=0
Q(k−2 j ), (9)
où q(k)0 = bk (voir formule (7)) et
2 j (2k − 2 j + n − 2)q(k)j + (k − 2 j + 1)(k − 2 j + 2)q(k)j−1 = 0, 1  j  [k/2],
c’est-à-dire
q(k)j =
(−1) j 2k(k + n/2 − 1)Γ (k − j + n/2 − 1)
4 jΓ (n/2)Γ ( j + 1)Γ (k − 2 j + 1) . 0  j  [k/2]. (10)
De plus, on a
Q(k)(1) = dimH(k), R(k)(1) = dimF (k), C(k)(1) = dimP (k). (11)
Remarque. Les polynômes Q(k) sont les polynômes de Gegenbauer normalisés (voir [12,
Section 2]). Ils sont orthogonaux pour le produit scalaire








Démonstration. Soit V = H(k), et soit Q(k) = Φ, où Φ est comme dans le Lemme 9. Par





k−2 j , ∀t ∈ [−1, 1],
avec
2 j (2k − 2 j + n − 2)q(k)j + (k − 2 j + 1)(k − 2 j + 2)qkj−1 = 0, 1  j  [k/2].
















l’égalité (∗) provenant des points (iii) et (iv) du Lemme 7. Comme Q(k)(1) = 0, on a
q(k)0 = bk . Ainsi, Q(k) est bien un polynôme de la forme indiquée. Enfin, les formules (9)
découlent immédiatement des décompositions orthogonales (2) et (1), et les formules (11)
sont des cas particuliers de la dernière affirmation du Lemme 9. 
6. Démonstration du résultat principal (ii)
Lemme 11. Soit V une représentation (réelle ou complexe) d’un groupe compact qui
se décompose en somme directe V = mi=1Vi de représentations irréductibles non
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équivalentes deux à deux. Soit W une sous-représentation de V . Supposons qu’il existe




xi , xi ∈ Vi xi = 0.
Alors W = V .
Démonstration. Soit ρ : G → GL(V ) une représentation d’un groupe compact G
vérifiant les hypothèses du lemme. Pour chaque i , soit χi le caractère de Vi . Comme les Vi
sont inéquivalentes deux à deux, pour chaque i , la projection canonique πi : V → Vi de





Il en résulte en particulier que πi (W ) ⊆ W si W est une sous-représentation de V . S’il
existe x = ∑mi=1 xi ∈ W avec xi ∈ Vi , xi = 0 pour tout i , alors 0 = xi = πi (x) ∈ W ∩ Vi ,
et donc W ∩ Vi = ∅. Comme les Vi sont irréductibles, il s’ensuit que Vi ⊆ W pour tout, i ,
et, par conséquent, W = V . 









f (y) dµ(y), ∀ f ∈ P (2s).
Par le Lemme 5, pour montrer (ii), il suffit donc de montrer que, quand n  3,
ImΨ (s) = P (2s). (12)
Nous allons pour cela appliquer le Lemme 11 aux représentations de O(n) suivantes:
V = P (2s) = sj=0H(2 j ) et W = ImΨ (s).
Comme Ψ (s)( f, g)(σ x) = Ψ (s)( f ◦ σ, g ◦ σ)(x) pour tout σ ∈ O(n), l’image de
Ψ (s) est bien une sous-représentation de P (2s). On a, pour x, y ∈ Sn−1 (remarquer que
Ψ (s)(y, rx u) = Ψ (s)(rx y, u)):
Ψ (s)
(Q(s)(y, ·), Q(s)(y, ·))(x) = 〈Q(s)(y, ·) | Q(s)(rx y, ·)〉
= Q(s)(rx y, y) = Q(s)(1 − 2〈y | x〉2).
Comme les Q(2 j ) sont des polynômes pairs de degré exactement 2 j , il existe un unique
choix de constantes c(s)0 , . . . , c
(s)
s tel que





j Q(2 j )(T ), (13)
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ou encore, pour un e ∈ Sn−1 fixé,
Ψ (s)




j Q(2 j )(e, ·),
et on a Q(2 j )(e, ·) ∈ H(2 j ).
Le lemme ci-dessous montre que les c(s)j de la décomposition (13) sont tous non nuls
quand n  3. Vu le Lemme 11 ceci achève la démonstration du théoréme. 









4(s − j + 1)(2 j − 1)(s + j + n − 3)
(2s + 2 j + n − 2)(2s − 2 j + n − 1)(2 j + n − 3)c
(s)





(−1) j (s + n/2 − 1)Γ (2 j + 1)Γ (s + j + n − 2)Γ ( j + n/2 − 1)Γ (s − j + n/2 − 1)
Γ (n/2 − 1)Γ ( j + 1)Γ (s − j + 1)Γ (2 j + n − 2)Γ (s + j + n/2) ,
0  j  s. (14)
En particulier, c(s)j = 0.
Démonstration. Le membre de gauche de l’équation (13) est:
Q(s)(1 − 2T 2) =
[s/2]∑
i=0


































































Gh(s, i), 0  h  s, (15)
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où, selon (10) et (14),






i+h 2s+h−2i (s + n/2 − 1)Γ (s − i + n/2 − 1)
Γ (n/2)Γ (i + 1)Γ (h + 1)Γ (s − 2i − h + 1)
Gh (s, i) = q(2i+2h)i c
(s)
i+h
= (−4)h(s + n/2 − 1)(2i + 2h + n/2 − 1)
× Γ (2i + 2h + 1)Γ (s + i + h + n − 2)Γ (s − i − h + n/2 − 1)Γ (i + h + n/2 − 1)Γ (i + 2h + n/2 − 1)
Γ (n/2)Γ (n/2 − 1)Γ (2h + 1)Γ (i + 1)Γ (i + h + 1)Γ (s − i − h + 1)Γ (2h + 2i + n − 2)Γ (s + i + h + n/2)
(remarquer que Fh(s, i) = 0 [resp. Gh(s, i) = 0] si i > [(s − h)/2] [resp. i > s − h]).






Gh(s, i) = 2Γ (s + h + n − 2)Γ (s + n/2)Γ (n − 1)Γ (s − h + 1)Γ (s + n/2 − 1) , 0  h  s.
Les certificats pour
∑
i0 Fh(s, i) et
∑
i0 Gh(s, i) sont respectivement
RF (s, i) = − 4i(s − i + n/2 − 1)
(s + h + n − 2)(s − 2i − h + 1)
et
RG(s, i) = i(2i + 2h + n − 3)(s − i − h + n/2 − 1)
(s − i − h + 1)(2i + 2h + n/2 − 1)(s + h + n − 2) . 
Remarque. Pour n = 2, on a
c
(s)
j = 0, 0  j  s − 1, et c(s)s = (−1)s,
de sorte que la preuve du théorème donnée ci-dessus ne s’applique pas. D’autre part, si
n = 2, on a
dim Sym2(H(s)) = 3, dimP (2s) = 2s + 1,
de sorte que l’équation (12) est fausse dès que s  2.
7. Décomposition de l’opérateur de Markov
Pour certains (2s)-designs sphériques, il est possible de calculer les valeurs de M(k)X
pour les plus petits k non couverts par le Théorème 4, point (i). Pour cela, nous allons
écrire π(k)(rx ) comme somme d’opérateurs autoadjoints.
Soit, pour j  0, l’opérateur différentiel bilinéaire symétrique




∂xi1 · · · ∂xi j
∂ j g
∂xi1 · · · ∂xi j
, D := D1.
Pour y et z ∈ Rn , on a la formule
D j
(〈y | ·〉k, 〈z | ·〉k) = ( k!
(k − j)!
)2
〈y | z〉 j 〈y | ·〉k− j 〈z | ·〉k− j , 0  j  k. (16)
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Définition 13. (i) Pour des entiers k et j tels que 0  j  k et pour x ∈ Sn−1, soit
N (k, j )x ∈ L∗(H(k)(Rn)) l’opérateur défini par
〈g | N (k, j )x f 〉 = 1
d(k)j
D j (g, f )(x),
pour tout f, g ∈ H(k)(Rn), où
d(k)j = (k − j + 1)(k − j + 2) · · · k
× (2k + n − 2 j)(2k + n − 2 j + 2) · · · (2k + n − 2), (17)
d(k)0 = 1, d(k)1 = k(2k + n − 2).
(ii) Pour X ⊆ Sn−1 un sous-ensemble non vide fini, soit





N (k, j )x .
(iii) Posons en outre
N (k, j ) :=
∫
S
N (k, j )x dµ(x).
Lemme 14. Pour des entiers k et j tels que 0  j  k, on a
(i) tr N (k, j )x = dimH(k),∀x ∈ Sn−1;
(ii) N (k, j ) = H(k) .
Démonstration. Soient f et g ∈ H(k)(Rn); écrivons f = ∑z∈Z γz〈z | ·〉k et g =∑
y∈Y δy〈y | ·〉k . D’après la formule (16), on a







γzδy〈z | y〉 j 〈z | ·〉k− j 〈y | ·〉k− j ;
par suite, comme d(k)j = (k!/(k − j)!)2(bk/bk− j ), où bk est donné en (7),
〈g | N (k, j )x f 〉 = 1d j D





γzδy〈z | y〉 j 〈z | x〉k− j 〈y | x〉k− j . (18)
On obtient alors
〈g | N (k, j ) f 〉 =
∫
S








〈y | x〉k− j
(∑
z∈Z
γz〈z | y〉 j 〈z | x〉k− j
)
dµ(x)


















〈y | x〉k f (x) dµ(x) = 〈g | f 〉,
où les égalités (∗) et (∗∗) proviennent du Lemme 7(iii) appliqué à h = ∑z∈Z γz〈z | y〉 j
〈z | ·〉k− j ∈ H(k− j )(Rn) et à h = f respectivement. Cela achève la démonstration du point
(ii).
Pour tout σ ∈ O(n), on a
N (k, j )σ x = π(k)(σ )N (k, j )x π(k)(σ )−1;
donc, puisque O(n) agit transitivement sur Sn−1, la trace de N (k, j )x est indépendante de
x ∈ Sn−1, donc aussi égale à la trace de N (k, j ); ainsi (i) découle de (ii). 
Une remarque élémentaire mais importante est la suivante:
Lemme 15. Si X ⊆ Sn−1 est un (2s)-design et si j et k sont des entiers tels que 0  j  k
et k − j  s, alors N(k, j )X = H(k) .
Démonstration. Si f, g ∈ H(k)(Rn), alors D j ( f, g) est de degré 2(k − j)  2s. Il suit
alors des définitions que N (k, j )X = N
(k, j ) = H(k) . 





















j !n(n + 2) · · · (n + 2k − 2 j − 2) , (19)
les bk− j étant définis en (7).
Démonstration. On a, pour f = ∑z∈Z γz〈z | ·〉k ∈ H(k) et g =∑y∈Y δy〈y | ·〉k ∈ H(k),






















(〈z | y〉 − 2〈z | x〉〈x | y〉)k






































〈g | N (k, j )x f 〉,
l’égalité (∗) provenant du Lemme 7(iii) appliqué à f ◦ rx et l’égalité (∗∗) de
la formule (18). 
Remarques. (i) Une conséquence de la proposition ci-dessus est que, pour un sous-
















2k + n − 2 .
8. Rappels sur les designs serrés
Nous rappelons que, pour P ∈ R[T ], et x, y ∈ Rn , nous notons P(x, y) := P(〈x | y〉).
Les polynômes Q(k), R(k) et C(k) ont été introduits au Section 5, Proposition 10.
On a le résultat suivant (voir aussi [13, Théorèmes 5.1 à 5.4]):
Théorème 17 [12, Théorèmes 5.11, 5.12, 6.6 et 6.8]. Soit n  2 et X ⊆ Sn−1 un sous-
ensemble fini non vide.
(i) Soit s le plus grand entier tel que X est un (2s)-design sphérique, et p le cardinal de
l’ensemble {〈x | y〉 | x, y ∈ X, x = y}. Alors:
(a) s  p et dimF (s)  |X |  dimF (p);
(b) les conditions suivantes sont équivalentes:
— s = p,
— |X | = dimF (s),
— |X | = dimF (p);
(c) dans le cas où X satisfait aux conditions du point (b), l’ensemble {〈x | y〉 |
x, y ∈ X, x = y} consiste en les zéros de R(s).
(ii) Supposons que −X = X. Soit s le plus grand entier tel que X est un (2s + 1)-design
sphérique, et soit p le cardinal de l’ensemble {〈x | y〉 | x, y ∈ X, x = ±y}. Alors:
C. Pache / European Journal of Combinatorics 25 (2004) 591–620 609
(a) s  p et 2 dimP (s)  |X | ≤ 2 dimP (p);
(b) les conditions suivantes sont équivalentes:
— s = p,
— |X | = 2 dimP (s),
— |X | = 2 dimP (p);
(c) dans le cas où X satisfait aux conditions du point (b), l’ensemble {〈x | y〉 |
x, y ∈ X, x = ±y} consiste en les zéros de C(s).
Définition. Un design sphérique vérifiant le point (i(b)) ou le point (ii(b)) du théorème est
appelé serré.
Les t-designs serrés n’existent, en dimension n  3, que pour des petites valeurs de t . On
a notamment le résultat suivant (il existe d’autres résultats plus précis):
Théorème 18 [7, 8]. En dimension n  3, les t-designs sphériques serrés n’existent que
pour t  5 et t = 7, avec une exception en dimension n = 24, où il existe un design serré
avec t = 11.
Nous donnons ici les coefficients des termes de plus haut degré des polynômes
Q(k), R(k) et C(k), qui interviendront dans les calculs des paragraphes suivants:
Q(k)(T ) = n(n + 2) · · · (n + 2k − 2)
k! T
k
−n(n + 2) · · · (n + 2k − 6) · (n + 2k − 2)
2(k − 2)! T
k−2 + · · ·
R(k)(T ) = n(n + 2) · · · (n + 2k − 2)
k! T
k + n(n + 2) · · · (n + 2k − 4)
(k − 1)! T
k−1 + · · ·
C(k)(T ) = n(n + 2) · · · (n + 2k − 2)
k! T
k − n(n + 2) · · · (n + 2k − 4)
2(k − 2)! T
k−2 + · · · .
9. Spectre de M(k)X pour les designs serrés dans S1 et les t-designs serrés avec t  1
Nous laissons la preuve des propositions ci-dessous en exercice au lecteur. (Pour la
preuve de la Proposition 19, il convient d’identifier R2 avec C. Dans ce cas, les deux
fonctions x → Re(zk) et z → Im(zk) forment une base de H(k) pour k  1.)
Proposition 19. Soient m  1, X ⊆ S1 l’ensemble des sommets d’un m-gone régulier
(qui est l’unique (m − 1)-design serré à isométrie près de S1), et k  1.
(i) Si 2k ≡ 0 mod m, alors M(k)X = 0.
(ii) Si 2k ≡ 0 mod m, alors M(k)X a exactement deux valeurs propres, qui sont simples à
savoir 1 et −1.
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Proposition 20. Soient n  2, x ∈ Sn−1, X = {x} (0-design serré) ou X = {±x}
(1-design serré), et k  1. Alors M(k)X a exactement deux valeurs propres, à savoir
1 de multiplicité
(










10. Spectre de M(s+1)X pour les (2s)-designs serrés
Lemme 21. Soit X ⊆ Sn−1 un (2s)-design serré. Alors, pour tout f ∈ H(s+1), et pour
tout y ∈ X, on a
(N (s+1,0)X f )(y) =
(2s + n)(s + n − 2)
(s + 1)(2s + n − 2) f (y).
Démonstration. On écrit
Q(s+1) = B(1)R(s) + A(s−1),
où B(1) et A(s−1) sont des polynômes de degré 1 et s −1 respectivement. Plus précisément,
on a
B(1)(T ) = s + n
s + 1 T −
(s + n)s
(s + 1)(2s + n − 2) .
On a alors, pour f ∈ H(s+1),









B(1)(y, x)R(s)(y, x) f (x) + 1|X |
∑
x∈X
A(s−1)(y, x) f (x).
Comme R(s)(y, x) = 0 pour x, y ∈ X distincts (selon le Théorème 17(ii(c))), et que





B(1)(y, x)R(s)(y, x) f (x) = B
(1)(1)R(s)(1)
|X | f (y) = B
(1)(1) f (y).





A(s−1)(y, x) f (x) =
∫
S
A(s−1)(y, u) f (u) dµ(u) = 〈A(s−1)(y, ·) | f 〉 = 0,
la dernière égalité provenant de l’orthogonalité entre P (s−1) = [(s−1)/2]j=0 H(s−2 j−1) et
H(s+1). Il ne reste plus qu’à vérifier que
B(1)(1) = (2s + n)(s + n − 2)
(s + 1)(2s + n − 2) . 
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(n − 2)(n + 1)
2
,
(n − 2)(n + 2)
n2
de multiplicité n.
(ii) Soit X un 4-design serré. Alors M(3)X a exactement deux valeurs propres, à savoir
n2 − 4n + 12
n(n + 2) de multiplicité
(n − 2)(n − 1)(n + 3)
6
,
(n − 2)(n2 − 12)
n(n + 2)2 de multiplicité
(n − 1)(n + 2)
2
.
Démonstration. Soit s = 1 (dans le cas (i)) ou s = 2 (dans le cas (ii)). Comme X est un
(2s)-design, alors N (s+1, j )X = N
(s+1, j ) = H(s+1) pour j  1 (selon le Lemme 15). Par















(s+1, j ) + a(s+1)0
(
N (s+1,0)X − N
(s+1,0))
= M (s+1) − a(s+1)0 N








H(s) + a(s+1)0 N (s+1,0)X ,
de sorte que les valeurs propres de M(s+1)X se déduisent de celles de N
(s+1,0)
X : si λ est une
valeur propre de N (s+1,0)X , alors µ = n−22s+n +a(s+1)0 (λ−1) est une valeur propre de M(s+1)X .
Soit f un vecteur propre de N (s+1,0)X de valeur propre λ. Si f |X = 0, alors N (s+1,0)X f =
0, donc λ = 0. Si f |X = 0, alors λ = ((n + 2s)(n + s − 2))/((s + 1)(n + 2s − 2))
par le Lemme 21 ci-dessus. Les multiplicités peuvent être trouvées en utilisant l’égalité
tr N (s+1,0)X = dimH(s+1).
Les calculs donnent les valeurs données dans le théorème. 
11. Spectre de M(s+1)
X
pour les (2s + 1)-designs serrés
Lemme 23. Soit X un (2s + 1)-design serré. Alors, pour tout y ∈ X et pour tout
f ∈ H(s+1), on a
(N (s+1,0)X f )(y) =
2s + n
s + 1 f (y).
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Démonstration. La preuve est similaire à celle du Lemme 21. On écrit:
Q(s+1) = B(1)C(s) + A(s−1),
où B(1) et A(s−1) sont des polynômes de degré 1 et s −1 respectivement. Remarquons que,
puisque chacun des polynômes Q(s+1) et C(s) est soit pair soit impair, il en est de même
de B(1) et de A(s−1). Plus précisément, on a
B(1)(T ) = 2s + n
s + 1 T .
Pour f ∈ H(s+1), on a









B(1)(y, x)C(s)(y, x) f (x) + 1|X |
∑
x∈X
A(s−1)(y, x) f (x).





B(1)(1)C(s)(1) f (y) + B(1)(−1)C(s)(−1) f (−y))
= 2B
(1)(1)C(s)(1)
|X | f (y) = B
(1)(1) f (y) = 2s + n
s + 1 f (y).
Et comme X est un (2s + 1)-design, la deuxième somme vaut∫
S
A(s−1)(y, u) f (u) dµ(u) = 〈A(s−1)(y, ·) | f 〉 = 0,
la dernière égalité provenant de l’orthogonalité entre P (s−1) = [(s−1)/2]j=0 H(s−2 j−1) et
H(s+1). 








1 de multiplicité n − 1.
(ii) Soit X un 5-design serré. Alors M(3)X a exactement deux valeurs propres, à savoir
n2 − 4n + 12
n(n + 2) de multiplicité
(n − 1)n(n + 1)
6
,
n2 − 4n − 4
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(iii) Soit X un 7-design serré. Alors M(4)X a exactement deux valeurs propres, à savoir
(n − 4)(n2 + 2n + 16)
n(n + 2)(n + 4) de multiplicité
(n − 1)n(n + 1)(n + 2)
24
,
n2 − 4n + 16
n(n + 4) de multiplicité
(n − 1)n(n + 1)
6
.
En particulier, si X ⊆ S7 est l’ensemble1 des 260 racines du système de racines E8
les valeurs propres sont
2
5 de multiplicité 210,
1
2 de multiplicité 84.
(iv) Soit X ⊆ S23 l’ensemble1 des 196 560 vecteurs courts du réseau de Leech, qui est
un 11-design serré. Alors M(6)X a exactement deux valeurs propres, à savoir
471
728 ≈ 0, 646 978 de multiplicité 376 740,
101
156 ≈ 0, 647 436 de multiplicité 80 730.
Démonstration. La preuve est identique à celle du théorème précédent: on utilise le
Lemme 23 à la place du Lemme 21. 
12. Spectre partiel de M(s+2)X pour les (2s + 1)-designs serrés
Lemme 25. Soit X un (2s + 1)-design serré. Alors, pour tout f ∈ H(s+2) et pour tout
y ∈ X,
(N (s+2,0)X f )(y) =
(2s + n + 2)(s + n − 2)(s + n − 1)
(2s + n − 2)(s + 1)(s + 2) f (y).
Démonstration. On écrit
Q(s+2) = B(2)C(s) + A(s−2),
où B(2) et A(s−2) sont des polynômes de degré 2 et s − 2 respectivement. Le polynôme
B(2) est donné par
B(2)(T ) = (2s + n)(2s + n + 2)
(s + 1)(s + 2) T
2 − (2s + n + 2)((2s + 1)(2s + n) − (s + 1)(s + 2))
2(2s + n − 2)(s + 1)2(s + 2)2 .
Le reste de la preuve est semblable à celles des Lemmes 21 et 23. On obtient
(N (s+2.0)X f )(y) = B(2)(1) f (y),
d’où le résultat annoncé. 
1 Il faut en fait renormaliser les points de l’ensemble pour qu’ils soient de norme 1; mais voyez la remarque
(ii) à la fin du Section 1.
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Pour une fonction différentiable f : Rn → R et pour y ∈ Rn , on note f ′y sa dérivée
directionnelle en y, c’est-à-dire
f ′y(x) := lim
h→0
f (x + hy) − f (x)
h
.
On a la relation bien connue d’Euler:
f homogène de degré k ⇒ f ′x(x) = k f (x). (20)
Lemme 26. On a, pour x ∈ Sn−1 et f ∈ H(k),
(N (k,1)x f )(y) = Q(k,1)(y, x)
f ′y(x)
k
+ Q(k,2)(y, x) f (x),




(k − 2 j)q(k)j
2k + n − 2 T
k−2 j−1 = n(n + 2) · · · (n + 2k − 4)
(k − 1)! T





2k + n − 2 T
k−2 j = −n(n + 2) · · · (n + 2k − 6)
(k − 2!) T
k−2 + · · · .
Démonstration. Pour y ∈ Rn et a, b  0, soit g(a,b)y = gy ∈ P (a+2b)(Rn) défini par
gy(x) = 〈y | x〉a〈x | x〉b.
Pour tout f ∈ C∞(Rn,R), et tout y ∈ Rn , on a
D(gy, f )(x) = a〈y | x〉a−1〈x | x〉b f ′y(x) + 2b〈y | x〉a〈x | x〉b−1 f ′x(x). (21)





q(k)j 〈y | x〉k−2 j 〈x | x〉 j .
Pour f ∈ H(k), on a
(N (k,1)x f )(y) = 〈Q(k)(y, ·) | N (k,1)x f 〉 =
1
k(n + 2k − 2) D(Q˜
(k)
y , f )(x)
= 1
k(2k + n − 2)
[k/2]∑
j=0
q(k)j D(〈y | ·〉k−2 j 〈· | ·〉 j , f )(x)
(∗)= 1





(k − 2 j)〈y | x〉k−2 j−1〈x | x〉 j f ′y(x)
+ 2 j〈y | x〉k−2 j 〈x | x〉 j−1 f ′x (x))




(k − 2 j)q(k)j
2k + n − 2 〈y | x〉







2k + n − 2 〈y | x〉




où (∗) provient de la formule (21). On utilise encore la relation d’Euler (20), et on obtient
le résultat. 
Lemme 27. Soit X un (2s + 1)-design serré. Alors, pour f ∈ H(s+2,1) et y ∈ X,
(N (s+2,1)X f )(y) =
s + n − 1
s − 1 f (y).
Démonstration. On écrit
Q(s+2,1) = B(1)1 C(s) + A(s−1)1 , Q(s+2,2) = B(0)2 C(s) + A(s−2)2






2 sont des polynômes sur R de degré (s − 1), (s − 2), 1 et 0
respectivement. Plus précisément,
B(1)1 (T ) =
2s + n
s + 1 T, B
(0)
2 (T ) = −1.
La suite de la preuve est similaire à celles des Lemmes 21, 23 et 25: On utilise le lemme
précédent, ainsi que les relations C(s)(x, y) = 0 si x = ±y et 2C(s)(1) = |X | pour trouver
finalement
(N (s+2,1)X f )(y) = B(1)1
f ′y(y)
k
+ B(0)2 (1) f (y) = (B(1)1 + B(0)2 )(1) f (y). 




(ii) Soit X ⊆ Sn−1 un 5-design serré. Alors M(s+2)X a pour valeur propre
(n − 2)(n2 − 2n + 6)
n(n + 2)2 de multiplicité
(n − 1)(n + 2)
2
.
(iii) Soit X ⊆ Sn−1 un 7-design serré. Alors M(s+2)X a pour valeur propre
(n − 2)(n3 + 2n2 + 16n + 192)
n(n + 2)(n + 4)2 de multiplicité
(n − 1)n(n + 4)
6
.
Démonstration. La démonstration est semblable à celle des théorèmes précédents: on
remarque que, d’après la Proposition 16 et le Lemme 15,
M(s+2)X = cte H(s+2) + a(s+2)1 N (s+2,0)X + N (s+2,1)X .
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Si f ∈ H(s+2) est un vecteur propre M(s+2)X de valeur propre λ et tel que f |X = 0,
les Lemmes 25 et 27 permettent de calculer λ, la multiplicité étant trouvée en utilisant le
Lemme 25 et que tr N (s+2,0)X = dimH(s+2). 
On remarque que si f ∈ H(s+2) est tel que f |X = 0, nous n’avons pas assez
d’information pour calculer N (s+2,1)X . La situation est différente pour les (2s+1) 12 -designs,
que nous allons étudier ci-après.
13. Spectre de M(s+2)X pour les (2s + 1) 12 -designs serrés
Définition 29. Soit s  0. Un sous-ensemble fini non vide antipodal X ⊆ Sn−1 est un





f (x) = 0, ∀ f ∈ H(2s+4).
Les (2s + 1) 12 -designs serrés sont en très petit nombre. Plus précisément,
Proposition 30. En dimension n  3, il n’existe, à isométrie près, que trois (2s + 1)-
designs serrés dans Sn−1 qui sont des (2s + 1) 12 -designs, à savoir:
— pour n = 3 et s = 2, les 12 sommets de l’icosaèdre régulier;
— pour n = 8 et s = 3, les 260 racines du système de racines E8;
— pour n = 24 et s = 5, les 196 560 vecteurs courts du résau de Leech.
Démonstration. Premièrement, on constate que ces trois ensembles sont des designs
serrés, en vérifiant la troisième condition du Théorème 17(ii(b)).
Par le Théorème 18, il suffit considérer le cas s  3 (c’est-à-dire 2s + 1  7), et le cas
n = 24 et s = 5.
Soit X un (2s + 1)-design serré, et soit e ∈ X . On a |X | = 2C(s) (1) (selon le
Théorème 17 et la formule (11)). Posons
A := {〈e | x〉 | x ∈ X}, nα := |{x ∈ X | 〈x | e〉 = α}|, α ∈ A.
D’après Théorème 17, les éléments de A distincts de ±1 sont les zéros de C(s), de sorte





〈e | x〉2k =
∫
S
〈e | u〉2k dµ(u), 1  k  s
s’écrivent (utiliser le Lemme 7)
∑
α∈A
α2knα = 1 · 3 · 5 · · · (2k − 1)
n(n + 2) · · · (n + 2k − 2)2C
(s)(1), 0  k  s.
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Ces équations permettent de déterminer les nα pour les petites valeurs de s. Plus
précisément, on a:
s = 0 : α nα±1 1 s = 2 :
α nα
±1 1
±1/√n + 2 (n − 1)(n + 2)/2
s = 1 :
α nα
±1 1
0 2n − 2
s = 3 :
α nα
±1 1
±√3/(n + 4) (n − 1)(n + 4)2/18
0 2(n − 1)(n + 1)2/9
Si X est un (2s+1) 12 -design serré, on a de plus l’équation 1|X |
∑
x∈X Q(2s+4)(e, x) = 0,
qui s’écrit aussi∑
α∈A
Q(2s+4)(α)nα = 0. (22)
Or, les calculs donnent
∑
α∈A
Q(4)(α)nα = (n − 1)n(n + 1)(n + 6)12 , si s = 0,
∑
α∈A
Q(6)(α)nα = (n − 2)(n − 1)n(n + 1)(n + 2)(n + 6)(n + 10)360 , si s = 1,
∑
α∈A
Q(8)(α)nα = (n − 3)(n − 2)(n − 1)n(n + 1)
2(n + 4)(n + 8)(n + 10)(n + 14)
20 160(n + 2)2 ,
si s = 2,
∑
α∈A
Q(10)(α)nα = (n − 8)(n − 2)(n − 1)n(n + 1)
2(n + 2)(n + 6)(n + 10)(n + 12)(n + 14)(n + 18)
1814 400(n + 4)2 ,
si s = 3.
Pour n  3 et s  3 l’équation (22) n’est donc vérifiée que pour (n, s) = (3, 2) et
(n, s) = (8, 3). On montre de la même façon qu’un 11-design serré (cas s = 5) est un
11 12 -design avec n  3 si et seulement si n = 24.
Pour chacun de ces trois choix de (n, s), on sait qu’il existe un unique (2s + 1)-design
sphérique serré, à savoir celui mentionné dans le théorème: voir [12, Section 8] pour
l’icosaèdre et [10] pour les deux autres cas. 


















0 = 1, c(k)1 = −
k(2k + n − 2)




(k − j + 1)(2k − 2 j + n)
j (4k − 2 j + n − 2) c
(k)
j−1, j  1.
Démonstration. On vérifie que, pour ω(x) = 〈x | x〉,
1
2∆(D
j ( f, g)ω j ) = D j+1( f, g)ω j + j (4k − 2 j + n − 2)D j ( f, g)ω j−1.
En appliquant cette dernière formule, on montre que, pour tour f, g ∈ H(k)(Rn), le







j ( f, g)ω j ,
où c˜(k) = 1 et c˜(k)j = −
1
j (4k − 2 j + n − 2) c˜
(k)
j−1, j  1
est harmonique.















j ( f, g)(x) dµ(x) =
∫
S
h(x) dµ(x) = 0
pour tout f, g ∈ H(k)(Rn). On pose c(k)j = c˜(k)j d(k)j . 











Lemme 32. Soit X un (2s + 1) 12 -design sphérique. Alors on a
N (s+2,0)X −
(s + 2)(2s + n + 2)




1 − (s + 2)(2s + n + 2)
(4s + n + 4)
)
H(s+2) .















Par le Lemme 15, on a N (s+2, j )X = N












En explicitant c(s+2)0 et c
(s+2)
1 , on a le résultat. 
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Théorème 33. (i) Soit X ⊆ S2 le 5 12 -design serré formé des 12 sommets de l’icosaèdre
régulier. Alors M(4)X a exactement deux valeurs propres, à savoir
7
15 de multiplicité 4,
− 1375 de multiplicité 5.
(ii) Soit X ⊆ S7 le 7 12 -design serré formé des 260 racines du système de racines E8.
Alors M(5)X a exactement deux valeurs propres, à savoir
7
20 de multiplicité 560,
1
2 de multiplicité 112.
(iii) Soit X ⊆ S23 le 11 12 -design serré formé des 196 560 vecteurs courts du réseau de
Leech. Alors M(7)X a exactement deux valeurs propres, à savoir
2669
4368 ≈ 0, 611 035 de multiplicité 1841 840,
1529
2496 ≈ 0, 612 580 de multiplicité 95 680.
Démonstration. Par le Lemme 32, on a N (s+2,1)X = cte1 H(s+2) + cte2 N (s+2,0)X , et donc,
en utilisant la Proposition 16 et le Lemme 15, on obtient
M(s+2)X = cte3 H(s+2) + a(s+2)1 N (s+2,1)X + N (s+2,0)X = cte4 H(s+2) + cte5 N (s+2,0)X .
La suite de la preuve est semblable à celle du Théorème 22: on utilise le Lemme 25 au lieu
du Lemme 21. 
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