Abstract-When monitoring time series of remote sensing data, it is advisable to fill gaps, i.e., missing or distorted data, caused by atmospheric effects or technical failures. In this paper, a new method for filling these gaps called interpolation of the mean anomalies (IMA) is proposed and compared with some competitors. The method consists of: 1) defining a neighborhood for the target image from previous and subsequent images across previous and subsequent years; 2) computing the mean target image of the neighborhood; 3) estimating the anomalies in the target image by subtracting the mean image from the target image; 4) filtering the anomalies; 5) averaging the anomalies over a predefined window; 6) interpolating the averaged anomalies; and 7) adding the interpolated anomalies to the mean image. 
I. INTRODUCTION
images must be dropped from time series, missing or distorted data in images that are only partially clouded can be filled using series of multitemporal images. Therefore, cloud-filling techniques are frequently used when monitoring features that change over time, such as snow cover [1] , [2] , vegetation [3] , [4] , land cover change [5] , [6] , or forestry [7] . Several procedures have been recently introduced [8] - [12] , but some of the most popular, e.g., Timesat [13] based on filtering, Hants [14] , [15] based on harmonic analysis of time series, and Gapfill (GF) [16] , [17] based on a specific ordering of images and quantile regression, provide free access to users and are easy to run. However, these gap-filling techniques are neither simple nor straightforward.
In this paper, we present a new method for filling the gaps caused by missing or distorted data, called interpolation of the mean anomalies (IMA). This method uses the same neighborhood of the target image than GF to capture the temporal dependence between close images, but GF uses quantile regression over the image ranks for predicting every missing data, while IMA uses this neighborhood to derive the anomalies from the mean image, and interpolate them. The neighborhood frame is defined as the set of previous and subsequent images in time periods and years, accommodating the temporal dependence between near images, in the same or different years. In IMA, anomalies in the target image are derived from the mean, and averaged over a predefined window after trimming the extreme values. Next, the method interpolates the averaged anomalies in the original resolution over the study region with thin-plate splines (Tps). These interpolated anomalies are added to the mean image to fill in the gaps. The flowchart in Fig. 1 summarizes the IMA process for one image.
In this paper, we choose bivariate Tps as the interpolator, because of its simplicity and well-known properties [18] . It is frequently used to calibrate, enhance, or improve the quality of remote sensing data [19] - [21] , though other interpolators are also available [22] , [23] . The bivariate thin-plate spline has the advantage that it can be recast as a kriging method with the trend of the first order, and the generalized covariance function, (d) = |d| 2 log(d), where d is the Euclidean distance [24] , [25] . However, Tps does not need to estimate the variogram parameters as kriging. Nevertheless, it provides similar performance [18] based on the principle that nearby observations tend to be more alike [26] .
0196-2892 © 2019 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The idea of using kriging methods to recover gaps in satellite images is not new. In the past, an indicator kriging was used to fill Landsat images from Mexico [27] . In that study, the author used a kriging method, but the focus of the paper was on calculating the probability that a pixel would be properly classified as obscure or missing remote sensing data, rather than on filling gaps.
Several studies have shown the benefits of using geostatistical methods, over mathematical ones, for filling gaps in satellite imagery. Geostatistical methods explicitly assume that the stochastic spatial dependence inherent in spatial data decreases with distance. For example, Addink [28] made a comparison of the conventional mathematical and the geostatistical methods to replace clouded pixels in NOAA-AVHRR images. The conventional method is maximum value composition (MVC) and the geostatistical methods are kriging and cokriging. The geostatistical methods performed better than those ignoring stochastic spatial dependence, though cokriging methods have computing restrictions when applied to large data sets. Some years later, another study compared noise-reduction NDVI model-based methods [29] . In this case, the authors showed that the double logistic (DL) and asymmetric Gaussian (AG) function-fitting methods of Timesat outperformed the other four alternatives: 4253H [30] , twice filter [30] , mean-value iteration filter [31] , and ARMD3-ARMA5 filter [32] .
The effectiveness of Hants was evaluated [33] by reconstructing the spatial patterns of normalized difference vegetation index (NDVI) time series, and other land surface variables, but only the accuracy of the procedure with regard to Moderate Resolution Imaging Spectroradiometer (MODIS) products was shown. Another stochastic approach [34] on spatio-temporal modeling is based on generalized additive models. The application is helpful for situations with high percentages of missing data, but it needs specific programming, and it is very slow when managing large amounts of data.
In response to the 2003 failure of the scan-line corrector (SLC) of the Landsat 7 enhanced thematic mapper plus (ETM+), some filling gap contributions were developed. For example, the neighborhood similar pixel interpolator (NSPI) [35] was proposed for the aim of filling gaps in satellite imagery. NSPI was later improved using geostatistical techniques [36] , [37] and the direct sampling method [38] . Other relevant contributions for filling gaps include the use of differential equations [39] , and the estimation of phenological parameters [40] . The success of these models was dependent on tuning some parameters according to the number of annual growing seasons. Geostatistical procedures were also recently compared with direct sampling and weighted regression for cloud filling in Landsat 7 [41] .
Another study [42] compared a variety of approaches to filling the gaps in time series of vegetation parameters. A Fourierbased approach, a DL model, an iterative interpolation for data reconstruction, the Whittaker smoother, the SavitzkyGolay (SG) filter, and the locally adjusted cubic spline capping were compared, where cubic spline capping is the best for gap filling [43] . The authors used the historical mean over the past 15 years as a benchmark, and they compared random pixels with this reference, instead of the real observed variable.
In this paper, the performance of IMA is checked with regard to five alternatives: Hants, GF, and three versions of Timesat in both a real example and a simulation study. Fig. 2 shows the flowchart of the simulation study. In the first step, we download the time series of the three variables: 72 composite images of NDVI, 138 composite images of daytime land surface temperature (LST), and 138 nighttime LST captured from MODIS [44] in the Spanish region of Navarre between 2011 and 2013. Second, we define the seven sizes (A, B, C, D, E, F, G) of the artificial clouds randomly introduced to each image in the time series. Third, we run the five aforementioned alternatives of cloud-filling methods and IMA. Fourth, we calculate the root of the mean-squared prediction error (RMSE) for each gap, and finally, we average the RMSE by year and method in each remote sensing data, and we explain the conclusions using a collection of plots and tables. This paper is organized as follows. Section II describes the MODIS data to be used in this paper. Section III provides the explanation of the new IMA method, and a summary of some popular free access alternatives: Hants, Timesat, and GF. It includes several sections for describing its main features and requirements. Section IV presents the results obtained in the simulation study. Comparisons are made by plotting the square root of the mean-squared prediction error for each variable versus the size of the introduced random clouds. Section V illustrates the IMA procedure with real data. Section VI provides a discussion, and finally, Section VII ends with the conclusions.
II. MODIS DATA
Frequently, many raw satellite images are almost unusable, because atmospheric disturbances and electronic radiation from the satellites can distort, blur, or degrade the information. The MODIS [44] provides time series of preprocessed series of images, where these effects have been mitigated. In addition, image transformations are made to provide very popular remote sensing data, such as NDVI or LST to the users. These time series of images are already enhanced by composing preprocessed images every 8 or 16 days, and they are available for free. We retrieved remote sensing data from the MODIS instrument in TERRA and AQUA satellites. NDVI images are of 16 day temporal resolution, then only 23 images are available each year in TERRA, and the same number in AQUA. To adjust the balance with the same number of images every month, we get 23 images from Version 5-MYD13A2 (AQUA), and we retrieve an additional image from Version-5 MOD13A2 (TERRA) in November, yet this is not a prerequisite for running IMA.
The NDVI reflects vegetation vigor and it is closely related to the amount of photosynthetically absorbed active radiation as indicated in [45] and [46] . It is calculated through the radiometric information obtained for the red (R) and near-infrared (NIR) wavelengths of the electromagnetic spectrum. Then, the index is defined as [47] , and takes values between 0 and 1 with high variability [48] .
The LST images of MODIS are derived from the two thermal infrared (TIR) band channels, 31 (10.78-11.28 μm) and 32 (11.77-12.27 μm) [49] . The atmospheric effects are corrected with the split-window algorithm [50] , [51] . The algorithm also uses the MODIS Land Cover product (MOD12C1) for correcting the emissivity effects. Composite LST every 8 days is downloaded from Version-5 MOD11A2 and they correspond to the 8 days average LSTs of the Version-5 MOD11A1 product. In all variables, we cropped the H 17-V 4 MODIS tile containing Navarre, to fit the study region. This region consists of a 156 × 145 (22 620 pixels) rectangular array, where each pixel corresponds to 1 km 2 (see Fig. 3 ). Table I shows the study variables, the climatological seasons (CS) [winter (December, January, and February), spring (March, April, and May), summer (June, July, and August) and fall (September, October, and November)], the coefficient of variation (CV), the minimum, the first, second, and third quartiles, and the maximum of the daytime LST, nighttime LST and NDVI variables in the study region from 2011 to 2013. LST day and night are given in Kelvin degrees, and NDVI has no units with a restricted range between 0 and 0.98. NDVI has greater variability than LST in the four CS.
III. CLOUD-FILLING METHODS

A. Interpolation of the Mean Anomalies Method
We assume that the target image is an LST image, named LST_day_2011.073, which corresponds to the 8 day composite image of March 13, 2011, over Navarre, Spain (see Fig. 3 ), although any other time period or variable can also be chosen.
This image is represented by the vector z st 0 = {z s i t 0 |i = 1, . . . , m}, where z s i t 0 is the remote sensing data observed at location s i , s i ∈ s = (s 1 , . . . , s m ); m = 22 620 is the total number of pixels in the image, and t 0 is the target time period. Note that m can include pixels of missing data.
The IMA method consists of the next seven steps. The size and dimension of this neighbor can be enlarged according to the availability, the quality of satellites images, and the repetitive cloudiness.
2) Compute the mean target image of the neighborhood. We assign to each pixel, the mean of the nonempty pixels at the same location of the neighbor images. Thus, the mean target image is given byz st 0 = {z s i t 0 |i = 1, . . . , m}, wherē
where z s i t k is the i th observed pixel of the t k period in the neighborhood of the target image.
3) Estimate the anomalies of the target image by subtracting the mean image from the target image. In other words, w st 0 = z st 0 −z st 0 is the target image of the anomalies, and Alternative threshold values of filtering may be used depending on the quality of the input images, yet these percentiles are recommended. 5) Average the anomalies over a predefined window. The anomalies are averaged over their neighboring pixels in a window of 5 × 5 pixels, when the spatial resolution is 1 km 2 . We assign the mean of the nonempty anomalies in the same window to all the pixels of the window. Unless all the anomalies in the same window have missing data, we will reduce the number of missing pixels. There are three benefits gained by performing this step: we avoid sudden changes among close pixels, we reduce the number of empty anomalies, and we reduce the number of the equations to be solved when using Tps. Therefore, a good tradeoff between computing time and prediction error is achieved. Removing sudden changes among close pixels is especially important in NDVI images, because these remote sensing data are very sensitive to small changes in vegetation, sensor calibration, and atmospheric correction. Alternative shrinking factors can also be used, depending on the image resolution and computing capacities. Here, we have chosen a factor equal to 5 because the spatial dependence in these variables is about 5 km 2 , yet it can be changed. Then, the averaged anomalies are defined as
where i = 1, . . . , n, T 1 is a 5 × 5 pixel window around s i . This step further reduces the m 1 maximum number of pixels in the target image to n = m 1 /25 ≈ 928 pixels. 6) Interpolate the averaged anomalies. We choose bivariate thin-plate splines to interpolate the target image of the averaged anomalies because of its well-known properties [52] , yet other alternatives can be used [53] . 
The weights {a j | j = 1, 2, 3} and {b i |i = 1, . . . , n} are estimated by solving a linear system of order n [54] - [56] . The predictions are obtained over the m pixels of the target image.
This process is nowadays programmed in mathematical, remote sensing, and statistical software in a very efficient way. Here, we use the R package fields [57] , where uncertainty measures can also be derived. 7) Add the interpolated anomalies to the mean image. Thus, the final predicted image iŝ
Finally, we programmed IMA in R; and the code for running IMA is available from the authors.
B. Hants
The Harmonic Analysis of Time Series (Hants) was a procedure originally developed for processing time series of noisy remote sensing data [14] , and a few years later, the Hants algorithm was published [15] . The performance of this algorithm has been studied with applications to leaf area index (LAI), LST, and the polarization difference brightness temperature (PDBT) [33] . The application was released as plug-in for the geographical information system (GIS) platform called the Geographic Resources Analysis Support System (GRASS) [58] . The Hants algorithm uses an iterative procedure to fit a curve based on pixel-wise time series separately, but ignores stochastic spatial dependence. The process follows the steps. 1) Checking the time series and flag samples outside the valid range of data. 2) Fitting the remaining valid samples of the series by several prescribed harmonic components. 3) If the maximum signed bias between the fit series and the valid samples is larger than a user-defined threshold, and the number of the remaining samples exceeds the minimum number of samples necessary for the reconstruction process, then it rejects the samples with bias larger than half of the maximum bias and return to step 2). Otherwise, stop the processing.
C. Timesat
Timesat [13] is a software released in 2002 and coded in Matlab and Fortran, yet those are not necessary for running it. It implements three processing methods based on least-squares fits for satellite time series processing: SG filtering, DL, and AG.
The software was designed to analyze satellite time series data from satellites by extracting seasonal parameters from smoothed versions of the data, but it works with pixel-bypixel time series. Timesat needs a specific image binary format that can be obtained using the raster package of the R software [59] . First, the user must specify the number of rows and columns to be processed (156 × 145), the type of data (16 bit integer), the range of the variables ([0-10 000] for NDVI and [0-999.9] for LST day/night), the lag period length (8 or 15) , and the time series length (3 years). These configuration input parameters must be provided using a graphical interface. When exporting the smoothed image, a matrix is produced, which must be completed in order to be exported to R; the raster package will help again to convert an hdr format into a T i f f format.
D. Gapfill
GF is the specific function of the gapfill R package [16] that fills missing values of satellite data with the GF method. The method ranks the images preceding and following the target image, and predicts the gap using quantile regression. This regression is an extension of the classical estimation of the conditional mean model to conditional quantile functions, which can be explained as follows:
Let p = {p i j }, for i = 1, . . . , I and j = 1, . . . , J be the j th pixel in the i th image and let r = {r 1 , . . . , r I } be the ranks or ordinal sequence of these pixels. Then, instead of estimating the conditional expectation of the response variable p given the explanatory variable r, i.e., E[p|r], as it is done in classical linear regression, the quantile regression estimates the conditional θ quantile given r, i.e., Q θ (p|r). Therefore, the θ quantile regression model is defined as
where β 0 (θ ) and β 1 (θ ) are the regression coefficients with a similar interpretation of the classical regression model [60] . This algorithm was explained and compared with Timesat for NDVI in a very recent paper [16] . To run GF in our simulation study, we tune the programming to tackle the challenge of filling big gaps. First, in the Predi ct function, we enlarge to 20, the minimum number of nonempty pixels in the target image originally written as nT arget I mage = 5. Second, in the rank function, we add the argument ti es.method = f irst for avoiding ties in assigned ranks. Third, we include the code i f (sum(!is.na(r )) < 2); return(N A) to guarantee at least two different ranks for running the quantile regression. When many missing pixels are in the same locations of different images in the same neighborhood, it is not possible to assign ranks. GF is easily accesible because of its free distribution, and it provides measures of uncertainty through prediction intervals.
IV. SIMULATION RESULTS
The performance of the proposed IMA method for filling clouds in satellite imagery is evaluated in both a real example and a simulation study using 348 images captured over Navarre, Spain, between 2011 and 2013. In the simulation study, IMA is compared with Hants, the three versions of Timesat, and GF. Time series of daytime LST (LST Day), nighttime LST (LST Night), and NDVI is analyzed. The LST time series each contains 138 composite images of 8 day Fig. 3 shows an example of randomly introduced size-G clouds. For each of the images of the time series and variables, we run the six cloud-filling methods mentioned above: Hants, three versions of Timesat, GF, and IMA. Table II shows the distribution of the 14 616 images used in the simulation study according to the derived variables, the cloud sizes, and the methods. Table III shows the cloud size, the radius, the total surface (calculated as π ×r 2 ), and the mean surface percentage of the artificial cloud coverage. The mean surface percentage varies from 6% to 44% depending on the size of the cloud, and how much of the cloud is located inside the tile. We evaluate the performance of the methods for each size of artificial cloud, each derived variable, and each model. Pixel-by-pixel square differences between the observed and filled data are averaged for calculating the square RMSE. The expression is given by (6) where z s i t j andẑ s i t j are, respectively, the original and predicted values of the remote sensing data, I is the number of pixels inside the cloud gap, T is the number of images, k is the type of cloud, l is the derived variable, and p is the smoothing procedure.
The RM S E(k, l, p) for the six cloud-filling methods, the seven sizes of artificial clouds, and the three derived variables are shown in Figs. 4 and 5, respectively. The left plot in Fig. 4 exhibits the LST day RMSE. Different lines correspond to different cloud-filling methods. Pink and black colors are for GF and IMA, respectively, while the other colors correspond to Timesat and Hants. In this figure, Hants and the three Timesat versions show similar RMSE values for the small and moderate cloud sizes, though Hants gives the highest RMSE values for the big clouds. Both Hants and Timesat consistently produce higher RMSE values than GF or IMA. IMA clearly outperforms GF regardless of cloud sizes. Similar conclusions are drawn for LST Night (on the right of Fig. 4) , where Hants exhibits the highest RMSE values, though not just for big clouds, and IMA always shows the lowest RMSE values for all cloud sizes. Fig. 5 shows the RMSE for NDVI. We observe a similar pattern, but we also note a positive correlation between RMSE and cloud sizes. Hants provides the highest RMSE values for almost all the cloud sizes, and IMA the lowest for all the cloud sizes. RMSE estimates are lower for NDVI than for LST because NDVI is constrained to take values between 0 and 1.
Clearly, GF and IMA outperform the others methods, and therefore, both Tables IV and V focus on the RMSE estimates and the percent of reduction. Shrinking percentages are always in favor of IMA, however, we see in Table IV that these percentages decrease as cloud size increases, because both methods become less efficient as long as the clouds get bigger. In Table V , we see no such inverse correlation between cloud size and reduction percentage, mainly because NDVI is fairly variable and its values are limited between 0 and 1. Extensive simulation studies not shown here for preserving space reveal that inside a cloud, the pixels closer to the center of the cloud have higher RMSE values than those near the boundary, but the fidelity of the prediction also depends on the similarity of the missing pixels to those from which they borrow information. Overall, IMA outperforms the three versions of Timesat, Hants, and GF regardless of the cloud size for all three variables, LST Day, LST Night, and NDVI. GF is the closest competitor. Fig. 6 illustrates the filling processes of the six methods when filling the target image LST_2011_073. Coordinates are given in UTM scaled to kilometers. In this example, IMA provides the best filling.
V. RESULTS OF IMA AND GAPFILL PROCEDURES WITH REAL DATA
In addition, we also illustrate the IMA procedure in real data by filling clouds in the LST day and NDVI daily target images of the 16th (2 012 198), 17th (2 012 199), and 18th (2 012 200) of July 2012 in Navarre, Spain. Those days were, in principle, free of clouds, but we mimic cloudy days adding a real cloud mask to the target images. Daily images are more variable than composite images, because they are only slightly preprocessed. Therefore, for a robust estimation of the anomalies, we need to increase the neighborhood size of the target images. Now, each target image has a neighborhood of 3 × 7 images corresponding to the three previous and three subsequent images of the same year, and the corresponding images from those dates during the previous and subsequent years. The three target images are consecutive, then the neighborhood is made up of 27 images, and in the end, all the images are filled. The LST day images are daily images retrieved from MOD11A1 (TERRA) Version 5 with a spatial resolution of 1 km 2 . The NDVI images are defined using the red and NIR wavelengths from MOD09GA (TERRA) Version 5 in the same days, because MODIS does not provide NDVI daily images. These images are reprojected for homogeneity reasons to the same resolution of LST day images, because the original resolution is 0.5 km 2 , yet this step is not required in the IMA procedure.
The first row of Fig. 7 shows the observed LST day target images of the 16th (2 012 198), 17th (2 012 199), and 18th (2 012 200) of July 2012. The second row shows the same images masked with real clouds from the 3rd, 14th, and 21st of July 2011. The third row shows the high fidelity of the IMA predicted images to the original target ones. Table VI summarizes the root mean-squared prediction error obtained with IMA and GF in the clouds of the LST day and NDVI target images. Separately and jointly, IMA reduces the root mean-squared prediction error estimated by GF in LST day and it is equally competitive than GF in NDVI images, matching the results of the simulation study. The computing time for processing the raster of the three LST day target images in a PC with an Intel Core i7-4790, and 16 GB of RAM takes about 4 s with IMA, while GF takes 1 h 30 for filling only the gaps of those images.
VI. DISCUSSION
For checking the performance of IMA with regard to the aforementioned gap-filling methods, an extensive simulation study involving the filling process of 14 616 LST day and NDVI images in different scenarios was conducted. Every gapfilling method is based on different models and assumptions, becoming difficult a theoretical comparison. Therefore, the evaluation of the RMSE is proposed. The RMSE is an indicator of the gap-filling fidelity because it has the same measurement units than the original variable, and it is very intuitive. Nevertheless, it can be calculated only when we know the ground-truth data, because then we can subtract the groundtruth data from the prediction. Simulation procedures make it possible because we know real data. Furthermore, a data set of three target LST day and NDVI images using a neighborhood of 27 images was created for illustrating the performance of IMA with regard to GF algorithm. Overall, both the simulation study and the real data proved the outperformance of the IMA method.
As for computing time, Table VII shows the running times required for processing 5796 images. They correspond to The filling process of both Timesat and Hants requires a moderate number of contiguous images from the same or, if the studied time period is at the very beginning or end of a year, the neighboring year, but GF and IMA need just a few images from previous and subsequent years to process the target image. However, Timesat and Hants smooth all the images in a row, because all images in the same time series become target images, while GF needs only a neighborhood to fill one target image, and IMA uses the same neighborhood for filling several images. Timesat and Hants programs smooth the time series of target images regardless of the presence of gaps or not. However, gaps that must be filled need to be identified prior to processing in GF and IMA. Usually, they are identified as missing data. GF fills the empty pixels of the target image one by one, and IMA fills simultaneously all the pixels of the target image. GF and IMA take profit of the temporal dependence using the next and previous images across the years in a neighborhood, where great similarities are expected. GF incorporates the spatial dependence among remote sensing data when ranking nearby pixels, and IMA when averaging, and interpolating the anomalies. The shortcomings of Timesat and Hants are the tuning constants and the input parameters that must be configured. Their advantages come from their short running time, and the extraction of seasonality parameters made by Timesat.
The IMA procedure also provides the standard errors of the anomalies when adding the option fun=predictSE from fields package [57] in the interpolate command. The approximation is borrowed from the kriging version of Tps function, and it assumes that the covariance parameters are already known. Hence, computing time for running IMA could increase substantially, because standard errors are calculated by default for every pixel of the target image. Processing the 27 images of the real example takes less than 40 s, but calculating standard errors of only one image can last 10 min in a one thread computing and 5 min in a multithreading computing. The reason could be that the predictSE option is a linear approximation function that is not optimized for rasters. An alternative for reducing it is calculating the standard errors in a lower resolution raster, because estimates are fairly similar across the tile. For example, with an aggregation of factor 8, IMA takes on average 2 min to process the standard errors of one image.
Gerber et al. [16] distinguish four steps in the uncertainty estimation, but in the end only a combination of the 5-95 percentile prediction intervals of steps 2 and 3 is provided, because these steps dominate the uncertainty contributions, and adding all steps hardly increase the estimation of the prediction intervals. Computer time of the procedure is slightly increased. GF takes 1 h 45 min for gap-filling 27 images, including the prediction intervals, and can be reduced to 1 h 30 min when it does not estimate them. This time is obtained for a one thread computing in a PC with an Intel Core i7-4790, and 16 GB of RAM.
Simultaneous comparison of IMA and GF uncertainty measures is then a difficult task because both procedures provide different uncertainty measures (standard errors and prediction intervals), and the methodologies are completely different.
Cloud-filling methods have some limitations. For example, clouds that are found in the same locations across neighboring images in a systematic and periodic way could hinder efficient filling of gaps. Larger clouds cause estimation methods to lose robustness and become unstable. In those cases, wider neighborhoods are required in IMA, and likely programming improvements based on distributed programming and parallelizing are also necessary when input images are of high resolution. The independent steps required for running IMA can be easily fitted in the map reduce theory [61] , and used in Hadoop cluster [62] . We are currently dealing with these issues.
VII. CONCLUSION
The IMA method assumes that remote sensing data can be expressed as the sum of a trend plus a random error. The trend is assumed to be constant in the neighborhood of the target image, and it is estimated with the mean of this neighborhood, and the residuals or anomalies are the estimates of the random error. Using repeated measurements from the same and contiguous time periods across several years provides a more robust estimation of the mean. Anomalies need to be filtered because images are not always free of altered or distorted data. Shrinking spatial resolution of the filtered anomalies is also a necessary step to reduce the dimension of the equations to be solved in the thin-plate splines and to mitigate the border effect. After interpolating the averaged anomalies, the new predictions are added to the mean image.
The IMA method is competitive for several reasons: 1) it shows a strong agreement between the benchmark image and the filled image; 2) it preserves the inherent phenology of the remote sensing data by estimating the mean of the same time periods in different years; 3) neither the tuning constant nor any other parameter in the input configuration need to be specified in advance; 4) its image-processing runtime is consistent regardless of the data-gap size to be filled; 5) it exploits the benefits of the spatio-temporal dependence among time series of images; and 6) it is easy to use. The simulation study reveals that IMA outperforms Timesat, Hants, and GF, by reducing the RMSE for all three variables that were tested (LST Day, LST Night, and NDVI). The real case study also exhibits a good performance of IMA versus GF, particularly when filling daily LST day images.
