Introduction
============

The study of spontaneous neural activity during sleep offers some important advantages for investigating brain function. Sleep recordings minimize possible confounding factors related to waking activities, including changes in the level of attention and distractibility, and issues of motivation or cognitive capacity. Such a reduction in confounding factors might be especially relevant for studies investigating changes in brain activity in children and patients with cognitive and/or behavioral impairments. When we go to sleep our brain activity changes dramatically. Since Hans Berger has established the human EEG in 1929 we can visualize this changed brain activity, which enables quantification and qualification of sleep. Specific sleep EEG rhythms were shown. The most prominent ones are slow waves, large amplitude waves below 4.5 Hz, and spindles, waxing, and waning oscillations between 12 and 15 Hz. Numerous studies, using intracellular recordings in animals, have provided detailed insights into the ionic and synaptic mechanisms that are responsible for generating these sleep rhythms (Steriade et al., [@B113]). Slow waves are generated by corticocortical and thalamocortical circuits. However, such slow waves can be generated and sustained in the neocortex alone (e.g., Steriade et al., [@B112]; Amzica and Steriade, [@B4]; Shu et al., [@B107]) since these waves were shown to be still present after thalamectomy and decortication (Steriade, [@B110]). The activity of slow waves (slow wave activity, SWA, EEG power between 0.75 and 4.5 Hz) represents a well established electrophysiological measure of sleep homeostasis (Achermann and Borbély, [@B3]). The homeostatic regulation of sleep reflects the time course of sleep pressure, which increases during wakefulness and wanes during non-rapid eye movement (NREM) sleep (Achermann and Borbély, [@B3]). Numerous experiments have shown that SWA during NREM sleep closely mirrors this time course of sleep pressure. Sleep deprivation (SD) results in an increase of sleep pressure. Correspondingly, sleep after SD shows increased levels of SWA compared to a baseline night. On the other hand, a daytime nap reduces sleep pressure and results in a decrease of SWA in the following sleep period. What functions this precise regulation of SWA subserves is still a matter of debate, but includes cortical plasticity processes (Diekelmann and Born, [@B27]).

Sleep spindles are initiated by a deep brain structure, the thalamic reticular nucleus (Steriade, [@B109]), in connection with principal thalamic nuclei, and are synchronized by corticocortical, corticothalamic, and thalamocortical loops (Kandel and Buzsaki, [@B66]). Numerous studies investigated their relationship to memory, intellectual ability, and sleep maintenance. Thus, several authors suggest a beneficial effect of sleep spindles for sleep-dependent memory formation (Gais et al., [@B41]; Schabus et al., [@B102]; Diekelmann and Born, [@B27]). Sleep spindle activity was also shown to be elevated in subjects with higher intellectual abilities (Bodizs et al., [@B9]; Schabus et al., [@B102]; Fogel et al., [@B40]; Geiger et al., [@B43]). Finally, sleep spindles have been related to sleep maintenance by protecting the cortex from external influences (Steriade et al., [@B115]; Elton et al., [@B29]; Dang-Vu et al., [@B20]).

In recent years novel EEG amplifiers for high density EEG (hdEEG) with up to 256 electrodes became available (Figure [1](#F1){ref-type="fig"}). This method allows overcoming the disadvantageous low spatial resolution of standard EEG recordings. Therefore, new analysis tools have become available for the investigation of trait- and state-like activity in the sleep EEG topography. Thus, hdEEG fosters the shift from a global view of sleep to a local one, allowing to investigate localized changes in the main sleep rhythms and thereby revealing possible abnormalities of brain functioning and maturation. So far, hdEEG studies during sleep exclusively focused on NREM sleep, since the major characteristics of NREM sleep, spindles, and slow waves, are believed to be locally regulated. Therefore, REM sleep is mentioned only marginally in this review.

![**The photo shows an 11-year-old subject wearing a high density EEG net with 128 electrodes ("dense net array" of Electrical Geodesics Inc.)**.](fneur-03-00077-g001){#F1}

In the next chapters we will highlight the potential of hdEEG by showing the analysis of the sleep EEG with high spatial resolution in healthy and clinical populations. We will also discuss current problems of this method. Finally, the review provides future perspectives of hdEEG.

Mapping EEG Activity
====================

Spectral analysis of the sleep EEG allows a quantification of the activity in specific frequency bands for single electrodes. The high number of electrodes in hdEEG allows a precise mapping of the spectral power distribution across the scalp. This enables the investigation of topographical power differences in specific frequency bands (e.g., slow waves, \<4.5 Hz) within and between healthy subjects (see Figure [2](#F2){ref-type="fig"}) and in clinical populations.

![**Topographical distribution of slow wave activity (EEG power between 0.75 and 4.5 Hz) during the first hour of NREM sleep for individuals within defined age-groups**. Black dots represent all 109 EEG electrodes included in this analysis. Values are color coded (red: maxima, blue: minima). Numbers plotted on the right side of each map depict the maximal (red) and minimal (blue) value within each map. Topographical maps are proportionally scaled and missing electrode values were interpolated. Representative subjects up to 24 years were selected from the study by Kurth et al. ([@B71]). Topographical plots of healthy control subjects older than 60 years from Neumann et al. (unpublished data) **(A)** Maturation of slow wave topography illustrated for 4- to \>60-year-old subjects. Each plot includes data of one representative subject. **(B)** Each column represents the SWA maps of two different sleep sessions (at least 1 week apart) for one subject. The two maps of each subject illustrate the topographical "fingerprint" of the power distribution in the SWA range.](fneur-03-00077-g002){#F2}

Local sleep
-----------

That sleep is not only a global brain process but shows also local aspects has already been suggested in early studies using classical EEG recordings with few electrodes. These studies found electrode specific differences of the sleep EEG (Findji et al., [@B37]; Hori, [@B56]; Werth et al., [@B129], [@B130]; Werth et al., [@B131]; Cajochen et al., [@B17]). For example, including up to 27 electrodes, studies showed that the topographical distributions of the activity of sleep EEG rhythms (Buchsbaum et al., [@B16]; Zeitlhofer et al., [@B132]; Finelli et al., [@B39]) are like individual "fingerprints." Therefore, such topographical fingerprints are supposed to reflect trait-like activity (Finelli et al., [@B38]). Figure [2](#F2){ref-type="fig"}B illustrates these topographical fingerprints in the SWA range for individuals recorded with hdEEG during sleep. Most stable fingerprints, which persists under experimental perturbations, as for instance by SD (De Gennaro et al., [@B23]), are found for the frequency band between 8 and 16 Hz. Moreover, a twin study revealed a high heritability of such topographic "fingerprints" (De Gennaro et al., [@B25]).

Besides this trait-like activity also state-like activity has been found during sleep. For example, using extensive hand sensory stimulation during waking and EEG recordings (eight electrodes) during sleep, Kattler et al. ([@B68]) showed that waking plasticity results in a local increase of SWA during subsequent sleep. An interesting paradigm to relate waking activity and sleep is the investigation of learning task induced synaptic plasticity. HdEEG recordings made it possible to discover such local changes in the sleep EEG.

Various studies support a role of sleep for learning and memory (for a review see Diekelmann and Born, [@B27]). Especially, sleep spindles and slow waves seem to be related to these beneficial effects (Gais et al., [@B41]; Huber et al., [@B60]; Huber et al., [@B59]; Schabus et al., [@B102]; Hill et al., [@B54]). Recent studies using hdEEG were able to show that sleep SWA on a local level can benefit learning (e.g., Huber et al., [@B60]; Landsness et al., [@B75], [@B73]; Maatta et al., [@B80]). These studies showed that SWA was locally increased after a learning task involving a circumscribed brain region. In other words, the plastic changes induced in a right parietal region by visuomotor adaptation learning was reflected in increased SWA during subsequent sleep in this region. Moreover, this local increase of SWA correlated with the sleep-dependent performance improvement in this learning task. These examples illustrate the importance of hdEEG, because a re-analysis of this data showed that a sufficient number of electrodes is needed to detect this local increase of SWA after learning (see Figure [3](#F3){ref-type="fig"}). Hence, these hdEEG scalp recordings were important to show that SWA is locally regulated. However, what electrode number is needed to discover local changes in brain activity depends on the size of the target area and the individual variability of the expected effect.

![**Effect of electrode down sampling on the detection of local changes in SWA during sleep**. **(A)** Topographical maps illustrate the size of the local SWA increase after the rotation learning compared to the control condition (Huber et al., [@B60]) for different electrode numbers. Eff~Max~ defines the maximal effect (ratio learning/control) present in each topographical map. **(B)** Size of the effect plotted as a function of the electrode number. An asymptotic level of the effect is reached around 100 electrodes. When the electrode number is reduced below 100 there is an exponential decrease in the size of the effect. This pronounced decrease in the effect decreases the probability to detect a local change in SWA in a significant cluster of electrodes.](fneur-03-00077-g003){#F3}

Several studies support the relationship between plastic changes and the local regulation of SWA. Thus, a local depression of cortical circuits through arm immobilization was followed by a local decrease of SWA over the relevant cortical areas (Huber et al., [@B59]). A next study provided evidence that it is indeed the potentiation of local cortical circuits, which leads to a local increase of SWA. Direct cortical potentiation by means of transcranial magnetic stimulation (TMS) resulted in a local increase of SWA during subsequent sleep (Huber et al., [@B58]). Another method to directly manipulate synaptic strength of cortical circuits is the paired associative stimulation (PAS) protocol, in which electrical peripheral somatosensory stimuli are followed at different intervals by TMS (Abbott and Nelson, [@B2]; Classen et al., [@B18]). Depending on the inter stimulus interval and the subject, this stimulation leads to long term potentiation (LTP) or long term depression (LTD), as measured by somatosensory and motor evoked potentials (Abbott and Nelson, [@B2]; Stefan et al., [@B108]; Classen et al., [@B18]). Using this paradigm combined with hdEEG during sleep, Huber et al. ([@B61]) was able to show that PAS induced LTD was followed by a local decrease of sleep SWA and PAS induced LTP by a local increase of SWA. It is important to note that PAS induced LTD and PAS induced LTP involved the exact same amount of stimuli. Moreover, the PAS induced change in synaptic strength during waking, assessed by TMS-evoked potentials, was positively correlated with the changes in SWA during sleep and localized to similar cortical regions (Huber et al., [@B61]). Other studies supported this local relationship between PAS induced plastic changes and sleep EEG activity in the slow wave, but also the slow spindle frequency range (Bergmann et al., [@B8]; De Gennaro et al., [@B24]). In summary, these studies suggest a close relationship between the homeostatic regulation of sleep and changes in synaptic strength.

Several parameters of sleep slow waves, e.g., their slopes, seem to be sensitive markers for changes in synaptic strength (Riedner et al., [@B96]). These findings are also supported by studies investigating such a relationship on a cellular level (Vyazovskiy et al., [@B125], [@B127], [@B126]) and with large-scale computer models of the thalamocortical system (Hill and Tononi, [@B53]; Esser et al., [@B30]; Olcese et al., [@B90]). For instance, a recent study in rats provides both molecular and electrophysiological evidence for a close relationship between the changes in synaptic strength and the homeostatic regulation of sleep (Vyazovskiy et al., [@B125]). This study demonstrated that synaptic potentiation preferentially occurs during wakefulness whereas synaptic depression takes place mainly during sleep and thereby ensuring a balance of synaptic strength across 24 h (Vyazovskiy et al., [@B125]). In the synaptic homeostasis hypothesis proposed by Tononi and Cirelli ([@B118]), the reduction of synaptic strength during sleep is termed synaptic downscaling, reflecting a generalized decrease of synaptic strength. Furthermore, this synaptic plasticity, best measured by the slope of cortical evoked responses, was related to changes in SWA. More specifically, synaptic potentiation during wakefulness was associated with the level of SWA at sleep onset whereas synaptic depression in the course of sleep correlated with the decline of SWA in the course of a sleep period (Vyazovskiy et al., [@B125]).

As highlighted above, learning before sleep is reflected in a local increase of SWA and spindle power that may benefit post-sleep learning task performance (Gais et al., [@B41]; Huber et al., [@B60], [@B59]; Schabus et al., [@B102]; Hill et al., [@B54]; Landsness et al., [@B75]). However, active encoding of learning a task is assumed to be restricted to waking (Aarons, [@B1]; Hasselmo, [@B51]). This assumption may not always be true: Even though newborns are the majority of the time asleep, they need to adapt to the postnatal environment by learning associations, e.g., conditioned head rotation reflexes (Papousek, [@B93]). Interestingly, a hdEEG study during sleep in newborn infants demonstrated that they are capable of learning associations (conditioned eye movement response) while asleep (Fifer et al., [@B35]). Moreover, they found a localized change in cortical activation over frontal areas as measured by event-related scalp potentials. This change is thought to reflect the updating of incomplete memories (Pascalis et al., [@B94]; Fifer et al., [@B36]).

Sleep deprivation leads to global activity changes during sleep as can be measured by an overall increase in slow frequency NREM sleep EEG power (Borbély et al., [@B12]). A recent investigation aimed at comparing and separating such global effects in EEG power after a SD from local effects achieved by specific behavioral manipulations during SD (Sarasso et al., [@B100]). To do so, 16 subjects underwent two 24-h SD protocols. In one protocol subjects were engaged with extensive audiobook listening, known to activate left fronto-temporal networks. In the other SD protocol subjects extensively played a driving simulator game, which is known to activate mainly occipito-parietal cortices. Recovery and baseline nights were recorded with a 256-channel hdEEG. Global effects were seen by a power increase in frequencies below 12 Hz after both manipulations. Notably, when comparing the two manipulations, significant SWA and spindle power increases were found for the regions known to be task-specifically activated during waking. Thus, SD reveals global and local effects (Sarasso et al., [@B100]).

Maturation
----------

It is needless to say that the most dramatic remodeling of neural connections takes place during childhood, which is accompanied by increased sleep need (Iglowstein et al., [@B63]) and by increased levels of SWA (Jenni and Carskadon, [@B64]). Studies introduced in previous paragraphs propose that hdEEG during sleep provides information about cortical plasticity on a local level. Therefore, hdEEG might be a promising non-invasive method to address the question whether a functional relationship between sleep and brain maturation exists. To address this question we obtained high density sleep EEG and structural magnetic resonance images (MRI) in children and adolescents. Indeed, we found a tight relationship between sleep SWA and several MR derived markers of brain maturation, e.g., gray matter volume (Buchmann et al., [@B15]). More specifically, this relationship between the decrease in gray matter volume and SWA was most pronounced in areas maturing during adolescence--parts of the prefrontal cortex and the medial temporal lobe. In another study we used hdEEG to map cortical activity during sleep from early childhood to late adolescence (Kurth et al., [@B71]). This analysis showed that the maximal SWA undergoes a shift from posterior to anterior regions across the first two decades of life. Figure [2](#F2){ref-type="fig"} gives an impression of this shift from posterior to anterior regions for single individuals. Notably, the maximal SWA decreases with age. In conclusion, SWA parallels the time course of cortical maturation (Shaw et al., [@B106]) and might reflect cortical plasticity during development (Kurth et al., [@B71]).

Mapping EEG activity in clinical populations
--------------------------------------------

Slow waves and spindles, the two main sleep rhythms, mirror the functioning and integrity of the thalamocortical system and corticocortical connections (Steriade and Timofeev, [@B116]). Moreover, slow waves seem to reflect cortical maturation (Kurth et al., [@B71]; Buchmann et al., [@B15]). Thus, alterations in these rhythms might be used as an indicator for thalamocortical or corticocortical dysfunctioning found in neuro-degenerative and neuro-developmental disorders. Therefore, hdEEG is a well-suited tool to investigate localized changes during sleep in these disorders.

### Attention-deficit hyperactivity disorder

Attention-deficit hyperactivity disorder (ADHD) is the most common psychiatric disorder in childhood (Olfson, [@B92]). Several studies provide evidence that the underlying cause of ADHD is a maturational delay (e.g., Kinsbourne, [@B70]; Shaw et al., [@B105]). Considering that slow waves, and their topographical distribution, reflect cortical maturation (Kurth et al., [@B71]; Buchmann et al., [@B15]), it seems worthwhile to investigate the high density sleep EEG in ADHD children. Preliminary results from our group provide evidence that there are topographical differences in the SWA distribution over central regions between ADHD children and age-matched healthy controls (Ringli et al., under revision). Moreover, in healthy children we found a positive correlation between daytime motor activity, as assessed by actigraphy, and SWA over motor cortical areas (Ringli et al., under revision). This local SWA increase may reflect the use dependent plasticity of the motor cortex. However, this correlation was not found in ADHD patients. Thus, it seems that hyperactivity or increased stimulation of the motor cortex in ADHD can not explain the increase in SWA over motor areas, supporting the conclusion that differences in SWA topography found in ADHD children reflects a maturational delay (Ringli et al., under revision).

### Schizophrenia

Another example showing the fruitfulness of applying hdEEG sleep recordings in clinical populations are studies in schizophrenic subjects by Ferrarelli et al. ([@B31], [@B34]). These studies uncovered topographical differences in sleep spindle activity of schizophrenic subjects. The reduced sleep spindle activity over centroparietal areas might reflect a dysfunction of thalamic reticular and thalamocortical mechanisms and could represent a biological marker of illness. In healthy subjects the topographical distribution of sleep spindle activity is characterized by a frontal maximum in the slow (\<13 Hz) spindle frequency range and a centroparietal maximum in the fast (\>13 Hz) spindle frequency range (for a review see De Gennaro and Ferrara, [@B22]). In schizophrenic patients the centroparietal reduction of sleep spindle activity was restricted to the fast spindle frequency range (Ferrarelli et al., [@B31]). A subsequent analysis including whole-night hdEEG during sleep in schizophrenic patients showed that the activity in the spindle frequency range is affected throughout the night (Ferrarelli et al., [@B34]). This difference in spindle activity is unlikely a result of antipsychotics as a third group of non-schizophrenic patients treated with the same medication showed no such differences in spindle activity (Ferrarelli et al., [@B34]). The diminished sleep spindle activity points to a dysfunction of the thalamocortical system since sleep spindles are generated by the thalamocortical system. A recent study of the same group investigated the properties of the thalamocortical circuits in schizophrenic patients and healthy control subjects using a combination of TMS and hdEEG during wakefulness (Ferrarelli et al., [@B32]). Comparing the induced gamma-oscillation by TMS between schizophrenics and healthy controls, they found a pronounced decrease in this evoked oscillation especially in a fronto-central region in schizophrenic patients. The authors concluded that patients with schizophrenia might show a dysfunction in frontal thalamocortical circuits (Ferrarelli et al., [@B32]).

Interestingly, spindle activity is also associated with general intellectual abilities (Bodizs et al., [@B9]; Schabus et al., [@B102]; Fogel et al., [@B40]; Geiger et al., [@B43]). A recent study investigated the association between regional aspects of the sleep EEG especially in the spindle frequency range and different measures of intellectual ability (e.g., fluid intelligence) in children (Geiger et al., [@B42]). Notably, for frequencies in the slow and fast spindle frequency range, the correlations with intellectual ability was over central and parietal areas (Geiger et al., [@B42]). Many schizophrenic patients suffer from cognitive impairments (for a review see O'Carroll, [@B89]) that might be reflected in spindle deficits over the centroparietal cortex (Ferrarelli et al., [@B31], [@B34]). The study by Geiger et al. ([@B42]) cannot rule out that spindle activity over the frontal cortex relates to intellectual abilities since only children were included in the analysis. The relationship between sleep spindles and intelligence might change in the course of cortical maturation.

### Depression

Slow wave sleep abnormalities are prominent in depression (Borbély and Wirz-Justice, [@B13]; Benca et al., [@B7]). SD provides therapeutic benefits in depressed patients (for a review see Hemmeter et al., [@B52]). It has been proposed that these benefits of SD relate to renormalizing the abnormal slow wave homeostasis (Borbély, [@B11]). Using hdEEG a recent study directly investigated the role of slow wave homeostasis in the antidepressant action of SD by using a selective slow wave deprivation (SWD) technique (Landsness et al., [@B74]). SWD of slow waves in fronto-central regions was associated with a decrease in depressive symptom ratings suggesting a localized effect of SWD. A previous study using source localization of hdEEG data provide evidence that the anterior cingulate cortex, a critical brain structure in major depression, is indeed linked to generation of sleep slow waves (Murphy et al., [@B86]). In addition to the investigation of spontaneous brain activity, the analysis of evoked brain responses (e.g., auditory evoked potentials, AEP) are used to measure changes in cortical excitability, which likely reflect changes in synaptic strength. A recent investigation demonstrated that the homeostatic decrease of SWA in the course of a sleep period is paralleled by a significant reduction of the AEP amplitude from pre- to post-sleep (Hulse et al., [@B62]). This reduction of AEP amplitude was most prominent over fronto-central cortical regions. Goldstein et al. ([@B49]) have shown that this reduction in AEP amplitude is absent in patients suffering from major depressive disorder (Goldstein et al., [@B49]). This finding supports the proposal of a diminished sleep homeostasis in depressed patients.

Several results show regional differences, e.g., the local differences in the amplitude of AEPs. These local differences might be overseen with an insufficient number of electrodes. Collectively, these studies demonstrate that hdEEG is a powerful tool to study brain functioning in psychiatric disorders and to evaluate therapeutic approaches.

### Rehabilitation after stroke

Preliminary hdEEG data during sleep provides evidence that patients with a hemispheric stroke exhibit a local fronto-central reduction of the slope of slow waves in the affected compared to the unaffected hemisphere and also compared to healthy controls (Neumann et al., unpublished data). Since the slope of slow waves presumably reflects synaptic strength (Esser et al., [@B30]), this finding indicates a reduction of synaptic strength and a corresponding reduction in neuronal synchronization over regions roughly matching the location of the ischemic damage (Neumann et al., unpublished data). Rehabilitative therapy after stroke aims to foster recovery of the brain by taking advantage of the brain's increased potential for synaptic plasticity and reorganization after stroke (Brown et al., [@B14]; Murphy and Corbett, [@B87]; Kalra, [@B65]). As mentioned before, SWA seems to be a sensitive marker for local synaptic changes. Therefore, hdEEG during sleep might be a good method to assess local cortical reorganization after stroke therapy and consequently evaluate therapeutic effects. Sarasso et al. ([@B101]) investigated the neural reorganization after speech therapy in one representative patient with left hemisphere stroke lesions. As a post-stroke aphasia rehabilitation they used a computer based speech therapy, which is suggested to reorganize a language based core network (IMITATE; Lee et al., [@B77]). Preliminary results of this subject showed that after one session of IMITATE training, SWA was mainly increased in regions activated during execution of IMITATE. Therefore, these local changes of SWA might reflect the effectiveness of the therapy (Sarasso et al., [@B101]).

Traveling Waves
===============

Slow oscillations are the fundamental phenomenon that organizes other sleep rhythms as spindles and slow waves (Steriade et al., [@B114]). Using hdEEG, Massimini et al. ([@B83]) explored the spatiotemporal dynamics of sleep slow oscillations in eight adults. To do so, they used a 256-channel hdEEG and co-registered the electrodes to individual MRI. According to this study, slow oscillations periodically sweep the cerebral cortex with a definite site of origin and specific pattern of propagation (Massimini et al., [@B83]). This data showed that slow oscillations behave like traveling waves. More specifically, the timing of the negative peak of slow waves, a clear-cut feature of slow waves, varies systematically across electrodes. The origin of slow waves is defined as the location of the electrode showing the earliest negative peak. Thereafter, the location of the negative peak rapidly spreads to neighboring regions (Massimini et al., [@B83]). Though slow waves could originate from practically every cortical site, they preferentially originated from anterior cortical regions and propagated in an antero-posterior direction (Massimini et al., [@B83]). Following the pattern of origin and propagation of hundreds of sleep slow oscillations provides a blueprint of cortical connectivity. Why there is a predominant origin of slow waves over frontal areas is not known. It might be speculated that this frontal predominance is due to the increased excitability seen in frontal regions of adults (Horne, [@B57]; Couyoumdjian et al., [@B19]), which is also reflected in the frontal predominance of SWA (Werth et al., [@B130]; Cajochen et al., [@B17]; Finelli et al., [@B39]; Massimini et al., [@B83]; Kurth et al., [@B71]). Since there is a shift of maximal SWA from occipital to frontal regions (Kurth et al., [@B71]), it might be interesting to explore the traveling behavior of slow waves in children.

Source Localization
===================

High density EEG allows to map the distribution of EEG activity. However, under certain conditions, it might be difficult to relate scalp potentials to the activity of the underlying cortex because local potentials can be generated by sources that are distant from the recording sites (Wendel et al., [@B128]). Source modeling of EEG activity overcomes this problem (Wendel et al., [@B128]). Several sleep studies performed LORETA (low resolution brain electromagnetic tomography) source analysis of sleep spindles using 19 electrodes (Anderer et al., [@B6]; Mander et al., [@B81]; Saletin et al., [@B99]). Depending on the sleep spindle frequency they showed different cortical contributions (Anderer et al., [@B6]). Moreover, cortical sources seem to change across the spindle time series (Mander et al., [@B81]; Saletin et al., [@B99]). For an accurate source modeling of EEG activity a large number of electrodes is required (Michel et al., [@B84]). However, up to now, only few hdEEG studies during sleep performed source localization. The mapping of SWA using hdEEG suggests that regions of the cortex are differentially involved and that slow waves behave like traveling waves (Werth et al., [@B130]; Cajochen et al., [@B17]; Finelli et al., [@B39]; Massimini et al., [@B83]; Kurth et al., [@B71]). Using source modeling of sleep slow waves, Murphy et al. ([@B86]) explored cortical sources that are involved in the origin and propagation of slow waves. Even though each spontaneous slow wave has its unique pattern, the probability that a slow wave originates from a certain area was highest in the left hemisphere, in the insula and cingulate gyrus. Moreover, slow waves preferentially propagated via the cingulate gyrus. These analysis also showed that slow waves are not always largest where they originate from (Murphy et al., [@B86]) as observed with topographical hdEEG analysis (Massimini et al., [@B83]). Murphy et al. ([@B86]) performed source modeling using three different source localization methods: LORETA, local autoregressive average (LAURA) and the Bayesian minimum norm. All three methods revealed similar results. Nevertheless, Murphy et al. ([@B86]) preferred LAURA since the Bayesian minimum norm was difficult to implement for large amounts of data, as is typically the case in sleep EEG studies. Furthermore, the LORETA constraints rely on a biological assumption that neighboring areas have similar activations whereas LAURA constraints derive from known properties of the decay of current from the source (Murphy et al., [@B86]). Murphy et al. ([@B85]) also used LAURA to localize the source of the plasticity related induction of SWA over specific cortical areas, since they found this method to be the most effective one to analyze slow waves (Murphy et al., [@B86]). They showed that source localization might not be needed to assess the local regulation of SWA during sleep. Indeed, Murphy et al. ([@B85]) confirmed the link between waking cortical plasticity and sleep SWA, and revealed the same regions that were previously found in topographical hdEEG analysis (Huber et al., [@B60], [@B59], [@B58]).

Source localization in a clinical population--epilepsy
------------------------------------------------------

In cats it was shown that spike-wave seizures can emerge from cortical slow oscillations during sleep (Steriade and Amzica, [@B111]). Thus, source localization of hdEEG data might be helpful for the identification of epileptic sources during sleep. This finding implies that spike-wave seizures may originate from cortical sources (Tucker et al., [@B120]) and that they are not generated by thalamocortical circuits as previously believed (Gloor, [@B48]). Moreover, hdEEG studies during wakefulness revealed that spike-wave discharges are not generalized, as believed so far, but are rather localized to frontal areas (Holmes et al., [@B55]; Tucker et al., [@B119]). A recent study applied hdEEG in a patient suffering from spike-wave seizures during sleep (Tucker et al., [@B120]). They found that each seizure was preceded by a series of cortical slow oscillations. Moreover, source localization analysis using the LORETA and LAURA approach showed that the seizures and the cortical slow oscillation originated from the same frontopolar region (Tucker et al., [@B120]). These results suggest that cortical slow oscillations may facilitate the pathological synchronization of the seizure (Vanhatalo et al., [@B122]; Tucker et al., [@B120]). On a cellular level cortical slow oscillations are characterized by an alternation of down- and up-states (Steriade et al., [@B112]; Amzica and Steriade, [@B5]; Destexhe et al., [@B26]; Steriade et al., [@B117]; Vyazovskiy et al., [@B127]). The down-state reflects hyperpolarization of cortical neurons. This hyperpolarization suppresses spiking activity of the cortical neurons. The up-state mirrors depolarization of these neurons. The duration of these up and down states is a good marker for cortical synchronization and excitability (Vyazovskiy et al., [@B127]). The comparison of the sleep slow oscillations of epileptic with non-epileptic subjects using source localization of hdEEG data during sleep provides preliminary evidence that the suppression of neuronal spiking activity during the down states of epileptic cortical slow oscillations is reduced compared to non-epileptic subjects (Gilbert et al., [@B47]). Thus, the modulation of cortical excitability may be the pathological basis of this type of seizures (Gilbert et al., [@B47]).

Effective Connectivity during Sleep
===================================

Even though our brain is active during NREM sleep, consciousness fades during this vigilance state. The fading of consciousness might be related to an impairment of effective cortical connectivity reflecting the causal interactions of different systems (Gerstein and Perkel, [@B44]; Lee et al., [@B78]). Some studies investigated this prediction using hdEEG and navigated TMS (Massimini et al., [@B82]; Ferrarelli et al., [@B33]). The TMS/hdEEG combination allows to assess the ability of cortical areas to interact. Thus, this method can be used to track the propagation of an induced activity from one part of the brain to the rest of the brain and compare this propagation between sleep and wakefulness (Massimini et al., [@B82]). The study showed that during wakefulness the TMS activation propagated across the entire cortex along known pathways. However, during deep NREM sleep, the response to TMS did not propagate beyond the stimulation site (Massimini et al., [@B82]). This finding suggests a breakdown of long-range and transcallosal effective connectivity during deep NREM sleep. To further proof the concept that the fading of consciousness is reflected in a breakdown of cortical effective connectivity, Ferrarelli et al. ([@B33]) induced a pharmacological loss of consciousness by means of midazolam. After injection of the anesthetic TMS-evoked brain responses were changed compared to wakefulness showing striking similarity to the ones obtained during deep NREM sleep (Ferrarelli et al., [@B33]). Thus, the breakdown of effective cortical connectivity as assessed by the combination of TMS and hdEEG might be a promising indicator of unconsciousness (Massimini et al., [@B82]).

Effective Connectivity in a Clinical Population -- Coma
=======================================================

An interesting clinical population to further investigate consciousness are patients with altered states of consciousness after severe brain damage, as for example patients in vegetative state or minimal conscious state. Unlike coma patients, vegetative state or minimal conscious state patients are awake (Kaplan and Bauer, [@B67]). Patients in the minimal conscious state show, in contrast to patients in the vegetative state, minimal signs of awareness and attention, but they are unable to communicate effectively (Giacino et al., [@B46]). However, the differential diagnosis between these two states is rather difficult and often associated with misdiagnosis (Schnakers et al., [@B104]). Recent studies report differences in brain functioning (Boly et al., [@B10]; Vanhaudenhuyse et al., [@B123]; Landsness et al., [@B72]) and prognosis (Laureys and Boly, [@B76]; Luaute et al., [@B79]) between these patient groups. Minimally conscious patients are thought to exhibit conscious cognitive processing (Schiff, [@B103]; Kaplan and Bauer, [@B67]) whereas vegetative state patients do not. Thus, the measuring effective cortical connectivity may allow to differentiate these two groups of subjects. Using TMS/hdEEG Rosanova et al. ([@B97]) demonstrated a breakdown of effective cortical connectivity in vegetative state patients as seen during NREM sleep in healthy subjects. In contrast, minimally conscious patients showed a widespread TMS-evoked response similar to locked-in, conscious patients. Interestingly, longitudinal data in patients, who gradually recovered consciousness, showed that this change in the breakdown of effective cortical connectivity precedes significant modification of the spontaneous EEG (Rosanova et al., [@B97]). Moreover this clear-cut modification of effective connectivity was detected before the patient recovered the ability of functional communication (Rosanova et al., [@B97]). Thus, TMS/hdEEG might be used as an indicator for consciousness independent of the patients ability to communicate and may serve as a diagnostic tool for the differentiation between the vegetative and the minimal conscious state at the individual patient's level (Rosanova et al., [@B97]).

Problems Using hdEEG
====================

Volume conduction
-----------------

Volume conduction is defined as the process of current flow through the tissues between the electrical generator and the recording electrode (Olejniczak, [@B91]). This process is inherent to any measure of scalp EEG. Volume conductance might be problematic for hdEEG since it may lead to blurring of the topography of a brain's electrical fields (Gevins et al., [@B45]). Such a blurring may question the ability of hdEEG to detect localized brain activity. However, recent studies provide good evidence that hdEEG can be used to localize changes in EEG activity from small target areas (Huber et al., [@B60], [@B59], [@B58], [@B61]; Maatta et al., [@B80]; Landsness et al., [@B73]). Moreover, hdEEG allows to follow the slow waves while they travel across the cortex in the millisecond range (Massimini et al., [@B83]).

Electrode bridging
------------------

An increasing density of electrodes, as used in hdEEG, raises the possibility for electrolyte spreading and bridging (Greischar et al., [@B50]). There is recent evidence that hdEEG shows a lower signal-to-noise ratio compared to low-density EEG (Kayser et al., [@B69]; Greischar et al., [@B50]). Moreover, there exists a significant relationship between this power decrease and electrolyte spreading/bridging (Greischar et al., [@B50]). Therefore, electrolyte bridges should be prevented. Two factors may help to reduce such electrolyte bridges. First, electrolyte spreading is less common in the electrode housings used in a cap system compared to a sponge electrodes (Greischar et al., [@B50]). Second, electrolyte bridges can be detected and removed using an on-line bridge detection software before the recording (e.g., Electrical Geodesics Inc., [@B28]).

Amount of data and statistics
-----------------------------

All-night sleep EEG with up to 256 electrodes produces huge amounts of data (in the Terabyte range for an experiment). Therefore, high-capacity workstations are needed to process, store, and backup such data. The question arises whether it is worth the effort and whether the superior spatial resolution is really needed. As has been shown in Figure [3](#F3){ref-type="fig"}, localized changes of SWA following visuomotor adaptation learning were only observed when using a high number of electrodes. The number of electrodes needed for a reliable EEG measure, for example to perform source localization or to reveal topographical differences, is a crucial question. Theoretically, more electrodes lead to a better spatial resolution. The number of electrodes needed to show a local increase depends on the size of the target area and the magnitude of change. Thus, very local changes in small target areas might be neglected with an insufficient number of electrodes. To date, electrode nets with 128 and 256 electrodes are most often used in sleep research. We believe that 256 electrodes will not relevantly enhance spatial resolution compared to 128 electrodes. But it is worth to mention that 256-electrode caps have other advantages compared to 128 electrodes. First, it is important to uniformly and accurately cover the scalp surface. During each experiment, some electrodes need to be excluded due to artifacts. It is a less pronounced problem to exclude them with the 256-electrode caps, since there is a spatial over sampling and therefore a uniform and accurate covering is guaranteed.

Second, more electrodes provide a better distribution of the pressure, when the subject lies on the electrodes. Thus, 256-electrode caps are more comfortable to wear than 128-electrode nets. This point is especially important in sleep research to provide good sleep quality. Disadvantages are that 256-electrode nets are more expensive than 128-electrode nets and that they need more time for preparation (approximately 45 vs. 30 min). Furthermore, twice as much data is generated. Thus, the decision to use 128-electrode or 256-electrode caps depends on cost--benefit calculation.

EEG studies with a high number of electrodes require a statistic that accounts for multiple comparisons. As for other neuroimaging techniques (e.g., functional MRI, fMRI) statistical non-parametric mapping (SnPM; Nichols and Holmes, [@B88]) can be used to control for multiple testing. In these analyses, a permutation test is used to determine the significances of clusters of supra-threshold electrodes and to explore the size of the cluster whose incidence probability is lower than a certain threshold (e.g., 5%).

Conclusion and Future Perspectives
==================================

High density EEG is a non-invasive, low-cost method that has several advantages to investigate sleep on the cortical level. This method overcomes the poor spatial resolution of EEG montages with only few electrodes and allows the investigation of regional aspects of sleep. Even though fMRI has a better spatial resolution and additionally allows the examination of subcortical structures, the rather poor time resolution is insufficient to track changes in cortical activity related to sleep characteristics as slow waves or sleep spindles (Volkow et al., [@B124]; Dang-Vu et al., [@B21]; Murphy et al., [@B86]). Intracranial recordings are important to investigate cellular mechanisms of sleep, but are limited to animal studies or clinical populations. Furthermore, they are limited to small cortical areas and neglect the large cortical areas that are for example involved in the generation and propagation of slow waves (Murphy et al., [@B86]). Numerous studies prove the potential of hdEEG to precisely investigate sleep. Beyond tracking sleep in healthy subjects, this method can be used to study brain functioning in neurological and neuro-developmental disorders, and to evaluate therapeutic approaches. Future studies should provide further proof and enhance the ability of hdEEG during sleep as a diagnostic tool in disorders with brain dysfunction, e.g., schizophrenia. Beside the clinical relevance of hdEEG, this method might be helpful for the understanding of basic mechanisms of sleep. For instance, process S, the homeostatic process of sleep regulation potentially reflecting synaptic downscaling was long believed to be a global process. However, local differences in SWA raised the question of whether process S is also locally regulated. So far, one study investigated the regional aspects of process S by investigating topographical aspects of the dynamics of this process (Rusterholz and Achermann, [@B98]). Their analysis showed clear regional differences in the dynamics of the homeostatic process. For example, the increase and decline of process S were slowest in fronto-central areas. A good explanation for these regional differences in the dynamics of process S is still missing. However, these differences might be related to region-specific plastic brain processes occurring during wakefulness and sleep (Rusterholz and Achermann, [@B98]). HdEEG may shed further light on this issue. An interesting possibility might be investigating the dynamics of the global and local aspects of the homeostatic process using specific manipulations during SD in combination with hdEEG, as done in the study by Sarasso et al. ([@B100]).

Present studies about sleep and hdEEG focused on NREM sleep. A possible explanation for this is the assumption that slow waves and spindles are locally regulated. So far, there is little evidence that REM sleep is locally regulated on a cortical level. However, van der Helm et al. ([@B121]) showed a negative correlation between the overnight decrease in emotion reactivity (emotion regulation) and gamma activity during REM sleep. A topographical analysis using 19 electrodes indicated that this association is restricted to prefrontal areas. This region is also known to play an established role in emotion regulation (e.g., Quirk and Beer, [@B95]). Therefore, in future studies it might be interesting to study the distribution and changes of cortical activity during REM sleep with hdEEG.
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