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1 Introduction
The most general method for quantizing gauge systems in a manifestly co-
variant manner is the antifield-antibracket formalism [1, 2, 3, 4]. This method
allows to express the BRST symmetry in the Lagrangian context. Immedi-
atly after the discovery of this symmetry, the anti-BRST transformation was
formulated for Yang-Mills models. Recently, there has been an increasing in-
terest in a systematic formulation of the BRST-anti-BRST symmetry in both
the Hamiltonian [5, 6, 7, 8] and the Lagrangian [9, 10, 11] context. Those
methods rely on the construction of two nilpotent anticommuting operators
s1 and s2 leaving the action invariant.
A model that has been intensively studied from the Lagrangian point of
view is the Freedman-Townsend model. Its main interest lies in the fact that
(i) it is equivalent to the non-linear σ-model [12], (ii) the algebraic structure
of its gauge symmetries is similar to that of Witten’s string theory [13], (iii)
even if its BRST structure is well understood [14, 15, 16], the attemps to
incorporate the anti-BRST symmetry have not been entirely satisfactory [17].
Our purpose in this article is to illustrate the general Lagrangian BRST-anti-
BRST method in the case of this representative model.
Our starting point is the classical action ( where the trace over group
indices is understood)
S0[Bµν(x), Aµ(x)] =
∫
d4x
{
1
4
ǫµνρσBµν(x)Fρσ(x) +
1
2
Aµ(x)A
µ(x)
}
, (1)
which is invariant under the gauge transformations
δgBµν(x) = ∇[µξν](x) , δgAµ = 0. (2)
The bosonic fields Aµ and Bµν take values in some semi-simple compact Lie
algebra A. The gauge transformations (2) are not all independent; indeed,
it is easy to see that if one takes for gauge parameters ξµ(x) = ∇µξ(x), then
the gauge transformations reduce to an antisymmetric combination of the
equations of motion :
δgBµν(x) = −
1
2
ǫµνρσ[
δS0
δBρσ(x)
, ξ(x)]. (3)
In the DeWitt notations, the gauge generators are written as
Ra ρµνb(x, y) = δ
ρ
[ν(∇xµ])
a
bδ
4(x− y), (4)
1
while the first order reducibility functions are given by
Zbρc(y, z) = (∇yρ)
b
cδ
4(y − z). (5)
In these notations, the reducibility relation takes the form
∫
d4yRa ρµνb(x, y)Z
b
ρc(y, z) = −
1
2
ǫµνρσ
δS0
δBbρσ(x)
fabcδ
4(x− z), (6)
where the fabc’s are totally antisymmetric structure constants of the Lie alge-
bra A. The Z’s are a complete and irreducible set of first order reducibility
coefficients, that is, with this choice of R and Z the Freedman-Townsend
model is a first order reducible theory. The particularity of this description is
that reducibility only holds on-shell. In the usual BRST antifield-antibracket
formalism this implies that the solution of the master equation contains sup-
plementary terms in comparison with off-shell reducible gauge systems. This
will also be true for the BRST-anti-BRST Lagrangian treatment.
2 The BRST-anti-BRST Lagrangian formal-
ism for a first order reducible gauge system
From a generic point of view, the Freedman-Townsend model may be char-
acterized by an action S0[q
i] where the qi denote all the fields ; in our case
one has the correspondance:
qi ←→ (Aµ(x), Bµν(x)). (7)
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In particular, here the qi’s are bosonic. The action S0[q
i] is invariant under
some gauge transformations
δgq
i = Riα0ξ
α0, (8)
which are abelian off-shell. If Gi = 0 denote the equations of motion, then
the Noether identities associated to the gauge symmetries (8) are
GiR
i
α0
= 0. (9)
The first order reducibility relations are given by
Riα0Z
α0
α1
= GjT
ji
α1
. (10)
For the Freedman-Townsend model, one has the following correspondance
Riα0 ←→
(
0
Ra ρµνb(x, y) = δ
ρ
[ν(∇xµ])
a
bδ
4(x− y)
)
, (11)
Zα0α1 ←→ Z
b
ρc(y, z) = (∇yρ)
b
cδ
4(y − z), (12)
T ijα1 ←→

 0 0
0 −
1
2
ǫµνρσf
a
bcδ
4(x− z)

 . (13)
2.1 The ghost spectrum
The main idea behind the BRST-anti-BRST algebraic structure consists in
(i) the doubling of the initial gauge symmetries by introducing a double set
of initial ghosts; and (ii) in the introduction of a bigrading called the new
ghost bigrading and denoted by bingh [7, 8]. Thus, to the gauge generators
and the first order reducibility functions we associate the ghosts
Riα0 −→ (
(1,0)
ϕα0 ,
(0,1)
ϕα0), (14)
Zα0α1 −→ (
(2,0)
ϕα1 ,
(0,2)
ϕα1). (15)
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The superscript (a, b) denotes the bingh of the corresponding generators. The
total ghost spectrum is according to Batalin et al. [10] :
(1,0)
ϕα0 ,
(0,1)
ϕα0 ,
(1,1)
πα0 ,
(2,0)
ϕα1 ,
(1,1)
ϕα1 ,
(0,2)
ϕα1 ,
(2,1)
πα1 ,
(1,2)
πα1
It can be understood by using the extended longitudinal differential of [18,
19]. Instead of the two sets of ghosts of the usual BRST formalism, the
additional symmetry requires eight different sets of ghosts.
2.2 The antifield spectrum and the boundary condi-
tions
There are two brackets in the BRST-anti-BRST formalism [9, 10, 11], re-
spectively denoted by (·, ·)1 and (·, ·)2. This implies that to each field there
will correspond two antifields, one conjugated in the first antibracket and
the other conjugated in the second antibracket. This leads to the following
field-antifield spectrum :
∣∣∣∣∣
(0,0)
qi
(−1,0)∗
qi(1)
(0,−1)∗
qi(2)
∣∣∣∣∣
(1,0)
ϕα0
(−2,0)∗
ϕα0(1)
(−1,−1)∗
ϕα0(2)
∣∣∣∣∣
(0,1)
ϕα0
(−1,−1)∗
ϕα0(1)
(0,−2)∗
ϕα0(2)
∣∣∣∣∣
∣∣∣∣∣
(1,1)
πα0
(−2,−1)∗
πα0(1)
(−1,−2)∗
πα0(2)
∣∣∣∣∣
(2,0)
ϕα1
(−3,0)∗
ϕα1(1)
(−2,−1)∗
ϕα1(2)
∣∣∣∣∣
(1,1)
ϕα1
(−2,−1)∗
ϕα1(1)
(−1,−2)∗
ϕα1(2)
∣∣∣∣∣
∣∣∣∣∣
(0,2)
ϕα1
(−1,−2)∗
ϕα1(1)
(0,−3)∗
ϕα1(2)
∣∣∣∣∣
(2,1)
πα1
(−3,−1)∗
πα1(1)
(−2,−2)∗
πα1(2)
∣∣∣∣∣
(1,2)
πα1
(−2,−2)∗
πα1(1)
(−1,−3)∗
πα1(2)
∣∣∣∣∣
The resolution bidegree bires = (res(1), res(2)) is given by −bingh and
is non-zero only for the antifields. The extended master equation will be
decomposed according to the resolution degree res = res(1) + res(2) . Fol-
lowing [10, 11], we introduce supplementary antifields, referred to as the
”bar-variables”:
(−1,−1)
q¯i ,
(−2,−1)
ϕ¯α0 ,
(−1,−2)
ϕ¯α0 ,
(−2,−2)
π¯α0 ,
(−3,−1)
ϕ¯α1 ,
(−2,−2)
ϕ¯α1 ,
(−1,−3)
ϕ¯α1 ,
(−3,−2)
π¯α1 ,
(−2,−3)
π¯α1 . (16)
4
Having the complete fields-antifields spectrum, we can now give the boundary
conditions of the solution of the extended master equation:
(0)
S = S0, (17)
(1)
S =
(−1,0)∗
qi(1) R
i
α0
(1,0)
ϕα0 +
(0,−1)∗
qi(1) R
i
α0
(0,1)
ϕα0 , (18)
(2)
S =
(−2,0)∗
ϕα0(1) Z
α0
α1
(2,0)
ϕα1 +
(0,−2)∗
ϕα0(2) Z
α0
α1
(0,2)
ϕα1 +
1
2
(
(−1,−1)∗
ϕα0(1) +
(−1,−1)∗
ϕα0(2) )Z
α0
α1
(1,1)
ϕα1
+
(
(−1,−1)
q¯i R
i
α0
+ (
(−1,−1)∗
ϕα0(2) −
(−1,−1)∗
ϕα0(1) )R
i
α0
)
(1,1)
πα0 + . . . , (19)
(3)
S =
(
(
(−2,−1)
ϕ¯α0 −
1
2
(−2,−1)∗
πα0(1) )Z
α0
α1
+ (
(−2,−1)∗
ϕα1(2) −
(−2,−1)∗
ϕα1(1) )
)
(2,1)
πα1
+
(
(
(−1,−2)
ϕ¯α0 −
1
2
(−1,−2)∗
πα0(1) )Z
α0
α1
+ (
(−1,−2)∗
ϕα1(2) −
(−1,−2)∗
ϕα1(1) )
)
(1,2)
πα1 + . . . . (20)
The total field-antifield spectrum as well as the boundary conditions of the
master equation can be understood through homological arguments [7, 8, 11].
2.3 Resolution of the master equation
In this section we will explicitly solve the classical extended master equation
1
2
(S, S) + V S = 0, (21)
for a first order on-shell reducible, off-shell abelian gauge system1. We in-
troduce at this stage the generic notation ΦA for all the fields, Φ∗A(1) and
Φ∗A(2) for the antifields respectively conjugated in the first and the second
1The fact that the Freedman-Townsend model is abelian greatly simplifies the forth-
coming computations. Nevertheless, the case of higher order reducible gauge systems with
non-abelian open algebras can be treated exactly along the same lines, the only difference
being the appearance of supplementary terms in the solution of the master equation.
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antibracket and also Φ¯A for the bar-variables. The antibracket in equation
(21) is defined by
(F,G) = (F,G)1 + (F,G)2 =
←
δ F
δΦA
→
δ G
δΦ∗A(1)
−
←
δ F
δΦ∗A(1)
→
δ G
δΦA
+
←
δ F
δΦA
→
δ G
δΦ∗A(2)
−
←
δ F
δΦ∗A(2)
→
δ G
δΦA
. (22)
Here V acts only on the bar-variables and is defined as
V = V1 + V2 = Φ
∗
A(2)
→
δ
δΦ¯A
− Φ∗A(1)
→
δ
δΦ¯A
. (23)
The requirement bingh(S) = (0, 0) implies that the equation (21) splits into
two parts :
1
2
(S, S)1 + V1S = 0 =
1
2
(S, S)2 + V2S. (24)
The resolution of (24) is performed along the lines of homological perturba-
tion theory ; one develops S with respect to the resolution degree
S =
∞∑
k=0
(k)
S , (25)
where the boundary terms of
(1)
S ,
(2)
S and
(3)
S have been given in the preceeding
subsection. Note that the resolution of the master equation will also fix all
the remaining terms of the two Koszul-Tate operators in such a way that
they become nilpotent and anticommuting off- shell (this follows from the
generalized Jacobi identity). The equation in resolution degree 0 is satisfied
if
(1)
S contains only the already given boundary terms :
(1)
S =
(−1,0)∗
qi(1) R
i
α0
(1,0)
ϕα0 +
(0,−1)∗
qi(1) R
i
α0
(0,1)
ϕα0 . (26)
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The equation in resolution degree 1 is written as (see [4])
(
(0)
S ,
(2)
S )(0) + (
(1)
S ,
(2)
S )(1) + V
(2)
S +
1
2
(
(1)
S ,
(1)
S )(0) = 0 (27)
where (i) (·, ·)(k) stands for the pieces of the antibrackets containing only the
antifields of resolution degree (k + 1) and (ii) the last term vanishes due to
the abelian structure of the model. Note that the equation (27) also splits
into two pieces according to the new ghost bigrading. One can check that in
addition to the boundary terms given in (19) the only supplementary terms
contained in
(2)
S are
−
1
2
(−1,0)∗
qi(1)
(−1,0)∗
qj(1) T
ij
α1
(2,0)
ϕα1 −
1
2
(−1,0)∗
qi(1)
(0,−1)∗
qj(2) T
ij
α1
(1,1)
ϕα1
−
1
2
(0,−1)∗
qi(2)
(0,−1)∗
qj(2) T
ij
α1
(0,2)
ϕα1 . (28)
These terms are due to the fact that we only have reducibility on-shell. The
equation at resolution degree 2 reads
2∑
k=0
(
(k)
S ),
(3)
S )(k) + V
(3)
S + (
(2)
S ,
(1)
S )(0) +
1
2
(
(2)
S ,
(2)
S )(1) = 0. (29)
Again the last two terms vanish because the model is abelian and because
the T ijα1 do not depend on the fields. A close inspection of the two resulting
equations shows that out of the 50 a priori possible supplementary terms,
only the following are needed to satisfy the master equations at this level :
1
2
(−1,0)∗
qi(1)
(−1,−1)
q¯j T
ij
α1
(2,1)
πα1 +
1
2
(0,−1)∗
qi(2)
(−1,−1)
q¯j T
ij
α1
(1,2)
πα1 . (30)
One can then verify that it is possible to choose
(k)
S = 0 for k > 3. This com-
pletes our derivation of the solution of the extended master equation. Us-
ing the identifications (7),(11) and (12), we get for the Freedman-Townsend
model
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S = S0 +
∫
d4x
{
(−1,0)∗
Bµν(1) ∇µ
(1,0)
ϕν +
(0,−1)∗
Bµν(2) ∇µ
(0,1)
ϕν
+
(−1,−1)∗
B¯µν(1) ∇µ
(1,1)
πν +(
(−1,−1)∗
ϕµ(2) −
(−1,−1)∗
ϕµ(1) )
(1,1)
πµ
+
(−2,0)∗
ϕµ(1) ∇µ
(2,0)
ϕ +
1
2
(
(−1,−1)∗
ϕµ(1) +
(−1,−1)∗
ϕµ(2) )∇µ
(1,1)
ϕ +
(0,−2)∗
ϕµ(2) ∇µ
(0,2)
ϕ
−
1
4
[
(−1,0)∗
Bµν(1) ,
(−1,0)∗
Bρσ(1) ]ǫµνρσ
(2,0)
ϕ −
1
4
[
(−1,0)∗
Bµν(1) ,
(0,−1)∗
Bρσ(2) ]ǫµνρσ
(1,1)
ϕ −
1
4
[
(0,−1)∗
Bµν(2) ,
(0,−1)∗
Bρσ(1) ]ǫµνρσ
(0,2)
ϕ
+
(−2,−1)∗
ϕ¯µ(1) ∇µ
(2,1)
π −
1
2
(−2,−1)∗
πµ(1) ∇µ
(2,1)
π +(
(−2,−1)∗
ϕ(2) −
(−2,−1)∗
ϕ(1) )
(2,1)
π
−
(−1,−2)∗
ϕ¯µ(1) ∇µ
(1,2)
π −
1
2
(−1,−2)∗
πµ(2) ∇µ
(1,2)
π +(
(−1,−2)∗
ϕ(2) −
(−1,−2)∗
ϕ(1) )
(1,2)
π
+
1
4
[
(−1,0)∗
Bµν(1) ,
(−1,−1)
B¯ρσ ]ǫµνρσ
(2,1)
π +
1
4
[
(0,−1)∗
Bµν(2) ,
(−1,−1)
B¯ρσ ]ǫµνρσ
(1,2)
π
}
. (31)
This solution is by construction invariant under the two following nilpo-
tent and anticommuting transformations :
s1 = (S, ·)1 + V1 and s2 = (S, ·)2 + V2. (32)
as well as under any linear combinations of these transformations.
3 Gauge fixing
3.1 Equivalence with the ordinary BRST formalism
The following change of variables will be usefull : u∗A =
1
2
(Φ∗A(2) +Φ
∗
A(1)) and
v∗A =
1
2
(Φ∗A(2) − Φ
∗
A(1)).According to reference [11], the gauge fixed action is
given by
exp iSgf = exp([Kˆ, ∆¯]) exp iS|antifields=0. (33)
Here we make the choice Kˆ = −Ψ(ΦA) in order to make the comparison with
the ordinary BRST treatment. The gauge fixed action in (33) then simply
becomes (see [11]) :
Sgf = S(Φ
A, u∗A =
←
δ Ψ
δΦA
, v∗A = 0, Φ¯A = 0). (34)
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When expliciting this last expression, one obtains
Sgf = S0 +
←
δ Ψ
δqi
Riα0φ
α0 −
←
δ Ψ
δφ¯α0
πα0
+
←
δ Ψ
δφα0
Zα0α1φ
α1 +
1
2
←
δ Ψ
δφ¯lpha0
Zα0α1 φ˜
α1 −
1
2
←
δ Ψ
δqi
←
δ Ψ
δqj
T ijα1φ
α1
−
1
2
←
δ Ψ
δπα0
Zα0α1 π¯
α1 −
←
δ Ψ
δφ¯α1
π˜α1 −
←
δ Ψ
δφ˜α1
π¯α1 , (35)
where we have made the following change of variables
(
(1,0)
ϕα0 +
(0,1)
ϕα0) = φα0 and (
(1,0)
ϕα0 −
(0,1)
ϕα0) = φ¯α0 , (36)
(
(2,0)
ϕα1 +
(1,1)
ϕα1 +
(0,2)
ϕα1) = φα1 , (37)
(
(2,0)
ϕα1 −
(1,1)
ϕα1 +
(0,2)
ϕα1) = φ¯α1 , (38)
(
(2,0)
ϕα1 −
(0,2)
ϕα1) =
1
2
φ˜α1 , (39)
(1,1)
πα0= −
1
2
πα0 , (40)
(
(2,1)
πα1 −
(1,2)
πα1) = −
1
2
π˜α1 and (
(2,1)
πα1 +
(1,2)
πα1) = −
1
2
π¯α1 . (41)
From the transformations (32), one can define their gauge fixed counter-
parts, respectively denoted by s1 gf and s2 gf and obtained by first calculating
s1 and s2 and fixing the gauge afterwards. Let us define s = s1 gf + s2 gf .
The gauge fixed action Sgf is then invariant under s explicitly defined by :
sqi = Riα0φ
α0 −
←
δ Ψ
δqj
T ijα1φ
α1 sφα0 = Zα0α1φ
α1
sφ¯α0 =
1
2
Zα0α1 φ˜
α1 − πα0 sπα0 = −1
2
Zα0α1 π¯
α1
sφ¯α1 = −π˜α1 sφ˜α1 = −π¯α1
sφα1 = sπ˜α1 = sπ¯α1 = 0. (42)
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As expected on general grounds, one can check that s is nilpotent on
the stationary surface defined by the equations of motion associated to the
gauge fixed action. In fact s is nilpotent off-shell for all generators with the
exception of s2qi = −
←
δ Sgf/δq
jT ijα1φ
α1 . However, the choice Kˆ = −Ψ(ΦA)
spoils the invariance of Sgf under s1 gf and s2 gf separately.
Translating these results to the Freedman-Townsend model with the fol-
lowing choice of the gauge fixing fermion
Ψ = −
∫
d4x
{
α(∇µφ¯ν)Bµν+β(φµ∇
µφ¯−φ¯µ(πµ−
1
2
∇µφ˜)+γπ¯φ¯+δπ˜φ˜
}
(43)
gives
Sgf = S0 +
∫
d4x
{
− α(∇[µφ¯ν])∇µφν − βπ
µπµ − α(∇
µBµν)π
ν
−β(∇µφ¯)∇
µφ+
α
2
(∇µBµν)∇
νφ˜+
β
4
∇µφ˜∇
µφ˜+
α2
4
[∇µφ¯ν ,∇ρφ¯σ]ǫµνρσφ
+β(∇µφ¯
µ)π¯ − β(∇µφµ)π˜ + (γ − δ)π¯π˜
}
(44)
This choice of Ψ gives a well defined path integral as can be seen by elimi-
nation of the auxiliary fields πµ, π¯, π˜, and will allow us the comparision with
the BRST-anti-BRST gauge fixed action given below. The gauge fixed BRST
symmetry is given by :
sBaµν = ∇[µφν] +
1
2
(∇ρφ¯σ)bf cabǫµνρσφ
a
sφµ = ∇µφ sφ¯µ =
1
2
∇µφ˜− πµ sπµ = −
1
2
∇µπ¯
sφ¯ = −π˜ sφ˜ = −π¯ sAµ = sφ = sπ¯ = sπ˜ = 0. (45)
Apart from the cohomologically trivial variables φ¯α0, Bα0 , φ¯α1 , φ˜α1, B˜α1 , B¯α1
and their antifields, this result, with the identifications (7), (11) and (12), co-
incides with the result obtained from the usual BRST formalism [14, 15, 16]
where some of the above variables are reintroduced as a non-minimal sector
for gauge fixing purposes.
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3.2 BRST-anti-BRST gauge fixed action
According to references [9, 10], the BRST-anti- BRST invariant gauge fixed
action Sgf
2 is given by :
Sgf = S(Φ
A,Φ∗Ai, Φ¯
A)
+
∫
d4x
{
Φ∗Aiξ
Ai +

Φ¯A −
←
δ F
δΦA

λA − 1
2
ǫijξ
Ai
←
δ
2
F
δΦBδ PhiA
ξBj
}
(46)
where S(ΦA,Φ∗Ai, Φ¯
A) is the solution of the extended master equation (21),
ǫij i, j = 1, 2 is completely antisymmetric with ǫ12 = −1 and F is a bosonic
gauge fixing functional depending on the ΦA’s only. The Φ∗Ai, Φ¯
A, ξAi and
λA’s play the role of ordinary variables in the gauge fixed action and must
be integrated over in the path integral just like the ΦA’s. The gauge fixed
action is invariant under the following two transformations :
siΦA = ξAi siΦ∗Aj = δ
i
j
←
δ S
δΦA
(−)ǫA siλA = 0 (47)
siΦ¯A = ǫ
ijΦ∗Aj(−)
ǫA+1 siξAj = λAǫij (48)
where si acts as an odd right derivative.
For the Freedmann-Townsend model, the final form of the gauge fixed
action, with the choice
F =
∫
d4x
{
α
2
BµνBµν + βφµφ¯
µ + γφφ¯+
δ
2
φ˜φ˜
}
(49)
and after elimination of some auxiliary fields (and the corresponding modifi-
2An alternative derivation of this gauge fixed action in the framework of the standard
BRST formalism and a constructive approach to the on-shell nilpotent and anticommuting
gauge fixed BRST-anti-BRST symmetries from which the above transformations differ by
antisymmetric combinations of the equations of motion obtained from Sgf will be given
in a forthcoming paper [8].
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cations of the symmetries (see [20])) is given by 3 :
Sgf = S0 +
∫
d4x
{
Bµν∗(1) ∇µφν +B
µν∗
(2) ∇µφ¯ν + αB
µν∇µπν
−
1
4
[Bµν∗(1) , B
ρσ∗
(1) ]ǫµνρσφ−
1
4
[Bµν∗(1) , B
ρσ∗
(2) ]ǫµνρσφ˜−
1
4
[Bµν∗(2) , B
ρσ∗
(2) ]ǫµνρσφ¯
+
α
4
[Bµν∗(1) , B
ρσ]ǫµνρσπ¯ +
α
4
[Bµν∗(2) , B
ρσ]ǫµνρσπ˜ +B
µν∗
(1) ξ
(1)
µν +B
µν∗
(2) ξ
(2)
µν + αξ
(1)µνξ(2)µν
+β(−πµπµ +
1
4
(∇µφ˜)∇µφ˜− (∇
µφ¯)∇µφ+ (∇
µφ¯µ)π¯ − (∇
µφµ)π˜)
+(γ − δ)π¯π˜
}
. (50)
In a perturbative approach to quantization, this action is gauge fixed because
one treats the cubic terms as interactions and one can then eliminate the fields
Bµν∗(i) and ξ
(i)
µν getting the usual kinetic term for the ghosts and antighosts
of first order. The integration over πµ, π¯ and π˜ then leads to well-defined
propagators for the remaining fields. The action (50) is invariant under the
transformations :
siAµ = 0 s
iBµν = ξ
(i)
µν s
iπ¯ = siπ˜ = 0
s1φµ = −∇µφ s
2φµ = −πµ −
1
2
∇µφ˜ s
1φ¯µ = πµ −
1
2
∇µφ˜ s
2φ¯µ = −∇µφ¯
s1φ = 0 s2φ = −π¯ s1φ˜ = π¯ s2φ˜ = −π˜ s1φ¯ = π˜ s2φ¯ = 0
s1πµ =
1
2
∇µπ¯ s
2πµ =
1
2
∇µπ˜
siξ(j)aµν = −
(
(∇µπν)
a + 1
4
Bρσ∗(1)bf
cbaǫµνρσπ¯c +
1
4
Bρσ∗(2)bf
cbaǫµνρσπ˜c
)
ǫij
siBµν∗(j) = δ
i
j
1
4
ǫµνρσFρσ. (51)
4 Conclusion
Even though in this model the fields Bµν∗i and ξ
i
µν are auxiliary, their elim-
ination is cumbersome because the matrix of their quadratic part depends
3Here an obvious renaming of the fields has been performed in order to make the
comparision to the previous result more transparent : the new ghost bigrading has been
dropped and the numerotation of the ghosts has been replaced by the superscript. The
bar now means antighost; no confusion with the previous bar-variables can arise, because
those variables have been eliminated.
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on the second generation ghosts and the structure constants. In the abelian
case however, this elimination can easily be performed and the resulting
gauge fixed action is :
Sgf = S0 +
∫
d4x
{
− α(∂[µφ¯ν])∂µφν + αB
µν∂µπν + β(−π
µπµ +
1
4
(∂µφ˜)∂µφ˜
− (∂µφ¯)∂µφ+ (∂
µφ¯µ)π¯ − (∂
µφµ)π˜) + (γ − δ)π¯π˜
}
. (52)
This result coincides with the corresponding result of equation (44) and the
anti-BRST symmetry can be implemented on the same set of fields than the
one used for the solution of the standard master equation (with an appropri-
ate non-minimal sector). Furthermore, because of the linear dependence of
the solution of the master equation (and the extended master equation) in
the antifields, the BRST- anti-BRST gauge fixed action is given by
Sgf = S0 − s
1s2F (53)
and coincides with the result given in reference [17]. Consequently, it is only
for the abelian case that the anti- BRST symmetry can be implemented in
the same way than for Yang-Mills theory [9, 17]. In the non-abelian case, the
incorporation of the anti-BRST symmetry needs the supplementary auxiliary
fields Bµν∗i and ξ
i
µν . This is yet another illustration of the general idea un-
derlying the BRST construction, namely that a more symmetric description
requires in general more variables.
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