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Avertissement
Ce mémoire comporte un préambule qui vise à présenter de manière ac-
cessible les idées qui ont mené à ce travail de thèse. Aux lecteurs réfractaires
ou étrangers aux symboles mathématiques, je propose de ne lire que ces pre-
mières pages.
Ensuite vient la table des matières et le corps principal de ce mémoire.
Les publications auxquelles ont donné lieu le travail de cette thèse sont re-
produites en appendice, avant les références bibliographiques.
Ce mémoire a été écrit dans une double démarche, celle tout d’abord de
rendre compte de mes travaux et celle ensuite de proposer une exposition
pédagogique du formalisme que j’ai utilisé. Loin de prétendre rivaliser avec
les diﬀérents livres et cours sur le sujet, cette exposition vise à en concilier
les diﬀérentes approches et à uniﬁer autant que faire se peut les conventions,
pour fournir au lecteur un contenu homogène, qui, je l’espère, sera utile à de
futurs thésards.
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Préambule
La description du monde physique repose actuellement sur deux modèles
standards. Avant d’en exposer les grandes lignes, nous devons expliquer la dif-
férence entre le monde classique et le monde quantique. Nous désignerons par
le monde classique le monde physique correspondant aux échelles de tailles
(de manière équivalente, de durée, d’énergie) humaines, c’est-à-dire entre le
micromètre et le millier de kilomètres. Hormis quelques exceptions, tous les
systèmes de cette taille vériﬁent le même ensemble de lois physiques que
nous appelons théories classiques. La physique des échelles inférieures, dites
microscopiques, est décrite par des théories quantiques, où les degrés de li-
berté, les paramètres qui rendent compte de l’évolution d’un système donné,
sont fondamentalement diﬀérents des degrés de liberté classiques. Comme
l’intuition peut nous l’indiquer, les deux mondes se sont pas étrangers l’un
à l’autre : la physique microscopique détermine un grand nombre de para-
mètres qui interviennent dans les modèles classiques. La physique des échelles
supérieures, dites macroscopiques, rassemblant la cosmologie, l’astrophysique
et l’astronomie, a un statut beaucoup moins clair. La plupart des théories
macroscopiques sont en fait des théories classiques (et quantiques) qui sont
appliquées à des échelles de distance et de durée plus grandes et qui sont
ajustées pour décrire une grande partie des phénomènes observés, mais le
domaine de validité de ces extrapolations est encore inconnu.
Le premier modèle, appelé simplement modèle standard, est un modèle
uniﬁé de la physique microscopique. Il décrit le comportement des particules
élémentaires, de leurs composés, de leurs interactions. Il décrit le monde
microscopique, aussi bien la matière1 que trois interactions fondamentales
sur les quatre que nous avons observées2. Jusqu’à présent il a été validé
par toutes les observations expérimentales microscopiques que nous avons pu
faire et donnerait entière satisfaction s’il ne comportait pas un grand nombre3
1Par exemple, l’électron est une particule élémentaire, le proton et le neutron, qui
consituent le noyau des atomes, sont des composés de différents quarks.
2L’électromagnétisme, l’interaction nucléaire faible et l’interaction nucléaire forte sont
décrits par le modèle standard, mais pas la gravitation.
3plus d’une centaine
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de paramètres, parmi lesquels la masse de l’électron par exemple, et s’il ne
supposait pas l’existence d’une particule encore non détectée : le boson de
Higgs.
Le second modèle, appelé modèle standard cosmologique, est un modèle
global de la physique macroscopique, c’est-à-dire qu’il décrit un certain nombre
de propriétés de l’univers considéré dans son ensemble, comme par exemple
les propriétés du fond de radiation cosmologique, les propriétés de distribu-
tion de la matière dans l’univers, les propriétés d’isotropie et d’homogénéité
de l’espace-temps. À ce stade, nous devons faire la diﬀérence entre ce modèle
et les théories macroscopiques que nous avons présentées comme des extra-
polations classiques et quantiques. Ces théories sont des modèles phénomé-
nologiques qui décrivent l’évolution d’un système particulier, par exemple la
formation, la vie et la ﬁn d’une étoile ou la dynamique d’une galaxie. Par
contre, le modèle standard cosmologique vise à décrire de manière unifiée
le comportement à grande échelle de l’univers et constitue ainsi un premier
pas vers une théorie cosmologique uniﬁée. Cependant les réponses qu’il ap-
porte sont beaucoup plus partielles que celles du modèle standard. Il suppose
l’existence d’un phénomène d’inﬂation dont il ne donne pas l’explication, et
n’élucide pas le problème de la constante cosmologique par exemple, dont
aucune théorie actuelle ne permet de prédire la valeur très faible mais non
nulle déterminée par les mesures astronomiques.
Pour comprendre pourquoi le second modèle parait moins eﬃcace, il faut
revenir sur la distinction que nous avons faite entre les deux modèles. Nous
avons distingué un modèle uniﬁant la physique microscopique et un modèle
visant à uniﬁer la physique macroscopique. Mais la démarche intellectuelle qui
a mené à la construction de ces modèles a pour but d’isoler des constituants
fondamentaux microscopiques à partir desquels on construit la physique à
toutes les échelles supérieures. Comme la gravitation joue un rôle négligeable
aux échelles microscopiques auxquelles nous avons accès, le modèle standard
n’inclut pas cette interaction. Aux échelles humaines, la théorie classique de
la gravitation (la relativité générale), rend compte parfaitement des résul-
tats expérimentaux. La gravitation, bien que très faible, est une interaction
auxquels tous les constituants fondamentaux sont sensibles et dont les eﬀets
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attractifs sont cumulatifs4. Aux échelles macroscopiques la gravitation joue
donc un rôle primordial, comme les observations astronomiques permettent
de la constater. Le modèle standard cosmologique décrit la matière et les
trois interactions autres que la gravitation à l’aide du modèle standard ou
de théories eﬀectives classiques et y incorpore la théorie classique de la gra-
vitation. Si l’on s’en tient à la démarche initiale, il manque donc une théorie
microscopique de la gravitation à partir de laquelle on expliquerait le com-
portement classique de cette interaction et les observations cosmologiques
encore non expliquées.
Malheureusement, aucune théorie microscopique de la gravitation n’est
encore pleinement satisfaisante. À la diﬃculté de construire une telle théorie
s’ajoute celle de concevoir des expériences permettant d’en tester les prédic-
tions expérimentales. Devant cet obstacle, on peut imaginer de remettre en
cause, pour la gravitation, la démarche déductive, qui suppose la physique
classique et macroscopique déterminée par la physique microscopique. Ce fai-
sant, on perd a priori toute chance d’obtenir une uniﬁcation au niveau du
formalisme utilisé dans les modèles standards, celui de la théorie des champs,
classique pour la gravitation, quantique pour le reste. En pratique les modèles
construits dans cette perspective ne sont que phénoménologiques et n’oﬀrent
pas de réponses meilleures que celles du modèle standard cosmologique. C’est
pourquoi les tentatives les plus sérieusement considérées sont celles visant à
construire une théorie microscopique de la gravitation. Dans une telle théorie,
il existe une échelle microscopique où les eﬀets quantiques se font sentir. Des
considérations dimensionnelles indiquent que cette échelle correspond une
distance caractéristique, appelée longueur de Planck 5, de l’ordre de 10−35
mètres, ou une énergie de Planck 6 égale à 1019 GeV. Notons que, même dans
l’hypothèse où les eﬀets quantiques de la gravitation sont très importants, le
4En l’état actuel des connaissances, la seule interaction gravitationnelle répulsive pro-
vient de la constante cosmologique et elle est extrêmement faible.
5Si cette distance était celle entre nos pieds et notre tête, l’électron serait grand comme
la longueur de la galaxie, c’est-à-dire environ cent mille années-lumière.
6Cette énergie correspond à l’énergie nécessaire pour élever de mille mètres une loco-
motive de cent tonnes. Elle correspond aussi à l’énergie de repos d’une masse de 10 mi-
crogrammes, c’est-à-dire l’énergie qu’on obtiendrait si une poussière de 5 microgrammes
de matière s’annihilait avec une poussière de 5 microgrammes d’antimatière.
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modèle standard n’est pas remis en cause, puisqu’il ne décrit la physique que
jusqu’à une échelle maximale de 1015 GeV et que les expériences ne sondent
que des énergies inférieures à 104 GeV.
Il est donc possible de se focaliser sur la gravitation et d’ignorer momen-
tanément le reste. Ce choix a été fait pour la théorie de gravité quantique de
boucle7. Construite à partir des principes fondamentaux de la relativité gé-
nérale, elle vise, à travers un formalisme novateur de réseaux de spins, entité
mathématique censée décrire la structure de l’espace-temps quantique, à don-
ner un modèle cohérent du comportement microscopique de la gravitation.
Ce formalisme fait malheureusement la faiblesse de cette théorie, puisqu’il est
encore impossible de faire le lien avec le formalisme de la théorie des champs
du modèle standard. Cette théorie a donc moins de succès que la théorie des
cordes qui prend ses racines8 dans le modèle standard. La théorie des cordes
reprend exactement le même formalisme de la théorie des champs, suit la
même démarche qui a mené de la mécanique classique à la mécanique quan-
tique puis à la théorie des champs. Mais au lieu de considérer que l’entité
fondamentale est une particule ponctuelle à zéro dimension, elle introduit un
objet à une dimension appelé corde. Comme cette corde est supposée avoir
une dimension de l’ordre de la longueur de Planck, à toutes les échelles de
la physique connue, on la voit comme une particule ponctuelle. La corde est
donc la brique commune à toutes les particules connues ou prédites par les
théories précédentes. La théorie fait même un lien plus profond : une même
corde peut être telle ou telle particules selon la façon dont elle vibre et dont
ses extrémités sont ﬁxées. De même qu’une corde de guitare émet plusieurs
notes, la corde peut « jouer » diﬀérentes particules. Une corde fermée, nouée
comme un lacet, pourra correspondre au graviton, la particule qui véhicule
la gravitation, alors qu’une corde ouverte, libre comme un bout de ﬁcelle ou
attaché à des parois particulières appelées D-branes, pourra correspondre à
d’autres interactions ou à des particules de matière. La théorie des cordes
propose ainsi un modèle uniﬁé du monde physique connu, ce qui en a fait le
succès depuis près de quarante ans.
7loop quantum gravity en anglais
8et même ses racines historiques, puisque la théorie des cordes a été dans ses débuts
un modèle « infructueux » de l’interaction forte.
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Cependant, deux diﬃcultés majeures atténuent la portée de cette théorie.
La première est une diﬃculté technique. Même si le formalisme de la théo-
rie des champs pour la particule ponctuelle est un guide précieux, choisir
la corde comme entité fondamentale introduit de nouveaux problèmes dont
les solutions sont loin d’être connues à l’heure actuelle. Par exemple, le for-
malisme de la théorie des champs permet de décrire une inﬁnité de degrés
de liberté, alors qu’en théorie des cordes seul le formalisme permettant de
décrire un nombre ﬁni de degrés de liberté a été correctement posé et celui
permettant de décrire un nombre inﬁni de degrés de liberté est encore en
gestation. Ainsi, tout un ensemble d’eﬀets quantiques est encore impossible
à décrire en théorie des cordes. Un autre exemple particulièrement caracté-
ristique est la diﬃculté à sélectionner l’état de vide. En eﬀet, la théorie des
cordes prédit l’existence d’un nombre immense (mais ﬁni a priori) de vides,
qui forment ce qu’on appelle le paysage des vides9. Les critères qui permet-
traient de choisir un vide parmi toutes les possibilités prédites par la théorie
ne sont pas connus, ni ceux qui indiqueraient si le ou les vides sélectionnés
sont compatibles avec le modèle standard.
La seconde diﬃculté, qui n’est pas étrangère à la première, provient de
la manière dont la théorie des cordes a été construite. Façonné dans une dé-
marche qui a mené à l’établissement du modèle standard, le formalisme de la
théorie des cordes reste éloigné des principes de la relativité générale, notam-
ment le principe d’indépendance vis-à-vis du fond selon lequel les lois de la
physique s’écrivent de la même façon quel que soient l’observateur ou la géo-
métrie10 considérés. En l’absence d’un formalisme permettant d’implémenter
ce principe, il est diﬃcile de répondre aux questions suscitées par la relati-
vité générale et d’aller plus loin que les eﬀets semi-classiques de la gravitation
quantique11. En eﬀet, la théorie des cordes n’est déﬁnie que pour l’espace-
temps de Minkowski et pour des conﬁgurations géométriques particulières,
majoritairement statiques. L’étude des conﬁgurations gravitationnelles non
9traduction personnelle de landscape
10La relativité générale établit un lien canonique entre gravitation et géométrie. Un
observateur placé dans un champ gravitationnel peut localement se placer dans un système
de coordonnées, c’est-à-dire choisir une géométrie, où le champ gravitationnel est nul.
11c’est-à-dire l’influence d’un champ gravitationnel classique sur un système quantique
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triviales, si possible incorporant des ingrédients du modèle standard cosmo-
logique, représente ainsi un enjeu vital dans la construction de la théorie.
C’est pourquoi dans cette thèse nous avons étudié des conﬁgurations géo-
métriques dépendantes du temps. Notre objectif, modeste, a consisté à choisir
des conﬁgurations auxquelles le formalisme de la théorie des cordes dans l’es-
pace de Minkowski pouvait être appliqué et a comprendre comment un eﬀet
comme la contre-réaction gravitationnelle pouvait se manifester. La contre-
réaction gravitationnelle est une modiﬁcation de la conﬁguration géométrique
suite aux interactions gravitationnelles des ﬂuctuations quantiques présente
dans cette conﬁguration. En particulier, dans une conﬁguration présentant
une singularité, c’est-à-dire un point où les grandeurs qui caractérisent la
géométrie de l’espace-temps deviennent inﬁnie, de nombreuses particules
peuvent disparaître ou apparaître à cause de l’inﬂuence de la variation dans
le temps de géométrie sur un champ quantique et produire un champ gravi-
tationnel dont l’eﬀet sur la singularité est encore inconnu.
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Chapitre 1
Configurations dépendantes du
temps
1.1 Modèles exacts
Comme nous l’avons évoqué dans le préambule, la théorie des cordes
propose un cadre qui peut permettre de résoudre les problèmes posés par le
modèle standard cosmologique actuel, notamment celui de la nature du Big
Bang, ou de manière un peu plus générale de la nature des singularités de
genre espace.
Cependant, il n’existe pas de formalisme de théorie des cordes permettant
d’intégrer pleinement la théorie de la relativité générale et de construire une
théorie de la gravitation quantique. Nous sommes actuellement contraint de
nous limiter à une approche semi-classique, où la géométrie est posée comme
une hypothèse de travail. C’est tout naturellement que le formalisme de pre-
mière quantiﬁcation de la corde a été développé d’abord dans l’espace de
Minkowski1, puis dans des géométries courbes, dans le cadre des modèles
Wess-Zumino-Witten (WZW) [5] où la géométrie est décrite par une va-
riété de groupe de Lie. Toutefois les premières géométries étudiées étaient
statiques.
Puisqu’il n’était pas possible de comprendre le régime quantique de la
gravitation, des modèles ont été développé à partir des premiers espaces
1Nous invitons le lecteur à se référer aux ouvrages [1, 2, 3, 4].
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courbes et ont permis d’étudier la quantiﬁcation de la corde évoluant dans
une géométrie dépendante du temps dans l’espoir de découvrir des indices
permettant de compléter le formalisme ou d’apporter, plus modestement,
les premiers éléments de réponses aux questions posées par les singularités.
Ainsi s’est développé dès 19872 [7] une importante direction de recherche
pour trouver des modèles qui puissent être résolus exactement, c’est-à-dire
des modèles pour lesquelles on peut déterminer explicitement les solutions
des équations classiques du mouvement de la corde, mener la procédure de
quantiﬁcation canonique, déterminer le spectre de l’opérateur hamiltonien et
calculer les amplitudes les plus simples.
Ces modèles sont loin d’être réalistes et cette direction de recherche se
démarque des tentatives de construire des géométries cosmologiques de type
Friedmann-Robertson-Walker ou inﬂationnaire de type de Sitter [8] qui se
situent dans une perspective de théorie eﬀective, à basse énergie. Mais le
compromis qu’il faut faire pour étudier de manière exacte un modèle dans
le cadre de la théorie des cordes n’empêche pas d’étudier des conﬁgurations
extrêmement intéressantes du point de vue cosmologiques : les singularités.
Comme nous le détaillons un peu plus bas, certaines géométries comportant
une singularité donnent lieu à un traitement exact, ce qui permet d’étudier
précisément le comportement de la corde dans cette géométrie. Il est même
possible d’aborder les problèmes de contre-réaction gravitationnelle ou de
régularisation éventuelle de la singularité. Nous reviendrons sur ce point aux
chapitres 3 et 4.
Cette thèse s’inscrit dans cette démarche. Nous avons étudié trois modèles
diﬀérents de géométrie dépendante du temps et extrait des calculs un certain
nombre d’eﬀets physiques que nous exposons au chapitre 3. Notre souci a
été de construire des géométries dans lesquelles la corde pouvait être quan-
tiﬁée sans approximation et nous avons pour cela puisé dans deux des trois
diﬀérents types de modèles dits exacts et dépendants du temps actuellement
disponibles.
2mais déjà en 1974 un premier article [6] abordait ce genre de problème.
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Comme nous l’expliquerons dans le chapitre 2, la première quantiﬁcation
de la corde est fondée sur l’interprétation du modèle sigma non-linéaire de
la corde en terme de théorie conforme des champs. La recherche de modèles
exacts est donc guidée par la nécessité de trouver une théorie conforme des
champs correspondante. Nous pouvons distinguer trois manières générales de
construire des modèles exacts dépendants du temps.
1.2.1 Orbifold de l’espace de Minkowski
Originellement un orbifold est une variété3 obtenue à partir de l’espace
de Minkowski par quotient sous l’action d’un groupe de rotation ﬁni ZN (N
est un entier naturel) [9]. Par extension, ce nom est appliqué à toute variété
obtenue à partir de l’espace plat4 par identiﬁcation sous l’action d’un sous-
groupe de Lorentz isomorphe à Z ou ZN .
Pour obtenir une géométrie dépendante du temps, il suﬃt que l’action
du sous-groupe corresponde à une transformation non triviale impliquant
la cordonnée temporelle. Les points invariants sous cette transformation de-
viennent des singularités topologiques. L’espace est plat loin des singularités.
Bien que le principe semble simple, la première construction d’orbifold
dépendant du temps est récente [10]. Elle a été suivie de l’étude de l’orbifold
null [11, 12, 13, 14] et de l’espace de Misner [15, 16, 17, 18]. La stabilité
de ces orbifolds n’est pas évidente à établir [19, 20, 21], mais nous avons
choisi d’être optimiste et de considérer que même si ces orbifolds n’étaient
pas stables, la quantiﬁcation de la corde dans ces géométries fournirait des
indices quant-à leur destin.
L’espace de Misner a l’avantage sur l’orbifold null de présenter une géo-
métrie simpliﬁée de Big Crunch/Big Bang, comme nous aurons l’occasion
de l’expliquer en détail à la section 3.2. Il constitue ainsi un cas d’école de
singularité cosmologique.
3« orbi- » pour orbital, rotation et « -fold » de manifold, variété.
4Dans tout ce mémoire, nous utiliserons l’expression « espace plat » comme synonyme
de l’expression « espace de Minkowksi ».
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La possibilité d’une transition douce (bounce en anglais) a été étudiée
dans [22] et un scénario d’univers cyclique dans l’espace de Misner est évo-
qué dans [23], qui étudie la théorie des champs dans l’espace de Misner.
Une étude complémentaire et des références supplémentaires concernant la
quantiﬁcation d’un champ dans l’espace de Misner se trouvent dans [17, 18].
L’étape suivante consiste à étudier cette possibilité de transition douce dans
le cadre de la théorie des cordes. Il s’agit notamment de savoir si la singularité
pourrait être gommée par des eﬀets de contre-réaction gravitationnelle.
Plus modestement, nous avons déterminé dans le cadre de cette thèse
les opérateurs de vertex et calculé les amplitudes à l’ordre des arbres. Ce
travail [24] est exposé à la section 3.2 et une partie des détails techniques
sont abordés dans les sections 2.11 et 2.12.3.
1.2.2 Modèles Wess-Zumino-Witten
Les premières géométries de signature minkowskienne ont été obtenues
en construisant des modèles WZW à partir du groupe de Lie non compact
SL(2,R) (qui est aussi AdS3, l’espace anti-de Sitter à trois dimensions) [25,
26]. Il s’agit de variations autour du trou noir à deux dimensions décrit dans
l’article [25] et appelé aussi « le cigare ».
Ces modèles sont en réalité desmodèles de WZW gaugé. Ils sont construits
à partir d’une variété de groupe quotient. Cette notion est proche mais dis-
tincte de celle d’orbifold. Si on noteG le groupe de base 5 etH un sous-groupe
de Lie deG, le modèle est construit à partir du quotient G/H . Cette construc-
tion permet de remédier à l’absence de représentation unitaire des groupes
non compacts et éliminer ainsi du spectre des états de norme négative (voir
le traitement de [27] dans le cas de SL(2,R)). Par contre, un orbifold est
un quotient par un groupe discret, comme nous l’avons dit à la sous-section
1.2.1, et il ne fait apparaître que de nouveaux secteurs topologiques dans la
théorie conforme initiale. Il est tout à fait possible de construire un orbifold
à partir d’un modèle WZW, gaugé ou non. Par exemple [28] est un orbifold
du modèle WZW sur SL(2,R).
5Le plus souvent, il s’agit de SL(2,R), mais on peut avoir par exemple un produit
tensoriel SL(2,R)× SU(2), qui correspond à l’espace à six dimensions AdS3 × S3.
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D’autres modèles dépendants du temps ont ensuite été construits. Ils
comportent soit une singularité de type orbifold6 R1,1/Z [29, 30, 31, 32], soit
une singularité de type trou noir BTZ [33, 34, 35, 28, 36]. Plus proche des
observations astronomique, le modèle Nappi-Witten [37] décrit une géométrie
d’univers en expansion.
Les modèles WZW ont permis également l’étude des problèmes liés aux
conﬁgurations de Big Crunch/Big Bang [38] dans une approche diﬀérente de
l’orbifold de Misner. [39] montre que dans ce modèle la singularité peut être
gommée par la présence de ﬂux.
L’étude de la propagation de la corde dans un modèle WZW avec une
singularité cosmologique type R1,1/Z a été faite dans [40]. Enﬁn mention-
nons [41] qui parle des modèles WZW dans le cadre d’un tour d’horizon des
géométries dépendantes du temps en théorie des cordes.
Nous n’avons pas étudié de modèle WZW dans le cadre de cette thèse.
Cependant, comme cet aperçu le suggère il existe des liens entre les modèles
WZW et les orbifold. Ainsi, comme cela est évoqué dans la section 3.2 et ex-
pliqué en détail dans l’article [24], certaines amplitudes à l’ordre des arbres
dans l’espace de Misner peuvent être obtenues à partir des amplitudes cal-
culées dans le modèle WZW contruit et étudié dans [42], grâce aux analogies
formelles entre les deux modèles.
De même qu’il existe des analogies avec les orbifolds, certains modèles
WZW, comme ceux étudiés dans [43, 42] sont des modèles d’ondes planes,
que nous allons exposer dans la sous-section suivante.
1.2.3 Ondes planes
Les géométries d’ondes planes ont été construites dans une approche dif-
férente. Au lieu de trouver directement un modèle exact avec une description
en terme de théorie conforme des champs, des géométries ont été d’abord
considérées comme des approximations d’ordre dominant en α′ des solutions
exactes des équations classiques du mouvement. Il a ensuite été démontré
qu’il n’y avait pas de corrections en α′ et qu’ainsi ces solutions étaient exactes.
On peut distinguer une première phase [7, 44, 45, 46, 47, 48, 49] d’une se-
6Voir sous-section 2.6.1 pour de plus amples explications.
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conde plus récente [50, 51, 52, 53, 54, 55, 56, 57, 58] où ont pu être construites
des classes complètes de ces géométries.
Ces ondes planes gravitationnelles, comme les sous-sections 2.6.2, 2.9.4
permettent de le comprendre, correspondent à des conﬁgurations de cordes
fermées. De manière équivalente, on peut coupler la corde ouverte à des
champs électromagnétiques extrêmaux (c’est à dire qu’ils sont la somme
d’un champ électrique et d’un champ magnétique de même intensité), ce que
nous expliquerons aux sous-sections 2.6.2 et 2.9.3 et obtenir ainsi un modèle
exact [59]. En fait le cas particulier de l’onde plane monochromatique avait
été étudié dés 1974 [6], mais ce n’est qu’après avoir réalisé cette propriété
d’exactitude que des modèles généraux ont été étudié [60, 61].
Dans le cadre de cette thèse, nous avons examiné des conﬁgurations de
champs électromagnétiques extrêmaux à gradients non nuls, généralisant
ainsi les conﬁgurations de [61]. Nous avons exposé les principaux résultats de
cette étude à la section 3.1. La publication correspondante [63] est reproduite
en annexe B.
1.2.4 S-brane de Dirichlet
Il ne s’agit pas d’une quatrième classe de modèle, mais d’un objet déﬁni
dans l’espace de Minkowski. Le concept de S-brane regroupe divers objets
qui partagent la propriété d’être localisés dans le temps. Nous y reviendrons
à la section 3.3. La S-brane de Dirichlet [62] peut être considérée comme un
mur inﬁni qui n’existe qu’un instant et sur lequel les extrémités des cordes
ouvertes doivent s’accrocher. Nous déﬁnirons précisément cet objet à la sous-
section 2.10.3.
Nous avons, au cours de cette thèse, essayé de préciser les propriétés de
cet objet assez particulier car il constitue le plus simple exemple de géomé-
trie dépendante du temps, une fonction delta de la dépendante en temps en
quelque sorte. Nous avons rassemblé nos observations à la section 3.3. La pu-
blication [63] auxquels ces travaux ont donné lieu est reproduite en annexe
D.
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Comme nous l’avons dit au début de ce chapitre, les modèles exacts per-
mettent de suivre les étapes du formalisme perturbatif de première quanti-
ﬁcation de la corde jusqu’au calcul des amplitudes. En pratique, quelques
ajustements sont nécessaires du fait des subtilités introduites par un modèle
particulier. Ainsi dans ce mémoire, nous avons choisi de concentrer dans le
chapitre 2 sur les problèmes liés à la résolution du modèle. Nous suivons ainsi
les étapes de l’étude de la corde dans l’espace de Minkowski et nous montrons
comment elles se traduisent dans les diﬀérents modèles. Ceci nous permet
de remplir un double objectif, celui de se débarasser d’un certain nombre
de détails techniques qui risqueraient d’occulter l’exposition des phénomènes
physiques et celui de proposer une approche pédagogique où les trois modèles
étudiés au cours de cette thèse sont une source d’exemples atypiques.
Ainsi, la physique mise en jeu dans les diﬀérents modèles dépendants du
temps, ainsi que certains résultats n’ayant pas leurs places dans le chapitre
2 sont exposés au chapitre 3.
Le chapitre 4 présente les perspectives et les développements ultérieurs
des travaux réalisés au cours de cette thèse.
Enﬁn, les annexes contiennent un bref formulaire (annexe A) et les trois
articles publiés au cours de la thèse [64, 24, 63] (annexes B, C et D). Un
compte-rendu de conférence [65] a été aussi publié, il n’est cependant pas
reproduit.
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Chapitre 2
Formalisme perturbatif
Dans cette partie, nous exposons le formalisme de première quantiﬁca-
tion et nous l’illustrons avec les problèmes que nous avons rencontrés lors de
l’étude des diﬀérentes conﬁgurations dépendantes du temps. Nous commen-
çons par établir un certain nombre de notations et de conventions qui seront
utilisées dans ce qui suit.
Nous travaillerons dans un espace-temps à D dimensions, de signature
(1, d), où d est le nombre de dimension spatiale, avec les conventions habi-
tuelles de physique théorique (~ = c = 1). Le choix des signes pour la si-
gnature sera conforme à la convention utilisée en cosmologie : (−,+, . . . ,+).
Comme nous allons le préciser ci-dessous, la corde déﬁnit une surface d’uni-
vers notée Σ, paramétrée par deux coordonnées τ et σ. σ décrit un intervalle
compact, [0, π] ou [0, 2π] en général et τ parcourt R. L’interprétation de ces
paramètres est la suivante : σ désigne un point de la corde à un instant τ .
Cette corde évolue dans un espace de plongement, ou espace-cible, une variété
notéeM et qui suit les conventions données ci-dessus. Les lettres majuscules
de la ﬁn de l’alphabet, par exemple X, désigneront les coordonnées de plon-
gement de la corde, alors que les lettres minuscules de la ﬁn de l’alphabet,
par exemple x, désigneront les coordonnées de l’espace-temps. Les indices µ,
ν correspondent à des directions d’espace-temps, tandis que les indices a, b
des directions de feuille d’univers : σ0 = τ, σ1 = σ. En toute rigueur, la corde
est décrite par la courbe paramétrée suivante
xµ = Xµ(σa) (2.0.1)
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où Xµ sont les fonctions de plongements, mais nous ne ferons pas cette dis-
tinction et nous appelerons X des coordonnées. Nous désignerons indiﬀé-
remment par ⊥ ou i, l’ensemble des directions spatiales ou l’ensemble des
directions transverses au cône de lumière, déﬁni plus loin, ou l’ensemble des
directions spatiales transverses à une hypersurface de genre temps. Notons
enﬁn que ν aura un sens bien précis dans le cas d’une conﬁguration de champ
électrique ou d’orbifold de boost (voir sections 2.6.1 et 2.6.2), sans risque de
confusion possible.
2.1 Théorie du point
L’étude des systèmes ponctuels apporte une aide précieuse lorsque nous
étudions la corde. Non seulement les notions et le formalisme sont similaires,
mais l’étude du système ponctuel constitué par le centre de masse de la corde
permet, notamment dans le cas de l’espace de Misner (voir la section 3.2),
d’extraire une partie signiﬁcative des eﬀets physiques générés par la géométrie
dépendante du temps.
Nous rappelons ainsi le formalisme de ligne d’univers pour les systèmes
ponctuels, qui laisse naturellement place à un formalisme de surface d’univers
pour la corde, puis nous résumons quelques eﬀets quantiques liés à la présence
d’un champ électrique ou d’une géométrie non triviale.
2.1.1 Formalisme de ligne d’univers
Une particule relativiste (de masse non nulle m) est décrite par l’action
suivante
S = −m
∫
ds (2.1.1)
où s est l’abscisse curviligne le long de la trajectoire. Déﬁnissons celle-ci par
la paramétrisation xµ = Xµ(τ), on a alors
S = −m
∫
dτ
√
−gµν(X)∂τXµ∂τXν (2.1.2)
La forme de cette action suggère qu’on peut considérer la théorie de la par-
ticule relativiste comme une théorie des champs comportant D champs sca-
laires Xµ déﬁnis sur un espace à une dimension, la ligne d’univers. Ce point
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de vue sera particulièrement utile lorsque nous traiterons le cas de la corde.
Une propriété importante de cette action est son invariance par reparamé-
trisation de la ligne d’univers τ ′ = f(τ), ce qui caractérise la ligne d’univers
indépendamment de tout système de coordonnées. On peut dire que la théo-
rie des D champs scalaires est invariante par diﬀéomorphisme de l’espace sur
laquelle elle est déﬁnie.
Le traitement quantique de cette action, surtout lorsqu’on la généralise au
cas de la corde, est diﬃcile. On peut construire une action quadratique plus
maniable qui possède l’avantage de donner un sens au cas de la particule
de masse nulle. Cette action quadratique est obtenue en introduisant un
degré de liberté de jauge η(τ), lié à la métrique unidimensionnelle sur la
ligne d’univers (η(τ) =
√−γττ (τ)) et qui correspond justement à l’invariance
par reparamétrisation de la ligne d’univers de l’action. L’introduction d’une
notion de métrique sur la ligne d’univers peut sembler artiﬁcielle mais nous
verrons qu’elle prend tout leur sens dans le cas de la corde.
S = 1
2
∫
dτ
(
1
η
gµν(X)∂τX
µ∂τX
ν − ηm2
)
(2.1.3)
L’équation du mouvement pour η s’écrit
gµν(X)∂τX
µ∂τX
ν + η2m2 = 0 (2.1.4)
Si l’on remplace la solution pour η dans l’action (2.1.3), on retrouve l’action
initiale (2.1.2). L’action quadratique (2.1.3) est également invariante sous
les reparamétrisations de τ . Sous la transformation τ ′ = f(τ) où f est un
diﬀéomorphisme, les champs X, g et η se transforment de la façon suivante
X ′µ(τ ′) = Xµ(τ) (2.1.5a)
g′µν(X
′) = gµν(X) (2.1.5b)
η′(τ ′) =
1
∂τf(τ)
η(τ) (2.1.5c)
L’expression de l’action de X ′ et η′ est identique à l’expression (2.1.3). Il
suﬃt de choisir f telle que
∂τf(τ) = λη(t) (2.1.6)
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où λ est une constante pour que η′ soit une fonction constante. On peut ainsi
choisir1 la jauge η = 1. L’équation (2.1.4) s’écrit alors
gµν(X)∂τX
µ∂τX
ν +m2 = 0 (2.1.7)
et correspond ainsi à l’annulation du tenseur énergie-impulsion de la théo-
rie de champs à une dimension déﬁnie sur la ligne d’univers. Pour éviter les
complication inhérentes aux espaces courbes (voir sous-section 2.1.3), consi-
dérons le cas où l’espace de plongement est l’espace plat. Les équations du
mouvement, dans cette même jauge, s’écrivent
∂2τX
µ = 0 (2.1.8)
et ont pour solutions
Xµ = qµ + pµτ (2.1.9)
On voit alors que la relation (2.1.7) peut être interprétée comme une relation
de couche de masse
pµpµ +m
2 = 0 (2.1.10)
La notation pµ n’est pas le fruit du hasard puisque l’impulsion canonique πµ
conjuguée à Xµ s’écrit
πµ = gµν∂τX
ν = ∂τXµ (2.1.11)
Nous pouvons quantiﬁer le système dans le formalisme de quantiﬁcation
canonique ou dans le formalisme d’intégrale des chemins. Comme nous uti-
liserons surtout le premier dans nos calculs en théorie de cordes et que nous
utiliserons certains résultats du second, nous présentons les deux formalisme
pour un système ponctuel évoluant dans l’espace plat. La quantiﬁcation co-
variante consiste à promouvoir au rang d’opérateur Xµ et πµ et à appliquer
la prescription suivante
[. , .]P.B. −→ −i[. , .] (2.1.12)
1Nous omettons le prime à présent.
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où [. , .]P.B. désigne les crochets de Poisson2 et [. , .] les crochets de commuta-
tion. Xµ et πµ, qui classiquement vériﬁent la relation suivante,
[Xµ(τ) , Xν(τ)]P.B. = [π
µ(τ) , πν(τ)]P.B. = 0 (2.1.13a)
[Xµ(τ) , πν(τ)]P.B. = −ηµν (2.1.13b)
deviennent des opérateurs qui vériﬁent les relations de commutation suivantes
[Xµ(τ) , Xν(τ)] = [πµ(τ) , πν(τ)] = 0 (2.1.14a)
[Xµ(τ) , πν(τ)] = iηµν (2.1.14b)
On en déduit les relations de commutation que vériﬁent les modes3 qµ et pµ
[qµ , qν ] = [pµ , pν ] = 0 (2.1.15a)
[qµ , pν ] = iηµν (2.1.15b)
Les états quantiques physiques |phys〉 doivent vériﬁer la condition de couche
de masse (2.1.10)
(pµpµ +m
2)|phys〉 = 0 (2.1.16)
Dans la représentation q, l’opérateur pµ s’écrit −i∂/∂xµ et cette condition
devient l’équation de Klein-Gordon pour la fonction d’onde φ(q) associée à
l’état |phys〉. Nous verrons à la section 2.9 comment nous devons adapter ce
formalisme au cas de la corde.
L’évolution dans le formalisme d’intégrale des chemins est décrite par le
propagateur entre deux points de coordonnées xµ et x′µ. Nous nous plaçons
dans l’espace plat et nous supposons que
Xµ(τ0) = x
µ , Xµ(τ1) = x
′µ (2.1.17)
L’intégrale des chemins s’écrit alors
P (x, x′) = N
∫
[Dη][DX] exp
[
i
2
∫ τ1
τ0
dτ
(
1
η
∂τX
µ∂τXµ − ηm2
)]
(2.1.18)
2Nous réservons la notation {. , .} pour les crochets d’anticommutation, en dépit de la
notation couramment utilisée pour le crochet de Poisson.
3Nous ne distingons pas au niveau de la notation les quantités classiques des opérateurs
quantiques correspondants.
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où DX représente
∏
µ=0...D−1DX
µ, [Df ] représente le produit inﬁni formel
des intégrations sur f(τ),
∏
τ∈[τ0,τ1] d[f(τ)] et où N est une constante de
normalisation. L’intégration inclut les degrés de liberté de jauge, qu’il faut
éliminer. Nous ﬁxons la jauge en introduisant une fonction δ normalisée à 1
1 =
∫
[Df ]∆F.P.(η
f)δ(ηf − 1) (2.1.19)
où ηf(f(τ)) = η(τ)/∂τf(τ) est une simple réécriture de (2.1.5c). De même
nous nommons Xf l’image de X sous une transformation de jauge (ici une
simple reparamétrisation, voir (2.1.5a)). Nous obtenons alors
P (x, x′) = N
∫
[Dη][DX][Df ]
∆F.P.(η
f)δ(ηf − 1) exp
[
i
2
∫ τ1
τ0
dτ
(
1
η
∂τX · ∂τX − ηm2
)]
(2.1.20)
Comme l’action et la mesure [Dη][DX] sont invariantes sous transformation
de jauge, nous pouvons remplacer η et X par ηf et Xf , à condition de traiter
précisément les bornes d’intégration de l’action,
P (x, x′) = N
∫
[Df ][Dηf ][DXf ] ∆F.P.(η
f)δ(ηf − 1)
exp
[
i
2
∫ f(τ1)
f(τ0)
dτ ′
(
1
ηf (τ ′)
∂τ ′X
f(τ ′) · ∂τ ′Xf(τ ′)− ηf(τ ′)m2
)]
(2.1.21)
Nous avons noté τ ′ la variable d’intégration pour insister sur le fait que
l’invariance sous transformation de jauge nécessite un changement de variable
dont l’eﬀet est loin d’être négligeable.
Enﬁn, nous renommons les variables d’intégration ηf et Xf en ρ et Y ,
ce qui montre qu’en fait, rien ne dépend de f dans l’intégrand de l’intégrale
des chemins, sauf les bornes de l’intégrale de l’action. Nous pouvons intégrer
sur f(τ) pour τ ∈]τ0, τ1[, ce qui donne un terme inﬁni, car c’est le volume
du groupe de jauge. Nous déﬁnissons N comme l’inverse de ce volume pour
éliminer cet inﬁni et ne garder ainsi que la partie pertinente de l’intégrale des
chemins. L’intégration sur f(τ0) et f(τ1) est plus subtile. Pour comprendre
le sens physique de ces paramètres restants, nous intégrons sur ρ, ce qui ﬁxe
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la jauge à 1, c’est-à-dire ηf(τ ′) = 1 avant qu’on ne renomme les variables
d’intégration. Alors, d’après la relation (2.1.5c), f ′(τ) = η(τ) ou encore
f(τ) =
∫ τ
τ0
η(τ˜)dτ˜ + c (2.1.22)
À ce stade l’intégrale des chemins a pour expression
P (x, x′) =
∫
df(τ0)df(τ1)[DY ] ∆F.P.(1) exp
(
i
2
∫ f(τ1)
f(τ0)
dτ ∂τY (τ) · ∂τY (τ)−m2
)
(2.1.23)
La borne inférieure de l’action, f(τ0) = c, correspond à un choix d’origine
sur la ligne d’univers. On peut interpréter ceci comme les transformations
f(τ) = τ + c qui laissent la jauge η = 1 invariante. De manière générale,
il s’agit de degrés de liberté correspondant à des symétries non ﬁxées par le
choix de jauge et qui forme un groupe de symétries résiduelles. Dans notre cas
nous pouvons éliminer cette symétrie résiduelle. Nous nous ramenons à une
borne inférieure égale à 0 par une transformation τ ′ = τ−f(τ0) et, en utilisant
le fait que la mesure [DY ] est invariante sous cette transformation, nous
faisons la même manipulation que précédemment en renommant la variable
d’intégration Y ′ en X. On peut alors intégrer sur f(τ0), ce qui produit à
nouveau un facteur inﬁni, absorbé dans N .
La borne supérieure de l’action est alors égale à f(τ1) − f(τ0) (mais ne
dépend plus de f(τ0)), c’est-à-dire à
∫ τ
τ0
η(τ˜)dτ˜ , qui correspond à la longueur
invariante des chemins l = ‖x′ − x‖, comme le suggère l’interprétation de η
comme une métrique de ligne d’univers. Ce paramètre, qui ne peut pas être
éliminé, correspond de manière générale à un degré de liberté de jauge qui
n’est pas contraint par les symétries. Il s’agit d’un exemple de paramètre de
Teichmüller ou module.
Ces deux types de degrés de liberté résiduels correspondent à la légère
diﬀérence entre les symétries globale et les symétries locales sous lesquelles
l’action est invariante.
Il reste un facteur dont nous n’avons pas parlé, le déterminant de Fadeev-
Popov ∆F.P.(1). Il correspond à la mesure d’intégration de la transformation
f dans (2.1.19). Dans notre cas il est égal à 1, mais en général, il contribue
de façon importante à l’intégrale des chemins. Il est mis sous la forme d’une
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contribution à l’action en terme de champs appelés fantômes car ils ne vé-
riﬁent pas le théorème spin-statistique en théorie quantique des champs. En
pratique, leur contribution élimine les degrés de liberté dont la propagation
n’est pas physique. Dans nos calculs, y compris lorsque nous nous exposerons
le formalisme de la corde, cette contribution sera toujours incluse de manière
implicite.
Finalement, l’intégrale des chemins s’écrit
P (x, x′) =
∫ ∞
0
dl
∫
[DX] exp
(
i
2
∫ l
0
dτ ∂τX(τ) · ∂τX(τ)−m2
)
(2.1.24)
ce qui donne le résultat habituel4.
Nous reviendrons sur la construction des amplitudes, sur la procédure qui
permet de ﬁxer la jauge et sur les paramètres résiduels en théorie des cordes
dans la section 2.12.
Couplage au champ électromagnétique
En guise d’introduction à la conﬁguration de corde couplée à des champs
électromgnétiques, nous allons exposer comment le couplage entre une parti-
cule ponctuelle et un champ électromagnétique s’écrit dans le formalisme de
la ligne d’univers. Le champ électromagnétique Fµν est déﬁni à partir d’un
potentiel Aµ. À l’action (2.1.3), nous ajoutons le terme Sem dont l’expression
est la suivante
Sem =
∫
dτAµ(X)∂τX
µ (2.1.25)
et qui modiﬁe les équations du mouvement (2.1.8) de Xµ comme nous nous
y attendions
∂2τX
µ = Fµν∂τX
ν (2.1.26)
Nous avons inclus la charge e de la particule dans la déﬁnition du potentiel
Aµ. Nous verrons que dans le cas de la corde (sous-section 2.6.2), le couplage
au champ électromagnétique se fait de la même façon, où chaque extrémité
de la corde constitue un système ponctuel.
4Un dernier changement de variable τ ′ = τ/l et un prolongement en temps euclidien
τ ′′ = −iτ ′ permettent de retrouver l’expression correspondante (3.1.19) dans le cours [77],
qui expose le calcul détaillé et le résultat (équations (3.1.29) et (3.1.31) de ce même cours).
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2.1.2 Création de paires dans un champ électrique constant
et uniforme : méthode du temps propre de Schwin-
ger
La création de paires dans un champ électrique est un eﬀet décrit dans le
formalisme de la théorie quantique des champs, c’est-à-dire pour un système
comportant une inﬁnité de degrés de liberté. Ce phénomène est caractérisé
par l’amplitude de probabilité pour que, dans l’état de vide de particules
avec un champ électrique non nul, aucune paire ne soit émise. Notons que
la probabilité d’émission de paries peut être interprétée comme la partie
imaginaire de l’énergie de cet état de vide. Ce que nous allons présenter
n’a donc pas de lien direct avec le formalisme décrivant une particule libre,
éventuellement couplée à un champ électromagnétique.
Le formalisme de quantiﬁcation de la corde est lui aussi un formalisme
à nombre ﬁni de degré de liberté et nous pouvons nous demander comment
intervient une telle quantité. Lorsque nous parlons pour la corde de for-
malisme de première quantiﬁcation (nombre ﬁni de degrés de liberté), nous
considérons que l’entité fondamentale est la corde. Cependant, comme nous
le verrons dès la sous-section 2.9.3, le spectre de la corde comporte une inﬁ-
nité d’états qui peuvent être interprétés comme autant de particules. Lorsque
nous évoquerons l’eﬀet de production de paires en théorie des cordes et que
nous en calculerons le taux à partir de l’énergie du vide de la théorie de la
corde, nous ferons donc référence, souvent implicitement, à la production de
paires d’états de cordes. La ressemblance formelle entre les modes d’excita-
tion de la corde5 et les modes d’excitation d’un champ explique pourquoi le
résultat en théorie de cordes ouvertes [66] par exemple est très semblable au
résultat de Schwinger [67]
Le calcul de production de paires de cordes quant-à lui nécessiterait une
théorie de champ de cordes, dont la déﬁnition complète n’est pas encore
achevée6. Notons également qu’en théorie des cordes, l’eﬀet de production de
5Nous verrons que le formalisme de feuille d’univers définit une théorie de D champs
scalaires Xµ sur la feuille d’univers.
6La théorie de champ de cordes ouvertes a trouvé une définition cohérente, mais il reste
encore difficile de construire une théorie de champ de cordes fermées satisfaisante.
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paires d’états n’est pas forcément associé à la présence d’un champ électrique,
mais nous nous servirons à plusieurs reprises de l’analogie avec un champ
d’électron-positron couplé à un champ électrique.
Nous allons donc résumer la méthode de temps propre introduite par
Schwinger [67] et le calcul exposé dans [68], section 4-3. L’amplitude de pro-
babilité S0 pour qu’aucune paire d’électron-positron ne soit émise dans le
vide peut être mise sous la forme suivante
lnS0 = tr ln
(
/p− e/A(X)−m+ iǫ
/p−m+ iǫ
)
(2.1.27)
où tr comprend une trace sur les états de spins et une intégrale sur la position
x, valeur propre de X. Le taux de désintégration w est déﬁni à partir de S0
de la façon suivante
|S0|2 = exp
(
−
∫
d4xw(x)
)
(2.1.28)
Une déﬁnition équivalente, que nous utiliserons à la section 3.3, relie w à la
fonction de partition du vide F∫
d4xw(x) = −2 ImF (2.1.29)
De façon réductrice, nous pouvons dire que la méthode de temps propre
se résume à la représentation suivante du logarithme d’un quotient
ln
a
b
=
∫ ∞
0
ds
s
(eis(b+iǫ) − eis(a+iǫ)) (2.1.30)
où la limite ǫ→ 0 est sous-entendue.
De manière générale, la méthode de temps propre est une représentation
du propagateur de Feynman GF . De manière formelle, le propagateur de
Feynman est l’inverse de l’opérateur cinétique écrit, pour un champ scalaire
chargé par exemple, sous la forme ∆ = δ(D)(x − y) (−DµDµ +m2 − iǫ) où
Dµ est la dérivée covariante. On peut calculer
GF = −∆−1 = −i
∫ ∞
0
dτ ei∆τ (2.1.31)
GF s’écrit comme l’opérateur d’évolution d’un système dont l’hamiltonien
est ∆. La méthode de Schwinger permet de formuler cela d’une manière plus
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rigoureuse, en déﬁnissant le noyau K(x, y; τ) = 〈x|ei∆τ |y〉. Ce noyau vériﬁe
l’équation de Schrödinger suivante
−i∂τK(x, y; τ) = (DµDµ −m2)K(x, y; τ) (2.1.32)
avec pour condition initiale
K(x, y; 0+) = δ(D)(x− y) (2.1.33)
Le propagateur de Feynman s’écrit alors
GF (x, y) =
∫ ∞
0
dτ K(x, y; τ) (2.1.34)
Nous pouvons faire le lien avec l’intégrale des chemins dans le formalisme de
ligne d’univers : GF est le propagateur (2.1.24) et K l’intégrand de l’intégrale
sur l, à condition de renommer l en τ et la variable d’intégration τ en τ˜ .
Revenons au calcul de la probabilité w de créer des paires par unité de
volume et de temps. La représentation en temps propre de Schwinger per-
met de mener un calcul non perturbatif en E, intensité du champ électrique
constant et uniforme. Le résultat ne dépend ﬁnalement pas de x
w =
αE2
π2
∞∑
n=1
1
n2
exp
(
−nπm
2
|eE|
)
(2.1.35)
où e est la charge de l’électron, m sa masse, et α la constante de structure
ﬁne α = e
2
4π~c
.
2.1.3 Notions de théorie des champs dans les espaces-
temps courbes
Comme nous l’avons évoqué à la sous-section précédente et comme nous
l’expliquerons en détail dans les sections suivantes, la théorie des cordes peut
être considérée comme une théorie de champs et si l’espace de plongement
n’est pas plat, nous devons tenir compte des eﬀets de la géométrie sur la
quantiﬁcation des champs Xµ. Comme dans le cas de production de paires
dans un champ électrique, il s’agit d’une étude semi-classique, c’est-à-dire
que nous décrirons les eﬀets provoqués par une conﬁguration classique du
champ gravitationnel sur un champ quantique, en nous inspirant du traite-
ment exposé dans l’ouvrage [69].
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Géométrie dépendante du temps, transformation de Bogolioubov
et production de particules
L’action d’un champ scalaire φ(x) de masse m dans un espace courbe
doté d’une métrique gµν(x) s’écrit
S = 1
2
∫
dDx
√
−g(x) [gµν(x)∂µφ(x)∂νφ(x)− (ξR(x) +m2) φ2(x)] (2.1.36)
où ξ est un facteur numérique, R le scalaire de Ricci et g le déterminant de
la métrique. L’équation du mouvement vériﬁée par φ est
[
2 +m2 + ξR(x)
]
φ(x) = 0 (2.1.37)
où 2φ = gµν∇µ∇νφ = √−g ∂µ [√−g gµν∂νφ]. Nous pouvons distinguer deux
cas particuliers
– le couplage minimal ξ = 0
– le couplage conforme ξ = D−2
4(D−1) , ainsi nommé car les équations du
mouvement (2.1.37) sont invariantes sous une transformation conforme
g′µν(x) = Ω
2(x)gµν(x), à condition que le champ φ se transforme de la
façon suivante φ′(x) = Ω(2−D)/2(x)φ(x).
Si nous supposons que l’espace-temps est globalement hyperbolique, c’est-
à-dire qu’il admet une foliation R × Σ où Σ est une hypersurface de genre
espace et R représente l’axe d’une coordonnée temporelle x0, nous pouvons
généraliser le produit scalaire
(φ, ψ) = −i
∫
Σ
dΣ
√
gΣ(x)n
µ φ(x)
↔
∂µψ(x) (2.1.38)
où nµ est un vecteur unitaire dirigé vers les x0 croissants (le futur) et ortho-
gonal à Σ. De même que dans l’espace plat, nous pouvons trouver une base
orthonormal de solutions up(x) de (2.1.37) qui vériﬁent ainsi
(up, uq) = δpq , (u
∗
p, u
∗
q) = −δpq , (up, u∗q) = 0 (2.1.39)
Les indices p et q représentent l’ensemble des quantités qui distinguent les
solutions. Le champ φ peut alors être développé selon ces modes up(x)
φ(x) =
∑
p
apup(x) + a
†
pu
∗
p(x) (2.1.40)
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et quantiﬁé en imposant les relations de commutations suivantes
[ap, a
†
p′] = δpp′ (2.1.41)
Nous pouvons alors construire à partir de là un état du vide |0〉u, un espace
de Fock et déﬁnir les mêmes quantités que dans l’espace plat. Cependant,
l’analogie s’arrête ici. En eﬀet, dans l’espace de Minkowski, le système de
coordonnées cartésien (t, x, y, z) tient une place particulière, liée au groupe de
Poincaré sous l’action duquel la métrique plate est invariante. À ce système de
coordonnées correspond un ensemble de solutions, les ondes planes ei~k·~x−iωt,
qu’il est facile de diviser en solutions de fréquence positive ω > 0 et solutions
de fréquence négative ω < 0. Ces diverses déﬁnitions sont absolues, c’est-à-
dire valable dans tous l’espace plat, quel que soit l’observateur inertiel.
Par contre, dans un espace courbe (ou de manière équivalente, pour un
observateur non inertiel), il n’existe aucun système de coordonnées privilégié.
Même si l’espace admet un groupe de symétrie, singulariser un système de
coordonnées n’a pas de sens en relativité générale. Ainsi, une autre décom-
position du champ φ en terme de modes bq est tout aussi valable
φ(x) =
∑
q
bqvq(x) + b
†
qv
∗
q (x) (2.1.42)
Nous déﬁnissons alors un nouveau vide |0〉v, qui vériﬁe bq|0〉v = 0 pour tout
q, et un nouvel espace de Fock. Comme les deux ensembles de solutions sont
des bases de l’espace des solutions, il existe une transformation linéaire qui
les relient. Cette transformation est appelée transformation de Bogolioubov.
Elle s’écrit
vq =
∑
r
αqrur + βqru
∗
r (2.1.43)
ou encore, pour les modes,
bq =
∑
r
α∗qrar − β∗qra†r (2.1.44)
Les coeﬃcients α et β peuvent être calculés à partir des formules suivantes
αqr = (vq, ur) , βqr = −(vq, u∗r) (2.1.45)
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et vériﬁent les propriétés suivantes
∑
r
(αprα
∗
qr − βprβ∗qr) = δpq (2.1.46a)∑
r
(αprβ
∗
qr − βprα∗qr) = 0 (2.1.46b)
Cette ambiguité dans le développement du champ φ se traduit physiquement
par un phénomène de production de particules. En eﬀet la valeur moyenne
dans le vide |0〉v de l’opérateur Np = a†pap pour le nombre de particules dans
le mode up vaut
v〈0|Np|0〉v =
∑
q
|βqp|2 (2.1.47)
Nous voyons que cette production de particules est générique : elle apparaît
dès qu’un coeﬃcient β est non nul. Si nous considérons cette production, non
comme un eﬀet d’une géométrie dépendante du temps, mais comme un choix
de référentiel (intertiel ou non), la situation où un observateur mesure la pré-
sence de particules alors qu’un autre ne mesurera rien est tout à fait générale.
Le concept de particule en relativité générale est donc assez problématique,
puisqu’il est lié à l’observateur, au choix particulier d’une décomposition en
modes, ou encore d’un système de coordonnées. En eﬀet, la réponse d’un dé-
tecteur de particule lié à un observateur particulier, donnée par l’opérateur
N = a†a, dépend de la décomposition en modes du champ φ et donc de la
base de solution qui correspond à cet observateur (adaptée par exemple à sa
ligne d’univers). Les modes sont déﬁnis sur l’espace-temps complet, ou du
moins sur un large domaine de celui-ci, ce qui explique pourquoi le concept
de particule est global et ne peut servir de sonde ﬁable de l’état quantique du
champ φ. Pour cela, il faut déﬁnir des grandeurs locales, par exemple la va-
leur moyenne du tenseur énergie-impulsion 〈φ|Tµν(x)|φ〉. Nous ne n’entrerons
pas plus dans les détails.
En eﬀet, les conﬁgurations que nous avons étudié en théorie des cordes
(voir section 3.2) correspondent à des espace-temps asymptotiquement plat,
où nous pouvons donner un sens physique plus précis à la notion de particule.
À l’inﬁni passé et futur, l’espace est plat et nous pouvons choisir le vide
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commun à tous les observateurs inertiels7, dans lequel la notion de particule
est correctement déﬁnie. Nous déﬁnissons ainsi un vide in, correspondant au
vide de l’espace plat dans l’inﬁni passé, et un vide out correspondant au vide
de l’espace plat dans l’inﬁni futur. La décomposition du champ φ s’écrit ainsi
φ(x) =
∑
p
ainp u
in
p (x) + a
in
p
†
(uinp )
∗(x) (2.1.48a)
φ(x) =
∑
p
aoutp u
out
p (x) + a
out
p
†
(uoutp )
∗(x) (2.1.48b)
où
uinp (x) ∝ e−iωinx
0
x0 → −∞ (2.1.49a)
uoutp (x) ∝ e−iωoutx
0
x0 → +∞ (2.1.49b)
(2.1.49c)
Les modes in et out sont reliés par une transformation de Bogolioubov, qui
encode la production de particules entre l’inﬁni passé et l’inﬁni futur. Ainsi,
si nous partons d’un état de vide à l’inﬁni passé, nous obtenons un état
contenant généralement des particules à l’inﬁni futur et ces particules ont
été produites par la géométrie intermédiaire.
Notons que cette conﬁguration d’espace-temps asymptotiquement plat
permet de traiter plusieurs problèmes intéressants, comme la radiation Haw-
king des trous noirs ou la production de particules provoquée par l’expansion
cosmologique.
Vide adiabatique et vide conforme
Dans ce dernier cas de l’expansion cosmologique, l’espace-temps ne com-
porte pas forcément de régions statiques in et out. Si l’on choisit une base
de solutions, le vide et les états de Fock correspondants n’ont pas en général
de signiﬁcation physique directe. Cependant, il existe dans ces géométries
7Ce vide est l’un des vides qu’il est possible de définir dans l’espace de Minkowski,
mais c’est le seul qui soit commun à tous les observateur inertiels. Il suffit en fait que
l’espace asymptotique admette un vide privilégié et une définition naturelle des états de
particules, sans être forcément plat, mais nous n’aurons pas besoin de ce raffinement pour
notre étude.
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une classe d’observateurs privilégiés, ceux liés aux référentiels comobiles. La
notion d’observateur comobile est celle qui se rapproche le plus de la notion
d’observateur inertiel dans l’espace de Minkowski. C’est pourquoi nous nous
attendons à ce que la notion de particule ait un sens pour ces observateurs.
Deux approches permettent alors de résoudre ce problème.
La première consiste à considérer le cas où l’expansion est très faible. Dans
la limite où l’expansion est nulle, nous retrouvons l’espace plat, où le concept
de particule est bien déﬁni. Nous nous attendons alors à ce qu’il soit possible
de déﬁnir le concept de particule de manière approché lorsque l’expansion (ou
de manière générale la variation de la géométrie) est très petite. Pour cela,
nous construisons une base de solutions qui minimise la production totale de
particule. Précisons un peu cette construction dans le cas d’une géométrie de
Robertson-Walker à section spatiale plate avec un champ scalaire qui a un
couplage gravitationnel conforme. La métrique s’écrit
ds2 = dt2 − a2(t)d(xi)2 (2.1.50)
où xi représente indiﬀéremment l’ensemble des directions spatiales et le vec-
teur correspondant. En déﬁnissant un temps conforme η de la façon suivante
t =
∫ η
a(η˜)dη˜ (2.1.51)
on peut mettre la métrique sous la forme
ds2 = C(η)(dη2 − d(xi)2) (2.1.52)
avec C(η) = a2(η). Les solutions des équations du mouvement s’écrivent
uki = (2π)
(1−D)/2C(2−D)/4(η) eik
ixiξk(η) (2.1.53)
où k = ‖ki‖. ξk vériﬁe l’équation suivante
∂2ηξk + ω
2
kξk = 0 (2.1.54)
avec ωk = k2 + C(η)m2. L’approximation adiabatique consiste à négliger
les variations de la solution formelle de type WKB (généralisation de l’onde
plane) donnée par l’expression suivante
ξk = (2Wk)
− 1
2 exp
(
−i
∫ η
Wk(η˜)dη˜
)
(2.1.55)
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où Wk satisfait l’équation non linéaire suivante
W 2k = ω
2
k −
1
2
(
W¨k
Wk
− 3
2
W˙ 2k
W 2k
)
(2.1.56)
La borne inférieure de l’intégrale, non spéciﬁée, correspond à un facteur de
phase arbitraire. Sans entrer plus dans les détails, mentionnons qu’on peut
mener un développement lorsque T → ∞, où T est un paramètre de faible
variation introduit en remplaçant η par η′ = η/T . Ainsi, quelle que soit la
fonction C(η), C(η′) et toutes ses dérivées varient inﬁniment peu dans la
limite T → ∞. Dans ce développement, le terme en T−n est appelé terme
d’ordre adiabatique n. À partir de l’approximation d’ordre zéro, W (0)k = ωk,
nous voyons que l’ordre adiabatique n correspond au nombre de dérivées de
C dans l’expression de W (n)k . Nous pouvons écrire en général la relation entre
les solutions exactes et les solutions approchées u(n)k , obtenues à partir la
solution d’ordre adiabatique n ξ(n)k
uk(η) = α
(n)
k (η) u
(n)
k (η) + β
(n)
k (η) u
(n)
k
∗
(η) (2.1.57)
α
(n)
k (η) et β
(n)
k (η) sont des constantes à l’ordre n, car u
(n)
k est solution de
l’équation du mouvement à ce même ordre.
Nous pouvons à présent construire le vide adiabatique. Partons d’un en-
semble de solutions u(n)k à l’ordre adiabatique n. Nous choisissons ensuite un
instant η0 quelconque et nous posons
α
(n)
k (η0) = 1 +O(T−(n+1)) (2.1.58a)
β
(n)
k (η0) = 0 +O(T−(n+1)) (2.1.58b)
Nous construisons ensuite uk à partir des solutions approchées. Tout d’abord,
nous déﬁnissons uk par (2.1.57). Ainsi uk est pour l’instant déﬁni seulement en
η0. Nous déterminons alors α et β pour tout η de façon à ce que les uk forment
une base de solutions exactes de l’équation du mouvement. Ces solutions
sont appelées modes adiabatiques de fréquence positive. Nous insistons une
nouvelle fois sur le fait qu’il s’agit de solutions exactes. Nous pouvons alors
tout à fait construire le vide |0〉ad. correspondant. Ce vide constitue une
approximation adiabatique au vide in des régions statiques et est appelé
naturellement vide adiabatique.
À ce stade nous pouvons faire deux remarques
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– Nous pouvons déﬁnir une inﬁnité de vide adiabatique pour un ordre
n ﬁxé. En eﬀet, à chaque choix de la valeur η0 correspondra un vide
adiabatique a priori diﬀérent des autres.
– Bien qu’un vide adiabatique soit moins précis qu’un vide in ou out, sa
représentation des particules physiques (mesurées par des détecteurs
de particules dans un référentiel comobile) est la meilleure disponible
si l’espace-temps n’a pas de régions in et out.
La seconde approche au problème de la déﬁnition du concept de particules
consiste à exploiter les symmétries éventuellement présentes et sélectionner
ainsi une base de solutions et des états de particules de manière canonique.
Nous nous concentrerons sur le cas d’un champ φ, invariant sous les transfor-
mations conformes qui se propagent dans un espace conformément plat, ce
qui correspond aux conﬁgurations que nous étudierons en théorie des cordes.
La métrique peut s’écrire sous la forme suivante
gµν = Ω
2(x)ηµν (2.1.59)
Comme nous avons supposé que le champ était invariant sous les transforma-
tions conformes (ce qui suppose qu’il soit de masse nulle), on peut se ramener
par une transformation conforme qui change φ en φ′ à l’équation du mou-
vement dans l’espace plat pour φ′. Le champ φ se décompose alors sur une
base de solutions d’onde plane modulo un facteur conforme
φ(x) = Ω(2−D)/2(x)
∑
k
(
aku
0
k(x) + a
†
k(u
0
k)
∗(x)
)
(2.1.60)
où u0k est proportionnel à e
−ik·x. Le vide associé à ces modes est appelé vide
conforme.
Notons que même un détecteur de particules comobile enregistrera en
général la présence de particules dans le vide conforme. Par contre, si un
champ est à un instant donné dans l’état de vide conforme, il le restera à tous
les temps et il n’y aura pas de production de particules. Ceci est interprété de
la façon suivante dans une conﬁguration où l’expansion cosmologique cesse
de façon douce.
Un détecteur mis en marche après l’expansion n’enregistrera aucune parti-
cule. L’éventuelle réponse d’un détecteur mis en marche pendant l’expansion
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n’est alors pas pertinente : elle est l’artefact de la disparition du sens intuitif
du concept de particules dans les régions de courbure non nulle.
Nous rencontrerons ces problèmes liés aux espaces courbes dans notre
étude de l’espace de Misner en théorie des cordes que nous exposons dans la
section 3.2. Les modes zéros de la corde twistée8 sont décrits par la théorie
quantique de la particule chargée dans l’espace de Rindler, mais nous n’en
exposerons pas les détails. Nous nous bornerons à citer les résultats utiles
dans la section 3.2. Un traitement complet est donné dans [70].
2.2 Cordes et action sur la feuille d’univers
De la même façon que le mouvement classique d’une particule ponctuelle
est décrit par une action proportionnelle à la longueur de la ligne d’univers,
le mouvement classique d’une corde est décrit par une action proportionnelle
à la surface de la ligne d’univers. Cette action est appelée action de Nambu-
Goto
SNG = − 1
2πα′
∫
dτdσ
√
− det hab (2.2.1)
où hab est la métrique induite sur la surface d’univers par le plongement dans
l’espace-cible
hab = ∂aX
µ∂bXµ (2.2.2)
et 1
2πα′
aussi noté T est la tension de la corde. α′ est appelée la pente de
Regge, allusion à la tentative de décrire des séries de résonance en physique
des particules par des modèles de cordes appelés modèles duaux. Comme pour
la particule ponctuelle, on peut obtenir une action quadratique, l’action de
Polyakov 9, en introduisant une métrique γ sur la feuille d’univers
SP = − 1
4πα′
∫
dτdσ
√−γ γab∂aXµ∂bXµ (2.2.3)
Cette action est invariante sous les symétries suivantes
8Nous conservons le terme anglais. Il est défini à la sous-section 2.6.1.
9Polyakov a développé le formalisme d’intégrale des chemins correspondant à cette
action, mais elle a été trouvé par Brink, di Vecchia, Howe, Deser et Zumino.
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– invariance de Poincaré
X ′µ(τ, σ) = ΛµνX
ν(τ, σ) + aµ (2.2.4a)
γ′ab(τ, σ) = γab(τ, σ) (2.2.4b)
– invariance par diﬀéomorphisme de la feuille d’univers
X ′µ(τ ′, σ′) = Xµ(τ, σ) (2.2.5a)
σ′c
σa
σ′d
σb
γ′cd(τ
′, σ′) = γab(τ, σ) (2.2.5b)
– invariance de Weyl de la feuille d’univers
X ′µ(τ, σ) = Xµ(τ, σ) (2.2.6a)
γ′ab(τ, σ) = e
2ω(τ,σ)γab(τ, σ) (2.2.6b)
pour ω(τ, σ) arbitraire
L’action de Nambu-Goto possède les deux premières symétries mais pas
la troisième. Cette troisième symétrie provient du fait que deux métriques
de feuille d’univers image l’une de l’autre par une transformation de Weyl
déﬁnissent le même plongement dans l’espace-cible.
Nous pouvons considérer l’action (2.2.3) comme déﬁnissant une théorie de
D champs scalaires déﬁnis sur un espace courbe à deux dimensions. L’inva-
riance sous les symétries permet de se ramener à une métrique plate γab = ηab.
C’est la jauge unitaires. La symétrie de Weyl correspond à la possibilité de
se ramener à une jauge dite conforme γab(σ) = e2w(σ)ηab pour laquelle le ten-
seur de Riemann Rabcd de la feuille d’univers est nul. Comme nous le verrons
plus en détail dans la sous-section 2.8.210, une fois que la jauge unitaire pour
la métrique a été choisie, il reste une symétrie résiduelle sous laquelle l’ac-
tion est invariante : la symétrie conforme (en toute rigueur, il faut prolonger
analytiquement la coordonnées de temps propre τ pour se ramener à une
surface euclidienne). La théorie déﬁnie sur la feuille d’univers est ainsi une
théorie conforme des champs, ce qui permet d’utiliser toute la puissance du
formalisme associé (voir section 2.8).
10Ce point est lié à l’identification de symétries et paramètres résiduels, que nous avons
expliqué à la sous-section 2.1.1 dans le cas de la particule ponctuelle et que nous exposerons
brièvement dans le cas de la corde à la sous-section 2.12.2.
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D’autre part, la procédure de Fadeev-Popov qui permet de ﬁxer la jauge
introduit des champs de fantômes et la quantiﬁcation rigoureuse de l’action
complète (matière et fantômes) nécessite d’introduire la symétrie de Bec-
chi, Rouet, Stora et Tyutin (BRST) et la quantication BRST associée. Nous
n’exposerons cependant pas ce formalisme et nous nous restreindrons au for-
malisme plus simple dit d’ancienne quantification covariante, qui introduit
des règles a priori arbitraires mais justiﬁées par le formalisme complet et qui
suﬃt à saisir les problèmes que nous nous sommes posés.
Jusqu’à la section 2.8 nous supposerons la métrique de la feuille d’univers
ﬁxée par choix de jauge à la métrique plate γab = ηab. Nous allons voir que
cela simpliﬁe l’action (2.2.3). Nous introduisons les coordonnées du cône de
lumière sur la feuille d’univers
σ± = σ ± τ (2.2.7)
La métrique a alors pour composantes
η++ = η−− = 0 , η+− = η−+ =
1
2
(2.2.8)
et on déﬁnit
∂± =
1
2
(∂σ ± ∂τ ) (2.2.9)
L’action (2.2.3) s’écrit alors
SP = − 1
2πα′
∫
d2σ ∂+X
µ∂−Xµ (2.2.10)
où d2σ = dσ−dσ+ = 2dτdσ.
2.3 Supercordes : action supersymétrique
Nous introduisons dès maintenant la version supersymétrique de la théorie
des cordes. En eﬀet, cela permet de déﬁnir des théories ne comportant pas
de tachyons, particules de masse carré négative, comme nous le verrons à la
section 2.9.9. Nous distinguons ainsi la corde bosonique, ainsi nommée car
elle ne décrit que des degrés de liberté bosoniques de la supercorde ou corde
supersymétrique. Par souci de simplicité, nous nous restreindrons souvent
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à la théorie de la corde bosonique, l’extension à la théorie supersymétrique
étant sous-entendue. Ce n’est que pour la conﬁguration de la S-brane (voir
section 3.3) dans l’espace de Minkowski que nous utiliserons explicitement
le formalisme supersymétrique. Nous allons, conjointement aux diﬀérentes
conﬁgurations de la corde bosonique, exposer successivement les élements
du formalisme de la supercorde en supposant toujours que l’espace-cible est
l’espace de Minkowski.
Il existe deux manières d’introduire la supersymétrie en théorie des cordes.
Ou bien nous construisons une supersymétrie sur la feuille d’univers, c’est
le formalisme de Ramond-Neveu-Schwarz (RNS), ou bien nous construisons
une supersymétrie dans l’espace-cible, c’est le formalisme de Green-Schwarz
(GS). Nous n’avons utilisé que le premier, c’est pourquoi nous ne décrirons
que celui-ci et nous sous-entendrons dans des expressions comme « l’action
supersymétrique » qu’il s’agit de l’objet dans le formalisme RNS. Nous invi-
tons le lecteur à se reporter par exemple à [1, 2] pour une exposition détaillée
du formalisme GS par leurs auteurs.
Nous ne détaillons pas comment ﬁxer la jauge. Après cette opération,
l’action supersymétrique s’écrit11
SsP = − 1
4πα′
∫
dτdσ
(
ηab∂aX
µ∂bXµ − iψ¯µρa∂aψµ
)
(2.3.1)
où ψ est un spineur de Majorana12 sur la feuille d’univers et les matrices
ρ0 =
(
0 −i
i 0
)
, ρ1 =
(
0 i
i 0
)
(2.3.2)
fournissent une représentation de l’algèbre de Cliﬀord à deux dimensions.
Dans cette base, le spineur ψ a pour composantes
ψµ =
(
ψµ−
ψµ+
)
(2.3.3)
11Les conventions correspondent à [1].
12Nous supposons que nous sommes dans un espace-cible à dix dimensions où un spineur
peut être à la fois de Majorana et de Weyl. Nous verrons à la sous-section 2.8.6 que cette
hypothèse est a posteriori justifiée.
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L’action (2.3.1) est invariante sous la transformation de supersymétrie sui-
vante, écrite sous forme inﬁnitésimale,
δXµ = −ǫ¯ψµ , δψµ = iρa∂aXµǫ (2.3.4)
où ǫ est un spineur de Majorana constant.
Comme pour l’action bosonique (2.2.3), on peut mettre cette action sous
une forme plus simple en introduisant les coordonnées du cône de lumière σ±
sur la feuille d’univers et utilisant les composantes ψ±
SsP = − 1
2πα′
∫
d2σ
(
∂−Xµ∂+Xµ − i
2
ψµ−∂+ψ−,µ +
i
2
ψµ+∂−ψ+, µ
)
(2.3.5)
2.4 Équations du mouvement
2.4.1 Pour la corde bosonique
L’équation du mouvement pour la métrique γab impose l’annulation du
tenseur énergie-impulsion13 associé à la théorie des champs déﬁnie sur la
feuille d’univers, ce qui, dans la jauge unitaire, s’écrit
Tab = − 1
α′
(
∂aX
µ∂bXµ − 1
2
ηab∂cX
µ∂cXµ
)
= 0 (2.4.2)
La trace du tenseur énergie-impulsion est nulle à cause de l’invariance de l’ac-
tion sous la symétrie de Weyl. Nous pouvons résumer l’équation précédente
par la relation suivante
(∂τX
µ ± ∂σXµ)2 = 0 (2.4.3)
Elle est appelée contrainte de Virasoro pour des raisons que nous explique-
rons plus loin (voir section 2.8). Il s’agit de la contrepartie en théorie des
cordes de la relation de couche de masse pour la particule relativiste (2.1.10).
13Nous définissons le tenseur énergie-impulsion comme dans [3]
T ab = −4π√−γ δSP
δγab
. (2.4.1)
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Nous nous en servirons pour déterminer la masse des états de la corde après
quantiﬁcation (voir section 2.9).
Mentionnons les composantes du tenseur énergie-impulsion dans les co-
ordonnées du côné de lumière σ±.
T++ =
1
α′
∂+X
µ∂+Xµ (2.4.4a)
T−− =
1
α′
∂−X
µ∂−Xµ (2.4.4b)
T+− = T−+ = 0 (2.4.4c)
Sous cette forme le lien avec le formalisme de la théorie conforme des champs
apparaîtra de manière explicite (voir sous-section 2.8.6).
L’équation du mouvement pour les coordonnées Xµ décrit la propagation
classique de la corde
(∂2τ − ∂2σ)Xµ = 0 (2.4.5a)
ou encore
∂−∂+Xµ = 0 (2.4.5b)
2.4.2 Pour la supercorde
De même, l’équation du mouvement pour la métrique impose que les
composantes du tenseur énergie-impulsion
T++ =
1
α′
(
∂+X
µ∂+Xµ +
i
2
ψµ+∂+ψ+, µ
)
(2.4.6a)
T−− =
1
α′
(
∂−Xµ∂−Xµ − i
2
ψµ−∂−ψ−, µ
)
(2.4.6b)
soient nulles. À l’invariance par supersymétrie correspond la conservation du
courant de Nöther associé, appelé supercourant
∂−J+ = 0 , ∂+J− = 0 (2.4.7)
où
J+ =
√
2
α′
ψµ+∂+Xµ (2.4.8a)
J− = −
√
2
α′
ψµ−∂−Xµ (2.4.8b)
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un espace compactiﬁé
Notons qu’il ne s’agit pas sous cette forme d’une équation du mouvement,
mais il est possible d’introduire un champ auxiliaire noté habituellement
B qui permettent de faire apparaître ces équations comme des équations du
mouvement et déﬁnir ainsi des transformations de supersymétrie hors couche
de masse. Nous n’utiliserons pas cette subtilité.
L’annulation de T++, T−−, J+ et J− constituent la version supersymé-
trique de la contrainte de Virasoro. Nous verrons à la sous-section 2.8.7 qu’à
l’action supersymétrique (2.3.5) correspond une théorie de champ supercon-
forme.
Les équations du mouvement pour les fermions s’écrivent
∂+ψ
µ
− = 0 (2.4.9a)
∂−ψ
µ
+ = 0 (2.4.9b)
2.5 Conditions au bord partie 1 : corde libre
dans un espace plat et dans un espace com-
pactifié
Lorsqu’on calcule la variation de l’action pour obtenir les équations du
mouvement (2.4.5), des termes supplémentaires apparaissent. Pour les annu-
ler, il faut imposer des conditions au bord qui vont contraindre le mouvement
de la corde. Ces termes s’écrivent
∫
dτ [∂σX
µ(τ, σ = l)δXµ(τ, σ = l)− ∂σXµ(τ, σ = 0)δXµ(τ, σ = 0)] = 0
(2.5.1)
où σ ∈ [0, l] décrit la corde.
Il existe deux manières de satisfaire cette équation. Ou bien les coordon-
nées sont périodiques et dans ce cas l’invariance conforme nous permet de
ﬁxer l = 2π,
Xµ(τ, σ + 2π) = Xµ(τ, σ) (2.5.2)
Nous obtenons une corde fermée. Ou bien les coordonnées doivent satisfaire
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les conditions suivantes
∂σX
µ(τ, σ = σa)δXµ(τ, σ = σa) = 0 a = 0, 1 (2.5.3)
avec σ0 = 0 et σ1 = π (nous avons cette fois choisi de ﬁxer l = π). Il s’agit
alors d’une corde ouverte. Pour chaque coordonnée, chacune des extrémités
vériﬁe une condition au bord de Neumann
∂σX
µ(τ, σ = σa) = 0 (2.5.4)
ou une condition au bord de Dirichlet
δXµ(τ, σ = σa) = 0 (2.5.5)
qu’on peut écrire aussi
Xµ(τ, σ = σa) = q
µ (2.5.6)
Dans ce dernier cas, l’extrémité de la corde est ﬁxée sur un hyperplan per-
pendiculaire aux directions selon lesquelles sont imposées les conditions de
Dirichlet. Cet hyperplan est appelé D-brane si toutes les directions perpendi-
culaires sont spatiales ou S-brane de Dirichlet si l’une des directions perpen-
diculaires est la direction temporelle X0. Nous expliquerons plus en détail
l’origine de ces objets en théorie des cordes à la section 2.10.
Dans toute cette section et la suivante, nous exposons diverses conditions
au bord pour la corde bosonique et nous réservons le cas de la supercorde,
que nous supposerons libre dans un espace plat, pour la section 2.7
2.5.1 Solutions des équations de mouvement pour la
corde libre dans un espace-cible plat
Corde fermée
Les solutions des équations du mouvement pour la coordonnée Xµ d’une
corde fermée s’écrivent14
Xµ(τ, σ) = qµ + α′pµτ + i
√
α′
2
∑
n∈Z\{0}
αµn
n
e−in(τ−σ) +
α˜µn
n
e−in(τ+σ) (2.5.7)
14Nous reviendrons dans la sous-section 2.9.1, note de pied de page 31, sur les facteurs
qui apparaissent dans ces expressions et les suivantes.
42
2.5 Conditions au bord partie 1 : corde libre dans un espace plat et dans
un espace compactiﬁé
Corde ouverte
Les solutions de l’équation du mouvement pour pour la coordonnée Xµ
d’une corde ouverte s’écrivent
– pour des conditions de Neumann à chaque extrémité
Xµ(τ, σ) = qµ + 2α′pµτ + i
√
2α′
∑
n∈Z\{0}
aµn
n
e−inτ cos nσ (2.5.8)
– pour des conditions de Dirichlet à chaque extrémité (Xµ(τ, σa) = qµa )
Xµ = qµ0 +
qµ1 − qµ0
π
σ −
√
2α′
∑
n∈Z\{0}
aµn
n
e−inτ sinnσ (2.5.9)
– pour une condition de Neumann en σ = 0 et une condition de Dirichlet
Xµ(τ, π) = xµ1
Xµ(τ, σ) = qµ1 + i
√
2α′
∑
n∈Z
aµn
n+ 1
2
e−i(n+
1
2
)τ cos
(
n+
1
2
)
σ (2.5.10)
– pour une condition de Dirichlet Xµ(τ, 0) = xµ0 et une condition de
Neumann en σ = π
Xµ(τ, σ) = qµ0 −
√
2α′
∑
n∈Z
aµn
n+ 1
2
e−i(n+
1
2
)τ sin
(
n +
1
2
)
σ (2.5.11)
Notons que pour la corde fermée (2.5.7) et la corde ouverte avec des
conditions de Neumann (2.5.8), les deux premiers modes qµ et pµ décrivent
le mouvement d’un système ponctuel (voir (2.1.9)), le centre de masse de
la corde. L’interprétation suivante, valable pour les deux premiers types de
cordes ouvertes (2.5.8) et (2.5.9), nous sera très utiles lors de notre étude des
conﬁgurations de champs électromagnétiques extrêmaux (voir section 3.1) :
si nous annulons les modes α ou a, qui décrivent des oscillations, les modes
restants, appelés aussi modes zéro, décrivent un « bâton », soit en mouvement
rectiligne uniforme, soit attaché à des D-branes. Nous utiliserons par la suite
le terme « approximation de la corde rigide ».
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2.5.2 Corde fermée libre dans un espace plat compacti-
fié
La compactiﬁcation toroïdale est le prototype de l’espace courbe. Bien
qu’elle ne corresponde pas à une géométrie dépendante du temps, elle joue
un rôle fondamental en théorie des cordes15.
Considérons une direction particulière Xµ0 . L’indice 0 sera omis dès à
présent. Compactiﬁer la direction Xµ c’est lui donner la topologie du cercle
par l’identiﬁcation
Xµ ∼ Xµ + 2πRµ (2.5.12)
où Rµ est le rayon de compactification. Cette terminologie correspond au
plongement d’une variété de topologie Rn×S1 dans Rn+2 où la variété appa-
raît comme un cylindre (un tore à partir de deux directions compactiﬁées).
Les solutions (2.5.7) deviennent alors
Xµ(τ, σ) = qµ+α′
vµ
Rµ
τ +π wµRµσ+ i
√
α′
2
∑
n∈Z\{0}
αµn
n
e−in(τ−σ)+
α˜µn
n
e−in(τ+σ)
(2.5.13)
wµ est le nombre d’enroulement de la corde autour de la direction compacte.
Le fait que l’impulsion est égale à v
µ
Rµ
peut être compris de la façon suivante.
À partir de la fonction d’onde quantique eip·x correspondant à une particule
libre se propageant dans l’espace plat R1,d, on construit la fonction d’onde
invariante sous l’identiﬁcation (2.5.12) par superposition des images dans
l’espace de recouvrement de la variété compactiﬁée, ici l’espace de Minkowski,
φ(x) = eip⊥·x⊥
∑
n∈Z
eiηµµp
µ(xµ+2πnRµ) (2.5.14)
Une resommation de Poisson nous donne le résultat attendu
φ(x) = eip⊥·x⊥eiηµµp
µxµ
∑
vµ∈Z
δ(pµRµ − vµ) . (2.5.15)
15notamment pour construire des modèles phénomélogiques où sur les dix dimensions
que doit comporter l’espace-cible pour des raisons que nous évoquons à la sous-section
2.8.6, six peuvent être réduites à un tore dont les dimensions sont inférieures aux bornes
expérimentales.
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Nous avons supposé qu’une seule direction, désignée par µ, était compactiﬁée
et nous avons nommé x⊥ les autres directions.
Nous avons proﬁté de cette conﬁguration très simple pour expliquer la
construction des fonctions d’onde quantique correspondant aux modes zéros,
bien que nous anticipions sur la quantiﬁcation canonique traitée à la section
2.9. Nous l’avons adaptée au cas de la corde dans l’espace de Misner (voir
sous-section 2.11.2 et section 3.2) et sans détailler les calculs, qui sont simi-
laires à celui présenté ci-dessus, nous indiquerons les modiﬁcations à apporter
aux expressions des opérateurs de vertex et des fonctions de corrélation.
2.6 Conditions au bord partie 2 : géométrie dé-
pendante du temps
2.6.1 Orbifold
Trois types d’orbifold
Nous construisons une variété quotient par l’identiﬁcation suivante
X ∼ e2πJX (2.6.1)
où
J = βJ02 + θJ12 , (2.6.2)
J01 est le générateur d’un boost selon la direction x1 et J12 est le généra-
teur d’une rotation dans le plan (x1, x2). Le choix des directions 1 et 2 est
arbitraire. On distingue alors trois cas.
– Si β < θ, il s’agit d’un orbifold euclidien16 ou d’un orbifold de rotation.
En eﬀet, par une transformation de Lorentz, on peut se ramener à
J ′ = θ′J12 (2.6.3)
où θ′ =
√
θ2 − β2. Si θ′ est rationnel, c’est un orbifold au sens premier
du terme, sinon on obtient un orbifold noté R2/Z (un produit direct
avec R1,d−2 est sous-entendu).
16car il peut être défini à partir d’une variété de signature euclidienne
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– Si β = θ, il s’agit un orbifold de genre lumière ou pour reprendre le
terme anglais, un orbifold null, noté R1,2/Z.
– Si β > θ, il s’agit d’un orbifold Lorentzien ou orbifold de boost, noté
R
1,1/Z. On peut se ramener à un boost pur
J ′ = β ′J02 (2.6.4)
où β ′ =
√
β2 − θ2. L’espace obtenu de cette façon est un espace cos-
mologique appelé espace de Misner. Il présente une singularité de type
Big Crunch/Big Bang. Nous détaillerons cela à la sous-section 3.2.1.
Les solutions de cordes fermées vériﬁent la condition de périodicité sui-
vante
Xµ(τ, σ + 2π) = e2πwJXµ(τ, σ) , (2.6.5)
où w est un entier naturel.
Pour une corde dans le secteur non twisté w = 0, les solutions ont la même
forme que dans l’espace plat (2.5.7). Ce qui change, c’est la fonction d’onde
quantique associée aux modes zéro de la corde et comme nous le verrons plus
loin, cela modiﬁe les amplitudes de diﬀusion.
D’autres solutions sont compatibles avec la condition de périodicité (2.6.5),
elles correspondent aux secteurs twistés w 6= 0.
Xµ(τ, σ) = ewJ σ
[(∫ τ
e−wJudu
)µ
ν
αν0 +
(∫ τ
ewJudu
)µ
ν
α˜ν0
]
i
√
α′
2
∑
n∈Z\{0}
[(
e−i(n−iwJ )(τ−σ)
n− iwJ
)µ
ν
ανn +
(
e−i(n+iwJ )(τ+σ)
n+ iwJ
)µ
ν
α˜νn
]
(2.6.6)
Nous appellerons modes zéros les modes α0 et α˜0, bien qu’à strictement
parler ils ne correspondent pas à l’approximation rigide.
Orbifold de boost
Regardons de plus près le cas de l’orbifold de boost17 Nous pouvons
diagonaliser 18 la matrice J en utilisant les coordonnées de cône de lu-
17Nous invitons le lecteur cherchant une présentation unifiée des trois types d’orbifold
à consulter [71].
18Dans le cas de l’orbifold de rotation, en introduisant des coordonnées d’espace-cible
complexe Z = 1√
2
(X1+iX2) et Z¯ = 1√
2
(X1−iX2), il est possible également de diagonaliser
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mière X± = 1√
2
(X0 ± X2) La variété quotient est obtenu par identiﬁcation
x± ∼ e±2πβx±. La condition (2.6.5) s’écrit alors
X±(τ, σ + 2π) = e±2πwβX±(τ, σ) (2.6.7)
Les solutions ont l’expresssion suivante, où l’on a posé ν = −wβ,
X±(τ, σ) = i
√
α′
2
∑
n∈Z
(
1
n± iν α
±
n e
−i(n±iν)(τ−σ) +
1
n∓ iν α˜
±
n e
−i(n∓iν)(τ+σ)
)
(2.6.8)
Nous faisons deux remarques.
– Le cas de l’orbifold de boost peut être obtenu par continuation ana-
lytique θ → iβ, à partir de l’orbifold de rotation (d’angle irrationnel
en général), ce qui permet de calculer certaines amplitudes. Nous invi-
tons le lecteur à se référer à [24] pour un exemple d’utilisation de cette
propriété.
– cette expression présente des analogies formelles avec les solutions de
cordes ouvertes couplées à un champ électromagnétique, analogies qui
permettent de quantiﬁer correctement les modes zéros des cordes twis-
tés, comme nous le verrons à la sous-section suivante et à la section
2.9.7.
2.6.2 Couplage à deux champs électromagnétiques
Configuration de champs générale
Commençons par une courte digression. Jusqu’ici nous avons travaillé
dans le cas ou l’espace-cible où évoluent les cordes est plat (ou possède un
espace de recouvrement plat). Cependant il est possible de généraliser l’action
de Polyakov au cas où l’espace est courbe. Nous introduisons trois champs :
la métrique gµν(X) , un tenseur antisymétrique bµν(X) et un le dilaton (un
champ scalaire) φ(X). La raison de la présence de ces trois champs sera
clariﬁée à la sous-section 2.9.4. Ils déﬁnissent la géométrie de l’espace-cible
(notamment, le champ antisymétrique correspond à une torsion et le dilaton
à un facteur d’échelle et à l’intensité des interactions de corde), c’est pourquoi
la matrice J .
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on les appelle champs de fond. Nous écrivons l’action sur une feuille d’univers
de signature euclidienne, obtenue par continuation analytique τ = −iτE.
L’action s’écrit alors
SP = 1
4πα′
∫
dτdσ
√
γE
[(
γabE gµν(X) + iǫ
abbµν(X)
)
∂aX
µ∂bX
ν + α′RγEφ(X)
]
(2.6.9)
où ǫab est un tenseur complètement antisymétrique déﬁni sur la feuille d’uni-
vers
√
γE ǫ
10 = +1 et RγE est le tenseur de Riemann associé à la métrique
euclidienne γE.
La théorie des champs ainsi déﬁnie porte le nom de modèle sigma non
linéaire.
Pour que cette action soit invariante sous les transformations de Weyl,
les trois champs que nous avons introduits doivent vériﬁer des équations
déterminées perturbativement en calculant les fonctions β associées à la re-
normalisation du modèle sigma non linéaire. Le détail des équations ne nous
importe peu (voir [3] p.111), ce qu’il faut retenir, c’est qu’une tentative naïve
d’introduire une géométrie dépendante du temps suﬃsamment simple pour
qu’on puisse l’étudier en détail a toutes les chances de briser la symétrie
de Weyl. En l’absence de cette symétrie, la théorie n’est plus une théorie
conforme et les calculs sont encore hors de portée. Les modèles WZW, dont
nous avons parlé à la section 1.2.2, sont un exemple de modèle où la symétrie
n’est pas brisée.
Une autre stratégie consiste à introduire un champ de fond, le poten-
tiel électromagnétique, qui est couplé aux extrémités de la corde, considérées
comme des systèmes ponctuels. À l’action de Polyakov est ainsi ajouté deux
termes de bord de la forme (2.1.25), la nouvelle action s’écrit schématique-
ment Sem = SP + Sbord avec
Sbord = e
∫
dτAµ(X)∂τX
µ (2.6.10)
où e est la charge électrique et Aµ(X) le potentiel. Rappelons que si le champ
électromagnétique de fond Fµν est extrêmal, la théorie reste conforme.
Précisons à la lumière de ce formalisme comment un couplage à des
champs extrêmaux peut déﬁnir une géométrie dépendante du temps. Nous
distinguons les coordonnées de cône de lumière x± = 1√
2
(x0 ± x1) et des co-
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ordonnées transverses xi, i = 2, . . . , d. Si nous déﬁnissons un potentiel dont
la seule composante non nulle est
A+(x
i) = Φ(x+, xi) (2.6.11)
nous obtenons alors un champ électromagnétique dépendent du temps
Fi+ = ∂iΦ(x
+, xi) (2.6.12)
qui constitue un fond exact si
∂i∂
iΦ = 0 (2.6.13)
Le calcul de la métrique eﬀective pour les cordes ouvertes donne
ds2 = 2dx+dx− + dxidxi + (2πα′)2
[
∂iΦ(x
+, xi)
]2
dx+dx+ (2.6.14)
Cette métrique correspond à une onde plane gravitationnelle dans les coor-
données de Brinkmann. Ainsi pour les cordes ouvertes du moins, il s’agit bien
d’une géométrie dépendante du temps.
Un autre point de vue, adopté dans les articles [60, 61], consiste à consi-
dérer la version T-duale de ces conﬁgurations de champ électromagnétique,
c’est-à-dire deux D-branes dont les vitesses et orientations relatives varient
au cours du temps. La T-dualité est expliquée à la sous-section 2.10.2.
Revenons à notre couplage (2.6.10). La variation de l’action dans un
espace-cible plat
Sem = − 1
4πα′
∫
dτdσ (−∂τXµ∂τXµ + ∂σXµ∂σXµ)
+
1
2
e0
∫
dτA(0)µ (X)∂τX
µ − 1
2
e1
∫
dτA(1)µ (X)∂τX
µ (2.6.15)
par rapport à Xµ(τ, σ) fournit, après intégration par partie, les conditions
au bord suivantes
∂σX
µ + 2πα′ea(F (a))µν(X) ∂τX
ν = 0 σ = σa (2.6.16)
Les équations du mouvement (2.4.5) restent, elles, inchangées. Par la suite,
on intégrera la charge ea et le facteur 2πα′ à la déﬁnition du champ F (a). Les
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équations du mouvement ont pour solution X(τ, σ) = f(τ +σ)+ g(τ −σ) où
les indices sont sous-entendus. Les conditions au bord s’écrivent alors
f ′(τ)− g′(τ) + F (0)(f(τ) + g(τ)) (f ′(τ) + g′(τ)) = 0 (2.6.17a)
f ′(τ + π)− g′(τ − π) + F (1)(f(τ + π) + g(τ − π)) (f ′(τ + π) + g′(τ − π)) = 0
(2.6.17b)
On obtient un système d’équations diﬀérentielles non linéaires et non locales,
ce qui rend compliquée, sinon impossible, la recherche de solutions générales.
Champs éléctromagnétiques constants et uniformes, cas du champ
électrique
Commençons par étudier le cas où les champs F (a) sont constants et
uniformes. On suppose en outre que les matrices correspondantes (F (a))µν
commutent [F (0), F (1)] = 0. Les solutions des équations du mouvement qui
vériﬁent les conditions au bord (2.6.16) s’écrivent
X(τ, σ) = q0 +
(∫ τ+σ
eΩudu+
1 + F (0)
1− F (0)
∫ τ−σ
eΩudu
)
a0
+ i
√
α′
2
∑
n∈Z\{0}
1
n+ iΩ
(
e−i(n+iΩ)(τ+σ) +
1 + F (0)
1− F (0) e
−i(n+iΩ)(τ−σ)
)
an (2.6.18)
où Ω est déﬁni par
e2πΩ =
1− F (1)
1 + F (1)
1 + F (0)
1− F (0) (2.6.19)
Nous nous intéresserons plus particulièrement au cas où les deux champs
sont des champs électriques19 F (a)+− = ǫa. On peut alors diagonaliser F
(a) en
se plaçant dans les coordonnées du cône de lumière X± et on obtient
X± = q±0 + i
√
2α′
∑
n∈Z
1
n± iν e
−i(n±iν)τ cos [(n± iν)σ ∓ i arctanh(ǫ0)] a±n
(2.6.20)
où
ν =
1
π
(arctanh(ǫ1)− arctanh(ǫ0)) (2.6.21)
19Les solutions dans le cas de deux champs magnétiques peuvent être obtenues à partir
des solutions (2.6.20) par un simple prolongement analytique de ν.
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Cette expression est la même que dans [66] à des choix de conventions près.
Maintenant, nous pouvons mettre en évidence la ressemblance formelle entre
les équations (2.6.8) et (2.6.20). De même que dans le cas de la corde libre,
on peut considérer la corde fermée (2.5.7) comme étant constituée d’un jeu
d’oscillateurs de cordes ouvertes (2.5.8) pour les modes gauches et d’un jeu
d’oscillateurs de cordes ouvertes pour les modes droits, on peut voir la corde
fermée dans un orbifold lorentzian comme l’assemblage de deux jeux d’oscil-
lateurs de corde ouverte couplée à un champ électrique (ǫ0 = 0, ǫ1 est choisi
tel quel νelec = νorbifold = −wβ). Nous reviendrons à la section 2.9.7 sur cette
analogie qui est cruciale puisqu’elle permet de quantiﬁer la corde fermée dans
l’orbifold lorentzien à partir de la quantiﬁcation de la corde ouverte dans un
champ électrique. Exposée dans [17], elle a été exploitée par la suite dans
[18] et nous a permis de mener les calculs de [24].
Champs électromagnétiques extrêmaux dépendants du temps
Considérons maintenant le cas du champ électromagnétique dépendant
du temps. Les équations (2.6.17b) peuvent être simpliﬁée si nous choisissons
d’identiﬁer le temps de la feuille d’univers τ avec la coordonnée du cône de
lumière X+
X+ = q+ + p+τ . (2.6.22)
Il s’agit en fait d’un choix de jauge qui permet d’éliminer les redondances
introduites par la symétrie par diﬀéomorphisme et par transformation de
Weyl. La démarche générale que nous suivons dans ce chapitre consiste à
quantiﬁer la théorie puis imposer les contraintes appropriées sur les états
du spectre pour éliminer les états non physique. Ici nous ﬁxons la jauge
et nous éliminons les degrés de liberté non physique avant de quantiﬁer.
Comme les deux démarches sont équivalentes, nous ne détaillerons pas cette
quantification de cône de lumière.
Les équations (2.6.17b) deviennent linéaires et il devient possible de trou-
ver des solutions si, pour les champs électromagnétiques F (a), on choisit des
fonctions Φ(a) (voir (2.6.12)) linéaires ou quadratiques. Le cas de fonctions
Φ(a) linéaires, traité dans l’article [61], n’entre pas dans le cadre de cette
thèse. Nous allons donc présenter le calcul dans le cas de fonctions Φ(a) qua-
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dratiques et indépendantes de x+. Nous reviendrons sur le cas de champs
dépendants du temps dans le chapitre 3.1.
Les fonctions Φ(a) s’écrivent alors
Φ(a) =
1
2
h
(a)
ij x
ixj (2.6.23)
où h(a)ij sont des matrices constantes choisies de telle sorte que la condition
(2.6.13) sur la fonction Φ soit remplie. On obtient des champs avec un gra-
dient constant
F
(a)
i+ = h
(a)
ij x
j (2.6.24)
En raison de problèmes de stabilité que nous expliquerons dans le chapitre
3.1, il est nécessaire d’ajouter un champ magnétique constant et uniforme.
Par souci de simplicité, nous le supposerons nul. Notons toutefois que les
équations en présence de ce champ magnétique restent linéaires, mais l’ex-
pression des solutions correspondantes devient assez lourde.
Les équations (2.6.16) s’écrivent sous ces conditions
∂σX
+ = 0 (2.6.25)
∂σX
i + h
(a)
ij X
j∂τX
+ = 0 σ = σa (2.6.26)
∂σX
− − h(a)ij Xj∂τX+ = 0 (2.6.27)
Dans la jauge du cône de lumière, seule la condition sur X i reste pertinente
∂σX
i + p+h
(a)
ij X
j = 0 σ = σa (2.6.28)
On considère le cas où les matrices hij commutent entre elles et on appelle20
eij = p
+hij. Dans ce cas les matrices sont codiagonalisables et on peut choisir
un potentiel de la forme x2 − y2 (x et y sont deux directions spatiales). On
se ramène ainsi à deux problèmes à une dimension image l’un de l’autre par
(e0, e1)→ (−e0,−e1).
Détaillons un peu la résolution de ce problème. X i s’écrit encore une
fois comme la somme d’une partie gauche et d’une partie droite X(τ, σ) =
f(τ + σ) + g(τ − σ). Les conditions au bord (2.6.28) s’écrivent alors
f ′(τ)− g′(τ) + e0 (f(τ) + g(τ)) = 0
f ′(τ + 2π)− g′(τ) + e1 (f(τ + 2π) + g(τ)) = 0
(2.6.29)
20Il y a un facteur π de différence avec l’article [64].
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Les modes de Fourier de f et g, déﬁnis par
f(τ) =
∫
fˆ(ω) e−iωτdω , (2.6.30)
vériﬁent le système suivant(
−iω + e0 iω + e0
(−iω + e1)e−2iπω iω + e1
)(
fˆ(ω)
gˆ(ω)
)
= 0 (2.6.31)
Le système admet des solutions non nulles si et seulement si le déterminant
de la matrice 2 × 2 est nul, ce qui détermine les valeurs des modes ω. On
peut mettre cette relation de dispersion sous la forme
tan(πω) =
(e1 − e0)ω
ω2 + e0e1
(2.6.32)
qui permet de mettre en évidence le fait qu’il existe un seul mode réel ωn
sur chaque intervalle [n, n + 1[, n ∈ N \{0}. On garde ainsi la structure des
modes de la corde libre, avec un décalage qui rappelle le décalage réel présent
pour une corde couplée à des champs électriques. La ressemblance toutefois
s’arrête là, comme le montre l’expression des solutions.
X(τ, σ) = Xzéro(τ, σ) +
∞∑
n=1
Xn (2.6.33)
où
Xn = Nn i
ωn
(
e−iωn(τ+σ) +
iωn − e0
iωn + e0
e−iωn(τ−σ)
)
an + complexe conjugé
(2.6.34)
et Xzéro correspond aux modes zéros. Nn est un coeﬃcient de normalisation
dont l’expression peut être trouvé dans l’appendice C de [64] et dont nous
expliquerons la détermination à la section 2.9. Dans le cas d’une corde neutre,
c’est-à-dire lorsque e0 = e1, ωn = n et les modes sont données par l’expression
(2.6.34) en remplaçant ωn par n.
Revenons aux modes zéro. Leur expression dépend des valeurs de e0 et
e1. Déﬁnissons δ = e1− e0−πe0e1 et ∆ = e1− e0+ 2π . Cinq cas se présentent
– δ > 0 et ∆ > 0. La relation de dispersion (2.6.32) admet une seule
racine réelle ω0 dans ]0, 1[ (voir ﬁgure 2.1). Alors
Xzéro = Xn=0 . (2.6.35)
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– δ = 0 et ∆ > 0. Il existe deux modes de fréquence nulle.
Xzéro(τ, σ) = N c0 (1− e0σ)(q0 + p0τ) (2.6.36)
– δ < 0 (la courbe ∆ = 0 est contenue dans ce domaine). On a deux
racines complexes ω±0 = ±ik0 (voir ﬁgure 2.1 et 2.2)
Xzéro = X+ +X− (2.6.37)
avec
X±(τ, σ) = N u0
1
k0
(
e±k0(τ+σ) +
∓k0 − e0
∓k0 + e0 e
±k0(τ−σ)
)
a± (2.6.38)
Cette expression est valable pour une corde neutre, à condition de poser
k0 = e et de redéﬁnir le mode a+ en posant a+ → −k0+e0−k0−e0a+. On obtient
Xzéro(τ, σ) = N u0
1
e
(
ee(τ+σ)a− + e−e(τ−σ)a+
)
(2.6.39)
– δ = 0 et ∆ < 0. Les deux racines ±ω1 s’annulent (avec les notations
données plus haut, il s’agit en fait de fréquence ω1 qui sont devenues
ω0 car elles passent de l’intervalle [1, 2[ à l’intervalle [0, 1[ ; l’ensemble
du spectre s’est décalé). On obtient deux nouveaux modes identiques à
(2.6.36).
– δ > 0 et ∆ < 0. Les racines ±ω1 sont devenues complexes (voir ﬁgure
2.1) et correspondent à deux modes donnés par (2.6.38).
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Fig. 2.1 – Solution graphique de la relation de dispersion des cordes ouvertes.
À gauche : δ > 0, ∆ > 0, toutes les racines sont réelles. À droite : δ < 0,
∆ > 0, deux racines se sont rencontrées à ω = 0 et sont devenues complexes.
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Fig. 2.2 – Solution graphique de la relation de dispersion des cordes ouvertes.
À gauche : δ < 0, ∆ < 0, les racines dans l’intervalle [0, 1[ correspondent au
premier niveau excité. À droite : δ > 0, ∆ < 0, deux nouvelles racines se sont
rencontrées et sont devenues complexes.
Les phénomènes physiques associés à ces modes seront expliqués au cha-
pitre 3.1.
Cette série de résultats montre qu’une grande variété de conﬁgurations
peuvent être résolues exactement et permettre ainsi un traitement standard
de première quantiﬁcation.
2.7 Conditions au bord partie 3 : fermions
Nous rappelons que pour la corde supersymétrique nous nous plaçons
dans l’espace plat et dans la situation où la corde est libres Nous exposons
le calcul des solutions pour les degrés de liberté fermioniques de la corde
supersymétrique. Ces résultats sont les éléments constitutifs des expressions
d’amplitude que nous écrirons à la section 3.3 lorsque nous étudierons la
S-brane.
Le terme de bord s’écrit
∫
dτ [ψ+(π)δψ+(π)− ψ−(π)δψ−(π)− (ψ+(0)δψ+(0)− ψ−(0)δψ−(0))] = 0
(2.7.1)
où la dépendance en τ est sous-entendue.
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2.7.1 Cordes ouvertes
Pour les cordes ouvertes, les conditions aux bords sont vériﬁées si les
spineurs ψµ± vériﬁent
ψ−(0, τ) = η1ψ+(0, τ) (2.7.2a)
ψ−(π, τ) = η2ψ+(π, τ) (2.7.2b)
où η1,2 peuvent prendre indépendamment les valeurs ±1. Si η1 = η2 alors
nous sommes dans le secteur de Ramond, noté R, de la corde ouverte. Si
η1 = −η2 alors nous sommes dans le secteur de Neveu-Schwarz, noté NS, de
la corde ouverte.
Les solutions pour les spineurs s’écrivent alors
ψµ∓ =
√
α′
∑
r
bµr e
−ir(τ∓σ) (2.7.3)
où r ∈ Z+ 1
2
dans le secteur NS et r ∈ Z dans le secteur R.
2.7.2 Cordes fermées
Dans le cas des cordes fermées, les deux composantes ψ+ et ψ− sont
indépendantes ; elles peuvent être soit périodiques, soit anti-périodiques. Cela
s’écrit
ψ−(0, τ) = η3ψ−(2π, τ) (2.7.4a)
ψ+(π, τ) = η4ψ+(2π, τ) (2.7.4b)
Nous avons alors quatre secteurs diﬀérents
– le secteur de Ramond,Ramond, noté R-R ou RR, qui correspond à η3 =
η4 = +1,
– le secteur de Neveu-Schwarz,Neveu-Schwarz, noté NS-NS ou NSNS, qui
correspond à η3 = η4 = −1,
– le secteur de Ramond,Neveu-Schwarz, noté R-NS ou RNS, qui corres-
pond à η3 = −η4 = +1,
– le secteur de Neveu-Schwarz,Ramond, noté NS-R ou NSR, qui corres-
pond à η3 = −η4 = −1,
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Les solutions pour les spineurs s’écrivent
ψµ− =
√
α′
∑
r
βµr e
−ir(τ−σ) (2.7.5a)
ψµ+ =
√
α′
∑
s
β˜µs e
−is(τ+σ) (2.7.5b)
où, pour les modes β, r ∈ Z+ 1
2
dans le secteur NS et r ∈ Z dans le secteur
R et, pour les modes β˜, s ∈ Z+ 1
2
dans le secteur NS et s ∈ Z dans le secteur
R.
Avant d’exposer la procédure de première quantiﬁcation pour la corde,
nous allons expliquer rapidement l’intégrale des chemins en théorie de cordes
et montrer comment la théorie conforme émerge naturellement comme le
cadre dans lequel se font les calculs.
2.8 Intégrale des chemins et théorie conforme
des champs
Il existe deux formalismes majeurs pour implémenter la procédure de
quantiﬁcation : l’intégrale des chemins et le formalisme d’opérateur (quanti-
ﬁcation canonique).
Nous avons entrevu l’existence de la quantiﬁcation du cône de lumière,
où les contraintes sont résolues avant la quantiﬁcation. Ceci brise la cova-
riance manifeste de la théorie, qu’il faut vériﬁer a posteriori. Inversement,
il est possible de quantiﬁer puis d’imposer les contraintes sur les états phy-
siques, ce qui permet de préserver explicitement la covariance. Ce programme
est réalisé par l’ancienne quantification covariante et dans la quantification
BRST. Comme nous l’avons évoqué à la section 2.2, la seconde est la version
rigoureuse de la première.
Dans cette section, nous introduisons le formalisme d’intégrale des che-
mins, qui permet de présenter plus aisément le lien avec la théorie conforme
des champs et les concepts qui nous seront utiles par la suite, notamment les
fonctions de corrélation.
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2.8.1 Feuille d’univers euclidienne et intégrale des che-
mins
Une fonction de corrélation C = 〈Φ[X]〉 s’écrit dans le formalisme de
l’intégrale des chemins
C =
∫
[DX][Dγ] Φ[X] eiSP[X,γ] . (2.8.1)
Pour donner une déﬁnition mathématiquement plus acceptable de l’intégrale
des chemins, il est d’usage de considérer une intégrale des chemins avec une
action euclidienne, qui est ici obtenue par prolongement analytique de la
coordonnée τ de feuille d’univers τ = −iτE. La feuille d’univers devient une
surface euclidienne et l’action
SE = 1
4πα′
∫
dτEdσ
√
γE γ
ab
E ∂aX
µ∂bXµ (2.8.2)
où le changement de signe devant l’action provient de la convention choisie
pour l’intégrale de chemin euclidienne : le poids aﬀecté à chaque trajectoire
classique est e−SE . Les symétries permettent de choisir une jauge pour la
métrique qui peut se ramener à la métrique plane euclidienne δab.
Fixer la jauge, comme pour la particule ponctuelle, produit un détemri-
nant de Fadeev-Popov, qui s’exprime comme une contribution en terme de
fantômes à l’action de la corde. Nous n’entrerons pas plus dans les détails,
mais notons qu’aux fantômes correspond également une théorie conforme des
champs. Le formalisme que nous exposons dans cette section s’applique donc
à ces champs.
Nous avons ﬁxé la jauge pour métrique. Il reste cependant une classe de
transformation combinant une transformation de Weyl et un diﬀéomorphisme
qui ne modiﬁe pas la métrique et les degrés de liberté correspondants ne
sont donc pas éliminés par le choix de jauge. Il s’agit des transformations
conformes. Il faudra donc tenir compte des contraintes imposées par cette
symétrie résiduelle lorsque nous procéderons à la quantiﬁcation de la théorie
et au calcul des fonctions de corrélation.
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2.8.2 Invariance par transformation conforme de l’ac-
tion avec la jauge de métrique fixée
Avant d’aborder le formalisme de la théorie conforme des champs à deux
dimensions, expliquons brièvement la symétrie conforme. Le prolongement
analytique τ = −iτE changent les coordonnées de cône de lumière σ∓ en
coordonnées complexes w = σ + iτE, w¯ = σ − iτE. La métrique de la feuille
d’univers, dans la jauge unitaire, s’écrit alors
ds2Σ = dwdw¯ (2.8.3)
La métrique du plan est factorisée. Ceci est une particularité de la dimension
deux et la métrique ne se factorise pas pour un espace plat de dimension
supérieure à deux.
Appliquons à présent le diﬀéomorphisme suivant
w′ = f(w) w¯′ = f(ω) (2.8.4)
à la suite de la transformation de Weyl de paramètre ω(w, w¯) que nous déter-
minerons a posteriori. f est une fonction holomorphe. La métrique devient
alors
ds′Σ
2
= e2ω(w,w¯)
1
|∂wf |2dw
′dw¯′ (2.8.5)
Si l’on choisit ω(w, w¯) = ln|∂wf |, la métrique reste inchangée. Nous voyons
donc que les transformations conformes apparaissent comme un sous-ensemble
des transformations de Weyl associées à un diﬀéomorphisme et qu’elles ne
sont pas ﬁxées par le choix de jauge.
Avant de continuer, faisons deux remarques. La première concerne les
transformations conformes. Ces transformations sont déﬁnies sur le plan doté
de la métrique δab. Les transformations conformes n’agissent pas, contraire-
ment aux diﬀéomorphismes ou aux transformations de Weyl, sur une mé-
trique indépendante qu’on peut faire varier ; elles changent les distances entre
les points. Il s’agit donc d’une contrainte additionnelle sur la dynamique des
champs sur la feuille d’univers. Lorsque nous écrivons ds′2, c’est bien la dis-
tance inﬁnitésimale qui change et non la métrique, bien que les notations ne
distinguent pas cette nuance.
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La seconde remarque porte sur la dimension deux. Nous avons insisté sur
le fait qu’en dimension deux la métrique s’écrivait sous forme factorisée et
c’est cette forme qui permet de considérer des transformations w′ = f(w)
avec une fonction f holomorphe quelconque. Par contre, en dimension supé-
rieure à deux, il n’existe qu’un nombre ﬁni de transformations conformes : les
translations, les rotations, les dilatations et l’inversion, c’est-à-dire la trans-
formation
xµ → 1
xµxµ
xµ (2.8.6)
Les contraintes imposées sur les fonctions de corrélations en dimension deux
sont donc bien plus puissantes qu’en dimension supérieure. C’est l’une des
raison pour lesquelles la déﬁnition d’une « théorie des feuilles » (la corde est
remplacée par une surface dont l’évolution temporelle correspondrait à un
volume d’univers) ou autres objets de dimension supérieure n’est pas encore
claire.
2.8.3 Générateurs classiques des transformations con-
formes
Nous allons à présent mettre en évidence la structure algébrique des trans-
formations conformes au niveau classique. Considérons une transformation
conforme inﬁnitésimale w′ = w + ǫ(w), où ǫ est une fonction holomorphe
(la transformation de w¯, sous-entendue, est identique). Notons que le do-
maine sur lequel la fonction est holomorphe n’est pas précisé. Si nous choi-
sissons le plan complexe tout entier, toute fonction bornée est constante,
cette solution ne peut pas être retenue. Nous pouvons alors déﬁnir un do-
maine {w, |w| < R} où R, alors ǫ(w) et bornée et admet un dévelopement de
Taylor ǫ(w) =
∑∞
n=−1 bnw
n+1. Nous pouvons restreindre encore le domaine
à un anneau {w, r < |w − w0| < R}, ce qui autorise la fonction ǫ(w) à
avoir des singularités artiﬁcielles ou essentielles ou des pôles hors de l’an-
neau (et notamment en w0). ǫ(w) admet alors un développement en série de
Laurent ǫ(w) =
∑∞
n=−∞ an(w−w0)n+1. r et R sont choisis de telle sorte à évi-
ter d’éventuelles singularités21 et pour qu’il soit possible de borner ǫ(w) sur
21En général, r est fixé à 0 et le domaine est un disque percé du point w0.
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l’anneau par une valeur inﬁnitésimale. Par la suite, lorsque nous parlerons de
fonction holomorphe inﬁnitésimale, c’est dans le sens de fonction holomorphe
inﬁnitésimale déﬁnie sur un anneau. Bien entendu, tout ceci s’applique aussi
à ǫ¯(w¯).
ǫ admet donc un développement en série de Laurent22
ǫ(w) =
∞∑
n=−∞
anw
n+1 (2.8.7)
La transformation conforme inﬁnitésimale agit sur un champ scalaire clas-
sique Φ(w) (de même, la dépendance sur w¯ est sous-entendue) de la façon
suivante
δǫΦ = −
∞∑
n=−∞
anw
n+1∂wΦ (2.8.8)
où δǫΦ = Φ′(w)−Φ(w) avec Φ′(w) = Φ(w− ǫ(w)). Les opérateurs ln, déﬁnis
par
ln = −wn+1∂w (2.8.9)
sont les générateurs des transformations conformes classiques. Ils vériﬁent
l’algèbre de Wit23 :
[ln, lm] = (n−m)ln+m (2.8.10)
On a la même relation de commutation pour les opérateurs l¯n.
2.8.4 Générateurs quantiques des transformations con-
formes
Au niveau quantique, ce n’est plus sur un champ classique Φ qu’il faut
étudier l’eﬀet d’une transformation conforme, mais sur les fonctions de corré-
lation contenant Φ. L’eﬀet d’une transformation conforme inﬁnitésimale sur
le champ Φ dans une fonction de corrélation 〈Φ(w0)Φ1(w1) . . .ΦN (wN)〉 est
22w0 peut être fixé sans perte de généralité à 0 par une translation.
23ou algèbre de Virasoro classique, bien que ce terme prête à confusion.
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le suivant24
〈δǫΦ(w0)Φ1(w1) . . .ΦN (wN)〉 = 1
2π
∫
B
d2ξ ∂aǫb(ξ, ξ¯)〈Tab(ξ, ξ¯)Φ(w0)Φ1 . . .ΦN〉 =
1
2πi
∮
C
dξ
[
ǫ(ξ)〈Tww(ξ, ξ¯)Φ(w0)Φ1 . . .ΦN 〉+ ǫ(ξ)〈Tw¯w(ξ, ξ¯)Φ(w0)Φ1 . . .ΦN〉
]
− 1
2πi
∮
C
dξ¯
[
ǫ(ξ)〈Tw¯w¯(ξ, ξ¯)Φ(w0)Φ1 . . .ΦN 〉+ ǫ(ξ)〈Tww¯(ξ, ξ¯)Φ(w0) . . .ΦN (wN)〉
]
(2.8.11)
où C est un contour qui contient seulement w0 et où, B est le domaine privé
de w0 tel que C = ∂B et sur lequel ǫ est déﬁni. Sur la première ligne, ∂a agit
sur le produit ǫbTab. T est le tenseur énergie-impulsion. Enﬁn, le facteur 12π
est une convention commode.
En choisissant ǫ(w) = ǫ (translation) puis ǫ(w) = λ(w−w0) (dilatation),
on obtient, pour w 6= ωi
∂w¯Tww = ∂wTw¯w¯ = 0 (2.8.12)
Tww¯ = Tw¯w = 0 (2.8.13)
Ces relations sont des relations sur l’opérateur T , ou autrement dit, elles
doivent être comprises en terme de fonction de corrélation, c’est-à-dire que
∂w¯Tww = 0 signiﬁe en fait
〈∂w¯TwwΦ(w0)Φ1(w1) . . .ΦN(wN)〉 = 0 (2.8.14)
quels que soient les opérateurs Φ et Φi. Ceci est valable pour toutes les équa-
tions qui suivent, qu’elles impliquent T ou un autre opérateur. Les équations
(2.8.12) permettent de se ramener à deux fonctions respectivement holo-
morphe Tww = T (w) et antiholomorphe25 Tw¯w¯ = T (w¯). On peut montrer par
ailleurs que Tww¯ = Tw¯w = T aa ; ainsi l’équation (2.8.13) correspond à l’annu-
lation de la trace de T . Les deux fonctions T et T¯ suﬃsent pour déﬁnir le
tenseur énergie-impulsion. Cependant, l’équation (2.8.13) n’est valable qu’à
l’ordre des arbres. L’anomalie de Weyl modiﬁe cette équation
Tww¯ = Tw¯w = − c
12
R (2.8.15)
24Nous suivons en partie l’exposition faite dans [72]. L’article de référence est [73].
25Dans le sens indiqué plus haut de fonctions développables en série de Laurent.
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où R est la courbure de Ricci de la feuille d’univers et c est une constante
qui est aussi la charge centrale de la théorie conforme considérée, notion que
nous déﬁnirons un peu plus loin. Toutefois, en ce qui nous concerne, nous
travaillerons dans des situations cette anomalie est une constante, ce qui
permet de se restreindre aux deux fonctions T et T .
L’identité de Ward (2.8.11) s’écrit à présent
〈δǫΦ(w0)Φ1(w1) . . .ΦN(wN)〉 =
1
2πi
∮
C
dξ ǫ(ξ)〈T (ξ)Φ(w0)Φ1 . . .ΦN〉 − 1
2πi
∮
C
dξ¯ ǫ(ξ) T (ξ¯)Φ(w0)Φ1 . . .ΦN 〉
(2.8.16)
Cette relation, dans le cadre d’une théorie conforme particulère, permet de
calculer la transformation de l’opérateur Φ.
Les générateurs des transformations conformes sont les coeﬃcients de T
et de T des séries de Laurent suivantes
T (w) =
∞∑
n=−∞
w−n−2Ln , T (w) =
∞∑
n=−∞
w¯−n−2 L¯n (2.8.17)
Les opérateurs Ln et L¯n vériﬁent les mêmes relations de commutation26
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0 (2.8.18)
et constituent ainsi une algèbre de Virasoro. c est la charge centrale.
2.8.5 Représentations irréductibles de l’algèbre des gé-
nérateurs, champs primaires
Les représentations irréductibles de cette algèbre, appelées aussi module
de Verma Vc,h sont caractérisées par la charge centrale c et le poids conforme
h, qui est la valeur propre de L0 de l’état de plus haut poids. N’oublions
pas la présence de l’algèbre antiholomorphe correspondant aux L¯n, avec des
modules de Verma V c¯,h¯ caractérisés par une charge centrale c¯ et un poids
conforme h¯. Les états de notre théorie appartiennent donc au produit direct
26Rappelons que cette équation doit être comprise comme une relation sur des fonctions
de corrélation. Voir [72] pour la démonstration dans ce formalisme.
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Vc,h×V c¯,h¯. Les notations sont ici trompeuses puisque c¯ n’est pas le conjugué
de c ni h¯ celui de h. On notera le poids conforme (h, h¯).
L’état de plus haut poids de la représentation irréductible est appelé
aussi champ primaire. Sous une transformation conforme w → f(w), il se
transforme de la façon suivante
Φ(w, w¯)→ Φ′(w, w¯) = (∂wf(w))h(∂wf(w))h¯Φ(f(w), f(w)) (2.8.19)
On peut aussi caractériser un état de plus haut poids par les conditions
suivantes
LnΦ = 0 pour tout n > 0 (2.8.20a)
L0Φ = hΦ (2.8.20b)
et les conditions correspondantes pour les opérateurs L¯n.
Ainsi, le champ scalaire que nous avons considéré plus haut est un champ
primaire de poids (0, 0). Dans ce qui suit, tous les champs que nous consi-
dérerons seront des champs primaires, sauf le tenseur énergie-impulsion, qui
appartient au module de Verma de l’opérateur identité de poids conforme
nul.
Comme cette dernière phrase permet de le constater, nous employons in-
diﬀéremment « champ », « opérateur » ou « état » pour désigner les éléments
des modules de Verma. « Champ » fait référence aux fonctions de corrélation
de champs, « opérateur » fait référence à l’écriture condensée des relations
entre fonctions de corrélation sous forme de relation entre opérateurs (sous-
entendu, agissant sur les champs qu’on peut rajouter dans les fonctions de
corrélation) et « état » se trouve justiﬁé par l’équivalence entre le forma-
lisme d’intégrale des chemins et le formalisme de quantiﬁcation canonique,
que nous aborderons dans la section 2.9.
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2.8.6 Application à la théorie de la corde bosonique :
théorie conforme minimale c = 1 du boson libre,
ordre normal
Revenons maintenant à la théorie des cordes. Au lieu d’utiliser les va-
riables w, nous utiliserons les variables z déﬁnies par
z = e−iw = eτE−iσ z¯ = eiw¯ = eτE+iσ (2.8.21)
de sorte que les expressions des solutions des équations du mouvement s’écrivent
comme des séries de Laurent. Par exemple, pour la corde fermée libre, après
prolongement analytique τ = −iτE, la solution (2.5.7) s’écrit
Xµ(z, z¯) = xµ − iα
′
2
pµ ln(zz¯) + i
√
α′
2
∑
n∈Z\{0}
(
αµn
n
z−n +
α˜µn
n
z¯−n
)
(2.8.22)
et peut être décomposée en une partie holomorphe
Xµh.(z) =
1
2
xµ − iα
′
2
pµ ln(z) + i
√
α′
2
∑
n∈Z\{0}
αµn
n
z−n (2.8.23)
et une partie antiholomorphe
Xµa.h.(z) =
1
2
xµ − iα
′
2
pµ ln(z¯) + i
√
α′
2
∑
n∈Z\{0}
α˜µn
n
z¯−n (2.8.24)
L’action euclidienne (2.8.2) s’écrit
SE = 1
2πα′
∫
d2w ∂wX
µ∂w¯Xµ =
1
2πα′
∫
d2z ∂Xµ∂¯Xµ (2.8.25)
où d2w = dwdw¯ = 2dτEdσ, ∂ = ∂z et ∂¯ = ∂z¯ . Les composantes non nulles du
tenseur énergie-impulsion27 sont
T (z) = − 1
α′
:∂Xµ(z)∂Xµ(z) : , T (z¯) = − 1
α′
: ∂¯Xµ(z¯)∂¯Xµ(z¯) : (2.8.26)
27Les expressions (2.8.26) comportent un signe − supplémentaire par rapport aux ex-
pressions (2.4.4). Ce signe provient du prolongement analytique vers la feuille d’univers
euclidienne qui change le signe de l’action (comparer (2.8.25) et (2.2.10)).
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Les deux points indiquent l’ordre normal que l’on va appeler conforme, par
opposition à l’ordre normal dans le formalisme de la quantiﬁcation canonique.
Les deux ordres normaux produisent le même résultat, mais l’ordre normal
conforme est déﬁni diﬀéremment. Voyons comment sur l’exemple de T (z).
La fonction de corrélation 〈Xµ(z, z¯)Xν(z′, z¯′)〉 peut être calculée sans obs-
tacle dans le formalisme de l’intégrale des chemins puisque SE est quadra-
tique. Le résultat s’écrit
〈Xµ(z, z¯)Xν(z′, z¯′)〉 = −α
′
2
ηµν ln(|z − z′|2S) (2.8.27)
où S est la surface de la feuille d’univers et correspond à un régulateur à
grande distance. Remarquons en passant que X n’est pas un champ primaire.
La fonction de corrélation 〈∂Xµ(z)∂Xµ(z′)〉 est déduite par diﬀérentiation (la
variable z¯ n’intervient plus à présent) :
〈∂Xµ(z)∂Xν(z′)〉 = −α
′
2
ηµν
1
(z − z′)2 (2.8.28)
On constate alors que la limite z → z′ est divergente, ce qui pose problème
pour déﬁnir T . On régularise cette divergence à courte distance à l’aide de
l’ordre normal, déﬁni par
:Xµ(z, z¯)Xν(z′, z¯′) : = Xµ(z, z¯)Xν(z′, z¯′) +
α′
2
ηµν ln(|z − z′|2) (2.8.29)
L’ordre normal appliqué à plus de deux champs est déﬁni récursivement
par
:Φ1Φ2 . . .ΦN : = Φ1 :Φ2 . . .ΦN : −
N∑
i=2
〈Φ1Φi〉 :Φ2 . . .Φi−1Φi+1 . . .ΦN :
(2.8.30)
On vériﬁe que cette procédure est cohérente en calculant le produit T (z)T (z′)
(toujours avec des fontions de corrélation sous-entendues)
T (z)T (z′) =
D
2
1
(z − z′)4 +
2
(z − z′)2T (z
′) +
1
z − z′∂z′T (z
′) + . . . (2.8.31)
où . . . fait l’ellipse des termes non divergents lorsque z → z′. Ce dévelop-
pement de T (z)T (z′) correspond à ce à quoi on s’attend pour une théorie
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conforme dont la charge centrale serait c = D. D’autre part, on peut aussi
vériﬁer que
T (z)∂z′X
ρ(z′) =
1
(z − z′)2∂z′X
ρ(z′) +
1
(z − z′)∂z′(∂z′X
ρ)(z′) + . . . (2.8.32)
ce qui correspond à ce qu’on attend pour un champ primaire de poids conforme
(1, 0). On peut vériﬁer directement que ∂zXρ(z) obéit à la loi de transforma-
tion (2.8.19) avec h = 1 et h¯ = 0.
Ainsi nous sommes en présence d’une théorie conforme avec une charge
centrale c = D. Cette théorie est la superposition de D bosons libres Xµ qui
déﬁnissent chacun une théorie conforme avec une charge centrale c = 1. Un
outil puissant permet de calculer les fonctions de corrélations de cette théorie :
la représentation des champs primaires par des opérateurs exponentiels du
champ libre Xµ (chapitre 6 de [72]). À un opérateur Φh(z, z¯) de la théorie28,
on associe un opérateur de vertex Vp(z, z¯)
Vp(z, z¯) = :e
ipX(z,z¯) : (2.8.33)
où p vériﬁe la relation suivante
h = h¯ =
α′
4
p2 (2.8.34)
Ceci se généralise à la théorie contenant D bosons Xµ. Les fonctions de
corrélations feront ainsi intervenir les opérateurs de vertex
Vp(z, z¯) = :e
ipµXµ(z,z¯) : (2.8.35)
où p est l’impulsion de la corde entrante. Ces opérateurs se généralisent aux
produits
V {µi,νj}p (z, z¯) = :
∏
i
∂miXµi
∏
j
∂¯njXνjeipµX
µ(z,z¯) : (2.8.36)
qui correspondent à tous les états que nous trouverons en quantiﬁcation
canonique.
Les amplitudes de la théorie des cordes doivent être invariante sous une
transformation conforme. Comme la position de l’opérateur de vertex est
28On ne considère que le cas où h = h¯.
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arbitraire sur la feuille d’univers, les amplitudes font intervenir les opérateurs
intégrés
V =
∫
d2z :eipµX
µ(z,z¯) : (2.8.37)
qui doivent être invariant, ce qui ﬁxe le poids conforme de Vp(z, z¯) à (1, 1) et
permet de déterminer le spectre dans ce formalisme.
Nous avons ainsi donné un aperçu de l’origine de la condition de quanti-
ﬁcation, de l’ordre normal et de la forme des opérateurs de vertex que nous
introduirons dans le cadre de la quantiﬁcation canonique sans plus de justi-
ﬁcation.
Nous ne développerons pas plus les formalismes de l’intégrale des chemins
et de la théorie conforme et nous terminerons par deux remarques
– Dans le cas de la corde ouverte, les conditions aux bords identiﬁent les
algèbres de Virasoro holomorphes et antiholomorphes Ln = L¯n.
– La théorie des cordes est bien déﬁnie lorsque la charge centrale totale
est nulle. Notre théorie conforme à c = D est complétée par la théorie
conforme des fantômes de Fadeev-Popov qui ont une charge centrale
c′ = −26 dans le cas de la corde bosonique. La charge centrale totale
est ainsi D− 26, ce qui ﬁxe la dimension de l’espace-temps à vingt-six
dimensions.
2.8.7 Intégrale des chemins pour les fermions, théorie
superconforme
Intégrale des chemins pour la corde supersymétrique
L’intégrale des chemins pour l’action supersymétrique fait intervenir, comme
en théorie des champs, des variables de Grassmann et les résultats de l’inté-
grale de Berezin. On peut écrire l’action en terme de superchamps déﬁnis sur
un superespace, ce qui rend manifeste l’invariance par supersymétrie, mais
nous n’exposerons pas ce formalisme dont nous n’aurons pas besoin par la
suite. Les degrés de liberté de symétrie sont éliminés en ﬁxant la jauge super-
conforme. Le déterminant de Fadeev-Popov sera exprimé en terme non seule-
ment de fantômes, mais aussi de superfantômes. Comme précédemment, nous
ne détaillerons pas les subtilités liés à ces superfantômes et nous en tiendrons
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compte directement dans le résultat.
Théorie superconforme des champs
Nous avons vu à la sous-section 2.4.2 qu’aux transformations de super-
symétrie correspondaient un supercourant J±. En procédant de la même
manière que dans le cas bosonique, nous pouvons montrer que l’action su-
persymétrique, une fois la jauge ﬁxée, est invariante sous l’action des trans-
formations superconformes
δXµ(w, w¯) = −ǫ¯(w, w¯)ψµ(w, w¯) , δψµ(w, w¯) = iρa∂aXµ(w, w¯) ǫ(w, w¯)
(2.8.38)
où nous insistons sur la dépendance en w, w¯ de ǫ. ǫ¯ n’est pas ici le conjugué
de ǫ, mais le conjugué multiplié par la matrice de Pauli ρ0. L’expression
(2.8.38) est à comparer à celle de la supersymétrie (2.3.4) et à celle des
transformations conformes (dont l’expression inﬁnitésimale est δXµ(w, w¯) =
−ǫ(w, w¯)Xµ(w, w¯)).
La symétrie résiduelle est ainsi une symétrie superconforme, qui contraint
la forme des fonctions de corrélation et permet de travailler avec le formalisme
de la théorie superconforme des champs.
De même que les transformations conformes sont générées par des modes
Ln de T qui forment l’algèbre de Virasoro, les transformations supercon-
formes sont générées par les modes Ln et les modes Gr du supercourant
J , fonction holomorphe de w obtenue à partir de J− lors du prolongement
analytique vers la feuille d’univers euclidienne29
J(w) =
∑
r∈Z+ν
w−r−
3
2 Gr , J¯(w¯) =
∑
r∈Z+ν
w¯−r−
3
2 G¯r (2.8.39)
où ν = 0 si nous sommes dans le secteur de Ramond et ν = 1
2
si nous sommes
dans le secteur de Neveu-Schwarz.
29J¯ , supercourant antiholomorphe, est obtenu à partir de J+ et participe à une seconde
superalgèbre de Virasoro.
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Ces modes forment la superalgèbre de Virasoro.
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0 (2.8.40a)
{Gr, Gs} = 2Lr+s + c
12
(4r2 − 1)δr+s,0 (2.8.40b)
[Ln, Gr] =
n− 2r
2
Gn+r (2.8.40c)
Lorsque r et s sont des entiers, il s’agit de l’algèbre de Ramond, lorsque r et
s sont demi-entiers, il s’agit de l’algèbre de Neveu-Schwarz.
Application à la théorie de la supercorde : théorie superconforme
minimale c = 1
2
du fermion libre
Comme pour la corde bosonique, il faut utiliser les variables z et z¯ pour
que les solutions des équations du mouvement s’écrivent comme des séries de
Laurent. L’action euclidienne s’écrit
SE = 1
2πα′
∫
d2w
(
∂wX
µ∂w¯Xµ − i
2
ψµ−∂w¯ψ−,µ +
i
2
ψµ+∂wψ+, µ
)
=
1
2πα′
∫
d2z
(
∂Xµ∂¯Xµ − i
2
ψµ−∂¯ψ−,µ +
i
2
ψµ+∂ψ+, µ
) (2.8.41)
où, dans la seconde égalité, ψ±, fonctions de z, z¯, sont déﬁnis par
ψ−(w) = (∂wz)
1
2ψ−(z) = (−iz) 12ψ−(z) (2.8.42a)
ψ+(w¯) = (∂w¯z¯)
1
2ψ+(z¯) = (iz¯)
1
2ψ+(z¯) (2.8.42b)
pour que l’action soit invariante sous la transformation conforme. Comme on
peut le vériﬁer en calculant le produit d’opérateurs Tψ à partir des expres-
sions données ci-dessous, ces transformations correspondent à des opérateurs
de poids conformes respectifs (1
2
, 0) et (0, 1
2
). Nous avons les expressions sui-
70
2.8 Intégrale des chemins et théorie conforme des champs
vantes pour le tenseur énergie-impulsion et le supercourant30
T−−(z) = T (z) = − 1
α′
(
:∂Xµ(z)∂Xµ(z) : − i
2
:ψ−(z)∂ψ−(z) :
)
(2.8.43a)
T++(z¯) = T (z¯) = − 1
α′
(
: ∂¯Xµ(z¯)∂¯Xµ(z¯) : +
i
2
:ψ+(z¯)∂¯ψ+(z¯) :
)
(2.8.43b)
J−(z) = J(z) =
√
2i
α′
:ψµ−(z)∂Xµ(z) : (2.8.43c)
J+(z¯) = J¯(z¯) = −
√−2i
α′
:ψµ+(z¯)∂¯Xµ(z¯) : (2.8.43d)
Le développement en modes de ψ± s’écrit
ψµ−(z) =
√
iα′
∑
r
βµr z
−r− 1
2 (2.8.44a)
ψµ+(z¯) =
√−iα′
∑
s
β˜µs z¯
−s− 1
2 (2.8.44b)
Notons que J est un opérateur de poids conforme (3
2
, 0) et J¯ un opérateur
de poids conforme (0, 3
2
). Nous rappelons que T et T¯ sont les descendants de
l’opérateur identité dans l’algèbre holomorphe et antiholomorphe respective-
ment et ne se transforment pas comme les champs primaires. Nous n’entre-
rons pas plus dans les détails.
Les fonctions de corrélation à deux points des champs fermioniques s’écri-
vent
〈ψµ−(z)ψν−(z′)〉 = iα′ηµν
1
z − z′ (2.8.45a)
〈ψµ+(z¯)ψν+(z¯′)〉 = −iα′ηµν
1
z¯ − z¯′ (2.8.45b)
et permettent de déﬁnir l’ordre normal conforme pour ces champs.
Pour calculer des fonctions de corrélation, des opérateurs de vertex super-
symétriques peuvent être construits comme pour la corde bosonique. Comme
cette construction fait intervenir des subtilités liés aux superfantômes et que
nous n’aurons pas besoin de la forme précise de ces opérateurs de vertex par
la suite, nous n’entrerons pas dans les détails.
30Les expressions (2.8.43) comportent un signe − supplémentaire par rapport aux ex-
pressions (2.4.6) et (2.4.8). Ce signe provient du prolongement analytique vers la feuille
d’univers euclidienne qui change le signe de l’action (comparer (2.8.41) et (2.3.5)).
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Enﬁn, pour que la théorie puisse être correctement déﬁnie, il faut à nou-
veau que la charge centrale totale soit nulle. En tenant compte des fantômes
et superfantômes, celle-ci est égale à D − 10. Le nombre de dimensions de
l’espace-temps est donc ﬁxée à dix, contre vingt-six dans le cas de la corde
bosonique.
2.9 Quantification canonique : ancienne quan-
tification covariante
Il ne sera pas aussi facile d’appliquer la condition de couche de masse
et la sélection des états physiques est obtenue par une règle ad hoc, qu’on
peut justiﬁer dans le formalisme BRST ou celui d’intégrale des chemins.
Nous n’exposerons pas le formalisme BRST, nous nous contenterons d’expo-
ser certains aspects du formalisme d’intégrale des chemins qui nous seront
utiles pour l’explication des calculs que nous avons réalisés en théorie des
cordes. Nous ne détaillerons pas les autres aspects, notamment le traitement
complet des fantômes qui sont des degrés de liberté supplémentaires intro-
duits lorsqu’on élimine les degrés de liberté de jauge ; nous nous contenterons
de mentionner les eﬀets qu’ils ont sur nos calculs.
2.9.1 Quantification canonique de la corde ouverte libre
La procédure que nous allons suivre ressemble formellement à ce qu’on
appelle seconde quantification en théorie des champs. Gardons à l’esprit ce-
pendant que pour la corde il s’agit d’une première quantification. Nous allons
détailler cette procédure dans le cas de la corde libre (conditions au bord de
Neumann aux deux extrémités) et ouverte. Nous donnerons seulement les
résultats pour les autres cas (orbifold et champ électromagnétique).
Il s’agit de promouvoir au rang d’opérateurs les modes xµ, pµ et aµn de la
corde. Comme pour le système ponctuel (voir section 2.1), la prescription de
la quantiﬁcation canonique s’écrit
[. , .]P.B. −→ −i[. , .] (2.9.1)
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Les crochets de Poisson sur Xµ et son impulsion conjuguée πµ = − 1
2πα′
∂τX
µ
[Xµ(τ, σ) , Xν(τ, σ′)]P.B. = [πµ(τ, σ) , πν(τ, σ′)]P.B. = 0 (2.9.2a)
[Xµ(τ, σ) , πν(τ, σ′)]P.B. = −ηµν δ(σ − σ′) (2.9.2b)
permettent de calculer les crochets de Poisson sur les modes de la corde (nous
omettrons déﬁnitivement d’écrire les crochets de commutation nuls)31
[aµn , a
ν
m]P.B. = in η
µν δm+n,0 (2.9.3a)
[xµ, pν ]P.B. = −ηµν (2.9.3b)
Après quantiﬁcation , les opérateurs Xµ et πν vériﬁent les relations de com-
mutation suivantes
[Xµ(τ, σ) , πν(τ, σ′)] = i ηµν δ(σ − σ′) (2.9.4)
et les modes
[aµn , a
ν
m] = n η
µν δm+n,0 (2.9.5a)
[xµ, pν ] = iηµν (2.9.5b)
Les champs classiques Xµ sont réels. Cette propriété devient une condition
d’hermiticité pour l’opérateur Xµ et impose la relation suivante (aµn)
† = aµ−n.
On reconnaît respectivement les relations de commmutation de l’oscillateur
harmonique (à un facteur de normalisation près) et celles de la particule libre.
L’espace des états E sera donc le produit direct entre les états de l’oscillateur
harmonique et les états propres de l’impulsion p
E =
{∣∣∣{Nµn}n∈N \{0} , kµ, µ ∈ {0, . . . , D}〉} (2.9.6)
où kµ est la valeur propre de l’opérateur impulsion pµ et Nµn le niveau du
n-ième oscillateur harmonique de la coordonnée Xµ.
31 Les facteurs qui apparaissent dans les expressions en termes de modes des champs X
(cela est valable aussi pour les champs ψ) sont déterminés de façon à ce que ces crochets
de Poisson soient standards, sachant que x et p sont des modes décrivant le mouvement
rectiligne uniforme du centre de masse, que les modes a, α et α˜ décrivent les oscillations
d’un champ bosonique et les modes b, β et β˜, celles d’un champ fermionique.
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2.9.2 Contrainte de Virasoro dans le formalisme de quan-
tification canonique
L’espace de Hilbert H des états physiques est cependant bien plus petit,
car il faut d’une part, imposer l’équivalent des contraintes classiques (voir
(2.4.2)) et d’autre part éliminer les redondances d’états qu’on ne peut pas
distinguer entre eux (parce que leur diﬀérence est un état physique orthogo-
nal à tous les autres états, lui-même compris, appelé état null pour reprendre
le terme anglais). L’élimination des redondances se fait par simple quotient
de l’espace des états physiques par l’espace des états null. Par la suite, nous
parlerons de l’espace des états remplissant les contraintes physiques et l’opé-
ration subséquente d’élimination des états null sera implicite.
Au niveau classique, les équations du mouvement sur la métrique de la
feuille d’univers (2.4.2) s’écrivent en terme des modes de T
Ln = 0 pour tout n (2.9.7)
Après quantiﬁcation, cette condition doit être adoucie, comme le formalisme
BRST permet de le démontrer. Les états physiques |phys〉 vériﬁent les condi-
tions suivantes
Ln|phys〉 = 0 , n > 0 (L0 − a)|phys〉 = 0 (2.9.8)
où a est la constante d’ordre normal32. Avant de voir comment cette constante
apparaît en quantiﬁcation canonique, remarquons que la contrainte sur les
états quantiques correspond à la déﬁnition d’un champ primaire Φ en théorie
conforme
LnΦ = 0 n > 0 et L0Φ = hΦ (2.9.9)
La détermination du spectre de la corde est ainsi équivalente à l’identiﬁcation
des opérateurs primaires de la théorie conforme associée. Nous avons vu que
ces opérateurs étaient représentés par des opérateurs de vertex qui devaient
32Nous écrirons aussi L0 en y incluant la constante d’ordre normal. La condition devient
alors L0|phys〉 = 0. Nous utiliserons la convention suivante : si la constante a n’est pas
écrite explicitement, elle est supposée incluse dans l’expression de L0. Nous définirons de
même L¯0.
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avoir un poids conforme33 1. On peut montrer que dans le formalisme de
quantiﬁcation canonique, il faut aussi que a = 1 pour que le spectre soit
cohérent.
Revenons à la corde ouverte libre. À partir de l’expression de T en fonction
de Xµ (2.4.4) ou (2.8.26), nous obtenons l’expression des Ln en fonction des
modes quantiﬁés
Ln =
1
2
∑
m∈Z
aµ−man+m,µ (2.9.10a)
L0 = α
′pµpµ +
1
2
∑
m∈Z
aµ−mam,µ (2.9.10b)
Mais il subsiste une ambiguité dans l’ordre des opérateurs pour L0. Pour
résoudre cette ambiguité, on applique la prescription d’ordre normal, cette
fois-ci d’opérateur, qui impose de placer les opérateurs de création (aµ−n, n >
0) à gauche et les opérateurs d’annihilation (aµn, n > 0) à droite. Cet ordre
normal introduit une constante supplémentaire
L0 = α
′pµpµ +
∞∑
n=1
aµ−nan, µ −
D − 2
24
(2.9.11)
La constante d’ordre normal est donc a = D−2
24
. Elle est égale à 1 lorsque
D = 26.
Dans les autres cas, où la corde ouverte a des conditions aux bords
Dirichlet-Dirichlet (DD), (2.5.9), Neuman-Dirichlet (ND ou DN), (2.5.11) et
(2.5.10), pour une coordonnée Xµ0 donnée, la contribution de cette direction
à L0, que nous noterons L
µ0
0
Lµ00,DD =
(q1 − q0)2
(2π)2α′
+
∞∑
n=1
a−nan − 1
24
(2.9.12a)
Lµ00,ND = L
µ0
0,DN =
∞∑
n=1
a−nan − 1
24
(2.9.12b)
où nous avons omis µ0 pour alléger les expressions et inclus la contribution à
la constante d’ordre normal. Les expressions des Ln, n 6= 0 restent inchangées.
33Dans la théorie conforme associée à la corde ouverte, il n’y a qu’une seule algèbre de
Virasoro et nous notons simplement le poids conforme h = 1.
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Notons que pour une corde ouverte ayant des conditions DD sur le même
nombre de dimensions, L0 s’écrira
L0 = α
′p2 +
(q⊥1 − q⊥0 )2
(2π)2α′
+
∞∑
n=1
a−n · an − 1 (2.9.13)
où  désigne les directions du volume d’univers des D-branes et ⊥ les direc-
tions transverses.
2.9.3 Détermination du spectre de la corde libre ouverte
Nous allons classer les états à l’aide du nombre total N d’excitations des
oscillateurs harmoniques, valeur propre de l’opérateur
Nˆ =
∞∑
n=1
aµ−nan, µ (2.9.14)
En eﬀet, si l’on applique cet opérateur à un élément de E, on obtient
Nˆ
∣∣∣{Nµn}, kµ〉 =
( ∞∑
n=1
D∑
µ=0
Nµn
)∣∣∣{Nµn}, kµ〉 = N∣∣∣{Nµn}, kµ〉 (2.9.15)
Nous n’entrerons pas dans les détails de l’analyse détaillée du spectre qui
est faite dans [1] p.81-86 ou [3] p.121-124 et nous nous contenterons d’en
donner les résultats.
– Le spectre est dépourvu d’états de norme négative quand D = 26. On
retrouve la même condition que celle évoquée dans le cadre de la théorie
conforme. La constante d’ordre normal qui apparaît dans l’expression
de L0 est donc égale à −1.
– La condition sur L0 correspond à la condition de couche de masse sur
les états physiques
m2 =
1
α′
(N − 1) (2.9.16)
– Il existe un seul état au niveau N = 0, noté |0, kµ〉 de masse carré
négative. La théorie comporte donc un tachyon.
– Au niveau N = 1, nous avons 24 états de masse nulle, déﬁnis par
eµa
µ
−1|0, kρ〉 où eµ vériﬁe la condition kµeµ = 0 et est déﬁni modulo
eµ ∼ eµ + xkµ avec x réel quelconque. Ces états correspondent aux 24
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polarisations possibles pour un boson vecteur de masse nulle évoluant
dans un espace-temps à 26 dimensions.
– Les autres états sont obtenus par applications successives des opéra-
teurs aµ−n. Nous n’en aurons pas besoin par la suite.
Nous allons à présent donner les résultats pertinents pour les autres condi-
tions au bord que nous avons évoquées précédemment.
2.9.4 Corde fermée libre dans un espace plat
Les modes de la corde fermée libre (2.5.7) vériﬁent les mêmes relations
de commutation que la corde ouverte
[αµn , α
ν
m] = n η
µν δm+n,0 (2.9.17a)
[α˜µn , α˜
ν
m] = n η
µν δm+n,0 (2.9.17b)
[xµ, pν ] = i ηµν (2.9.17c)
Les états physiques doivent vériﬁer la condition (2.9.8) pour les Ln et pour
les L¯n, ainsi qu’une condition supplémentaire dite de level matching34
(L0 − L¯0)|phys〉 = 0 (2.9.18)
Notons que L0 dans le cas de la corde ouverte, ou L0 + L¯0 dans le cas de
la corde fermée, est le générateur des translations par rapport au temps τE
de la feuille d’univers euclidienne et consitue ainsi l’hamiltonien du système.
De même, L0 − L¯0 est le générateur des rotations. Les états physiques sont
donc invariants sous les rotations de la feuille d’univers. Nous verrons dans
la section suivante que ce n’est pas toujours le cas.
Les générateurs des algèbres de Virasoro Ln et L¯n sont identiques pour
n 6= 0 à ceux de la corde ouverte.
Ln =
1
2
∑
m∈Z
αµ−mαn+m,µ (2.9.19a)
L¯n =
1
2
∑
m∈Z
α˜µ−mα˜n+m,µ (2.9.19b)
34Une traduction pourrait être ajustement de niveau mais nous préférons garder le terme
anglais.
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Par contre, nous avons
L0 =
α′
4
pµpµ +
∞∑
n=1
αµ−nαn, µ − 1 (2.9.20a)
L¯0 =
α′
4
pµpµ +
∞∑
n=1
α˜µ−nα˜n, µ − 1 (2.9.20b)
où nous avons posé D = 26.
On peut déﬁnir comme pour la corde ouverte un niveau N¯ . La condition
de level matching impose que N = N¯ . La masse des états physiques est
déﬁnie par la relation suivante :
m2 =
4
α′
(N − 1) (2.9.21)
Comme précédemment, l’état N = 0 est un tachyon. Les états suivants sont
obtenus par application successives d’un nombre égal d’opérateur αµ−n et α˜
ν
−n.
Les états de masse nulle sont particulièrement intéressants. Il s’agit des
états eµνα
µ
−1α˜
ν
−1|0, kρ〉 où eµν vériﬁe la condition kµeµν = kνeµν = 0 et est
déﬁni modulo eµν ∼ eµν + xµkν + yνkµ avec xµkµ = yµkµ = 0. Nous avons
576 (242) états de masse nulle qu’on peut organiser en un scalaire φ, le
dilaton, un tenseur symétrique de trace nulle g, la métrique, et un tenseur
antisymétrique B. Il est tout à fait légitime de donner de tels noms à ces états
car une perturbation de la métrique par exemple autour de l’espace plat est
décrit par l’insertion de l’opérateur de vertex du graviton (voir [3] p.108).
Ainsi l’extrapolation de cette observation conduit à inclure un dilaton, une
métrique quelconque et un champ antisymétrique à l’action de Polyakov,
ce qui donne le résultat que nous avons déjà donné (2.6.9). Toutefois, en
l’absence de théorie de champ de cordes permettant de décrire des états
cohérents de gravitons par exemple, il est encore impossible de déterminer
de tels champs et nous sommes contraints de les choisir sans autre guide que
la possibilité de déﬁnir la théorie perturbative et la faisabilité des calculs.
2.9.5 Corde fermée et compactification
Nous allons supposer qu’une seule direction est compactiﬁée et nous omet-
trons l’indice d’espace-temps correspondant. Pour traiter le cas de la corde
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avec un nombre d’enroulement non nul, il faut distinguer la partie gauche
XL, ou partie antiholomorphe (2.8.24) sur la feuille d’univers euclidienne, et
la partie droite35 XR de la solution (2.5.13), ou partie holomorphe (2.8.23),
XR(τ, σ) = x
µ
R +
α′
2
pR(τ − σ) + i
√
α′
2
∑
n∈Z\{0}
αµn
n
e−in(τ−σ) (2.9.22a)
XL(τ, σ) = x
µ
L +
α′
2
pL(τ + σ) + i
√
α′
2
∑
n∈Z\{0}
α˜µn
n
e−in(τ+σ) (2.9.22b)
avec
pR =
v
R
+
wR
α′
pL =
v
R
− wR
α′
(2.9.23)
Les cordes non enroulées vériﬁent pL = pR et les cordes enroulées sont celles
pour lesquelles pL 6= pR. C’est pourquoi il faut introduire les modes conjugués
à pL et pR : xL et xR.
Les relations de commutation sont les mêmes que pour la corde fermée
dans un espace plat, mais celle pour les modes zéro s’écrivent pour un nombre
d’enroulement non nul :
[xL , pL] = [xR , pR] = i (2.9.24)
On obtient alors, pour L0 et L¯0
L0 =
α′
4
(p2R + p
2
⊥) +
∞∑
n=1
αµ−nαn, µ − 1 (2.9.25a)
L¯0 =
α′
4
(p2L + p
2
⊥) +
∞∑
n=1
α˜µ−nα˜n, µ − 1 (2.9.25b)
où p2⊥ est la norme au carré de l’impulsion dans les directions non compacti-
ﬁées.
Les conditions de Virasoro imposent :
m2 =
v2
R2
+
w2R2
α′
+
2
α′
(N + N¯ − 2) (2.9.26a)
N − N¯ + vw = 0 (2.9.26b)
35Ces dénominations supposent que σ est orienté de gauche à droite et sont opposées
aux conventions habituelles (qui supposent que σ est orienté de droite à gauche) où les
parties droite et gauche sont échangées, auquel cas la partie gauche est associée à la partie
holomorphe et la partie droite, à la partie antiholomorphe.
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Nous évoquerons les propriétés de symmétrie de ce spectre et ses consé-
quences physiques à la section 2.10
2.9.6 Corde fermée dans un orbifold et corde ouverte
dans un champ électromagnétique constant et uni-
forme
Comme nous avons vu à la section 2.6, il existe une analogie formelle entre
la corde fermée dans un orbifold et la corde ouverte dans un champ électro-
magnétique constant et uniforme et nous allons voir qu’elle reste présente
après la quantiﬁcation. Dans le cas de l’orbifold de boost que nous expli-
querons plus en détail à la sous-section suivante, cette analogie est même
indispensable pour quantiﬁer correctement les modes zéro.
Dans le cas général de l’orbifold (2.6.6), les relations de commutation (non
nulles) entre les modes αn et α˜n s’écrivent [71]
[αµn , α
ν
m] = (n− iwJ )µρηρν δn+m,0 (2.9.27a)
[α˜µn , α˜
ν
m] = (n + iwJ )µρηρν δn+m,0 (2.9.27b)
Ces relations sont valables pour n = 0 sauf pour les directions selon lesquelles
J a une valeur propre nulle, auquel cas, il faut déﬁnir36 à partir de α0 et
α˜0 des opérateurs de type x et p. Cette redéﬁnition doit être faite pour les
cordes non twistées w = 0 (αµ0 = α˜
µ
0 =
√
α′
2
pµ). Par ailleurs, dans ce cas, on
retrouve bien les relations de la corde fermée dans un espace plat.
Ces relations de commutation sont à comparer à celles de la conﬁguration
de champ électromagnétique (2.6.18)
[aµn , a
ν
m] = (n+ iΩ)
µ
ρη
ρν δn+m,0 (2.9.28)
valables pour n = 0 sauf si Ω a une valeur propre nulle (cas de champs
extrêmaux, qui est résolu en adoptant la jauge du cône de lumière). Il faut
ajouter les relations de commutation sur les qµ0
[qµ0 , q
ν
0 ] =
(
i
F (0) − F (1)
)µ
ρ
ηρν (2.9.29)
36Nous invitons le lecteur à se référer à la sous-section 2.4 de [71] pour les détails de ce
cas particulier. Dans faire le lien entre notre présentation et cet article, il faut échanger
les modes α et α˜.
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La conﬁguration de corde fermée est composée de deux copies des modes de
cordes ouvertes, si l’on ne tient pas compte des modes zéro dont le traitement
est plus délicat. Nous verrons comment les modes zéro sont reliés dans le cas
de l’orbifold de boost et de la conﬁguration de champs électriques.
En ce qui concerne les générateurs des algèbres de Virasoro, pour la corde
fermée et pour la corde ouverte, les expressions des Ln (L¯n) (2.9.19b) restent
inchangées tandis que dans les expressions de L0 (L¯0), la constante d’ordre
normal changent, à cause d’une part du décalage dans les énergies des modes
(±iwJ ou +iwΩ) et d’autre part, dans le cas d’un orbifold de boost ou
du champ électrique, les modes zéros ne sont pas des opérateurs d’oscillateur
harmonique et ne doivent donc pas être ordonnés. Dans ces derniers cas, où la
quantiﬁcation est particulièrement délicate, nous détaillerons les expressions
des générateurs Ln et la façon dont il faut procéder.
Pour le cas général, nous invitons le lecteur à se reporter à l’appendice
B de [71] qui présente des résultats uniﬁés pour les trois conﬁgurations d’or-
bifold, qui peuvent être transposés aux conﬁgurations de champs électroma-
gnétiques constants et uniformes.
2.9.7 Configuration de champs électriques et orbifold de
boost
Considérons le cas de la corde ouverte couplée aux champs électriques
d’intensité ǫ0 et ǫ1. Les relations de commutation s’écrivent
[a+n , a
−
m] = −(n+ iν) δn+m,0 (2.9.30a)
[q+0 , q
−
0 ] =
i
ǫ0 − ǫ1 (2.9.30b)
En particulier, les modes a±0 vériﬁent la relation de commutation suivante
[a+0 , a
−
0 ] = −iν (2.9.31)
qui correspondent à un oscillateur harmonique inversé [17]. Si l’on se res-
treint aux modes x0 et a0, nous avons exactement la même situation qu’une
particule dans un champ électrique. Nous en expliquerons les conséquences
physiques dans le chapitre 3.2. Alors que pour les autres modes, malgré le
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décalage iν de leur énergie, l’espace des états est un espace de Fock, pour a0,
l’espace des états est le continuum d’états correspondants au spectre de l’os-
cillateur harmonique inversé. La distinction « opérateur de création »/« opé-
rateur d’annihilation » n’a pas de sens pour a0, il ne faut donc pas l’ordonner.
La prescription donnée par [17] consiste à symétriser le produit a+0 a
−
0 . Ainsi,
L0 s’écrit
L0 = L
⊥
0 −
1
2
(a+0 a
−
0 + a
−
0 a
+
0 )−
∞∑
n=1
a+−na
−
n + a
−
−na
+
n +
1
2
ν2 − 1
12
(2.9.32)
où L⊥0 correspond aux directions transverses au cône de lumière
37. Notons
que L0 n’est pas le prolongement analytique θ → iβ de l’opérateur L0 de
la corde ouverte couplée à des champs magnétiques. Un tel prolongement
donnerait, à la place du terme 1
2
ν2, 1
2
iν(1− iν).
Pour la corde fermée dans un orbifold de boost, les relations de commu-
tation s’écrivent
[α+n , α
−
m] = −(n + iν) δn+m,0 (2.9.33a)
[α˜+m , α˜
−
m] = −(n− iν) δn+m,0 (2.9.33b)
Pour les modes zéros, nous avons en particulier
[α+0 , α
−
0 ] = −iν (2.9.34a)
[α˜+0 , α˜
−
0 ] = iν (2.9.34b)
Il s’agit de deux copies de l’algèbre de la corde ouverte, les modes droits de
la corde fermée α±0 correspondant à un paramètre +ν, les modes gauches
α˜±0 à un paramètre −ν. Il est possible de faire correspondre exactement les
quatre modes zéros de la corde fermée avec les quatre modes zéros de la corde
ouverte et ainsi transposer directement à la corde fermée l’analyse faite pour
la corde ouverte. Il suﬃt d’identiﬁer
α±0 = a
±
0 α˜
±
0 = ±
√
ν(ǫ1 − ǫ0)q±0 (2.9.35)
a±0 et q
±
0 peuvent être représentés par la dérivée covariante dans un champ
électrique constant appliquée à la fonction d’onde φ(x+, x−) d’un état propre
37La contribution des fantômes est sous-entendue.
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des modes zéro du cône de lumière
a±0 = i∂∓ ±
ν
2
x± q±0 = ∓
1√
ν(ǫ1 − ǫ0)
(
i∂∓ ∓ ν
2
x±
)
(2.9.36)
On aura alors
α±0 = i∇∓ = i∂∓ ±
ν
2
x± α˜±0 = i∇∓ = i∂∓ ∓
ν
2
x± (2.9.37)
Nous pouvons à partir de ces déﬁnitions nous focaliser sur la physique dans
le cône de lumière. Nous allons voir qu’en déﬁnissant de façon appropriée
la masse, les conditions de Virasoro impliquent que la fonction d’onde φ
vériﬁe l’équation de Klein-Gordon dans le cône de lumière en présence d’un
champ électrique, ce qui justiﬁe a posteriori notre interprétation en terme
d’oscillateur harmonique inversé.
Les expressions de L0 et L¯0 sont
L0 = L
⊥
0 −
1
2
(α+0 α
−
0 + α
−
0 α
+
0 )−
∞∑
n=1
α+−nα
−
n + α
−
−nα
+
n +
1
2
ν2 − 1
12
(2.9.38a)
L¯0 = L¯
⊥
0 −
1
2
(α˜+0 α˜
−
0 + α˜
−
0 α˜
+
0 )−
∞∑
n=1
α˜+−nα˜
−
n + α˜
−
−nα˜
+
n +
1
2
ν2 − 1
12
(2.9.38b)
Le générateur de boost J
J =
1
2ν
(α+0 α
−
0 + α
−
0 α
+
0 )−
1
2ν
(α˜+0 α˜
−
0 + α˜
−
0 α˜
+
0 )
+ i
∞∑
n=1
(
α+−nα
−
n + α
−
−nα
+
n
n + iν
− α˜
+
−nα˜
−
n + α˜
−
−nα˜
+
n
n− iν
) (2.9.39)
doit être un multiple de 1
β
à cause de la relation d’équivalence de l’orbifold.
Déﬁnissons maintenant une masse « droite » M et une masse « gauche »
M¯
M2 = −2
∞∑
n=1
α+−nα
−
n + α
−
−nα
+
n + ν
2 − 1
6
+ L⊥0 (2.9.40a)
M¯2 = −2
∞∑
n=1
α˜+−nα˜
−
n + α˜
−
−nα˜
+
n + ν
2 − 1
6
+ L¯⊥0 (2.9.40b)
et les conditions de Virasoro s’écrivent
M2 = α+0 α
−
0 + α
−
0 α
+
0 M¯
2 = α˜+0 α˜
−
0 + α˜
−
0 α˜
+
0 (2.9.41)
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c’est-à-dire, dans la représentation des α0 et α˜0 en terme d’opérateurs dif-
férentiels agissant sur la fonction d’onde φ, de l’équation de Klein-Gordon
dans R1,1 d’une particule de charge +ν
(∇+∇− +∇−∇+)φ = M2φ (2.9.42a)
ou d’une particule de charge −ν
(∇+∇− +∇−∇+)φ = M¯2φ (2.9.42b)
La signiﬁcation physique pour les cordes de ces équations sera précisée à la
sous-section 3.2.3.
Terminons par la déﬁnition de la masse de cône de lumière µ
µ =
1
2
(M2 + M¯2) (2.9.43)
et de j la partie de mode zéro du générateur de boost
j =
1
2ν
(
M2 − M¯2) (2.9.44)
2.9.8 Corde ouverte dans un champ électromagnétique
extrêmal quadratique
Dernière conﬁguration à avoir été étudiée dans la section 2.6, elle présente
la ressemblance suivante avec la conﬁguration de champ électrique : selon la
valeur de δ = e1 − e0 − πe0e1, les modes zéro sont soit de type magnétique
(δ > 0), c’est-à-dire des opérateurs d’oscillateur harmonique, soit de type
extrêmal (δ = 0), où ils se réduisent à deux modes de corde libre x0 et
p0, soit de type électrique δ < 0, c’est-à-dire des opérateurs d’oscillateur
harmonique inversé. Nous verrons au chapitre 3.1 que le type magnétique
correspond à une conﬁguration stable alors que le type électrique, à une
instabilité cinématique de la corde.
Nous avons vu à la section 2.6 que cette conﬁguration pouvait se ramener,
dans le cas où la corde n’est pas neutre, à deux problèmes unidimensionnels
selon deux directions d’espace. Nous avons ainsi les relations de commutation
suivantes
[an , a
†
m] = ωn δn,m , (2.9.45)
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pour n 6= 0 et
[a0 , a
†
0] = ω0 ou [x0 , p0] = i ou [a+ , a−] = ik0 (2.9.46)
pour les modes zéro, selon la valeur de δ (nous nous limitons à ∆ > 0,
∆ = e1−e0+ 2π ). Les normalisations, dont nous n’avons pas expliqué l’origine
à la section 2.6, sont ﬁxés par ces relations de normalisations, de telle sorte
que dans le membre de droite apparaissent l’énergie du mode correspondant,
comme dans le cas de la corde libre dans un espace plat.
L0 s’écrit alors
p+L0 =
∞∑
n=1
a†n + E +


a†0a0 si δ > 0
p20 si δ = 0
a+a− si δ < 0
(2.9.47)
À ce stade nous devons faire trois remarques :
– Le facteur p+ apparaît car nous avons utilisé le formalisme de la quan-
tiﬁcation dans la jauge du cône de lumière.
– E est une constante d’ordre normal dont l’expression peut être trouvée
dans [74]. Il est important de noter qu’elle est réelle.
– Les modes électriques ont été ordonnés, malgré ce qui a été dit précé-
demment. En eﬀet, les états peuvent être exprimés comme des états de
Fock. La constante E étant réelle même dans le cas δ < 0, la condition
de Virasoro peut tout à fait être vériﬁée. La diﬀérence par rapport à
la conﬁguration de champs électriques réside dans le type d’instabilité.
Dans notre cas, l’instabilité est seulement cinématique, alors que dans
l’autre cas, l’instabilité est due à la production de paires d’états. Il
serait intéressant d’étudier d’autres conﬁgurations de type électrique
pour savoir si cette corrélation entre type d’instabilité et nature du
spectre peut être généralisée.
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2.9.9 Corde supersymétrique dans l’espace plat
Quantification canonique
Les opérateurs fermioniques doivent vériﬁer les relations d’anticommuta-
tion suivantes
{ψµ−(τ, σ) , ψν−(τ, σ′)} =
1
α′
ηµνδ(σ − σ′) (2.9.48a)
{ψµ+(τ, σ) , ψν+(τ, σ′)} =
1
α′
ηµνδ(σ − σ′) (2.9.48b)
{ψµ−(τ, σ) , ψν+(τ, σ′)} = 0 (2.9.48c)
Les modes vériﬁent alors
{βµr , βνs } = {β˜µr , β˜νs } = ηµνδr+s,0 (2.9.49)
Les générateurs Ln et Gr ont pour expression
Ln =
1
2
∑
m∈Z
αµ−mαm+n, µ +
1
2
∑
s
(n
2
+ s
)
βµ−sβs+n, µ n 6= 0 (2.9.50a)
Gr =
√
2α′pµβr, µ +
∑
m∈Z\{0}
αµ−mβm+r, µ (2.9.50b)
L0 =
α′
4
pµpµ +
∞∑
m=1
αµ−mαm,µ +
∑
s>0
sβµ−sβs, µ + a (2.9.50c)
avec a = 1
2
pour le secteur R et a = 0 pour le secteur NS. Les expressions
pour les quantités antiholomorphes s’écrivent de façon identique avec α˜ et β˜.
Pour la corde ouverte, α et β sont remplacés par a et b et α
′
4
pµpµ par α′pµpµ.
Il est utile d’introduire un nombre de spineurs sur la feuille d’univers F
déﬁni modulo 2 pour classer les états du spectre selon leur valeur propre ±1
pour l’opérateur eiπF . L’expression de F ne nous est pas utile, elle peut être
trouvé dans [4] chapitre 10.
Corde ouverte
La condition d’états physiques s’écrit pour la corde ouverte
Ln|phys〉 = 0 n > 0 (2.9.51a)
Gr|phys〉 = 0 r ≥ 0 (2.9.51b)
(L0 − a)|phys〉 = 0 (2.9.51c)
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où a = 1
2
dans le secteur NS et a = 0 dans le secteur R.
Nous obtenons alors la condition de couche de masse suivante, à D = 10
dimensions et en tenant compte des contributions des fantômes et superfan-
tômes,
m2 =
1
α′
(N − 1
2
) (2.9.52)
pour le secteur NS et
m2 =
1
α′
N (2.9.53)
pour le secteur R.
Dans le secteur NS, l’état du vide est l’état annihilé par tous les βµr , avec
r > 0, et est noté |0; k〉. Le secteur NS contient donc des bosons. L’état
|0; k〉 est un état tachyonique, noté NS− car il a une valeur propre −1 pour
l’opérateur38 eiπF . Les états excités bosoniques sont construits en appliquant
des opérateurs βµ−r, r > 0, une fois chaque maximum à cause des relations
d’anticommutation. On peut montrer qu’il existe 8 états de masse nulle qui
représentent les diﬀérentes polarisations d’une boson vecteur à 8 dimensions.
On les note NS+.
Par contre dans le secteur R, il existe plusieurs états du vide, qui ont une
masse nulle. Ces états |u; k〉 (nous anticipons la notation sur le résultat) sont
déterminés par la condition (2.9.51b) pour r > 0 et par la condition suivante
G0|u; k〉 =
√
α′|s′; k〉 k · Γs′sus = 0 (2.9.54)
où us est la polarisation du spineur u : |u; k〉 = |s; k〉us et la somme sur s
est sous-entendue. Nous reconnaissons l’équation de Dirac pour un fermion
de masse nulle
k · Γs′sus = 0 (2.9.55)
où Γµ sont les matrices réalisant l’algèbre de Cardiﬀ à D dimensions
Γµ =
√
2βµ0 (2.9.56)
Le secteur R contient donc des fermions. Il est possible de démontrer qu’il y a
16 états du vide dans le secteur R, qui se décompose en 8 états correspondant
38Ceci signifie qu’il y a un spineur sur la feuille d’univers. En effet, il s’agit d’un spineur
superfantôme, qu’il faut inclure dans le décompte.
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aux polarisations d’un spineur de chiralité positive39, notés R+, et en 8 états
correspondants aux polarisations d’un spineur de chiralité négative, notés
R−. Les signes ± font toujours référence à la valeur propre de l’état pour
eiπF .
Ainsi, les états tachyoniques et de masse nulle sont classés dans les sec-
teurs NS± et R±. Trois conditions de cohérence supplémentaires sur la théo-
rie, localité, fermeture de l’algèbre des produits d’opérateurs et invariance
modulaires des amplitudes, ainsi que le couplage à la théories de corde fermée
dont nous parlerons à la sous-section suivante, sélectionnent deux secteurs :
NS+ et R+. C’est la théorie de type I. Elle contient des cordes ouvertes non
orientées. Le spectre ne comporte pas de tachyon (qui est dans NS−).
Corde fermée
Le spectre de la corde fermée est consituté de deux copies des spectres
de la corde ouverte. Si on note a et a¯ les constantes d’ordre normal associées
respectivement aux parties holomorphe et antiholomorphe, on a la condition
de couche de masse suivante
m2 =
4
α′
(N − a) = 4
α′
(N¯ − a¯) (2.9.57)
a et a¯ sont déterminés comme pour la corde ouverte selon le secteur dans
lequel on se trouve. ainsi les secteurs RR et NSNS contiennent des bosons,
alors que les secteurs RNS et NSR, des fermions.
Les trois conditions de cohérence sélectionnent deux théories :
– la théorie de type IIB, qui comporte les secteurs (NS+,NS+), (R+,R+),
(R+,NS+), (NS+,R+)
– la théorie de type IIA, qui comporte les secteurs (NS+,NS+), (R+,R−),
(R+,NS+), (NS+,R−)
Cette sélection est opérée sur le spectre total par l’intermédiaire de la projec-
tion Gliozzi-Scherk-Olive (GSO). De même cette projection GSO sélectionne
les états de cordes ouvertes. Pour la théorie de type IIB, la projection conserve
39Nous définissons Γ = Γ0 . . .Γ9. Un état de chiralité positive est un état ayant pour
valeur propre +1 pour Γ, un état de chiralité négative, un état ayant pour valeur propre
−1 pour Γ.
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les secteurs qui vériﬁent
eiπF = eiπF¯ = +1 (2.9.58)
Pour la théorie de type IIA, la projection conserve les secteurs qui vériﬁent
eiπF = +1
eiπF¯ = +1 si le secteur est NS, eiπF¯ = −1 si le secteur est R
(2.9.59)
Aucune de ces deux théories ne contient de tachyons, ce qui fait tout l’intérêt
des théories supersymétriques.
À partir de la théorie de type IIB, dont les secteurs holomorphes et an-
tiholomorphes ont la même chiralité, il est possible de déﬁnir une théorie
de cordes fermées non orientées en ne sélectionnant que les états du spectre
dont la valeur propre est +1 pour l’opérateur de parité sur la feuille d’univers,
noté Ω. On obtient alors la théorie de cordes fermées non orientées de type I.
C’est la seule théorie avec laquelle peuvent interagir les cordes ouvertes, ce
qui explique pourquoi elles doivent elles aussi être non orientées. C’est dans
le cadre de ces théories, de type I pour les cordes ouvertes, de type IIA et
IIB pour les cordes fermées, que nous étudierons la S-brane, à la section 2.10
et 3.3.
2.10 D-branes et Dirichlet S-branes
Nous revenons sur le cas de la corde fermée dans un espace plat com-
pactiﬁé et nous exposons la T-dualité, qui permet d’introduire un objet très
important en théorie des cordes, la D-brane ou membrane de Dirichlet.
2.10.1 T-dualité pour les cordes fermées
Comme précédemment nous ne considérons qu’une seule direction (sup-
posée spatiale) et nous omettons l’indice d’espace-temps correspondant. Le
spectre de la corde fermée dans un espace plat compactiﬁé, déterminé par les
conditions (2.9.26), est invariant sous la transformation
R→ α
′
R
, v ↔ w (2.10.1)
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En particulier, lorsque R→ 0, le spectre de la corde présente un continuum
et s’approche de celui dune dimension non compacte, ce qui est totalement
diﬀérent de la situation en théorie du point. Cette équivalence est aussi va-
lable pour les interactions40. Sous cette transformation, le mode pR ne change
pas, tandis que pL est changé en −pL. Si l’on note X ′ le champ obtenu par
T-dualité à partir de X, on peut écrire
X ′ = XR −XL (2.10.2)
La relation entre X ′ et X est donc non-locale sur la feuille d’univers.
Finalement la théorie de la corde compactiﬁée sur un cercle de rayon R est
équivalente à la théorie compactiﬁée sur un cercle de rayon α′/R. Les rayons
déﬁnissant des théories diﬀérentes appartiennent à l’intervalle [
√
α′,∞[. √α′
est le rayon auto-dual et consistue en quelque sorte une distance minimale
pour la corde fermée.
De même pour les champs fermioniques, la T-dualité change ψ−,L en
−ψ−,L et ψ+,L en −ψ+,L. Ceci multiplie par −1 la valeur propre pour eiπF¯ des
états du secteur R antiholomorphe. La théorie IIA compactiﬁée sur un cercle
de rayon R est donc équivalente par T-dualité à la théorie IIB compactiﬁée
sur un cercle de rayon α′/R et inversement, la théorie IIB est T-duale à la
théorie IIA.
2.10.2 T-dualité pour les cordes ouvertes et D-branes
Pour les cordes ouvertes, par contre, dont le spectre est identique au
spectre (2.9.16) d’espace plat non compactiﬁé, la limite R→ 0 est identique
à celle en théorie du point. La corde ouverte, lorsque R = 0, est contrainte
à se propager dans un espace comportant une direction spatiale de moins.
Comme nous l’avons vu pour la corde fermée, la théorie T-duale est décrite
par le champ X ′ = XL−XR. La condition de Neumann pour X devient une
condition de Dirichlet pour X ′. Les coordonnées X(σ, τ)|σ=0,π des extrémités
de la corde ouverte sont ainsi ﬁxées. Par contre, pour ψ±, les conditions aux
bords ne sont pas modiﬁées.
40Cependant, nous ne détaillerons pas cet aspect dans les sections suivantes.
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Dans le cas général, où l’on a fait une T-dualité dans une ou plusieurs
directions, le lieu où les extrémités de la corde sont contraintes d’évoluer est
un hyperplan de l’espace-temps, appelé D-brane.
Nous pouvons faire plusieurs remarques
– On peut tout à fait déﬁnir la transformation de T-dualité par l’opéra-
tion XL → −XL (et ψ±,L → −ψ±,L) indépendamment de la compacti-
ﬁcation, par exemple dans le cas décompactiﬁé où R =∞.
– Dans la théorie supersymétrique, la T-dualité à partir de la théorie de
type I compactiﬁée fait apparaître en plus des D-branes, des objets
qui correspondent au fait que la corde ouverte est non orientée : des
orientifolds. Il s’agit de plans qui sont en quelque sorte des miroirs dans
lesquels les deux versions orientées de la corde se reﬂètent. Loin des D-
branes, nous avons un théorie de type II, car la projection d’orientation
Ω relie un état de corde avec son image derrière l’orientifold, mais
n’impose aucune contrainte locale sur les états. À partir de la théorie
de type I (dont les secteurs ont même chiralité), nous obtenons par
T-dualité une théorie de type IIA hors des D-branes (et type I sur les
D-branes) puis par une T-dualité supplémentaire une théorie de type
IIB, etc.
– La position d’une D-brane est T-duale à la valeur d’un potentiel de
jauge. À un système de n D-branes correspond un champ de jauge
U(n) qui est couplé à la corde ouverte. Dans ce cas, les positions des
D-branes sont encodées comme les valeurs propres d’une matrice U(n).
À une seule D-brane correspond un champ de jauge électromagnétique.
– Les D-branes sont en réalité des objets ayant une dynamique propre. En
eﬀet, les ﬂuctuations des D-branes sont simplement T-duales des ﬂuc-
tuations du champ de jauge (par exemple, ce champ peut dépendre du
temps, alors la position de la D-brane aussi. Ce genre de conﬁguration
est étudiée par exemple dans [61]). Par la suite, nous ne considérerons
que des D-branes « rigides ».
– Les D-branes sont des objets dont la masse est proportionnelle à l’in-
verse de la constante de couplage de la théorie et sont à ce titre consi-
dérées comme des états non perturbatifs de la théorie.
– Les D-branes peuvent être déﬁnies dans d’autres géométries. Un exemple
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proche des travaux que nous avons eﬀectués dans cette thèse peut être
trouvé dans [75]
– Nous noterons Dp-brane une D-brane comportant p directions spatiales.
Le volume d’univers qu’elle décrit est donc un espace à p+1 dimensions.
Dans l’espace-plat, il s’agit de R1,p.
La Dp-brane, dans les théories à basse énergie, est une solution de type
soliton. Elle est décrite par une action dite de Born-Infeld pour la partie
bosonique
Sp = −Tp
∫
dp+1ξ
[
tr e−φ
√
− det (g + b+ 2πα′F )
+i tr exp(2πα′F + b) ∧
∑
q
Cq
] (2.10.3)
où Tp est une constante qui correspond à la tension de la D-brane. φ est le
dilaton g et b sont la métrique et le tenseur anti-symmétrique (états de masse
nulle du secteur NSNS de la corde fermée) induit sur la Dp-brane
gαβ =
∂Xµ
∂ξα
∂Xν
∂ξβ
gµν(X(ξ)) , bαβ =
∂Xµ
∂ξα
∂Xν
∂ξβ
bµν(X(ξ)) (2.10.4)
F est le champ de jauge se propageant dans la D-brane (état de masse nulle
du secteur NS de la corde ouverte). Enﬁn, les champs Cq sont les diﬀérents
états RR admis dans la théorie de type II, q indiquant le degré de la forme
diﬀérentielle associée. Pour la partie fermionique de l’action de la D-brane,
nous invitons le lecteur à se reporter à [4] et aux références qui y sont données.
Si l’on considère les D-branes comme des états de la théorie, leur construc-
tion par T-dualité montrent que la théorie de type IIA contient les D8-,
D6-, D4-, D2-, D0-branes et la théorie de type IIB, les D7-, D5-, D3-, D1-
branes, auxquelles il faut ajouter la D9-brane, identiﬁée dans la théorie à
basse énergie (supergravité de type IIB). Ces états sont stables41. À ces D-
branes stables, on peut adjoindre des D-branes instables42, qui ne font pas à
strictement partie de la théorie puisqu’elles se désintègre au bout d’un certain
temps, mais qui jouent un rôle important dans les conﬁgurations dépendantes
du temps (nous en redirons quelques mots à la sous-section 3.3.1). Ainsi en
41Ce sont des états BPS.
42ou non-BPS
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théorie de type IIA, les D9-, D7-, D5-, D3-, D1-branes sont instables, et en
théorie de type IIB, ce sont les D8-, D6-, D4-, D2-, D0-branes.
2.10.3 S-branes de Dirichlet en théorie de type II⋆
Si nous faisons une T-dualité sur la direction X0, nous obtenons une D-
brane très particulière : elle n’existe qu’un instant ! Pour insister sur cette
particularité, elle est appelée S-brane (de Dirichlet, pour des raisons qui ap-
paraîtront à la sous-section 3.3.1). Cette construction est décrite en détail
dans [76]. En théorie des cordes bosoniques, elle ne pose aucun problème
particulier. Cependant en théorie des supercordes, lorsqu’on se place dans la
limite des basses énergies, les S-branes sont des solutions de théories appelées
II⋆ et dont la déﬁnition est problématique. Le statut de ces S-branes est donc
assez imprécis. Nous reparlerons de ce problème à la section 2.13, consacrée
aux états de bord.
2.11 Opérateur de vertex et ordre normal
Dans cette section, nous parlerons uniquement des opérateurs de vertex
pour la théorie bosonique car nous n’avons calculé en théorie supersymé-
trique que des amplitudes ne faisant intervenir aucun opérateur de vertex
(amplitudes du vide, sans états entrants ni sortants).
2.11.1 Construction des opérateurs de vertex pour les
différents états du spectre
Les amplitudes autres que les amplitudes du vide correspondent à des
fonctions de corrélation à un ou plusieurs opérateurs, dont nous avons expli-
qué qu’elles pouvaient être calculées dans une représentation de champ libre
à l’aide des opérateurs de vertex. Nous allons donner quelques exemples qui
nous seront utiles, puis nous étudierons en détail le problème d’ordre normal
que pose les opérateurs de vertex dans la conﬁguration d’orbifold de boost.
Considérons pour l’instant le cas de la corde libre dans un espace plat.
Nous avons évoqué dans la section 2.8 le fait que les fonctions de corrélation
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pour le champ libre bosonique s’écrivaient en terme d’opérateur de vertex
de forme exponentielle eikX . Cet opérateur de vertex représente l’insertion
d’un état tachyonique |0; kµ〉 dans l’amplitude de diﬀusion. Pour construire
les opérateurs de vertex correspondant aux autres états du spectre, il faut
trouver l’équivalent des opérateurs de création αµ−n dans la représentation de
champ libre conforme. Rappelons que le champ ∂X peut s’écrire comme une
série de Laurent
∂Xµ(z) = −iα
′
2
pµ
1
z
− i
√
α′
2
∑
n∈Z\{0}
αµn z
−n−1 (2.11.1)
pour z appartenant à un anneau A centré sur 0 (on suppose qu’on veuille
insérer un état en 0). Par application du théorème des résidus, on exprime
alors αµn comme
αµn =
√
2
α′
∮
C
dz
2π
z−n∂Xµ(z) (2.11.2)
où C est un contour contenu dans l’anneau A, ce qui revient à
αµn ∼ ∂nXµ(0) (2.11.3)
Ainsi à l’action de αµn sur un état correspond la multiplication de l’opérateur
de vertex par ∂nXµ(0). Nous nous permettons d’écrire ∂nXµ(0) puisque les
éventuelles divergences sont retirées à l’aide de l’ordre normal. Toutefois,
nous avons privilégié la clarté à la rigueur ; il est possible de démontrer cette
correspondance en utilisant l’équivalence entre le formalisme d’intégrale des
chemins et celui de quantiﬁcation canonique.
En résumé, pour l’état de niveau N = 0 (état tachyonique pour la corde
bosonique libre dans un espace plat), l’opérateur de vertex s’écrit
V0 = :eik·X(z,z¯) : (2.11.4)
Pour un état de niveau N = 1 (état de masse nulle pour la corde bosonique
libre dans un espace plat), nous avons
Vµ1 = :∂Xµ(z)eik·X(z,z¯) : (2.11.5)
dans la cas de la corde ouverte et
Vµν1 = :∂Xµ(z)∂¯Xν(z¯)eik·X(z,z¯) : (2.11.6)
dans le cas de la corde fermée.
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2.11.2 Ordre normal dans une amplitude comportant
des états twistés
Ces expressions sont valables pour les cordes fermées non twistées dans
l’orbifold de boost. Par contre, pour les états de cordes twistés, la construction
des opérateurs de vertex correspondants n’est pas connue. Nous avons alors
choisi d’écrire les amplitudes dans le formalisme des opérateurs, où jusqu’à
deux cordes twistées peuvent être insérées sous la forme des états initiaux et
ﬁnaux, qu’il est possible de déterminer dans ce cas. Nous allons donc revenir
sur le problème de l’ordre normal pour les opérateurs de vertex des cordes
non twistées dans l’orbifold de boost.
Considérons d’abord l’opérateur de vertex V0 pour une corde libre dans
un espace plat. Nous écrivons alors X comme la somme d’une partie de
mode 0 X0, d’une partie de fréquences positives X>0, qui ne contient que des
opérateurs d’annihilation et d’une partie de fréquences négatives X<0, qui ne
contient que des opérateurs de création. L’opérateur de vertex
V0 = :e−ik+X−−ik−X+eik⊥·X⊥ : (2.11.7)
s’écrit, en se restreignant aux coordonnées du cône de lumière,
V0 = e−ik+X−<0−ik−X+<0e−ik+X−>0−ik−X+>0e−ik+X−0 −ik−X+0 (2.11.8)
où on a placé les opérateurs de création à gauche, les opérateurs d’annihila-
tion à droite, sans se préoccuper des éventuels commutateurs des opérateurs
entre eux. En eﬀet, les termes qui proviennent des commutateurs sont singu-
liers et on peut considérer qu’ils sont retirés par l’ordre normal, ce qui régu-
larise l’expression des opérateurs de vertex. Cependant, nous allons voir que
la prescription d’ordre normal opératiorel est naïve dans le cas de l’orbifold
de boost, car les termes issus des commutateurs ne sont pas tous singuliers. Il
faut revenir à la simple régularisation introduite par l’ordre normal conforme
et traduire cette régularisation en terme de prescription sur les opérateurs
de création et d’annihilation. Examinons en détail le cas de la corde libre
dans un espace plat. Nous notons V∗0 l’opérateur de vertex non régularisé et
écrivons
V∗0 = e−ik
+X−−ik−X+ = e(−ik
+X−<0−ik−X+<0)+(−ik+X−>0−ik−X+>0)+(−ik+X−0 −ik−X+0 )
(2.11.9)
95
2 Formalisme perturbatif
Pour simpliﬁer les expressions, nous absorbons le facteur −ik± dans X∓ ;
nous supposerons par ailleurs que α′ = 2,
V∗0 = eX<0(z,z¯)+X>0(z,z¯)+X0(z,z¯) (2.11.10)
Nous souhaitons utiliser la formule de Baker-Campbell-Hausdorﬀ eA+B =
eAeBe−
1
2
[A ,B] pour des opérateurs A et B tels que [A,B] soit un multiple de
l’identité43, mais le commutateur [X<0 , X>0], qui s’écrit
[X<0(z, z¯) , X>0(z, z¯)] = −4k+k−
∞∑
n=1
1
n
(2.11.11)
est inﬁni. Pour étudier la singularité, séparons les positions des opérateurs
X<0 et X>0 et écrivons
V∗0 = lim
z′→z
eX<0(z
′,z¯′)+X>0(z,z¯)+X0(z,z¯) (2.11.12)
La formule de Baker-Campbell-Hausdorﬀ donne alors
V∗0 = lim
z′→z
eX0(z,z¯)eX<0(z
′,z¯′)eX>0(z,z¯)e
−k+k− ln
˛
˛
˛1− z′z
˛
˛
˛
2
(2.11.13)
Nous obtenons alors (2.11.8) en supprimant le dernier facteur. Cette régu-
larisation peut être faite sans introduire la limite z′ → z, en adoptant la
prescription suivante : écrire le commutateur (2.11.11) sous la forme d’une
série divergente et soustraire les termes dominants divergents.
Cette analyse a pu paraître triviale dans le cas de la corde libre, mais
examinons maintenant l’opérateur de vertex correspondant à l’insertion d’un
état de corde non twistée dans une amplitude de diﬀusion. Comme nous
l’avons expliqué dans le cas de la corde compactiﬁée, il faut superposer les
images de la corde sous l’opération de boost. Nous obtenons un résultat
dépendant de la valeur propre du moment cinétique de boost j
V0 = :
∫ ∞
−∞
dve−ik
+X−e−v−ik−X+ev+ik⊥·X⊥−ijv : (2.11.14)
Pour ne pas alourdir inutilement les expressions, nous enlevons tout ce qui
dépend de v, sachant qu’à la ﬁn nous pouvons remettre l’intégrale sur v, le
43C’est ainsi que nous désignerons les c-number.
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facteur e−ijv et faire la substitution k± → k±e∓v pour obtenir le résultat
correct.
Nous écrivons ainsi l’opérateur de vertex non régularisé de la façon sui-
vante
V∗0 = eX<0(z,z¯)+X>0(z,z¯)+X0(z,z¯) (2.11.15)
Pour une amplitude dont les états initiaux et ﬁnaux appartiennent au secteur
non twisté, X± aura l’expression correspondante au secteur non twisté où
w = 0, ce qui revient au cas étudié ci-dessus. Par contre dès lors que les états
initiaux et ﬁnaux appartiennent à un secteur twisté w, X± a l’expression
correspondant à ce secteur w. Physiquement, la corde non twistée est émise
dans le vide des cordes twistées. C’est dans cette situation que nous nous
plaçons maintenant.
En suivant la même démarche que ci-dessus, nous séparons les fréquences
positives des fréquences négatives
V∗0 = lim
z′→z
eX<0(z
′,z¯′)+X>0(z,z¯)+X0(z,z¯) (2.11.16)
et nous obtenons
V∗0 = lim
z′→z
eX0(z,z¯)eX<0(z
′,z¯′)eX>0(z,z¯)e
1
2
k+k−C∗(z,z′) (2.11.17)
avec
C∗(z, z′) =
1
1 + iν
(
z′
z
)1+iν
2F1
(
1 + iν, 1; 2 + iν;
z′
z
)
+
1
1− iν
(
z′
z
)1−iν
2F1
(
1− iν, 1; 2− iν; z
′
z
)
+
1
1 + iν
(
z¯′
z¯
)1+iν
2F1
(
1 + iν, 1; 2 + iν;
z¯′
z¯
)
+
1
1− iν
(
z¯′
z¯
)1−iν
2F1
(
1− iν, 1; 2− iν; z¯
′
z¯
)
(2.11.18)
où 2F1(a, b; c; x) est une fonction hypergéométrique déﬁnie dans l’appendice
A. Du comportement de cette fonction lorsque x → 1 (voir l’appendice A),
on déduit celui de C∗
C∗(z, z′) = −2 ln
∣∣∣∣1− z′z
∣∣∣∣
2
+2 [2ψ(1)− ψ(1 + iν)− ψ(1− iν)]+o(1) z′ → z
(2.11.19)
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où ψ est la fonction digamma. On régularise en éliminant le ln dans C. Les
termes non-divergents doivent être gardés par contre et on obtient l’opérateur
de vertex régularisé
V0 = eX0(z,z¯)eX<0(z,z¯)eX>0(z,z¯)ek+k−[2ψ(1)−ψ(1+iν)−ψ(1−iν)] (2.11.20)
En utilisant la prescription que nous avons donnée, le calcul est plus
simple
V∗0 = eX0(z,z¯)eX<0(z,z¯)eX>0(z,z¯)ek
+k−S∗ (2.11.21)
avec
S∗ =
∞∑
n=1
1
n + iν
+
1
n− iν (2.11.22)
Le terme dominant est 2
n
. Pour régulariser, il suﬃt de remplacer S∗ par44
S =
∞∑
n=1
1
n + iν
+
1
n− iν −
2
n
(2.11.23)
S est ﬁnie et peut être évaluée, ce qui permet de conﬁrmer le résultat obtenu
(2.11.20)
Remarquons que S peut être écrite comme la diﬀérence de commutateurs
S = [X−<0 , X
+
>0]0 + [X
+
<0 , X
−
>0]0 − [X−<0 , X+>0]ν − [X+<0 , X−>0]ν (2.11.24)
où l’indice ν indique que le commutateur doit être calculé dans le secteur
twisté de paramètre ν et l’indice 0 indique que le commutateur doit être
calculé dans le secteur non twisté.
Enﬁn, nous reviendrons dans la sous-section 3.2.6 sur la signiﬁcation phy-
sique du facteur ek
+k−S.
2.11.3 Ordonnement des modes zéro pour les opéra-
teurs de vertex de l’état N = 1 dans une am-
plitude comportant des états twistés
Il existe une seconde subtilité avec les opérateurs de vertex V1 pour des
amplitudes où les états initiaux et ﬁnaux appartiennent au secteur twisté.
44Dans la section 3.2 et l’article [24], annexe C), nous avons utilisé ∆, qui est l’opposé
de S : S(ν) = −∆(ν).
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Considérons dans un premier temps un opérateur V1 type corde ouverte. La
déﬁnition
Vµ1 = :∂Xµ(z) eik·X(z,z¯) : (2.11.25)
impose un ordre arbitraire pour les modes zéro. Dans le cas d’un opérateur
de vertex dans une amplitude sans états twistés, mettre ∂Xµ à droite ou à
gauche de l’exponentielle revient au même une fois qu’on contracte l’opéra-
teur de vertex avec la polarisation de l’état (à cause des contraintes sur cette
polarisation). Par contre dans le cas d’une amplitude avec états twistés, il
faut symétriser l’opérateur de vertex. Notons que dans l’expression de V0, les
modes zéro ne sont pas ordonnés et que pour V⊥1 il n’y a pas de problème de
modes zéro. Pour V±1 , il faut donc adopter la déﬁnition suivante
V±1 =
1
2
(
:∂X±(z) eik·X(z,z¯) : + :eik·X(z,z¯) ∂X±(z) :
)
(2.11.26)
où k ·X = −k+X− − k−X+ + k⊥ ·X⊥. Comme pour V0, la dépendance sur
v est sous-entendue, mais à cause du facteur ∂X± supplémentaire, il faut ici
rajouter un facteur e±v pour obtenir un opérateur de vertex invariant sous la
transformation de boost. Le calcul des opérateurs régularisés se fait comme
précédemment. Le premier terme s’écrit comme la limite régularisée quand
z′ → z de
∂X±(z′) :eik·X : (z) = ∂X±<0(z
′) :eik·X : (z)+
+ :eik·X : (z) ∂X±>0(z
′) + [∂X±>0(z
′) , :eik·X : (z)]+
+ ∂X±0 (z
′) :eik·X : (z)
(2.11.27)
où
[∂X±>0(z
′) , :eik·X : (z)] = [∂X±>0(w),−ik±X∓<0(z)] :eik·X : (z) (2.11.28)
et
[∂X±>0(z
′) ,−ik±X∓<0(z)] = −ik±
( z
z′
)±iν 1
z′ − z (2.11.29)
Le second terme quant-à lui, s’écrit dans cette même limite
:eik·X : (z′) ∂X±(z) = ∂X±<0(z) :e
ik·X : (z′) + [ :eik·X : (z′) , ∂X±<0(z)]
+ :eik·X : (z′) ∂X±>0(z)
+ :eik·X : (z′) ∂X±0 (z)
(2.11.30)
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où
[ :eik·X : (z′) , ∂X±<0(z)] = [−ik±X∓>0(z′), ∂X±<0(z)] :eik·X : (z′) (2.11.31)
et
[−ik±X∓>0(z′) , ∂X±<0(z)] = ik±
( z
z′
)∓iν 1
z′ − z (2.11.32)
On obtient ﬁnalement
V±1 (z) = ∂X±<0 :eik·X : (z)+ :eik·X : ∂X±>0(z)
1
2
(
∂X±0 :e
ik·X : (z)+ :eik·X : ∂X±0 (z)
)
∓ νk
±
z
:eik·X : (z) +
i
2
k±∂ :eik·X : (z)
(2.11.33)
Le dernier terme peut être éliminé puisqu’il correspond à un courant conservé.
Nous constatons que, d’une part, les modes zéro sont bien symétrisés
et que, d’autre part, le terme issu des commutateurs (2.11.28) et (2.11.31)
peut être incorporé dans la partie de mode 0, à condition de redéﬁnir α±0 →
α±0 ∓ iνk±z±iν dans ∂X±0 .
Pour l’opérateur de vertex Vµν1 pour l’insertion d’une corde fermée non
twistée dans une amplitude à états twistés, la symmétrisation s’écrit
Vµν1 (z, z¯) =
1
4
[
:∂Xµ(z)∂¯Xν(z¯)eik·X(z,z¯) : + :∂Xµ(z)eik·X(z,z¯)∂¯Xν(z¯) :
+ : ∂¯Xν(z¯)eik·X(z,z¯)∂Xµ(z) : + :eik·X(z,z¯)∂Xν(z)∂¯Xµ(z¯) :
]
(2.11.34)
L’eﬀet de cette symmétrisation n’apparaît que lorsque µ ou ν est ±. On
obtient un résultat similaire à (2.11.33), avec les opérateurs de création à
gauche, ceux d’annihilation à droite, les modes zéros non ordonnés et la règle
suivante45
α±0 → α±0 ∓ iν k± zpmiν , α˜±0 → α˜±0 ± iν k± z∓iν (2.11.35)
ces remplacements devant être fait seulement dans ∂X±0 et ∂¯X
±
0 . L’opérateur
de vertex pour le graviton, qui nous intéresse plus particulièrement pour les
amplitudes dont nous parlerons au chapitre 3.2, est la combinaison symé-
trique de trace nulle de Vµν1 .
45Il y a un changement de signe par rapport à l’article [24] car la convention pour
l’onde plane qui y a été choisie est e−ik·X et non eik·X . On peut simplement passer d’une
convention à l’autre en changeant k± en −k± (et k⊥ et −k⊥).
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2.12 Amplitudes, amplitudes à l’ordre des arbres
et fonction de partition
Nous disposons de tous les éléments pour construire les amplitudes de
diﬀusion. Contrairement aux précédentes sections, nous ne détaillerons pas
les diﬀérents cas correspondants aux diverses conﬁgurations que nous avons
étudiées car les spéciﬁcités de chacune nous ont mené vers des amplitudes
diﬀérentes. Nous exposerons donc les résultats au chapitre 3 et nous nous bor-
nerons dans cette section à rappeler la déﬁnition des amplitudes et certaines
de leurs propriétés.
2.12.1 Série perturbative en théorie des cordes
De même qu’en théorie du point, les diagrammes de Feynmann encodent
la série perturbative d’une amplitude. Ces diagrammes en théorie des cordes,
après continuation analytique vers la feuille d’univers euclidienne, sont des
surfaces de Riemann et sont classiﬁées selon leur genre, qui est aussi la puis-
sance à laquelle est élevée la constante de couplage dans la série perturbative.
Ainsi, les deux ordres les plus bas sont les surfaces de genre zéro comme la
sphère ou le disque qui correspondent à l’ordre des arbres et les surface de
genre un comme le tore qui correspondent à l’ordre d’une boucle. Nous nous
limiterons à l’ordre des arbres pour les amplitudes comportant des états ex-
ternes et à l’ordre d’une boucle pour les amplitudes du vide. Notons que le
formalisme de la théorie des cordes ne permet en l’état actuel de ne traiter
que des amplitudes sur la couche de masse, ce que nous supposerons tout au
long de notre étude.
2.12.2 Aspects globaux de la feuille d’univers et symé-
tries
Considérons une amplitude à quatre cordes fermées. Le diagramme à
l’ordre des arbres est représenté sur la ﬁgure 2.3. L’invariance conforme de
l’action permet de simpliﬁer ce diagramme, en ramenant la feuille d’univers
(euclidienne) à une sphère et chaque patte à un point, qui est la position
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de l’opérateur de vertex correspondant à l’état entrant correspondant (voir
ﬁgure 2.3).
1 2
34
4 3
21
Fig. 2.3 – Amplitude de diﬀusion de quatre cordes fermées. À gauche : les
cordes fermées entrante sont bien visibles sur la feuille d’univers (les quatre
tubes). À droite : après transformation conforme, on peut se ramener à une
sphère percée de quatre trous correspondant aux cordes fermées.
Lorsque nous avons exposé l’action de Polyakov (2.2.3), nous avons vu que
nous pouvions éliminer par un choix de jauge sur la métrique les degrés de
liberté superﬂus introduits par les symétries de Weyl et de diﬀéomorphisme,
sauf ceux liés à l’invariance conforme. Cependant nous avons travaillé au
niveau local, sans nous préoccuper des contraintes globales, imposées no-
tamment par la structure diﬀérentielle et la topologie de la feuille d’univers.
Comme pour la particule ponctuelle, nous aurons un groupe de symétries
résiduelles et des paramètres de Teichmüller associés à la feuille d’univers.
Tout d’abord, la symétrie résiduelle qu’est l’invariance conforme est res-
treinte : la sphère par exemple n’est pas invariante sous une transformation
conforme quelconque z → f(z), mais seulement sous les transformations
conformes dont la forme inﬁnitésimale46 est δz = a0+a1z+a2z2, c’est-à-dire
celles de la forme z → αz+β
γz+η
avec αη−γβ = 1. En eﬀet on peut montrer que ce
sont les seules transformations conformes qui sont déﬁnies sur la sphère toute
entière. Dans le cas général, on a un nombre ﬁni47 de degrés de liberté de
symétrie non ﬁxés par le choix de jauge. Le groupe de symétries résiduelles
46a0, a1, a2, α, β, γ et η sont des nombres complexes.
47d’après le théorème de Riemann-Roch
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s’appelle groupe de Killing conforme. Notons que localement, l’invariance
conforme est toujours présente ; ainsi le formalisme de théorie conforme n’est
pas disqualiﬁé pour le calcul des amplitudes.
D’autre part, les paramètres de Teichmüller sont dans le cas de la corde
les paramètres48 de la métrique qui ne sont pas ﬁxés par les symétries. Par
exemple, les métriques ne sont pas toutes dans la même orbite du groupe de
jauge et la famille des métriques non images l’une de l’autre par une transfor-
mation de jauge est paramétrée par un module. Par exemple, le tore a deux
modules49 écrit sous la forme d’un nombre complexe τ , notation tradition-
nelle qui peut prêter à confusion – nous choisirons ρ. L’espace des modules
est noté F0 et il correspond à une classe d’équivalence du demi-plan supérieur
sous l’action du groupe PSL(2,Z) qui est le groupe des transformations de
coordonnées globales du tore.
Enﬁn, il reste une dernière catégorie de paramètres : les positions des opé-
rateurs de vertex, qu’on appelle aussi par exenstion modules. On peut jauger
les symétries du groupe de Killing conforme en ﬁxant autant de positions
d’opérateur de vertex.
Considérons une amplitude générale dans le formalisme d’intégrale des
chemins. L’intégration sur les métriques et les positions des opérateurs de
vertex est mise sous la forme d’une intégration sur le groupe de jauge, les
modules et les positions libres des opérateurs de vertex. La mesure d’inté-
gration est donnée par le jacobien de cette transformation, jacobien qui se
met sous la forme d’une contribution de fantômes à l’action de Polyakov.
Comme nous l’avons déjà évoqué, l’amplitude peut se calculer en terme de
fonctions de corrélations d’une théorie conforme de boson, de fermions et de
fantômes. Lorsque nous calculerons une amplitude dans les diﬀérentes conﬁ-
gurations que nous avons étudiés, nous utiliserons implicitement les résultats
de la procédure d’intégrale des chemins pour écrire l’amplitude sous la forme
d’une fonction de corrélation de théorie conforme dépendante des diﬀérents
paramètres sur lesquelles on intègre. Nous n’écrirons pas les contributions
des fantômes, nous en tiendrons compte directement dans le résultat ﬁnal.
Enﬁn, nous calculerons les fonctions de corrélation dans le formalisme des
48en nombre fini d’après le même théorème
49On compte les paramètres réels.
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opérateurs.
2.12.3 Amplitudes à l’ordre des arbres
Appliquons ce qui a été dit plus haut au cas de l’amplitude de diﬀusion
à l’ordre des arbres de trois états tachyoniques de cordes fermées libres dans
l’espace plat. La feuille d’univers à considérer est une sphère S2. Elle n’a
aucun module, par contre elle a six paramètres dans le groupe de Killing
conforme et ces six paramètres réels peuvent être éliminés si on ﬁxe les posi-
tions des trois opérateurs de vertex. Le choix standard est z1 = 0, z2 = 1 et
z3 =∞. L’amplitude s’écrit
A3 = lim
z3→∞
〈 :eik1·X(0) : :eik2·X(1) : :eik3·X(z3,z¯3) : 〉 (2.12.1)
où, dans l’équation précédente et toutes les équations concernant les ampli-
tudes, le symbole = signiﬁe égal à une constante de proportionnalité près
(constante de couplage incluse). Dans le formalisme des opérateurs, cette
amplitude s’écrit
A3 = 〈0; k1| :eik2·X(1) : |0; k3〉 (2.12.2)
On obtient le résultat suivant
A3 = δ(k1 + k2 + k3) (2.12.3)
L’amplitude suivante
Aµν3 = 〈 :eik1·X(0) : :∂Xµ(1)∂¯Xν(1)eik2·X(1) : :eik3·X(z3,z¯3) : 〉 (2.12.4)
que nous noterons
Aµν3 = 〈0; k1| T µν |0; k3〉 (2.12.5)
vaut
Aµν3 = (k1 − k3)µ(k1 − k3)νδ(k1 + k2 + k3) (2.12.6)
Notons qu’en toute rigueur, l’amplitude complète est e2µνAµν3 où e2 est la
polarisation de l’état de masse nulle.
Nous étudierons en détail le cas où les états initiaux et ﬁnaux sont des
états twistés et nous noterons simplement 〈1| T µν |3〉.
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Citons enﬁn l’amplitude de diﬀusion de quatre états tachyoniques
A4 =
∫
C
d2z3 lim
z4→∞
〈 :eik1·X(0) : :eik2·X(1) : :eik3·X(z3,z¯3) : :eik4·X(z4,z¯4) : 〉
=
∫
d2z3 〈0; k1|T :eik2·X(1) : :eik3·X(z3,z¯3) : |0; k4〉
(2.12.7)
où T désigne le produit ordonné dans le temps. Après calculs, on obtient,
dans un premier temps, l’expression suivante
A4 = δ(
∑4
i=1ki)
∫
C
d2z3|z3|−α′u/2−4|1− z3|−α′t/2−4 (2.12.8)
puis, en intégrant, l’amplitude de Virasoro-Shapiro
A4 = δ(
∑4
i=1ki)
Γ
(−1− α′s
4
)
Γ
(−1− α′t
4
)
Γ
(−1− α′u
4
)
Γ
(
2 + α
′s
4
)
Γ
(
2 + α
′t
4
)
Γ
(
2 + α
′u
4
) (2.12.9)
où s, t et u sont les variables de Mandelstam telles qu’elles sont déﬁnies en
théorie des champs (s = k1 + k2, t = k1 + k3, u = k1 + k4).
Nous n’exposons pas les résultats concernant les amplitudes de cordes ou-
vertes à l’ordre des arbres, car cela ne nous sera pas utile par la suite. D’autre
part, nous n’étudierons que la version bosonique de ce type d’amplitude.
2.12.4 Fonctions de partition
Comme en théorie des champs, les fonctions de partition sont des am-
plitudes de corde sans pattes externes. Comme nous l’avons dit plus haut il
s’agira toujours d’amplitude à une boucle. Pour une fonction de partition de
cordes ouvertes, la feuille d’univers est un anneau, ou, ce qui est équivalent
du point de vue topologique, un cylindre (voir ﬁgure2.4). Il y a un module,
que nous noterons t (0 < t < ∞). 2πt est la circonférence du cylindre50. La
fonction de corrélation correspondant à la fonction de partition est 〈1〉 et
s’écrit, dans le formalisme d’opérateur,
Z =
∫ ∞
0
dt
2t
tr e−2πtL0 (2.12.10)
50Le facteur 2π est une convention commode qui permet de passer du tore au cylindre
en posant ρ = it et faisant le quotient par la relation d’équivalence w ∼ −w¯.
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où la trace porte sur l’espace des états de la corde ouverte et inclut l’inté-
gration sur les impulsions. Le dénominateur 2t élimine la redondance due au
module et au choix d’orientation de la boucle. L0 constitue l’hamitonien du
système et les contributions des fantômes sont sous-entendues. Pour faire le
lien avec l’intégrale des chemins correspondante, il faut considérer la feuille
d’univers annulaire, comme une bande de longueur 2πt le long de laquelle les
états de cordes se propagent (la translation selon τE est générée par L0) et
dont on colle les deux extrémités.
τE
σ
Fig. 2.4 – La corde ouverte décrit une bande dont les extrémités sont collées
pour former un cylindre (ou un anneau). τE ∈ [0, 2πt], σ ∈ [0, π].
Dans le cas des cordes fermées, la feuille d’univers est un tore ; nous en
avons parlé un peu plus haut. Nous écrirons ρ = ρ1 + iρ2 où ρ1 et ρ2 sont les
deux modules du tore. On peut considérer que le tore est formée par l’évolu-
tion d’un état de corde pendant un temps euclidien 2πρ2 et la translation du
même état d’une distance 2πρ1. Dans le formalisme d’opérateur, ceci s’écrit
Z =
∫
F0
dρdρ¯
4ρ2
tr e2πiρ1(L0−L¯0)−2πρ2(L0+L¯0 (2.12.11)
La trace porte cette fois sur l’espace des états de la corde fermée et in-
clut de même l’intégration sur les impulsions. L0 − L¯0 est le générateur des
translations selon σ, L0 + L¯0 est le générateur des translations51 selon τE. Le
dénominateur 4ρ2 inclut la contribution des modes excités des fantômes pour
dρdρ¯, la redondance due au groupe de Killing conforme et un facteur 2 dû
au choix d’orientation du tore.
51L0 + L¯0 sans la constante d’ordre normal est l’hamiltonien dans le système de coor-
données z, z¯ mais avec nos conventions, elle est sous-entendue dans l’expression donnée et
nous avons bien le générateur des translations selon τE correspond au fait que le tenseur
énergie-impulsion n’est pas un opérateur primaire
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Par commodité, nous appellerons aussi fonction de partition ou amplitude
du vide les amplitudes Z(t) ou Z(τ), sans intégration sur les modules.
Cas de la corde supersymétrique
Dans l’équation (2.12.10) la trace comprend aussi une somme sur les
diﬀérents secteurs. Il est plus pratique pour la suite de déﬁnir des fonctions
de partition par secteurs, que nous noterons également Z
Z =
∫ ∞
0
dt
2t
tr
(P e−2πtL0) (2.12.12)
où P est un opérateur de projection et où la trace porte sur un secteur
particulier. Nous verrons des exemples de cela à la section suivante (2.13).
Si la partie de mode zéro des fonctions de partition supersymétriques est
identique à celle des fonctions de partition bosonique, la contribution des
états des spineurs et des superfantômes modiﬁent le facteur correspondant
aux états excités. Nous ne donnerons pas plus de détails et nous invitons le
lecteur à se reporter à [4], [77] ou [78].
2.12.5 Dualité de feuille d’univers
Revenons à la fonction de partition de corde ouverte. Sous sa forme d’an-
neau, la feuille d’univers évoque bien une boucle pour cordes ouvertes, mais
si nous la considèrons comme un cylindre, il s’agit aussi de la feuille d’univers
correspondant à la propagation d’une corde fermée. Ce changement de point
de vue est illustré sur la ﬁgure 2.5. Nous considérons une feuille d’univers dé-
crivant la propagation d’une corde ouverte de longueur π sur un intervalle de
temps 2πt. Si nous déﬁnissons de nouvelles coordonnées de feuille d’univers
τ ′E, σ
′ de la façon suivante
τ ′E =
1
t
σ , σ′ =
1
t
τE (2.12.13)
alors la feuille d’univers décrit la propagation d’une corde fermée d’une lon-
gueur standard 2π sur un invervalle de temps π
t
(voir ﬁgure 2.5). Ainsi l’am-
plitude de propagation d’une corde fermée52 Ac.f. est égale à l’amplitude du
52souvent notée Zc.f. bien que ce ne soit pas à proprement parler une fonction de partition
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vide des cordes ouvertes à une boucle Zop. C’est la dualité de feuille d’univers.
Comme le changement de coordonnées est une transformation conforme, cette
dualité est la conséquence de la symétrie conforme présente dans la théorie.
τE
σ
σ′
τ ′E
Fig. 2.5 – τE ∈ [0, 2πt], σ ∈ [0, π] sont les coordonnées pour la corde ouverte.
τ ′E ∈ [0, πt ], σ′ ∈ [0, 2π] sont les coordonnées pour la corde fermée.
Nous introduisons à la section suivante 2.13 le formalisme d’états de bord
qui permet de calculer les amplitudes de propagation de la corde fermée et
de vériﬁer cette dualité. Lorsque nous considérons une amplitude d’anneau
comme une amplitude d’anneau de corde ouverte à une boucle, nous dirons
plus simplement que nous nous plaçons dans le canal de corde ouverte ; de
même, si nous considérons la même amplitude comme une amplitude de
cylindre de corde fermée à l’ordre des arbres, alors nous parlerons de canal
de cordes fermées.
Remarque à propos des configurations de D-branes
De même que la fonction de partition du vide électromagnétique constitué
par deux plaques conductrices qui imposent des conditions aux bords spéci-
ﬁques est égale au produit entre une durée inﬁnie d’interaction et l’énergie
d’interaction par eﬀet Casimir entre ces deux plaques, la fonction de parti-
tion des cordes ouvertes dans le vide constitué par deux D-branes est égale au
produit entre une durée inﬁnie d’interaction et l’énergie d’interaction entre
ces deux D-branes. Dans le cas de deux S-branes, on parlera respectivement
de longueur d’interaction L et d’impulsion d’interaction. Le calcul de la fonc-
tion de partition, déjà motivé par la signiﬁcation physique que celle-ci revêt,
est de plus indispensable à la déﬁnition complète des états de bord.
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En eﬀet, dans une conﬁguration de D-branes, la dualité de feuille d’uni-
vers fait correspondre à notre amplitude à une boucle de corde ouverte (avec
conditions aux bords de Dirichlet) une amplitude correspondant à la propa-
gation d’une corde fermée émise par une des deux membranes et absorbée
par l’autre.
2.13 Membranes de Dirichlet et formalisme d’états
de bord
2.13.1 Formalisme d’états de bord
Nous utilisons dans cette section le terme membranes de Dirichlet pour
désigner indiﬀérement les D-branes et les S-branes de Dirichlet, c’est-à-dire
les objets correpondants à des conditions de Dirichlet sur la coordonnées X0.
Nous avons vu à la sous-section 2.10.3 qu’elles pouvaient être obtenues par
T-dualité sur la direction temporelle, mais ici, nous supposerons seulement
que des conditions de Dirichlet ont été imposées sur la coordonnée X0 dans
une conﬁguration d’espace plat non compactiﬁée.
Dans le canal de cordes fermées, l’amplitude de propagation peut s’écrire
dans le formalisme d’opérateurs, à condition de déﬁnir des états de bords
décrivant l’interaction entre une membrane et une corde fermée.
Ac.f.(t) = 〈B1|P |B2〉 (2.13.1)
où P est le propagateur de la corde fermée, c’est-à-dire
P =
α′
4π
∫
|z|≤1
d2z
|z|2 z
L0 z¯L¯0 (2.13.2)
Les notations L0 et L¯0 incluent la constante d’ordre normal. Ces états de
bords sont déterminés en appliquant la transformation conforme correspon-
dant à la dualité sur les conditions aux bords que vériﬁent les coordonnées
bosoniques X et fermioniques ψ. Les conditions au bord que vériﬁe une corde
ouverte attachée à une p-brane en σ = 0 (ou de façon similaire en σ = π)
s’écrivent pour les coordonnées bosoniques
∂σX
µ = 0 , Xν = yν σ = 0 (2.13.3)
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où µ décrit le volume d’univers de la p-brane et ν désigne les directions
perpendiculaires à la p-brane. Pour une Dp-brane, µ = 0, . . . p et ν = p +
1, . . . , d. Pour une Sp-brane de Dirichlet, µ = 1, . . . , p, ν = 0, p + 1, . . . , d.
Les conditions que doivent vériﬁer l’état de bord |B〉 correspondant à cette
p-brane sont donc
∂τX
µ|B〉 = 0 , (Xν − yν)|B〉 = 0 τ = 0 (2.13.4)
Il est utile d’écrire ces conditions en terme de modes
(αµn + α˜
µ
−n)|B〉 = 0 pµ|B〉 = 0 (2.13.5)
(ανn − α˜ν−n)|B〉 = 0 (xν − yν)|B〉 = 0 (2.13.6)
De même, les conditions aux bords pour les fermions (2.7.2) imposent que
la partie fermionique de l’état de bord ne comportent que les secteurs R-R
et NS-NS. Elles imposent en outre,
(ψµr + iηψ˜
µ
−r)|B〉 = 0 (2.13.7)
(ψνr − iηψ˜ν−r)|B〉 = 0 (2.13.8)
où r est entier dans le secteur R-R et demi-entier dans le secteur NS-NS. Le
facteur i provient de la transformation conforme et η vaut ±1. Nous avons
ainsi deux types d’états pour chacun des secteurs R-R et NS-NS, notés en
général |B, η〉 et |B,+〉 ou |B,−〉 si la valeur de η est ﬁxée. Ces états per-
mettent de construire des états de bord invariants sous la projection GSO
et qui donc se couplent bien aux secteurs physiques de la théorie des su-
percordes considéré. Pour le secteur R-R, nous noterons cet état physique
|B〉R-R ; pour le secteur NS-NS, |B〉NS-NS. Dans notre étude, nous nous pla-
çons en théorie II, mais nous donnerons les expressions correspondantes un
peu plus loin et nous exposons l’utilisation de la dualité de feuille d’univers
en toute généralité.
De la même manière, les contraintes imposées par les fantômes peuvent
être exprimés en terme de modes, mais nous n’entrerons pas dans les détails,
nous tiendrons seulement compte de la contributation des fantômes dans le
résultat ﬁnal.
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Les solutions aux équations (2.13.6) et (2.13.8) s’écrivent
|B, η〉NS-NS = NNS-NS δ(d⊥)(x− y) e−
P
∞
n=1 α
µ
−nSµν α˜
ν
−n eiη
P
∞
r=1/2 ψ
µ
−rSµν ψ˜
ν
−r |0; k = 0〉
(2.13.9)
|B, η〉R-R = NR−R δ(d⊥)(q − y) e−
P
∞
n=1 α
µ
−nSµν α˜
ν
−n eiη
P
∞
n=1 ψ
µ
−nSµν ψ˜
ν
−nMAB|A〉|B˜〉
(2.13.10)
où |0; k = 0〉 est le vide NS-NS, |A〉|B˜〉 est le vide R-R avec des indices de
spineur de SO(1, 9) A et B. La matrice Sµν a des valeurs propres +1 dans
les directions du volume d’univers de la p-brane et −1 dans les directions
perpendiculaires à la p-brane. La matriceMAB est une solution de l’équation
(Γµ)TM− iηSµνΓ11MΓν = 0 . (2.13.11)
Les solutions s’écrivent
M = CΓ0Γ1 . . .Γp1 + iηΓ11
1 + iη
, (2.13.12)
où C est la matrice de conjugaison de charge. Une éventuelle constante de
proportionnalité est en fait intégrée dans la normalisation de l’état. Pour
la S-brane, nous distinguerons cependant le cas où nous avons un facteur i
supplémentaire.
La dualité de feuille d’univers identiﬁe la propagation d’une corde ouverte
le long d’une boucle de longueur 2πt avec la propagation d’une corde fermée
sur une durée π
t
. D’autre part nous obtenons par calcul direct53 les identités
53en faisant notamment le changement de variable s = 1
t
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suivantes∫ ∞
0
ds NS-NS〈B, η|e−πs(L0+L¯0)|B, η〉NS-NS = 8N
2
NS-NS
πα′T 2p
∫ ∞
0
dt
2t
trNS e
−2πtL0
(2.13.13)∫ ∞
0
ds NS-NS〈B, η|e−πs(L0+L¯0)|B,−η〉NS-NS = 8N
2
NS-NS
πα′T 2p
∫ ∞
0
dt
2t
trR e
−2πtL0
(2.13.14)∫ ∞
0
ds R-R〈B, η|e−πs(L0+L¯0)|B, η〉R-R = − N
2
R-R
2πα′T 2p
∫ ∞
0
dt
2t
trNS(−1)F e−2πtL0
(2.13.15)∫ ∞
0
ds R-R〈B, η|e−πs(L0+L¯0)|B,−η〉R-R = − N
2
R-R
2πα′T 2p
∫ ∞
0
dt
2t
trR(−1)F e−2πtL0
(2.13.16)
où
Tp = π
7/2−p23−pα′3/2−p/2 (2.13.17)
est la tension de la p-brane. trNS désigne une trace sur le secteur NS de la
corde ouverte seulement, trR sur le secteur R seulement. Nous avons écrit le
propagateur, après changement de variable z = e−πs,
P =
πα′
2
∫ ∞
0
ds e−πs(L0+L¯0) . (2.13.18)
À partir de ces identités, on construit des états de bords pour les Dp-
brane qui soient invariants sous projection GSO et qui correspondent à une
amplitude de corde ouverte où se propagent aussi des états invariants par
projection GSO. En théorie de type II, les combinaisons détats de bords
invariantes sous projection GSO sont
|B〉NS-NS = |B,+〉NS-NS − |B,−〉NS-NS (2.13.19)
|B〉R-R = |B,+〉R-R + |B,−〉R-R (2.13.20)
L’état |B〉R-R n’est invariant sous projection GSO que si p est pair en théo-
rie IIA et impair en théorie IIB. On construit alors deux types d’états de
bords de D-branes : un état de bord de D-brane BPS, ainsi nommé car il est
supersymétrique et conduit à une interaction nulle,
|D〉BPS = |B〉NS-NS + |B〉R-R (2.13.21)
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et un état de bord de D-brane instable54
|D〉inst. = |B〉NS-NS (2.13.22)
qui est un état indépendant pour p impair (en type IIA) ou pair (en type
IIB).
La dualité impose, pour les D-branes BPS,
N 2NS-NS = −
1
16
N 2R-R (2.13.23)
Les états de bord, qui représentent les conditions au bord induite par une
D-brane dans le secteur de corde fermée, permettent de calculer les champs
du spectre de corde fermée émis par la membrane. Pour cela, il faut projeter
l’état de bord auquel on a appliqué le propagateur sur les états de masse nulle
adéquats. Ces projecteurs sont construits à partir des opérateurs de vertex
de la corde fermée supersymétrique. Ainsi, le champ NS-NS Jµν(k) émis par
une D-brane est donné par55
Jµν(k) = lim
z,z¯→∞
〈0| :Vµ−1(k/2; z)V˜ν−1(k/2; z¯) : |B〉NS-NS (2.13.24)
Le champ R-R est donné par
J a˙b˙(k) = lim
z,z¯→∞
〈0| :V a˙−3/2(k/2; z)V˜ b˙−1/2(k/2; z¯) : |B〉R-R (2.13.25)
où a˙ et b˙ sont des indices correspondant à la représentation conjuguée de
Weyl des spineurs de SO(1,9).
Après calcul, la comparaison de ces expressions (2.13.24) et (2.13.25) avec
les champs émis par la solution classique de supergravité correspondant à la
D-brane achève de ﬁxer les normalisations
NNS-NS = iTp
4
et NR-R = ±4Tp . (2.13.26)
pour les D-branes BPS et
NNS-NS = i Tp
2
√
2
(2.13.27)
pour les D-branes instables.
54car il n’est pas protégé par la supersymétrie
55Dans les deux équations qui suivent, nous suivons les conventions de [79]. Les indices
des opérateurs de vertex indiquent la représentation (picture en anglais) des superfantômes.
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2.13.2 États de bord pour les S-branes
Pour la S-brane, la situation est moins claire. Il existe deux prescriptions
possibles pour construire les états |B, η〉R-R. La première consiste à prolonger
analytiquement la solution de D-brane (2.13.12) et à écrire
MS-brane = iCΓ1 . . .ΓpΓp+11 + iηΓ11
1 + iη
(2.13.28)
Cette prescription conduit à des champs NS-NS (2.13.24) et R-R (2.13.25)
qui ne sont pas tous les deux réels. On peut vériﬁer que du point de vie des
cordes ouvertes, les états qui se propagent dans la boucle sont des états ayant
une valeur propre −1 pour l’opérateur de projection GSO, en particulier le
tachyon de corde ouverte qui est habituellement éliminé par une projection
sur les états de valeur propre +1. La seconde prescription consiste à garder
la même matrice M que dans le cas de la D-brane. Les champs émis sont
maintenant réels (si l’on choisit correctement les normalisations), les états
de cordes ouvertes qui se propagent dans la boucle ont une valeur propre +1
pour l’opérateur de projection GSO. Cependant, ces états ne vériﬁent pas les
équations de supergravité de type II, mais de type II⋆.
Ainsi, les S-branes de Dirichlet émettant des champs NS-NS et R-R phy-
siques n’existent pas dans une théorie de type II. Par contre, nous pouvons
considérer des S-branes émettant seulement un champ NS-NS, qui sont la
contrepartie des D-branes instables. Nous allons, dans la section 3.3 du cha-
pitre suivant 3, étudier plus en détail l’amplitude à une boucle de cordes ou-
vertes tendues entre deux S-branes de Dirichlet. Il s’agira alors de S-branes
« instables ».
2.13.3 États de bord dans une configuration non triviale
Dans le cas de la conﬁguration de champs extrêmaux quadratiques que
nous avons décrite à la sous-section 2.6.2, les conditions aux bords sont li-
néaires56. Nous pouvons alors résoudre les conditions imposées sur les états
de bords et calculer l’amplitude de propagation de la corde fermée en pré-
sence des champs. Nous avons d’autre part calculé l’amplitude à une boucle
56Nous n’avons étudié cette configuration que dans le cadre de la théorie bosonique.
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de la corde ouverte. Nous avons ensuite vériﬁé explicitement la dualité de
feuille d’univers. Nous ne détaillons pas ici ces calculs, qui sont semblables à
ceux exposés ci-dessus, et nous invitons le lecteur à se réferer à l’article [64]
(appendice B) et notamment à son appendice A. Ceci constitue un exemple
non trivial de cette dualité.
Conclusion du chapitre
À travers cet exposé du formalisme de première quantiﬁcation de la théo-
rie des cordes, nous avons mis en place les outils nécessaires à la discussion
que nous allons mener au chapitre suivant 3. Nous avons essayé de montrer
comment divers problèmes techniques issus de conﬁgurations en apparence
très diﬀérentes pouvaient être traités de manière similaire. Dans le chapitre
suivant, nous traiterons les aspects physiques, plus spéciﬁques, de chacune
des conﬁgurations.
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Chapitre 3
Effets physiques produits par les
configurations dépendantes du
temps
3.1 Corde ouverte dans un champ extrêmal qua-
dratique
3.1.1 Configuration statique, configuration dépendante
du temps
Avant de nous attaquer à la conﬁguration dépendante du temps, nous
avons étudié le cas statique. Nous avons mis en évidence l’existence d’un
gradient critique, qui correspond à la limite entre un domaine de stabilité
et un domaine d’instabilité. En première analyse, les extrémités de la corde
ont des domaines de stabilité disjoints, la conﬁguration est donc globalement
instable. Dans un premier temps, nous avons cherché un mécanisme per-
mettant de stabiliser la conﬁguration statique. Dans un second temps, nous
avons essayé de résoudre les équations du mouvement dans une conﬁguration
dépendante du temps.
La solution au premier problème est la transposition directe des méca-
nismes de stabilisation des pièges à ions. Le piège de Penning, obtenu par
l’ajout d’un champ magnétique constant et uniforme élargit la zone de sta-
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bilité pour chaque extrémité de la corde et permet l’existence d’une conﬁgu-
ration stable. Le mécanisme du piège de Paul, qui conﬁne les ions en impo-
sant une variation périodique du champ électrique (ici, nous faisons varier le
champ extrêmal), fonctionne aussi.
Le second problème n’a pas pu être résolu sans faire certaines approxi-
mation, qui nous ont permis de mener les calculs à leur terme. Ceci nous a
notamment permis de mettre en évidence un degré de liberté que nous avons
interprété comme la contre-réaction due à la dépendance en temps.
3.1.2 Particule chargée dans un champ extrêmal
Nous commençons notre étude par le cas d’une particule chargée. En eﬀet,
comme nous le constaterons également à la section 3.2, l’étude de modèles
ponctuels reproduisant le comportement des modes zéros de la corde permet
de mettre en évidence une partie non négligeable des eﬀets physiques engen-
drés par la conﬁguration choisie. Ici, la particule chargée est loin d’être un
modèle ﬁdèle des modes zéros, mais elle permet de comprendre facilement la
source de l’instabilité de la conﬁguration.
Nous considérons donc une particule relativiste de masse m et de charge
unité, plongée dans une conﬁguration composée d’un champ extrêmal arbi-
traire de potentiel A = Φ(x+, xi)dx+ (vériﬁant la condition d’harmonicité
(2.6.13)) et d’un champ magnétique constant et uniforme B. Les équations
du mouvement correspondant à l’action donnée dans la section 2.1.1 dans le
formalisme de la ligne d’univers, conduisent à la relation de couche de masse
suivante
1
2
(pi)
2 + p+p− + p+Φ(x+, xi) +m2 = 0 (3.1.1)
où pi = ∂τxi − Bijxj et p− = ∂τx− − Φ sont les impulsions canoniques
conjuguées à xi et x+. p− est l’Hamiltonien pour l’évolution sur la ligne
d’univers.
Le mouvement de la particule relativiste se réduit donc à celui d’une
particule non relativiste dans un potentiel « electrostatique » qui dépend
du temps Φ(x+, xi). L’apparition d’une cinématique non-relativiste est une
caractéristique habituelle de la quantiﬁcation dans la jauge du cône de lu-
mière, qui est naturellement imposée ici par l’équation du mouvement sur
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x+ : x+ = x+0 + p
+τ .
En l’absence de champ magnétique, les points critiques du potentiel har-
monique ont la forme suivante à deux dimensions (spatiales) Φ = Re(zn/n)
avec z = x+ iy. Pour n = 2, le cas habituel, Φ = 1
2
(x2− y2) et le mouvement
le long de y est instable (il correspond à un oscillateur harmonique inversé.
Mais pour des points critiques d’ordre supérieur, le mouvement converge
vers z = 0 lorsque τ → ∞. En eﬀet z(τ) = [n(n − 2)τ ]1/(2−n). Si l’on re-
vient aux équations du mouvement pour la corde (2.6.16), on est confronté à
des équations non linéaires, que nous n’avons pas su résoudre1. Néanmoins,
l’instabilité du cas n = 2 n’est pas rédhibitoire ; il existe plusieurs façons de
stabiliser un piège électrostatique quadrupolaire.
– La première possibilité, anecdotique en ce qui concerne notre problème,
consiste à considérer un piège pour des molecules de polarisabilité né-
gative. Les molécules sont alors attirées vers le centre du piège, où le
champ électrostatique E est nul. Une polarisabilité négative peut être
obtenue pour des états excités dégénérés lorsque E = 0.
– La seconde possibilité consiste à rajouter un champ magnétique constant
et uniforme pour conﬁner les direction instables. Le piège s’appelle piège
de Penning. Le cas le plus simple est le piège à trois dimensions, où le
potentiel quadrupolaire s’écrit V (x) = −1
2
e (x2 + y2 − 2z2). En ajou-
tant un champ magnétique dans la direction z, on peut conﬁner les ions
dans le plan (x, y). En eﬀet, les équations du mouvement

x¨
y¨
z¨

 + 2b


−y˙
x˙
0

− e


x
y
−2z

 =


0
0
0

 (3.1.2)
conduisent à la relation de dispersion suivante
(ω2 − 2ωb+ e)(ω2 + 2ωb+ e)(2e− ω2) = 0 (3.1.3)
où les 2 premiers facteurs correspondent aux polarisations gauche et
droite dans le plan (x, y) et le dernier, à celle dans la direction z. Le
mouvement est stable si toutes les racines ω sont réelles, c’est-à-dire
1En perdant la linéarité des équations du mouvement, on perd aussi la possibilité de
superposer les sources et leurs solutions particulières.
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si b2 > e et si la charge e est strictement positive. Ainsi, seules les
particules chargées positivement sont piégées, et ce, seulement si le
champ magnétique est suﬃsamment intense.
– La troisième possibilité consiste à faire varier le potentiel Φ à une fré-
quence donnée de façon à obtenir une résonance paramétrique avec
les modes propres du champ quadrupolaire. Ce piège s’appelle piège de
Paul. à deux dimensions, le potentiel s’écrit Φ(x+) = 1
2
(e+f sin(ωτ)(x2−
y2). Les équations du mouvement s’écrivent alors
x¨+ [e+ f sin(ωτ)]x = 0 (3.1.4)
Cette équation s’appelle équation de Mathieu et présente qualitative-
ment le même diagramme de stabilité que pour une modulation rectan-
gulaire, plus simple à calculer (voir ﬁgure 3.3).
Avant de voir comment ces mécanismes s’appliquent aux cas de la corde
ouverte dans un champ extrêmal quadratique, nous allons étudier le compor-
tement d’un dipôle élastique dans une telle conﬁguration de champ. En eﬀet,
ce système reproduit une grande partie de la physique de la corde à basse
énergie.
3.1.3 Dipôle élastique dans un champ extrêmal quadru-
polaire
Nous commençons par expliquer comment nous nous ramenons au modèle
du dipôle élastique. Dans la jauge du cone de lumière X+ = x+ + p+τ , les
conditions de Virasoro pour la corde ouverte s’écrivent
p+∂σX
− + ∂τX i∂σX i = 0 (3.1.5a)
−p+∂τX− + 1
2
[
(∂τX
i)2 + (∂σX
i)2
]
= 0 (3.1.5b)
En réécrivant la contrainte Hamiltonienne (3.1.5b) en terme des impulsions
canoniques (la dépendance en τ est sous-entendue)
π− = −∂τX+ = −p+ , πi = ∂τX i
π+ = −∂τX− + Φ(0)(X(0))δ(σ) − Φ(1)(X(π))δ(σ − π)
(3.1.6)
120
3.1 Corde ouverte dans un champ extrêmal quadratique
et en intégrant sur σ entre 0 et π nous obtenons l’expression de l’Hamiltonien
de cône de lumière p−
p− = Hc.l. = 1
2p+
∫ π
0
[
(πi)
2 + (∂σX
i)2
]
dσ − Φ(0)(X(0)) + Φ(1)(X(π))
(3.1.7)
Cet Hamiltonien est conservé si les potentiels Φ(a) sont indépendants de
x+. De même que dans le cas de la particule relativiste (voir sous-section
3.1.2), Hc.l. peut être interprété comme l’Hamiltonien de deux particules non
relativistes évoluant sous l’eﬀet d’un potentiel dépendant du temps égal à
p+Φ(1)(X(π))−p+Φ(0)(X(π)) et liées par un potentiel élastique ∫ π
0
1
2
(∂σX
i)2.
L’énergie de liaison croît comme la longueur de la corde au carré, alors que
dans le cas relativiste, cette énergie augmente de façon linéaire. Cette diﬀé-
rence est cruciale, comme nous allons le constater par la suite.
Le comportement à basse énergie des cordes ouvertes peut être modélisé
par le modèle simpliﬁé du dipôle élastique, qui correspond à l’approximation
de corde rigide. Notre déﬁnition du dipôle est plus large que celle du dipôle
habituel, puisque nous autorisons la charge totale à prendre n’importe quelle
valeur (autrement dit notre dipôle est un « vrai » dipôle seulement dans le
cas où Φ(0)(x+, xi) = Φ(1)(x+, xi). Notre dipôle est ainsi constitué de deux
charges dont les positions respectives sont xiL(τ) et x
i
R(τ) et qui sont reliées
par une corde « rigide »
X i(τ, σ) =
1
π
[
σ xiR + (π − σ) xiL
]
(3.1.8)
L’énergie de cône de lumière de ce dipôle est donnée par la relation sui-
vante
−p+p− + 1
2
(p2L + p
2
R) + V (xL, xR) = 0 (3.1.9)
où V est l’énergie potentielle
V (xL, xR) =
1
2π
(xiL − xiR)2 + p+
[
Φ(1)(xR)− Φ(0)(xL)
]
(3.1.10)
Remarquons qu’une solution statique de ce problème est une solution exacte
des équations pour la corde puisque l’équation (3.1.8) satisfaira les équations
du mouvement (2.4.5) et les conditions aux bords suivantes
xiR − xiL + πp+ ∂iΦ(0)(xL) = 0 at σ = 0 (3.1.11a)
xiR − xiL + πp+ ∂iΦ(1)(xR) = 0 at σ = π (3.1.11b)
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Contrairement au cas de la particule traité ci-dessus, le potentiel à deux corps
(3.1.10) n’est plus harmonique, mais satisfait la relation suivante
(∆L +∆R)V =
2
π
d⊥ (3.1.12)
où d⊥ = d − 1 est le nombre de dimensions spatiales transverses au cône de
lumière. Il est donc possible que ce potentiel admette des extrema stables au
lieu de présenter uniquement des points-cols.
Domaine de stabilité, gradient critique et cordes macroscopiques
Nous pouvons maintenant mettre en évidence une caractéristique impor-
tante de cette conﬁguration de cordes ouvertes, l’existence d’un gradient
critique et de cordes macroscopiques. Pour cela, nous étudions la dynamique
de notre dipôle élastique sous l’eﬀet de potentiels Φ(a) = 1
2
h
(a)
ij x
ixj où nous
supposons que h(0) et h(1) commutent. Comme nous l’avons fait à la ﬁn de
la sous-section 2.6.2, nous déﬁnissons ea = p+h(a). L’énergie potentielle dans
une direction propre xi de e s’écrit alors comme une forme quadratique
V i(xiL, x
i
R) =
1
2π
(
xiL x
i
R
)
Qi
(
xiL
xiR
)
, Qi =
(
1− πei0 −1
−1 1 + πei1
)
(3.1.13)
où eia est la valeur propre correspondante.
Considérons tout d’abord une première direction xi1 . Le mouvement est
stable dans cette direction si le potentiel V i1 présente un minimum global,
c’est-à-dire si les deux valeurs propres de Qi1 sont positives. C’est le cas si le
déterminant de Qi1
πδ = π(e1 − e0)− π2e0e1 (3.1.14)
et la trace de Qi1
π∆ = π(e1 − e0) + 2 (3.1.15)
sont positifs. Nous avons omis l’exposant i1 et introduit les notations de la
sous-section 2.6.2. Si δ > 0 et ∆ < 0, alors le potentiel présente un maximum
global et si δ < 0, quel que soit le signe de ∆, le potentiel présente un
point-col. Le diagramme de stabilité est présenté sur la ﬁgure 3.1.
À ce stade, nous pouvons faire les remarques suivantes.
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Fig. 3.1 – Diagramme de phase pour le dipole élastique dans le plan (e0, e1).
La région de stabilité est grisée. Des cordes macroscopiques sont produites
sur la séparatrice.
– Nous retrouvons les diﬀérents cas que nous avons distingués lors de la
quantiﬁcation de la corde ouverte dans des champs extrêmaux. L’ori-
gine de l’instabilité est cinématique, elle correspond à une conﬁguration
de champs donnée, non à un instabilité de la conﬁguration.
– Si la corde avait une tension nulle, le domaine de stabilité serait dé-
ﬁni par e1 > 0, e0 < 0, c’est-à-dire que chacune des extrémités de la
corde serait plongée dans un puits électrostatique. L’énergie de liaison
élastique étend ce domaine aux quadrants e0e1 > 0.
– Si l’on considère n directions i1, . . . in simultanément, il n’est pas pos-
sible de choisir les gradients eik0 , e
ik
1 tous dans le domaine de stabilité
et remplir en même temps la condition d’harmonicité (2.6.13) sur les
potentiels Φ(a), qui se traduit par la condition suivante sur les gradients∑n
k=1(e
ik
0 , e
ik
1 ) = (0, 0). Autrement dit, l’état fondamental de la corde a
une polarisabilité positive.
– Le choix d’une conﬁguration où h(0) et h(1) ne commutent pas ne semble
pas améliorer le problème de stabilité [64].
Nous considérons à nouveau une seule direction. La courbe δ = 0 corres-
pond au cas où l’une des deux valeurs propres de Q est nulle. Pour la partie
de cette courbe qui forme la frontière du domaine de stabilité, le potentiel
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présente une vallée dégénérée, qui correspond à des cordes de taille arbitraire
dans la direction considérée
X = −(e0σ − 1)xL (3.1.16)
La longueur de la corde selon x est |πe0xL|. L’interprétation physique est la
suivante. Lorsque e0 est positif ou e1 est négatif, le potentiel électrostatique
décroît quadratiquement selon xL et/ou xR et l’énergie de liaison de la corde
non relativiste croît comme le carré de la longueur. Il existe donc une valeur
critique des gradients e0, e1 pour laquelle les deux forces électrostatique et
de tension s’annulent quelle que soit la taille de la corde. Les cordes peuvent
alors être macroscopique. Si l’on modiﬁe les gradients de façon à franchir la
ligne de stabilité, le vide devient instable, des cordes d’échelle quantique sont
étirées sur des distances inﬁnies et déchargent le condensateur qui génère la
conﬁguration de champ, ce qui ramène les valeurs de gradients dans la zone
de stabilité. Ce phénomène est très similaire à la présence, en électrodyna-
mique de Born-Infeld ou pour les cordes ouvertes chargées en présence d’un
champ électrique [80, 81], d’une valeur critique de ce champ, résultat de la
compétition entre un potentiel électrique qui écarte les extrémités de la corde
et qui croît linéairement avec la longueur de celle-ci et une énergie de liaison
qui croît aussi linéairement.
Stabilisation de la configuration, piège de Penning, piège de Paul
Nous allons résumer les résultats qui montrent que cette stabilisation est
bien possible, comme dans le cas de la particule. Nous commençons avec le
piège de Penning. Par souci de simplicité, nous considérons la conﬁguration
suivante, avec des champs extrêmaux dans deux directions x et y et stabilisée
par un champ magnétique B,
Φ(a) =
1
2
h(a)
(
x2 + y2 − 2
1 + b2
z2
)
, B = b dx ∧ dy (3.1.17)
En présence du champ magnétique, la métrique eﬀective pour les cordes
ouvertes est modiﬁée, ce qui explique le facteur 1/(1 + b2).
Nous n’entrerons pas dans les détails de l’analyse (voir [64], appendice
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B). Pour la direction z, le domaine de stabilité est déﬁni par
(
1 + b2 + 2e0
) (
1 + b2 − 2e1
)− (1 + b2)2 > 0 (3.1.18a)(
1 + b2
)
+ e0 − e1 > 0 (3.1.18b)
Pour chacune des directions x et y, le domaine de stabilité δ > 0, ∆ > 0 est
élargi au domaine déﬁni par
(
1 + b2 − e0
) (
1 + b2 + e1
)− 1 > 0, (3.1.19a)
e0 < 1 + b
2, (3.1.19b)
qui correspond au quadrant supérieur gauche de la courbe dessinée en violet
sur la ﬁgure 3.2. Il est maintenant possible de trouver e0 et e1 vériﬁant (3.1.18)
et (3.1.19) de sorte que le mouvement soit stable dans les trois directions x,
y et z.
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Fig. 3.2 – Diagramme de phase pour la corde ouverte dans un potentiel
quadrupolaire dans le plan (e0, e1) avec un champ magnétique de faible (à
gauche), moyenne (au centre) et de forte (à droite) intensité. La limite du
domaine de stabilité est en violet, la ligne de production des cordes macro-
scopiques, en rouge et la ligne de dégénérescence accidentelle, en bleu.
Pour le piège de Paul, le champ extrêmal est modulé par une fonction
périodique H(t) de période 2π de la façon suivante (nous avons choisi la
conﬁguration la plus simple)
Φ(x+) =
1
2
[
h + fH
(
2π
T
x+
)]
(x2 − y2) (3.1.20)
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L’équation du mouvement pour une particule s’écrit, après reparamétrisation
de x+
X¨ + [ω2 + α2H(t)]X = 0 (3.1.21)
à nouveau, nous invitons le lecteur à se référer à [64] et à l’article original
[82] pour les détails de l’analyse de stabilité. Le diagramme de stabilité,
représenté sur la ﬁgure 3.3, montre l’existence d’une région stable dans le
domaine ω2 < 0. Il est possible de choisir l’amplitude f et la période T de la
modulation pour que (ω2, α2) et (−ω2,−α2) soient tous deux dans le domaine
de stabilité et ainsi d’obtenir un mouvement stable pour les deux directions
x et y.
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Fig. 3.3 – À gauche : diagramme de stabilité dans le plan (ω2, α2) pour un
oscillateur harmonique dont la fréquence est modulée par un signal rectan-
gulaire. ω est proportionnel à h, α à f . La région stable est ombrée. Elle
s’étend dans la zone habituellement instable ω2 < 0. À droite : zoom sur la
région où α2 ≪ 1, les axes sont échangées. Notons enﬁn que des instabilités
apparaissent lorsque ω est demi-entier, dès que l’amplitude de modulation
est inﬁnitésimale.
Le cas qui nous intéresse est celui du dipôle élastique. L’équation du
mouvement s’écrit, en supposant que la même modulation est appliquée aux
deux extrémités de la corde,(
x¨L
x¨R
)
+
1
π
[(
1− πp+h(0) − 1
−1 1 + πp+h(1)
)
− p+fH
(
2π
T
x+
)(
1 0
0 1
)](
xL
xR
)
= 0
(3.1.22)
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qui peut être réduite à l’équation (3.1.21) pour chacune des directions propres
de la matrice2 Q avec
ω2± =
(
T
2πp+
)2
1
π
(
1 +
e1 − e0
2
±
√
1 +
(e0 + e1)2
4
)
(3.1.23a)
α2 =
(
T
2πp+
)2
f (3.1.23b)
Les modes propres ω2± dans les directions x et y ne sont plus opposés, mais
il est possible de choisir la modulation f de façon à stabiliser le mouvement
dans les deux directions, au moins pour une tension suﬃsamment faible.
3.1.4 Corde ouverte couplée à des champs extrêmaux :
stabilisation
Les solutions de corde ouverte dans cette conﬁguration et leur quantiﬁ-
cation ont été décrites dans les sous-sections 2.6.2 et 2.9.8.
L’analyse faite dans la sous-section 3.1.3 s’applique aux modes zéro de
la corde ouverte et montre que le mouvement de celle-ci dans des champs
extrêmaux quadratiques est instable.
Nous pouvons également transposer les mécanismes de piégeage qui ont
fait leur preuve pour des particules ponctuelles chargées. Nous ne traiterons
que le piège de Penning car d’une part, il nous suﬃt de trouver un seul dis-
positif de stabilisation et d’autre part, le piège de Paul introduit en quelque
sorte une dépendance en temps parasite. Nous considérons ainsi le piège de
Penning à trois dimensions qui a été exposé à la sous-section 3.1.3. Nous sup-
posons par souci de simplicité que le champ B et les gradients ea commutent.
L’énergie des modes de la corde ouverte, déterminée par l’équation (2.6.32),
est donnée en présence du champ magnétique par la relation de dispersion
suivante
tan(πω) =
ω(e1 − e0)
(1 + b2)ω2 ± b(e0 + e1)ω + e0e1 (3.1.24)
où les signes ± correspondent aux polarisations circulaires gauche et droite.
Ces polarisations sont échangées si l’on change ω en −ω, nous pouvons donc
2La matrice Q est la même que celle que nous avons définie plus haut, elle n’inclut pas
la partie de modulation.
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nous concentrer sur le signe +. La ligne de production de cordes macrosco-
piques δ = e1−e0−e0e1 = 0 n’est pas modiﬁée puisque le champ magnétique
b n’apparaît que dans des termes qui sont d’ordre supérieur en ω par rap-
port aux termes qui déterminent cette ligne. Par contre, lorsqu’on atteint
δ = 0, une seule racine devient nulle3 et change de signe avec δ. On n’a
donc pas d’instabilité associée à δ = 0, mais la création de cordes statiques
macroscopiques comme expliqué ci-dessus.
L’instabilité apparaît pour un champ magnétique critique
b2c =
4(e0 − 1)(3− 3e0 + e20)
3e20(e0 − 2)2
δ , δ ≪ 1 (3.1.25)
Malheureusement, il semble impossible de trouver l’expression de la ligne cri-
tique pour un δ arbitraire. Néanmoins, le domaine de stabilité est élargi : il
est maintenant possible de ﬁxer les valeurs de gradients et du champ magné-
tiques pour stabiliser le mouvement dans toutes les directions, comme pour
le dipôle élastique.
3.1.5 Corde ouverte couplée à des champs extrêmaux :
dépendance en temps
Nous considérons maintenant le cas de champs extrêmaux quadratiques
dépendants du temps. Notons qu’à cause de la symétrie par translation se-
lon x−, il n’y a pas de productions de cordes. Seuls les états avec p+ = 0
contribuent à l’énergie du vide (ou l’amplitude du vide, pour reprendre les
termes utilisés au chapitre précédent) et ces états ne sont pas sensibles aux
champs extrêmaux. Par contre, une corde, de manière générale, sera exci-
tée en se propageant dans le champ électromagnétique. On parlera donc de
production de modes.
Production de mode, transformation de Bogolioubov
Nous considérons des champs extrêmaux à support compact le long de
x+. Lorsque x+ → ±∞, la corde ouverte est libre, les coordonnées Xµ(τ, σ)
admettent un développement en modes « libres » (2.5.8). Pour distinguer
3Ceci peut être vu en développant la relation de dispersion 3.1.24 pour ω petit.
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l’état initial à x+ → −∞ de l’état ﬁnal à x+ → ∞, nous utiliserons les
notations de (2.5.8) x0, p0 et an pour les modes initaux et nous noterons
respectivement y0, q0 et bn les modes ﬁnaux. Comme la perturbation est
linéaire, les modes ﬁnaux dépendent linéairement des modes initiaux. Cette
relation de dépendance linéaire est représentée par la matrice de Bogolioubov


y0
q0
bm

 =


α β An
γ δ Bn
A˜m B˜m Bmn




x0
p0
an

 (3.1.26)
Pour trouver une expression explicite des coeﬃcients, il nous a fallu procéder
à des approximations. Nous invitons le lecteur à se réferer à [64] pour les
approximations adiabatique et brutale, cette dernière étant pertinente pour
traiter le cas du piège de Paul.
Nous exposons les résultats de l’approximation de Born, dans laquelle
le champ extrêmal est traité comme une perturbation autour du cas de la
corde ouverte libre. Cette approximation est pertinente pour les états très
excités de la corde. Nous faisons ainsi l’hypothèse que les gradients h(a) sont
du même ordre ǫ. La décomposition des parties droite et gauche des modes
excités, f et g s’écrit
(
f
g
)
=
i
n
an
(
1
1
)
e−inτ +
(
δf
δg
)
(3.1.27)
où δf et δg sontd’ordre ǫ. Les équations du mouvement peuvent être résolues4,
ce qui permet d’extraire les coeﬃcients Bmn, An et Bn. On complète le calcul
des coeﬃcients en considérant le développement au premier ordre en ǫ des
4Un calcul très similaire a été fait dans l’article [61].
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parties droite et gauche des modes zéro x0 + p0τ . Nous obtenons
α = 1− 1
π
∫ ∞
−∞
(
τ(e0 − (Te1))(p+τ)− π(Te1)(p+τ)
)
dτ , (3.1.28a)
β = −1
π
∫ ∞
−∞
(
τ 2(e0 − (Te1))(p+τ)− π(π + 2τ)(Te1)(p+τ)
)
dτ ,
(3.1.28b)
γ =
1
π
∫ ∞
−∞
(e0 − (Te1))(p+τ)dτ , (3.1.28c)
δ = 1 +
1
π
∫ ∞
−∞
(
τ(e0 − (Te1))(p+τ)− π(Te1)(p+τ)
)
dτ , (3.1.28d)
A˜m =
1
2π
∫ ∞
−∞
(e0 − (Te1))(p+τ)eimτdτ , (3.1.28e)
B˜m =
1
2π
∫ ∞
−∞
(
τ(e0 − (Te1))(p+τ)− π(Te1)(p+τ)
)
eimτdτ , (3.1.28f)
An = − 2i
nπ
∫ ∞
−∞
(
τ(e0 − (Te1))(p+τ)− π(Te1)(p+τ)
)
e−inτdτ , (3.1.28g)
Bn =
2i
nπ2
∫ ∞
−∞
(e0 − (Te1))(p+τ)e−inτdτ , (3.1.28h)
Bmn = δmn +
i
πn
∫ ∞
−∞
(e0 − (Te1))(p+τ)e−i(n−m)τdτ , (3.1.28i)
où par exemple (e0 − (Te1))(p+τ) doit être compris comme la fonction e0 −
(Te1) prise en p+τ . T est l’opérateur de décalage : (Te1)(τ) = e1(τ + π).
Il est cependant un phénomène dont la transformation de Bogolioubov
ne rend pas compte. Il s’agit de la contre-réaction de la corde sur le champ
électromagnétique, qui est l’analogue de la contre-réaction qu’on attend d’une
corde dans une géométrie dépendente du temps. En eﬀet, le mode xi0 de la
corde est construit comme la somme des modes constants f0 et g0 des parties
droite et gauche. La diﬀérence f i0 − gi0 n’a dans le cas habituel de la corde
libre, aucune signiﬁcation physique. Il peut être en eﬀet interprêté5 comme
un potentiel de jauge U(1) constant A = (f i0 − gi0)dxi et ce degré de liberté
superﬂu est éliminé en ﬁxant la jauge.
Par contre, dans une conﬁguration dépendante du temps, la variation de
f0−g0 entre l’état initial et l’état ﬁnal possède une signiﬁcation invariante de
5On peut aussi le voir comme la position de la D-brane T-duale le long de la direction
x et parvenir à la même conclusion.
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jauge : c’est la variation du potentiel du champ extrêmal entre ces deux états6
Ai(+∞) − Ai(−∞) =
∫ +∞
−∞ F+idx
+. Ce changement dans la conﬁguration
électromagnétique induit par la propagation des cordes constitue ainsi un
cas d’école de contre-réaction qu’il serait intéressant de transposer au cas
d’une géométrie dépendente du temps et asymptotiquement plate. Dans le
cadre de l’approximation de Born, cette contre-réaction peut être précisée,
en calculant séparément la variation de f0 et de g0. On trouve le résultat
suivant (X est la solution de corde ouverte libre)
δf0 − δg0 = −
∫ ∞
−∞
e0(p
+τ)X(σ = 0, τ)dτ (3.1.29)
qui représente, comme on vient de l’expliquer, une variation de Fi+.
3.2 Cordes fermées dans un orbifold de boost
Comme nous l’avons expliqué auparavant, l’orbifold de boost présente une
singularité de type Big Crunch - Big Bang7 et oﬀre la possibilité d’utiliser le
formalisme perturbatif de première quantiﬁcation. On s’attend ainsi à ce que
le calcul des observables physiques telles que les amplitudes nous donnent
des informations sur la nature et l’évolution de la singularité. Toutefois ces
attentes doivent être tempérées par la nature de la singularité présente dans
l’orbifold de boost. Par construction, il ne s’agit que d’une singularité topo-
logique et ne peut constituer qu’un cas d’école8. En outre, nous verrons qu’il
est assez diﬃcile d’extraire des informations physiques des résultats que nous
avons obtenus. Ceux-ci doivent être vus comme une première étape vers un
véritable traitement perturbatif de la singularité de type cosmologique. Nous
reviendrons sur ce point au chapitre 4.
Nous allons d’abord détailler la géométrie d’orbifold de boost, préciser les
caractéristiques du mouvement des particules libres dans cette géométrie et
en tirer les conséquences pour les modes zéro de la corde, puis, après avoir
6ou encore le déplacement de la D-brane T-duale
7de manière équivalente, nommée singularité cosmologique ou singularité de genre es-
pace.
8Nous utilisons cette traduction de « toy model » au lieu de la traduction littérale
« modèle jouet ».
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rapidement exposé les phénomènes de production de particules, nous expose-
rons le calcul perturbatif de la contre-réaction et des amplitudes pertinentes.
Précisons que les sous-sections 3.2.1, 3.2.2 et 3.2.3 exposent les résultats
de [18], qui ont été résumés dans [65] mais qui ne rentrent pas directement
dans le cadre de cette thèse, alors que les sous-sections 3.2.4, 3.2.5 et 3.2.6
présentent les résultats de [24].
3.2.1 Géométrie de l’orbifold de boost
L’orbifold de boost est plus connu sous le nom d’espace de Misner et a
été introduit en tant que modèle local de singularité [83] dans les espaces-
temps Taub-NUT [84]. Comme nous l’avons vu dans la sous-section 2.6.1,
l’espace de Misner peut être obtenu par quotient de l’espace de Minkowski
R
1,1 par une transformation de boost de rapidité 2πβ : x± ∼ e±2πβx±. Il
est donc localement plat et la courbure est localisée sur le cône de lumière
x+x− = 0, qui est ﬁxe sous la transformation de boost. L’espace de Misner
peut être représenté comme quatre cône (de signature lorentzienne) réunis
à leur sommet et qui correspondent aux quatre quadrants de l’espace de
recouvrement R1,1. On distingue ainsi deux régions de Milne, déﬁnies par
x+x− > 0 et deux régions de Rindler, déﬁnies par x+x− < 0. En eﬀet, si l’on
déﬁnit d’une part les coordonnées t et θ pour les régions de Milne et d’autre
part les coordonnées r et η pour les régions de Rindler
x± =
1√
2
Te±βθ (3.2.1)
x± = ± 1√
2
re±βη , (3.2.2)
on obtient les métriques suivantes (ds2 = −2dx+dx−)
ds2Milne = −dt2 + β2t2dθ2 (3.2.3)
ds2Rindler = dr
2 − β2r2dη2 . (3.2.4)
à cause de l’identiﬁcation sous le boost, les coordonnées θ et η paramètrent
des directions compactes de période 2π.
Ainsi, la région déﬁnie par x+ < 0 et x− < 0, notée (P), décrit une cos-
mologie en contraction. Plus précisément, il s’agit d’un cercle θ ∈ [0, 2π] de
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rayon |βt| qui se contracte donc linéairement. De même, la région déﬁnie par
x+ > 0 et x− > 0, notée (F), décrit une cosmologie en expansion. Le rayon
du cercle augmente linéairement. Les régions déﬁnies par x+ < 0 et x− > 0
d’une part et x+ > 0 et x− < 0 d’autre part, respectivement notées (L) et
(R), sont des géométries indépendantes du temps avec un temps η compact
(de rayon 2π également). Ces régions de Rindler contiennent des courbes fer-
mées de genre temps qui sont habituellement considérées comme un défaut
incurable de la géométrie considérée, ou éliminées par contre-réaction gra-
vitationnelle9. Cependant, le formalisme perturbatif est bien déﬁni et nous
ferons l’hypothèse que la production de particules due à la dépendance en
temps modiﬁe la géométrie de manière adéquate.
3.2.2 Particules et cordes non twistées dans l’orbifold
de boost
Comme nous l’avons expliqué dans la sous-section 2.6.1, dans un orbifold
il faut distinguer les états twistés des états non-twistés. Ces derniers se com-
portent de façon similaire à des particules ponctuelles. En eﬀet, les modes
zéros de la corde fermée décrivent la trajectoire d’une particule ponctuelle,
qui dans l’espace de recouvrement est une ligne droite
X±zéro = x
± + p±τ (3.2.5)
Nous déﬁnissons une masse de cône de lumière m2c.l. = 2p
+p−, qui inclut les
impulsions transverses et les modes excités de la corde. Le moment cinétique
dans la direction compacte est appelé moment cinétique de boost j = x+p−+
p+x− et est contraint après quantiﬁcation à être un multiple de 1/β. Une
particule massive avec une énergie positive (p+ > 0, p− > 0) arrive de l’inﬁni
passé (dans la région (P)) à τ = −∞ et atteint l’inﬁni futur (dans la région
(F)) à τ = +∞ après s’être aventuré dans les régions de Rindler pendant un
temps propre ﬁni. Lorsque la particule, dans la région (P), s’approche du cône
de lumière, sa vitesse angulaire dθ/dt ∼ 1/t le long de la direction compacte
croît jusqu’à l’inﬁni. On s’attend alors à ce qu’un abondant rayonnement
gravitationnel soit émis et puisse induire une contre-réaction importante qui
9C’est la conjecture de protection chronologique défendue par S. Hawking.
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mènerait à la créaction d’un large trou noir10 [20]. Un observateur dans l’une
des régions de Rindler à un instant η ﬁxé verrait un nombre inﬁni de copies de
la particule émerger et replonger dans la singularité de manière périodique. j
décrit alors l’énergie de Rindler de chacune de ces particules, qui se propagent
jusqu’à une distance radiale ﬁnie r = |j|/mc.l..
Au niveau quantique, le mouvement du centre de masse d’une corde non
twistée sans spin, qui correspond aux modes zéro, est décrit par une fonction
d’onde solution de l’équation de Klein-Gordon dans la géométrie de Mis-
ner. Après avoir diagonalisé le moment cinétique de boost (la valeur propre
est noté également j), le mouvement radial est gouverné par l’équation de
Schrödinger suivante
−∂2x −m2e2x − j2 = 0 t = ±
√
2x+x− = ex (3.2.6a)
−∂2y +m2e2y − j2 = 0 r = ±
√−2x+x− = ey (3.2.6b)
Nous constatons ce que nous avons évoqué à la sous-section 2.6.1 : la diﬀé-
rence entre les cordes fermées libres et cordes fermées non twistées se situe
non pas au niveau du développement en modes qui est identique (2.5.8) (de
même que les relations de commutation), mais au niveau semi-classique.
La particule est réﬂéchie dans les régions de Rindler par un mur type
Liouville, exponentiellement croissant, tandis qu’elle est accélérée dans un
puits type Liouville dans les régions de Misner. Remarquons que dans les
deux cas, l’origine de l’orbifold de boost est située à distance inﬁnie dans les
système de coordonnées canoniquement normalisées, x dans les régions de
Milne, respectivement y dans les régions de Rindler. Il est toutefois possible
de déﬁnir des fonctions d’ondes entrantes (états in) et sortantes (états out)
dans chaque région et de les étendre par continuation analytique à travers
les horizons à x+x− = 0 pour déﬁnir des fontions d’ondes globales.
D’autre part, nous pouvons déﬁnir des fonctions d’onde sur tout l’espace
de Misner en superposant les images des fonctions d’onde dans l’espace plat.
10Là aussi, nous faisons l’hypothèse que la production de particules est suffisamment
importante pour modifier la géométrie avant que cela n’arrive.
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Comme nous l’avons vu à la sous-section 2.11.2, la fonction d’onde s’écrit :
fj,m2,s(x
+, x−) =
∫ +∞
−∞
dv exp
(
ip+X−e−2πβv + ip−X+e2πβv + ivj + vs
)
.
(3.2.7)
Elle est caractérisée par la masse m, la valeur du moment cinétique de boost
j et nous considérons que le spin SO(1,1) dans R1,1, noté s, peut ne pas
être nul11. Cette expression déﬁnit bien des fonctions d’ondes globales dans
toutes les régions, à condition de déformer le contour d’intégration sur v
(−∞,+∞)→ (−∞− iǫ,+∞+ iǫ).
Remarquons en particulier qu’il n’existe pas de production de particule
entre le vide entrant (adiabatique) à t = −∞ et le vide sortant (adiabatique)
à t = +∞, alors qu’il y en a une entre le vide entrant (adiabatique) à t = −∞
et le vide sortant (conforme) à t = 0−. Ce dernier résultat découle de l’eﬀet
d’accélération/décélération inﬁnie dθ/dt ∼ 1/t près de la singularité.
3.2.3 Cordes twistées dans l’orbifold de boost
Les cordes twistées ne se comportent pas comme des particules ponc-
tuelles, mais l’étude des modes zéro nous permettra, de la même façon qu’à
la sous-section précédente, de comprendre le comportement semi-classique de
ces états de cordes. Avant cela, nous pouvons déjà dire, en lisant la condition
de périodicité (2.6.7) pour w 6= 0, que dans les régions de Milne, les états
twistés correspondent à des cordes qui s’enroulent w fois autour de la direc-
tion compacte de genre espace paramétrée par θ, alors que dans la région de
Rindler ils correspondent à des cordes qui s’enroulent autour de la direction
compacte de genre temps paramétrée par η. Si nous acceptons l’existence
des boucles temporelles, une corde enroulée autour d’une direction tempo-
relle ne pose pas de problème, il s’agit juste d’une superposition de w cordes
statiques ou temporellement périodiques et couvrant des distances radiales
inﬁnies (pour une feuille d’univers avec une topologie de cylindre).
Nous nous restreignons ainsi à la partie de la solution (2.6.8) comportant
11De manière équivalente, nous pouvons permettre que j prenne des valeurs complexes.
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seulement les modes zéro12
X±0 (τ, σ) =
1
ν
e∓νσ
[±α±0 e±ντ ∓ α˜±0 e∓ντ ] . (3.2.8)
Nous invitons le lecteur à se reporter à la sous-section 2.9.7 pour les détails
de la quantiﬁcation et les conditions de Virasoro. En se restreignant par souci
de simplicité à j = 0, on peut ﬁxer le module des oscillateurs α± et α˜± à
µ/
√
2. On distingue alors qualitativement deux types de cordes twistées
– Pour α+α˜− > 0, on obtient des conﬁgurations de corde courte,
X±0 (τ, σ) =
µ
ν
√
2
sinh(ντ) e±νσ (3.2.9)
Ces cordes s’enroulent autour des cercles de genre espace dans les
régions de Milne et se propagent de l’inﬁni passé à l’inﬁni futur (si
α+ > 0). Lorsque j 6= 0, elles s’étendent dans les régions de Rindler
jusqu’à une distance radiale ﬁnie r2− = (M − M¯)2/(4ν2), après que la
feuille d’univers ait changé de signature.
– Pour α+α˜− < 0, on obtient des conﬁgurations de corde longue,
X±0 (σ, τ) =
µ
ν
√
2
cosh(ντ) e±νσ (3.2.10)
Ces cordes se propagent seulement dans les régions de Rindler et s’en-
roulent autour du cercle de genre temps. Elles correspondent à des
conﬁgurations statiques qui s’étendent de l’inﬁni spatial dans (L) ou
(R) jusqu’à une distance ﬁnie r2+ = (M + M˜)
2/(4ν2) et se replient à
nouveau vers l’inﬁni spatial. La ﬁgure 3.4 montrent les conﬁgurations
de corde courte et longue
Contrairement aux orbifolds euclidiens, les cordes twistées ne sont pas loca-
lisées près de la singularité.
Dans la sous-section 2.9.7, nous avons écrit les équations semi-classiques
(2.9.42a) et (2.9.42b) correspondant aux modes zéro sans en préciser le sens
physique. L’analogie très proche avec la corde ouverte dans un champ élec-
trique suggère d’adapter l’étude de la particule chargée dans un champ élec-
trique au problème de la corde (ouverte ou fermée). C’est de cette façon
12Dans ce qui suit, nous omettrons l’indice 0 associé à ces modes.
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Fig. 3.4 – Les feuilles d’univers des cordes fermées (à droite) dans l’espace
de Misner sont obtenues à partir des trajectoires des particules chargées dans
l’espace plat en prśence d’un champ électrique constant (nous en avons sou-
ligné l’analogie formelle à la sous-section 2.9.7). Les cordes courtes (en vert),
respectivement longues (en bleu), correspondent aux particules chargées qui
franchissent, respectivement ne franchissent pas, l’horizon.
qu’émerge l’image d’oscillateur harmonique inversé : la trajectoire de la par-
ticule chargée sous l’eﬀet du champ électrique peut être ramenée à un mouve-
ment unidimensionel avec un potentiel inversé (harmonique pour un champ
électrique uniforme et constant). Ainsi le spectre des états est un continuum
d’états de diﬀusion qui correspondent à des électrons et des positrons réﬂé-
chis par le champ électrique et dont le mélange par eﬀet tunnel n’est autre
que la production de paires dans le vide. Pour adapter cette image aux cordes
twistées, il faut cependant projeter le spectre sur les états invariants sous le
boost. Pour cela, il est utile de considérer le problème d’une particule char-
gée vue par un observateur accéléré dans l’espace de Minkowski, c’est-à-dire
un observateur statique dans l’espace de Rindler, car dans cet espace, j est
diagonalisé et la projection est alors plus facile à réaliser.
Les particules chargées dans l’espace de Rindler ont été étudiées dans [70]
et les résultats, appliqués au cas de la corde fermée dans [18]. Les trajectoires
classiques sont des hyperboles dans l’espace de Minkowski, décrites en termes
des coordonnées de Rindler (y = er, η). Pour j ﬁxé, le potentiel gouvernant
le mouvement radial s’écrit
V (y) =
M2M¯2
ν2
−
(
M2 + M¯2
2ν
− ν
2
r2
)2
(3.2.11)
en terme des paramètres de corde fermée. Contrairement au cas de la parti-
cule neutre où nous avions un mur type Liouville (voir (3.2.6b)), le potentiel
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n’est pas borné inférieurement quand r →∞. Pour j < M2/(2ν), condition
qui peut être vériﬁée par les états twistés non tachyoniques de la corde fer-
mée, les régions asymptotiques r = 0 et r =∞ sont séparées par une barrière
de potentiel (voir ﬁgure 3.5. Les particules à droite (r → ∞) de la barrière
correspondent à des électrons venant de ou retournant vers l’inﬁni spatial de
Rindler, alors que pour j > 0 (respectivement pour j < 0), les particules à
gauche (r → 0) de la barrière correspondent à des positrons (respectivement
des électrons) émis ou absorbé par l’horizon de Rindler. L’eﬀet tunnel décrit
ainsi à la fois la production de paires dans le champ électrique (j > 0) et
l’émission Hawking de particules chargées par l’horizon (j < 0).
Quant-au mouvement des particules chargées dans les régions de Milne,
il est gouverné, à j ﬁxé, par le potentiel suivant
V (t) =
M2M¯2
ν2
−
(
M2 + M¯2
2ν
+
ν
2
t2
)2
(3.2.12)
à comparer à celui correspondant aux particules neutres (états non twistés)
(3.2.6a). Le potentiel est maximal et négatif à t = 0, qui est à une distance
inﬁnie dans la coordonnée x. Le mouvement classique couvre ainsi tout l’axe
temporel t ∈ R.
Au niveau quantique, l’équation de Klein-Gordon dans les régions de
Rindler est équivalente à une équation de Schrödinger dans le potentiel
(3.2.11) pour une énergie nulle. Les solutions peuvent être exprimées en terme
de fonctions de Whittaker M et W . Les modes in et out peuvent être déﬁnis
dans chaque quadrant et prolongés analytiquement à travers les horizons. Par
exemple, dans la région (R) de Rindler, les modes entrants à l’inﬁni spatial
r =∞ sont représentés par
Vjin,R = e−ijηr−1M−i( j
2
−M2
2ν
),− ij
2
(iνr2/2) (3.2.13)
alors que les modes entrants à l’horizon de Rindler r = 0 sont représentés
par
U jin,R = e−ijηr−1Wi( j
2
−M2
2ν
), ij
2
(−iνr2/2) (3.2.14)
Les modes sortants peuvent être obtenus simplement par conjugaison de
charge
U jout,R(r, η) = [Vjin,R(r,−η)]∗ , Vjout,R(r, η) = [U jin,R(r,−η)]∗ (3.2.15)
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Les vides in et out sont reliés par des transformation de Bogolioubov non
triviales. Il y a donc une production de paires, dont les taux dans les régions
respectivement de Rindler et de Milne sont
QR. = e
−πM2/2ν | sinh πj|
cosh
[
πM˜2/2ν
] , QM. = e−πM2/2ν cosh
[
πM˜2/2ν
]
| sinh πj| ,
(3.2.16)
j>1/2
y
V
e-e-
-j^2
0<j<1/2
y
V
e-e-
j<0
y
V
e-e+
Fig. 3.5 – À gauche : trajectoires classiques d’une particule chargée dans
l’espace de Misner (Rindler). j désigne l’énergie de Rindler ou l’impulsion de
Milne et est mesurée en unités de M2/ν. À droite : le potentiel gouvernant
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le mouvement radial dans la région de Rindler droite (R), en fonction de la
coordonnée standard y = er.
Revenons aux cordes twistées. La fonction d’onde des modes zéro α±0 , α˜
±
0
est solution de la même équation de Klein-Gordon que la particule chargée,
bien que seule la dépendance en r soit pertinente. L’interprétation des so-
lutions est par contre diﬀérent : au mouvement d’une particule à droite de
la barrière de potentiel dans la région (R) de Rindler correspond une corde
longue étirée de l’inﬁni spatial de (R) à une distance radiale ﬁnie r+ et re-
pliée sur elle-même vers l’inﬁni. De même, au mouvement d’une particule à
gauche de la barrière correspond une corde courte étirée de la singularité à
une distance radiale r−. Par eﬀet tunnel, on passe d’un type d’états à l’autre
par une évolution en distance radiale imaginaire r, évolution qui peut être
vue semi-classiquement comme une bande euclidienne étirée entre r− et r+.
Les fonctions d’onde dans les régions de Milne représentent simplement des
cordes courtes entrantes ou sortantes à l’inﬁni passé, futur ou près de la
singularité.
Le calcul de la production de paires de cordes nécessite en principe de
pouvoir déﬁnir des vides de seconde quantiﬁcation, c’est-à-dire choisir une
base d’états d’énergie positive et d’états d’énergie négative. Pour les cordes
courtes dans les régions de Milne, il est possible de poser une déﬁnition claire,
mais pour les cordes longues, cela est plus délicat, étant donné qu’elles ont
une énergie de Rindler inﬁnie et que cette déﬁnition dépend des conditions
au bord à l’inﬁni r = ∞. Cependant, comme une fonction d’onde globale
dans l’espace de Misner peut être écrite comme un état appartenant au pro-
duit tensoriel des espaces des états des régions (L) et (R) de Rindler, ces
régions sont susceptibles de fournir la formulation la plus naturelle. Ainsi, la
dynamique de l’espace cosmologique entier serait décrit comme l’état d’une
géométrie indépendante du temps, à ceci près qu’elle comporte des boucles
temporelles. Quoi qu’il en soit, il n’est pas nécessaire de comprendre en dé-
tail la déﬁnition rigoureuse de la seconde quantiﬁcation des modes zéro des
cordes twistés pour relier les composantes entrantes et sortantes des fonctions
d’onde et calculer la production de paires pour des conditions au bord ﬁxées
à l’inﬁni spatial de Rindler. En particulier, remarquons que le taux de pro-
duction QM. dans les régions de Milne est inﬁni lorsque le moment cinétique
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de boost j est nul. Ceci apparaît comme une conséquence de la singularité.
Remarquons ﬁnalement que ces résultats peuvent être obtenus en cal-
culant la partie imaginaire de l’amplitude du vide à une boucle. Nous ne
détaillerons pas cette approche qui sort du cadre de ce mémoire.
3.2.4 Amplitudes à trois cordes
Après avoir étudié les phénomènes physiques associés aux modes zéro de
la corde, nous utilisons le formalisme perturbatif pour calculer quelques am-
plitudes. Nous commençons par préciser ce que nous entendons par amplitude
à trois cordes. Sauf si nous précisons le contraire, un état est implicitement
le premier état du secteur, c’est-à-dire un état dont le nombre d’occupation
des oscillateurs αn, α˜n, n > 0 de la corde est nul. Dans la théorie de la corde
bosonique, il s’agit de l’état tachyonique, c’est pourquoi nous utiliserons abu-
sivement la même dénomination pour les états twistés (dont l’énergie n’est
pas forcément négative). Nous appellerons amplitude à trois cordes les am-
plitudes comportant deux états twistés tachyoniques et un état non twisté,
notées 〈1| 0 |3〉 si l’état non twisté est tachyonique et 〈1| T µν |3〉 si l’état non
twisté est le premier état excité (correspondant au dilaton, à la métrique et au
champ antisymmétrique B). Les états 1 et 3 sont twistés et l’état non twisté
est désigné par 2 (on notera par exemple k2 l’impulsion entrante de la corde
non twistée correspondante). Nous ne détaillerons pas le cas des amplitudes à
trois états twistés, obtenues par continuation analytique des amplitudes ob-
tenues dans une géométrie d’onde plane de Nappi-Witten et calculées dans le
formalisme d’un modèle WZW [42]. L’analogie formelle entre l’espace de Mis-
ner et cette géométrie, ainsi que les expressions des amplitudes, sont données
dans [24, 65]. Nous n’entrerons pas plus dans les détails pour ce calcul, car il
sort du cadre du travail eﬀectué au cours de la thèse. Nous ne parlerons pas
non plus des amplitudes à trois états non twistés, qui ne diﬀèrent de l’am-
plitude à trois cordes libres dans l’espace plat que par un facteur δ−j1+j2+j3,0
imposant la conservation du moment cinétique de boost.
Rappelons que l’ordre normal d’un opérateur de vertex non twisté dans
une amplitude où les deux autres états sont twistés produit un facteur t =
exp(−k+2 k−2 ∆) avec ∆(ν) = ψ(1 + iν) + ψ(1 − iν) − 2ψ(1). Nous avons ex-
141
3 Eﬀets physiques produits par les conﬁgurations dépendantes du temps
posé les données qui permettent d’en donner une interprétation physique.
Comme ce facteur dépend de w = −ν/β, il ne peut pas être éliminé par une
redéﬁnition des champs, twistés ou non. Il s’agit plutôt du facteur de forme
acquis par les états non twistés en présence d’une corde twisté, à cause des
ﬂuctuations quantiques de l’état de plus basse énergie de cette dernière.
En eﬀet la corde twistée polarise les états non twistés, qui forment alors
un nuage de taille moyenne
√
∆(ν). Le comportement à grand twist de ∆(ν)
est logarithmique
∆(ν) ≈ 2 log ν − 23
20
+O(ν−2) (3.2.17)
ce qui peut être considérée comme la version T-duale de la croissance de
Regge. Ce facteur évoque également un produit non commutatif, comme cela
peut être vu plus clairement sur l’expression de l’amplitude à trois cordes.
L’amplitude A0 entre deux états twistés et un état non twisté tachyonique
s’écrit alors, avec les conventions données à la sous-section 2.12.3
A0 = e−k+2 k−2 ∆〈1|eX0(1)eX<0(1)eX>0(1)|3〉 (3.2.18)
où, comme dans la sous-section 2.11.2, nous avons sous-entendu ik2 et l’ex-
pression complète de l’opérateur de vertex pour l’état non twisté (2.11.14).
L’amplitude se décompose ainsi en une valeur moyenne d’une expression
ne comportant que des modes excités de la corde non twistée et en une
valeur moyenne d’une expression ne comportant que des modes zéro. La
valeur moyenne pour les modes excités est triviale : elle vaut 1. Pour écrire la
valeur moyenne pour les modes zéros, que nous noterons également A0, il faut
choisir une représentation pour ces modes. Si l’on choisit la représentation
dans l’espace réel ou représentation x pour faire court, les opérateurs α± et
α˜± se mettent sous la forme donnée par (2.9.37). On obtient alors, en notant
que X0(1) s’écrit −ik+2 x− − ik−2 x+,
A0(k+2 , k−2 ) = δ−j1+j2+j3,0 δ
(∑3
i=1k
⊥
i
)
e−k
+
2
k−
2
∆(ν)
∫
dx+dx−f ∗1 (x
+, x−)e−ik
+
2
x−−ik−
2
x+f3(x
+, x−) (3.2.19)
dans l’espace des impulsions ou encore
A0(x+2 , x−2 ) = δ−j1+j2+j3,0 δ
(∑3
i=1k
⊥
i
)
e∆(ν)∂+∂−f ∗1 (x
+
2 , x
−
2 )f3(x
+
2 , x
−
2 )
(3.2.20)
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avec ∂± = ∂∂x±
2
et où δ−j1+j2+j3,0 provient de l’intégrale sur v2, le para-
mètre entrant dans la déﬁnition de l’opérateur de vertex intégré. Le fac-
teur e∆(ν)∂+∂−f ∗1 f3 peut être considéré comme un produit non commutatif et
constituerait ainsi le pendant de la non-commutativité de x+ et x− pour une
corde ouverte dans un champ électrique (2.9.30b).
Les fonctions f1,3 doivent être remplacées par les fonctions d’ondes pour
les états twistés. On peut a priori étendre l’expession (3.2.19) ou (3.2.20)
pour des fonctions d’onde d’états hors couche de masse, bien que la per-
tinence physique du résultat ne soit pas garantie. Par la suite, le facteur
δ−j1+j2+j3,0δ
(∑3
i=1k
⊥
i
)
sera parfois sous-entendu.
Pour obtenir plus facilement un résultat explicite pour ces amplitudes
à trois cordes, il est plus pratique d’utiliser une autre représentation des
modes zéro : la représentation de mode ou représentation α, α˜. Pour cela,
nous diagonalisons la moitié des modes zéro (et nous confondons opérateur et
valeur propre). Les fonctions d’onde entrantes sont des fonctions fin(α+, α˜−)
de α+ ∈ Rε et de α˜− ∈ Rε¯. Les états courts correspondent à εε¯ = +1 tandis
que les états longs, à εε¯ = −1. Les opérateurs α− et α˜+ agissent sur fin de
la façon suivante
α− = iν∂α+ , α˜
+ = iν∂α˜− (3.2.21)
De même les fonctions d’onde sortantes sont des fonctions de α− et de α˜+
fout(α
−, α˜+). Les opérateurs α+ et α˜− agissent sur fout de la façon suivante
α+ = −iν∂α− , α˜− = −iν∂α˜+ (3.2.22)
Les fonctions d’onde sur la couche de masse s’écrivent
fin(α
+, α˜−) = Nin
(
ε α+
)M2
2iν
− 1
2
(
ε¯ α˜−
) M¯2
2iν
− 1
2 (3.2.23a)
fout(α
−, α˜+) = Nout
(
ε α−
)−M2
2iν
− 1
2
(
ε¯ α˜+
)− M¯2
2iν
− 1
2 (3.2.23b)
Nous avons volontairement omis de distinguer ε et ε¯ entre les états entrants
et sortants car nous calculerons des amplitudes où ils sont identiques pour
les deux états, par souci de simplicité. à partir du produit scalaire dans la
représentation x
〈f1|f2〉 =
∫
dx+dx− f ∗1 (x
+, x−) f2(x+, x−) (3.2.24)
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on détermine le produit scalaire entre les états in et out dans la représentation
α, α˜
out〈f1|f2〉in =
∫
dα˜+dα−dα+dα˜−f ∗1 (α˜
+, α−) e
i
ν (α
+α−+α˜+α˜−)f2(α
+, α˜−)
(3.2.25)
Pour les expressions des normalisations Nin et Nout, nous invitons le lecteur à
se reporter à [24]. La partie de modes zéro de l’amplitude (3.2.18) peut s’écrire
comme le produit des valeurs moyennes pour la partie de mode gauche et celle
de mode droit
A00 = e
k+
2
k−
2
iν out〈M1|e+ iν k+2 α−e− iν k−2 α+ |M3〉in out〈M¯1|e+ iν k−2 α˜+e− iν k+2 α˜− |M¯3〉in
(3.2.26)
avec un facteur supplémentaire (le premier) qui provient de l’utilisation de
la formule de Baker-Campbell-Hausdorﬀ. Dans cette expression nous avons
anticipé le fait que les fonctions d’onde sur la couche de masse f out1 , respec-
tivement f in3 , s’écrivent comme le produit d’une fonction de α
− caractérisée
par M1, respectivement de α+ caractérisée par M3, et d’une fonction de α˜+
caractérisée par M¯1, respectivement de α˜− caractérisée par M¯3, comme on
peut le constater sur les expressions (3.2.23a) et (3.2.23b). Il faut ﬁnalement
calculer les intégrales suivantes
A00 = e
k+
2
k−
2
iν
∫
dα+dα−
(
α−
)M1
2iν
− 1
2 e
i
ν (α+α−−k−2 α++k+2 α−)
(
α+
)M3
2iν
− 1
2
∫
dα˜−dα˜+
(
α˜+
) M¯1
2iν
− 1
2 e
i
ν (α˜
+α˜−+k−
2
α˜+−k+
2
α˜−) (α˜−) M¯32iν − 12 (3.2.27)
En intégrant d’abord sur α+ et α˜− par exemple, on obtient deux intégrales
de la forme ∫ ∞
0
dt ta−1(1 + t)b−a−1e−zt = Γ(a)U(a, b; z) (3.2.28)
où U est la fonction hypergéométrique conﬂuente de Tricomi (voir l’appendice
A). On obtient alors pour l’amplitude A0 le résultat suivant
A0 = δ−j1+j2+j3,0 δ
(∑3
i=1k
⊥
i
)
e−k
+
2
k−
2
∆˜(ν)
(
k+2
)µ−1 (
k−2
)µ¯−1
U
(
λ, µ, i
k+2 k
−
2
ν
)
U
(
λ¯, µ¯, i
k+2 k
−
2
ν
)
(3.2.29)
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Les ﬂuctuations des modes zéro et excités produisent une non-localité carac-
térisée par
∆˜(ν) = ∆(ν)− 1
iν
= ψ(iν) + ψ(1− iν)− 2ψ(1) (3.2.30)
Les paramètres13 des fonctions U sont
λ =
1
2
+
M23
2iν
λ¯ =
1
2
+
M¯23
2iν
µ = 1 +
M23 −M21
2iν
µ¯ = 1 +
M¯23 − M¯21
2iν
(3.2.31)
Nous considérons à présent A1, l’amplitude entre deux états twistés ta-
chyonique et un état non twisté de masse nulle. Nous déﬁnissons une ampli-
tude Aµν1 correspondant à la polarisation ǫµν de l’état non twisté
A1 = ǫµνAµν1 (3.2.32)
et qui s’écrit
Aµν1 = out〈f1|Vµν1 (1)|f3〉in (3.2.33)
où l’expression de Vµν1 est donnée par (2.11.34) et correspond à un état d’im-
pulsion k2.
Nous nous concentrerons sur les amplitudes Aεε¯1 , Aεj1 et Aiε¯1 . ε = ±, ε¯ = ±
de façon indépendante ; i et j sont des indices correspondant à des directions
transverses au cône de lumière . Les amplitudes Aij1 sont obtenues comme le
produit de l’amplitude 3.2.29 et de l’amplitude 2.12.6 avec les exposants ij.
Considérons tout d’abord Aεε¯1 . Cette amplitude s’écrit
Aεε¯1 = δ
(∑3
i=1k
⊥
i
)
e−k
+
2
k−
2
∆(ν)
in〈f1|T ε,ε¯k2 |f3〉out (3.2.34)
où
T ε,ε¯k2 =
(
α˜ε¯ + ε¯iνkε¯2 −
1
2
kε¯2
)
e−ik
−
2
X+
0
−ik+
2
X−
0
(
αε − εiνkε2 +
1
2
kε2
)
(3.2.35)
Les termes iνk2 provient de l’ordre normal des modes excités, alors que les
termes 1
2
k2 apparaissent lorsqu’on fait commuter les modes zéro avec l’ex-
ponentielle en position centrale. Notons qu’ici la position des modes zéro
13Le paramètre µ ne doit pas être confondu avec la masse de cône de lumière µ.
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convient à la représentation x, où les opérateurs α et α˜ sont représentés par
les diﬀérentielles covariantes (2.9.37). L’amplitude, dans l’espace des posi-
tions, s’écrit alors
Aεε¯1 (x+2 , x−2 ) = δ−j1+j2+j3,0δ
(∑3
i=1k
⊥
i
)
e∆(ν)∂+∂−
(
∇ε¯ − ε¯iν∂ε¯ + 1
2
∂ε¯
)(
∇ε + εiν∂ε − 1
2
∂ε
)
f ∗1 f3 (3.2.36)
On peut également adopter la représentation de mode, qui permet d’obtenir
des expressions en terme de fonctions hypergéométriques U . Dans ce cas,
l’ordre des modes zéro est diﬀérent selon les signes de ε et ε¯
T++ = t
(
α˜+ − 1
2
(1− 2iν)k+2 .1˜
)
E
(
α+ +
1
2
(1− 2iν)k+2 .1
)
(3.2.37)
T+− = tE
(
α˜− +
1
2
(1− 2iν)k−2 .1˜
)(
α+ +
1
2
(1− 2iν)k+2 .1
)
(3.2.38)
T−+ = t
(
α˜+ − 1
2
(1− 2iν)k+2 .1˜
)(
α− − 1
2
(1− 2iν)k−2 .1
)
E (3.2.39)
T−− = t
(
α− − 1
2
(1− 2iν)k−2 .1
)
E
(
α˜− +
1
2
(1− 2iν)k−2 .1˜
)
(3.2.40)
où 1 et 1˜ représentent l’opérateur identité (le nombre 1) et servent à distinguer
la partie holomorphe 1 et la partie antiholomorphe 1˜ et E = e−ik−2 X+0 −ik+2 X−0 .
On peut construire l’expression pour l’amplitude en suivant les règles
suivantes
1. retirer l’exponentielle en position centrale
2. remplacer les opérateurs α±, α˜±, 1 et 1˜ par une fonction appropriée
– 1 par (k+2 )
µ−1U(λ, µ, i
ν
k+2 k
−
2 )
– α+ par (k+2 )
µU(λ + 1, µ+ 1, i
ν
k+2 k
−
2 )
– α− par (k+2 )
µ−2U(λ, µ− 1, i
ν
k+2 k
−
2 )
– 1˜ par (k−2 )
µ˜−1U(λ˜, µ˜, i
ν
k+2 k
−
2 )
– α˜+ par (k−2 )
µ˜−2U(λ˜, µ˜− 1, i
ν
k+2 k
−
2 )
– α˜− par (k−2 )
µ˜U(λ˜ + 1, µ˜+ 1, i
ν
k+2 k
−
2 )
où les paramètres des fonctions U sont déﬁnis comme précédemment
(3.2.31)
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3. ajouter aux impulsions un poids exponentiel pour reconstruire la forme
invariante de boost de l’opérateur de vertex : k±2 → k±2 e∓v2 et ajouter
un facteur e−ij2v2 dans l’expression
4. ajouter un facteur e(ε+ε¯)v2 à l’expression et intégrer sur v2
Ces deux dernières étapes produisent le terme de conservation du moment
cinétique de boost δ−j1+j2+j3,0, comme dans les amplitudes précédentes. Un
exemple d’amplitude peut être trouvé dans [24]. Notons que ces règles sont
les mêmes pour des amplitudes à plus de trois cordes, une fois déterminé
l’équivalent de T .
Pour les amplitudes Aεj1 , respectivement Aiε¯1 , il suﬃt d’appliquer les résul-
tats précédents à la partie holomorphe, respectivement antiholomorphe, de
l’amplitude et de multiplier par (k1− k3)i, respectivement (k1− k3)j , facteur
qui correspond à l’autre partie. Nous ne détaillerons pas plus cette situation.
3.2.5 Amplitudes à quatre cordes
Nous nous intéressons aux amplitudes comportant deux états twistés et
deux états non twistés dans le formalisme des opérateurs. Les techniques
présentées pour les amplitudes à trois cordes s’appliquent tout aussi bien
pour ces amplitudes. Nous obtenons le résultat suivant
〈1|T (2)T (3)|4〉 = δ−j1+j2+j3+j4,0 δ
(∑4
i=1k
⊥
i
) ∫ ∞
−∞
dv eij3v
∫
dzdz¯
|1− z|2k⊥2 ·k⊥3 |z|2k⊥3 ·k⊥4 +k⊥3 ·k⊥3 −2 exp
[
− (k+2 k−2 + k+3 k−3 ) ∆˜(ν)]
exp
[
k−2 k
+
3 e
−v
(
G(z; ν) +G(z¯;−ν) + i
ν
z¯−iν
)
+ k+2 k
−
3 e
v
(
G(z;−ν) +G(z¯; ν) + i
ν
z−iν
)]
[
k+2 + k
+
3 e
−vziν
]µ−1 [
k−2 + k
−
3 e
vz¯iν
]µ˜−1
U
(
λ, µ,
i
ν
A(v, z)
)
U
(
λ˜, µ˜,
i
ν
A˜(v, z¯)
)
(3.2.41)
où (λ, ν, λ˜, µ˜) ont la même expression (3.2.31) que pour les amplitudes à trois
cordes à condition de renuméroter la particule 3 en 4. Nous avons déﬁni
A(v, z) = (k−2 + k
−
3 e
vz−iν)(k+2 + k
+
3 e
−vziν) (3.2.42)
A˜(v, z¯) = (k−2 + k
−
3 e
vz¯iν)(k+2 + k
+
3 e
−vz¯−iν) (3.2.43)
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et
G(z; ν) =
∞∑
n=1
zn+iν
n+ iν
=
z1+iν
1 + iν
2F1 (1 + iν, 1; 2 + iν; z) (3.2.44)
La valeur moyenne dans (3.2.41) a été évaluée pour |z| < 1, mais le même
résultat est valable lorsque |z| > 1 à cause des propriétés des fonctions hy-
pergeometriques (voir équation (A.2.2) dans l’appendice A).
Lorsque z → 0 l’amplitude peut se mettre sous la forme
〈1|T (2)T (3)|4〉 → δ−j1+j2+j3+j4,0δ
(∑4
i=1k
⊥
i
) ∫ ∞
−∞
dv ei(j3−j1)v
∫
dzdz¯
|z|2k⊥3 ·k⊥4 +k⊥3 ·k⊥3 −2 exp
[
− (p+2 p−2 + p+3 p−3 ) ∆˜(ν)]
(−1)µ+µ˜ (k+2 )−λ˜ (k−2 )−λ (k+3 )µ−λ−1 (k−3 )µ˜−λ˜−1 z−
1
2
M21− iν2 z¯−
1
2
M
2
1− iν2 (3.2.45)
où nous avons utilisé le comportement asymptotique de U , donné par (A.1.9),
lorsque z → 0.
L’amplitude diverge lorsque j3 = j1 à cause de la propagation de cordes
twistées avec un moment cinétique de boost nul dans le canal intermédiaire.
Ceci est similaire au problème discuté dans l’article [16], où les amplitudes de
diﬀusion à quatre cordes non twistées à l’ordre des arbres divergent à cause
d’un abondant échange de gravitons près de la singularité.
3.2.6 Contre-réaction gravitationnelle
Il est impossible avec les techniques actuelles de calculer la contre-réaction
provoquée par la production quantique de particules et de cordes. Par contre,
la réponse linéaire des champs de corde fermée à la preśence d’un condensat
classique de cordes twistées peut être calculée dans le formalisme perturbatif.
Ajoutons à l’action de la feuille d’univers un condensat d’opérateurs de twist
marginaux
Sλ =
∫
dτdσ∂X+∂¯X− + λ−wV+w + λ+wV−w (3.2.46)
w indique le secteur twisté mis en jeu. Ceci correspond à la déformation de
l’espace de Misner hors du point d’orbifold. Cette déformation est marginale
à l’ordre dominant, mais elle induit une fonction à un point non nulle pour
les champs non twistés
〈eikX〉λ ∼ λwλ−w〈w|eikX| − w〉 , (3.2.47)
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qui doit être annulée en ajoutant à Sλ un terme d’ordre λ2 faisant intervenir le
champ non twisté. Ce champ est précisément le champ dont la corde twistée
avec un opérateur de vertex V±w est la source classique. D’autre part, cette
même corde twistée est une source pour les états twistés dans les secteurs
multiples de w
〈V−2w〉λ ∼ λwλw〈w|V−2w|w〉 , (3.2.48)
Grâce aux expressions des amplitudes que nous avons données à la sous-
section 3.2.4, nous pouvons en principe calculer la contre-réaction gravita-
tionnelle (et celle liée aux autres champs) au premier ordre en λw, mais
nous n’avons pas entrepris ces calculs. Cette procédure permet dans le cas
de l’orbifold euclidien de régulariser une singularité conique de type ALE,
remplacée par un instanton gravitationnel de type Eguchi Hanson et dont la
géométrie est régulière [85]. Nous n’avons pas répondu à la question de savoir
si cela fonctionne aussi pour la singularité de l’espace de Misner, mais des
avancées signiﬁcatives ont été accomplies dans cette direction [75, 86]. Nous
en reparlerons au chapitre 4.
3.3 S-brane et ajustement fin des conditions
initiales
3.3.1 Le concept de S-brane
Nous terminons par notre étude de la S-brane de Dirichlet, conﬁgura-
tion dépendante du temps particulièrement simple, mais pas aussi simple à
comprendre. Nous avons évoqué les problèmes liés à l’existence de S-branes
émettant un champ R-R à la sous-section (2.13.2). Nous avons cherché au
travers de diﬀérentes approche de cerner mieux la nature de cet objet.
Il est nécessaire de préciser « S-brane de Dirichlet », car le mot S-brane
désigne plusieurs constructions assez diﬀérentes en théorie des cordes. Une
S-brane désigne de manière générique un défaut topologique localisé sur une
hypersurface de genre espace. Cette déﬁnition est la contrepartie de la déﬁ-
nition première des branes, qui sont localisées sur une hypersurface de genre
temps et qui ont été identiﬁées comme telle dans les diﬀérentes théories ef-
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fectives de supergravité. Le terme « S-brane » a tendance à être appliqué
à toute solution dépendante du temps, localisée à un instant donnée (bien
que cette localisation puisse être étendue à un intervalle). Le lecteur peut se
référer à la revue [87] où ces solutions sont examinées dans le contexte de
l’inﬂation.
Les S-branes sont l’un des éléments utilisés pour construire des géométries
inﬂationnaires en théorie des cordes, de même qu’une D-brane sert de source
pour les géométries anti de Sitter (noté AdS) [76]. Dans des géométries dé-
pendentes du temps plus générales, elles peuvent être utilisées comme des
sondes [15] ou comme des surfaces de conditions initiales et/ou ﬁnales [88].
En théorie des cordes, il existe principalement deux constructions de S-
brane. Tout d’abord, nous avons vu dans le chapitre précédent (section 2.10.3)
que la S-brane de Dirichlet14 est obtenue en imposant des conditions au bord
de Dirichlet à la coordonnéeX0 des cordes ouvertes. Ensuite, il est possible de
construire une S-brane sur une D-brane instable. L’évolution d’une D-brane
instable est décrite par adjonction d’un terme de bord tachyonique à l’action
de corde ouverte. Ce terme correspond à un potentiel en forme de cloche sur
lequel le tachyon de la corde ouverte « roule » depuis ou vers le vide de corde
fermée (voir [89] pour une revue du sujet). Une S-brane dans ce contexte est
une solution de type kink15 temporel sur la D-brane instable. Les deux types
de S-branes ne sont pas complètement étrangers l’un à l’autre : dans certains
cas, on peut voir une S-brane sur une D-brane instable comme un réseau de
S-branes de Dirichlet en temps imaginaire [90].
Nous avons vu à la section 2.13 que les S-branes de Dirichlet émettant
un champ R-R et un champ NS-NS réels n’existaient pas en théorie de type
II. Il est donc utile d’évaluer la « stabilité spatiale » des S-branes existantes
(qui n’émettent qu’un champ NS-NS), de même qu’on évalue la stabilité
temporelle des D-branes en calculant notamment le taux de désintégration
d’une paire de D-brane. L’équivalent du taux de désintégration peut être
calculé pour une S-brane de Dirichlet et nous exposerons cela à la sous-
section 3.3.3. Nous commençons par exposer le lien entre une conﬁguration
de S-brane et une conﬁguration de champ électrique et les enseignements
14Elle a été étudiée en premier par les auteurs de [62].
15Nous conservons le terme anglais.
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qu’il nous permet de tirer.
3.3.2 S-brane et champ électrique surcritique
D’après la déﬁnition première que nous avons donnée des S-branes, on
voit que le terme S-brane de Dirichlet s’applique à toute condition au bord
de forme
∂τ (X
1 − vX0) = 0 , ∂σ(X0 − vX1) = 0 (3.3.1)
où X1 est une coordonnée spatiale arbitraire et |v| > 1. Pour |v| < 1, nous
avons à faire à une D-brane et pour |v| = 1 il s’agit d’une brane extrêmale,
c’est-à-dire une D-brane de genre lumière. Une D-brane immobile est obtenue
en posant |v| = 0 tandis qu’une S-brane ﬁxée à un instant précis correspond
à |v| → ∞. Nous considérons seulement le cas de la S-brane |v| > 1. Les
conditions au bord correspond à la conﬁguration obtenue par T-dualité sur
la coordonnée X1 s’écrivent
∂σX
1 − v∂τX0 = 0 , ∂σX0 − v∂τX1 = 0 (3.3.2)
ce qui, comme on peut le vériﬁer en se reportant à l’équation (2.6.16), cor-
respond à un champ électrique surcritique16 F01 = v, constant et uniforme,
déﬁni sur la surface d’univers d’une D-brane dans les directions X0, X1. Rap-
pelons que par T-dualité sur la coordonnée temporelle X0, on obtiendrait une
conﬁguration avec un champ électrique sous-critique F01 = 1v mais de théorie
II⋆ [76], théorie qui reste mal comprise.
Un tel champ électrique surcritique surmonte la tension des cordes ou-
vertes qui sont étirées jusqu’à atteindre une longueur inﬁnie. Lorsque |v| →
∞, la conﬁguration de feuille d’univers qui décrit ce processus est déﬁnie par,
dans l’approximation de corde rigide,
X0 = x0 + wσ (3.3.3)
X1 = x1 +
1
F
wτ (3.3.4)
X⊥ = 2α′p⊥τ (3.3.5)
16L’action de Born-Infeld (2.10.3), schématiquement
√
1− F 2, impose a priori la valeur
limite 1 (un facteur 2πα′ est inclus dans F ) à l’intensité du champ électrique F . Par
ailleurs, des configurations de champs surcritiques ont été récemment étudiées dans [91].
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Nous avons supposé que les deux extremités des cordes ouvertes obéissaient
aux mêmes conditions au bord. Les conditions de Virasoro imposent
w2 = 4α′(α′p2⊥ + (N − a))
F 2
F 2 − 1 (3.3.6)
où a est la constante d’ordre normal (1 en théorie bosonique, 1
2
, respecti-
vement 0, en théorie de supercordes dans le secteur de Neveu-Schwarz, res-
pectivement de Ramond). Si l’on ajoute les ﬂuctuations à la conﬁguration
rigide décrite par (3.3.5), la feuille d’univers peut être vue comme un proces-
sus de nucléation de dipoles qui s’étirent et forment rapidement une corde
de longueur inﬁnie (voir ﬁgure 3.5). Ce processus décharge les plaques du
condensateur qui produit le champ électrique et ramène celui-ci à une valeur
critique ou sous-critique. Dans la conﬁguration T-duale, on imagine alors que
la S-brane est courbée de façon à former une brane extrêmale ou même des
paires D-brane, anti-D-brane à partir d’une certaine distance.
X 1
Xk
X0
feuille d’univers fluctuante
Fig. 3.5 – La feuille d’univers dans l’approximation rigide est délimitée par
les lignes en pointillés tandis que sans approximation elle est délimitée par
les lignes continues. Si nous suivons les points de la feuiles d’univers à X0
constant lorsque X0 augmente, nous constatons l’apparition de dipôles com-
portant deux charges e0 (nous considérons le bord inférieur de la feuille d’uni-
vers). Ces dipôles coalescent rapidement pour former une corde de longueur
« inﬁnie », qui décharge le condensateur.
Ainsi l’image de contre-réaction électrique par création de paires suggère
une contre-réaction gravitationnelle induite par la S-brane, ce que nous pou-
vons examiner en calculant la fonction de partition à une boucle.
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3.3.3 Amplitude du vide à une boucle, longueur de cor-
rélation de S-brane
Précisons un peu la signiﬁcation physique de la fonction de partition.
Pour deux D-branes statiques, l’amplitude du vide à une boucle est égale à
l’énergie d’interaction entre les deux D-branes, multipliée par un facteur inﬁni
correspondant à la durée inﬁnie de l’interaction. En eﬀet, si l’on considère
l’amplitude comme l’amplitude à l’ordre des arbres pour des cordes fermées
se propageant entre les deux D-branes, celle-ci s’écrit schématiquement
Z = i
2
∫
dDx dDy J1(x)GF (x− y)J2(y) = TEint (3.3.7)
où GF est le propagateur de Feynman,
J1(x
0, xi) = q1δ(x
i − xi1) , J2 = q2δ(xi − xi2) (3.3.8)
sont les sources représentants les D-branes au repos et Eint. est l’énergie d’in-
teraction. Ce résultat en terme d’énergie d’interaction se justiﬁe en quan-
tiﬁant le long de la direction temporelle x0. Si l’amplitude, et donc cette
énergie d’interaction, a une partie imaginaire non nulle, l’état de paire de
D-branes a une durée de vie ﬁnie : le taux de désintégration est de l’ordre
de 1/ ImEint[J ]. Ceci a été appliqué pour calculer le taux de désintégration
des D-branes instables dans [92, 93]. La même inteprétation est valable pour
les S-branes à condition de considérer l’amplitude comme le résultat d’une
quantiﬁcation le long d’une direction spatiale commune aux deux S-branes,
x1 pour la déﬁnir. Alors l’amplitude du vide à une boucle correspond au pro-
duit entre une longueur inﬁnie d’interaction L et une impulsion d’interaction
le long de x1, due aux échanges de cordes fermées entre les deux S-branes.
Z = LPint (3.3.9)
Si l’impulsion d’interaction présente une partie imaginaire non nulle, cela est
interprété comme une « désintégration » au cours d’une évolution « tempo-
relle » selon x1, après une distance caractéristique 1/ ImPint[J ]. Nous revien-
drons sur cette interprétation après le calcul.
Nous considérons deux S-branes de Dirichlet, ﬁxées à des instants res-
pectivement x00 et x
0
1 ainsi qu’à des positions respectivement x
i
0 et x
i
1. Nous
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rappelons que ∆ est la séparation entre les S-branes et nous supposerons
qu’elle est de genre temps.
∆2 = (x01 − x00)2 − (xi1 − xi0)2 (3.3.10)
En appliquant l’expression (2.9.13) à notre conﬁguration de S-branes, nous
pouvons écrire la relation de couche de masse suivante
p2k =
∆2
4π2α′2
+
a−N
α′
(3.3.11)
où k désigne les directions parallèles à la S-brane et a la constante d’ordre
normal (a = 1
2
dans le secteur NS et a = 0 dans le secteur R). Nous constatons
qu’il existe une inﬁnité d’états tachyoniques et seulement un nombre ﬁni
d’états physiques (car nous avons supposé que ∆2 > 0). L’interprétation de
ces états tachyoniques n’est pas claire, mais nous pouvons en voir l’eﬀet sur
l’amplitude du vide.
La seule diﬀérence entre l’amplitude pour les S-branes et celle pour les
D-branes se trouve dans la partie concernant les modes zéro. En eﬀet, dans
le canal de corde ouverte,
Z = 1
2
Vp+1
∫ ∞
0
dt
t
∫
dp+1pk
(2π)p+1
e−t[2πα
′p2k−∆2/(2πα′)]Z∗ (3.3.12)
où
Z∗ = −16
∏∞
n=1(1 + q
2n)8 + q−1
∏∞
n=1(1 + q
2n−1)8∏∞
n=1(1− q2n)8
(3.3.13)
avec q = e−πt. Le premier produit inﬁni correspond à la fonction de partition
des modes excités des cordes ouvertes dans le secteur de Ramond, le second à
la fonction de partition des modes excités dans le secteur de Neveu-Schwarz
(les deux sont sans insertion de projecteur). Ces deux termes correspondent,
dans le canal de corde fermée à l’échange de cordes fermées dans le secteur
NS-NS uniquement. Dans le cas des D-branes émettant un champ R-R, il
existe un troisième terme, correspondant dans le canal de cordes ouvertes à
la fonction de partition des modes excités dans le secteur de Neveu-Schwarz et
dans le canal de cordes fermées à la fonction de partition des modes excités
dans le secteur R-R, mais comme nous avons vu qu’il n’existait pas de S-
branes émettant de champ R-R en théorie de type II, du moins dans le
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cadre du formalisme perturbatif, ce terme n’est pas présent dans l’expression
(3.3.12). L’identité abstruse de Jacobi permet de remplacer les deux termes
de produits inﬁnits par le terme du secteur R-R dont l’expression est plus
simple, ce qui nous facilitera l’étude ultérieure. Ainsi, l’amplitude s’écrit pour
deux Sp-brane
Z = 1
2
Vp+1
∫ ∞
0
dt
t
∫
dp+1pk
(2π)p+1
e−t[2πα
′p2k−∆2/(2πα′)]q−1
∏∞
n=1(1− q2n−1)8∏∞
n=1(1− q2n)8
.
(3.3.14)
Malgré les apparences, le secteur R-R est bien absent !
Une diﬀérence avec l’amplitude pour les D-branes mérite d’être relevée :
l’intégrale sur les impulsions pk correspondant aux directions du volume
d’univers de la S-brane est convergente sans qu’on ait besoin de faire une
continuation analytique. D’autre part, et il s’agit maintenant d’un point com-
mun, nous avons une divergence ultraviolette quand t→ 0, qui correspond à
l’échange d’états de masse nulle de corde fermée.
Point crucial, il existe des divergences infrarouges qui s’aggravent lorsque
la séparation ∆ augmente. Ces divergences ont en réalité un sens physique
bien précis qui est mis en évidence par la régularisation préconisée dans [94].
En eﬀet, elles correspondent en fait à une partie imaginaire non nulle pour
l’amplitude des S-branes
ImZ ∝
n∗∑
n=−1
an
(
∆2
2π2α′
− n
) p+1
2
(3.3.15)
où n∗ est la partie entière de ∆
2
2π2α′
et an sont les coeﬃcients de Fourier de la
forme modulaire suivante
ϑ44
η12
= q−1
∞∏
n=1
(1− q2n−1)8
(1− q2n)8 :=
∞∑
n=−1
anq
n (q = e−πt) (3.3.16)
Ces coeﬃcients sont donnés par la formule de Rademacher (nous invitons le
lecteur à se référer à [95] et aux références qui y sont données). En tronquant
la somme de Kloosterman au premier terme nous obtenons17 une très bonne
17Le facteur (−1)n+1 provient justement de ce premier terme de la somme de Klooster-
man.
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approximation
an = π(−1)n+1n−5/2I5
(
2π
√
n
) ∼ (−1)n+1n−11/4e2π√n (3.3.17)
Notons en particulier que la série des an est alternée. Le comportement de
croissance exponentielle de ces coeﬃcients, appelée croissance de Hagedorn,
permet d’approximer la série de (3.3.15) par le dernier terme non nul
|ImZ| ∼ ∆− 112 e∆
√
2/α′ (3.3.18)
Le comportement détaillé de la somme en tant que fonction de∆, notamment
ses oscillations est illustré dans la ﬁgure 3.6.
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Fig. 3.6 – À gauche : log|ImZ| (en rouge) en fonction de∆. La courbe ne peut
être distinguée de son approximation (3.3.18) (en noir), mais ne reproduit
pas les oscillations. À droite : nous avons grossi l’intervalle ∆ ∈ [10, 11] pour
mettre en évidence ces oscillations. Nous avons choisi p = 2 et α′ = 1
2π
pour
les deux courbes.
Lorsque ∆
2
2π2α′
est entier, le dernier terme de la somme s’annule et la somme
est dominé par l’avant-dernier terme, dont le signe dépend de la parité de
n∗. Ceci permet de conclure que l’amplitude s’annule une inﬁnité de fois,
ce qui correspond à des paires de S-branes d’extension spatiale inﬁnie qui
peuvent se former pour des séparations temporelle dont la valeur est ﬁxée très
précisement. Toutefois, en général, la longueur de corrélation est de l’ordre
de l’échelle de corde
√
α′.
La conclusion que nous avons tirée dans notre article [63] visait à mettre
en évidence le caractère hautement ajusté des conﬁgurations de S-brane et à
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rejeter ces conﬁgurations comme des candidats génériques à des géométries
dépendentes du temps. Malgré ce caractère d’exception, nous pouvons lire ce
résultat d’une manière perpendiculaire. Les valeurs de ∆ où la partie imagi-
naire de Z s’annule, que nous noterons ∆n donnent la séparation temporelle
entre deux S-branes d’extension inﬁnie. Nous pouvons ainsi dire que si une
S-brane « stable », c’est-à-dire d’extension spatiale inﬁnie, apparaît à l’ins-
tant t, alors une seconde S-brane « stable » apparaîtra à l’un des instants
t+∆n.
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Chapitre 4
Perspectives
4.1 Résumé des résultats
L’étude de la conﬁguration de champs quadratiques extrêmaux a fait
apparaître plusieurs phénomènes.
– Il existe une valeur critique du gradient à partir de laquelle se déve-
loppe une instabilité. Les cordes ouvertes deviennent macroscopiques
car leur tension est compensée par les champs. Elles s’étirent alors
jusqu’à atteindre le condensateur qui crée le champ quadrupolaire et
le déchargent. Ce phéomène est l’équivalent non relativiste du champ
critique en électrodynamique de Born-Infeld
– La conﬁguration est instable mais il est possible de la stabiliser en
ajoutant un champ magnétique constant (ou en modulant de manière
paramétrique le gradient des champs quadrupolaires). L’instabilité due
au gradient critique n’est pas modiﬁée par cette stabilisation.
Nous avons par ailleurs eu l’occasion de vériﬁer la dualité de feuille d’univers
dans une conﬁguration non triviale et pu calculer, moyennant certaines ap-
proximation, les eﬀets de la dépendance en temps, notamment la production
de modes. Nous avons enﬁn mis en évidence la contre-réaction de la corde
sur le potentiel du champ quadrupolaire.
L’espace de Misner nous a fourni un cas d’école de singularité cosmo-
logique tout en nous permettant d’utiliser le formalisme perturbatif. Dans
le cadre de cette thèse, en nous appuyant sur l’étude de la quantiﬁcation
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[17] et des modes twistés [18], nous avons étudié les amplitudes à l’ordre des
arbres à trois ou quatre points. Nous avons réussi à calculer les amplitudes
faisant intervenir deux états twistés en utilisant le formalisme d’opérateur.
Pour cela, il a fallu adapter la déﬁnition de l’ordre normal des opérateurs
de vertex, ce qui a mis en évidence un étalement des ﬂucuations quantiques
des modes excités sur une distance ∆(ν). Cette distance croît comme log ν
lorsque ν tend vers l’inﬁni et peut ainsi être arbitrairement grande. Cet eﬀet
est qualitativement similaire à la géométrie non-commutative.
Le calcul des amplitudes à quatre points permet de mettre en évidence
des divergences provoquées par la propagation de cordes twistées avec un
moment cinétique de boost nul dans le canal intermédiaire, similaire à ce
qui a été constaté dans [16] pour les gravitons. Les amplitudes à trois points
permettent d’envisager le calcul perturbatif de la contre-réaction gravitation-
nelle, ce que nous laissons pour un travail futur.
Enﬁn, nous nous sommes intéressés à la S-brane de Dirichlet. Après avoir
montré en détail qu’une S-brane émettant un champ R-R réel n’existait pas
en théorie de type II, nous avons étudié les propriétés de « stabilité » des
S-branes « instables ». Nous avons mis en évidence un comportement très
particulier dû aux divergences infrarouges de l’amplitude à une boucle de
cordes ouvertes tendues entre deux S-branes. En eﬀet, pour certaines valeurs
bien précises de la séparation entre les deux S-branes, le système possède
une extension spatiale inﬁnie. Ceci permet d’une part de conclure que ces
conﬁgurations correspondent à un ajustement inﬁni des conditions initiales
et d’autre part de prédire l’ensemble des dates auxquelles une S-brane d’ex-
tension spatiale inﬁnie peut apparaître si une première S-brane d’extension
inﬁnie est déjà apparue à un instant donné (ou inversement, les dates de
première apparition d’une S-brane inﬁnie sachant qu’une seconde apparaîtra
à un instant donné).
4.2 Limites et espoirs du calcul perturbatif
Nous avons cherché à montrer tout au long de ce mémoire comment le
formalisme perturbatif pouvait être exploité pour faire des calculs précis d’ob-
servables intéressantes dans des conﬁgurations dépendantes du temps. Il ap-
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paraît cependant que la complexité formelle de certains résultats limite la
possibilité de tirer des conclusions physiques voire ne permet pas de saisir le
comportement de certaines conﬁgurations.
Toutefois, cet écueil est dû moins à une faiblesse inhérente à cette ap-
proche qu’à la diﬃculté de mener les calculs et d’explorer l’ensemble des
pistes possibles. Nous souhaiterons clore ce mémoire en illustrant ce propos.
En étudiant l’espace de Misner, nous avions espoir que le calcul des am-
plitudes nous permette de préduire le destin de la singularité, notamment
par le calcul perturbatif de la contre-réaction gravitationnelle. Les articles
[75, 86], s’appuyant notamment sur les travaux précédents [17, 18, 24] et
dans la même démarche, ont pu, à partir de l’étude des cordes ouvertes et
des D-branes dans l’espace de Misner, sonder la condensation du tachyon de
corde fermée à l’aide de D-instantons et construire un modèle eﬀectif. Ils ont
ainsi montré qu’après la condensation, β avait diminué, « élargissant » ainsi
l’espace de Misner. Bien que l’analyse faite à partir des D-instantons ne soit
valable que sur une distance de l’ordre de la longueur de la corde, ce résultat
est très encourageant et apporte un premier élément de réponse quant-au
destin de la singularité.
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Annexe A
Définitions et formules utiles
Nous réunissons ici les déﬁnitions et relations qui nous ont été utiles
au cours de nos calculs et qui ne sont pas souvent utilisées dans d’autres
contextes. Ainsi, nous n’aborderons pas les fonctions modulaires, dont les
propriétés utiles sont par exemple données dans l’appendice de [77].
A.1 La fonction hypergéométrique U et les fonc-
tions de Whittaker M et W
A.1.1 Définition des fonctions
Nous nous inspirons de la présentation faite dans [96] et nous en adoptons
les conventions. Il y a quatre fonctions appelées fonctions hypergéométrique
conﬂuente : la fonction de Kummer 1F1, sa fonction associée U et les deux
fonctions de Whittaker Mk,m(x) et Wk,m(x). La fonction 1F1(a, b, x) est la
solution la plus simple de l’équation de Kummer, un cas particulier d’équation
diﬀérentielle hypergéométrique généralisée,
xy′′ + (b− x)y′ − ay = 0 (A.1.1)
où y est une fonction de x, y′ et y′′ ses dérivées première et seconde, a et b
des constantes. La solution 1F1(a, b, x) est déﬁnie par la série entière suivante,
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lorsque b 6∈ {0,−1,−2, . . .}
1F1(a, b, x) =
∞∑
n=0
(a)n x
n
(b)n n!
(A.1.2)
où la notation (a)n désigne a(a + 1) . . . (a+ n− 1).
La fonction hypergéométrique conﬂuente de Tricomi U est une autre so-
lution de l’équation (A.1.1) déﬁnie par
U(a, b, x) =
Γ(1− b)
Γ(1 + a− b)1F1(a, b, x) +
Γ(b− 1)
Γ(a)
x1−b1F1(1 + a− b, 2− b, x)
(A.1.3)
U est une fonction multivaluée de x, la branche principale est choisie comme
étant celle qui se trouve dans le plan complexe de x coupé le long la partie
négative de l’axe réel. Notons également que U est déﬁnie pour b nul ou entier
négatif, par exemple à l’aide de l’expression suivante,
U(a, b, x) =
π
sin(πb)
(
1F1(a, b, x)
Γ(1 + a− b)Γ(b) −
x1−b1F1(1 + a− b, 2− b, x)
Γ(a)Γ(2− b)
)
(A.1.4)
Les fonctions de Whittaker peuvent être déﬁnies par les expressions sui-
vantes
Mk,m(x) = x
1
2
+m e−
1
2
x
1F1(
1
2
+m− k, 1 + 2m, x) (A.1.5a)
Wk,m(x) = x
1
2
+m e−
1
2
xU(
1
2
+m− k, 1 + 2m, x) (A.1.5b)
A.1.2 Relations utiles concernant U
La fonction U admet la représentation intégrale suivante
U(a, b, x) =
1
Γ(a)
∫ ∞
0
e−xtta−1(1 + t)b−a−1dt (A.1.6)
avec Re a > 0 et Re x > 0. Dans nos calculs, la condition sur a est satisfaite,
mais x ∈ iR . Il est possible néanmois de faire tourner le contour d’un angle
φ et de prendre la limite φ→ 0 :
U(a, b, x) =
1
Γ(a)
∫ ∞ eiφ
0
e−xtta−1(1 + t)b−a−1dt (A.1.7)
164
A Déﬁnitions et formules utiles
avec −π
2
< φ+ arg x < π
2
.
Le premier théorème de Kummer s’écrit pour U
U(a, b, x) = x1−b U(1 + a− b, 2− b, x) (A.1.8)
Enﬁn, le comportement asymptotique de U lorsque x est
U(a, b, x) ∼ x−a (A.1.9)
lorsque Re a > 0.
A.2 La fonction hypergéométrique 2F1
La fonction 2F1(a, b; c; x) est une solution de l’équation diﬀérentielle hy-
perg´eométrique suivante, connue aussi sous le nom d’équation Fuchsienne de
type général,
x(1− x)y′′ + [c + (1 + a+ b)x]y′ − ab y = 0 (A.2.1)
Nous avons adopté les mêmes notations que dans la Section précédente A.1
Parmi les relations de transformation principales, nous mentionnons celle-
ci
2F1(a, b; c; x) =
Γ(b− a)Γ(c)
Γ(b)Γ(c− a)(−x)
−a
2F1
(
a, a− c+ 1; a− b+ 1; 1
x
)
+
Γ(a− b)Γ(c)
Γ(a)Γ(c− b)(−x)
−b
2F1
(
b, b− c+ 1; b− a+ 1; 1
x
)
(A.2.2)
La fonction 2F1(a, b; c; x) admet le développement en série entière suivant
2F1(a, b; c; x) =
∞∑
n=0
(a)n(b)n
(c)n
xn
n!
(A.2.3)
En particulier, nous avons la relation suivante, qui intervient à plusieurs
reprises dans nos calculs,
G(z; v) =
∞∑
n=1
zn+iν
n+ iν
=
z1+iν
1 + iν
2F1(1 + iν, 1; 2 + iν; z) (A.2.4)
où la première égalité déﬁnit la notation G(z; ν)
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Dans la limite où z → 1, nous avons le comportement asymptotique
suivant
G(z; ν) = − log(1− z) + ψ(1)− ψ(1 + iν) +O(z − 1) (A.2.5)
où ψ est la fonction digamma.
A.3 La fonction digamma ψ
La fonction digamma, notée ψ, est la dérivée logarithmique de la fonction
Γ, ou encore
ψ(x) =
1
Γ(x)
dΓ(x)
dx
(A.3.1)
En particulier, ψ(1) est la constante d’Euler γ.
A.4 Relations utiles
A.4.1 Resommation de Poisson
Soit f(x) une fonction admettant une transformée de Fourier F [f ](ω)
déﬁnie par
F [f ](ω) = 1
2π
∫ ∞
−∞
dxf(x) eiωx . (A.4.1)
On a alors ∑
n∈Z
f(2πn) =
∑
n∈Z
F [f ](n) (A.4.2)
En particulier pour f(x) = eax
∑
n∈Z
e2πan =
∑
n∈Z
δ(a + n) (A.4.3)
D’autres formules intéressantes peuvent être obtenues en choisissant pour f
une gaussienne (voir [77], Appendix A).
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A.4.2 Une formule de trigonométrie hyperbolique
Nous mentionnons pour référence la formule de trigonométrie suivante
arctanh(x) =
1
2
ln
∣∣∣∣1 + x1− x
∣∣∣∣ (A.4.4)
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Configurations dépendantes du temps dans le formalisme perturbatif de la théorie des cordes
Ce mémoire présente l’étude de trois configurations dépendantes du temps dans
le formalisme de première quantification de la corde. Tout l’intérêt de ces configura-
tions réside dans le fait qu’on peut calculer perturbativement les observables comme
les fonctions de corrélations et s’en servir pour comprendre l’interaction entre la
géométrie dépendante du temps et la corde quantifiée. Après une présentation dans
le premier chapitre de la démarche qui a mené à cette étude, le formalisme per-
turbatif de première quantification est exposé de manière détaillée dans un second
chapitre et les difficultés techniques soulevées par les configurations sont résolues.
Ensuite, dans un troisième chapitre, les phénomènes physiques mis en jeu dans ces
configurations sont expliqués, les calculs spécifiques à chacune d’entre elles, décrits
et les enseignements que nous pouvons en tirer, exposés. Enfin, un bref chapitre
conclut et ouvre les perspectives de ce travail de thèse.
mots-clés : théorie des cordes, perturbatif, dépendant du temps, singularité, de
genre espace, S-brane, champ électromagnétique, quadrupolaire
Time-dependent configuration in the perturbative formalism of string theory
In this thesis three time-dependent configurations are studied in the formalism
of first-quantized string. These configurations are interesting because pertubative
computation of correlation functions is possible and thus is a tool to understand the
interplay between the time-dependent geometry and the quantified string. In a first
chapter, we explain the reasons for studying these configurations. Then in a second
chapter we describe the perturbative formalism and explain how to solve technical
problem we encoutered. A third chapter is devoted to the physical description
of the phenomena involved in these configurations, to the specific computations
we made and to the insights we gained. Eventually, we conclude and give some
perspectives.
keywords: string theory, perturbative, time-dependent, singularity, space-like, S-
brane, electromagnetic field, quadrupolar
