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1. Introduction
The problem of local approximation of nonsmooth functions has led in the last decades to the development of a whole
of variety of competing approximations models (see e.g. [3,5–8,12,14]). In most of these models the approximation is car-
ried out by a positively homogeneous mapping, in particular by a directional derivative. Considering these approximations,
studies about their qualitative behaviour have motivated in recent years different authors as Kuntz and Scholtes [10,11],
Jongen [9] or Chaney [4]. For a function f : U → R deﬁned on an open set U of Rn , and a point x0 ∈ U , this behaviour is
analyzed through the concept of local topological equivalence, which consists in the existence of a local coordinate trans-
formation such that locally around the point x0 of investigation, the approximation as a function of the new coordinates
coincides with the original function in the original coordinates. In these works the function f is Lipschitz-continuous on a
neighbourhood of x0 and belongs to the class of B-differentiable functions, i.e. functions with Bouligand derivative.
Among other interesting classes of functions we ﬁnd contingently epidifferentiable, directionally Lipschitz functions or
non-B-differentiable Lipschitz functions [3]. In some recent works these classes of functions have been studied and topo-
logical equivalence has been obtained considering the corresponding approximation model (see [1,2]).
However in all those studies the common aspect is that the domain U is a subset of Rn . The aim of this work is to
investigate the problem of topological equivalence for a function f : D → R deﬁned on a subset D of an inﬁnite dimensional
space X . We consider the case in which X is a Hilbert space and f is Lipschitz near x0 ∈ D . We analyze the different local
approximation models that can be deﬁned for this class of functions and the existence of topological equivalence with these
models. In this way, qualitative behaviour of the approximations can be evaluated.
This paper is organized as follows. Section 2 is devoted to preliminaries and notations. We establish the set of approxi-
mation functions which will be used. In Section 3 we introduce the concept of Clarke differentiable function and we study
some properties of this class of functions. We show that these properties allow constructing a function with the necessary
requirements to be a homeomorphism. Such homeomorphism will deﬁne the local coordinate transformation to obtain the
topological equivalence. Finally Section 4 is devoted to show the results of existence of topological equivalence with the
different approximation functions.
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Let f : X → R with X a Banach space. Let x0 ∈ X , and let B˚(x0, δ) and B(x0, δ) denote the open and closed ball respec-
tively with radius δ around x0. Let BX denote the closed unit ball. We will suppose that f is Lipschitz near x0 of rank K ,
i.e. there exists δ > 0 such that∣∣ f (x) − f (x′)∣∣ K‖x− x′‖
for all x, x′ ∈ B˚(x0, δ).
The concept of local approximation that we will consider for this class of functions is based on Clarke directional deriva-
tive deﬁned by (see [5])
f 0(x0; v) = limsup
t→0+
y→x0
f (y + tv) − f (y)
t
,
furthermore calculating the lower limit we obtain another derivative
f¯ (x0; v) = lim inf
t→0+
y→x0
f (y + tv) − f (y)
t
.
We will refer to f 0 and f¯ as Clarke upper and lower derivative respectively. Both of them satisfy:
(i) they are ﬁnite and f¯ (x0; v) f 0(x0; v) for all v ∈ X ,
(ii) f 0(x0;−v) = −( f¯ (x0; v)) for all v ∈ X , (2.1)
(iii) f 0(x0; ·) is a convex function and f¯ (x0; ·) is concave.
Then we will call the pair ( f 0(x0; ·), f¯ (x0; ·)) a coherent pair of derivatives of f at x0 (see [2]). In this way, we give the
deﬁnition of local approximation for a Lipschitz function near x0:
Deﬁnition 1. Let f be Lipschitz near x0. A positively homogeneous function g : X → R will be called a local approximation
of f at x0 if
f¯ (x0; v) g(v) f 0(x0; v) for all v ∈ X .
According with this deﬁnition, there is a family of functions which are local approximations for the function f , in
particular Clarke derivatives and Dini derivatives which we will denote by
d− f (x0; v) = lim inf
t→0+
f (x0 + tv) − f (x0)
t
, d+ f (x0; v) = limsup
t→0+
f (x0 + tv) − f (x0)
t
,
and we will refer to them as Dini lower and upper derivative respectively.
Another local approximation of this family is the convex derivative, which in the case of a Lipschitz function is deﬁned
as (see [3]):
D∞↑ f (x0;u) = sup
v∈Dom(d− f (x0;·))
(
d− f (x0;u + v) − d− f (x0; v)
)
,
and whose epigraph is the convex kernel of the epigraph of the lower Dini derivative. The derivative D∞↑ f (x0;u) is therefore
a convex local approximation of f at x0. Convex local approximations will be of great interest in the existence of topological
equivalence as we will show later on.
We will investigate qualitative behaviour of this family of local approximations. In this analysis we will base on the
concept of critical point, determined by the derivative f 0(x0; ·). This function is sublinear, hence it is the support function
of a convex compact set ∂ f (x0) called the generalized gradient of f at x0 and deﬁned by (see [5])
∂ f (x0) =
{
ξ ∈ X∗ ∣∣ ξ(v) f 0(x0; v) for all v ∈ X}. (2.2)
This set gives rise to the following deﬁnition:
Deﬁnition 2. A point x0 is called a critical point of a Lipschitz function near x0, f , if 0 ∈ ∂ f (x0).
As we have mentioned before, the qualitative criteria to evaluate these local approximations are given by means of the
notion of topological equivalence. Jongen and Pallaschke deﬁne this notion as follows:
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equivalent at (x¯, z¯) ∈ X × X , if there exist open neighbourhoods U , V of x¯, z¯ respectively, and a homeomorphism ϕ : U → V
such that:
(i) ϕ(x¯) = z¯,
(ii) f ◦ ϕ−1 = g on V .
Our aim is to construct a homeomorphism ϕ which resolves the topological equivalence between a function f and its
local approximations. With this object we will use the following deﬁnitions and results of Pales [13]:
Deﬁnition 4. (See [13].) Let X and Y be normed spaces. Let F : X → 2Y be a multifunction. A homogeneous set-valued map
A : X → 2Y is called a strict prederivative of F at x0 if for all ε > 0 there exists δ > 0 such that
F (x) ⊂ F (x′) + A(x− x′) + ε‖x− x′‖BY ,
for all x, x′ ∈ B(x0, δ).
If F is a single-valued function, F = f , then the above inclusion reduces to:
f (x) ∈ f (x′) + A(x− x′) + ε‖x− x′‖BY .
In this work we apply the strict prederivative for this case, i.e. strict prederivative of a single-valued function.
In many cases, the strict prederivative A can be generated by a family of linear operators in the following sense: there
exists a family F ⊂ L(X, Y ) such that A(x) = {Ax | A ∈ F}, where L(X, Y ) is the space of continuous linear operators
M : X → Y with the topology deﬁned by the norm: ‖M‖ = sup{‖M(x)‖ | ‖x‖ 1}. If F is a family of operators, then we say
that it is a strict prederivative of f at x0 if the set-valued map A deﬁned above is a strict prederivative.
For example if X and Y are ﬁnite dimensional spaces and f : X → Y is a Lipschitz function near x0 ∈ X , then Clarke’s
generalized Jacobian deﬁned by
∂ f (x0) = c¯o
{
A ∈ L(X, Y ) ∣∣ ∃xn → x0: ∀n ∃ f ′(xn) and lim
n→∞ f
′(xn) = A
}
is a strict prederivative of f at x0 (see [13]). In particular for a function f : X → R with X ﬁnite dimensional, the generalized
gradient of f at x0 deﬁned in (2.2) is a strict prederivative of f at x0.
We will need two indices, χ(·) and σ(·), used by Pales in [13]. If X and Y are normed spaces and A ⊂ L(X, Y ) the ﬁrst
one, χ(A), is the measure of noncompactness of A and it is deﬁned by:
χ(A) = inf
{
r
∣∣∣ ∃n ∈ N, ∃A1, . . . , An ∈ A: A ⊂ n⋃
i=1
B(Ai, r)
}
.
The second one describes the surjectivity properties of A. For an operator A ∈ L(X, Y ) let:
σ(A) = sup{c ∈ R ∣∣ cBY ⊂ A(BX )}.
For an arbitrary family of operators A ⊂ L(X, Y ) deﬁne
σ(A) = inf
A∈A
σ(A).
The behaviour of these indices constitutes one of the conditions required in the next function inverse theorem for
functions with strict prederivative:
Theorem 5. (See [13].) Let X and Y be Banach spaces. Let ϕ : D → Y , with D an open subset of X and let x0 ∈ D. Assume that there
exists a convex family of operators, A ⊂ L(X, Y ) such that A is a strict prederivative of ϕ at x0 . If χ(A) < σ(A) and all the operators
A ∈ A are injective, then there exist a neighbourhood V ⊂ Y of ϕ(x0) and a function ψ : V → D such that
ϕ
(
ψ(y)
)= y for all y ∈ V .
Moreover the family A−1 = {A−1 | A ∈ A} is a strict prederivative of ψ at ϕ(x0).
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The above theorem will be the main tool to prove the topological equivalence. The homeomorphism which will resolve
such an equivalence will be a function with strict prederivative verifying the requirements of this theorem. In order to
deﬁne this homeomorphism, we need previously study under which conditions the generalized gradient ∂ f (x0) deﬁnes a
strict prederivative of a function f with domain on a Banach space. With this objective we give the following deﬁnition.
Deﬁnition 6. Let f : X → R with X a Banach space. Let x0 ∈ X and assume that f is Lipschitz near x0. f is said Clarke
differentiable at x0 if
limsup
y→x0
v→0
f (y + v) − f (y) − f 0(x0; v)
‖v‖ = 0.
Remark 7. If f : X → R is Lipschitz near x0 and X is ﬁnite dimensional, then f is Clarke differentiable at x0 (see
[1, Proposition 15]).
When X is inﬁnite dimensional, there exists a family of functions which are Clarke differentiable as we show in the next
proposition:
Proposition 8. Let h : X → R with X a Banach space. Assume that h is Lipschitz near 0 ∈ X. If h is positively homogeneous then it is
Clarke differentiable at 0.
Proof. We have to prove that
limsup
y→0
v→0
h(y + v) − h(y) − h0(0; v)
‖v‖ = 0.
“”:
We consider a vector u ∈ X such that ‖u‖ = 1 then
limsup
y→0
v→0
h(y + v) − h(y) − h0(0; v)
‖v‖  limsupy→0
t→0+
h(y + tu) − h(y) − h0(0; tu)
t
= 0.
“”:
limsup
y→0
v→0
h(y + v) − h(y) − h0(0; v)
‖v‖ = limsupy→0
v→0
h(y + v) − h(y) − limsup z→0
t→0+
h(z+tv)−h(z)
t
‖v‖
= limsup
y→0
v→0
h(y + v) − h(y) + lim inf z→0
t→0+
(− h(z+tv)−h(z)t )
‖v‖
= limsup
y→0
v→0
lim inf z→0
t→0+
(h(y + v) − h(y) − h(z+tv)−h(z)t )
‖v‖ .
Since h is positively homogeneous the last expression turns to
limsup
y→0
v→0
lim inf z→0
t→0+
h(ty+tv)−h(ty)−h(z+tv)+h(z)
t
‖v‖  limsupy→0
v→0
lim inft→0+ h(ty+tv)−h(ty)−h(ty+tv)+h(ty)t
‖v‖ = 0. 
Corollary 9. Let f : X → R with X a Banach space. Assume that f is Lipschitz near x0 ∈ X. Then:
(i) d− f (x0; ·), d+ f (x0; ·) are Clarke differentiable at 0.
(ii) If h is a convex or concave local approximation of f at x0 , then h is Clarke differentiable at 0.
Proof. (i) Since f is Lipschitz near x0, it is easy to check that d− f (x0; ·) and d+ f (x0; ·) are Lipschitz on X . Furthermore
both functions are positively homogeneous. Then the result is a consequence of Proposition 8.
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the Lipschitz condition of f it is easy to check that f 0(x0;u) K‖u‖ for all u ∈ X . Then
h(u) f 0(x0;u) K‖u‖. (3.1)
If h is convex, for all u, v ∈ X :
h(u) h(u − v) + h(v),
thus using (3.1)
h(u) − h(v) h(u − v) K‖u − v‖ for all u, v ∈ X .
Switching u and v , (ii) follows when h is convex. The concave case is similar. 
The notion of Clarke differentiable function is a suﬃcient condition so that the generalized gradient ∂ f (x0) deﬁned
by (2.2) be a strict prederivative of the function f , as we show in the following theorem.
Theorem 10. Let f : X → R, with X a Banach space. Assume that f is Lipschitz near x0 ∈ X. If f is Clarke differentiable at x0 , then
∂ f (x0) is a strict prederivative of f at x0 .
Proof. Since f is Clarke differentiable at x0 it veriﬁes:
limsup
x′→x0
v→0
f (x′ + v) − f (x′) − f 0(x0; v)
‖v‖ = 0. (3.2)
Therefore for all ε > 0 there exists δ1 > 0 such that for all v with 0 < ‖v‖ < δ1 and for all x′ with ‖x′ − x0‖ < δ1 we have
f (x′ + v) − f (x′) − f 0(x0; v)
‖v‖ < ε.
Let x, x′ ∈ D with ‖x− x0‖ < δ1/2, ‖x′ − x0‖ < δ1/2 and let v = x− x′ . Then 0 < ‖v‖ < δ1, ‖x′ − x0‖ < δ1 and
f (x) − f (x′) − f 0(x0; x− x′)
‖x− x′‖ < ε.
Since f 0(x0; x− x′) = max{ξ(x− x′) | ξ ∈ ∂ f (x0)} (see [5]), there exists ξ ∈ ∂ f (x0) such that
f (x) − f (x′) − ξ(x− x′)
‖x− x′‖ < ε. (3.3)
Moreover from (3.2) and taking into account that
limsup
x′→x0
v→0
f (x′ + v) − f (x′) − f 0(x0; v)
‖v‖ = − lim infx′→x0
v→0
(
− f (x
′ + v) − f (x′) − f 0(x0; v)
‖v‖
)
,
it follows that
lim inf
x′→x0
v→0
f (x′) − f (x′ + v) + f 0(x0; v)
‖v‖ = 0.
Let z = x′ + v , we have
lim inf
z→x0
v→0
f (z − v) − f (z) + f 0(x0; v)
‖v‖ = 0.
Consequently for all ε > 0 there exists δ2 > 0 such that for all v with 0 < ‖v‖ < δ2 and for all z with ‖z − x0‖ < δ2 we
obtain
f (z − v) − f (z) + f 0(x0; v)
‖v‖ > −ε. (3.4)
Let x, x′ ∈ D with ‖x− x0‖ < δ2/2, ‖x′ − x0‖ < δ2/2 and let v = x′ − x. Thus 0 < ‖v‖ < δ2, ‖x′ − x0‖ < δ2 and by (3.4) we
get
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‖x′ − x‖ > −ε.
As we have previously observed f 0(x0; x − x′) = max{ξ(x − x′) | ξ ∈ ∂ f (x0)}, therefore there exists η ∈ ∂ f (x0) such that
f 0(x0; x′ − x) = η(x′ − x), then
f (x) − f (x′) + η(x′ − x)
‖x′ − x‖ > −ε,
furthermore since η is linear we obtain
f (x) − f (x′) − η(x− x′)
‖x′ − x‖ > −ε. (3.5)
Let R1(x, x′) = f (x)− f (x′)−ξ(x−x′)‖x−x′‖ and R2(x, x′) = f (x)− f (x
′)−η(x−x′)
‖x′−x‖ . Let δ = min{δ1/2, δ2/2}. Given ε > 0, by (3.3) and (3.5)
we have
R1(x, x
′) < ε and R2(x, x′) > −ε,
for all x, x′ with ‖x− x0‖ < δ, ‖x′ − x0‖ < δ. However we can suppose that x, x′ ∈ B(x0, δ) (for δ suﬃciently small).
In consequence, there exists λ ∈ [0,1] such that
λR1(x, x
′) + (1− λ)R2(x, x′) = f (x) − f (x
′) − (λξ + (1− λ)η)(x− x′)
‖x′ − x‖ ∈ (−ε, ε).
Finally as ∂ f (x0) is a convex set, then (λξ + (1− λ)η) ∈ ∂ f (x0), and we deduce that
f (x) − f (x′) ∈ ∂ f (x0)(x− x′) + ε‖x− x′‖BR
for all x, x′ ∈ B(x0, δ). 
Remark 11. As we have mentioned previously it is known that the generalized gradient is a strict prederivative for Lipschitz
functions f : X → R if X is ﬁnite dimensional. This result can be obtained as a consequence of Remark 7 and Theorem 10.
In the sequel we will suppose that X is a real separable Hilbert space and D is an open subset D ⊂ X . We will con-
sider a maximal orthonormal countable set of X : {φi | i ∈ N}. Therefore every element x ∈ X is uniquely expressible as
x =∑∞i=1 xiφi .
In the next proposition we study the deﬁnition of a map ϕ which will constitute the homeomorphism for the topological
equivalence. Furthermore we establish a strict prederivative for ϕ .
Proposition 12. Let f : D → R be a Lipschitz function near x0 ∈ D. Let φl ∈ {φi | i ∈ N} and let ϕ : D → X be the map deﬁned by
ϕ(x) = x− xlφl +
(
f (x) − f (x0)
)
φl.
If f is Clarke differentiable at x0 , then the family
A = {A ∈ L(X, X) ∣∣ A(x) = x− xlφl + ξ(x)φl with ξ ∈ ∂ f (x0)}
veriﬁes:
(i) A is a convex family.
(ii) A is a strict prederivative of ϕ at x0 .
Proof. (i) It is clear that A is a convex family, since ∂ f (x0) is a convex set.
(ii) It is easy to prove that the multifunction A : X → 2X deﬁned by A(x) = {A(x) | A ∈ A} is positively homogeneous.
Let us show that it is a strict prederivative of ϕ at x0. We have to prove that for all ε > 0 there exists δ > 0 such that
ϕ(x) ∈ ϕ(x′) + A(x− x′) + ε‖x− x′‖BX
for all x, x′ ∈ B(x0, δ).
In fact, if f is Lipschitz and Clarke differentiable at x0, then by Theorem 10 the generalized gradient ∂ f (x0) is a strict
prederivative of f at x0 and we have that for all ε > 0 there exists δ > 0 such that
ϕ(x) − ϕ(x′) = x− x′ + (x′l − xl)φl + ( f (x) − f (x′))φl
∈ x− x′ + (x′l − xl)φl + (∂ f (x0)(x− x′) + ε‖x− x′‖BR)φl
= x− x′ + (x′l − xl)φl + ∂ f (x0)(x− x′)φl + ε‖x− x′‖BRφl,
for all x, x′ ∈ B(x0, δ).
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A(x− x′) + ε‖x− x′‖BX
for all x, x′ ∈ B(x0, δ). 
The next lemma relates the quantities χ(∂ f (x0)) and χ(A) and provides a condition to the inequality χ(A) < σ(A) be
veriﬁed. For this reason it will be an important tool to prove the existence of topological equivalence.
Lemma 13. Let f : D → R be a Lipschitz function near x0 ∈ D with rank K . Let us suppose that f 0(x0;φl) < 0. We consider the family
of operators A deﬁned by:
A = {A ∈ L(X; X) ∣∣ A(x) = x− xlφl + ξ(x)φl with ξ ∈ ∂ f (x0)}.
Then:
(i) χ(A) = χ(∂ f (x0)).
(ii) If χ(∂ f (x0)) <
| f 0(x0;φl)|√
(1+K )2+K 2 , then χ(A) < σ(A).
Proof. (i) Let us suppose that there exist A1, . . . , An ∈ A, r > 0, such that A ⊂⋃ni=1 B(Ai, r). Let A ∈ A, then A ∈ B(Ai, r)
for an operator Ai ∈ A. If A and Ai are deﬁned by
A(x) = x− xlφl + ξ(x)φl, with ξ ∈ ∂ f (x0),
Ai(x) = x− xlφl + ηi(x)φl, with ηi ∈ ∂ f (x0)
then ξ ∈ B(ηi, r), and thus ∂ f (x0) ⊂⋃ni=1 B(ηi, r). Therefore χ(A) χ(∂ f (x0)). In a similar way, if there exist η1, . . . , ηn ∈
∂ f (x0), r > 0 such that ∂ f (x0) ⊂⋃ni=1 B(ηi, r), then for each i = 1, . . . ,n we deﬁne
Ai(x) = x− xlφl + ηi(x)φl.
Let A ∈ A be deﬁned by A(x) = x − xlφl + ξ(x)φl , with ξ ∈ ∂ f (x0). Since ∂ f (x0) ⊂⋃ni=1 B(ηi, r), then ξ ∈⋃ni=1 B(ηi, r) and
therefore A ∈⋃ni=1 B(Ai, r). Consequently A ⊂⋃ni=1 B(Ai, r) and χ(A) χ(∂ f (x0)). In conclusion
χ(A) = χ(∂ f (x0)).
(ii) Let A ∈ A such that A(x) = x− xlφl + ξ(x)φl =∑i =l xiφi + ξ(x)φl with ξ ∈ ∂ f (x0). And let α =√ (1+K )2(ξ(φl))2 + 1. We will
ﬁrst prove that BX ⊂ A(B(0,α)):
Let z ∈ BX and let
x = zl −
∑
i =l ziξ(φi)
ξ(φl)
φl +
∑
i =l
ziφi .
Let us show that A(x) = z:
A(x) =
∑
i =l
ziφi + ξ
(
zl −∑i =l ziξ(φi)
ξ(φl)
φl +
∑
i =l
ziφi
)
φl,
and since ξ is lineal and continuous:
A(x) =
∑
i =l
ziφi +
(
zl −∑i =l ziξ(φi)
ξ(φl)
ξ(φl) +
∑
i =l
ziξ(φi)
)
φl =
∑
i =l
ziφi + zlφl = z.
Furthermore:
‖x‖2 =
(
zl −∑i =l ziξ(φi)
ξ(φl)
)2
+
∑
i =l
z2i =
z2l + (
∑
i =l ziξ(φi))2 − 2zl
∑
i =l ziξ(φi)
(ξ(φl))
2
+
∑
i =l
z2i .
And as ξ is lineal and continuous:
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2 + ‖ξ‖2‖∑i =l ziφi‖2 + 2|zl∑i =l ξ(ziφi)|
(ξ(φl))
2
+
∑
i =l
z2i
 ‖z‖
2 + ‖ξ‖2‖z‖2 + 2‖z‖‖ξ‖‖z‖
(ξ(φl))
2
+ ‖z‖2
= ‖z‖2
(
(1+ ‖ξ‖)2
(ξ(φl))
2
+ 1
)
. (3.6)
Moreover since f is Lipschitz with rank K , then | f 0(x0; v)| K‖v‖ for all v ∈ X . Therefore from ξ(v) f 0(x0; v) for all
v ∈ X , we deduce that ‖ξ‖ K . From z ∈ BX applying (3.6) we obtain that
‖x‖2  ‖z‖2
(
(1+ K )2
(ξ(φl))
2
+ 1
)
 α2,
thus x ∈ B(0,α) and z = A(x) ∈ A(B(0,α)).
Consequently BX ⊂ A(B(0,α)) and 1α BX ⊂ A(BX ), hence
σ(A) 1
α
= |ξ(φl)|√
(1+ K )2 + (ξ(φl))2
. (3.7)
From ξ(φl) f 0(x0;φl) < 0 we deduce that |ξ(φl)| | f 0(x0;φl)|. Furthermore as ‖ξ‖ K we obtain that:
σ(A) | f
0(x0;φl)|√
(1+ K )2 + K 2 ,
in consequence
σ(A) | f
0(x0;φl)|√
(1+ K )2 + K 2 ,
and by the inequality of the hypothesis we conclude
σ(A) > χ(∂ f (x0)).
Finally by (i) it follows:
σ(A) > χ(A). 
4. Topological equivalence
Throughout this section we will suppose that f : D → R with D an open subset of X , x0 ∈ D and x0 a noncritical point
of f . Therefore there exists v ∈ X with ‖v‖ = 1 such that f 0(x0; v) < 0. Let m = | f 0(x0; v)|. We continue considering that X
is a real separable Hilbert space, and thus there exists a maximal orthonormal countable set {φi | i ∈ N} such that every
element x ∈ X is uniquely expressible as x =∑∞i=1 xiφi .
In the next theorems we enunciate conditions for the existence of topological equivalence between the function f and
other functions. As a consequence we will obtain topological equivalence with the local approximations of f .
Theorem 14. Let f : D → R be Lipschitz near x0 ∈ D with rank K . Let x0 be a noncritical point of f . Let us suppose that χ(∂ f (x0)) <
m√
(1+K )2+K 2 . If f is Clarke differentiable at x0 , then f and g are topologically equivalent at (x0,0), where:
g(x) = g
( ∞∑
i=1
xiφi
)
= f (x0) + x1.
Proof. We can assume without loss of generality that x0 = 0. Furthermore since x0 is a noncritical point we can suppose
that f 0(x0;φ1) < 0. In other case we consider v such that f 0(x0; v) < 0 with ‖v‖ = 1 and construct a maximal orthonormal
countable set {θi | i ∈ N} such that v = θi for an index i.
So let f 0(x0;φ1) < 0 and m = | f 0(x0;φ1)|. Let us deﬁne the map ϕ : D → X by
ϕ(x) = x− x1φ1 +
(
f (x) − f (x0)
)
φ1,
and the family
A = {A ∈ L(X, X) ∣∣ A(x) = x− x1φ1 + ξ(x)φ1 with ξ ∈ ∂ f (x0)}.
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ϕ at x0, A ⊂ L(X, X) and it is a convex family. By Lemma 13 we have that χ(A) < σ(A).
Let us prove that for all A ∈ A, A is injective. Let A ∈ A be deﬁned by A(x) = x− x1φ1 + ξ(x)φ1 with ξ ∈ ∂ f (x0). Let us
suppose that there exist x, x¯ such that A(x) = A(x¯). Then
x− x1φ1 + ξ(x)φ1 = x¯− x¯1φ1 + ξ(x¯)φ1,
therefore∑
i =1
xiφi + ξ(x)φ1 =
∑
i =1
(x¯i)φi + ξ(x¯)φ1
and in consequence
xi = x¯i for all i = 1,
ξ(x) = ξ(x¯),
thus
ξ
(
(x1 − x¯1)φ1
)= 0,
and since ξ(φ1) f 0(x0;φ1) < 0 then x1 = x¯1.
Apply Theorem 5 to obtain the existence of a neighbourhood V of ϕ(x0) and a function Ψ : V → D such that
ϕ
(
Ψ (y)
)= y for all y ∈ V .
Furthermore the family A−1 = {A−1 | A ∈ A} is a strict prederivative of Ψ at ϕ(x0).
On the other hand, it is clear that ϕ is continuous on D , because so is f . Let us show that Ψ is continuous on a
neighbourhood of ϕ(x0) and in consequence ϕ will be a homeomorphism on a neighbourhood of x0. Since A−1 is a strict
prederivative of Ψ at ϕ(x0), for all ε > 0 there exists δ > 0 such that
Ψ (x) − Ψ (x′) ∈ A−1(x− x′) + ε‖x− x′‖BX ,
for all x, x′ ∈ B(ϕ(x0), δ). Therefore there exists A−1 ∈ A−1 such that
Ψ (x) − Ψ (x′) ∈ A−1(x− x′) + ε‖x− x′‖BX (4.1)
for all x, x′ ∈ B(ϕ(x0), δ).
As we showed in the proof of Lemma 13, if A is deﬁned by A(x) = x − x1φ1 + ξ(x)φ1, with ξ ∈ ∂ f (x0), then for z =∑∞
i=1 ziφi ∈ X , A−1(z) is deﬁned by
A−1(z) =
(
z1 −∑∞i=2 ziξ(φi)
ξ(φ1)
)
φ1 +
∞∑
i=2
ziφi .
In such a way it is easy to show that ‖A−1(z)‖ is bounded, i.e. in accordance with the previous equality, for all z ∈ X we
get
∥∥A−1(z)∥∥2 = ( z1 −∑∞i=2 ziξ(φi)
ξ(φ1)
)2
+
∞∑
i=2
z2i ,
and similarly to the proof of Lemma 13 we obtain that:
∥∥A−1(z)∥∥ ‖z‖
√
(1+ K )2
|ξ(φ1)|2 + 1, (4.2)
where K is the Lipschitz rank of f .
Furthermore as ξ(φ1) f 0(x0;φ1) < 0, then 1|ξ(φ1)|2 
1
| f 0(x0;φ1)|2 . Thus from (4.2) we have that:
∥∥A−1(z)∥∥ ‖z‖
√
(1+ K )2
| f 0(x0;φ1)|2 + 1.
In consequence from (4.1) we deduce that for all ε > 0 there exists δ > 0 such that
∥∥Ψ (x) − Ψ (x′)∥∥
√
(1+ K )2
| f 0(x0;φ1)|2 + 1‖x− x
′‖ + ε‖x− x′‖ =
(√
(1+ K )2
| f 0(x0;φ1)|2 + 1+ ε
)
‖x− x′‖,
for x, x′ ∈ B(ϕ(x0), δ).
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of x0 such that
ϕ : U˜ → ϕ(U˜ )
is a homeomorphism which veriﬁes f = g ◦ ϕ on U˜ . Consequently f is topologically equivalent at (x0,0) to g(x) =
f (x0) + x1. 
Theorem 15. Let f : D → R be Lipschitz near x0 ∈ D with rank K . Let x0 be a noncritical point of f . Let us suppose that χ(∂ f (x0)) <
m/2√
(1+K )2+K 2 . Let V an open subset of X , 0 ∈ V and let h : V → R be a positively homogeneous function, Lipschitz near 0 with rank K .
Assume that h0(0; v) f 0(x0; v) for all v ∈ X. If f is Clarke differentiable at x0 , then f is topologically equivalent at (x0, x0) to the
function hx0 : V → R deﬁned by
hx0(x) = f (x0) + h(x− x0).
Proof. By Theorem 14 f is topologically equivalent to g(x) = f (x0) + x1. Let us prove that the function hx0 satisﬁes the
hypothesis of that theorem. It is clear that hx0 is Lipschitz near x0 with rank K and it veriﬁes:
h0x0(x0; v) = h0(0; v) f 0(x0; v) for all v ∈ X,
therefore
∂hx0 (x0) ⊂ ∂ f (x0), (4.3)
and in consequence x0 is a noncritical point of hx0 .
Let us check the inequality
χ
(
∂hx0 (x0)
)
<
m√
(1+ K )2 + K 2 . (4.4)
Let us suppose that there exist r > 0, η1, . . . , ηn ∈ ∂ f (x0) such that ∂ f (x0) ⊂ ⋃ni=1 B(ηi, r). Then by (4.3), ∂hx0 (x0) ⊂⋃n
i=1 B(ηi, r). Therefore we can suppose that for each i = 1, . . . ,n there exists μi ∈ B(ηi, r) such that μi ∈ ∂hx0 (x0). Thus
∂hx0(x0) ⊂
⋃n
i=1 B(μi,2r) and hence
2
{
r
∣∣∣ there exist η1, . . . , ηn ∈ ∂ f (x0): ∂ f (x0) ⊂ n⋃
i=1
B(ηi, r)
}
⊂
{
r
∣∣∣ there exist μ1, . . . ,μn ∈ ∂hx0 (x0): ∂hx0 (x0) ⊂
n⋃
i=1
B(μi, r)
}
,
and in consequence
χ
(
∂hx0 (x0)
)
 2χ
(
∂ f (x0)
)
.
Applying the hypothesis, (4.4) is proved. Furthermore by Proposition 8, hx0 is Clarke differentiable at x0. From Theorem 14
we conclude that hx0 is topologically equivalent to g and consequently to f . 
Following as a consequence of the previous theorem, we deduce the existence of topological equivalence between the
function f and some of its local approximations.
Corollary 16. Let f : D → R be Lipschitz near x0 ∈ D with rank K . Let x0 be a noncritical point of f . Assume that χ(∂ f (x0)) <
m/2√
(1+K )2+K 2 . If f is Clarke differentiable at x0 , then f is topologically equivalent at (x0, x0) to the function Hx0 : X → R deﬁned by
Hx0 (x) = f (x0) + H(x− x0),
where H is a local approximation of f at x0 , Lipschitz near 0 with rank K , which veriﬁes H0(0; v) f 0(x0; v) for all v ∈ X.
Proof. The corollary follows immediately from Theorem 15 because H is a local approximation of f and then positively
homogeneous. 
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m/2√
(1+K )2+K 2 ,
then f is topologically equivalent at (x0, x0) to the functions:
f 0x0 (x) = f (x0) + f 0(x0; x− x0), f¯ x0 (x) = f (x0) + f¯ (x0; x− x0),
f −x0 (x) = f (x0) + d− f (x0; x− x0), f +x0 (x) = f (x0) + d+ f (x0; x− x0).
Proof. This corollary follows from the previous one. Firstly show that the functions f 0(x0; ·), f¯ (x0; ·), d− f (x0; ·), d+ f (x0; ·)
are Lipschitz near 0 with the same rank of f . This fact is easy to prove (see the proof of Corollary 9(i) for d− f (x0; ·),
d+ f (x0; ·) and similarly for f 0(x0; ·) and f¯ (x0; ·)). Secondly, it is not diﬃcult to check that (d− f (x0; ·))0(0; v)  f 0(x0; v)
for all v ∈ X as we show in the following, and analogously in the other cases:
(
d− f (x0; ·)
)0
(0; v) = limsup
t→0+
y→0
d− f (x0; y + tv) − d− f (y)
t
= limsup
t→0+
y→0
lim infλ→0+ f (x0+λ(y+tv))− f (x0)λ − lim infλ→0+ f (x0+λy)− f (x0)λ
t
 limsup
t→0+
y→0
− lim infλ→0+ f (x0+λy)− f (x0+λ(y+tv))λ
t
= limsup
t→0+
y→0
limsupλ→0+ f (x0+λ(y+tv))− f (x0+λy)λ
t
= limsup
t→0+
y→0
(
limsup
λ→0+
f (x0 + λ(y + tv)) − f (x0 + λy)
λt
)
 limsup
t→0+
y→0
(
limsup
μ→0+
z→x0
f (z + μv) − f (z)
μ
)
= f 0(x0; v).
Finally by Corollary 9(i) d− f (x0; ·) and d+ f (x0; ·) are Clarke differentiable at 0. And in the same way for the functions
f 0(x0; ·) and f¯ (x0; ·), applying Corollary 9(ii) (note that f 0(x0; ·) is convex and f¯ (x0; ·) is concave). 
Corollary 18. If f is Lipschitz near a noncritical point x0 and Clarke differentiable at that point verifying χ(∂ f (x0)) <
m/2√
(1+K )2+K 2 ,
then f is topologically equivalent at (x0, x0) to the function:
Γ (x) = f (x0) + Γ (x− x0),
where Γ is a convex or concave local approximation of f at x0 .
Proof. Γ is Lipschitz near 0 with the same rank of f (see the proof of Corollary 9(ii)). Firstly we will prove the convex
case. Since Γ is convex and positively homogeneous, it veriﬁes Γ (v) = Γ 0(0; v) for all v ∈ X . Apply Corollary 16 and the
result follows.
In the concave case, since Γ is concave and positively homogeneous it veriﬁes Γ (v) = Γ¯ (0; v) for all v ∈ X . Then from
this and property (2.1)
Γ 0(0; v) = −Γ¯ (0;−v) = −Γ (−v) for all v ∈ X . (4.5)
Furthermore, since Γ is a local approximation of f at x0
f¯ (x0;−v) Γ (−v) f 0(x0;−v) for all v ∈ X,
therefore
− f 0(x0;−v)−Γ (−v)− f¯ (x0;−v) for all v ∈ X .
By (2.1) and (4.5) we deduce
f¯ (x0; v) Γ 0(0; v) f 0(x0; v) for all v ∈ X .
Applying Corollary 16 we conclude the result. 
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f ∞x0 (x) = f (x0) + D∞↑ f (x0; x− x0).
Example 20. We consider the Hilbert space X = l2, the space of real sequences {xn} with the usual norm ‖{xn}‖2 =
(
∑∞
i=1 |xi |2)1/2. The canonical maximal orthonormal countable set is given by:
{e1} = {1,0,0,0, . . .}, {e2} = {0,1,0,0, . . .}, {e3} = {0,0,1,0, . . .}, . . . .
In this way every sequence {xn} ∈ l2 is uniquely expressible as {xn} =∑∞i=1 xi{ei}. We deﬁne the function f : l2 → R
given by
f
({xn})=
{
x21 − x1 if x1  0,
x21 − 12 x1 if x1 < 0.
It veriﬁes that
f 0
({0}; {un})= D∞↑ f ({0}; {un})=
{
− 12u1 if u1  0,−u1 if u1 < 0,
f¯
({0}; {un})= d− f ({0}; {un})= d+ f ({0}; {un})=
{−u1 if u1  0,
− 12u1 if u1 < 0,
∂ f
({0})= {ξ ∈ (l2)∗ ∣∣ ξ({e1}) ∈ [−1,−1/2], ξ({ek})= 0 for all k = 1}.
Let us check the hypothesis of Theorem 15. It is clear that f is Lipschitz near x0 = {0} and that {0} is a noncritical point
of f . Moreover we also have that f 0({0}; {e1}) < 0. And it is not diﬃcult to show that f is Clarke differentiable at {0}. To
prove that χ(∂ f (x0)) <
| f 0({0};{e1})|/2√
(1+K )2+K 2 we will show that χ(∂ f ({0})) = 0. In particular we will prove that
for all ε > 0 there exist ξ1, . . . , ξn ∈ ∂ f
({0}) such that ∂ f ({0})⊂ n⋃
i=1
B˚
(
ξi,
ε
2
)
.
In fact given ε > 0 we consider
⋃
ξ∈∂ f ({0}) B˚(ξ({e1}), ε2 ) which is an open covering of the set {ξ({e1}) | ξ ∈ ∂ f ({0})} =
[−1,−1/2]. This set is a compact of R, therefore there exists a ﬁnite subcovering: ⋃ni=1 B˚(ξi({e1}), ε2 ). It is easy to prove
that
∂ f
({0})⊂ n⋃
i=1
B˚
(
ξi,
ε
2
)
,
and in consequence we deduce that χ(∂ f ({0})) = 0. Furthermore | f 0({0}; {e1})| = 1/2. Then χ(∂ f ({0})) < | f 0({0};{e1})|/2√
(1+K )2+K 2 .
Consequently, f is topologically equivalent at ({0}, {0}) to the functions: f 0{0} , f¯{0} , f −{0} , f +{0} and f ∞{0} .
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