Abstract-We propose minimum mean square error (MMSE)-based beamforming techniques for a multiantenna relay network, where a base station (BS) equipped with multiple antennas communicates with a number of single-antenna users through a multiantenna relay. We specifically solve three optimization problems, namely, 1) the sum-power minimization problem, 2) the mean-square-error (MSE) balancing problem, and 3) the mixed quality-of-service (QoS) problem. Unfortunately, these problems are not jointly convex in terms of beamforming vectors at the BS and the relay amplification matrix. To circumvent this nonconvexity issue, the original problems are divided into two subproblems, where the beamforming vectors and the relay amplification matrix are alternately optimized, whereas the other is fixed. Three iterative algorithms are developed based on convex optimization techniques and general MSE duality. Simulation results are provided to validate the convergence of the proposed algorithms.
If N < M, the second term in (20) is zero, and
I. INTRODUCTION Amplify-and-forward-based relays have been attractive due to low computational complexity, low processing time, and viable practical implementation as compared with decode-and-forward relays. For amplify-and-forward relays, signals received at the relay are amplified and, possibly, phase-rotated before transmission toward the receiver. However, in decode-and-forward relays, the received signals should be decoded and re-encoded before transmission, which increases relative complexity [1] - [8] . In [1] , optimal relay matrix design was proposed for a single-user multiple-input-multiple-output (MIMO) amplify-and-forward relay network. A sum-rate duality was established between the broadcast channel and the multiple-access channel for an amplify-and-forward-based multihop relay network in [2] . In [3] , a signal-to-interference-plus-noise ratio (SINR)-based uplink-downlink duality was derived for a multihop amplify-andforward-based MIMO relay network. Novel low-complexity-based linear and nonlinear transceiver designs were proposed in [9] . Relay matrix design and power-allocation techniques based on quality-ofservice (QoS) requirements were investigated for a two-hop MIMO relay network in [9] . In [5] , beamforming vectors and a relay amplification matrix were designed for a multiantenna relay broadcast channel to satisfy the SINR target for each user. In this paper, the beamforming vectors and the relay amplification matrix are alternately optimized, whereas the other is fixed. The design of beamforming vectors is formulated into a convex optimization framework, whereas the relay amplification matrix design is approximated into a convex problem. This approximated optimization approach cannot be directly applied to solve either SINR balancing or mixed QoS requirement problems that provide an attractive formulation to have feasible solutions all the time and to satisfy different QoSs to various users, respectively. In this paper, we show that by considering minimum mean square error (MMSE)-based beamforming techniques, the relay amplification matrix design can be formulated into a convex optimization framework, and we solve transceiver design based on three different MMSE criteria.
A. Motivations and Contributions
In our work, a base station (BS) equipped with multiple antennas communicates with a number of single-antenna users through a multiantenna amplify-and-forward relay. We consider three MMSEbased optimization criteria. Unfortunately, the optimization framework is not jointly convex in terms of the beamforming vectors at the BS and the relay amplification matrix. The relay design using the SINR criterion cannot be expressed in a convex form, whereas the design based on MMSE can be formulated in a convex form through some algebraic manipulations. Hence, MMSE is opted in our optimization problems.
A1) Sum-Power Minimization:
We first consider an optimization problem where each user should be satisfied with a predefined QoS, which is measured in terms of mean square error (MSE). This scenario could arise in a network consisting of users with delay-intolerant realtime services (real-time users) [10] . These users should achieve their required QoS all the time, regardless of channel conditions. A2) MSE Balancing: Due to insufficient transmission power at either the BS or the relay or both the BS and the relay or due to bad channel conditions, it is not always possible to achieve MSE thresholds for every user, and hence, the sum-power minimization problem might turn out to be infeasible. In this case, the MSE thresholds should be increased, and optimization should be repeatedly performed until the problem becomes feasible. This requires considerable complexity as the minimum MSE value is unknown a priori. This motivates the MSE balancing criterion, where MSEs of all users are balanced and minimized while satisfying the transmission power constraint. This practical scenario could arise in a network consisting of users with delay-tolerant packet data services (nonreal-time users) [11] , [12] , where packet size could be varied according to the achievable MSE value. In contrast to the criterion in (A1), optimization based on MSE balancing is always feasible.
A3) Mixed QoS Requirement Problem:
A network might consist of both the real-time and nonreal-time users requiring a mixed QoS requirement. The real-time users should be satisfied with their required QoS all the time, and fairness should be maintained in providing QoS for the nonreal-time users with available transmission power. This has motivated design based on the mixed QoS requirement.
II. SYSTEM MODEL
The BS and the relay are equipped with N T and N R antennas, respectively. There are K users, each with a single antenna. In the first time slot, the transmitted signal from the BS can be written as x =Ũs, where
, s k is the symbol intended for the kth user, E(ss
for the users. BS power can be expressed as P t = Tr{ŨŨ H }. The received signal at the relay can be written as y r = H 0 x + n r , where H 0 ∈ C N R ×N T is the corresponding MIMO channel, and n r is the noise vector at the relay with zero mean and covariance matrix σ 2 I. In the second time slot, the relay forwards the received signal to the users using the amplify-and-forward technique. The transmitted signal can be written as x r = Fy r , where F ∈ C N R ×N R is the relay amplification matrix. The transmission power consumed at the relay can be expressed as
The received signal at the kth user can be written as
is the channel vector from the relay station to the kth user, and
We assume that n k is a zero-mean circularly symmetric additive white Gaussian noise component with variance σ 2 k . The estimated signal at the kth user can be stated asŝ k = a k y k , where a k is the receiver coefficient at the kth user.
III. SUM-POWER MINIMIZATION
The aim is to designŨ, F, and A to minimize the total transmission power at the BS and the relay while ensuring that the MSE of each user does not exceed a threshold. We assume that perfect channel state information (CSI) H 0 and H 1 is available at the relay where optimization is performed. Since both channels H 0 and H 1 are required for the design, it is more convenient to perform optimization at the relay rather than at the BS. The relay can send the required beamformers to the BS through a dedicated feedback channel. The sum-power minimization problem can be stated as
where γ k is the MSE threshold of the kth user, and α 0 is a positive weight that determines the proportion of the total power that is spent for relay transmission. It can be observed that the sum-power minimization in (2) is not jointly convex in terms ofŨ, F, and A. Therefore, the original problem in (2) is divided into two subproblems, where the beamforming vectors and the relay amplification matrix are successively optimized, and an iterative algorithm is proposed.
A. Beamformer Design at the BS
The beamformer design at the BS is formulated into a secondorder cone programming (SOCP; convex problem) for a fixed relay amplification matrix. The received signal at the kth user can be written as
The MSE of the kth user can be formulated as
For a given set of beamformers and relay amplification matrix, the optimum receiver filter coefficient for the kth user can be obtained as
The MSE of the kth user for theā k in (4) can be written
The beamformer design at the BS for a fixed relay amplification matrix can 
Once beamformers are obtained, the optimal receiver coefficients can be determined from (4).
B. Relay Amplification Matrix Design
As shown in Appendix A, the relay amplification matrix design is formulated into a quadratically constrained quadratic program (QCQP; convex problem), for a given set of beamformers at the BS and the receiver coefficients, as
where
The proposed sum-power minimization is summarized in Table I . Since each subproblem is convex, the total transmission power monotonically decreases with iteration, as observed in the simulation results. This confirms the convergence of the algorithm.
IV. MEAN SQUARE ERROR BALANCING
Motivated as in (A2), here, we consider a formulation known as MSE balancing, where the MSE of the worst-case user is minimized while satisfying the transmission power constraint as follows:
where P T consists of power allocation for the users. Unfortunately, this MSE balancing problem is also not jointly convex in terms of U, p, A, and F. Therefore, we consider two subproblems as in the following sections: 1) beamformer design and power allocation problem at the BS and 2) relay amplification matrix design.
A. Beamformer Design and Power Allocation at the BS
For a given relay amplification matrix, U and p at the BS are determined to ensure that the MSEs of all users are balanced while satisfying the power constraints at the BS and the relay. Since the transmission power at the relay also depends on the beamformers at the BS, the power constraint at the relay should be incorporated in the beamformer design at the BS. In this case, we can ensure that the balanced MSE will monotonically decrease with each iteration. For a given F, the MSE balancing problem can be formulated as
It is not straightforward to solve (9) in the downlink due to the coupled structure of the beamformers and transmission power. However, (9) can be represented as follows, using a virtual uplink framework and introducing auxiliary variables [12] :
3 , and λ 1 > 0, λ 2 > 0. The solution of the problem in (10) will be an upper bound of that in (9) using the same argument in [12] . Note that the optimal solution of the original problem in (9) can be obtained by solving this problem with appropriate values of auxiliary variables, which will be obtained using subgradient adaptation. The solution of (10) is determined by solving an equivalent uplink problem using the general MSE duality.
General MSE Duality: The same MSE values can be obtained in both the downlink and uplink systems with linear constraints Tr{QC 1 } ≤ P max and K i=1 η 2 i q i ≤ P max , respectively. The transmit beamformers and receiver filter coefficients in the downlink can be determined from the uplink receiver beamformers and the uplink transmit power to achieve the same MSE values as in the uplink system by determining positive constants α k ∀k for all users, and vice versa.
Proof: See Appendix B. The equivalent uplink problem can be defined based on general MSE duality as follows:
contains the uplink receiver beamformers, and
T contains the uplink power allocation for all users.
The uplink MSE of the kth user is represented by ε
k . For a given set of uplink power allocation q, the uplink receiver beamformers of all users V =ṼΘ can be obtained by minimizing 
consist of normalized beamformers, and Θ = diag{θ 1 · · · θ K } is a diagonal matrix. The power allocation problem in the equivalent uplink to balance the MSEs of all users can be formulated into the following geometric programming (GP; convex problem) [13] :
From these solutions, the corresponding downlink beamformers and transmission power allocation can be determined through the general MSE duality. Auxiliary variables λ 1 and λ 2 are updated based on a subgradient method as follows:
where μ is the step size of the subgradient method. The proposed MSE balancing algorithm for a given F is summarized in Table II .
B. Relay Amplification Matrix Design
We determine F to balance the MSEs of all users for a given U and p at the BS and A at the receivers. This problem can be formulated into a QCQP (convex problem) by introducing new variable t as follows:
where f , B, g k , and D k are defined in (7). The proposed MSE balancing algorithm is summarized in Table III . 
V. MIXED QUALITY-OF-SERVICE REQUIREMENT
We solve a mixed QoS requirement problem, where a set of users should be satisfied with specific MSE thresholds, and the remaining users' MSEs should be balanced and minimized while satisfying the power constraints. Motivated as in (A3), we consider a network where the first K 1 users (real-time users) employ delay-intolerant real-time services whose MSEs should not exceed certain thresholds all the time, and the remaining users (nonreal-time users) employ delaytolerant packet data services. To maintain user fairness, the MSEs of these nonreal-time users should be balanced and minimized while satisfying the overall transmission power constraints. This mixed QoS requirement problem can be formulated as
where δ k is the preferred MSE threshold of the kth nonreal-time user, and γ k is the MSE threshold for the kth real-time user. The MSE thresholds of real-time users (i.e., 1 ≤ k ≤ K 1 ) should be satisfied. Please note that this problem might turn out to be infeasible due to insufficient transmission power to satisfy the required QoSs of realtime users. This mixed QoS problem is not jointly convex in terms of U, p, A, and F. Hence, we consider two subproblems and propose an iterative algorithm.
A. Beamformer Design and Power Allocation at the BS
We obtain U and p for a given relay matrix F. These beamformers and power allocation ensure that the real-time users achieve their MSE thresholds and that the MSEs of the nonreal-time users are balanced while satisfying the power constraints at the BS and the relay. The mixed QoS problem can be formulated as
The problem in (18) can be efficiently solved by considering the equivalent uplink problem and introducing auxiliary variables similar to (10) as follows:
Note that the solution of the problem in (19) will yield an upper bound of the problem in (18) [12] . However, the optimal solution of the original problem in (18) can be obtained by solving (19) with appropriate values of auxiliary variables. In addition, this problem is difficult to solve in the downlink. Hence, we consider an equivalent uplink problem using general MSE duality. By introducing new variables δ k , k = 1, . . . , K 1 , the given problem can be formulated into an MSE balancing problem in the uplink as follows:
where δ k , k = 1, . . . , K 1 can be updated such that the real-time users achieve their MSE thresholds. The beamformers can be obtained by minimizing the sum-MSE as in (12) . The uplink power allocation problem can be formulated into a GP (convex problem) as follows:
where Ω, Θ, ψ, and ρ are defined in (14) and (12) . Auxiliary variables λ 1 and λ 2 are updated based on (15) .
B. Relay Amplification Matrix Design
For a given U and p, relay matrix F is designed to satisfy the mixed QoS requirement using GP (convex problem) as follows:
where f , B, g k , and D k are defined in (7) . The algorithm for the mixed QoS requirement problem is summarized in Table IV .
VI. SIMULATION RESULTS
To validate the convergence of the proposed algorithms, we consider three single-antenna users. The BS and the relay consist of four and three antennas, respectively. All channel coefficients have been generated using zero-mean circularly symmetric independent and identically distributed complex Gaussian random variables. It is assumed that all channel coefficients are available at the relay. Note that imperfect CSI, for example, due to quantization of CSI, may degrade the overall performance; however, it is not expected to change convergence behavior of the proposed algorithms, i.e., the iterative Fig. 1 . Performance comparison of the proposed sum-power minimization algorithm with that of the algorithm presented in [5] for different channels.
algorithm will still converge with monotonically decreasing MSE values, as both subproblems are individually convex problems. Noise power at the user terminals and the noise covariance matrix at the relay have been assumed 0.05 and 0.05 I, respectively.
To evaluate the convergence of the sum-power minimization algorithm, the MSE threshold at each user and α 0 in (2) have been set to 0.1 and 1, respectively. Here, the relay amplification matrices are initialized with a zero-forcing-based solution. Initialization with a zero-forcing relay matrix is the better strategy because random matrix initialization will change the overall end-to-end channel matrices, for which the optimization problem might turn out to be infeasible although the original problem may be feasible with zero-forcing initialization. In addition, we compare the performance of the proposed sum-power minimization algorithm with that of the algorithm presented in [5] . The equivalent target SINR has been set for the algorithm presented in [5] . As shown in Fig. 1 , the proposed algorithm converges and outperforms the algorithm presented in [5] in terms of total transmission power. Since the optimal solution is obtained from each subproblem, the total transmission power monotonically decreases, as observed in Fig. 1 . This confirms the convergence of the proposed algorithms.
To demonstrate the convergence of the MSE balancing algorithm, the maximum available transmit power at the BS and the relay has been individually set to 2. Fig. 2 represents the convergence of the balanced MSEs with zero-forcing and random initialization of relay amplification matrices for different channels. The results confirm the convergence of the MSE balancing algorithm. Finally, we evaluate the convergence of the mixed QoS algorithm. We consider the same network as in the previous set of simulations but with one real-time user and two nonreal-time users. The MSE threshold of the real-time user has been set to 0.1. The MSEs of the nonreal-time users as in Fig. 3 are balanced with zero-forcing and random initialization of relay amplification matrices for different channels while satisfying the MSE threshold of the real-time user. This result confirms the convergence of the mixed QoS algorithm.
VII. CONCLUSION
We have proposed three MMSE-based criteria for an amplify-andforward-based multiantenna relay network to solve 1) sum-power minimization, 2) MSE balancing, and 3) mixed QoS requirement problems. These algorithms were developed based on convex optimization techniques and general MSE duality. Simulation results have been provided to support the convergence of the proposed algorithms.
By equating the MSEs of both the uplink and the downlink of each respective user and summing up all K equations, we obtain the following:
This shows that α i , i = 1, . . . , K can be found to achieve the same uplink MSEs of all users as in the downlink with
q k η 2 i = Tr{C 1 Q}. Similarly, it can be proven that the same uplink MSEs of all users can be achieved in the downlink with
This concludes the proof of the general MSE duality.
