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1 On the minimal set for counterexamples to
the local-global principle
Laura Paladino, Gabriele Ranieri, Evelina Viada∗
Abstract
We prove that only for powers of 2 and 3 could occur counterex-
amples to the local-global divisibility principle for elliptic curves de-
fined over the rationals. For we refine our previous criterion for the
validity of the principle. We also give an example that shows that
the assumptions of our criterion are necessary.
1 Introduction
This is the third of a series of articles on the Local-Global Divisibility Problem
in elliptic curves. In our previous articles we proved that for an elliptic curve
E defined over a number field k with no k-torsion points of exact order p the
Local-Global Principle holds for divisibility by powers pn, unless the field k
contains a special real element. As a nice consequence of the deep theorem of
L. Merel [Mer] we obtain that there exists a constant C(k), depending only
on the degree of k, such that the local-global principle holds for divisibility
by any power pn of primes p > C(k). The famous effective Mazur’s theorem
[Maz2] proves that C(Q) = 7. We deduce that counterexamples to the local
global principle for elliptic curves over the rationals, can only occur for
SQ = {2, 3, 5, 7}. Only for powers of 2 there are counterexamples over
Q. Unfortunately for powers of 3 all known counterexamples are over non-
trivial extensions of Q, see [DZ2] and [Pal]. The minimality of such a set
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is then a natural question. In this article we prove that SQ is not minimal
and it can be shrunk to S˜Q = {2, 3}. However the question remains open
for 3.
Theorem 1. For any p ≥ 5 and any elliptic curve E defined over Q, the
local-global principle holds for divisibility by pn.
We already know that for p ≥ 11 the theorem holds. To exclude 5
and 7, we use two nice results. Merel [Mer2] proved that Q(E [7]) 6= Q(ζ7)
for elliptic curves defined over Q. Kenku [Ken], proved that the modular
curve Y0(125) has no rational points. In other words, there are no rational
cyclic isogeny of degree 125 between elliptic curves defined over Q. Our
main Theorem 4 consists in proving that if Q(E [p]) 6= Q(ζp) or if there
exists a cyclic Q-isogeny of order p3, then the local-global principle holds
for divisibility by pn. We then apply Theorem 4 with p = 7 and p = 5 to
deduce Theorem 1.
Our approach realizes on the cohomological criterion introduced by R.
Dvornicich and U. Zannier. Denote by E [pn] the pn-torsion subgroup of E
and by Kn = k(E [p
n]) the number field obtained by adding to k the coordi-
nates of the pn-torsion points of E . Let Gn = Gal(Kn/k).
Cohomological Criterion (Dvornicich and Zannier [DZ] and [DZ3]):
If the local cohomology H1loc(Gn, E [p
n]) is trivial, then there are no coun-
terexamples to the local-global divisibility by pn. On the other hand, if the
local cohomology H1loc(Gn, E [p
n]) is not trivial, then there is a counterexam-
ple to the local-global divisibility by pn in a finite extension F of k such that
F ∩Kn = k.
The local cohomology is the intersection of the kernels of all restrictions
maps H1(Gn, E [p
n])→ H1(C, E [pn]) as C varies over all cyclic subgroups of
Gn.
Furthermore they proved:
Theorem 2 (Dvornicich and Zannier [DZ3]). Suppose that E does not admit
any k-rational isogeny of degree p, then the local-global principle holds for
pn.
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They show that if there are no such isogeny, then the cohomology is
trivial, and consequently so is the local cohomology.
A theorem of Serre [Ser] proves that such an isogeny exists only for
p ≤ c(k, E), where c(k, E) is a constant depending on k and E . The effective
theorem of Mazur [Maz] proves that rational isogenies exist only for p ∈
{2, 3, 5, 7, 11, 13, 17, 19, 37, 43, 67, 163}, on elliptic curves over Q. Thus the
local-global principle holds in general for pn with p > c(k, E) and in elliptic
curves over Q it suffices p > 163.
In [PRV2], we give a stronger principle.
Theorem 3. If there are no k-rational points of exact prime order p and
k does not contain the field Q(ζp + ζp), for any primitive root of unity ζp,
then the local-global principle holds for pn.
We prove that under such hypothesis the local cohomology is trivial and
we apply the cohomological criterion.
By the famous theorems of Merel and Mazur, we deduce that there is a
constant C(k) depending only on the degree of k such that, for p > C(k),
the local-global principle holds for divisibility by pn. In addition, C(Q) = 7.
Thus only powers of {2, 3, 5, 7} might give counterexamples.
In the present paper we refine Theorem 3. As a consequence we exclude
5 and 7.
Theorem 4 (Main Theorem). Let p be a prime number and let n be a
positive integer. Let E be an elliptic curve defined over a number field k,
which does not contain the field Q(ζp+ ζp). Suppose that at least one of the
following conditions holds:
1. E does not admit any k-rational torsion point of exact order p;
2. k(E [p]) 6= k(ζp);
3. There does not exist a cyclic k-isogeny of degree p3, between two elliptic
curves defined over k and k-isogenous to E .
Then, the local-global principle holds for divisibility by pn.
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In the last section we construct an example which shows that the assump-
tion that k does not contain Q(ζp + ζp) is necessary in our Main Theorem.
To prove the theorem we must understand in details the structure of the lo-
cal cohomology. In part we profit from our previous results. In addition we
describe the cohomology of the diagonal subgroup and we construct special
elements in the local cohomology (see sections 4 and 4.1). The details of
the proof of the main theorem are given in section 3.
2 Previous results and notations
Let k be a number field and let E be an elliptic curve defined over k. Let p
be a prime. For every positive integer n, we denote by E [pn] the pn-torsion
subgroup of E and by Kn = k(E [p
n]) the number field obtained by adding to
k the coordinates of the pn-torsion points of E . By Silverman [Sil, Chapter
III, Corollary 8.1.1], the field Kn contains a primitive p
nth root of unity ζpn.
Let Gn = Gal(Kn/k). As usual, we shall view E [p
n] as Z/pnZ×Z/pnZ and
consequently we shall represent Gn as a subgroup of GL2(Z/p
nZ), denoted
by the same symbol.
We list the results of [PRV2] that we shall use in the following sections
and we fix our notations.
Lemma 5 ( [PRV] Lemma 8). Suppose that H1(Gn, E [p
n]) 6= 0. Then either
G1 = 〈ρ〉 or G1 = 〈ρ, σ〉,
where ρ =
(
λ1 0
0 λ2
)
is either the identity or a diagonal matrix with λ1 6= λ2
mod (p) and σ =
(
1 1
0 1
)
, in a suitable basis of E [p].
By [PRV2, Lemma 9], we can choose a basis {Q1, Q2} of E [p
n] in which
a lift ρn of ρ to Gn is diagonal and the order of ρn is equals to the order of
ρ. From now on we fix such a basis. Then
ρn =
(
λ1,n 0
0 λ2,n
)
,
with λi,n ≡ λi modulo p .
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This choice of a basis of E [pn], determine the embedding ofGn in GL2(Z/p
nZ).
We consider the following subgroups of Gn:
the subgroup sUn of strictly upper triangular matrices in Gn;
the subgroup sLn of strictly lower triangular matrices in Gn;
the subgroup Dn of diagonal matrices in Gn.
We recall useful properties of such subgroups.
Lemma 6 ( [PRV2] Proposition 11 and 16). Assume that H1(Gn, E [p
n]) 6= 0
and that the order of ρ is at least 3. Then:
1. Gn is generated by matrices of Dn, sUn and sLn;
2. H1loc(〈ρn, sLn〉, E [p
n]) = 0 and H1loc(〈ρn, sUn〉, E [p
n]) = 0.
Finally, we define
τL =
(
1 0
pj 1
)
a generator of sLn, where j ≥ 1 is an integer, and
τU =
(
1 pi
0 1
)
a generator of sUn, where i ∈ N.
3 Structure of the proof of the Main Theorem
The proof of Theorem 4 realises on the two main Propositions 16 and 17
presented in section 5. In the following remark we compare the hypotheses
of the main theorem and of these propositions.
Remark 7. Assume that H1(Gn, E [p
n]) 6= 0. Then by Lemma 5, G1 is
either generated by ρ or it is generated by ρ and σ.
If E admits a k-rational point of order p, then, in a suitable basis of E [p],
we have
ρ =
(
1 0
0 λ2
)
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with λ2 ∈ Z/pZ
∗. Indeed, G1 fixes the k-rational points of order p. If
G1 = 〈ρ, σ〉, then λ1 = 1. If G1 = 〈ρ〉, then either λ1 or λ2 equal to 1.
Eventually permuting the basis, we can always suppose that λ1 = 1. Thus
ρn =
(
1 0
0 λ2,n
)
with λ2,n ≡ λ2 mod (p) and the first eigenvalue equals to 1 because ρ and
ρn have the same order. If k does not contain the field Q(ζp + ζp), then
the order of ρ is ≥ 3. In fact, by Lemma 5, the order of ρ is the largest
integer relatively prime to p that divides |G1|. In addition [k(ζp) : k] | |G1|,
[k(ζp) : k] | p− 1 and [k(ζp) : k] ≥ 3. Thus ρ has order ≥ 3.
From Proposition 16 below, we deduce the following theorem. By the
mentioned work of Merel this excludes powers of 7 as potential counterex-
amples over Q.
Theorem 8. Assume that:
H1(Gn, E [p
n]) 6= 0,
k does not contain the field Q(ζp + ζp),
there is a k-rational point of exact prime order p, and
k(E [p]) 6= k(ζp).
Then the local cohomology H1loc(Gn, E [p
n]) is trivial.
Proof. In view of Remark 7, we can take λ1 = 1. In addition ρ has order at
least 3.
Suppose that G1 is cyclic generated by ρ. Since the first eigenvalue of
ρ is 1, the only element of G1 with determinant 1 is the identity. The
basic properties of the Weil pairing (see [Sil, Chapter III.8]) entail that
for every τ ∈ G1, we have τ(ζp) = ζ
det(τ)
p . Thus the unique element of
G1 that fixes ζp is the identity. Since k(ζp) ⊆ K1, we get K1 = k(ζp),
contradicting the hypothesis. Thus G1 is not cyclic. By Proposition 16, we
obtain H1loc(Gn, E [p
n]) = 0.
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Corollary 9. For any elliptic curve E over the rationals, there are no coun-
terexample to the local-global divisibility by powers of 7.
Proof. If the global cohomology is trivial then also the local cohomology is
trivial and by the Cohomological Criterion there are no counterexamples.
We can then assume H1(G7, E [7
n]) 6= 0. Of course Q does not contain the
element ζ7 + ζ7. If there are no rational points of exact order 7, then we
can apply Theorem 3. So we can suppose that there is a rational point
of exact order 7. Merel [Mer2] proved that Q(E [7]) 6= Q(ζ7) for elliptic
curves defined over Q. Apply Theorem 8 and the Cohomological Criterion
to conclude the proof.
By Proposition 17 below, we deduce the following theorem. By the men-
tioned work of Kenku this exclude powers of 5 as potential counterexamples
over Q.
Theorem 10. Assume that:
H1(Gn, E [p
n]) 6= 0,
k does not contain the field Q(ζp + ζp),
there is a k-rational points of exact prime order p,
k(E [p]) = k(ζp) and
there does not exist a cyclic k-isogeny of degree p3, between two elliptic
curves defined over k and k-isogenous to E .
Then the local cohomology H1loc(Gn, E [p
n]) is trivial.
Proof. Suppose on the contrary that H1loc(Gn, E [p
n]) 6= 0. Then by Remark
7 and Proposition 17 all the elements of G2 are either lower triangular or
upper triangular. Then E [p2] has a cyclic G2-submodule C1 of order p
2. In
addition, by Proposition 16, G1 is cyclic, generated by the diagonal matrix
ρ. Thus E [p] has a G1-submodule C2 of order p such that C1 ∩ C2 = {0}.
By [Sil, Remark III 4.13.2] there exist elliptic curves E1, E2 defined over k
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and cyclic k-isogenies φi : E → Ei with ker(φi) = Ci and deg(φi) = | ker(φi)|.
Then the isogeny
φ = φ1 ◦ φ̂2 : E2 → E1
(where, as usual, φ̂2 is the dual isogeny of φ2) has degree p
3. Let us show
that φ is cyclic. Since ker(φ) ⊆ E2[p
3] ∼= Z/p3Z × Z/p3Z, it is sufficient to
prove that E2[p] 6⊆ ker(φ). Recall that
ker(φ) = {P ∈ E2 s.t. φ̂2(P ) ∈ ker(φ1)}. (3.1)
As | ker(φ̂2)| = p, there exists P ∈ E2[p] such that φ̂2(P ) 6= 0. Then
φ2 ◦ φ̂2(P ) = pP = 0 and φ̂2(P ) ∈ ker(φ2) = C2. Since C1 ∩ C2 = {0},
φ̂2(P ) 6∈ ker(φ1). By relation (3.1), we get P 6∈ ker(φ). Then E1[p] 6⊆
ker(φ) and φ is cyclic of order p3 contradicting the hypothesis. So the local
cohomology must be trivial.
Corollary 11. For any elliptic curve E over the rationals, there are no
counterexample to the local-global divisibility by power of 5.
Proof. If the global cohomology is trivial then also the local cohomology is
trivial and by the Cohomological Criterion there are no counterexamples.
We can then assume H1(G5, E [5
n]) 6= 0. Of course Q does not contain the
element ζ5+ ζ5. If there are no rational points of exact order 5, then we can
apply Theorem 3. So we can suppose that there is a rational point of exact
order 5. If Q(E [5]) 6= Q(ζ5) we apply Theorem 8 and the Cohomological
Criterion to conclude the proof. So we can assume that Q(E [5]) = Q(ζ5).
Kenku [Ken], proved that the modular curve Y0(125) has no rational points.
In other words, there are no rational cyclic isogeny of degree 125 between
elliptic curves defined over Q. So the hypothesis of Theorem 10 are satisfied.
Then the local cohomology is trivial and by the Cohomological Criterion
there are no counterexamples.
Conclusion of the Proof of Theorem 4. If condition 1. holds, then
by Theorem 3 there are no counterexamples. Assume that condition 1.
does not hold and condition 2. holds. Then there is a k-rational point of
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exact prime order p and K1 6= k(ζp). By Theorem 8 the local cohomology is
trivial. Assume that condition 1. and 2. do not hold and condition 3. holds.
Then there is a k-rational points of exact prime order p and K1 = k(ζp).
By Theorem 10 the local cohomology is trivial.
Apply the Cohomological Criterion to conclude that the local-global di-
visibility by pn holds.
4 The triviality of the Local Cohomology for Diagonal
Matrices.
In this section we prove that for the the diagonal group H1loc(Dn, E [p
n]) = 0.
We recall two immediate properties on the local cohomology of the direct
sum and normal subgroups. For convenience we present here a proof. In a
final version we would prefer to let it as an exercise.
Lemma 12. Let Γ be a group and let M,N be Γ-modules. Let piM (re-
spectively piN ) be the projection from M
⊕
N to M (respectively to N).
The isomorphism φ : H1(Γ,M
⊕
N) → H1(Γ,M)
⊕
H1(Γ, N) that sends
[Z] ∈ H1(Γ,M
⊕
N) to ([piM ◦ Z], [piN ◦ Z]), induces an isomorphism
φloc : H
1
loc(Γ,M
⊕
N)→ H1loc(Γ,M)
⊕
H1loc(Γ, N).
Proof. Let Z be a cocycle from Γ to M
⊕
N , which satisfies the local
conditions. Let us denote ZM = piM ◦ Z and Z
N = piN ◦ Z. Then for every
γ ∈ Γ, there exists (mγ, nγ) ∈ M
⊕
N such that
Zγ = γ(mγ , nγ)− (mγ , nγ) = (γmγ −mγ , γnγ − nγ).
Thus, for every γ, we have ZMγ = γmγ −mγ and Z
N
γ = γnγ −nγ . Therefore
ZM and ZN satisfy the local conditions, and so φloc sends H
1
loc(Γ,M
⊕
N)
to H1loc(Γ,M)
⊕
H1loc(Γ, N). Since φ is injective, also φloc is injective. Let
WM ,WN be cocycles such that [WM ] ∈ H1loc(Γ,M) and [W
N ] ∈ H1loc(Γ, N).
Then, for every γ ∈ Γ there exists aγ ∈ M, bγ ∈ N , such that W
M
γ =
γaγ − aγ, W
N = γbγ − bγ . Thus also the cocycle W : Γ → M
⊕
N that
sends γ to (WMγ ,W
N
γ ) satisfies the local conditions. In fact, for every γ ∈ Γ,
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we have Wγ = γ(aγ, bγ)− (aγ , bγ). Then [W ] ∈ H
1
loc(Γ,M
⊕
N). Since, by
definition, φloc([W ]) = ([W
M ], [WN ]), then φloc is surjective.

Let Γ be a group, let M be a Γ-module and let ∆ be the subgroup of
Γ that fixes M . In the following lemma we prove that H1loc(Γ/∆,M)
∼=
H1loc(Γ,M).
Lemma 13. Let Γ be a group and let M be a Γ-module. Set ∆ the subgroup
of Γ formed by the elements that fix M . Then H1loc(Γ/∆,M)
∼= H1loc(Γ,M)
and the isomorphism is induced by the inflation.
Proof. First observe that ∆ is normal in Γ. Then we have the inflation-
restriction sequence
0→ H1(Γ/∆,M) → H1(Γ,M)→ H1(∆,M).
Since a cocycle satisfying the local conditions relative to Γ, it satisfies
them to any subgroup of Γ, the restriction sends H1loc(Γ,M) to H
1
loc(∆,M).
Observe that H1loc(∆,M) = 0 because ∆ acts trivially over M . Thus
H1loc(Γ,M) is contained in the kernel of the restriction, which is the image
of H1(Γ/∆,M) by the inflation. Then every [Z] ∈ H1loc(Γ,M) comes from
[Y ] ∈ H1(Γ/∆,M). We now show that [Y ] ∈ H1loc(Γ/∆,M). If we choose
Y such that Yγ = Zγ, for every γ ∈ Γ (where γ is the class of γ modulo ∆),
we have that the inflation of [Y ] is [Z] and Y satisfies the local conditions.
Thus [Y ] ∈ H1loc(Γ/∆,M) and so the inflation sends H
1
loc(Γ/∆,M) onto
H1loc(Γ,M). Since the inflation H
1(Γ/∆,M) → H1(Γ,M) is injective, also
its restriction to H1loc(Γ/∆,M) is injective. Thus the inflation induces an
isomorphism between H1loc.

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As a consequence of Lemma 12 and Lemma 13, we get:
Proposition 14. The local cohomology H1loc(Dn, E [p
n]) is trivial.
Proof. Recall that {Q1, Q2} is the chosen basis of E [p
n] in which ρn is
diagonal. Then the cyclic groups 〈Q1〉, 〈Q2〉 are Dn-modules. Since E [p
n] ∼=
〈Q1〉
⊕
〈Q2〉, by Lemma 12, we have
H1loc(Dn, E [p
n]) ∼= H1loc(Dn, 〈Q1〉)
⊕
H1loc(Dn, 〈Q2〉).
Then it is sufficient to show that
H1loc(Dn, 〈Q1〉) = 0 and H
1
loc(Dn, 〈Q2〉) = 0.
We prove H1loc(Dn, 〈Q1〉) = 0. The other case is similar. Let
C1 =
{(
1 0
0 µ
)
∈ Dn
}
be the group of the elements of Dn fixing Q1. By Lemma 13,
H1loc(Dn/C1, 〈Q1〉)
∼= H1loc(Dn, 〈Q1〉). (4.1)
Observe that C1 is the kernel of the homomorphism Dn → (Z/p
nZ)∗ that
sends
γ =
(
aγ 0
0 dγ
)
∈ Dn 7→ aγ .
Then Dn/C1 is isomorphic to a subgroup of (Z/p
nZ)∗ and therefore it is
cyclic. ThenH1loc(Dn/C1, 〈Q1〉) = 0. By relation (4.1), we getH
1
loc(Dn, 〈Q1〉) =
0.

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4.1 Structure of the Local Cohomology.
We give a precise description of the elements of H1loc(Gn, E [p
n]). Such a
description is crucial for the proof of our main Propositions.
Proposition 15. Suppose that H1(Gn, E [p
n]) 6= 0, ρ has order at least 3
and the first eigenvalue of ρ is equals to 1. Let c ∈ H1loc(Gn, E [p
n]). Then
there exists β ∈ Z/pnZ and a cocycle Z such that [Z] = c,
Zτ = (0, 0), ∀τ ∈ 〈Dn, sUn〉
and
ZτL = (0, p
jβ).
Proof. Consider the restrictions
H1(Gn, E [p
n])
rSL→ H1(〈ρn, sLn〉, E [p
n]),
H1(Gn, E [p
n])
rSU→ H1(〈ρn, sUn〉, E [p
n]),
H1(Gn, E [p
n])
rD→ H1(Dn, E [p
n]).
Let Z be a cocycle fromGn to E [p
n], such that its class [Z] ∈ H1loc(Gn, E [p
n]).
If a cocycle satisfies the local conditions relative to Gn, then it satisfies them
relative to any subgroup of Gn. Thus rSL([Z]) ∈ H
1
loc(〈ρn, sLn〉, E [p
n]),
rSU([Z]) ∈ H
1
loc(〈ρn, sUn〉, E [p
n]) and rD([Z]) ∈ H
1
loc(Dn, E [p
n]). By Part 2.
of Lemma 6 and by Proposition 14, all such local cohomologies are trivial.
Therefore [Z] ∈ ker(rSL)∩ker(rSU)∩ker(rD). In other words the restrictions
of Z to each subgroup 〈ρn, SLn〉, 〈ρn, SUn〉 and Dn are coboundaries. Hence,
there exist P,Q,R ∈ E [pn], such that
Zγ = γ(P )− P, ∀ γ ∈ 〈ρn, SLn〉;
Zδ = δ(Q)−Q, ∀ δ ∈ Dn;
Zθ = θ(R)− R, ∀ θ ∈ 〈ρn, SUn〉.
Adding to Z the coboundary Z ′τ = τ(−Q) − (−Q), we get a new cocycle
in the same class of Z in H1(Gn, E [p
n]), which is trivial over Dn. Then,
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without loss of generality, we can suppose Q = (0, 0) and so Zδ = (0, 0) for
every δ ∈ Dn. Since ρn ∈ sLn ∩ sUn ∩ Dn, we have
Zρn = ρn(P )− P = ρn(R)− R = ρn(Q)−Q = (0, 0).
Thus P,R ∈ ker(ρn − I). Since
ρn =
(
1 0
0 λ2,n
)
,
then P = (β, 0) and R = (β ′, 0), for some β, β ′ ∈ Z/pnZ. By an easy
computation
ZτU = τU(β
′, 0)− (β ′, 0) = (0, 0)
and
ZτL = τL(β, 0)− (β, 0) = (0, p
jβ).
Then Zτ = (0, 0) for every τ ∈ 〈Dn, sUn〉 and ZτL = (0, p
jβ), proving the
claim.

5 The main Propositions
In this section we collect all our results and we prove the central proposi-
tions. The proof of Theorem 8 realises on the following:
Proposition 16. Suppose that H1(Gn, E [p
n]) 6= 0, the order of ρ is ≥
3, ρ has the first eigenvalue equals to 1 and G1 is not cyclic. Then the
cohomological group H1loc(Gn, E [p
n]) = 0.
Proof. By [PRV2, Lemma 14], τU =
(
1 1
0 1
)
. By a simple calculation
δ = τUτLτ
−(pj+1)−1
U τ
−(pj+1)
L =
(
1 + pj 0
0 1− pj(pj + 1)−1
)
∈ Gn.
Let Z be a cocycle such that [Z] ∈ H1loc(Gn, E [p
n]). By Proposition 15, we
can suppose that Zγ = (0, 0) for every γ ∈ 〈sUn,Dn〉 and ZτL = (0, p
jβ), for
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a certain β ∈ Z/pnZ. Then, in particular Zδτb
U
= (0, 0) for every b ∈ Z/pnZ.
By the cocycle conditions,
ZτLδτbU = ZτL + τLZδτbU = ZτL = (0, p
jβ).
We now use the fact that Z satisfies the local conditions, to prove that
pjβ ≡ 0 mod (pn). By a short computation
τLδτ
b
U =
(
1 + pj (1 + pj)b
p2j + pj 1 + (p2j + pj)b− pj(pj + 1)−1
)
.
Since Z satisfies the local conditions, for every b ∈ Z/pnZ, there exist
x, y ∈ Z/pnZ such that (τLδτ
b
U − I)(x, y) = ZτLδτbU = (0, p
jβ). Thus(
pj (1 + pj)b
p2j + pj (p2j + pj)b− pj(pj + 1)−1
)(
x
y
)
=
(
0
pjβ
)
.
In particular, for b ≡ −pj(pj + 1)−2 mod (pn), we have{
pjx− pj(pj + 1)−1y ≡ 0 mod (pn)
(pj + 1)(pjx− pj(pj + 1)−1y) ≡ pjβ mod (pn).
Whence pjβ ≡ 0 mod (pn). Thus ZτL = (0, 0), and so Zτ = (0, 0) for every
τ ∈ 〈sUn, sLn,Dn〉, which is Gn, by Lemma 6. Then Z is a coboundary.

The proof of Theorem 10 realises on the following:
Proposition 17. Suppose that H1loc(Gn, E [p
n]) 6= 0, ρ has order at least 3
and the first eigenvalue of ρ is equals to 1. Then G2 is contained either
in the group of the lower triangular matrices, or in the group of the upper
triangular matrices.
Proof. By Proposition 16 we can suppose that G1 is cyclic, generated by
ρ. Recall that G2 = 〈ρ2,Gal(K2/K1)〉, ρ2 is diagonal and all the elements
of Gal(K2/K1) are congruent to the identity I modulo p. Suppose that G2
is contained neither in the group of the upper triangular matrices nor in the
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group of the lower triangular matrices. Then there exist a, b, c, d ∈ Z/pZ
with b, c ∈ Z/pZ∗ such that
(
1+pa pb
pc 1+pd
)
∈ G2. Since G2 is generated by
strictly upper and lower triangular and diagonal matrices,
(
1 p
0 1
)
∈ G2 and(
1 0
p 1
)
∈ G2. We now prove that τU =
(
1 p
0 1
)
. Similarly one proves τL =
(
1 0
p 1
)
.
Let τn be a lift of
(
1 p
0 1
)
to Gn. By Lemma 6 1., τn decomposes as a product
of diagonal, strictly upper triangular and strictly lower triangular matrices.
Since τn reduces to a strictly upper triangular matrix modulo p
2, at least
one of its factors is of the type
γ =
(
1 pe
0 1
)
with e 6≡ 0 mod (p).
Then γe
−1
=
(
1 p
0 1
)
∈ Gn.
Let h ≥ 1 be the minimal natural number such that there exists a matrix
δ =
(
1 + pha 0
0 µ+ pd
)
∈ Dn
with a ∈ Z/pn−hZ∗, d ∈ Z/pn−1Z and µ congruent to a power of λ2 modulo
p. By eventually replacing δ with a suitable power of it times a suitable
power of ρn, we can suppose a = 1 and µ = 1. Let Z be a cocycle such that
[Z] ∈ H1loc(Gn, E [p
n]). We now compute Z
τ
ph−1
L
δτb
U
, for every b ∈ Z/pn−1Z.
By Proposition 15, we can suppose
Zγ = (0, 0), ∀γ ∈ 〈Dn, sUn〉
and
ZτL = (0, pβ),
for a certain β ∈ Z/pnZ. Then
Z
τ
ph−1
L
δτb
U
= Z
τ
ph−1
L
+ τ p
h−1
L (ZδτbU )
= τ p
h−1
L ((β, 0))− (β, 0)
= (0, phβ).
We shall prove that [Z] is a coboundary. To this purpose we show that the
local conditions imply Zτ = τ((β, 0)) − (β, 0), for every τ ∈ Gn. By the
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local conditions, for every b ∈ Z/pn−1Z, there exist x, y ∈ Z/pnZ, such that
(τ p
h−1
L δτ
b
U − I)((x, y)) = Zτph−1
L
δτb
U
= (0, phβ). In other words(
ph (p+ ph+1)b
ph + p2h pd+ (ph+1 + p2h+1)b
)(
x
y
)
=
(
0
phβ
)
.
For b ≡ d(ph + 1)−1 mod (pn−1), this gives:{
phx+ pdy ≡ 0 mod (pn)
(ph + 1)(phx+ pdy) ≡ phβ mod (pn).
Whence phβ ≡ 0 mod (pn). By minimality of h, for every diagonal matrix
δ′ ∈ Dn, we have (δ
′ − I)((β, 0)) = 0. Thus Zτ = τ((β, 0))− (β, 0) over the
group 〈τU ,Dn, τL〉, which is Gn, by Lemma 6 1.

6 An example
In this section we construct an example which shows that the assumption
that k does not contain Q(ζp + ζp) in our Main Theorem is necessary. The
example is inspired by [DZ] example 3.4 page 327. However their example
only shows that the weaker condition that k does not contain Q(ζp) is
necessary. Let p be an odd prime number. Consider the following subgroup
of GL2(Z/p
2Z):
G2 =
〈
δ1 =
(
1 0
0 −1
)
, δ2 =
(
1 + p 0
0 1 + p
)
, δ3 =
(
1 mp
p 1
)〉
where m is an integer that is not a square modulo p. Observe that 〈δ2, δ3〉
is abelian and it is normal in G2. Moreover the order of δ1 is 2, while δ2
and δ3 have order p. Then, for every g ∈ G2, there exist a unique triple
(a, b, c) ∈ Z/2Z × Z/pZ × Z/pZ, such that g(a, b, c) = δa1δ
b
2δ
c
3. By a simple
computation,
g(a, b, c) =
(
1 + pb mpc
(−1)apc (−1)a(1 + pb)
)
.
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Moreover, for every two triplets (a1, b1, c1), (a2, b2, c2) ∈ Z/2Z × Z/pZ ×
Z/pZ, we have
g(a1, b1, c1)g(a2, b2, c2) = g(a1 + a2, b1 + b2, (−1)
a2c1 + c2). (6.1)
6.1 The local cohomology.
We now define a map Z : G2 → (Z/p
2Z)2, by sending g(a, b, c) to Zg(a,b,c) =
(0, (−1)apc). We show that Z is a cocycle and its class is a non-trivial ele-
ment of H1loc(G2, (Z/p
2Z)2). By relation (6.1) we have Zg(a1,b1,c1)g(a2,b2,c2) =
(0, (−1)a1+a2p((−1)a2c1+c2)). On the other hand a short computation shows
that
Zg(a1,b1,c1) + g(a1, b1, c1)Zg(a2,b2,c2) = (0, (−1)
a1+a2p((−1)a2c1 + c2)).
Thus Z is a cocycle.
We now prove that the class of Z is in the local cohomological group.
This is equivalent to show that for every g(a, b, c) ∈ G2, there exist (x, y) ∈
Z/p2Z such that
Zg(a,b,c) = (g(a, b, c)− I)(x, y).
This relation is equivalent to the system(
pb pcm
(−1)apc (−1)a(1 + bp)− 1
)(
x
y
)
=
(
0
(−1)apc
)
,
which gives{
pbx+ pcmy ≡ 0 mod (p2)
(−1)apcx+ ((−1)a(1 + bp)− 1)y ≡ (−1)apc mod (p2).
Suppose first a = 1. Then the vector (0, pc(pb + 2)−1) is a solution of the
system. Suppose now a = 0. If c ≡ 0 mod (p) then (0, 0) is the solution.
If c 6≡ 0 mod (p), a solution of the system is (c2m(c2m− b2)−1,−bc(c2m−
b2)−1). Thus the class of Z is in H1loc(G2, (Z/p
2Z)2). Finally let us show that
Z is not a coboundary. This is equivalent to the fact that the solutions of
the system are dependent on the triplets (a, b, c). For the triplets (0, 1, 0),
any solution is congruent to the vector (0, 0) modulo p. For the triplets
(0, 0, 1), any solution is congruent to the vector (1, 0) modulo p. Then Z is
not a coboundary.
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6.2 The example
Let L be a number field and let E be a non CM elliptic curve defined over
L. Then by [Ser] there exists a constant c(L, E) depending on L and E
such that, for every prime number p > c(L, E) and for every positive integer
n, Gal(L(E [pn])/L) ∼= GL2(Z/p
nZ). By Galois correspondence, for every
prime p > c(L, E) and every subgroup Hn of GL2(Z/p
nZ), there exists a
field L′ such that L ⊆ L′ ⊆ L(E [pn]) and Gal(L(E [pn])/L′) ∼= Hn. Since
L(E [pn]) = L′(E [pn]), we get Gal(L′(E [pn])/L′) ∼= Hn.
Let p > c(L, E) be a prime and identify Gal(L(E [pn])/L) with GL2(Z/p
nZ).
Then, in particular, we can find a field L′ such that Gal(L′(E [p2])/L′) = G2.
Thus the G2-module E [p
2] is isomorphic to G2-module (Z/p
2Z)2. By the
previous subsection, H1loc(Gal(L
′(E [p2]/L′), E [p2]) is not trivial. Moreover,
by the Cohomological Criterion (see the introduction), there exists a field
k containing L′ such that k ∩ L′(E [p2]) = L′ and there is a counterexample
to the local-global divisibility by p2 over k.
We now show that k contains Q(ζp + ζp), but it does not contain Q(ζp).
First observe that, since k ∩L′(E [pn]) = L′, we have Gal(k(E [pn])/k) ∼= G2.
By definition of G2 (see the previous subsection), Gal(k(E [p])/k) is a cyclic
group of order 2 generated by the matrix
(
1 0
0 −1
)
. Since k(E [p]) containsQ(ζp)
and the elements of Gal(k(E [p])/k) that fix ζp are exactly the elements with
determinant 1, we have k(E [p]) = k(ζp). Thus [k(ζp) : k] = 2, and so k does
not contain Q(ζp) and k contains Q(ζp + ζp).
We finally show that every elliptic curve k-isogenous to E does not admit
a cyclic k-isogeny of degree p3. Observe that E [p2] has two cyclic distinct
G2-modules contained in E [p] that correspond to the eigenvectors of the
eigenvalues of
(
1 0
0 −1
)
, but it has no cyclic G2-module of order p
2. Suppose
that E1, E2 are two elliptic curves in the k-isogeny class of E admitting a
cyclic k-isogeny φ of degree p3. Let φ1 : E → E1 be a k-isogeny. Then the
kernel of the composition φ ◦ φ1 has a G2-submodule of degree p
2 or p3,
which is a contradiction.
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