We formulate the dynamical mean field theory directly in the continuum. For a given definition of the local Green's function, we show the existence of a unique functional, whose stationary point gives the physical local Green's function of the solid. We present the diagrammatic rules to calculate it perturbatively in the interaction. Approximations which may be used in the strong coupling regime, are constructed using mappings onto generalized quantum impurity models.
I. INTRODUCTION
The calculation of the electronic structure of solids starting from first principles has been the subject of intensive investigations in the past. The most widely used method is the density functional theory ͑DFT͒, used frequently in the local density approximation ͑for a recent review see Ref. 1͒ . In principle, this method is good for calculating ground state properties only. Time-dependent and other extensions of density functional theory 2 have also been formulated and allow the calculation of excitation energies and density density response functions. These methods have been very successful in understanding weakly correlated solids but have not been very successful in their application to correlated systems. A second general formulation of the quantum manybody problem is the Green's function method as formulated early on by Luttinger and Ward 3 and Baym and Kadanoff. 4 In this method one sets up fully self-consistent equations for the one-particle Green's function using a functional, i.e., an effective action for the Green's function, which has a welldefined diagrammatic interpretation in terms of skeleton graphs. However, when considering a realistic band structure, this method becomes fairly intractable beyond the lowest order or GW approximation 5 and is inadequate for strongly correlated problems.
The purpose of this paper is to describe the foundation of a third approach, namely, the dynamical mean-field method ͑DMFT͒ in the continuum, in relation to the two other techniques described above. Our main motivation stems from the success of DMFT in dealing with model Hamiltonians of strongly correlated electrons on a lattice. 6 In fact, there are already several works attempting implementations of dynamical mean field ideas to electronic structure calculations. 7 This paper is an attempt to provide a theoretical underpinning to these computational efforts.
The local spectral function is a central concept in dynamical mean field theory. The goal of the theory is to compute the one-electron addition and removal spectra, and quantities that can be naturally expressed in terms of the local spectra. One can view the local spectral function as providing a frequency resolution of the local density. The hope is that by using a more complicated quantity to formulate the theory, one may be able to formulate flexible approximations, which work well even in strongly correlated situations, where density functional theory in the local approximation is known to fail. Indeed, recent work on model calculations has shown that DMFT plays a very useful role in situations where significant changes in the local spectral function take place. These rearrangements of one-particle spectral weight may not be accompanied by significant changes in the electron density, and may not be captured well in approximate implementations of density functional theory. This occurs in metal-insulator transitions that are accompanied by very small symmetry changes or small structural charges. Examples of this kind of transition are the paramagnetic insulator to paramagnetic metal transition in V 2 O 3 and Ni Se 1Ϫx S x , the ␣ to ␥ transition in cerium, the transitions form the ␤ to the ␦ phase in plutonium, or the more recently observed metal-insulator transition in Y 1Ϫx TiO 3 . 8 We also expect the dynamical mean-field theory to provide useful descriptions of phases where local moments are well developed but not ordered, as in ␦ plutonium. 9 In this paper, we will show that in general DMFT functionals are more cumbersome in their diagrammatic formulation than the Ward-Luttinger functional for the full Greens function. Nevertheless, our motivation for presenting this formulation here is that DMFT is very promising in terms of practical implementation in very strongly correlated situations. The reason for that is that it can be formulated in terms of impurity models embedded in a medium whose properties have to be evaluated self-consistently. 10 A large number of numerical methods for treating the resulting dynamical mean-field equations have been developed in the context of model Hamiltonian calculations, 6 and these techniques can and should be extended to more realistic models of solids.
Conceptually, the three techniques are very similar: one defines a functional ⌫ of the quantity of interest X "X being the density in the DFT case, the local Green's function ͑to be defined later͒ for DMFT, or the full Green's function in the Ward-Luttinger technique… such that the minimization of ⌫ selects the physical value of the quantity of interest. In all the techniques, there is an exact functional ⌫ exact having the required property, but its explicit analytic form is very difficult to determine. In all the three cases, approximations to ⌫ exact are necessary to obtain practical results. We adopt a fairly general formulation to set up a diagrammatic expansion for the exact functional of the local Green's function, whose saddle point gives the physical local Green's function. These are presented in the first part of this paper and some possible approximate implementations are presented in the second part of this paper.
Extending the more standard lattice model calculations, our work provides a foundation for doing ab initio dynamical mean-field theory plus electronic structure calculations in the continuum. The goal of our work is twofold. First we want to establish the exact diagrammatic content of ⌫ of the dynamical mean-field formalism for realistic models of solids where electrons move in the periodic potential of a crystal, as a formal framework for performing electronic structure calculations or, in other words, to construct a functional for which a dynamical mean-field approximation gives the exact answer to the electronic structure problem. This is the content of Sec. II. This perspective should be contrasted with an alternative formulation 11 that will be presented in a separate publication, where dynamical mean-field theory will be viewed as an approximate solution to the electronic structure calculation problem. Second, in Sec. III, encouraged by the success of dynamical mean-field theory in the treatment of model Hamiltonians, 6 we suggest some useful approximations for this exact functional. This work should provide a conceptual framework for the recent efforts in combining realistic density functional calculations with techniques for solving impurity models in a self-consistent environment. 7 Finally, we note that our work can be regarded as a generalization of Ref. 12 , where the lattice DMFT was given a functional formulation in terms of a field that is conjugate to the local spectral function. This formulation has given useful insights into the physics of the Mott transition.
II. EFFECTIVE ACTION FORMALISM
In this section, we develop the effective action formalism for DMFT. This is given in the same spirit as the effective action approach to Kohn-Sham density functional theory ͑where the bilinear operator is just the electron density͒, which was developed in a series of publications by Fukuda et al. 13, 14 and Valiev and Fernando. 15 We first provide the notation. The continuum is divided into unit cells labeled by R, and r is the vector defined within a unit cell. A general ''local'' bilinear operator has the form
͑1͒
where † and are the electron creation and annihilation operators and K is a kernel to be specified below. 
͑2͒
where G ␣␤ (x,y,,Ј)ϭϪ͗T ␣ (x,) ␤ † (y,Ј)͘ In terms of the cell indices and unit vectors the space coordinates read xϭRϩu and yϭRЈϩuЈ. Here, u, uЈ, r, and rЈ are vectors inside a unit cell. The kernel K projects the full G onto a ''local'' Green's function A defined within a unit cell. By choosing the kernel K to be sufficiently localized around RϪRЈϷ0, we extract or project out local information from the full Green's function. There is a great deal of flexibility in deciding what one would like to define as the ''local'' single-particle Green's functions. The simplest choice would be
which gives a resolution of the density with frequency
where Ā (i n ,r,r) is the spectral function corresponding to A, n are the Matsubara frequencies, and ␤ is the inverse temperature. Experience has suggested, however, that it may be useful to retain local phase information among different orbitals in the local Green's functions. The definition
gives us simply the restriction of the full Green's function to a given unit cell. For rϭrЈ, we regain the former choice of local spectral function. Note that Eq. ͑5͒ and hence the corresponding Green's function A is not invariant under simultaneous lattice translations of r and rЈ now viewed as coordinates defined throughout the whole crystal. A kernel with translation invariance is obtained by considering
Here the G are the reciprocal-lattice vectors and k runs over the Brillouin zone. Rewriting the right-hand side of Eq. ͑6͒ in real space coordinates and summing over the reciprocallattice vectors, we obtain a kernel invariant under lattice translations
where k runs over the Brillouin zone. Finally, given a set of tight-binding orbitals, there is a natural kernel K, associated with this set. The full Green's function is expressed in a set of tight-binding orbitals l as follows:
͑10͒
This leads to the following orbital decomposition for the kernel:
From these we see that different choices of the basis functions lead to different kernels corresponding to different definitions of the ''local'' Green's function. We mention that recent works 7 incorporating DMFT concepts in electronic structure calculations have all used the linear muffin-tin orbital ͑LMTO͒ 16 basis set. We now use the formalism developed in Ref. 13 to construct the effective action ⌫ for the local Green's function defined by Eq. ͑2͒. These methods prescribe a scheme to construct an analog of the ''Kohn-Sham'' correlation potential calculated in the conventional density functional theory. 15 The idea is to construct a perturbative expansion in the interaction strength for the effective action ⌫. We use the imaginary time formalism in the rest of the paper. The partition function Z for a system of interacting electrons coupled to source fields JϵJ ␣␤ via the operator OϵJ ␣␤ is
rЈ,,Ј͒O
␣␤ ͑ r,rЈ,,Ј͒ ͪ.
͑12͒
The coordinates x run over the entire range of the system and the indices ␣␤ are summed over in the second term in the exponential in Eq. ͑12͒. The quantity W͓J͔ introduced above is the generator of all connected diagrams. S is the action of a system of electrons with Coulomb interactions between them:
In Eq. ͑13͒, xϭ(x,), V X represents the ionic potential the electron moves in, and the Coulomb interaction is U c (x ϪxЈ)ϭ͉xϪxЈ͉ Ϫ1 ␦(ϪЈ). The effective action ⌫ is defined by the Legendre transform
Summations over repeated indices are implicit in the above expression. Note that A and J should be viewed as matrices with indices ␣␤. A naive expectation might be that since A is just a ''local'' Green's function, the effective action functional ⌫ is given by the usual Baym-Kadanoff functional.
Here we find that this is not the case, rather the restriction of r,rЈ to a unit cell induces nontrivial corrections to ⌫ as will be illustrated below. To obtain ⌫ as a functional of A, the J-dependent terms in Eq. ͑14͒ should be rewritten in terms of A. Since this is not tractable in the presence of interactions, we use the inversion method, 13 which involves an expansion of J and W in terms of the coupling constant of the interaction ͑for example, e 2 for Coulomb interactions͒ and J 0 , where J 0 is the source in the absence of the interaction. The crucial ingredient of this method is that J 0 is chosen so as to reproduce the correct local Green's function A ␣␤ of the full interacting problem, i.e.,
where W 0 is the noninteracting free energy. Using Eq. ͑15͒, the series expansion for the W͓J 0 ␣␤ ͔ and J͓J 0 ␣␤ ͔ can be rewritten in terms of A, thereby resulting in a series for the effective action ⌫͓A ␣␤ ͔:
The exact local Green's function matrix A of the interacting system is obtained by minimizing Eq. ͑16͒:
␦⌫͓A͔ ␦A ␣␤ ϭ0 ͑17͒
A. Diagrammatic rules for ⌫
In this section, we confine ourselves to the local Green's function defined by the simple kernel Kϭ␦ R,R Ј . However, the rules developed here can be applied straightforwardly to other choices of the kernel modulo certain conditions, which will be described in Sec. II D. The first step is the construction of the noninteracting Kohn-Sham Green's function G 0 ͓J 0 ͔, which is given by the inverse of
Note that in the above expression Rϩrϵ(Rϩr, r ) and equivalently, rϭ(r, r ). J 0 ␣␤ is the Kohn-Sham hybridization function defined earlier. J 0 is chosen such that G 0 gives the prescribed local Green's function A of the full interacting problem. Using G 0 , the Coulomb interaction lines e 2 U C (R ϪRЈϩrϪrЈ), and a propagator D to be defined below and following the method of Refs. 13 and 15, we can obtain ⌫ to all orders in the coupling e 2 . The zeroth-order term is W 0 ϭTr ln G 0 ͑we have neglected a constant term in this expression͒ and the first-order term is given by the sum of the Hartree and Fock diagrams shown in Fig. 1 . The higherorder terms, which form the Kohn-Sham exchangecorrelation potential in the conventional density functional theory, are constructed according to the following diagrammatic rules. At every order perform the following.
͑1͒ Draw all connected diagrams made of Kohn-Sham propagators G 0 and Coulomb interaction lines e 2 U C (R ϪRЈϩrϪrЈ) with the corresponding weight factors.
͑2͒ Eliminate all graphs that are one vertex irreducible i.e., separable by cutting a single Coulomb interaction line.
͑3͒ For each two-particle reducible ͑2PR͒ graph ͑i.e., any graph that can be separated by cutting two propagator lines͒, perform the following operations. 5 ͑a͒ Separate the graph by cutting the 2PR propagators. ͑b͒ For each of the two resulting graphs, join two external propagators.
͑c͒ Connect the two graphs via the inverse two particle propagator D, which is the inverse of the connected correlation function ⌸ ⌸ ␦ ͑ r,rЈ,u,uЈ͒ϭ ͚ R,RЈ,U,UЈ
In the above expressions Uϩuϵ(Uϩu, u ). The inverse propagator D appears in the diagrammatics of the inversion method, as a result of corrections to J 0 from the interaction that are constrained so that one reproduces the desired local Green's function A order by order in perturbation theory. ͑d͒ Repeat the procedure until no new graph is produced. ͑e͒ Sum up all the resulting graphs including the original graph.
In Fig. 2 , we show the second-order diagrams that contribute to ⌫. Here the solid lines denote particle propagators G 0 and the dashed line is the Coulomb vertex. Figures 2͑a͒  and 2͑b͒ are examples of diagrams that are both one-vertex and two-particle irreducible.
However, since the diagram in Fig. 2͑c͒ is two particle reducible, it transforms according to step ͑3͒ as shown in Fig. 3 . The thick double line denotes the two particle inverse propagator D.
B. Self-consistency
The self-consistent procedure for obtaining the full A is of the same kind as that prescribed for ⌫͓͔ in Ref. 15 ͑iv͒ Using the J 0 determined by Eq. ͑20͒, go back to step 1 and iterate until self-consistency is achieved. In density functional theory, the second term in Eq. ͑20͒ is called the exchange-correlation potential V xc . The scheme presented above hinges on the fact that the Legendre transform defined in Eq. ͑14͒ is invertible. Mathematically, neglecting the spin indices, the transformation is invertible if ␦ 2 ⌫/␦A 2 has no zero eigenvalues. Within the inversion method where ⌫ is evaluated perturbatively in the interaction strength, the invertibility condition described above reduces to the following equation:
This yields Eq. ͑15͒ provided ␦J 0 /␦A has no zero eigenvalues, or equivalently, 
͑23͒
We present the various terms up to second order in e 2 , contributing to ⌫͓A͔ for the kernel of Eq. ͑5͒. The zeroth-order term is ⌫ 0 ͓A͔ϭTr ln G 0 ϪJ 0 A. At first order, we have the contributions from the Hartree and Fock diagrams shown in Figs. 1͑a͒ and 1͑b͒:
The contribution from the Fock term is as follows:
Similarly the diagrams that contribute to second order are shown in Figs. 2͑a͒-2͑c͒:
Since Fig. 2͑c͒ is 2PR , following the prescription in steps 3͑a͒-3͑b͒ presented earlier, we subtract the following term from the 2PR diagram of Eq. ͑28͒:
͑29͒
The integrations are over imaginary time and all the vectors within a unit cell. Therefore, the contribution to ⌫ at second order is
If we consider the case where the coordinates u,r scan the entire space, i.e., Kϭ1 and AϭG(x,y), we find that the structure of ⌸ yields ⌫ 2 cr ϭ⌫ 2 c , hence cancelling the contribution of the 2PR diagram of Fig. 2͑c͒ . Since such cancellations occur at all orders, the steps ͑1͒-͑3͒ imply that only two-particle irreducible ͑2PI͒ diagrams are retained in the expansion for ⌫. In addition, Eq. ͑15͒ implies that G 0 ϭG and J 0 ϭG n Ϫ1 ϪG Ϫ1 , where G n is the noninteracting Green's function in the absence of the source. Replacing G 0 by G in the above terms, we recover the Baym-Kadanoff functional for the Green's function G ⌫͓G͔ϭTr ln GϪTr G n Ϫ1 Gϩ⌫ 1 ϩI 2 ͓G͔, ͑31͒
where I 2 is the sum of all connected two-particle irreducible diagrams occurring at second and higher orders.
D. Generalization
The formalism presented above can be used to construct the effective action functional for any arbitrary choice of the operator O or equivalently, the kernel K in Eq. ͑1͒. The steps ͑1͒-͑3͒ can be extended directly, provided K satisfies the following conditions:
We can then use steps ͑1͒-͑3͒ to construct ⌫͓A͔ with the following replacements:
The lowest-order term in the inversion method then requires us to solve this impurity model, which expresses the source J 0 (,Ј) in terms of the impurity model Green's functions defined by A lm ␣␤ (,Ј)ϭϪ͗c i␣ l ()c i␤ ϩm (Ј)͘ J 0 where the expectation value of any operator O is given by
The fact that the local exact Green's function can be represented in terms of a local impurity model Green's function is an assumption and this restricts our construction to a certain class of local Green's functions, namely, those functions that are local impurity model representable, i.e., that can be expressed in terms of a Weiss field J 0 by the functional average ͑38͒. The functional corresponding to Eq. ͑37͒ is now given by
is the Fourier transform of the hoppings t i j ͔, W 0 the free energy corresponding to Eq. ͑37͒ for ϭ0, and ⌽ is the sum of all one-particle irreducible diagrams constructed with the local vertex V iiii and A. Now the functional ⌫͓A͔ of Sec. II can in principle be constructed if all the terms in an expansion in could be summed up.
Since the expansion in powers of is very cumbersome, we generate instead an approximation to the functional ⌫ by following a dynamical mean-field construction. An auxiliary functional of A, denoted by , is defined by the equation
where the inverse should be treated as matrix inversion over the relevant band and spin indices. A strong-coupling approximation to the functional ⌫ can be written in terms of :
Note that A, ⑀, and are matrices and ⌽ has been defined above. Using Eq. ͑39͒ to eliminate ⌽, we obtain an alternative expression for ⌫ DMFT in terms of J 0 ,
Tr ln͓i n Ϫ⑀͑k͒Ϫ͔ Ϫ ͚ n ͓Ϫi n ϩ⑀ ϩJ 0 ͔A. ͑42͒
Impurity models in the continuum
The analysis of the preceding section can be generalized to construct approximations for the local continuum Green's function defined by the kernel in Eq. ͑5͒. For simplicity, we consider the paramagnetic case in the following. Denoting the unit cell by B, we represent the local Green's function as the Green's function of a generalized impurity model described by an action
Here rϵ(r,) and the density (r)ϭ͚ ␣ ␣ † (r) ␣ (r). A 0 describes the effect of all the other unit cells ͑which have been integrated out͒ on the selected unit cell. The interaction in the full continuum model is now replaced by an effective short-range interaction V SR (r,rЈ)ϭV SR (r,rЈ)␦(ϪЈ) within the cell B. Note that this looks like a generalization of the multi-orbital impurity models if we assume that the orbital indices are the continuous variables r,rЈ. For lattice models, such a mapping led one from the full Green's function G i j to a local Green's function G ii . In the continuum, the mapping leads to a similar local Green's function A(r,rЈ), which is the Green's function defined within the unit cell. Referring back to Sec. II, we see that a simple generalization of DMFT ideas automatically leads us to consider Eq. ͑5͒ as the simplest choice for local Green's function in the continuum. Analogy with DMFT on a lattice, leads to write a self-consistent equation for the local Green's function A 0 by
V H is the Hartree potential that arises naturally in such an impurity mapping and ⌬ is the time-dependent ''Weiss field of the problem.'' Using S(A 0 ) given in Eq. ͑43͒ we can compute the local Green's function A(r,rЈ) of the unit cell defined by
Note that A depends on the Weiss field ⌬. The self-energy ⌺͓⌬͔ϭA 0 Ϫ1 ϪA Ϫ1 (r,rЈ) can be thought of as the sum of the Hartree term plus all the two-particle irreducible skeleton graphs with interaction lines V SR (r,rЈ) and particle lines given by the local Green's function A(r,rЈ). Using the above, the self-consistency condition for ⌬(r,rЈ) is obtained by requiring that
Ϫ⌬͑r,rЈ;i n ͒Ϫ⌺͑ r,rЈ;i n ͓͒⌬͔.
͑46͒
This procedure of mapping the model onto an impurity model with interactions defined only within the unit cell is nothing but an approximation of the infinite series of diagrams in the perturbative expansion described earlier. Diagrammatically, the present method retains only local diagrams, i.e., those whose internal propagators and vertices just connect points within the same unit cell. None of the diagrams include particle lines going from one unit cell to another. This is indeed reminiscent of the Hubbard model calculations in infinite dimensions where the self-energy is completely local in space. A solution of this self-consistent equation for ⌬ is sufficient to specify the local A and hence other dynamical quantities.
The above mapping can be generalized to a more general impurity model which goes under the name of extended DMFT. 17, 18 This captures some important aspects of the long-range part of the Coulomb interaction. 18, 19 In the case of lattice models, one obtains a single impurity whose on-site interaction is dynamically and self-consistently screened due to the presence of long-range Coulomb interactions in the original lattice model. This has been worked out explicitly for the lattice model in Ref. 18 . A straightforward generalization to the continuum is obtained by replacing the shortrange interaction V SR (r,rЈ) in Eq. ͑43͒, by the retarded timedependent interaction ⌸ 0 Ϫ1 ͑ r,rЈ͒ϭV SR ͑ r,rЈ͒␦͑ϪЈ͒ϩ⍀͑r,rЈ͒. ͑47͒
In the same manner as above, the local density density correlation function ⌸ϭ͗(r)(rЈ)͘ is given by
where ⌸ is the irreducible part of ⌸. We, therefore, see that since ⌸ depends on the retarded correlations, the dynamical interaction ⌸ 0 is also determined in a self-consistent manner. Moreover, in the presence of this retarded interaction, the self-energy ⌺ϭ⌺͓⌬,⍀͔, i.e., it depends on ⌬ through A 0 and also on ⍀ through the interaction ⌸ 0 . Therefore, Eqs. ͑46͒ and ͑48͒ form a set of coupled equations for ⌬ and ⍀ which have to be solved self-consistently. These are the generalizations of the extended DMFT equations obtained in Ref. 18 . The diagrammatic content of this approach is slightly different from that of the unscreened model since the vertex V SR is now replaced by ⌸ 0 . This implies that in the full continuum model, we retain all those local diagrams with internal particle lines A(r,rЈ) and long-range vertices that connect any pair of arbitrary points rϩR and RЈϩrЈ. In this paper, we have presented the generalized impurity model only for the simplest kernel and it would be interesting to study whether there exist other generalized impurity models for arbitrary choices of the local Green's functions.
To summarize, we see that DMFT ideas can be generalized to provide strong-coupling approximations to the finitedimensional effective actions of the various different definitions of the local Green's function A. We finally mention that the above mappings can be generalized to include the effects of magnetic and orbital ordering.
IV. CONCLUSIONS
In this paper, we have described a means of studying electronic structure problems defined in the continuum, involving effective action formalisms and the principles of dynamical mean-field theories. We first outlined the method to formulate the effective action functional for a general local Green's function. These local functions are good probes of the dynamics of the system including metal-insulator transitions. Though we present a scheme to calculate these functionals to every order in the interaction, as is the case with standard density functional theory, an exact evaluation of these functionals is practically intractable. We have, therefore, described various weak-and strong-coupling approximations. The strong-coupling approximations are a generalization of the DMFT ideas on a lattice to the continuum. Recently, some of these generalized DMFT ideas were applied to the problem of the Hubbard model with Coulomb long-range interactions. 18 We found that the long-range interactions makes the Mott transition discontinuous. These results suggest that a direct implementation of DMFT to an electronic structure problem can produce results that are not just quantitatively but also qualitatively different from those obtained from conventional DMFT model calculations. The formalism presented in this paper should be a useful guide for future studies of this problem.
