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Abstract
In this thesis we study the special Euclidean group SE(3) from two points of
view, algebraic and geometric. From the algebraic point of view we introduce
a dualisation procedure for SO(3,R) invariants and obtain vector invariants
of the adjoint action of SE(3) acting on multiple screws. In the case of three
screws there are 14 basic vector invariants related by two basic syzygies.
Moreover, we prove that any invariant of the same group under the same
action can be expressed as a rational function evaluated on those 14 vector
invariants.
From the geometric point of view, we study the Denavit–Hartenberg pa-
rameters used in robotics, and calculate formulae for link lengths and offsets
in terms of vector invariants of the adjoint action of SE(3). Moreover, we
obtain a geometrical duality between the offsets and the link lengths, where
the geometrical dual of an offset is a link length and vice versa.
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Chapter 1
Introduction
1.1 The algebraic point of view
The aim of this thesis is to completely determine the vector invariant polyno-
mials of the adjoint action of the special Euclidean group SE(3), the isometry
group that preserves distance and orientation, by using a technique which
depends on dualising (a partial polarisation) vector invariants of the special
orthogonal group SO(3,R). There is a Lie algebra isomorphism between
SE(3) and the special orthogonal group with dual number entries SO(3,D),
and the real and dual parts of all vector invariant polynomials of SO(3,D)
will give vector invariant polynomials of SE(3). This approach is guided by
the principle of transference which says: any valid proposition about the Lie
group SO(3,R) and its Lie algebra becomes on dualisation a valid statement
about SO(3,D) and its Lie algebra and hence about SE(3) and its Lie al-
gebra. However, the principle of transference does not give a full guarantee
that these vector invariant polynomials, obtained through dualisation, give
all vector invariant polynomials of SE(3). Therefore we use the principle of
transference as a guidance but should still address a number of questions:
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(a) If we dualise any SO(3,R) vector invariant, do we get an SO(3,D)
invariant? Are the real and dual parts SE(3) invariants?
(b) Do the real and dual parts of SO(3,D) vector invariants generate all
SE(3) vector invariants in the ring of polynomial invariants, or can we
at least express the vector invariants of the adjoint action of SE(3)
as rational functions in terms of those vector invariants obtained by
dualising SO(3,R)?
(c) Do the syzygies of vector invariants of SO(3,R) dualise to syzygies of
SO(3,D) and hence SE(3) vector invariants?
In this thesis we will address the previous questions and prove some the-
orems that would help to answer them. However, we need first some basic
definitions, theorems, and results found by other mathematicians, so we will
state some others’ results that might help us in our aim in this research.
In 1900, Hilbert proposed 23 problems that he hoped might be solved
during the coming century. Hilbert’s fourteenth problem asks whether the
algebra of all invariant polynomials under a certain representation is always
finitely generated. The ring of invariant polynomials for real reductive groups
is now known to be finitely generated [38]. On the other hand, for non-
reductive groups we do not have a theorem that the algebra of all invariant
polynomials is finitely generated. In fact, we have a counter-example to finite
generation. Nagata in 1958 exhibited an example of a non-reductive group for
which the ring of invariant polynomials is not finitely generated [36]. More
recently, Panyushev [39] gives a general theoretical treatment of Lie algebra
semi-direct products from an algebraic-geometric viewpoint. In particular,
for semi-direct products G n V with G reductive group acting on a vector
space V , the ring of polynomial invariants for the adjoint action is finitely
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generated. In the case V = g, Panyushev’s treatment remains valid up to
when syzygies start appearing.
Our key example is the Lie group SE(3) ∼= SO(3,R)nR3, a semi-direct
product of rotations about the origin in R3 with translations, and elements
in the Lie algebra se(3) of SE(3) are called screws. The group SE(3) is a
non-reductive group, whereas SO(3,R) is a reductive group and Weyl [49]
describes the vector invariant theory for the special orthogonal groups in all
dimensions. By using Panyushev’s treatment mentioned above, the ring of
polynomial invariants for the adjoint action of SE(3) acting on single and
double screws is finitely generated. Donelan and Gibson [15] prove that every
polynomial invariant of the adjoint action of SE(3) belongs to R[ω ·ω,ω ·υ],
see also Donelan and Selig [16]. Crook [12] states the vector invariants of
SE(3) acting on double screws and represents them using Plu¨cker coordi-
nates. Selig, in his book [47], Chapter 7 page 161, studies the invariant
functions of 3-tensors, or of three screws Su, Sv, Sw and represents those
invariant functions in terms of the invariant 6 × 6 symmetric matrices Q∞
and Q0. Moreover, the invariants of the adjoint action of SE(3) in Selig’s
book agree with vector invariants obtained by dualisation in our Theorem
6.3.1. For instance, invariant functions of degree 3 in Selig’s book are
StuQ∞[Sv, Sw], S
t
uQ0[Sv, Sw].
Straightforward calculation can verify that these invariants are equivalent to
our I123 and Iˆ123 in Theorem 6.3.1. In addition, Study [48, Pages 159 and
202] writes down the same invariants and syzygies that we derive using the
dualisation procedure in Theorem 6.3.1 and Result 6.4.1.
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1.2 The geometric point of view
The Euclidean group SE(3) preserves the distance and orientation in R3, that
is, the distance between two points remains invariant and the orientation is
preserved, that means, right-handed system of coordinates remains right-
handed. As a consequence of the fact that SE(3) satisfy the two previous
properties, SE(3) is used for the kinematics of a rigid body. In this thesis
we study Denavit–Hartenberg parameters [23] used to describe a serial robot
arm. In particular, our interest is in the Denavit–Hartenberg parameters,
link length and offset, and we address these questions:
(a) Can we express offset and link length formulae using Plu¨cker coordi-
nates?
(b) Are the offset and the link length parameters invariants of the adjoint
action of SE(3)?
(c) Can we express the offset and the link length formulae in terms of the
known vector invariants of the adjoint action of SE(3)?
In Chapters 8 and 9, we will answer the previous questions and show
that there is a new (dual) set of screws whose invariants are related to and
expressible in terms of vector invariants of the original set of screws. Now let
us review other mathematicians’ work in geometry, and in particular, screw
theory and its representation.
In a general rigid-body spatial displacement, Chasles [7] described ele-
ments of Euclidean group and proved that such a displacement of any ele-
ment of SE(3) was equivalent to a combination of a rotation about and a
translation along some straight line, while Ball [2] was interested in the Lie
algebra of the Euclidean group se(3) and had shown that the most general
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velocity of a rigid-body is equivalent to rotation velocity, about a definite
axis, combined with a translation velocity along this axis, thus forming a
helical motion, which he referred to as a twist velocity about a screw. The
screw consists of a screw axis (the same line as the rotation axis) together
with a pitch (a linear magnitude) given by the ratio of the magnitude of the
translational velocity to the magnitude of the rotational velocity. The twist
velocity is hence a screw with an associated magnitude (angular speed).
There is a close connection here with Plu¨cker line coordinates in a 3-
dimensional projective space, consider a line containing distinct points x
and y with homogeneous coordinates (x0, x1, x2, x3) and (y0, y1, y2, y3), re-
spectively. Let M be the 4× 2 matrix with these coordinates as columns.
M =

x0 y0
x1 y1
x2 y2
x3 y3

We define Plu¨cker coordinates pij as the 2× 2 sub-determinant of rows i and
j of M ,
pij =
∣∣∣∣∣∣∣
xi yi
xj yj
∣∣∣∣∣∣∣ = xiyj − xjyi
This implies pii = 0 and pij = −pji, reducing the possiblities to only 6 =
(
4
2
)
distinct quantities (p01, p02, p03, p23, p31, p12). A line in space can be repre-
sented by the six Plu¨cker coordinates which arise as the components of two
3-vectors ω, υ [42] as follows. Assuming the line is not at infinity, so that at
least one of x0, y0 6= 0, the first vector, ω, with three components, w1 = p01,
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w2 = p02, and w3 = p03, is non-zero and defines the direction of the given line.
In this case, the second vector, υ, with components, v1 = p23, v2 = p31, and
v3 = p12, is the moment of the line about the origin. So, ω×q = υ, where q
is the position vector of any point on the line. From contemporary standard
vector algebra ω · υ = ω · (ω × q) = 0, and so the two vectors ω and υ are
always orthogonal. For finite lines, if we choose ω to be a unit vector, then
six Plu¨cker coordinates satisfy the relations ω · υ = 0 and ω · ω = 1. There
are hence two conditions imposed on the six Plu¨cker coordinates and only
four independent coordinates remain. In general, the Plu¨cker coordinates
are homogeneous, that is, non-zero multiples of a given set of coordinates
represent the same line in space. the equation ω · υ = 0 defines a four-
dimensional quadric hypersurface in projective space PR5, called the Klein
quadric. However, points of PR5 not on the Klein quadric cannot represent
lines.
The six Plu¨cker coordinates of a line, define the position and orientation of
the line with respect to the origin point. To describe the relative orientation
of two skew straight lines in space a unique twist angle, α and a unique
common perpendicular distance, d, are defined.
The symbol  in the dual number is originally introduced by Clifford
[10]. Study [48] showed how the twist angle, α and common perpendicular
distance, d, between two skew lines may be combined into a dual number of
the form α+ d (where 2 = 0). In the modern version of Clifford’s operator
, lines may be represented using dual vectors. A given line in space, which
does not pass through the origin, has three dual angles αx + dx, αy + dy,
and αz + dz, that it makes with the three coordinate axes. These three dual
angles may be related to the six Plu¨cker coordinates, Rooney [43] had shown
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that relationships are:
cos(αx + dx) = w1 + v1,
cos(αy + dy) = w2 + v2,
cos(αz + dz) = w3 + v3.
The three dual numbers w1 + v1, w2 + v2, and w3 + v3 are referred to as
the dual direction cosines of the line and they may be considered to be the
three components of a unit dual vector. The dual vector describing any line
in space is written:
ω + υ = (w1, w2, w3) + (v1, v2, v3)
= (w1 + v1, w2 + v2, w3 + v3).
In general, when ω ·υ 6= 0 the dual vector ω+ υ represents a screw in space
with screw axis (ω,υ− hω) associated with pitch h = ω·υ
ω·ω . Dual vectors are
another way of representing elements of the Lie algebra se(3) and the screw
mentioned in Ball [3].
Clifford [10] extended Hamilton’s notion of quaternions and introduced
the notion of a biquaternion, which is a combination of two quaternions
algebraically combined via a new symbol, , defined to have the property
2 = 0. The biquaternion has the form q + r, where q and r are both
quaternions in the usual Hamiltonian form. The dual quaternion is called a
motor, which is now known as a screw. Clifford’s motivation in creating his
biquaternion derives essentially from mechanics and the methods introduced
by Clifford are now valuable tools in study of robot manipulators, especially
parallel manipulators, see for example Husty [26].
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For sake of completeness we have to mention “the principle of transfer-
ence”, which was originally proven by Kotelnikov but the proof was lost dur-
ing the Russian revolution [8]. The principle of transference has piqued a lot
of mathematicians interest, for instance, Chevallier [8], Rico and Duffy [17],
and Study [48]. The principle of transference states that when dual numbers
replace real numbers, then all relations of vector algebra for intersecting lines
are also valid for skew lines. In practice, this means that all properties of
vector algebra for the kinematics of a rigid body with a fixed point (spherical
kinematics) also hold for the screw algebra of a free rigid body (spatial kine-
matics). Consequently, the motion of a general rigid body can be described
by only three dual equations rather than six real equations [6].
1.3 Review of contents
Now we discuss the structure of this thesis in more detail as follows:
Chapter 2 introduces some background material on the special Euclidean
group SE(3) and special orthogonal group SO(3,R), a definition and proper-
ties of the dual numbers D, dual matrices, some basic lemmas and theorems
that shall help us in proving theorems in the next chapters.
In Chapter 3, we start by defining Lie groups and Lie algebras and
describe the algebraic groups SO(3,R) and SE(3) as a Lie groups and their
corresponding Lie algebras so(3,R) and se(3) respectively. Since the elements
of so(3,R) and se(3) are matrices, the Lie bracket, which is the operation
between any two elements in the Lie algebra, is defined by the commutator.
We show that the Lie algebra of so(3,R) consists of 3 × 3 skew-symmetric
matrices. Any element of the Lie algebra of se(3) has been represented using
Plu¨cker coordinates (ω,υ), where there is an isomorphism between R3 and
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so(3,R) given by the natural representation in Theorem 3.4.1. Moreover,
any element of Lie algebra se(3) is called a screw, which is a projective twist.
The axis and the pitch of twist are also defined. For the sake of completeness
of the introductory material in this chapter, we define the exponential map
and how it gives a rise to the adjoint action of the group on its Lie algebra.
Chapter 4 includes the definition of the invariant polynomial that be-
longs to the ring of polynomials under a certain representation. The adjoint
action representation is faithful and hence we can define the vector invari-
ants of the adjoint action of SE(3) acting on screws. Moreover, this chapter
includes the first and the second fundamental theorem of invariant theory
of SO(3,R) acting on m-fold vector and the first fundamental theorem of
invariant theory of SE(3) acting on single and double screws.
From now on we start describing the main chapters of this thesis. The
remaining five chapters include new material as follows:
In Chapter 5, we prove the isomorphism between SE(3) and SO(3,D)
and define the dual map between the ring of real polynomial and the ring
of dual polynomial. That enables us to prove that dualising any invariant
polynomial of SO(3,R) gives a dual polynomial invariant of SO(3,D). More-
over, we prove that the real and dual part of a dual polynomial, obtained
by dualising a polynomial of SO(3,R), are invariant polynomials of SE(3).
This result also holds for sets of k vectors.
In Chapter 6, we introduce the process of dualisation. We split the real
and the dual part of the dual vector invariants and we obtain the vector
invariants of the adjoint action of SE(3) acting on single, double, and triple
screws. In the case of three screws, we obtain 14 basic vector invariants. We
prove that the first 12 vector invariants are algebraically independent, while
the last two, namely I123 and Iˆ123, are not algebraically independent with the
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first 12 vector invariants. We find two basic syzygies of SE(3) by dualising
SO(3,R) syzygies.
In Chapter 7, we prove every odd and every even vector invariant of
the adjoint action of E(3) acting on k screws is a vector invariant of the
adjoint action of SE(3) acting on k screws. We show that every even vector
invariant of the adjoint action of E(3) acting on triple screws can be expressed
rationally in terms of vector invariants Iij, Iˆij and Iˆ
2
123, i = 1, 2, 3, while we
prove that every odd vector invariants of the adjoint action of E(3) acting on
triple screws can be expressed by a product I123 with even function. Hence
the vector invariants of the adjoint action of SE(3) acting on triple screws
can be expressed rationally in terms of vector invariants Iij, Iˆij, I123 and Iˆ
2
123,
i = 1, 2, 3.
In Chapter 8, we introduce Denavit–Hartenberg parameters to define
serial robot arms consisting of serial joints. In particular, three serial joints
in a general position and ignoring special cases. We focus on two parameters:
link length and offset. Obtaining formulae of link lengths and offsets and
representing them by using Plu¨cker coordinates is the first step. However, to
express the link lengths and the offsets in terms of the vector invariants of
the adjoint action of SE(3) is one of the most important results and gives a
clearer picture for both the geometers and the algebraists.
Chapter 9 presents the physical interpretation of the Lie bracket of two
screws and the consequences of this for sets of three screws. The Lie bracket
between two screws gives us a screw whose axis is a common perpendic-
ular to both screws. The set of three screws Si, i = 1, 2, 3 has three Lie
brackets which means three common perpendicular screws and hence we
have a new set of screws S ′i, i = 1, 2, 3. They are related and form a “geo-
metrical duality”. We obtain the vector invariants of the adjoint action of
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SE(3) for S ′i, i = 1, 2, 3 and express them in terms of the vector invariants
of Si, i = 1, 2, 3. Moreover, we discover the relation between Si and S
′
i, that
is, the link length in Si becomes offset in S
′
i and vice versa. We apply the
Lie bracket between any two screws S ′j and S
′
k and we get the same original
screw S ′i but with different pitch h
′′
i .
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Chapter 2
Groups and Group Actions
2.1 The Euclidean group
The set of all n × n non-singular matrices with elements in a field k under
matrix multiplication forms a group called the general linear group over the
field k, denoted by GL(n,k). Unless n = 1, these groups are not abelian. In
this thesis we will only be interested in k = R.
The special linear group SL(n,R) of order n consists of all those real n×n
matrices A that have inverse and detA = 1 and it is a subgroup of GL(n,R).
The orthogonal group O(n,R) is also a subgroup of GL(n,R) and is defined
as the group of invertible linear transformations that preserve the standard
inner product on Rn
〈x,y〉 =
n∑
i=1
xiyi. (2.1)
That is, for all x,y ∈ Rn
〈Ax, Ay〉 = 〈x,y〉. (2.2)
13
14 CHAPTER 2. GROUPS AND GROUP ACTIONS
The orthogonal group has the following well known property
O(n,R) = {A ∈ GL(n,R) : AtA = In}. (2.3)
The matrices in the orthogonal group are called orthogonal matrices.
The group O(n,R) consists of two disjoint components–the proper and
improper rotations of Rn about the origin. In addition to preserving the
inner product (and hence length), proper rotations must also preserve orien-
tation. A non-singular matrix will preserve or reverse orientation according
to whether the determinant of the matrix is positive or negative. Explicitly,
for an orthogonal matrix A, note that detAt = detA implies (detA)2 = 1 so
that detA = ±1. The subgroup of orthogonal matrices with determinant +1
that preserve orientation is called the special orthogonal group and is denoted
by SO(n,R). That is,
SO(n,R) = {A ∈ GL(n,R) : AtA = I, detA = 1}. (2.4)
Applications in physics and engineering frequently concern rigid bodies in
3-dimensions and so SO(3,R) is of particular importance.
Definition 2.1.1. A group G with identity e acts on a set X if there is a
function ρ : G×X −→ X (called an action of G) such that:
(a) ρ(e, x) = x for all x ∈ X;
(b) ρ(gh, x) = ρ(g, ρ(h, x)) for all g, h ∈ G and x ∈ X.
By saying that a group G of matrices is a collection of symmetries of a
set X ⊆ Rn we mean that there is an action ρ of G on X defined via matrix-
vector multiplication. For instance, given A ∈ SO(n,R) and x ∈ Rn, this
may define ρ(A,x) = Ax.
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The usual Euclidean metric for any x,y ∈ Rn is defined by
d(x,y) = ‖x,y‖ =
√
〈x− y,x− y〉. (2.5)
The Euclidean group (of order n) E(n) is the symmetry group of the n-
dimensional Euclidean space, that is, the set of isometries µ of Rn with the
Euclidean metric
µ : Rn −→ Rn
d(µ(x), µ(y)) = d(x,y). (2.6)
It is clear that any isometry is a bijection and that its inverse is also an
isometry. Moreover E(n) is closed under composition and so certainly is a
group. Such isometries are called Euclidean motions.
Theorem 2.1.2. Every isometry µ of Rn can be achieved by an orthogonal
transformation A ∈ O(n,R) about the origin followed by a translation a ∈
Rn.
Proof. See [7].
Hence, as a set, E(n) is in bijective correspondence with the Cartesian
product
O(n,R)× Rn. (2.7)
However, as a group, the isomorphism is with the semi-direct product. The
composition of two isometries µi represented by (Ai, ai) ∈ O(n,R) × Rn,
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where i = 1, 2 is:
µ2 ◦ µ1(x) = A2(A1x + a1) + a2 (2.8)
= A2A1x + A2a1 + a2. (2.9)
Hence composition in O(n,R)× Rn is
(A2, a2)(A1, a1) = (A2A1, A2a1 + a2). (2.10)
The composition of any two elements in E(n) given in (2.10) tells us the
structure of this group, since the first component is a direct product but
the second not. This means the structure of E(n) is a semidirect or twisted
product of rotation group O(n,R) with the translation group Rn:
E(n) ∼= O(n,R)nRn. (2.11)
Such structures arise when there is an action of a group G on a vector space
V and we obtain Gn V as a group.
There is a subgroup SE(n) of the Euclidean group, special Euclidean
group of order n, consisting of the direct isometries, that is, isometries pre-
serving orientation, the orthogonal part has determinant equal one. By Theo-
rem 2.1.2 that subgroup consists of rotation about the origin and translation,
that is,
SE(n) ∼= SO(n,R)nRn. (2.12)
A representation is a homomorphism from the group to general linear
group. Note that SE(n) is not defined as a matrix group. However, there
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is a (n+ 1)-dimensional representation of SE(n), that is, an injective homo-
morphism SE(n) −→ GL(n+ 1) given by
(A, a) 7→
A a
0t 1
 . (2.13)
We have used a partitioned form for the matrix on the right and we will use
0 to mean 0t to make the notation simpler. This representation is a homo-
morphism, since multiplying these matrices exactly replicates the product of
the pairs in (2.10)
A2 a2
0 1

A1 a1
0 1
 =
A2A1 A2a1 + a2
0 1
 . (2.14)
The inverse of such a matrix is conveniently given by
A a
0 1

−1
=
At −Ata
0 1
 . (2.15)
Of interest in the special Euclidean group is when n = 3, that is SE(3).
This group has applications in physics and engineering. In this thesis we shall
study some applications of this group to robotics. For example, suppose we
want to study a moving rigid body, such as the end-effector of a robot arm.
We can specify two different coordinate frames: a home frame of reference
that is fixed in the ambient apace around the rigid body, and a coordinate
system embedded in the body itself. If a point has coordinates p = (x, y, z)
in the reference frame, and coordinates p′ = (x′, y′, z′) in the body frame,
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then these are linked by
p′
1
 =
A a
0 1

p
1
 , (2.16)
where (A, a) is the Euclidean motion with respect to choice of coordinates.
At the same time, assuming we want the coordinate system to coincide with
the home position of the end-effector, the end-effector coordinates are trans-
formed in exactly the same way. Now suppose, we choose different home
coordinates. they are related to the previous ones by
q
1
 =
B b
0 1

p
1
 . (2.17)
Then by using (2.16) and multiplying by the inverse of both sides in (2.17),
the motion in new coordinates isq′
1
 =
B b
0 1

p′
1

=
B b
0 1

A a
0 1

B b
0 1

−1q
1
 . (2.18)
So the transformation in the new coordinates is given by the conjugate of the
original transformation. In fact, in any group G conjugation can be thought
of as an action ρ of G on itself
ρ(h, g) = hgh−1. (2.19)
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2.2 Skew-symmetric matrices
A skew-symmetric (or antisymmetric) matrix is a square matrix T that
satisfies T = −T t. If the entry in the ith row and jth column is aij, then
aij = −aji. In particular all the main diagonal entries of skew-symmetric
matrix must be zero, so the trace is zero. Sums and scalar multiples of
skew-symmetric matrices are again skew-symmetric. Hence, the n× n skew-
symmetric matrices form a vector space, whose dimension is n(n− 1)/2.
Lemma 2.2.1. If T is an n×n skew-symmetric matrix, then for any x ∈ Rn,
xtTx = 0.
Proof. Any an n×n skew-symmetric matrix T satisfies T = −T t, that implies
to T + T t = 0, therefore xt(T + T t)x = 0 and hence xtTx = 0.
2.3 Dual numbers
Dual numbers, D, are a 2-dimensional commutative algebra over reals a,
and b and have the form dˆ = a + b, where  is called the dual unit and has
properties
 6= 0, 0 = 0 = 0, 1 = 1 = , 2 = 0. (2.20)
Dual numbers were first proposed by Clifford [9] and developed by the
German geometer E. Study (1862-1930) [48]. Study used dual numbers to
represent the relative position of two skew lines in space. This is a dual angle
which is defined as:
αˆ = α + d, (2.21)
where d is the length of the common perpendicular to the two lines in three
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dimensional space and α is the projective angle between the two lines.
The dual numbers form a commutative ring isomorphic to the quotient
of the polynomial ring R[x] by the ideal generated by the polynomial x2
R[x]/〈x2〉. (2.22)
The image of x in the quotient corresponds to the dual unit , the dual
numbers form a commutative ring with characteristic 0. While the inherited
multiplication gives the dual numbers the structure of a commutative and
associative algebra of dimension two over the reals, they do not form a field
since there is no multiplicative inverse.
The operations of addition and multiplication are defined for any two
dual numbers dˆ1 = a1 + b1 and dˆ2 = a2 + b2:
(a1 + b1) + (a2 + b2) = (a1 + a2) + (b1 + b2) (2.23)
D becomes an associative algebra with multiplication defined by setting 2 =
0, thus
(a1 + b1)(a2 + b2) = a1a2 + (a1b2 + a2b1), (2.24)
provided that a2 6= 0, the quotient dˆ1dˆ2 is also defined for all dˆ1 and dˆ2 as
follows:
dˆ1
dˆ2
=
a1 + b1
a2 + b2
=
a1
a2
+ 
(
b1
a2
− a1b2
a22
)
. (2.25)
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The conjugate of a dual number dˆ is defined by:
¯ˆ
d = a− b. (2.26)
The product of a dual number dˆ and its conjugate
¯ˆ
d satisfies:
dˆ
¯ˆ
d = a2. (2.27)
The modulus of a dual number is simply the real part
|dˆ| = a. (2.28)
The modulus can be negative since a is real number.
If f : R 7→ R is a polynomial function or given by a power series, then
we can define fˆ : D 7→ D by replacing the real variable by a dual quantity
dˆ = a+ b, that is,
fˆ(dˆ) = f(a+ b). (2.29)
Let f(x) = x3 so
fˆ(a+ b) = (a+ b)3 = a3 + 3a2b.
Now consider f as a power series in  so
fˆ(dˆ) = f(a) + bf ′(a), since 2 = 0.
This property is useful in the expansion of polynomials and power series. For
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example,
sin αˆ = sin(α + d) = sinα + d cosα,
cos αˆ = cos(α + d) = cosα− d sinα,
ea+b = ea(1 + b).
2.4 Dual matrices
Any (n × m) matrix, whose entries belong to the reals, can be written as
A = (aij) where aij ∈ R but if we replace the entries by dual numbers
(aˆij) ∈ D then the last is called a dual matrix.
Lemma 2.4.1. If Aˆ is a (n×m) matrix with dual number entries, then we
can write Aˆ as Aˆ = A0 + A1 where A0, A1 are (n ×m) matrices belonging
to MR(m,n).
Proof. Assume Aˆ is a (n ×m) matrix with dual numbers entries (aˆij) ∈ D,
hence aˆij = aij + bij where (aij), (bij) ∈ R
Aˆ =

aˆ11 aˆ12 · · · aˆ1n
aˆ21 aˆ22 · · · aˆ2n
...
...
. . .
...
aˆm1 aˆm2 · · · aˆmn

=

a11 + b11 a12 + b12 · · · a1n + b1n
a21 + b21 a22 + b22 · · · a2n + b2n
...
...
. . .
...
am1 + bm1 am2 + bm2 · · · amn + bmn

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=

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn

+ 

b11 b12 · · · b1n
b21 b22 · · · b2n
...
...
. . .
...
bm1 bm2 · · · bmn

= A0 + A1.
Thus, any dual matrix can be written using this form Aˆ = A0 + A1.
Lemma 2.4.2. If Aˆ is a (m×n) dual matrix, then the transpose of Aˆ is the
(n×m) dual matrix, and can be written as Aˆt = (A0 + A1)t = At0 + At1.
Proof. From linear algebra, the transpose of summation of any two matrices
is the sum of the transpose of each one, that is (A+B)t = At +Bt, and the
transpose of scalar multiple matrix is the scalar times matrix transpose, that
is (λB)t = λBt, when the two previous properties on the transpose of dual
matrix are applied the result is Aˆt = (A0 + A1)
t = At0 + A
t
1.
Definition 2.4.3. (McCarthy [34]). If Aˆ is a (n×n) matrix with dual number
entries, Aˆ = A0+A1, where A0, A1 ∈M(n,R) then the dual orthogonal group
is
SO(n,D) = {Aˆ ∈M(n,D) | AˆtAˆ = In, det Aˆ = 1}.
Theorem 2.4.4. Any element belonging to SO(n,D) can be written as Aˆ =
A0+A1 if and only if A0 ∈ SO(n,R) and (At0A1) is skew-symmetric matrix.
Proof. Let Aˆ be a matrix belonging to SO(n,D), which must satisfy SO(n,D)
properties in Definition 2.4.3. Aˆ can be written as Aˆ = A0 + A1, then
AˆtAˆ = (At0 + A
t
1)(A0 + A1) = A
t
0A0 + (A
t
0A1 + A
t
1A0) = I.
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This implies At0A0 = I, which means A0 is an orthogonal matrix. Moreover,
At0A1 + A
t
1A0 = 0n×n =⇒ At0A1 = −At1A0 =⇒ At0A1 = −(At0A1)t,
which means At0A1 is skew-symmetric matrix. We have
det(AˆtAˆ) = det(At0A0 +  (A
t
0A1 + A
t
1A0)︸ ︷︷ ︸
0n×n
)
= det(At0A0) = det(A0)
2 = (detA0)
2 = 1,
The fact that det(Aˆ) = 1 implies to det(A0) = 1, and hence A0 ∈ SO(n,R).
The reverse follows by reversing this argument.
Chapter 3
Lie Group and Lie Algebra of
SO(3,R) and SE(3)
3.1 Preliminaries
A real Lie group is a group that is also a smooth real finite-dimensional
manifold, so that the multiplication function G × G −→ G : (a, b) 7→ ab
and the inverse function G −→ G : a 7→ a−1 are smooth maps. GL(n,R),
SO(n,R), and SE(n) are examples of real Lie groups.
To identify an element of the tangent space of a Lie group, consider a
smooth path through the identity in a group G, that is p : R −→ G such
that p(0) = I, then d
dt
[p(t)]t=0 ∈ TIG . If the first derivative of paths at 0
are the same, then those paths are considered equivalent . A tangent vector
is an equivalence class for this relation. The space of equivalence classes can
be shown to be a vector space.
The product between two paths in the group is defined as p(t)q(s) ∈ G.
However, to understand the influence of the product on the group in the
tangent space of the same group, we should consider these two paths p, q :
25
26 CHAPTER 3. LIE GROUP AND ALGEBRAS
R −→ G and find the first derivative and assume that:
d
dt
[p(t)]t=0 = Y,
d
ds
[q(s)]s=0 = X.
We should differentiate the product with respect to time t, and then with
respect to time s in order to obtain a tangent vector at the identity I we
have to apply the conjugation trick, that is, q(s)p(t)q(s)−1, and remember
that q(0) = p(0) = I, then
d
ds
[
d
dt
[q(s)p(t)q(s)−1]t=0]s=0 =
d
ds
[q(s)Y q(s)−1]s=0,
=
d
ds
[q(s)]s=0Y q(0)
−1 + q(0)Y
d
ds
[q(s)−1]s=0.
If we differentiate q(s)q(s)−1 = I with respect to time s and evaluate at
s = 0, then we get d
ds
[q(s)−1]s=0 = − dds [q(s)]s=0 = −X, and hence
= XY − Y X.
This is the commutator of X and Y for the tangent space of a Lie Group
is called the Lie bracket, where XY denotes the standard matrix product.
It is a binary operator [·, ·] assigning an element of the tangent space TIG to
any pair of elements. The Lie bracket satisfies the following properties:
(a) bilinear: [λX1 + βX2, Y ] = λ[X1, Y ] + β[X2, Y ] and similarly for the
second argument.
(b) anti-symmetric: for all X, Y : [X, Y ] = −[Y,X]
(c) Jacobi identity: for all X, Y, Z
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0.
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A Lie algebra is a vector space g over a field k equipped with a skew-
symmetric k-bilinear form [·, ·] : g × g −→ g, which satisfies the Jacobi
identity.
3.2 Lie algebra of SO(n,R) and SE(n)
To find Lie algebra for orthogonal groups, consider the tangent space to the
identity in O(n,R) and SO(n,R). The orthogonal group O(n,R) consists
of two disconnected components, the one that contains the identity, is just
SO(n,R). So O(n,R) and SO(n,R) have the same tangent space at the iden-
tity and hence the same Lie algebra. In a matrix representation of SO(n,R) a
path through the identity is given by a matrix-valued function, γ(t) = M(t),
where M(0) = In and by (2.3)
M(t)tM(t) = In. (3.1)
Differentiating the last relation with respect to t, gives
(
d
dt
M(t)t
)
M(t) +M(t)t
(
d
dt
M(t)
)
= 0. (3.2)
Putting t = 0 we get
M˙(0)t + M˙(0) = 0. (3.3)
The last equation tells us that X = M˙(0) is a skew-symmetric matrix (i.e.
X t = −X). Hence, the tangent space to the identity In ∈ SO(n,R) consists
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of skew-symmetric matrices. Thus
so(n,R) = {X | X +X t = 0n×n}. (3.4)
As a special case, when n = 3, the Lie algebra of the special orthogonal group
denoted by so(3,R) and consists of 3×3 skew-symmetric matrices as follows:
=


0 −t3 t2
t3 0 −t1
−t2 t1 0
 | t1, t2, t3 ∈ R
 . (3.5)
To find the tangent space to the identity in SE(n), consider this path
γ : t 7−→
A(t) a(t)
0 1
 . (3.6)
This is a curve in the group SE(n), parametrised by time t. The derivative
at the identity element will thus be of the form
B b
0 0
 , (3.7)
where B is a n × n skew-symmetric matrix and b a n-component vector.
Hence
se(n,R) ∼= {(B,b) | B ∈ so(n,R),b ∈ Rn}. (3.8)
Tangent spaces give us a simple way to find the dimension of the group,
since the dimension of the manifold is the same as the dimension of its tan-
gent space. The dimension of the groups O(n,R) and SO(n,R) is thus the
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dimension of the vector space of n × n skew-symmetric matrices, which is
1
2
n(n − 1). However, the dimension of SE(n) is n(n + 1)/2, where n can
be attributed to the dimension of Rn, and the remaining n(n − 1)/2 is the
dimension of SO(n,R).
3.3 The exponential mapping
Another way of looking at Lie algebra elements is as left-invariant vector
fields on the group. Given a tangent vector at the identity, we can produce a
left-invariant vector field. All we do is to left translate the original vector to
every point on the group. If X is a matrix representing a tangent vector at
the identity, then the tangent vector at the point g of the group will be given
by gX. Hence, there is a one-to-one correspondence between tangent vectors
at the identity and left-invariant vector fields. Integral curves of a vector
field are smooth curves on manifold whose tangent vector at each point is in
a vector field at each of its points, such a curve would satisfy the differential
equation
dγ
dt
= γX. (3.9)
This equation has an analytic solution that passes through the identity
γ(t) = etX .
In the case that G is a matrix group, the exponential of matrix X can be
expanded into a power series:
eX = 1 +X +
X2
2!
+ · · ·+ X
n
n!
+ · · · (3.10)
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The exponential function gives a mapping from the Lie algebra to the group.
In general this mapping is neither one-to-one nor onto. However, the follow-
ing theorem gives locally one-to one and onto. Moreover, there is a neighbour-
hood of 0 in Lie algebra that maps homeomorphically to the neighbourhood
of the identity in the group.
Theorem 3.3.1. (Hall [22]). Let G be a matrix Lie group with Lie algebra
g. Then there exists a neighbourhood U of zero in g and a neighbourhood U ′
of the identity in G such that the exponential mapping takes U homeomor-
phically onto U ′.
Proof. See chapter three in [22].
As a special case the Lie algebra so(3,R) has three elements that are
defined as
Jx =

0 0 0
0 0 −1
0 1 0
 , Jy =

0 0 1
0 0 0
−1 0 0
 , Jz =

0 −1 0
1 0 0
0 0 0
 . (3.11)
In fact the Lie bracket cyclically permutes the basis elements
[Jx, Jy] = Jz, [Jy, Jz] = Jx, [Jz, Jx] = Jy. (3.12)
We can also explicitly describe the corresponding subgroups in SO(3,R) as
exp(tJx) =

1 0 0
0 cos t − sin t
0 sin t cos t
 , exp(tJy) =

cos t 0 sin t
0 1 0
− sin t 0 cos t
 , exp(tJz) =

cos t − sin t 0
sin t cos t 0
0 0 1
 .
(3.13)
The matrix exp(tJx) is a rotation around the x-axis by angle t. Similarly
Jy and Jz generate rotations around the y and z axes respectively. In fact
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since SO(3,R) is compact the three elements generate a neighbourhood of
identity in SO(3,R), and hence they generate the whole group SO(3,R).
3.4 Adjoint representation
There is a natural representation of the group on its Lie algebra called the
adjoint representation of the group. Consider a Lie group G and the
conjugation by an element g ∈ G. This gives a smooth mapping from the
manifold of G back to itself. A simple path in the group is given in a matrix
representation by
γ : t 7→ I + tX + t2Q(t), (3.14)
where X is the Lie algebra element and Q(t) the remainder that ensures
that the image of the path stays in the group. If we conjugate by g, then
differentiate and set t = 0, we get gXg−1. So the action for all g ∈ G is given
by
Ad(g)X = gXg−1. (3.15)
This action is called the adjoint action and it is linear since for any two
scalars α and β, we have
Ad(g)(αX1 + βX2) = g(αX1 + βX2)g
−1 = αgX1g−1 + βgX2g−1
= αAd(g)X1 + βAd(g)X2. (3.16)
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To find the adjoint action of so(3), we must calculate the product
Ω′ = RΩRt. (3.17)
where R ∈ SO(3,R) and Ω is 3 × 3 skew-symmetric matrix. To facilitate
the computation, we will write the rotation matrix as partitioned into three
vectors:
R =

rt1
rt2
rt3
 . (3.18)
Because of RRt = I3, the vectors must be mutually orthogonal unit vectors
rirj = 1 if i = j, and rirj = 0 if i 6= j. Moreover, det(R) = 1 means that the
triple product
r1 · (r2 × r3) = 1. (3.19)
If we multiply both sides of Equation 3.19 by r1, and permute (3.19) cyclically
to have r2 ·(r3×r1) = 1 and multiply both sides by r2, and similarly permute
again the same equation to get r3 · (r1 × r2) = 1 and multiply again by r3,
then we get these three equations
r2 × r3 = r1, r3 × r1 = r2, r1 × r2 = r3. (3.20)
The 3× 3 skew-symmetric matrix Ω can be written as Ωυ = ω × υ for any
vector υ ∈ R3 and ω ∈ R3, thus
RΩRt = R(ω × r1|ω × r2|ω × r3);
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=

0 r1 · (ω × r2) r1 · (ω × r3)
r2 · (ω × r1) 0 r2 · (ω × r3)
r3 · (ω × r1) r3 · (ω × r2) 0
 . (3.21)
Using (3.20) after rearranging cyclically, gives us
RΩRt =

0 −r3 · ω r2 · ω
r3 · ω 0 −r1 · ω
−r2 · ω r1 · ω 0
 . (3.22)
The last matrix is skew-symmetric which can be written in terms of the vec-
tor ω as Rω and that is the adjoint representation of SO(3,R) on its Lie
algebra. The adjoint representation of SO(3,R) is the same as its defin-
ing representation on R3 so the standard representation coincides with the
adjoint representation. This is an accidental property of three dimensions
which does not generalise [47].
Theorem 3.4.1. (Kraft [31]) Adjoint representation of SO(3,R) on so(3,R)
is isomorphic to the natural representation of the same group on R3 where
the isomorphism ϕ : so(3,R) −→ R3 given by
ϕ(X) =

t1
t2
t3
 ∈ R3, where X ∈ so(3,R). (3.23)
With an easy calculation you can note that trX2 = −2|ϕ(X)|2 and
X3 = −|ϕ(X)|2X. Moreover, ϕ(X)tX = 0.
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The adjoint action of SE(3) on its Lie algebra is now simple to compute.
For a typical Lie algebra element in 4× 4 matrix form, we have
Ω′ υ′
0 0
 =
R t
0 1

Ω υ
0 0

Rt −Rtt
0 1

=
RΩRt Rυ −RΩRtt
0 0
 . (3.24)
RΩRt is the adjoint action of SO(3,R) and equal to Rω. However,
−RΩRtt = −(Rω)× t = t× (Rω),
and this can be written as TRω. In six-component vector form of the Lie
algebra, the representation has the form
ω′
υ′
 =
 R 0
TR R

ω
υ
 . (3.25)
Summary, a rotation by R ∈ SO(3,R) followed by a translation t ∈ R3 is
represented by the 6× 6 matrix as follows:
 R 0
TR R
 . (3.26)
Definition 3.4.2. Adjoint action of the special Euclidean group is repre-
sented as
α2 : SE(3)× se(3) −→ se(3)
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α2((R, t), (ω,υ)) =
 R 0
TR R

ω
υ
 ;
=
 Rω
TRω +Rυ
 , (3.27)
where R ∈ SO(3,R), t ∈ R3, and T ∈ so(3,R).
3.5 Twists and Plu¨cker coordinates
As a special case when n = 3, the Lie algebra se(3) elements are called Ball’s
screws or twists and hence
se(3,R) = {(B,b) | B ∈ so(3,R),b ∈ R3}. (3.28)
A 3× 3 skew-symmetric matrix B has only three independent elements.
Those elements can be assembled into the vector ω. The action of the skew
symmetric matrix B on an arbitrary vector y is equivalent to the cross prod-
uct by ω, that is By = ω×y. Hence, we can write any element in se(3,R),
using the six-dimensional vector (w1, w2, w3, v1, v2, v3) = (ω,υ) the Plu¨cker
coordinates of the twist where υ = b [35, 47].
We should write (ωt,υt)t but where there is no likehood of confusion we
simply write (ω,υ) for the Plu¨cker coordinates of a twist. The term screw
is frequently used in place of twist but properly a screw is a projective twist
(i.e. only defined up to non-zero multiple).
Twist and screws are fundamental concepts in Kinematics, and the gen-
eral theory is developed comprehensively in Ball [2], and Hunt [25].
Ball defined a twist as follows: A body is said to receive a twist about
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a screw when it is rotated uniformly about the screw, while it is translated
uniformly parallel to screw through a distance equal to the product of the
pitch and the circular measure of the angle of rotation. A screw is a straight
line with which a definite linear magnitude termed in the pitch, is associated.
The pitch is the rectilinear distance through which the body is translated
parallel to the axis of the screw, while the body is rotated through the an-
gular unit of circular measure and it is equal the ratio of the translational
displacement and the rotational displacement of the body given as:
h =
ω · υ
ω · ω . (3.29)
The vector υ of the screw (ω,υ) can be decomposed into components parallel
to and perpendicular to ω, see Figure (3.5). The parallel component is the
velocity along the axis υ‖ = hω where h is the pitch of the screw and given
in (3.29). The perpendicular component is the moment of the axis about the
origin υ⊥ = υ − hω, so we can determine a vector q such that this vector
satisfies the equation
q× ω = υ − hω. (3.30)
The solution of this equation is obtained by computing the cross product of
both sides with ω, in which case we obtain
q =
ω × υ
ω · ω . (3.31)
If the screw takes the form (ω, hω) with its linear and angular velocity
vectors aligned in the direction vector ω, then in this case we can see explicitly
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ω
q = ω×υ
ω·ω
υ‖
h = ω·υ
ω·ω
Figure 3.1: A screw line in three dimensional space, where υ has been de-
composed into parallel and perpendicular to ω, and h is its pitch.
that the body moves in screw motion. The points in a body undergoing a
constant screw motion trace helices in the fixed frame. If υ = 0, implies
to screw motion has zero pitch, then the trajectories of points are circles,
and the movement is a pure rotation. If ω = 0 implies to screw motion has
infinite pitch, then the trajectories are all straight lines in the same direction.
The Lie bracket of two screws given by Plu¨cker coordinates S1 = (ω1,υ1)
and S2 = (ω2,υ2) is
[S1, S2] = (ω1 × ω2,ω1 × υ2 + υ1 × ω2). (3.32)
In Chapter 8 we shall talk more about screws and their application in
Denavit–Hartenberg parameters of robot arms. However, in Chapter 9 we
shall introduce the physical meaning of the Lie bracket of two screws with
more details in geometrical duality of robot arms.
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Chapter 4
Invariant Theory of SO(3,R)
and SE(3)
4.1 Polynomial rings and rings of invariants
Definition 4.1.1. ( Kraft [31], Neusel [37]). Let ρ : G −→ GL(n,k) be a
group representation, and k[V] = k[x1, · · · , xn] where V = kn be the ring
of polynomials in n indeterminates x1, · · · , xn with coefficients from a
field k, then a polynomial f ∈ k[x1, · · · , xn] is invariant under the group
action of G if
f(x) = f(Ax), where x = (x1, · · · , xn), (4.1)
for all A ∈ G. The subset of all invariant polynomials is denoted
k[x1, · · · , xn]G.
In Definition 4.1.1 for a non matrix group we denote Ax = ρ(A)x since
not all groups are matrix groups. Moreover, note that this is a somewhat
sloppy notation since the f ′s are invariant under representation ρ(G). Since
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the same group can have various representations we should write k[V]ρ(G).
Proposition 4.1.2. The set k[V]G ⊆ k[V] of invariant polynomials forms
an k-subalgebra.
Proof. See [37] page 55.
k[V]G is a commutative integral domain, because it is the subring of the
commutative integral domain k[V]. Furthermore, the ring of polynomial
invariants inherits the grading from k[V], because the group action respects
homogeneity.
Example 4.1.3. LetG = SO(3,R) acting on R3 by f(x) = x21+x22+x23 = x·x
f is invariant under G since
f(Ax) = Ax · Ax = x · x = f(x),
for all A ∈ SO(3,R).
Example 4.1.4. The Klein form ω · υ and Killing form ω · ω are real in-
variants of the adjoint action of the special Euclidean group where (υ,ω) are
Plu¨cker coordinates for se(3) [47]. They can be expressed as a polynomial
where
f(ω,υ) = ω · ω = w21 + w22 + w23,
g(ω,υ) = ω · υ = w1v1 + w2v2 + w3v3.
Let (R, t) be an element in SE(3), and ρ((R, t)) = A be the representa-
tion of the adjoint action of SE(3) defined in Theorem 3.4.2. We can show
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f and g are invariant under the adjoint action of SE(3). Firstly,
f(A(ω,υ)) =

 R 0
TR R

ω
υ


= f(Rω, TRω +Rυ) = Rω ·Rω
= ω · ω = f(ω,υ).
Secondly,
g(A(ω,υ)) = g(Rω, TRω +Rυ) = (Rω) · (TRω +Rv).
Since T is skew-symmetric matrix then TRω = t×Rω, thus
= (Rω) · (t×Rω) +Rω ·Rυ = t · (Rω ×Rω)︸ ︷︷ ︸
zero
+ω · υ
= ω · υ = g(ω,υ).
4.2 Vector invariants
Lemma 4.2.1. (Neusel [37]). The representation ρ : G −→ GL(n,k) is
faithful if and only if the induced group action of G on kn is faithful.
Proof. See Lemma 3.7 in [37].
Definition 4.2.2. (Neusel [37]). Let ρ : G −→ GL(n,k) be a faithful group
representation. Set ρ1 = ρ and define a new representation
ρ2 : G −→ GL(2n,k), (4.2)
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afforded by the block matrices
ρ2(g) =
ρ1(g) 0
0 ρ1(g)
 .
Iteratively we define
ρk : G −→ GL(kn,k), g 7→ diagonal(ρ1(g), · · · , ρ1(g)).
We say that ρk is the k-fold vector representation of ρ. The group G acts
via ρk by acting on the k vectors simultaneously. The corresponding ring of
invariants is called the ring of vector invariants [37].
4.3 The first fundamental theorem of invari-
ant theory for SO(3,R)
The first fundamental theorem for the special orthogonal group SO(3,R)
was proved by Weyl [49] and he stated the vector invariants of the orthogonal
group acting on a standard action on Rn. For three dimensions, the standard
action of the orthogonal group is isomorphic to the adjoint action of the same
group. Weyl divided the vector invariants of the orthogonal group into odd
and even invariants. Moreover, the fundamental theorem of invariant theory
of SO(3,R) consists of all those odd and even vector invariants.
Theorem 4.3.1. For the m-fold vector representation of SO(3,R)
(a) Every even invariant can be written as a polynomial in the scalar prod-
ucts
ωi · ωj
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for 1 ≤ i ≤ j ≤ m, where ωi,ωj ∈ R3.
(b) Every odd invariant is a sum of terms of the form
[ωi ωj ωk]f
∗(ω1, · · · ,ωm),
for 1 ≤ i ≤ j ≤ k ≤ m, where ωi,ωj,ωk ∈ R3, and f ∗ is an even
invariant. Square bracket means the determinant of those three vectors.
Proof. See Theorem 2.9.A in [49].
Corollary 4.3.2. The m-fold vector invariants of SO(3,R) are generated by
(a) for m = 1 :
ω1 · ω1.
(b) for m = 2 :
ω1 · ω1, ω1 · ω2, ω2 · ω2.
(c) for m = 3 :
ω1 ·ω1, ω1 ·ω2, ω1 ·ω3, ω2 ·ω2, ω2 ·ω3, ω3 ·ω3,
[ω1 ω2 ω3] = |ω1 ω2 ω3| = ω1 · (ω2 × ω3).
Proof. This follows directly from Theorem 4.3.1.
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4.4 The second fundamental theorem of in-
variant theory for SO(3,R)
The second fundamental theorem of invariants is about the algebraic relations
among these invariants which are also called syzygies. In Weyl [49], the
syzygies of SO(n,R) were fully described. We are interested in algebraic
relations of SO(3,R) acting on vectors. However, there are no relations
when there are at most two vectors, the syzygies start when there are at
least three vectors and hence the syzygies of m-fold vector representation of
SO(3,R):
(a) acting on three vectors ω1,ω2,ω3 ∈ R3 is
[ω1 ω2 ω3]
2 −
∣∣∣∣∣∣∣∣∣∣
ω1 · ω1 ω1 · ω2 ω1 · ω3
ω2 · ω1 ω2 · ω2 ω2 · ω3
ω3 · ω1 ω3 · ω2 ω3 · ω3
∣∣∣∣∣∣∣∣∣∣
= 0. (4.3)
(b) acting on four vectors ω1,ω2,ω3,ω4 ∈ R3 are the first type syzygy in
(4.3) and this type
∑
ω1···ω4
±[ω1 ω2 ω3](ω4 · ω) = 0, (4.4)
for any ω ∈ R3.
(c) acting on n-fold vectors in R3 are the first type syzygy (4.3) and this
type
n∑
λ=1
(−1)λ−1[ωi1 · · ·ωiλ−1ωiλ+1 · · ·ωik ](ωiλ · ωj) = 0, (4.5)
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for any ωj and 1 ≤ i1 ≤ · · · ≤ iλ ≤ · · · ≤ ik ≤ n.
4.5 The first fundamental theorem of invari-
ant theory for SE(3)
Theorem 4.5.1. (Donelan et al [16]). Every polynomial invariant of the
adjoint action of SE(3) belongs to R[ω · ω,ω · υ].
Proof. See Theorem 3.1 in [16].
Theorem 4.5.2. The invariant ring of SE(3) acting on two screws is gen-
erated by ωi · ωj,ωi · υi,ω1 · υ2 + υ1 · ω2( for 1 ≤ i ≤ j ≤ 2).
Proof. See Theorem 7.4.1 in [14,39].
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Chapter 5
Algebraic Mappings Among
SO(3,R), SO(3,D) and SE(3)
5.1 Preliminaries
Lemma 5.1.1. If f be any SO(3,R) invariant polynomial , then given ω ∈
R3 there is a scalar λ such that ∇f(ω) = λωt.
Proof. Suppose f is SO(3,R) invariant polynomial defined as f : R3 −→ R.
Choose A ∈ SO(3,R), then for any ω ∈ R3 we have f(Aω) = f(ω) since f
is SO(3,R) invariant. In addition ‖Aω‖ = ‖ω‖ so they are contained in the
same sphere. This means that the level sets of f are unions of spheres (except
for the origin 0). From vector calculus ∇f is orthogonal to the level surface
of f . Moreover ∇f is parallel to ωt since the last one is also orthogonal to
the sphere, therefore there is a scalar λ such that
∇f(ω) = λωt.
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Theorem 5.1.2. There is a Lie group isomorphism between the dual special
orthogonal group and the special Euclidean group given by :
φ : SO(3,D) −→ SE(3)
φ(A0 + A1) =
A0 0
A1 A0

6×6
(5.1)
Proof. We show that φ is a homomorphism, bijective. To prove φ is a homo-
morphism, let Aˆ, Bˆ ∈ SO(3,D), then
φ(AˆBˆ) = φ((A0 + A1)(B0 + B1))
= φ(A0B0 + (A0B1 + A1B0))
=
 A0B0 0
A0B1 + A1B0 A0B0

=
A0 0
A1 A0

B0 0
B1 B0

= φ(Aˆ)φ(Bˆ).
To show φ is injective, assume φ(A0+A1) = φ(B0+B1), then φ map above
obtains this equality:
A0 0
A1 A0
 =
B0 0
B1 B0
 . (5.2)
This implies to A0 = B0, A1 = B1, therefore
A0 + A1 = B0 + B1. (5.3)
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To show that φ is onto. It is clear that for all x ∈ SE(3) there exists
y ∈ SO(3,D) such that φ(y) = x.
The inverse for the map φ exists and defined by:
ϕ : SE(3) −→ SO(3,D) (5.4)
ϕ

A0 0
A1 A0

 = A0 + A1. (5.5)
This map is well-defined. It is enough to prove ϕ is bijective, and the
proof is similar to φ.
Proposition 5.1.3. In Theorem 5.1.2 we used 6 × 6-matrix representationA0 0
A1 A0
 to represent the adjoint action of SE(3), and in Theorem 3.4.2
we used different 6 × 6-matrix representation
 R 0
TR R
 to represent the
same group under the same action. However, both representations are the
same, where A0 = R and T = A1A
t
0.
Lemma 5.1.4. There is a Lie group isomorphism between the dual special
orthogonal group acting on dual vector and the special Euclidean group acting
on single screw given by
φ1 : SO(3,D)×D3 −→ SE(3)× se(3)
φ1(Aˆ, uˆ) = ((A0, A1A
−1
0 ), (ω,υ)),
where Aˆ = A0 + A1 ∈ SO(3,D) and uˆ = ω + υ ∈ D3
Definition 5.1.5. There is Lie algebra isomorphism between the 3-
dimensional dual Lie algebra and special Euclidean Lie algebra represented
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by using Plu¨cker coordinates :
ψ : D3 −→ se(3)
ψ(ω + υ) =
ω
υ
 .
Definition 5.1.6. Adjoint action of the dual special orthogonal group is
represented as
α1 : SO(3,D)×D3 −→ D3
α1(Aˆ, uˆ) = Aˆuˆ,
where Aˆ ∈ SO(3,D) and uˆ ∈ D3.
Theorem 5.1.7. This diagram is commutative
SO(3,D)×D3 φ1−−−→ SE(3)× se(3)
α1
y yα2
D3 −−−→
ψ
se(3)
Proof. We must show that ψ ◦ α1 = α2 ◦ φ1. Assume Aˆ ∈ SO(3,D), so we
can write Aˆ = A0 + A1. Suppose uˆ ∈ D3, then we can write uˆ = ω + υ
where ω,υ ∈ R3. Firstly, by using Definition 5.1.6
α1(Aˆ, uˆ) = Aˆuˆ
= A0ω︸︷︷︸
R3
+ (A1ω + A0υ)︸ ︷︷ ︸
R3
∈ D3
(ψ ◦ α1)(Aˆuˆ) = ψ(α1(Aˆuˆ)) = ψ(A0ω + (A1ω + A0υ))
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=
 A0ω
A1ω + A0υ
 . (5.6)
Secondly, by using Definition 3.4.2
φ1(Aˆ, uˆ) = ((A0, A1A
−1
0 ), (ω,υ))
α2 ◦ φ1 = α2(φ(Aˆuˆ) = α2((A0, A1A−10 ), (ω,υ))
=
 A0 0
A1A
−1
0 A0 A0

ω
υ

=
 A0ω
A1ω + A0υ
 . (5.7)
Since (5.6) and (5.7) are equal, the diagram commutes.
This tells us that the adjoint action of dual orthogonal group is essentially
the same as (isomorphic to) that for the Euclidean group.
5.2 The algebraic structures on the dual
mapping
This part introduces the algebraic structures on which the dual mapping
operates. Duffy and Rico [17] studied the commutative algebra over the
real field, consisting of real differentiable functions defined on the ring of
polynomials R[x], similarly consider the commutative algebra over the real
field of continuous functions defined over suitable x × y ⊂ Rn × Rn with
coefficients over the dual numbers denoted D[x× y].
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Definition 5.2.1. (Duffy and Rico [17]). The dual mapping δ : R[x] −→
D[x× y] is defined as:
δ [f(x1, x2, · · · , xn)] = fˆ(x1, x2, · · · , xn; y1, y2, · · · , yn)
= f(x1, x2, · · · , xn) + 
n∑
r=1
yr
∂f
∂xr
(x)
= f(x) + ∇f(x)y, where 2 = 0.
Theorem 5.2.2. (Duffy and Rico [17]). The dual mapping δ : R[x] −→
D(x× y) is an algebra homomorphism.
Proof. We must show that :
(a) δ [g + h] = δ [g] + δ [h].
(b) δ [gh] = δ [g] δ [h].
(c) δ [λg] = λδ [g], where λ ∈ R.
Let g(x1, x2, · · · , xn), h(x1, x2, · · · , xn) ∈ R[x], proving (a) and (c) are
straightforward. We show (b):
(b) δ [g(x)h(x)] = δ [g(x1, x2, · · · , xn)h(x1, x2, · · · , xn)]
= g(x1, x2, · · · , xn)h(x1, x2, · · · , xn) + 
n∑
r=1
yr
∂(gh)
∂xr
= g(x1, x2, · · · , xn)h(x1, x2, · · · , xn) + 
n∑
r=1
yr(h
∂g
∂xr
+ g
∂h
∂xr
)
=
[
g(x1, x2, · · · , xn) + 
n∑
r=1
yr
∂g
∂xr
][
h(x1, x2, · · · , xn) + 
n∑
r=1
yr
∂h
∂xr
]
= δ [g(x1, x2, · · · , xn)]δ[h(x1, x2, · · · , xn)]
= δ [g(x)]δ[h(x)] .
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5.3 Dual invariants and the special orthogo-
nal group
Lemma 5.3.1. Let f ∈ R[ω]SO(3,R), then fˆ ∈ R[ω,υ] is a dual vector in-
variant of SO(3,D) i.e fˆ ∈ R[ω,υ]SO(3,D).
Proof. We must show that fˆ(Aˆuˆ) = fˆ(uˆ) for all Aˆ ∈ SO(3,D), and uˆ ∈ D3.
Let Aˆ ∈ SO(3,D) be defined as in Definition 2.4.3, and let uˆ = ω+ευ where
ω,υ ∈ R3. In addition Aˆuˆ = (A0 + A1)(ω + υ) = A0ω + (A1ω + A0υ).
fˆ(Aˆuˆ) = fˆ (A0ω;A1ω + A0υ) , by Definition 5.2.1 we get
= f(A0ω) + ∇f(A0ω)(A1ω + A0υ).
Since f is an SO(3,R) invariant then f(A0ω) = f(ω). Moreover, using
Lemma 5.1.1 we get,
fˆ(Aˆuˆ) = f(ω) + ∇f(ω)At0(A1ω + A0υ),
= f(ω) + ∇f(ω)At0A1ω + ∇f(ω)At0A0υ,
= f(ω) + λωt(At0A1)ω + ∇f(ω)υ.
From Theorem 2.4.4 At0A1 is skew symmetric matrix and from Lemma 2.2.1
ωt(At0A1)ω = 0, and hence
fˆ(Aˆuˆ) = f(ω) + ∇f(ω)υ,
= fˆ(ω;υ),
= fˆ(uˆ).
Therefore, fˆ is an invariant for SO(3,D).
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Theorem 5.3.2. Let f ∈ R[ω1,ω2, · · · ,ωk]SO(3,R), then fˆ is dual k vector
invariants of SO(3,D).
Proof. We must show that fˆ(Aˆuˆ1, · · · , Aˆuˆk) = fˆ(uˆ1, · · · , uˆk) where Aˆ ∈
SO(3,D), and uˆi ∈ D3 for all i = 1, 2, · · · , k. Let Aˆ be defined as in Defintion
2.4.3. Suppose uˆi = ωi + υi for all i = 1, 2, · · · , k, where ωi,υi ∈ R3. In
addition Aˆuˆ1 = A0ω1 + (A1ω1 +A0υ1) and Aˆuˆk = A0ωk + (A1ωk +A0υk)
fˆ
(
Aˆuˆ1, · · · , Aˆuˆk
)
= f (A0ω1, · · · , A0ωk;A1ω1 + A0υ1, · · · , A1ωk + A0υk) ,
by using the dual mapping in Definition 5.2.1 we get
= f(A0ω1, · · · , A0ωk) + ∇f(A0ω1, · · · , A0ωk)

A1ω1 + A0υ1
...
A1ωk + A0υk

3k×1
f(A0ω1, · · · , A0ωk) = f(ω1, · · · ,ωk), since f is an SO(3,R) invariant. Us-
ing the chain rule∇f(A0ω1, · · · , A0ωk) = ∇f(ω1, · · · ,ωk)diag (At0, · · · , At0︸ ︷︷ ︸
k−times
),
therefore
= f(ω1, · · · ,ωk) + ∇f(ω1, · · · ,ωk)diag (At0, · · · , At0︸ ︷︷ ︸
k−times
)


A0υ1
...
A0υk
+

A1ω1
...
A1ωk


= f(ω1, · · · ,ωk) + ∇f(ω1, · · · ,ωk)


υ1
...
υk

3k×1
+

At0A1ω1
...
At0A1ωk

3k×1
 ,
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from Theorem 2.4.4 remember that At0A1 is skew symmetric, and from
Lemma 5.1.1 ∇f(ω) = λωt, while Lemma 2.2.1 gives us ωt(At0A1)ω = 0.
Thus ∇f(ω1, · · · ,ωk)(At0A1ω1, · · · , At0A1ωk)t = 0, and hence
= f(ω1, · · · ,ωk) + ∇f(ω1, · · · ,ωk)(υ1, · · · ,υk)t
= f(ω1, · · · ,ωk;υ1, · · · ,υk)
= fˆ (uˆ1, · · · , uˆk) .
Therefore, fˆ is dual k vector invariants of SO(3,D).
Theorem 5.3.3. If f is k vector invariants of SO(3,R), then real and dual
parts of δ(f) = fˆ are (real) SE(3) k vector invariants.
Proof. First, let us prove this theorem for one dual vector. Assume the real
part of δ(f) is g(ω,υ) = f(ω), and the dual part of δ(f) is h(ω,υ) =
∇f(ω)υ, where g, h : R6 −→ R are functions of Plu¨cker coordinates acted
on by SE(3). Suppose A ∈ SE(3), then A =
A0 0
A1 A0
.
g(A(ω,υ)) = g

A0 0
A1 A0

ω
υ


= g(A0ω, A1ω + A0υ)
= f(A0ω).
Since g(ω,υ) is an invariant of SO(3,R) then f(A0ω) = f(ω), and we get
g(A(ω,υ)) = g(ω,υ).
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Hence, g(ω,υ) is an invariant of SE(3,R).
h(A(ω,υ)) = h

A0 0
A1 A0

ω
υ


= h (A0ω, A1ω + A0υ)
= ∇f(A0ω)(A1ω + A0υ).
From Lemma 5.3.1, the last formula will be
= ∇f(ω)υ = h(ω,υ).
Then h(ω,υ) is an invariant of SE(3).
Now assume we have k-dual vectors invariants of SO(3,D), then g, h :
R6 −→ R are functions of Plu¨cker coordinates acted on by SE(3) are defined
as follows
g(ω1 · · ·υk) = f(ω1, · · · ,ωk)
h(ω1 · · ·υk) = ∇f(ω1, · · ·ωk)(υ1, · · · ,υk)t.
We can generalise the argument above SO(3,D) invariants of one dual vector
as in the proof of Theorem 5.3.2, to prove that g and h are vector invariants of
SE(3). Hence the real and dual parts obtained from k-dual vector invariants
of SO(3,D) are vector invariants of the adjoint action of SE(3).
Chapter 6
Dualising SO(3,R) Vector
Invariants and Syzygies
All vector invariants of SO(3,R) are studied and stated by Weyl [49] for
multi copies of vectors. That gives us a base to study and find the vector
invariants of a certain representation of other groups acting either on single
or multi copies of their Lie algebra, for instance finding the vector invariants
of the adjoint action of SE(3) acting on multi copies of its Lie algebra, called
multiscrews.
If we dualise a vector invariant of the adjoint action of SO(3,R), then we
get a dual vector invariant which is, by Theorem 5.3.2, a vector invariant of
SO(3,D). Moreover, if we split the real and dual parts of SO(3,D) vector
invariant then we get real vector invariants of the adjoint action of SE(3)
and Theorem 5.3.3 assures that. The technique of dualisation for invariants
first appears in Selig [47]. The following sections give more mathematical
details.
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6.1 Dualising the vector invariant of SO(3,R)
acting on a single vector
According to Theorem 4.3.2 the vector invariant of the adjoint action of
SO(3,R) acting on single vector is ω ·ω. We will relabel ω ·ω by u ·u where
u ∈ R3. If we replace the real vector u by the dual vector uˆ = ω + υ then,
uˆ · uˆ = (ω + υ) · (ω + υ)
= ω · ω + 2ω · υ. (6.1)
From Lemma 5.3.1 the dual number (6.1) is a vector invariant of SO(3,D).
Moreover, if we split the real and dual parts, then we get the real vector
invariants ω · ω and ω · υ. According to Theorem 4.5.1 those two vector
invariants generate all vector invariants of the adjoint action of SE(3) acting
on a single screw, and hence every invariant of the adjoint action of SE(3)
acting on a single screw arising from dualising the vector invariant of the
adjoint action of SO(3,R) acting on single vector belongs to R[ω ·ω,ω · υ].
6.2 Dualising the vector invariants of SO(3,R)
acting on two vectors
Corollary 4.3.2 says the vector invariants of the adjoint action of SO(3,R)
acting on two vectors u1,u2 ∈ R3 are: u1 ·u1, u2 ·u2, and u1 ·u2. If we repeat
the same argument in Section 6.1 by replacing the real vectors u1, and u2 by
the dual vectors ω1 + υ1, and ω2 + υ2 respectively, then we get
uˆ1 · uˆ1 = ω1 · ω1 + 2ω1 · υ1.
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uˆ2 · uˆ2 = ω2 · ω2 + 2ω2 · υ2.
uˆ1 · uˆ2 = ω1 · ω2 + (ω1 · υ2 + υ1 · ω2). (6.2)
From Lemma 5.3.1 the dual numbers (6.2) are vector invariants of SO(3,D).
Moreover, if we split the real and dual parts, then we get the real vector
invariants of SE(3) as we see in the following theorem.
Theorem 6.2.1. Every invariant of the adjoint action of SE(3) acting on
double screws arising from dualising the vector invariants of the adjoint ac-
tion of SO(3,R) acting on two vectors belongs to
I11 = ω1 · ω1 Iˆ11 = ω1 · υ1
I22 = ω2 · ω2 Iˆ22 = ω2 · υ2
I12 = ω1 · ω2 Iˆ12 = ω1 · υ2 + υ1 · ω2
Proof. Just split the real and dual parts of 6.2, and hence ω1 · ω1, ω2 · ω2,
ω1 ·ω2, ω1 · υ1, ω2 · υ2 and ω1 · υ2 + υ1 ·ω2 are the vector invariants of the
adjoint action of SE(3) . According to Theorem 4.5.2 those vector invariants
generate all invariants of the adjoint action of SE(3) acting on double screws.
Theorem 5.3.3 ensures that those 6 vector invariants obtained from dualisa-
tion are vector invariants of the adjoint action of SE(3). However, beside
Theorem 5.3.3 let us prove those vector invariants using the basic definition
of invariant given in Definition 4.1.1.
Those vector invariants that look like ωi · ωi and ωi · υi where i = 1, 2
can be proved to be vector invariants of the adjoint action of SE(3) acting
on double screws using the same argument as in Example 4.1.4. For the rest
which is ω1 · υ2 + υ1 · ω2 here is the proof. Suppose
f(ω1,υ1,ω2,υ2) = ω1 · υ2 + υ1 · ω2.
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Let (R, t) be an element of SE(3), and ρ(R, t) = A be the adjoint action
of SE(3) acting on double screws, and since A is a faithful representation,
then by Definition 4.2.2 we can define A acting on a double screw as vector
invariants such that:

R 0 0 0
TR R 0 0
0 0 R 0
0 0 TR R


ω1
υ1
ω2
υ2

=

Rω1
TRω1 +Rυ1
Rω2
TRω2 +Rυ2

.
To prove f is invariant. we must apply Definition 4.1.1, then we get:
f(Ax) = f(Rω1, TRω1 +Rυ1, Rω2, TRω2 +Rυ2)
= Rω1 · (TRω2 +Rυ2) + (TRω1 +Rυ1) ·Rω2
= Rω1 · TRω2 +Rω1 ·Rυ2 + TRω1 ·Rω2 +Rυ1 ·Rω2.
Since Rω1 · TRω2 + TRω1 ·Rω2 = 0, and Rωi ·Rυj = ωi · υj, then we get:
= ω1 · υ2 + υ1 · ω2
= f(x).
Hence, at the top of the previous vector invariants, ω1 · υ2 + υ1 · ω2 is a
vector invariant of SE(3) acting on double screws.
Dualising vector invariants of the adjoint action of SO(3,R) acting on
single or double vectors preserves the homomorphic properties like finiteness
set of invariant generators. The set of invariant generators of SO(3,R) acting
on k-vectors is finite [49] and dualising it is still trivially finite. The vector
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invariants obtained by dualisation generate all invariants of the adjoint action
of SE(3) acting on either single or double screws. However, we do not have a
proved theorem to assure that the vector invariants obtained by dualisation
generate all invariants of the adjoint action of SE(3) when acting on k-screws
where k ≥ 3.
6.3 Dualising the vector invariants of SO(3,R)
acting on three vectors
The vector invariants of the adjoint action of SO(3,R) acting on three vectors
are seven vector invariants. If we repeat the same argument Section 6.1 by
replacing the real vectors u1, u2, and u3 by the dual vectors ω1+υ1, ω2+υ2,
and ω3 + υ3 respectively, then we get
uˆ1· uˆ1 = ω1·ω1 + 2ω1·υ1
uˆ2· uˆ2 = ω2·ω2 + 2ω2·υ2
uˆ3· uˆ3 = ω3·ω3 + 2ω3·υ3
uˆ1· uˆ2 = ω1·ω2 + (ω1·υ2 + υ1·ω2)
uˆ1· uˆ3 = ω1·ω3 + (ω1·υ3 + υ1·ω3)
uˆ2· uˆ3 = ω2·ω3 + (ω2·υ3 + υ2·ω3)
|uˆ1 uˆ2 uˆ3| = |ω1 + υ1 ω2 + υ2 ω3 + υ3|. (6.3)
By expanding the determinant, and by bearing in mind that 2 = 0, we get
= |ω1 ω2 ω3|+ |υ1 ω2 ω3|+ |ω1 υ2 ω3|+ |ω1 ω2 υ3|
= |ω1 ω2 ω3|+  (|υ1 ω2 ω3|+ |ω1 υ2 ω3|+ |ω1 ω2 υ3|)
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= |ω1 ω2 ω3|+ 
∑
σ∈A3
|υσ(1) ωσ(2) ωσ(3)|. (6.4)
From Lemma 5.3.2 the vectors in (6.3) are vector invariants of SO(3,D). By
applying Theorem 5.3.3 we have the following theorem:
Theorem 6.3.1. The vector invariants of the adjoint action of SE(3) acting
on triple screws obtained by dualising the vector invariants of the adjoint
action of SO(3,R) acting on three vectors are:
I11 = ω1·ω1 Iˆ11 = ω1·υ1
I22 = ω2·ω2 Iˆ22 = ω2·υ2
I33 = ω3·ω3 Iˆ33 = ω3·υ3
I12 = ω1·ω2 Iˆ12 = ω1·υ2 + υ1·ω2
I13 = ω1·ω3 Iˆ13 = ω1·υ3 + υ1·ω3
I23 = ω2·ω3 Iˆ23 = ω2·υ3 + υ2·ω3
I123 = |ω1 ω2 ω3| Iˆ123 =
∑
σ∈A3
|υσ(1) ωσ(2) ωσ(3)|
Proof. Besides Theorem 5.3.3 let us prove directly those vector invariants
using the basic definition of invariant given in Definition 4.1.1.
Most vector invariants have been proven in Theorem 6.2.1 and Example
4.1.4 except these two vector invariants I123 and Iˆ123. Assume
f(ω1,υ1,ω2,υ2,ω3,υ3) = |ω1 ω2 ω3| = ω1 · (ω2 × ω3)
g(ω1,υ1,ω2,υ2,ω3,υ3) =
∑
σ∈A3
|υσ(1) ωσ(2) ωσ(3)|
= υ1 · (ω2 × ω3) + υ2 · (ω3 × ω1) + υ3 · (ω1 × ω2)
Let (R, t) be an element of SE(3), and ρ(R, t) = A is the adjoint action
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of SE(3) acting on triple screws, and since A is a faithful representation,
then by Definition 4.2.2 we can define A acting on a triple screws as vector
invariants such that:
R 0 0 0 0 0
TR R 0 0 0 0
0 0 R 0 0 0
0 0 TR R 0 0
0 0 0 0 R 0
0 0 0 0 TR R


ω1
υ1
ω2
υ2
ω3
υ3

=

Rω1
TRω1 +Rυ1
Rω2
TRω2 +Rυ2
Rω3
TRω3 +Rυ3

.
To prove f is vector invariant, let us apply Definition 4.1.1, we get:
f(Ax) = f(Rω1, TRω1 +Rυ1, Rω2, TRω2 +Rυ2, Rω3, TRω3 +Rυ3)
= Rω1 · (Rω2 ×Rω3)
= ω1 · (ω2 × ω3)
= f(x).
To prove g is invariant under the adjoint action of SE(3). By using Definition
4.1.1 we get:
g(Ax) = g(Rω1, TRω1 +Rυ1, Rω2, TRω2 +Rυ2, Rω3, TRω3 +Rυ3)
= (TRω1 +Rυ1) · (Rω2 ×Rω3) + (TRω2 +Rυ2) · (Rω3 ×Rω1)
+ (TRω3 +Rυ3) · (Rω1 ×Rω2)
= TRω1 · (Rω2 ×Rω3) +Rυ1 · (Rω2 ×Rω3) + TRω2 · (Rω3 ×Rω1)
+Rυ2 · (Rω3 ×Rω1) + TRω3 · (Rω1 ×Rω2) +Rυ3 · (Rω1 ×Rω2).
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Dot and cross product are preserved under R, and Tωi = t×ωi for t ∈ R3.
By applying this formula (a× b) · (c× d) = (a · c)(b · d)− (a · d)(b · c), we
get
TRω1 · (Rω2 ×Rω3) + TRω2 · (Rω3 ×Rω1) + TRω3 · (Rω1 ×Rω2) = 0,
and Rυi · (Rωj ×Rωk) = υi · (ωj × ωk). Hence
g(Ax) = υ1 · (ω2 × ω3) + υ2 · (ω3 × ω1) + υ3 · (ω1 × ω2) = g(x).
Theorem 6.3.2. (The Jacobian Criterion for algebraic indepen-
dence)[Humphreys [24],Kayal [28]]. Let f1, · · · , fk ∈ k[x1, · · · , xn] be a set
of k polynomials in n variables over the field k. Then these polynomials are
algebraically independent if and only if the Jacobian matrix has rank k.
Proof. See [24,28].
Theorem 6.3.3. The first 12 vector invariants Iij, Iˆij, i, j = 1, 2, 3 of the
adjoint action of SE(3) acting on triple screws are algebraically independent.
Proof. First, let us write the vectors ω1, · · · ,υ3 in coordinates form as follows
ω1 =

w11
w12
w13
 , ω2 =

w21
w22
w23
 , ω3 =

w31
w32
w33
 ,
υ1 =

v11
v12
v13
 , υ2 =

v21
v22
v23
 , υ3 =

v31
v32
v33
 .
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Second, let us calculate all the partial derivatives for all 12 vector invari-
ants I11, · · · , Iˆ23 with respect to all 18 variables w11, · · · , v33 and write the
Jacobian matrix J . That is
J =

2w11 0 0 w21 w31 0 v11 0 0 v21 v31 0
2w12 0 0 w22 w32 0 v12 0 0 v22 v32 0
2w13 0 0 w23 w33 0 v13 0 0 v23 v33 0
0 2w21 0 w11 0 w31 0 v21 0 v11 0 v31
0 2w22 0 w12 0 w32 0 v22 0 v12 0 v32
0 2w23 0 w13 0 w33 0 v23 0 v13 0 v33
0 0 2w31 0 w11 w21 0 0 v31 0 v11 v21
0 0 2w32 0 w12 w22 0 0 v32 0 v12 v22
0 0 2w33 0 w13 w23 0 0 v33 0 v13 v23
0 0 0 0 0 0 w11 0 0 w21 w31 0
0 0 0 0 0 0 w12 0 0 w22 w32 0
0 0 0 0 0 0 w13 0 0 w23 w33 0
0 0 0 0 0 0 0 w21 0 w11 0 w31
0 0 0 0 0 0 0 w22 0 w12 0 w32
0 0 0 0 0 0 0 w23 0 w13 0 w33
0 0 0 0 0 0 0 0 w31 0 w11 w21
0 0 0 0 0 0 0 0 w32 0 w12 w22
0 0 0 0 0 0 0 0 w33 0 w13 w23

By using the Maple software see Section A.1, we calculated the rank of
the Jacobian matrix J . The rank was 12 which is equal to the number of
the vector invariants, and hence by Theorem 6.3.2 the first 12 vector invari-
ants of the adjoint action of SE(3) acting on triple screws are algebraically
independent.
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6.4 Dualising SO(3,R) syzygy
The vector invariants of the adjoint action of SO(3,R) acting on k vectors
start having syzygies when k ≥ 3. When k = 3 they have only one syzygy,
see (4.3). In this section we dualise the relation to obtain syzygies for the
adjoint action of SE(3) acting on triple screws. Thus
(|ω1 + υ1 ω2 + υ2 ω3 + υ3|)2 =∣∣∣∣∣∣∣∣∣∣
ω1·ω1 + 2ω1·υ1 ω1·ω2 + (ω1·υ2 + υ1·ω2) ω1·ω3 + (ω1·υ3 + υ1·ω3)
ω1·ω2 + (ω1·υ2 + υ1·ω2) ω2·ω2 + 2ω2·υ2 ω2·ω3 + (ω2·υ3 + υ2·ω3)
ω1·ω3 + (ω1·υ3 + υ1·ω3) ω2·ω3 + (ω2·υ3 + υ2·ω3) ω3·ω3 + 2ω3·υ3
∣∣∣∣∣∣∣∣∣∣
Expanding the left-hand side gives:
= (|ω1 ω2 ω3|+ |υ1 ω2 ω3|+ |ω1 υ2 ω3|+ |ω1 ω2 υ3|)2
= (|ω1 ω2 ω3|+ (|υ1 ω2 ω3|+ |ω1 υ2 ω3|+ |ω1 ω2 υ3|))2
= (|ω1 ω2 ω3|)2 + 2|ω1ω2ω3| (|υ1ω2ω3|+ |ω1υ2ω3|+ |ω1ω2υ3|)
= (|ω1 ω2 ω3|)2 + 2|ω1 ω2 ω3|
∑
σ∈A3
|ωσ(1) ωσ(2) υσ(3)|
= I2123 + 2I123Iˆ123.
while the right-hand side gives:
=
∣∣∣∣∣∣∣∣∣∣
I11 + 2Iˆ11 I12 + Iˆ12 I13 + Iˆ13
I12 + Iˆ12 I22 + 2Iˆ22 I23 + Iˆ23
I13 + Iˆ13 I23 + Iˆ23 I33 + 2Iˆ33
∣∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣∣∣∣∣∣∣
I11 I12 I13
I12 I22 I23
I13 I23 I33
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
2Iˆ11 I12 I13
Iˆ12 I22 I23
Iˆ13 I23 I33
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
I11 Iˆ12 I13
I12 2Iˆ22 I23
I13 Iˆ23 I33
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
I11 I12 Iˆ13
I12 I22 Iˆ23
I13 I23 2Iˆ33
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
I11 I12 I13
I12 I22 I23
I13 I23 I33
∣∣∣∣∣∣∣∣∣∣
+ 

∣∣∣∣∣∣∣∣∣∣
2Iˆ11 I12 I13
Iˆ12 I22 I23
Iˆ13 I23 I33
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
I11 Iˆ12 I13
I12 2Iˆ22 I23
I13 Iˆ23 I33
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
I11 I12 Iˆ13
I12 I22 Iˆ23
I13 I23 2Iˆ33
∣∣∣∣∣∣∣∣∣∣

= (I11I22I33 − I11I223 − I212I33 + 2I12I13I23 − I213I22) + 2(Iˆ11I22I33 − Iˆ11I223
− Iˆ22I213 + Iˆ22I11I33 + Iˆ33I11I22 − Iˆ33I212 − Iˆ12I12I33 + Iˆ12I13I23 − Iˆ13I13I22
+ Iˆ13I12I23 + Iˆ23I12I13 − Iˆ23I11I23).
Equating the left-hand side with the right-hand side then we get the following:
Result 6.4.1. The vector invariants I123 and Iˆ123, of the adjoint action of
SE(3) acting on triple screws obtained by dualising the vector invariants of
the adjoint action of SO(3,R) acting on three vectors, are not algebraically
independent of Iij, Iˆij where i, j = 1, 2, 3. Specifically:
(a) The first basic syzygy of SE(3) comes from the real part of du-
alising SO(3,R) syzygy, and hence can be expressed in terms of alge-
braically independent vector invariants of the adjoint action of SE(3)
acting on triple screws as follows
|ω1ω2ω3|2 = I2123 = I11I22I33 − I11I223 − I212I33 + 2I12I13I23 − I213I22.
(6.5)
(b) The second basic syzygy of SE(3) comes from the dual part of
dualising SO(3,R) syzygy, and hence can be expressed in terms of al-
gebraically independent vector invariants of the adjoint action of SE(3)
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acting on triple screws as follows
I123Iˆ123 = Iˆ11I22I33 − Iˆ11I223 − Iˆ22I213 + Iˆ22I11I33
+ Iˆ33I11I22 − Iˆ33I212 − Iˆ12I12I33 + Iˆ12I13I23
− Iˆ13I13I22 + Iˆ13I12I23 + Iˆ23I12I13 − Iˆ23I11I23. (6.6)
Chapter 7
Rationally Invariant Functions
of the Adjoint Action of SE(3)
Acting on Triple Screws
7.1 Introduction
In this chapter we are interested in proving that the vector invariants of the
adjoint action of SE(3) acting on triple screws can be expressed as rational
functions of the 14 vector invariants obtained by dualising SO(3,R) vector
invariants acting on triple vectors and mentioned in Theorem 6.3.1. We fol-
low Weyl’s method of proving that functions of two arbitrary vectors x and
y, which are invariant under all (proper and improper) orthogonal transfor-
mations, can be expressed as polynomials of the three scalar products x · x,
y · y and x · y. For more details, see chapter two in Weyl’s book [49].
To achieve our purpose, we modify Weyl’s argument to fit our group
which is a semi-direct product of the orthogonal group SO(3,R) with the
real vector space R3 (see (2.12)). In particular, we use the fact that every
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even invariant and every odd invariant of the adjoint action of E(3) is an
absolute invariant of the adjoint action of SE(3), as we prove in the next
section.
7.2 Odd and even vector invariants
Definition 7.2.1. We define even and odd k-vector invariants of the adjoint
action of E(3) for all R ∈ O(3,R) and T ∈ o(3,R) ∼= R3, as follows:
(a) f is an even k-vector invariant polynomial in k screws iff:
f(Rω1, TRω1 +Rυ1, · · · , Rωk, TRωk +Rυk) = f(ω1,υ1, · · · ,ωk,υk).
(b) f is an odd k-vector invariant polynomial in k screws iff:
f(Rω1, TRω1+Rυ1, · · · , Rωk, TRωk+Rυk) = det(R)f(ω1,υ1, · · · ,ωk,υk).
Definition 7.2.2. We define the following:
(a) A
(k)
E
is the set of all even k-vector invariants of the adjoint action of
E(3).
(b) A
(k)
O
is the set of all odd k-vector invariants of the adjoint action of
E(3).
(c) B
(k)
is the set of all absolute k vector invariants of the adjoint action
of SE(3).
Theorem 7.2.3. For all k, A
(k)
E
+ A
(k)
O
= B
(k)
.
Proof. Let us fix k and write A
(k)
E
= A
E
, A
(k)
O
= A
O
, and B
(k)
= B. We
must prove A
E
+ A
O
⊆ B and B ⊆ A
E
+ A
O
. For the first inclusion, since
SO(3,R) is a subgroup of O(3,R), then A
E
, A
O
⊆ B. Moreover, Proposition
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4.1.2 implies that B is a k-subalgebra so it is closed under addition, and
therefore A
E
+ A
O
⊆ B.
To prove the reverse inclusion, let us assume f ∈ B, so f is absolute
vector invariant of the adjoint action of SE(3). Define
f ′(R,T )(ω1,υ1) = f(Rω1, TRω1 +Rυ1), (7.1)
where R ∈ O−(3,R), and T ∈ o(3,R). This element is a unique in the
set of vector invariant. In order to prove that f ′ is the unique element, let
R1, R2 ∈ O−(3,R) we must show that:
f ′(R1,T1) = f
′
(R2,T2)
f ′(R1,T1) = f(R1ω1, T1R1ω1 +R1υ1),
= f(R1R2(R
−1
2 ω1), T1R1R2(R
−1
2 ω1) +R1R2(R
−1
2 υ1)).
As a result of R1,R2 ∈ O−(3,R) we have R1R2 ∈ SO(3,R), and therefore
(R1R2, T1) ∈ SE(3). Remember that f ∈ B is SE(3) invariant. Thus
f ′(R1,T1) = f(R
−1
2 ω1, R
−1
2 υ1)
= f(R22(R
−1
2 ω1), T2R
2
2(R
−1
2 ω1) +R
2
2(R
−1
2 υ1))
= f(R2ω1, T2R2ω1 +R2υ1)
= f ′(R2,T2).
So for each f ∈ B, we define f ′ to be the unique element of the set
{f ′(R,T )|R ∈ O
−
(3,R), T ∈ o(3,R)}.
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Let us write
g
E
=
1
2
(f + f ′), and g
O
=
1
2
(f − f ′). (7.2)
Clearly f = g
E
+ g
O
. To finish the proof we need to show that g
E
∈ A
E
and
g
O
∈ A
O
.
Part one: Show g
E
∈ A
E
(i.e. show g
E
is an even invariant of the
adjoint action of E(3)). Let R ∈ O(3,R) and T ∈ o(3,R), then we have two
different cases that should be discussed separately. When R ∈ SO(3,R) and
R ∈ O−(3,R).
Case one: Let R ∈ SO(3,R). By using (7.2) and then using (7.2), we
get
g
E
(Rω1, TRω1 +Rυ1) =
1
2
[f(Rω1, TRω1 +Rυ1) + f
′(Rω1, TRω1 +Rυ1)]
=
1
2
[f(ω1,υ1) + f(R
∗(Rω1), T ∗R∗(Rω1) +R∗(TRω1 +Rυ1))],
for any R∗ ∈ O−(3,R) and T ∗ ∈ o(3,R). Now let R∗ = −I3 and T ∗ = 03×3 .
Since R ∈ SO(3,R) then −R ∈ O−(3,R). Thus, the above expression
=
1
2
[f(ω1,υ1) + f(−Rω1, T (−R)ω1 + (−R)υ1)]
=
1
2
[f(ω1,υ1) + f
′(ω1,υ1)]
= g
E
(ω1,υ1).
Case two: Let R ∈ O−(3,R). By using (7.2) and then using (7.2), we
get
g
E
(Rω1, TRω1 +Rυ1) =
1
2
[f(Rω1, TRω1 +Rυ1) + f
′(Rω1, TRω1 +Rυ1)]
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=
1
2
[f ′(ω1,υ1) + f(R∗(Rω1), T ∗R∗(Rω1) +R∗(TRω1 +Rυ1))],
for any R∗ ∈ O−(3,R) and T ∗ ∈ o(3,R). Now let R∗ = −I3 and T ∗ = 03×3 .
Since R ∈ O−(3,R) then −R ∈ SO(3,R). Thus
=
1
2
[f ′(ω1,υ1) + f(−Rω1, T (−R)ω1 + (−R)υ1)]
=
1
2
[f ′(ω1,υ1) + f(ω1,υ1)]
= g
E
(ω1,υ1).
Therefore g
E
(Rω1, TRω1 + Rυ1) = gE(ω1,υ1) for all R ∈ O(3,R) and T ∈
o(3,R), and hence g
E
is an even invariant of the adjoint action of E(3).
Part two: Show g
O
∈ A
O
(i.e. show g
O
is an odd invariant of the
adjoint action of E(3)). Let R ∈ O(3,R) and T ∈ o(3,R), then we have two
different cases that should be discussed separately. When R ∈ SO(3,R) and
R ∈ O−(3,R).
Case one: Let R ∈ SO(3,R). By using (7.2) and then using (7.2), we
get
g
O
(Rω1, TRω1 +Rυ1) =
1
2
[f(Rω1, TRω1 +Rυ1)− f ′(Rω1, TRω1 +Rυ1)]
=
1
2
[f(ω1,υ1)− f(R∗(Rω1), T ∗R∗(Rω1) +R∗(TRω1 +Rυ1))],
for any R∗ ∈ O−(3,R) and T ∗ ∈ o(3,R). Now let R∗ = −I3 and T ∗ = 03×3 .
Since R ∈ SO(3,R) then −R ∈ O−(3,R). Thus
=
1
2
[f(ω1,υ1)− f(−Rω1, T (−R)ω1 + (−R)υ1)]
=
1
2
[f(ω1,υ1)− f ′(ω1,υ1)]
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= g
O
(ω1,υ1).
Case two: Let R ∈ O−(3,R). By using (7.2) and then using (7.2), we
get
g
O
(Rω1, TRω1 +Rυ1) =
1
2
[f(Rω1, TRω1 +Rυ1)− f ′(Rω1, TRω1 +Rυ1)]
=
1
2
[f ′(ω1,υ1) + f(R∗(Rω1), T ∗R∗(Rω1) +R∗(TRω1 +Rυ1))],
for any R∗ ∈ O−(3,R) and T ∗ ∈ o(3,R). Now let R∗ = −I3 and T ∗ = 03×3 .
Since R ∈ O−(3,R) then −R ∈ SO(3,R). Thus
=
1
2
[f ′(ω1,υ1)− f(−Rω1, T (−R)ω1 + (−R)υ1)]
=
1
2
[f ′(ω1,υ1)− f(ω1,υ1)]
= −g
O
(ω1,υ1).
Therefore g
O
(Rω1, TRω1 + Rυ1) = det(R)gO(ω1,υ1) for all R ∈ O(3,R)
and T ∈ o(3,R), and hence g
O
is an odd invariant of the adjoint action of
E(3). Since g
O
∈ A
O
and g
E
∈ A
E
, then f = g
E
+ g
O
∈ A
E
+A
O
, and hence
B ⊆ A
E
+ A
O
. The proof of the theorem is finished.
7.3 Choice of a canonical base
In order to express the vector invariant of the adjoint action of SE(3) acting
on three screws as either polynomial invariant or rationally invariant function
we need to change the basis of screws Si = (ωi,υi) by S
′
i = (ω
′
i,υ
′
i) using
7.3. CHOICE OF A CANONICAL BASE 75
these transformations for all i = 1, 2, 3
ωi 7−→ Rωi υi 7−→ TRωi +Rυi (7.3)
We try to write the new basis with respect to the choices of R, and T . Assume
Rω1 lies in the direction of x-axis, and Rω2 lies in xy-plane, then Rω3 will
be any arbitrary vector in the space such that:
Rω1 =

α1
0
0
 , Rω2 =

α2
α3
0
 , Rω3 =

α4
α5
α6
 , (7.4)
where αi are scalars for all i = 1, · · · , 6. Regarding the way we have chosen
Rωi, we can now determine the other transformations for vi’s. We want to
choose the coordinates of this vector TRω1 + Rυ1 in the way that making
y, z coordinates in TRω1 are equal y, z coordinates in Rυ1 such that
(TRω1)y = (Rυ1)y, and (TRω1)z = (Rυ1)z. (7.5)
Let T be defined as in Lemma 2.2.1 and Rω1 as in (7.4) then
TRω1 = (0, t3α1, −t2α1)t = (vx, vy, vz)t = Rυ1. (7.6)
Then t2 = − vzα1 and t3 =
vy
α1
where α1 6= 0. From (7.6) the first coordinate
of this vector TRω1 + Rυ1 could be any arbitrary, and let us assume it β1.
However, the only way to make (7.5) be satisfied is to make the second and the
third coordinates TRω1+Rυ1 be zero. Hence TRω1+Rυ1 = (β1, 0, 0)
t.
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For the vector TRω2 +Rυ2 we have
TRω2 = (−t3α3, t3α2, t1α3 − t2α2)t = (v′x, v′y, v′z)t = Rυ2. (7.7)
Then t1 =
v′z+t2α2
α3
, where α3 6= 0. The first and second coordinates of TRω2+
Rυ2 could be any arbitrary and the third coordinate must be zero and hence
TRω2 + Rυ2 = (β2, β3, 0)
t. Vector TRω3 + Rυ3 can be any arbitrary
vector such as TRω3 +Rυ3 = (β4, β5, β6)
t.
Hence the new basis, S ′i = (ω
′
i,υ
′
i) for all i = 1, 2, 3, are :
S ′1 =

α1
0
0
β1
0
0

, S ′2 =

α2
α3
0
β2
β3
0

, S ′3 =

α4
α5
α6
β4
β5
β6

, (7.8)
where αi and βi are scalars for all i = 1, 2, · · · , 6.
7.4 Even invariants of E(3)
Theorem 7.4.1. The even vector invariants of the adjoint action of E(3)
acting on triple screws can be expressed as rational functions of these vector
invariants Iij, Iˆij and Iˆ
2
123 where i, j = 1, 2, 3.
Proof. Suppose that Si = (ωi,υi) for i = 1, 2, 3 are three screws represented
using Plu¨cker coordinates, and S ′i = (ω
′
i,υ
′
i) for i = 1, 2, 3 are the three new
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screws obtained by changing basis as in (7.8). By changing basis we have
f(S1, S2, S3) = f(S
′
1, S
′
2, S
′
3). (7.9)
Using se(3) ∼= so(3,D) and duals of six SO(3,R) vector invariants, then we
get
S1 · S1 = S ′1 · S ′1 =⇒ ω1·ω1 + 2ω1·υ1 = α21 + 2α1β1
S2 · S2 = S ′2 · S ′2 =⇒ ω2·ω2 + 2ω2·υ2 = (α22 + α23) + 2(α2β2 + α3β3)
S3 · S3 = S ′3 · S ′3 =⇒ ω3·ω3 + 2ω3·υ3 = (α24 + α25 + α26)
+ 2(α4β4 + α5β5 + α6β6)
S1 · S2 = S ′1 · S ′2 =⇒ ω1·ω2 + (ω1·υ2 + υ1·ω2) = α1α2 + (α1β2 + β1α2)
S1 · S3 = S ′1 · S ′3 =⇒ ω1·ω3 + (ω1·υ3 + υ1·ω3) = α1α4 + (α1β4 + β1α4)
S2 · S3 = S ′2 · S ′3 =⇒ ω2·ω3 + (ω2·υ3 + υ2·ω3) = (α2α4 + α3α5)
+ (α2β4 + α3β5 + α4β2 + α5β3) (7.10)
The real part equations are:
α21 = ω1·ω1, α22 + α23 = ω2·ω2, α24 + α25 + α26 = ω3·ω3,
α1α2 = ω1·ω2, α1α4 = ω1·ω3, α2α4 + α3α5 = ω2·ω3.
The dual part equations are:
α1β1 = ω1·υ1, α2β2 + α3β3 = ω2·υ2
α4β4 + α5β5 + α6β6 = ω3·υ3, α1β2 + β1α2 = ω1·υ2 + υ1·ω2
α1β4 + β1α4 = ω1·υ3 + υ1·ω3, α2β4 + α3β5 + α4β2 + α5β3 = ω2·υ3 + υ2·ω3.
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By using improper rotations, that is, leave an even invariant fixed, we
can additionally make any of these three transformations:
1) α6 −→ −α6 and β6 −→ −β6
2) α3, α5 −→ −α3,−α5 and β3, β5 −→ −β3,−β5
3) α1, α2, α4 −→ −α1,−α2,−α4 and β1, β2, β4 −→ −β1,−β2,−β4
(7.11)
The polynomial f is a linear combination of monomials
M = αa11 α
a2
2 α
a3
3 α
a4
4 α
a5
5 α
a6
6 β
b1
1 β
b2
2 β
b3
3 β
b4
4 β
b5
5 β
b6
6 , (7.12)
because of the invariance just mentioned, from first change the two exponents
a6 and b6 are of equal parity, that is, either both even, or both odd. According
to this change M can be written in terms of α26, β
2
6 , and α6β6.
In the second change, the sum of the exponents a3, a5, b3, and b5 must be
even and hence M can be expressed in terms of α23, α
2
5, α3α5, β
2
3 , β
2
5 , β3β5,
α5β5, α3β3, α3β5, and α5β3.
In the third change, the sum of the exponents a1, a2, a4, b1, b2, and b4
must be even and hence M is a monomial of α21, α
2
2, α
2
4, β
2
1 , β
2
2 , β
2
4 , α1α2,
α1α4, α2α4, β1β2, β1β4, β2β4, α1β1, α1β2, α1β4, α2β1, α2β2, α2β4, α4β1, α4β2,
and α4β4.
Hence, M can be written in terms of all the above mentioned monomials.
All those quadratics can be expressed rationally in terms of invariants I11,
I22, I33, I12, I13, I23, Iˆ11, Iˆ22, Iˆ33, Iˆ12, Iˆ13, Iˆ23, and Iˆ
2
123. It is complicated
to write them down but Maple Appendix A.3 gives explicit formulas. The
solution of the system of real and dual equations in terms of vector invariants
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in Theorem 7.4.1 is
α21 = I11, α
2
2 =
I212
I11
, α23 =
I11I22 − I212
I11
,
α24 =
I213
I11
, α25 =
(I11I23 − I12I13)2
(I11I22 − I212)I11
,
α26 =
2I12I13I23 − I11I223 + I11I22I33 − I212I33 − I22I213
I11I22 − I212
,
β21 =
Iˆ11
I11
, β22 =
(Iˆ12I11 − Iˆ11I12)
I311
,
β23 =
(Iˆ11I
2
12 − I12Iˆ12I11 + Iˆ22I211)2
(I11I22 − I212)I311
,
β24 =
(Iˆ13I11 − Iˆ11I13)2
I311
,
β25 = (Iˆ11I12(2I11I22I13 − I212I13 − I12I11I23) + Iˆ12I211(I12I23 − I13I22)
+Iˆ22I
2
11(I12I13 − I11I23) + (Iˆ23I211 − Iˆ13I12I11)(I11I22 − I212))2
I311(I11I22 − I212)3
,
β26 =
(
I123Iˆ123(I11I22 − I212)− I2123(I11Iˆ22 + I22Iˆ11 − I12Iˆ12)
)2
(I11I22 − I212)3I2123
= (I2123Iˆ
2
123(I11I22 − I212)2 − 2I3123Iˆ123(I11I22
−I212)(I11Iˆ22 + I22Iˆ11 − I12Iˆ12) + I4123(I11Iˆ22 + I22Iˆ11 − I12Iˆ12)2)
(I11I22 − I212)3I2123
= (Iˆ2123(I11I22 − I212)2 − 2I123Iˆ123(I11I22
−I212)(I11Iˆ22 + I22Iˆ11 − I12Iˆ12) + I2123(I11Iˆ22 + I22Iˆ11 − I12Iˆ12)2)
(I11I22 − I212)3
.
(7.13)
Note that β26 has a special form requiring Iˆ
2
123.
7.5 Odd invariants of E(3)
In the previous section we had twelve equations with twelve unknowns αi,
βi where i = 1, · · · , 6. As in (7.13) each one of these twelve unknowns can
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be expressed as a function of the vector invariants I11, I22, I33, I12, I13, I23,
Iˆ11, Iˆ22, Iˆ33, Iˆ12, Iˆ13, Iˆ23, and Iˆ
2
123 that involves square roots. The following
additional equations allow us to choose the correct sign for square roots. The
first equation is
I123 = |ω1 ω2 ω3| = |Rω1 Rω2 Rω3|
=
∣∣∣∣∣∣∣∣∣∣
α1 α2 α4
0 α3 α5
0 0 α6
∣∣∣∣∣∣∣∣∣∣
= α1α3α6. (7.14)
The second equation is
Iˆ123 =|υ1 ω2 ω3|+ |ω1 υ2 ω3|+ |ω1 ω2 υ3|
= |TRω1 +Rυ1 Rω2 Rω3|+ |Rω1 TRω2 +Rυ2 Rω3|
+ |Rω1 Rω2 TRω3 +Rυ3|
=
∣∣∣∣∣∣∣∣∣∣
β1 α2 α4
0 α3 α5
0 0 α6
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
α1 β2 α4
0 β3 α5
0 0 α6
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
α1 α2 β4
0 α3 β5
0 0 β6
∣∣∣∣∣∣∣∣∣∣
= β1α3α6 + α1β3α6 + α1α3β6. (7.15)
The right-hand side of Equation 7.15 can be expressed as a rational function
of I11, I22, I33, I12, I13, I23, Iˆ11, Iˆ22, Iˆ33, Iˆ12, Iˆ13, Iˆ23, Iˆ
2
123, and I123 as follows.
If the three terms of the right-hand side of (7.15) have been multiplied and
divided by α21, α
2
3, and α
2
6 respectively, we obtain
α21β1α3α6
α21
+
α23α1β3α6
α23
+
α26α1α3β6
α26
=
(α1β1)(α1α3α6)
α21
+
(α3β3)(α1α3α6)
α23
+
(α6β6)(α1α3α6)
α26
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=
(
α1β1
α21
+
α3β3
α23
+
α6β6
α26
)
(α1α3α6)
= F (I11, I22, I33, I12, I13, I23, Iˆ11, Iˆ22, Iˆ33, Iˆ12, Iˆ13, Iˆ23, Iˆ
2
123)I123. (7.16)
That means the second additional equation is not needed since it can be
expressed as a product of I123 with an even rational function as in Equation
7.16.
In Theorem 7.4.1 we showed that the product of two unknowns coming
from the same set Hi (i = 1, 2, 3) where
H1 = {α6, β6},
H2 = {α3, α5, β3, β5},
H3 = {α1, α2, α4, β1, β2, β4}, (7.17)
can be expressed as a rational function of the first twelve algebraically inde-
pendent vector invariants and Iˆ2123. To prove a similar result for odd invari-
ants of the adjoint action of E(3), we need to prove that any product of the
form h1h2h3, where hi ∈ Hi for i = 1, 2, 3, can be expressed as a rational
function of I11, I22, I33, I12, I13, I23, Iˆ11, Iˆ22, Iˆ33, Iˆ12, Iˆ13, Iˆ23, Iˆ
2
123, and I123.
There are 2× 4× 6 = 48 such expressions as follows:
α6α3α1 = I123, α6α3α2 =
(α1α2)
α21
I123
α6α3α4 =
(α1α4)
α21
I123, α6α3β1 =
(α1β1)
α21
I123
α6α3β2 =
(α1β2)
α21
I123, α6α3β4 =
(α1β4)
α21
I123
α6α5α1 =
(α5α3)
α23
I123, α6α5α2 =
(α5α3)(α2α1)
α21α
2
3
I123
α6α5α4 =
(α5α3)(α4α1)
α21α
2
3
I123, α6α5β1 =
(α5α3)(α1β1)
α21α
2
3
I123
α6α5β2 =
(α5α3)(β2α1)
α21α
2
3
I123, α6α5β4 =
(α5α3)(β4α1)
α21α
2
3
I123
82 CHAPTER 7. RATIONALLY INVARIANT FUNCTION
α6β3α1 =
(β3α3)
α23
I123, α6β3α2 =
(β3α3)(α2α1)
α21α
2
3
I123
α6β3α4 =
(β3α3)(α4α1)
α21α
2
3
I123 α6β3β1 =
(β3α3)(α1β1)
α21α
2
3
I123
α6β3β2 =
(β3α3)(β2α1)
α21α
2
3
I123, α6β3β4 =
(β3α3)(β4α1)
α21α
2
3
I123
α6β5α1 =
(β5α3)
α23
I123, α6β5α2 =
(β5α3)(α2α1)
α21α
2
3
I123
α6β5α4 =
(β5α3)(α4α1)
α21α
2
3
I123, α6β5β1 =
(β5α3)(α1β1)
α21α
2
3
I123
α6β5β2 =
(β5α3)(β2α1)
α21α
2
3
I123, α6β5β4 =
(β5α3)(β4α1)
α21α
2
3
I123
β6α3α1 =
(α6β6)
α26
I123, β6α3α2 =
(α6β6)(α1α2)
α21α
2
6
I123
β6α3α4 =
(α6β6)(α1α4)
α21α
2
6
I123, β6α3β1 =
(α6β6)(α1β1)
α21α
2
6
I123
β6α3β2 =
(α6β6)(α1β2)
α21α
2
6
I123, β6α3β4 =
(α6β6)(α1β4)
α21α
2
6
I123
β6α5α1 =
(α6β6)(α5α3)
α23α
2
6
I123, β6α5α2 =
(α6β6)(α5α3)(α2α1)
α21α
2
3α
2
6
I123
β6α5α4 =
(α6β6)(α5α3)(α4α1)
α21α
2
3α
2
6
I123, β6α5β1 =
(α6β6)(α5α3)(α1β1)
α21α
2
3α
2
6
I123
β6α5β2 =
(α6β6)(α5α3)(β2α1)
α21α
2
3α
2
6
I123, β6α5β4 =
(α6β6)(α5α3)(β4α1)
α21α
2
3α
2
6
I123
β6β3α1 =
(α6β6)(β3α3)
α23α
2
6
I123, β6β3α2 =
(α6β6)(β3α3)(α2α1)
α21α
2
3α
2
6
I123
β6β3α4 =
(α6β6)(β3α3)(α4α1)
α21α
2
3α
2
6
I123, β6β3β1 =
(α6β6)(β3α3)(α1β1)
α21α
2
3α
2
6
I123
β6β3β2 =
(α6β6)(β3α3)(β2α1)
α21α
2
3α
2
6
I123, β6β3β4 =
(α6β6)(β3α3)(β4α1)
α21α
2
3α
2
6
I123
β6β5α1 =
(α6β6)(β5α3)
α23α
2
6
I123, β6β5α2 =
(α6β6)(β5α3)(α2α1)
α21α
2
3α
2
6
I123
β6β5α4 =
(α6β6)(β5α3)(α4α1)
α21α
2
3α
2
6
I123, β6β5β1 =
(α6β6)(β5α3)(α1β1)
α21α
2
3α
2
6
I123
β6β5β2 =
(α6β6)(β5α3)(β2α1)
α21α
2
3α
2
6
I123, β6β5β4 =
(α6β6)(β5α3)(β4α1)
α21α
2
3α
2
6
I123. (7.18)
Theorem 7.5.1. The odd vector invariants of the adjoint action of E(3)
acting on triple screws can be expressed as rational functions of these vector
invariants: Iij, Iˆij, I123 and Iˆ
2
123 where i, j = 1, 2, 3.
Proof. We know from the even case that for an invariant polynomial
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f(S1, S2, S3) can be expressed as F (α1, · · · , β6). We must find all possible
linear combinations of monomials M mentioned in (7.12) that satisfy
F (α1, · · · , β6) = −F (α′1, · · · , β′6), (7.19)
where α′1, · · · , β′6 are the result of applying any of the transformations in
(7.11). Let us reorder the monomial M by combining unknowns αi and βi of
the same group of Hi together, that is
M = αa66 β
b6
6︸ ︷︷ ︸
H1
αa33 α
a5
5 β
b3
3 β
b5
5︸ ︷︷ ︸
H2
αa11 α
a2
2 α
a4
4 β
b1
1 β
b2
2 β
b4
4︸ ︷︷ ︸
H3
. (7.20)
For the unknowns in H1 to satisfy (7.19), the sum of their exponents a6
and b6 must be odd and thus we have two possibilities, either α
2n+1
6 β
2m
6 or
α2n6 β
2m+1
6 . However, those two combinations can be written as follows
α2n+16 β
2m
6 = (α
2
6)
n(β26)
mα6
α2n6 β
2m+1
6 = (α
2
6)
n(β26)
mβ6. (7.21)
For the unknowns in H2 to satisfy (7.19), the sum of their exponents must
be odd and thus we have eight possibilities as follows
(α23)
m(α25)
n(β23)
k(β25)
rα3, (α
2
3)
m(α25)
n(β23)
k(β25)
rα5
(α23)
m(α25)
n(β23)
k(β25)
rβ3, (α
2
3)
m(α25)
n(β23)
k(β25)
rβ5
(α23)
m(α25)
n(β23)
k(β25)
r(α5β3)α3, (α
2
3)
m(α25)
n(β23)
k(β25)
r(α3α5)β5
(α23)
m(α25)
n(β23)
k(β25)
r(α3β5)β3, (α
2
3)
m(α25)
n(β23)
k(β25)
r(β3β5)α5. (7.22)
Note that each possibility in (7.22) contains even combinations discussed in
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case two of Theorem 7.4.1 times an extra unknown, that could be any element
in H2.
For the unknowns in H3 to satisfy (7.19), the sum of their exponents must
be odd and thus we have 32 possibilities, where each possibility contains even
combinations as in case three of Theorem 7.4.1 times an extra unknown in
H3.
Combining these three cases gives us all possibilities of monomials of
the relative invariant function F . Each monomial consists of any of the even
combinations from Theorem 7.4.1 together with three extra unknowns h1h2h3
where hi ∈ Hi. Recall from (7.18) that any such combination h1h2h3 can be
expressed as a product of I123 by an even rational invariant in terms of Iij,
Iˆij, Iˆ
2
123. Hence f can be rationally expressed in terms of Iij, Iˆij, Iˆ
2
123 and
I123.
Theorem 7.5.2. Every vector invariant of the adjoint action of SE(3) acting
on triple screws can be expressed rationally in terms of
Iii = ωi·ωi, Iˆii = ωi·υi, i = 1, 2, 3
Iij = ωi·ωj, Iˆij = ωi·υj + υi·ωj, 1 ≤ i < j ≤ 3
I123 = |ω1ω2ω3|, Iˆ2123 = (|υ1ω2ω3|+ |ω1υ2ω3|+ |ω1ω2υ3|)2
Proof. From Theorem 7.2.3, every even invariant and every odd invariant of
the adjoint action of E(3) acting on triple screws is an absolute invariant
of the adjoint action of SE(3) acting on triple screws. Hence every vector
invariant of the adjoint action of SE(3) acting on triple screws can be ex-
pressed rationally in terms of I11, I22, I33, I12, I13, I23, Iˆ11, Iˆ22, Iˆ33, Iˆ12, Iˆ13,
Iˆ23, I123, and Iˆ
2
123.
Chapter 8
Application to Robotics
8.1 Introduction
A typical robot arm is a mechanical manipulator which can be modeled as
an open articulated chain with several rigid bodies (links) connected in series
by one degree of freedom joints driven by actuators. In general, there are
six different possible lower-pair joints: revolute (rotary), prismatic (sliding),
cylindrical, spherical, screw, and planar, mainly revolute and prismatic joints
are common in manipulators.
Robot arm kinematics deals with the analytical study of the geometry of
its motion with respect to a fixed reference coordinate system as a function
of time without regard to forces/moments that cause the motion. Thus, it
deals with the analytical description of the spatial displacement of the robot
as a function of time, in particular the relations between the joint-variable
space and the position and the orientation of the end-effector of a robot arm.
For more details see [20].
In this chapter we are interested in finding the link lengths and offsets of
a robot arm called Denavit–Hartenberg parameters and writing them by both
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Plu¨cker coordinates and in terms of vector invariants of the adjoint action
of SE(3) acting on triple screws. The aims of expressing the parameters
in terms of vector invariants are; firstly it gives a simpler expression (for
instance, when the offset formula is expanded in terms of Plu¨cker coordinates
it contains around 500 terms); secondly it gives us a clearer picture about
what is going on and hence the algebraical significance of the parameters.
Finally, we will leave the door open for more benefits that may be found by
either engineers or geometers in the future.
8.2 Denavit–Hartenberg parameters
Axis i+ 1
ai
xi
yi
zi
di
θi
Axis i
αi−1
xi−1
yi−1
zi−1
ai−1
Axis i− 1
Figure 8.1: Denavit–Hartenberg frame assignment for serial robot arms [19]
The Denavit–Hartenberg (DH) parameters denoted ai, di, αi, and θi are
the four parameters associated with a particular convention for attaching ref-
erence frames to the links of a spatial kinematic chain, or robot manipulator.
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The parameters describe how a link (i) is related to link (i− 1), and (i+ 1).
Jacques Denavit and Richard Hartenberg introduced this convention in 1955
in order to standardize the coordinate frames for spatial linkages [23].
Richard Paul [40] demonstrated its value for the kinematic analysis of
robotic systems in 1981. While many conventions for attaching references
frames have been developed, the Denavit–Hartenberg convention remains
the standard approach.
To understand the relation between twists and joints, relative to coordi-
nate frames in adjacent links i−1, i that coincide in the home configuration,
the motion admitted by the one degree of freedom joint is given by the ex-
ponential map:
θi 7→ exp(θiXi) ∈ SE(3). (8.1)
For given coordinates, the defining twist Xi of the joint is defined only up to
a non-zero constant. In other words, any joint corresponds to an element of
the projective Lie algebra, termed a screw.
8.3 Link length
The link length is the length of the common perpendicular between the axis-
lines of two screws. Let us assume they have finite pitch and the axes of
screws are non-parallel and neither joint is prismatic. In Figure 8.1 the link
length between screw i − 1 and screw i is denoted by ai−1 while the link
length between screw i and screw i+ 1 is denoted by ai.
To simplify exposition, we relabel screws i− 1, i and i+ 1 by 1, 2 and 3
and we denote those screws by S1, S2 and S3 respectively. To calculate link
length a1 between screws S1 and S2 in terms of Plu¨cker coordinates (ωi,υi)
where i = 1, 2, assume the axis-line of S1 is contained in the plane pi1 with
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direction vector ω1 and the axis-line of S2 is contained in the plane pi2 with
direction vector ω2. The plane pi1 is the plane that contains the axis for
S1 and is normal to the common perpendicular and similarly for pi2 with
respect to S2. Therefore pi1 and pi2 are parallel and hence they have the same
normal ω1 ×ω2. Assuming that the normal vector of both planes meets the
first plane at point x1 and the second one at point x2. We can find these
points using vector algebra that the equations of the two planes pi1 and pi2
can respectively be written in the form
a · x1 = k1, (8.2)
a · x2 = k2. (8.3)
Here a is the normal vector between the two planes and is given by ω1×ω2,
while k1 and k2 are two scalars. The distance between the two planes is given
a1 =‖x2 − x1‖ = |k2 − k1|‖a‖ . (8.4)
Figure 8.2 gives a clear picture of the link length between two screws.
0
x1 S1
S2 x2
a
pi1
pi2
Figure 8.2: The link length between the axis-lines of two screws
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As stated before, x1 and x2 are two vectors from the origin ending at
the planes pi1 and pi2 respectively (and those planes are perpendicular to the
vectors a and x2 − x1 and contain screws S1 and S2 respectively). By using
(3.31), we obtain
x1 =
υ1 × ω1
ω1 · ω1 + c1ω1, (8.5)
x2 =
υ2 × ω2
ω2 · ω2 + c2ω2. (8.6)
Substituting (8.5) and (8.6)) into (8.4) and using the equality a = ω1 × ω2,
we get 1
a1 =
(ω1 × ω2) · υ1×ω1‖ω1‖2 − (ω1 × ω2) · υ2×ω2‖ω2‖2
‖ω1 × ω2‖ . (8.7)
Remember for any scalars c1, c2 we have c1a ·ω1 = c2a ·ω2 = 0. Expanding
the numerator of (8.7) by using the identity of Lagrange [32]
(a× b) · (c× d) = (a · c)(b · d)− (a · d)(b · c), (8.8)
we get
a1 = ((ω1 · ω2)(υ1 · ω1)− (ω1 · ω1)(υ1 · ω2))‖ω2‖2 (8.9)
− ((ω2 · ω2)(υ2 · ω1)− (ω1 · ω2)(υ2 · ω2))‖ω1‖2
‖ω1‖2‖ω2‖2‖ω1 × ω2‖
=
ω1 · ω2
‖ω1 × ω2‖
(
υ1 · ω1
‖ω1‖2 +
υ2 · ω2
‖ω2‖2
)
− υ1 · ω2 + υ2 · ω1‖ω1 × ω2‖
=
ω1·ω2
‖ω1 × ω2‖
(
υ1·ω1
ω1·ω1 +
υ2·ω2
ω2·ω2
)
− ω1·υ2 + υ1·ω2‖ω1 × ω2‖ . (8.10)
From (3.29) the ratios υ1·ω1
ω1·ω1 = h1 and
υ2·ω2
ω2·ω2 = h2 represent the pitches of
1We omit the modulus sign to simplify notation. However, link length is always positive.
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screws S1 and S2 respectively. Hence
a1 =
ω1·ω2
‖ω1 × ω2‖(h1 + h2)−
ω1·υ2 + υ1·ω2
‖ω1 × ω2‖ . (8.11)
We observe from (8.9) that if either ω1, ω2, or ω1×ω2 is equal to zero, then
the link length will be undefined. Using Maple we can verify that link lengths
are invariants under the adjoint action of SE(3), and hence link length a1
can be expressed in terms of vector invariants of the adjoint action of SE(3)
acting on pairs of screws stated in Theorem 6.2.1 as below:
a1 =
I12√
I11I22 − I212
(
Iˆ11
I11
+
Iˆ22
I22
)
− Iˆ12√
I11I22 − I212
=
1√
I11I22 − I212
(
Iˆ11I12I22 + I11I12Iˆ22 − I11Iˆ12I22
I11I22
)
. (8.12)
8.4 Offset
The offset is the distance between the feet of successive common perpendicu-
lars, and it is only defined when there are three consecutive screws. In Figure
8.1 offset has been denoted by di. We calculate offset d2 which lies along the
axis of screw S2. Let us assume that the three screws all have finite pitch and
the axis of the middle screw should not be parallel to either of the others.
In Figure 8.3 offset d2 precisely speaking is the distance between x2 and
x′2, which is as follows:
d2 = ‖x2 − x′2‖
=
∥∥∥∥υ2 × ω2ω2 · ω2 + t2ω2 − υ2 × ω2ω2 · ω2 + t′2ω2
∥∥∥∥
= ‖t2ω2 − t′2ω2‖
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= |t2 − t′2|‖ω2‖. (8.13)
S1 = (ω1,υ1)
S3 = (ω3,υ3)
x2
x1
x′2
x3
a1
a2
d2
S2 = (ω2,υ2)
pi1
pi2
Figure 8.3: Offset between the feet of successive common perpendiculars link
lengths.
We must determine t2, t
′
2. Assume pi1, and pi2 are two planes containing
common perpendiculars a1, and a2 respectively. Parametric equations of the
axes S1, S2 given Plu¨cker coordinates (ω1,υ1) and (ω2,υ2) respectively are:
x1 =
υ1 × ω1
ω1 · ω1 + t1ω1, (8.14)
x2 =
υ2 × ω2
ω2 · ω2 + t2ω2, (8.15)
x′2 =
υ2 × ω2
ω2 · ω2 + t
′
2ω2. (8.16)
The fact that x2 − x1 is perpendicular to axes of screws S1 and S2 gives us
these two equations:
(
υ2 × ω2
ω2 · ω2 + t2ω2 −
υ1 × ω1
ω1 · ω1 − t1ω1
)
· ω1 = 0, (8.17)
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υ2 × ω2
ω2 · ω2 + t2ω2 −
υ1 × ω1
ω1 · ω1 − t1ω1
)
· ω2 = 0. (8.18)
By distributing the dot product over both equations and noting that υ1×ω1
and ω1 are orthogonal, similarly, υ2 × ω2 and ω2, then :
(
(υ2 × ω2) · ω1
ω2 · ω2
)
+ t2(ω2 · ω1)−



((υ1 × ω1) · ω1
ω1 · ω1
)
0 − t1(ω1 · ω1) = 0,
(8.19)



((υ2 × ω2) · ω2
ω2 · ω2
)
0
+ t2(ω2 · ω2)−
(
(υ1 × ω1) · ω2
ω1 · ω1
)
− t1(ω1 · ω2) = 0.
(8.20)
Eliminating t1, then t2 can be obtained as follows:
t2
(
(ω1 · ω1)(ω2 · ω2)− (ω1 · ω2)2
)
=
(υ2 × ω2) · ω1
ω2 · ω2 (ω1 · ω2) + (υ1 × ω1) · ω2 (8.21)
Using (8.8) and making t2 subject of the rule, then we get:
t2 =
((υ2 × ω2) · ω1) (ω1 · ω2) + ((υ1 × ω1) · ω2) (ω2 · ω2)
‖ω2‖2‖ω1 × ω2‖2 . (8.22)
In order to find t′2 we can repeat the previous argument between the second
screw and third screw instead of first and second screws. However, we can
more simply find t′2 from t2 by replacing index 1 by index 3 and hence obtain
t′2 as below:
t′2 =
((υ2 × ω2) · ω3) (ω3 · ω2) + ((υ3 × ω3) · ω2) (ω2 · ω2)
‖ω2‖2‖ω3 × ω2‖2 . (8.23)
Substituting (8.22) and (8.23) in (8.13), and remembering that
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((υ2 × ω2) · ω3) is a determinant, so we can write it as |υ2ω2ω3|, gives:
d2 =
∣∣∣∣ |υ2ω2ω1|(ω1 · ω2) + |υ1ω1ω2|‖ω2‖2‖ω2‖2‖ω1 × ω2‖2 − |υ2ω2ω3|(ω3 · ω2) + |υ3ω3ω2|‖ω2‖
2
‖ω2‖2‖ω3 × ω2‖2
∣∣∣∣‖ω2‖.
(8.24)
By making a common denominator we get: 2
d2 =
(|υ2ω2ω1|(ω1 · ω2) + |υ1ω1ω2|‖ω2‖2)‖ω3 × ω2‖2
− (|υ2ω2ω3|(ω3 · ω2) + |υ3ω3ω2|‖ω2‖2)‖ω1 × ω2‖2
‖ω2‖‖ω3 × ω2‖2‖ω1 × ω2‖2 .
(8.25)
Note that under our assumption above, this quantity is well-defined. Simi-
larly, provided the axes of screws 1 and 3 are also non-parallel, offsets 1 and
3 can be written as:
d1 =
(|υ1ω1ω3|(ω3 · ω1) + |υ3ω3ω1|‖ω1‖2)‖ω2 × ω1‖2
− (|υ1ω1ω2|(ω2 · ω1) + |υ2ω2ω1|‖ω1‖2)‖ω3 × ω1‖2
‖ω1‖‖ω2 × ω1‖2‖ω3 × ω1‖2 ,
(8.26)
d3 =
(|υ3ω3ω2|(ω2 · ω3) + |υ2ω2ω3|‖ω3‖2)‖ω1 × ω3‖2
− (|υ3ω3ω1|(ω1 · ω3) + |υ1ω1ω3|‖ω3‖2)‖ω2 × ω3‖2
‖ω3‖‖ω1 × ω3‖2‖ω2 × ω3‖2 .
(8.27)
The numerator Ω2 of the offset d2 can be written as a determinant of
2We omit the modulus sign to simplify notation. However, offset is positive.
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4× 4-matrix as following
Ω2 = −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣
|υ1ω1ω2| −(ω1 · ω2) (ω1 · ω2) (ω1 · ω1)
|υ2ω2ω1| (ω2 · ω2) −(ω2 · ω2) −(ω1 · ω2)
|υ2ω2ω3| −(ω2 · ω2) −(ω2 · ω2) −(ω2 · ω3)
|υ3ω3ω2| (ω2 · ω3) (ω2 · ω3) (ω3 · ω3)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (8.28)
Similar expression can be obtained for the numerator of offsets d1 and d3:
Ω1 = −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣
|υ3ω3ω1| −(ω1 · ω3) (ω1 · ω3) (ω3 · ω3)
|υ1ω1ω3| (ω1 · ω1) −(ω1 · ω1) −(ω1 · ω3)
|υ1ω1ω2| −(ω1 · ω1) −(ω1 · ω1) −(ω1 · ω2)
|υ2ω2ω1| (ω1 · ω2) (ω1 · ω2) (ω2 · ω2)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (8.29)
Ω3 = −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣
|υ2ω2ω3| −(ω2 · ω3) (ω2 · ω3) (ω2 · ω2)
|υ3ω3ω2| (ω3 · ω3) −(ω3 · ω3) −(ω2 · ω3)
|υ3ω3ω1| −(ω3 · ω3) −(ω3 · ω3) −(ω1 · ω3)
|υ1ω1ω3| (ω1 · ω3) (ω1 · ω3) (ω1 · ω1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (8.30)
The offsets are invariant under the adjoint action of SE(3) acting on
triple screws, we can verify that by Maple. It is clear that the denominator of
any one of them can be written in terms of the invariants of adjoint action of
SE(3) acting on triple screws. However, it is not clear that the numerator can
be written in terms of those vector invariants, since we have determinants, for
instance |υ2ω2ω1|, |υ1ω1ω2| and |υ3ω3ω1|, which are not among the fourteen
vector invariants of SE(3) acting on triple screws. In fact the indices of the
vectors in any of those determinants do not belong to the even permutation
of three vectors. While those determinants are linear in the v’s there is no
clear evidence that they can be written in terms of the invariants in Theorem
6.3.1.
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Lemma 8.4.1. The product of the invariant Ω2 and I123 can be expressed as
a polynomial in terms of vector invariants of the adjoint action of SE(3).
Proof.
Ω2I123 = |υ2ω2ω1||ω1ω2ω3|(ω1 · ω2)‖ω3 × ω2‖2
+ |υ1ω1ω2||ω1ω2ω3|‖ω2‖2‖ω3 × ω2‖2
− |υ2ω2ω3||ω1ω2ω3|(ω3 · ω2)‖ω1 × ω2‖2
− |υ3ω3ω2||ω1ω2ω3|‖ω2‖2‖ω1 × ω2‖2. (8.31)
We note that each term has a product of two determinants so we have to
expand those determinants as follows:
|υ2ω2ω1||ω1ω2ω3| =
∣∣∣∣∣∣∣∣∣∣
(υ2 · ω1) (υ2 · ω2) (υ2 · ω3)
(ω2 · ω1) (ω2 · ω2) (ω2 · ω3)
(ω1 · ω1) (ω1 · ω2) (ω1 · ω3)
∣∣∣∣∣∣∣∣∣∣
(8.32)
We can express this in terms of known vector invariants of the adjoint action
of SE(3) in Theorem 6.3.1 in order to make the calculation easier.
=
∣∣∣∣∣∣∣∣∣∣
(υ2 · ω1) Iˆ22 (υ2 · ω3)
I12 I22 I23
I11 I12 I13
∣∣∣∣∣∣∣∣∣∣
= (υ2 · ω1)I22I13 − (υ2 · ω1)I23I12 − I12Iˆ22I13
+ I12I12(υ2 · ω3) + I11Iˆ22I23 − I11I22(υ2 · ω3). (8.33)
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Similarly,
|υ1ω1ω2||ω1ω2ω3| = Iˆ11I12I23 − Iˆ11I13I22 − I11I23(υ1 · ω2)
+ I11I22(υ1 · ω3) + I12I13(υ1 · ω2)− I212(υ1 · ω3). (8.34)
|υ2ω2ω3||ω1ω2ω3| = (υ2 · ω1)I22I33 − (υ2 · ω1)I223 − I12Iˆ22I33
+ I12I23(υ2 · ω3) + I13Iˆ22I23 − I13I22(υ2 · ω3). (8.35)
|υ3ω3ω2||ω1ω2ω3| = (υ3 · ω1)I223 − (υ3 · ω1)I33I22 − I13I23(υ3 · ω2)
+ I13I22Iˆ33 + I12I33(υ3 · ω2)− I12I23Iˆ33. (8.36)
By substituting the product of two determinants of each term in 8.31
by (8.33),(8.34),(8.35)and (8.36) respectively, and write ‖ω1 × ω2‖2, and
‖ω2×ω3‖2 in terms of known vector invariants as I11I22−I212, and I22I33−I223
respectively, and sorting the indices of invariants in ascending order and
treating brackets as coefficients. Then we get:
Ω2I123 = (υ2 · ω1)I12I13I222I33 − (υ2 · ω1)I212I22I23I33 − I212I13I22Iˆ22I33
+ (υ2 · ω3)I312I22I33 + I11I12I22Iˆ22I23I33 − (υ2 · ω3)I11I12I222I33
− (υ2 · ω1)I12I13I22I223 + (υ2 · ω1)I212I323 + I212I13Iˆ22I223
− (υ2 · ω3)I312I223 − I11I12Iˆ22I323 + (υ2 · ω3)I11I12I22I223
+ Iˆ11I12I
2
22I23I33 − Iˆ11I13I322I33 − (υ1 · ω2)I11I222I23I33
+ (υ1 · ω3)I11I322I33 + (υ1 · ω2)I12I13I222I33 − (υ1 · ω3)I212I222I33
− Iˆ11I12I22I323 + Iˆ11I13I222I223 + (υ1 · ω2)I11I22I323
− (υ1 · ω3)I11I222I223 − (υ1 · ω2)I12I13I22I223 + (υ1 · ω3)I212I22I223
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− (υ2 · ω1)I11I222I23I33 + (υ2 · ω1)I11I22I323 + I11I12I22Iˆ22I23I33
− (υ2 · ω3)I11I12I22I223 − I11I13I22Iˆ22I223 + (υ2 · ω3)I11I13I222I23
+ (υ2 · ω1)I212I22I23I33 − (υ2 · ω1)I212I323 − I312I23Iˆ22I33
+ (υ2 · ω3)I312I223 + I212I13Iˆ22I223 − (υ2 · ω3)I212I13I22I23
− (υ3 · ω1)I11I222I223 + (υ3 · ω1)I11I322I33 + (υ3 · ω2)I11I13I23I222
− I11I13I322Iˆ33 − (υ3 · ω2)I11I12I222I33 + I11I12I222I23Iˆ33
+ (υ3 · ω1)I212I22I223 − (υ3 · ω1)I212I222I33 − (υ3 · ω2)I212I13I22I23
+ I212I13I
2
22Iˆ33 + (υ3 · ω2)I312I22I33 − I312I22I23Iˆ33. (8.37)
By combining the terms together we get
Ω2I123 = (υ1·ω2 + υ2 · ω1)I11I22I323 + (υ2·ω1 + υ1·ω2)I12I13I222I33
− (υ2 · ω1 + υ1·ω2)I12I13I22I223 − (υ1·ω2 + υ2·ω1)I11I222I23I33
+ (υ2·ω3 + υ3·ω2)I312I22I33 + (υ2·ω3 + υ3·ω2)I11I13I222I23
− (υ3·ω2 + υ2·ω3)I212I13I22I23 − (υ2·ω3 + υ3·ω2)I11I12I222I33
+ (υ1·ω3 + υ3·ω1)I11I322I33 − (υ1·ω3 + υ3·ω1)I212I222I33
− (υ1·ω3 + υ3·ω1)I11I222I223 + (υ1·ω3 + υ3·ω1)I212I22I223
+ Iˆ11I12I
2
22I23I33 − Iˆ11I13I322I33 − I212I13I22Iˆ22I33 + I212I13Iˆ22I223
− I11I12Iˆ22I323 − I312I22I23Iˆ33 − Iˆ11I12I22I323 + Iˆ11I13I222I223
+ I11I12I22Iˆ22I23I33 − I11I13I22Iˆ22I223 + I212I13Iˆ22I223 − I312I23Iˆ22I33
− I11I13I322Iˆ33 + I11I12I222I23Iˆ33 + I212I13I222Iˆ33 + I11I12I22Iˆ22I23I33
+((((
((((υ2·ω3)I312I223 −((((((
(
(υ2·ω3)I312I223 +(((((((
(((
(υ2·ω3)I11I12I22I223
−(((((((
(((
(υ2·ω3)I11I12I22I223 −((((((
(
(υ2·ω1)I212I323 +(((((((
(
(υ2 · ω1)I212I323
−(((((((
(((
(υ2·ω1)I212I22I23I33 +(((((((
(((
(υ2·ω1)I212I22I23I33 . (8.38)
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Remember υ1·ω2 +υ2·ω1, υ1 ·ω3 +υ3·ω1 and υ3·ω2 +υ2·ω3 are equal to
invariants Iˆ12, Iˆ13 and Iˆ23 respectively. Hence
Ω2I123 = I11Iˆ12I22I
3
23 + Iˆ12I12I13I
2
22I33 − Iˆ12I12I13I22I223 − I11Iˆ12I222I23I33
+ I312I22Iˆ23I33 + I11I13I
2
22I23Iˆ23 − I212I13I22I23Iˆ23 − I11I12I222Iˆ23I33
+ I11Iˆ13I
3
22I33 − I212Iˆ13I222I33 − I11Iˆ13I222I223 + I212Iˆ13I22I223
+ Iˆ11I12I
2
22I23I33 − Iˆ11I13I322I33 − I212I13I22Iˆ22I33 + 2I212I13Iˆ22I223
− I11I12Iˆ22I323 − I312I22I23Iˆ33 − Iˆ11I12I22I323 + Iˆ11I13I222I223
+ 2I11I12I22Iˆ22I23I33 − I11I13I22Iˆ22I223 − I312I23Iˆ22I33 − I11I13I322Iˆ33
+ I11I12I
2
22I23Iˆ33 + I
2
12I13I
2
22Iˆ33. (8.39)
Theorem 8.4.2. The numerator Ω2 of d2 can be expressed as a polynomial
in terms of vector invariants of the adjoint action of SE(3) acting on triple
screws.
Proof. Lemma 8.4.1 tells us there is an invariant expression for the product
of the offset numerator Ω2 and vector invariant I123, while Result 6.6 also tells
us that there is an expression for the product vector invariants I123 and Iˆ123.
Hence we can write Ω2 as a combination of these syzygies with the other
algebraically independent vector invariants of the adjoint action of SE(3)
acting on triple screws.
If we add I22I123Iˆ123(I13I22 − I12I23) to both sides of Equation 8.39, then
we get
Ω2I123 + I22I123Iˆ123(I13I22 − I12I23) = I11I12I22Iˆ22I23I33 + 2I212I13Iˆ22I223
− I11I12Iˆ22I323 − I312Iˆ22I23I33 + I12I213I22Iˆ22I23 + I11I13I222Iˆ22I33 − I11I13I22Iˆ22I223
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− I212I13I22Iˆ22I33 + 2I12I213I22Iˆ22I23 − I313I222Iˆ22 + I11Iˆ13I322I33 − I11Iˆ13I223I222
− I212Iˆ13I222I33 + 2I12I13Iˆ13I222I23 − I213Iˆ13I322 − I11I12I222Iˆ23I33 + I11I12I22I223Iˆ23
+ I312I22Iˆ23I33 − 2I212I13I22I23Iˆ23 + I12I213I222Iˆ23 − I11Iˆ12I222I23I33
+ I11Iˆ12I22I
3
23 + I
2
12Iˆ12I22I23I33 − 2I12Iˆ12I13I22I223 + Iˆ12I213I222I23. (8.40)
The terms on the right hand side can be collected as follows:
= I12Iˆ22I23(I11I22I33 + 2I12I13I23 − I11I223 − I212I33 + I213I22)
+ I13I22Iˆ22(I11I22I33 − I11I223 − I212I33 + 2I12I13I23 − I213I22)
+ Iˆ13I
2
22(I11I22I33 − I11I223 − I212I33 + 2I12I13I23 − I213I22)
− I12I22Iˆ23(I11I22I33 − I11I223 − I212I33 + 2I12I13I23 − I213I22)
− Iˆ12I22I23(I11I22I33 − I11I223 − I212I33 + 2I12I13I23 − I213I22)
= (I12Iˆ22I23 + I13I22Iˆ22 + Iˆ13I
2
22 − I12I22Iˆ23 − Iˆ12I22I23)(I11I22I33
− I11I223 − I212I33 + 2I12I13I23 − I213I22). (8.41)
From (6.5) we can replace the second factor by I2123, so that:
Ω2I123 + I22I123Iˆ123(I13I22 − I12I23) = (I12Iˆ22I23
+ I13I22Iˆ22 + Iˆ13I
2
22 − I12I22Iˆ23 − Iˆ12I22I23)I2123. (8.42)
Vector invariant I123 is a common factor so by making Ω2 subject it can be
written in terms of vector invariants of the adjoint action of SE(3) acting on
triple screws. Hence
Ω2 = Iˆ123I22(I12I23 − I13I22) + I123(I12Iˆ22I23 + I13I22Iˆ22
+ Iˆ13I
2
22 − I22I12Iˆ23 − I22I23Iˆ12). (8.43)
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Similar expression can be found for the offset numerators Ω1, Ω3.
Corollary 8.4.3. The offsets d1, d2, and d3 can be expressed as vector in-
variants of the adjoint action SE(3) acting on triple screws as follows:
d1 = Iˆ123I11(I12I13 − I11I23)
+I123
(
Iˆ11(I12I13 + I11I23) + I11(I11Iˆ23 − Iˆ12I13 − I12Iˆ13)
)
I
1
2
11(I11I33 − I213)(I11I22 − I212)
. (8.44)
d2 = Iˆ123I22(I12I23 − I13I22)
+I123
(
Iˆ22(I12I23 + I13I22) + I22(Iˆ13I22 − I12Iˆ23 − Iˆ12I23)
)
I
1
2
22(I11I22 − I212)(I22I33 − I223)
. (8.45)
d3 = Iˆ123I33(I13I23 − I12I33)
+I123
(
Iˆ33(I13I23 + I12I33) + I33(Iˆ12I33 − Iˆ13I23 − Iˆ23I13)
)
I
1
2
33(I22I33 − I223)(I11I33 − I213)
. (8.46)
For the sake of completeness we give the formulae for a general n- joint
robot arm. Analogous to (8.10) we can write the link length ai between joints
i and j = i+ 1 is as follows:
ai =
ωi·ωj
‖ωi × ωj‖(
υi·ωi
ωi·ωi +
υj·ωj
ωj·ωj )−
ωi·υj + υi·ωj
‖ωi × ωj‖ . (8.47)
In the terms of vector invariants of the adjoint action of SE(3)
ai =
Iij√
IiiIjj − I2ij
(
Iˆii
Iii
+
Iˆjj
Ijj
)
− Iˆij
IiiIjj − I2ij
. (8.48)
For the three successive joints i, j = i + 1, and k = i + 2 analogously to
(8.25) the general formula of offset dj can be written as
dj =
(|υjωjωi|(ωi·ωj) + |υiωiωj|‖ωj‖2)‖ωk × ωj‖2
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− (|υjωjωk|(ωk·ωj) + |υkωkωj|‖ωj‖2)‖ωi × ωj‖2
‖ωj‖‖ωk × ωj‖2‖ωi × ωj‖2 . (8.49)
We can write the numerator of offset Ωj by using determinant of 4 × 4-
matrix as
Ωj = −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣
|υiωiωj| −(ωi·ωj) (ωi·ωj) (ωi·ωi)
|υjωjωi| (ωj·ωj) −(ωj·ωj) −(ωi·ωj)
|υjωjωk| −(ωj·ωj) −(ωj·ωj) −(ωj·ωk)
|υkωkωj| (ωj·ωk) (ωj·ωk) (ωk·ωk)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (8.50)
The offset dj can be written in terms of vector invariants of the adjoint
action of SE(3) acting of n > 3 as follows:
dj = IˆijkIjj(IijIjk − IikIjj)
+Iijk
(
Iˆjj(IijIjk + IikIjj) + Ijj(IˆikIjj − Iij Iˆjk − IˆijIjk)
)
I
1
2
jj(IiiIjj − I2ij)(IjjIkk − I2jk)
. (8.51)
Hence link lengths and offsets can be expressed in terms of vector in-
variants of the adjoint action of SE(3) acting on n screws using Plu¨cker
coordinates (ωi,υi). Moreover, they are examples of rational algebraic vec-
tor invariants for the same group under the same action.
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Chapter 9
Geometric Duality for the Set
of Three Screws
In this chapter we are going to study the geometric interpretation of the Lie
bracket of two screws and the consequences of this for sets of three screws.
That interpretation will give us a clear picture of the relation between offsets
and link lengths in the Denavit–Hartenberg parameters of the robot arms.
9.1 The geometric interpretation of the Lie
bracket of two screws
The Lie bracket between two screws S1, S2 has the following form:
[S1, S2] = (ω1 × ω2,ω1 × υ2 + υ1 × ω2), (9.1)
where Si = (ωi,υi) in Plu¨cker coordinates. Samuel et al [45] give the physical
meaning of the Lie bracket as a twist that acts on a screw whose axis is the
common perpendicular to the axes of both screws. That screw has a pitch
103
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and we shall label it by h′3 which is equal
h′3 = h12 = (h1 + h2) + a cot θ, (9.2)
where hi is the pitch of the screw Si, the angle θ lies between the axes of
S1 and S2, and a is the distance between the axes of S1 and S2, which in
this thesis is called the link length. The amplitude of a screw S = (ω,υ)
is defined to be ‖ω‖. Then the amplitude of [S1, S2] is
‖ω1 × ω2‖ =‖ω1‖‖ω2‖ sin θ.
9.2 Axis of the common perpendicular
Suppose we have a robot arm whose links are connected by three screws
namely S1, S2, and S3 with Plu¨cker coordinates (ωi,υi) and i = 1, 2, 3 re-
spectively, and they are arbitrary in se(3). The Lie bracket between the
screws S1 and S2 gives us a screw whose axis is the common perpendicular
to S1 and S2 as above, and for convenience we label it by S
′
3 with Plu¨cker
coordinates
S ′3 = (ω
′
3,υ
′
3) = [S1, S2]
= (ω1 × ω2,ω1 × υ2 + υ1 × ω2). (9.3)
Similarly, the Lie bracket between the screws S3 and S1 gives us a screw
whose axis is the common perpendicular to S3 and S1, and we label it by S
′
2
with Plu¨cker coordinates
S ′2 = (ω
′
2,υ
′
2) = [S3, S1]
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= (ω3 × ω1,ω3 × υ1 + υ3 × ω1), (9.4)
and Lie bracket between the screws S2 and S3 gives us a screw whose axis is
the common perpendicular screw S ′1 with Plu¨cker coordinates
S ′1 = (ω
′
1,υ
′
1) = [S2, S3]
= (ω2 × ω3,ω2 × υ3 + υ2 × ω3). (9.5)
As a result of the way we labeled S ′i and the Lie bracket of any two
of Si where i = 1, 2, 3, we get these three equations which have a cyclic
permutation of indices
S ′1 = [S2, S3], (9.6)
S ′2 = [S3, S1], (9.7)
S ′3 = [S1, S2]. (9.8)
Definition 9.2.1. Given a set of three screws S1, S2, and S3, their geomet-
ric dual is the set S ′1, S
′
2, and S
′
3.
The set S ′1, S
′
2, and S
′
3 creates a new set of screws related to the old one.
Moreover, those two sets of screws enable us to find the relation between
offsets and link lengths in Denavit–Hartenberg parameters of the robot as
we shall see in the next sections.
9.3 Invariants of geometric duals
According to the relation between the new set of screws and the old one, the
vector invariants of the adjoint action of SE(3) acting on screws S ′1, S
′
2, and
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S ′3 are also related to the vector invariants of the adjoint action of SE(3)
acting on screws S1, S2, and S3 stated in Theorem 6.3.1.
The vector invariants of the adjoint action of SE(3) applied to the new
screw triple S ′1, S
′
2, and S
′
3 are denoted by a “ dash”, for instance I
′
11 for
I11(S
′
1, S
′
2, S
′
3), when written in terms of Plu¨cker coordinates of (S1, S2, S3)
must still be invariant. This is because the adjoint action of Lie group is a
Lie algebra automorphism, that is, if g ∈ SE(3) and for any S1, S2 ∈ se(3),
then
[gS1, gS2] = g[S1, S2].
To calculate the vector invariants of the new set of screws and express
them in terms of vector invariants of the old set of screws, we have to replace
every Plu¨cker coordinates of each old screw by the corresponding Plu¨cker
coordinates of the new screws, more precisely replacing ωi with ω
′
i, and υi
with υ′i for i = 1, 2, 3 in the vector invariants of the old set of screws and
hence we get the vector invariants of the adjoint action of SE(3) acting on
the new screws.
For vector invariant I11 = ω1 ·ω1, we have to replace ω1 by ω′1 = ω2×ω3,
and then using identity of Lagrange 8.8 as follows:
I ′11 = ω
′
1 · ω′1 = (ω2 × ω3) · (ω2 × ω3)
= (ω2 · ω2)(ω3 · ω3)− (ω2 · ω3)2
= I22I33 − I223. (9.9)
Analogously, replacing ω′2 by ω3 × ω1, and ω′3 by ω1 × ω2 we get
I ′22 = ω
′
2 · ω′2 = I11I33 − I213. (9.10)
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I ′33 = ω
′
3 · ω′3 = I11I22 − I212. (9.11)
For vector invariant I12 = ω1 · ω2, we have to replace ω1 by ω′1 = ω2 × ω3
and ω2 by ω
′
2 = ω3 × ω1 as follows:
I ′12 = ω
′
1 · ω′2 = (ω2 × ω3) · (ω3 × ω1)
= (ω3 · ω1)(ω2 · ω3)− (ω2 · ω1)(ω3 · ω3)
= I13I23 − I12I33. (9.12)
Similarly, we get
I ′13 = I23I12 − I13I22. (9.13)
I ′23 = I12I13 − I23I11. (9.14)
For vector invariant Iˆ11 = ω1 · υ1, we have to replace ω1 by ω′1 = ω2 × ω3
and υ1 by υ
′
1 = ω2 × υ3 + υ2 × ω3 as follows:
Iˆ ′11 = ω
′
1 · υ′1 = (ω2 × ω3) · (ω2 × υ3 + υ2 × ω3),
= (ω2 × ω3) · (ω2 × υ3) + (ω2 × ω3) · (υ2 × ω3),
= (ω2 · ω2)(ω3 · υ3)− (ω2 · υ3)(ω2 · ω3)
+ (ω2 · υ2)(ω3 · ω3)− (ω3 · υ3)(ω2 · ω3),
= (ω2 · ω2)(ω3 · υ3) + (ω2 · υ2)(ω3 · ω3)
− (ω2 · ω3)(ω2 · υ3 + ω3 · υ3),
= I22Iˆ33 + Iˆ22I33 − Iˆ23I23. (9.15)
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Similarly, we get
Iˆ ′22 = I33Iˆ11 + Iˆ33I11 − Iˆ13I13. (9.16)
Iˆ ′33 = I11Iˆ22 + Iˆ11I22 − Iˆ12I12. (9.17)
Iˆ ′12 = Iˆ13I23 + Iˆ23I13 − Iˆ12I33 − 2Iˆ33I12. (9.18)
Iˆ ′13 = Iˆ12I23 + Iˆ23I12 − Iˆ13I22 − 2Iˆ22I13. (9.19)
Iˆ ′23 = Iˆ12I13 + Iˆ13I12 − Iˆ23I11 − 2Iˆ11I23. (9.20)
For I ′123 we substitute ω
′
1 = ω2 × ω3, ω′2 = ω3 × ω1, and ω′3 = ω1 × ω2
in ω′1 · (ω′2 × ω′3), and by using the vector triple product a × (b × c) =
b(a · c)− c(a · b) [32], then we get
I ′123 = (ω2 × ω3) · ((ω3 × ω1)× (ω1 × ω2)),
= (ω2 × ω3) · (ω3 · (ω1 × ω2)ω1),
= (ω1 · (ω2 × ω3))2,
= I2123. (9.21)
The same argument applies for Iˆ ′123 and hence
Iˆ ′123 = 2I123Iˆ123. (9.22)
9.4 Geometrical duality of offset and link
length
The physical interpretation of the Lie bracket of two screws in Section 9.1
tells us the position of the new set of screws relative to the old one and the
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relation between them. In particular, link lengths in the old set of screws
become offsets in the new set set of screws, and offsets in the old set of screws
become link lengths in the new one. That means there is a geometric duality
between two sets of screws, for instance, link length a1 after replacing ωi and
υi by ω
′
i and υ
′
i becomes a
′
1 and equal the offset d3. Similarly a2 becomes
a′2 = d1, and a3 becomes a
′
3 = d2. The converse is also true, for instance,
offset d1 after replacing ωi and υi by ω
′
i and υ
′
i becomes d
′
1 and equal to link
length a2, and so on for the others.
Theorem 9.4.1. Given a set of three screws, the Denavit–Hartenberg pa-
rameters of its geometric dual are as follows
d′1 = a2, d
′
2 = a3, d
′
3 = a1,
a′1 = d3, a
′
2 = d1, a
′
3 = d2.
Proof. If we replace every ωi and υi of offset di in the original set of screws
by ω′i and υ
′
i then it becomes d
′
i which is equal to the link length in the
associated set of screws. To avoid long tedious calculations we have done the
calculations by using the Maple program, see Section A.2.
9.5 Geometrically dual set of screws
In this section we justify the term geometric duality by the corresponding
Lie brackets of the screws S ′1, S
′
2, and S
′
3. Bear in mind that the Lie brackets
physically give us the screw whose axis is the common perpendicular to the
axes of the original screws and we denote them as
S ′′1 = [S
′
2, S
′
3]. (9.23)
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S ′′2 = [S
′
3, S
′
1]. (9.24)
S ′′3 = [S
′
1, S
′
2]. (9.25)
In order to know the relation between S ′′i and Si we have to expand these
Lie brackets. Its enough to calculate one of them and get a generalisation.
S ′′1 = [S
′
2, S
′
3]
= [(ω3 × ω1,ω3 × υ1 + υ3 × ω1), (ω1 × ω2,ω1 × υ2 + υ1 × ω2)]
= (ω3 × ω1 × ω1 × ω2, (ω3 × ω1)× (ω1 × υ2 + υ1 × ω2)
+ (ω3 × υ1 + υ3 × ω1)× (ω1 × ω2))
= (ω1((ω3 × ω1) · ω2),ω1(υ1 · (ω2 × ω3) + υ2 · (ω3 × ω1) + υ3 · (ω1 × ω2))
+ υ1((ω3 × ω1) · ω2)).
Note that the coefficients are in fact invariants hence
= (I123ω1, Iˆ123ω1 + I123υ1)
= (I123 + Iˆ123)(ω1 + υ1)
= (I123 + Iˆ123)S1.
Given that I123 represents the volume of a parallelepiped spanned by ω1, ω2,
and ω3. We can think of this scaling factor as a dual volume.
Observe that S ′′1 , S
′′
2 ,S
′′
3 are the same as S1, S2,S3 except for the factor
(I123 + Iˆ123), and hence
(S ′′1 , S
′′
2 , S
′′
3 ) = (I123 + Iˆ123)(S1, S2, S3). (9.26)
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Geometrically, the screws S ′′i and Si have the same axes but their pitches
differ as a result of that factor. We denote the pitch of Si by hi as we
mentioned before whereas we will denote the pitch of S ′′i by h
′′
i . Then for
i = 1, 2, 3:
h′′i =
I123ωi · (Iˆ123ωi + I123υi)
I123ωi · I123ωi
=
I123Iˆ123ωi · ωi + I2123ωi · υi
I2123ωi · ωi
=
Iˆ123
I123
+
ωi · υi
ωi · ωi
=
Iˆ123
I123
+ hi. (9.27)
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Appendix A
Maple Output
A.1 Rank of algebraically independent vec-
tor invariants
Maple helps us to find the rank of any n × m matrix. Jacobian matrix J
consists of 18 rows and 12 columns, where rows represent the partial deriva-
tives with respect to 18 variables w11, · · · , v33 and columns represent the first
12 vector invariants of the adjoint action of SE(3) acting on triple screws
stated in Theorem 6.3.1. According to Theorem 6.3.2, if the rank of J equal
12, then those 12 vector invariants are algebraically independent.
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A.2 Geometric duality between link lengths
and offsets
Recall that we denote the vector invariants of the adjoint action of SE(3)
acting on triple screws S1, S2, and S3 by Iij for those vector invariants that
have ωi · ωj where i, j = 1, 2, 3, and for those vector invariants that have
v’s we denote them by Iˆij. However, for this program we can not write Iˆij
in Maple, so we will denote Iˆij by Hij. Furthermore, in the new system of
screws S ′1, S
′
2, and S
′
3, we denote I
′
ij by pij, for instance, p12 correspond to
I ′12, and pijh correspond to Iˆ
′
ij. Moreover, p123 represents I
2
123 and p123h
represents 2I123Iˆ123. The first syzygy I
2
123 is denoted by a where as the second
syzygy is denoted by j.
We denote the numerator and dominator of offset d1 by Ω1 and dom1.
We denote the other offsets similarly. We still denote link length number one
by a1.
In this program, we have only done the geometric duality from offsets to
link length. However, the converse can also be shown to be true by tedious
straight forward calculations.
(2)
(1)
(11)
(12)
(10)
(7)
(17)
(16)
(4)
(9)
(5)
(3)
(8)
(6)
(13)
(14)
(15)
*****************************************************************************
(20)
(24)
(19)
(22)
(21)
(18)
(23)
(25)
*******************************************************************************
****************************************************************************************
********************************************************************************************
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A.3 Even expressions
(1)
(2)
(3)
(10)
(5)
(6)
(7)
(9)
(8)
>  
(4)
1
1
(21)
(20)
(15)
(13)
(19)
(12)
(11)
(23)
(17)
(16)
(22)
(18)
(14)
(24)
1
1
1
(30)
(29)
(35)
(33)
(36)
(34)
(32)
(11)
(27)
(28)
(26)
(31)
(37)
(25)
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