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In 1992, Thomas Bier introduced a surprisingly simple way to
construct a large number of simplicial spheres. He proved that,
for any simplicial complex  on the vertex set V with  = 2V ,
the deleted join of  with its Alexander dual ∨ is a combinatorial
sphere. In this paper, we extend Bier’s construction to multicom-
plexes, and study their combinatorial and algebraic properties. We
show that all these spheres are shellable and edge decomposable,
which yields a new class of many shellable edge decomposable
spheres that are not realizable as polytopes. It is also shown that
these spheres are related to polarizations and Alexander duality for
monomial ideals which appear in commutative algebra theory.
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
In an unpublished work in 1992, Thomas Bier presented a surprisingly simple way to construct
a large number of simplicial spheres by using Alexander duality. Let  be a simplicial complex on
[n] = {1,2, . . . ,n} which is not the set of all subsets of [n], and let ∨ = {F ⊂ [n]: [n] \ F /∈ } be the
Alexander dual of . The Bier sphere Bier() of  is deﬁned as the deleted join of  and ∨ , in other
words, Bier() is the simplicial complex on {x1, . . . , xn, y1, . . . , yn} deﬁned by
Bier() = {XF ∪ YG : F ∈ , G ∈ ∨, F ∩ G = ∅},
where XF = {xi: i ∈ F } and YG = {yi: i ∈ G}. Bier proved that this simplicial complex is indeed
a triangulation of a sphere, and Bier spheres are of interest in topological combinatorics in connection
with the van Kampen–Flores theorem and non-polytopal triangulations of spheres [4,14].
The main purpose of this paper is to extend Bier’s construction to ﬁnite multicomplexes. Our
construction method is quite different from the original approach given by Bier. Our approach is
similar to the construction of Billera–Lee polytopes [2] and Kalai’s squeezed spheres [12]. We ﬁrst
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boundary.
Here we brieﬂy deﬁne our generalized Bier spheres. Fix c = (c1, . . . , cn) ∈ Zn0. A monomial
xa11 x
a2
2 · · · xann , where x1, x2, . . . , xn are variables, is called a c-monomial if ai  ci for all i. A c-multi-
complex M is a non-empty set of c-monomials such that if u ∈ M and a monomial v divides u then
v ∈ M . Let
X˜i =
{
x(0)i , x
(1)
i , . . . , x
(ci)
i
}
be sets of new indeterminates for i = 1,2, . . . ,n and let X˜ =⋃ni=1 X˜i . We deﬁne the simplicial com-
plex Bc(M) to be the simplicial complex generated by{
X˜
∖ {
x(a1)1 , x
(a2)
2 , . . . , x
(an)
n
}
: xa11 x
a2
2 · · · xann ∈ M
}
.
In Lemma 1.4, we prove that if M is not the set of all c-monomials then Bc(M) is a (|c| − 1)-
dimensional shellable ball, where |c| = c1 + · · · + cn . We deﬁne the Bier sphere Bierc(M) of a multi-
complex M (w.r.t. c) as the boundary of Bc(M).
The above deﬁnition looks very different from the construction of classical Bier spheres of sim-
plicial complexes. However, we show that classical Bier spheres are Bier spheres of multicomplexes
w.r.t. c= (1,1, . . . ,1). Note that another generalization of Bier’s construction (to posets) was given by
Björner et al. [4].
We also prove the following combinatorial properties of Bierc(M) (the deﬁnition of g-vectors,
shellability and edge decomposability will be given in Sections 1 and 4).
• Bierc(M) is shellable (Theorem 2.1).
• The g-vector of Bierc(M) is given by
gi
(
Bierc(M)
)= #{u ∈ M: degu = i} − #{u ∈ M: degu = |c| − i},
where #X denotes the cardinality of a ﬁnite set X (Theorem 1.14).
• Bierc(M) is edge decomposable (Theorem 4.6).
The ﬁrst and second results generalize the results of Bjöner et al. [4, Theorems 4.1 and 5.2] who
proved the same statement for classical Bier spheres of simplicial complexes. Edge decomposability
was introduced by Nevo [21] in the study of g-vectors of simplicial spheres. This property is im-
portant since if a simplicial complex is edge decomposable then its face vector satisﬁes McMullen’s
g-condition. Thus the result yields a new class of simplicial spheres whose face vectors satisfy
McMullen’s g-condition, since most Bier spheres are not realizable as polytopes [4,14]. It would be of
interest to ﬁnd a simple proof of this fact by using the second result without using edge decompos-
ability.
The construction of Bier(M) is inspired by the study of shellability of multicomplexes and po-
larization which are techniques in commutative algebra theory [10,11]. Let S = K [x1, . . . , xn] be a
polynomial ring over a ﬁeld K with deg xi = 1 for any i. Let c = c + (1,1, . . . ,1). For a c-monomial
xa11 x
a2
2 · · · xann , its polarization (w.r.t. c) is the squarefree monomial
pol
(
xa11 x
a2
2 · · · xann
)= ∏
ai =0
(xi,0xi,1 · · · xi,ai−1)
in a polynomial ring S˜ = K [xi, j: 1 i  n, 0 j  ci]. For a monomial ideal I ⊂ S minimally gener-
ated by c-monomials u1, . . . ,us , the polarization of I (w.r.t. c) is the squarefree monomial ideal
pol(I) = (pol(u1), . . . ,pol(us))⊂ S˜.
Polarizations of monomial ideals are used in the study of graded Betti numbers in commutative al-
gebra. An advantage of polarization is that, since taking polarizations does not change graded Betti
numbers, polarization sometimes reduce an algebraic problem on graded Betti numbers of monomial
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larization and Bier spheres is the following. Let M be a c-multicomplex, and let I(M) be the ideal
generated by all monomials in S which are not in M . In Lemma 3.2, we show
pol
(
I(M)
)= ( ∏
x( j)i ∈F
xi, j: F ⊂ X˜, F /∈ Bc(M)
)
.
Thus we show that the Stanley–Reisner ideal of the Bier ball Bc(M) is the polarization of the mono-
mial ideal I(M).
By using the above fact, we study algebraic aspects of Bier spheres. Since Bier spheres of simplicial
complexes are deﬁned by using Alexander duality, it is natural to ask if Bier spheres of multicomplexes
are also related to Alexander duality. In Section 3, we show that Bier spheres of multicomplexes can
be deﬁned by using Alexander duality for monomial ideals, introduced by Miller [16,17]. In Section 5,
we discuss a connection between Bier spheres and linkage theory, and study graded Betti numbers of
Stanley–Reisner rings of Bier spheres.
The results of the paper show that Bier spheres and Kalai’s squeezed spheres [12] can be con-
structed in a similar way. Kalai’s squeezed spheres also arise from ﬁnite multicomplexes by certain
operations (see [12, p. 6] and [19, Proposition 4.1]), and give many shellable edge decomposable
spheres which are not realizable as polytopes [12,13,20]. It might be of interest to ﬁnd a general
construction of shellable spheres which includes both Bier spheres and Kalai’s squeezed spheres.
1. Bier sphere of a multicomplex
We ﬁrst recall the basics on simplicial complexes and multicomplexes.
Let V be a ﬁnite set. A simplicial complex  on V is a collection of subsets of V such that if F ∈ 
and G ⊂ F then G ∈  (we do not assume that  contains all 1-subsets of V ). An element F ∈  with
#F = i + 1 is called an (i-dimensional) face of , and maximal faces under inclusion are called facets.
The dimension of  is the maximal dimension of its faces. A simplicial complex is said to be pure if all
its facets have the same cardinality. For subsets F1, F2, . . . , Fs of V , we write 〈F1, F2, . . . , Fs〉 for the
simplicial complex generated by F1, F2, . . . , Fs , in other words,
〈F1, F2, . . . , Fs〉 =
{
G ⊂ V : G ⊂ Fi for some i ∈ {1,2, . . . , s}
}
.
Deﬁnition 1.1. A (d − 1)-dimensional pure simplicial complex  is said to be shellable if there is an
order F1, F2, . . . , Fs of the facets of  such that
〈F1, F2, . . . , Fi−1〉 ∩ 〈Fi〉
is generated by subsets of Fi of cardinality d − 1. The order F1, F2, . . . , Fs is called a shelling of .
We say that a simplicial complex  is a simplicial d-ball (or d-sphere) if its geometric realization
is homeomorphic to a d-ball (or d-sphere). It is well known that if a (d − 1)-dimensional simplicial
complex  is shellable and if any (d − 2)-dimensional face of  is contained in at most two facets,
then  is a simplicial ball or sphere (see [3, Theorem 11.4]). This implies the following fact.
Lemma 1.2. Let  be a simplicial (d − 1)-sphere and let Γ be a (d − 1)-dimensional subcomplex of  with
Γ = . If Γ is shellable then Γ is a simplicial (d − 1)-ball.
Let X = {x1, x2, . . . , xn} be a set of indeterminates. For a= (a1,a2, . . . ,an) ∈ Zn0, we write
xa = xa11 xa22 · · · xann .
Fix c = (c1, c2, . . . , cn) ∈ Zn0. A c-multicomplex is said to be c-full if it is the set of all c-monomials.
A c-multicomplex which is not c-full is called a proper c-multicomplex. Let
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{
x(0)i , x
(1)
i , . . . , x
(ci)
i
}
be sets of new indeterminates for i = 1,2, . . . ,n, and let
X˜ = X˜1 ∪ X˜2 ∪ · · · ∪ X˜n.
Deﬁnition 1.3. For any c-monomial xa = xa11 xa22 · · · xann , let
Fc
(
xa
)= X˜ ∖ {x(a1)1 , x(a2)2 , . . . , x(an)n }.
For any c-multicomplex M , we deﬁne the simplicial complex Bc(M) on X˜ by
Bc(M) =
〈
Fc
(
xa
)
: xa ∈ M〉.
For simplicial complexes  and Γ with disjoint vertices, the simplicial complex
 ∗ Γ = {F ∪ G: F ∈  and G ∈ Γ }
is called the join of  and Γ . Let ∂ X˜i = {F ⊂ X˜i: F = X˜i} for i = 1,2, . . . ,n, and let
Λc = ∂ X˜1 ∗ ∂ X˜2 ∗ · · · ∗ ∂ X˜n.
Then Λc is a simplicial (|c| − 1)-sphere, where |c| = c1 + · · · + cn , since each ∂ X˜i is the boundary
of a simplex and since the join of two simplicial spheres is again a simplicial sphere. Since Fc(xa) =
X˜ \ {x(a1)1 , . . . , x(an)n } is a facet of Λc , Bc(M) is a subcomplex of Λc having the same dimension as Λc .
Lemma 1.4. Let M be a c-multicomplex.
(i) Bc(M) = Λc if and only if M is c-full.
(ii) Bc(M) is shellable.
(iii) If M is not c-full then Bc(M) is a simplicial (|c| − 1)-ball.
Proof. (i) is straightforward.
(ii) was essentially proved in [11, Theorem 4.3]. But we include a proof for the sake of complete-
ness. Let xa ∈ M be a monomial that does not divide any other monomial in M . It is enough to prove
that
Bc
(
M
∖ {
xa
})∩ 〈Fc(xa)〉= 〈Fc(xa) ∖ {x( j)i }: i = 1,2, . . . ,n, 0 j  ai − 1〉. (1)
We ﬁrst show that the left-hand side contains the right-hand side. Observe that xax−ai+ ji ∈ M if
j  ai −1. Then Fc(xa)\ {x( j)i } ⊂ Fc(xax−ai+ ji ) ∈ Bc(M \ {xa}). Second, we show that the right-hand side
contains the left-hand side. It is enough to prove that
G = {x( j)i : i = 1,2, . . . ,n, 0 j  ai − 1}
is not contained in Bc(M \ {xa}) since the set G is the (unique) smallest element among the elements
in 〈Fc(xa)〉 which are not contained in the right-hand side of (1). Suppose contrary that G ∈ Bc(M \
{xa}). There exists a monomial xb ∈ M with xb = xa such that G ⊂ Fc(xb). Then, by the deﬁnition
of Fc(−), we have bi  ai for all i, which implies xa divides xb . This contradicts the choice of xa .
(iii) By (i), Bc(M)  Λc . Then Lemma 1.2 and (ii) say that Bc(M) is a simplicial (|c| − 1)-ball. 
We call Bc(M) the Bier ball of M with respect to c.
Remark 1.5. Bc(M) depends not only on M but also on c. However, the crucial case will be the case
when xc11 · · · xcnn is equal to the least common multiple of monomials in M since B(c1+1,c2,...,cn)(M) =
{x(c1+1)1 } ∗Bc(M) is a cone of Bc(M).
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this paper we include 0 since considering Zn0 is convenient for induction purposes.
Remark 1.7. In the special case when M is the set of all monomials of degree  k for some integer
k 0, Lemma 1.4(iii) was proved in [10, Theorem 3.1].
Remark 1.8. Although we only prove shellability, Bc(M) is vertex decomposable (see [3, p. 1854]).
Indeed, both the link and the deletion of Bc(M) w.r.t. x(c1)1 are Bier balls.
Now we deﬁne Bier spheres of multicomplexes. Let  be a simplicial (d − 1)-ball. Then each
(d − 2)-dimensional face of  is contained in at most two facets of . Then its boundary
∂ = 〈F ∈ : #F = d − 1, F is contained in exactly one facet of 〉
is a simplicial (d − 2)-sphere.
Deﬁnition 1.9. Let M be a proper c-multicomplex. We call the boundary Bierc(M) = ∂Bc(M) of the
(|c| − 1)-dimensional simplicial ball Bc(M) the Bier sphere of a multicomplex M with respect to c.
In the rest of this section, we study some easy combinatorial properties of Bier spheres. First, we
describe the facets of Bierc(M). For any monomial xa and for any pure power of a variable x
j
i , we
deﬁne
xa  x ji = xax−ai+ ji = xa11 · · · xai−1i−1 x ji xai+1i+1 · · · xann
(we assume x0i = 1 when we consider xa  x0i ). The facets of Bierc(M) are given as follows.
Proposition 1.10. Let M be a proper c-multicomplex. Then
Bierc(M) =
〈
Fc
(
xa
) ∖ {
x( j)i
}
: xa ∈ M, xa  x ji /∈ M, ai < j  ci
〉
.
Proof. Let xa ∈ M . Note that xa  x ji /∈ M implies ai < j. Bierc(M) is generated by all codimension 1
faces F of Bc(M) such that F is contained in exactly one facet of Bc(M). It is easy to see that if
Fc(xa) \ {x( j)i }, where x( j)i ∈ Fc(xa), is contained in Fc(xb) for some c-monomial xb , then xb must be
either xa or xa  x ji . This implies the desired formula. 
Example 1.11. Let c= (2,2) and M = {1, x, y, x2, y2}. Then
B(2,2)(M) =
〈
x(1)x(2) y(1) y(2), x(0)x(2) y(1) y(2), x(1)x(2) y(0) y(2),
x(0)x(1) y(1) y(2), x(1)x(2) y(0) y(1)
〉
,
where we identify x(i)x( j) y(k) y() with {x(i), x( j), y(k), y()} for simplicity, and
Bier(2,2)(M) =
〈
x(0)x(2) y(1), x(0)x(2) y(2), x(1) y(0) y(2), x(2) y(0) y(2),
x(0)x(1) y(1), x(0)x(1) y(2), x(1) y(0) y(1), x(2) y(0) y(1)
〉
.
Then Bier(2,2)(M) is the boundary complex of the octahedron, that is, Bier(2,2)(M) = ∂〈{x(0), y(0)}〉 ∗
∂〈{x(1), x(2)}〉 ∗ ∂〈{y(1), y(2)}〉.
Example 1.12. Here we classify Bier spheres of multicomplexes with one variable. Let c = (c) and
M = {1, x, x2, . . . , xb}, where 0 b < c. Then
B(c)(M) =
〈{
x(0), x(1), . . . , x(c)
} ∖ {
x(i)
}
: i = 0,1, . . . ,b〉
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Bier(c)(M) =
〈{
x(0), x(1), . . . , x(c)
} ∖ {
x(i), x( j)
}
: i = 0,1, . . . ,b, j = b + 1, . . . , c〉.
Hence Bier(c)(M) = ∂〈{x(0), x(1), . . . , x(b)}〉 ∗ ∂〈{x(b+1), x(b+2), . . . , x(c)}〉.
If c = (1,1, . . . ,1) then c-multicomplexes can be identiﬁed with simplicial complexes. We show
that Bier(1,1,...,1)(M) are classical Bier spheres. Let  and Γ be simplicial complexes on the vertex
sets V and W , respectively. We say that  is isomorphic to Γ if there is a bijection φ : V → W such
that Γ = {φ(F ): F ∈ }.
Theorem 1.13. Let c = (1,1, . . . ,1). Let M be a proper c-multicomplex on X and  the simplicial complex
deﬁned by  = {{i1, . . . , ik} ⊂ [n]: xi1 · · · xik ∈ M}. Then Bierc(M) is combinatorially isomorphic to Bier().
Proof. A straightforward computation shows (see [14, Lemma 5.6.4])
Bier() = 〈XF ∪ Y [n]\(F∪{ j}): F ∈ , F ∪ { j} /∈ 〉.
For F ⊂ [n], let xF =∏i∈F xi . Observe that Fc(xF ) = {x(0)i : i ∈ F } ∪ {x(1)i : i /∈ F }. Proposition 1.10 shows
Bierc(M) =
〈
Fc
(
xF
) ∖ {
x(1)j
}
: F ∈ , F ∪ { j} /∈ 〉,
which proves the desired statement. 
Lemma 1.4 and Theorem 1.13 provide a new proof of Bier’s theorem. The known proofs of Bier’s
theorem uses subdivisions or Bistellar ﬂips. See [4,7,14].
Finally, we compute face vectors of Bier spheres. Let  be a (d−1)-dimensional simplicial complex.
Let f i = f i() be the number of faces of  of cardinality i. The f -vector of  is the vector f () =
( f0, f1, . . . , fd) where f0 = 1, and the h-vector h() = (h0,h1, . . . ,hd) ∈ Zd+1 of  is deﬁned by the
relation
d∑
i=0
hit
d−i =
d∑
i=0
f i(t − 1)d−i .
Also, for 0  i   d2 , let gi = hi − hi−1 where g0 = 1. The vector g() = (g0, g1, . . . , g d2 ) is called
the g-vector of . For a multicomplex M , let f i(M) be the number of monomials in M of degree i.
It is easy to see that knowing the f -vector of  is equivalent to knowing the h-vector of . Also,
if  is a simplicial sphere then knowing the g-vector of  is equivalent to knowing the h-vector
of  by the Dehn–Sommerville equations hi = hd−i . The g-vectors of Bier spheres are given by the
following formula.
Theorem 1.14. Let M be a proper c-multicomplex.
(i) hi(Bc(M)) = f i(M) for all i.
(ii) gi(Bierc(M)) = f i(M) − f |c|−i(M) for i = 0,1, . . . ,  |c|−12 .
Proof. (i) follows from the shelling (1) and the following fact: If  is shellable with a shelling
F1, . . . , Fs then, for i  1,
hi() = #
{
k: k 2, 〈F1, . . . , Fk−1〉 ∩ 〈Fk〉 is generated by i facets
}
. (2)
See [24, III, Proposition 2.3].
(ii) follows from the well-known fact that if B is a (d−1)-dimensional simplicial ball then gi(∂B) =
hi(B) − hd−i(B) for i = 0,1, . . . ,  d−12 . See [24, p. 137]. 
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In the previous section, we prove that Bc(M) is a simplicial ball by using shellability. Shellability
is an important property in combinatorial topology, which induces several important topological and
enumerative properties like Lemma 1.2 and formula (2). Thus if one obtains a construction of simpli-
cial spheres it is a fundamental question to ask whether they are shellable. Björner et al. [4] proved
that Bier spheres of simplicial complexes are shellable. In this section, we extend this result for Bier
spheres of multicomplexes.
Let c = (c1, . . . , cn) ∈ Zn0 and let M be a proper c-multicomplex. For any c-monomial xa and for
any pure power of a variable x ji with 0< j  ci , let
G
(
xa; x ji
)= Fc(xa) ∖ {x( j)i },
and let
Facetc(M) =
{
G
(
xa; x ji
)
: xa ∈ M, xa  x ji /∈ M, ai < j  ci
}
.
By Proposition 1.10, Facetc(M) is the set of the facets of Bierc(M).
We introduce the order  on Facetc(M) as follows: Let >lex be the lexicographic order on Zn .
Thus, for a,b ∈ Zn , a >lex b if and only if there exists an i such that ai > bi and ak = bk for all k < i.
Let G(xa; xsp),G(xb; xtq) ∈ Facetc(M). We deﬁne G(xa; xsp)  G(xb; xtq) if one of the following conditions
holds:
(i) (a1,a2, . . . ,ap−1, s,−ap+1, . . . ,−an) >lex (b1,b2, . . . ,bq−1, t,−bq+1, . . . ,−bn),
(ii) (a1,a2, . . . ,ap−1, s,−ap+1, . . . ,−an) = (b1,b2, . . . ,bq−1, t,−bq+1, . . . ,−bn) and xap+1p >lex xbq+1q ,
where we deﬁne x
ap+1
p >lex x
bq+1
q if p < q or p = q and ap > bq . Clearly,  is a total order on
Facetc(M).
Theorem 2.1. For any proper c-multicomplex M, Bierc(M) is shellable.
Proof. We show that the order  on Facetc(M) induces a shelling of Bierc(M). Fix G(xa; xsp) ∈
Facetc(M). Let
Γ = 〈G(xb; xtq) ∈ Facetc(M): G(xb; xtq) G(xa; xsp)〉,
and let
H = {x( j)i ∈ X˜: i < p and j > ai}
∪ {x( j)i ∈ X˜: i > p and j < ai}
∪ ({x( j)p ∈ X˜: j > s}∪ {x( j)p ∈ X˜: xa  x jp ∈ M and j > ap}).
Since s > ap , we have
H ⊂ G(xa; xsp)= X˜ ∖ {x(a1)1 , . . . , x(an)n , x(s)p }.
To prove the statement, it is enough to prove that
Γ ∩ 〈G(xa; xsp)〉= 〈G(xa; xsp) ∖ {x( j)i }: x( j)i ∈ H 〉. (3)
Let u = xa  xsp . The inclusion ‘⊃’ follows from the following case analysis.
Case 1.1. Suppose i < p and xa  x ji /∈ M with j > ai . Then G(xa; x ji ) ∈ Facetc(M) satisﬁes G(xa; x ji ) 
G(xa; xsp) and G(xa; x ji ) ⊃ G(xa; xsp) \ {x( j)i }.
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x ji ; xsp)  G(xa; xsp) and G(xa  x ji ; xsp) ⊃ G(xa; xsp) \ {x( j)i }.
Case 2.1. Suppose i > p and u  x ji /∈ M with j < ai . Then G(xa  x ji ; xsp) ∈ Facetc(M) satisﬁes G(xa 
x ji ; xsp)  G(xa; xsp) and G(xa  x ji ; xsp) ⊃ G(xa; xsp) \ {x( j)i }.
Case 2.2. Suppose i > p and u  x ji ∈ M with j < ai . Then G(u  x ji ; xaii ) ∈ Facetc(M) satisﬁes G(u 
x ji ; xaii )  G(xa; xsp) and G(u  x ji ; xaii ) ⊃ G(xa; xsp) \ {x( j)i }.
Case 3.1. Suppose i = p and j > s. Then G(xa; x jp) ∈ Facetc(M) satisﬁes G(xa; x jp)  G(xa; xsp) and
G(xa; x jp) ⊃ G(xa; xsp) \ {x( j)i }.
Case 3.2. Suppose i = p and xa  x jp ∈ M with j > ap . Then G(xa  x jp; xsp) ∈ Facetc(M) satisﬁes G(xa 
x jp; xsp)  G(xa; xsp) and G(xa  x jp; xsp) ⊃ G(xa; xsp) \ {x( j)i }.
Next, we prove that the right-hand side contains the left-hand side in (3). In the same way as in
the proof of Lemma 1.4(ii), what we must prove is H /∈ Γ . Suppose G(xb; xtq) ∈ Facetc(M) contains H
and satisﬁes G(xb; xtq) G(xa; xsp). We prove that G(xb; xtq) = G(xa; xsp).
Note that xb ∈ M and xa  xsp /∈ M . Let
a′ = (a1, . . . ,ap−1, s,−ap+1, . . . ,−an)
and
d= (d1, . . . ,dn) = (b1, . . . ,bq−1, t,−bq+1, . . . ,−bn).
Since G(xb; xtq) ⊃ H , by the deﬁnition of H , we have
d1  a1, . . . ,dp−1  ap−1, dp  s and bp+1  ap+1, . . . ,bn  an. (4)
Observe dlex a′ since G(xb; xtq) G(xa; xsp). If di < ai for some 1 i  p − 1 or dp < s then d<lex a′ .
Hence we have
d1 = a1, . . . ,dp−1 = ap−1 and dp = s.
In particular, we have q  p since if q < p then dp  0 but s > ap  0 is positive. We show q = p. If
q > p then bp = dp = s and xaxsp /∈ M divides xb = xa11 · · · x
ap−1
p−1 xspx
bp+1
p+1 · · · xbnn by (4), which contradicts
the fact that xb ∈ M .
Now we know b1 = a1, . . . ,bp−1 = ap−1, p = q and t = dp = s. By (4) if bi > ai for some p + 1
i  n then d<lex a′ . Thus we have bp+1 = ap+1, . . . ,bn = an , and therefore a′ = d.
It remains to prove bp = ap . Since G(xb; xtq)  G(xa; xsp), by the deﬁnition (ii) of the order  we
have bp  ap . On the other hand, the deﬁnition of H says that, for any x( j)p /∈ H with j > ap , one
has xa  x jp /∈ M . This shows that if bp > ap then xb = xa  xbpp /∈ M since G(xb; xtq) contains H , which
contradicts xb ∈ M . Hence bp = ap . 
Example 2.2. Let c= (2,2) and M = {1, x, y, y2}. Then Bierc(M) is generated by{
G
(
1; x2),G(x; x2),G(x; y),G(x; y2),G(y; x),G(y; x2),G(y2; x),G(y2; x2)}
=
{
x(1) y(1) y(2), x(0) y(1) y(2), x(0)x(2) y(2), x(0)x(2) y(1),
x(2) y(0) y(2), x(1) y(0) y(2), x(2) y(0) y(1), x(1) y(0) y(1)
}
.
The proof of Theorem 2.1 shows that
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x; x2) G(1; x2) G(y; x2) G(y2; x2) G(x; y2) G(x; y)  G(y; x)  G(y2; x)
is a shelling of Bierc(M). More precisely, the above shelling is
x(0) y(1) y(2)  x˙(1) y(1) y(2)  x(1) y˙(0) y(2)  x(1) y˙(0) y˙(1)  x(0)x˙(2) y(1)  x(0) x˙(2) y˙(2)
 x˙(2) y˙(0) y(2)  x˙(2) y˙(0) y˙(1),
where variables with · correspond to variables in H .
3. Bier spheres and polarization
The construction of Bierc(M) is inspired by the study of polarizations of monomial ideals in com-
mutative algebra. In this section, we study connections between Bier spheres and polarization.
We recall some basics on commutative algebra. Let S = K [x1, . . . , xn] be the polynomial ring over
a ﬁeld K with deg xi = 1 for any i. For a simplicial complex  on X = {x1, . . . , xn}, the ideal
I =
(
xi1 · · · xik : {xi1 , . . . , xik } ⊂ X, {xi1 , . . . , xik } /∈ 
)
is called the Stanley–Reisner ideal of . The ring
K [] = S/I
is called the Stanley–Reisner ring of . Note that the correspondence  ↔ I gives a one-to-one cor-
respondence between simplicial complexes on X and squarefree monomial ideals in S .
Let I ⊂ S be a homogeneous ideal and R = S/I . The (Krull) dimension of R is the maximal
number of homogeneous elements of R which are algebraically independent over K . The Hilbert
series of R is the formal power series HR(t) = ∑k0(dimK Rk)tk , where Rk is the graded com-
ponent of R of degree k. It is known that HR(t) is a rational function of the form HR(t) =
(h0 + h1t + · · · + hsts)/(1− t)d, where hs = 0 and where d is the Krull dimension of R [5, Corol-
lary 4.1.8]. We write hi(R) = hi for all i  0, where hi = 0 if i > s. The vector (h0,h1, . . . ,hs) is called
the h-vector of R . Note that if R = K [] then s d, hi() = hi(R) for all i  d and the Krull dimension
of R is equal to dim + 1.
Fix c = (c1, c2, . . . , cn) ∈ Zn0. Let c = (c1 + 1, c2 + 1, . . . , cn + 1). For a monomial ideal I ⊂ S , we
write G(I) for the unique minimal set of monomial generators of I . A monomial ideal I ⊂ S is called
a c-ideal if I is generated by c-monomials.
Deﬁnition 3.1. Let I ⊂ S be a c-ideal and let S˜ = K [xi, j: 1  i  n, 0  j  ci]. The polarization of a
c-monomial xa = xa11 xa22 · · · xann (with respect to c) is the squarefree monomial
pol
(
xa
)= ∏
ai =0
(xi,0xi,1 · · · xi,ai−1) ∈ S˜.
The polarization of I (with respect to c) is the squarefree monomial ideal
pol(I) = (pol(xa): xa ∈ G(I))⊂ S˜.
The ideal pol(I) has following properties (see e.g., [18, pp. 59–60]):
• S/I and S˜/pol(I) have the same graded Betti numbers, in particular, have the same h-vector.
• dim S˜/pol(I) = dim S/I + |c|.
In the rest of this section, we identify xi, j and x
( j)
i , and regard Bc(M) and Bierc(M) as simplicial
complexes on V = {xi, j: 1  i  n, 0  j  ci}. For a c-multicomplex M , let I(M) ⊂ S be the ideal
generated by all monomials which are not in M . If M is a c-multicomplex then I(M) is a c-ideal since
I(M) contains xc1+11 , . . . , x
cn+1
n .
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Proof. Let  be the simplicial complex such that I = pol(I(M)). We claim  = Bc(M). Since taking
polarization does not change h-vectors, by Lemma 1.14(i),
hi() = hi (˜S/I) = hi
(
S/I(M)
)= #{xa ∈ M: deg xa = i}= hi(Bc(M)).
Since dim = dim(˜S/pol(I(M)))− 1= |c| − 1, the above equations show that  and Bc(M) have the
same f -vector.
Let F = Fc(xa) = X˜ \ {x(a1)1 , . . . , x(an)n }, where xa ∈ M , be a facet of Bc(M). Since  and Bc(M)
have the same f -vector, to prove  = Bc(M), it is enough to prove that ∏x( j)i ∈F xi, j is not contained
in I = pol(I(M)). Suppose contrary that ∏x( j)i ∈F xi, j ∈ pol(I(M)). Then there is a monomial xb ∈ I(M)
such that pol(xb) divides
∏
x( j)i ∈F
xi, j . By the deﬁnition of polarization, we have b1  a1, . . . ,bn  an .
Then xb divides xa , which contradicts xa /∈ I(M). 
Remark 3.3. Jahan [11, Lemma 3.7] computed the facets of the simplicial complex whose Stanley–
Reisner ideal is the polarization of a monomial ideal. This will give an alternative proof of Lemma 3.2.
See also [10, Theorem 3.1].
Lemma 3.2 allows us to study the structure of Bierc(M) from an algebraic viewpoint. We discuss
some algebraic aspects of Bier spheres later in Section 5.
Next we study generators of IBierc(M) . Let  be a simplicial complex on [n]. Recall that the Alexan-
der dual of  is the simplicial complex ∨ = {F ⊂ [n]: [n] \ F /∈ }. Let T = K [x1, . . . , xn, y1, . . . , yn],
X = (xF : F /∈ ) ⊂ T and Y∨ = (yF : F /∈ ∨) ⊂ T , where xF =∏i∈F xi and yF =∏i∈F yi . Then it
is not hard to see that
IBier() = X + Y∨ + (x1 y1, x2 y2, . . . , xn yn).
Indeed, one has xF yG /∈ IBier() if and only if F ∩ G = ∅, xF /∈ X and yG /∈ Y∨ , which implies the
above equation. We show that a similar formula holds for Bier spheres of multicomplexes. We ﬁrst
recall Alexander duality of monomial ideals introduced by Miller [17, Deﬁnition 1.5].
Deﬁnition 3.4. Let M be a c-multicomplex. The Alexander dual of M with respect to c is the multicomplex
deﬁned by
M∨ = {xc1−a11 · · · xcn−ann : xa is a c-monomial such that xa /∈ M}.
Note that M∨ depends not only on M but also on c.
We also write an ideal-theoretic deﬁnition of Alexander duality. For a c-ideal I ⊂ S , we call the
ideal
I∨ = (xc1−a1 · · · xcn−ann : xa is a c-monomial such that xa /∈ I)⊂ S
the Alexander dual of I with respect to c.
Let Ic(M) ⊂ S be the monomial ideal generated by all c-monomials which are not in M . Then the
above two deﬁnitions are related by Ic(M)∨ = Ic(M∨).
For any c-monomial xa ∈ S , let
pol∗
(
xa
)= ∏
ai =0
(xi,ci xi,ci−1 · · · xi,ci−ai+1).
Similarly, for a c-ideal I ⊂ S , let pol∗(I) ⊂ S˜ be the ideal generated by {pol∗(xa): xa ∈ G(I)}. (Thus
pol∗(−) is the polarization by using an opposite ordering of the variables xi,ci , xi,ci−1, . . . , xi,1.)
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B∗c (M) =
〈
Fc
(
xa
)
: xa is a c-monomial such that xa /∈ M〉
be the complementary ball of Bc(M) in Λc . Then IB∗c (M) = pol∗(I(M∨)).
Proof. Let π be the permutation on the vertex set V deﬁned by π(xi, j) = xi,ci− j . Then π(Fc(xa)) =
Fc(x
c1−a1
1 · · · xcn−ann ) and π(Bc(M∨)) = B∗c (M). Hence
IB∗c (M) = π(IBc(M∨)) = π ◦ pol
(
I
(
M∨
))= pol∗(I(M∨)),
as desired. 
Theorem 3.6. Let M be a proper c-multicomplex.
IBierc(M) = pol
(
Ic(M)
)+ pol∗(Ic(M∨))+ pol(xc1+11 , . . . , xcn+1n ).
Proof. Since B∗c (M) is the complementary ball of Bc(M) in Λc , we have Bc(M)∩B∗c (M) = ∂Bc(M) =
Bierc(M). Since I(M) = Ic(M) + (xc1+11 , . . . , xcn+1n ), by Lemma 3.5 we have
IBierc(M) = IBc(M) + IB∗c (M) = pol
(
Ic(M)
)+ pol∗(Ic(M∨))+ pol(xc1+11 , . . . , xcn+1n ),
as desired. 
Example 3.7. Let c = (2,2,2) and M = {1, x, y, z, xz, yz, z2, yz2}. Then Ic(M) = (x2, y2, xy, xz2) and
Ic(M∨) = (xy2z, x2 y). Thus
IBierc(M) = (x0x1, y0 y1, x0 y0, x0z0z1) + (x2 y2 y1z2, x2x1 y2) + (x0x1x2, y0 y1 y2, z0z1z2).
Example 3.8. Theorem 3.6 may not give minimal generators. For example, if  = 〈{1,2}, {3}〉 then
IBier() = (x1x3, x2x3) + (y3, y1 y2) + (x1 y1, x2 y2, x3 y3).
However, the set of generators {x1x3, x2x3, y3, y1 y2, x1 y1, x2 y2, x3 y3} is not minimal.
Finally we note the following result which immediately follows from the fact (M∨)∨ = M .
Corollary 3.9. Let M be a proper c-multicomplex. Then Bierc(M) and Bierc(M∨) are combinatorially isomor-
phic. The isomorphism is given by the permutation of the vertices xi, j → xi,ci− j for all i, j.
4. Edge decomposability
In this section, we show that Bier spheres are edge decomposable. We ﬁrst recall the deﬁnition of
edge decomposability.
Let  be a simplicial complex on V . The link of  with respect to a face F ∈  is the simplicial
complex
lk(F ) = {G ⊂ V \ F : G ∪ F ∈ }.
The contraction C(i, j) ofwith respect to an edge {i, j} ∈  is the simplicial complex which is obtained
from  by identifying the vertices i and j, in other words,
C(i, j) = {F ∈ : i /∈ F } ∪
{(
F \ {i})∪ { j}: i ∈ F ∈ }.
(We consider that C(i, j) is a simplicial complex on V \{i}.) We say that  satisﬁes the Link condition
with respect to {i, j} ⊂ V if
lk
({i})∩ lk({ j})= lk({i, j}).
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a pure simplicial complex  is said to be edge decomposable if there exists an edge {i, j} ∈  such
that  satisﬁes the Link condition w.r.t. {i, j} and both lk({i, j}) and C(i, j) are edge decomposable.
Edge decomposability was introduced by Nevo [21] in the study of the g-conjecture for spheres,
which states that the g-vector of a simplicial sphere is the f -vector of a multicomplex. He proved
that the g-vector of an edge decomposable sphere is non-negative in [21]. Later, it was proved
in [1,20] that the g-vector of an edge decomposable complex is the f -vector of a multicom-
plex.
Unfortunately, not all spheres are edge decomposable. For example, the boundary complex of
Lockeberg’s non-vertex decomposable 4-polytope (see [9]) does not satisfy the Link condition w.r.t.
any edge, and therefore is not edge decomposable. On the other hand, it was proved in [20, Proposi-
tion 5.4] that Kalai’s squeezed spheres are edge decomposable. This shows that there are many edge
decomposable spheres which are not realizable as polytopes.
In the rest of this section, we prove that Bier spheres are edge decomposable.
Lemma 4.2. If  and Γ are edge decomposable then  ∗ Γ is edge decomposable.
Proof. By the deﬁnition of edge decomposability, we may assume that  and Γ are the boundaries
of simplexes of dimension at least 1. Suppose  ∗ Γ = ∂ F ∗ ∂G , where F and G are simplexes. Then,
for any pair {u, v} of vertices, where u ∈ F and v ∈ G , it is easy to see that  ∗ Γ satisﬁes the Link
condition w.r.t. {u, v}, lk∗Γ ({u, v}) = ∂(F \ {u}) ∗ ∂(G \ {v}) and C∗Γ (u, v) = ∂(F ∪ G \ {u}). By using
this fact, the statement follows inductively. 
The above lemma and Example 1.12 show that if n = 1 then Bierc(M) is edge decomposable. We
study the case when n 2.
Lemma 4.3. Let n 2 and let M be a proper c-multicomplex. If either {x(0)n } or {x(cn)n } is not in Bierc(M) then
there exist c′ ∈ Zn−10 and a c′-multicomplex M ′ on X \ {xn} such that Bierc′ (M ′) is combinatorially isomorphic
to Bierc(M).
Proof. By Corollary 3.9, it is enough to consider the case when {x(0)n } /∈ Bierc(M). Since x(0)n ∈
G(IBierc(M)), by Theorem 3.6, xn ∈ Ic(M), and therefore M contains no monomials which are divisi-
ble by xn . Then M is a (c1, c2, . . . , cn−1)-multicomplex on {x1, . . . , xn−1} and
Bc(M) = B(c1,...,cn−1,0)(M) ∗
〈{
x(1)n , . . . , x
(cn)
n
}〉
∼= B(c1,...,cn−1,0)(M) ∗
〈{
x(c1+1)1 , . . . , x
(c1+cn)
1
}〉
= B(c1+cn,...,cn−1,0)(M)
= B(c1+cn,...,cn−1)(M),
as desired. 
Lemma 4.4. Let n  2 and let M be a proper c-multicomplex. Suppose that both {x(c1)1 } and {x(0)n } are
in Bierc(M). Then {x(c1)1 , x(0)n } ∈ Bierc(M) and Bierc(M) satisﬁes the Link conditionwith respect to {x(c1)1 , x(0)n }.
Proof. Note that c1 > 0 and cn > 0 since {x(c1)1 } and {x(0)n } are in Bierc(M). It is known that a simplicial
complex  on X satisﬁes the Link condition w.r.t. {xi, x j} ∈  if and only if G(I) has no monomials
which are divisible by xix j [20, Lemma 2.1]. By Theorem 3.6, G(IBierc(M)) cannot have monomials
which are divisible by x(c1)1 x
(0)
n since G(pol(Ic(M))) contains no monomials which are divisible by
x(c1)1 and G(pol
∗(Ic(M∨))) contains no monomials which are divisible by x(0)n . In particular, since x(c1)1 ,
x(0)n and x
(c1)
1 x
(0)
n are not in G(IBierc(M)), we have {x(c1)1 , x(0)n } ∈ Bierc(M). 
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(i) the link of Bierc(M) with respect to {x(c1)1 , x(0)n } is combinatorially isomorphic to some Bier sphere
Bierc′ (M ′);
(ii) the contraction of Bierc(M) with respect to {x(c1)1 , x(0)n } is combinatorially isomorphic to some Bier sphere
Bierc′ (M ′) with c′ ∈ Zn−10 .
Proof. (i) Let c′ = (c′1, c′2, . . . , c′n) = (c1 − 1, c2, . . . , cn) and M ′ = {xa ∈ M: xa is a c′-monomial}. If M ′
is c′-full then by Proposition 1.10 all facets of Bierc(M) do not contain x(c1)1 , which contradicts the
assumption {x(c1)1 } ∈ Bierc(M). Thus M is not c′-full. We claim that
Bierc′
(
M ′
)= lkBierc(M)({x(c1)1 }). (5)
Since both complexes are simplicial spheres having the same dimension, it is enough to prove that
Bierc′ (M ′) ⊂ lkBierc(M)({x(c1)1 }).
Let F be a facet of Bierc′ (M ′). Then by Proposition 1.10 there exist xa ∈ M ′ and x ji with j  c′i such
that xa  x ji /∈ M ′ and F = Fc′ (xa) \ {x( j)i }. By the deﬁnition of M ′ , xa ∈ M and xa  x ji /∈ M . Hence by
Proposition 1.10
Fc
(
xa
) ∖ {
x( j)i
}= F ∪ {x(c1)1 }
is a facet of Bierc(M), and therefore F ∈ lkBierc(M)({x(c1)1 }).
Let M ′′ = (M ′)∨ be the Alexander dual of M ′ with respect to c′ . Then, by Corollary 3.9,
lkBierc′ (M′′)({x(cn)n }) is combinatorially isomorphic to lkBierc′ (M′)({x(0)n }) = lkBierc(M)({x(c1)1 , x(0)n }). On the
other hand, (5) says that lkBierc′ (M′′)({x(cn)n }) is equal to the Bier sphere
Bier(c1−1,c2,...,cn−1,cn−1)
({
xa ∈ M ′′: xa is a (c1 − 1, c2, . . . , cn−1, cn − 1)-monomial
})
,
as desired.
(ii) Let c′ = (c′1, . . . , c′n−1) = (c1 + cn, c2, . . . , cn−1). For any monomial xs1xtnu ∈ M , where u is a
monomial on x2, . . . , xn−1, let
σ
(
xs1x
t
nu
)= { xs+t1 u, if s = c1 or t = 0,
0, otherwise,
and
M ′ = {σ (xa): xa ∈ M and σ (xa) = 0}.
We will show that Bierc′ (M ′) is combinatorially isomorphic to CBierc(M)(x(c1)1 , x(0)n ).
We ﬁrst prove that M ′ is indeed a proper c′-multicomplex. Since xc /∈ M , xc′ /∈ M ′ . It is enough to
prove that M ′ is a multicomplex. If x1u ∈ M ′ then one has x1u ∈ M if   c1 and xc11 x−c1n u ∈ M
if  > c1. In the former case x1u/xi = σ(x1u/xi) ∈ M ′ for any xi which divides x1u. In the lat-
ter case x1u/xi = σ(xc11 x−c1n u/xi) ∈ M ′ for any xi with i  2 which divides x1u and x1u/x1 =
σ(xc11 x
−c1
n u/xn) ∈ M ′ . Hence M ′ is a multicomplex.
Let ρ be the map from the set of subsets of {x( j)i : 1  i  n, 0  j  ci} to the set of subsets
of {x( j)i : 1 i  n − 1, 0 j  c′i} induced by
ρ
(
x( j)i
)= { x( j)i , if i = n,
x(c1+ j)1 , if i = n.
Then, since ρ(x(c1)1 ) = ρ(x(0)n ), ρ(Bierc(M)) is combinatorially isomorphic to the contraction
CBierc(M)(x(c1)1 , x(0)n ). We claim that
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(
Bierc(M)
)= Bierc′(M ′).
It follows from [21, Theorem 1.4] and Lemma 4.4 that ρ(Bierc(M)) is a simplicial sphere. Thus it is
enough to prove ρ(Bierc(M)) ⊃ Bierc′ (M ′).
Let x1u ∈ M ′ , where u is a monomial on x2, . . . , xn−1, and let x ji with j  c′i be such that x1u 
x ji /∈ M ′ . By Proposition 1.10, what we must prove is Fc′ (x1u) \ {x( j)i } ∈ ρ(Bierc(M)). This follows from
the following case analysis.
Case 1.1. Suppose i = 1 and   c1. Then x1u ∈ M and x1u  x ji /∈ M . Fc′ (x1u) \ {x( j)i } = ρ(Fc(x1u) \
{x( j)i }) ∈ ρ(Bierc(M)).
Case 1.2. Suppose i = 1 and  > c1. Then xc11 x−c1n u ∈ M and xc11 x−c1n u  x ji /∈ M . Fc′ (x1u) \ {x( j)i } =
ρ(Fc(x
c1
1 x
−c1
n u) \ {x( j)i }) ∈ ρ(Bierc(M)).
Case 2.1. Suppose i = 1 and  < j  c1. Then x1u ∈ M and x1u  x j1 /∈ M . Fc′ (x1u) \ {x( j)1 } = ρ(Fc(x1u) \
{x( j)1 }) ∈ ρ(Bierc(M)).
Case 2.2. Suppose i = 1 and   c1 < j. Then x1u ∈ M and xc11 x j−c1n u /∈ M . If x1x j−c1n u /∈ M then
Fc′ (x1u) \ {x( j)1 } = ρ(Fc(x1u) \ {x( j−c1)n }) ∈ ρ(Bierc(M)). If x1x j−c1n u ∈ M then Fc′ (x1u) \ {x( j)1 } =
ρ(Fc(x1x
j−c1
n u) \ {x(c1)1 }) ∈ ρ(Bierc(M)).
Case 2.3. Suppose i = 1 and c1 <  < j. Then xc11 x−c1n u ∈ M and xc11 x j−c1n u /∈ M . Fc′ (x1u) \ {x( j)i } =
ρ(Fc(x
c1
1 x
−c1
n u) \ {x( j−c1)n }) ∈ ρ(Bierc(M)). 
Theorem 4.6. For any proper c-multicomplex M, Bierc(M) is edge decomposable.
Proof. We use induction on dimension and n. If n = 1 then the statement follows from Lemma 4.2.
Also, any simplicial (d − 1)-sphere is edge decomposable if d  2. Suppose n > 1. By Lemma 4.3 we
may assume that {x(c1)1 } and {x(0)n } are in Bierc(M). Then the statement follows from Lemmas 4.4
and 4.5 together with the induction hypothesis. 
By [20, Corollary 3.5], Theorem 4.6 implies the following fact.
Corollary 4.7. The g-vector of Bierc(M) is the f -vector of a multicomplex.
We proved the above corollary by using edge decomposability. On the other hand, since we obtain
an explicit formula of the g-vector of Bierc(M) in Theorem 1.14(ii), it would be desirable to ﬁnd a
simple combinatorial proof of the above corollary by using that formula. For Bier spheres of simplicial
complexes, Björner et al. [4, Corollary 5.5] gave such a proof, and their proof can be extended to the
case when c1 = · · · = cn by using Clements–Lindström theorem [6]. However, their method seems not
to be applicable when c1, c2, . . . , cn are not equal.
Recall that any Bier sphere Bierc(M) is the boundary of a simplicial ball Bc(M) which is a sub-
complex of the simplicial sphere Λc = ∂ X˜1 ∗ · · · ∗ ∂ X˜n with the same dimension. Corollary 4.7 can be
extended as follows.
Corollary 4.8. If B ⊂ Λc is a simplicial ball with the same dimension as Λc , then the g-vector of ∂B is the
f -vector of a multicomplex.
Proof. Any subcomplex of Λc with the same dimension as Λc is a balanced complex of type (c1 − 1,
. . . , cn − 1) [23]. Since B is Cohen–Macaulay, it follows from [23, Theorem 4.4] that the h-vector of B
is equal to the h-vector of a c-multicomplex M . Then h(B) = h(Bc(M)) and g(∂B) = g(Bierc(M)). 
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In this section, we study algebraic aspects of Bier spheres. Fix c = (c1, . . . , cn) ∈ Zn1. Let S =
K [x1, . . . , xn] and S˜ = K [xi, j: 1 i  n, 0 j  ci].
5.1. An algebraic proof of Bier’s theorem
We ﬁrst introduce some basic notations on commutative algebra. Let I ⊂ S be a homogeneous
ideal and R = S/I . A sequence θ1, . . . , θr ∈ R is said to be an R-sequence if (θ1, . . . , θr)R = R and θi is
not a zero divisor of R/(θ1, . . . , θi−1) for all i. The ring R is said to be Cohen–Macaulay if there is an
R-sequence θ1, . . . , θd of length d, where d is the Krull dimension of R . If R is Cohen–Macaulay then
the number dimK {m ∈ R/(θ1, . . . , θd): (x1, . . . , xn)m = 0} is independent of a choice of an R-sequence
θ1, . . . , θd and this number is called the type of R [24, I, Theorem 12.4]. We say that R is Gorenstein if
it is a Cohen–Macaulay ring of type 1.
The Gorenstein property is important in commutative algebra since it implies many nice sym-
metry. The Gorenstein property also appears in several combinatorial situations in which symmetry
appears. See e.g., [22] and [24, II, §5]. For simplicity, we say that an ideal I ⊂ S is Gorenstein if S/I is
Gorenstein.
When we consider the correspondence  ↔ K [], the property that  is a sphere is close to
the Gorenstein property of K []. Indeed, K [] is Gorenstein if and only if  is the join of a sim-
plex and a homology sphere [24, II, Theorem 5.1]. In particular, Bier’s theorem shows that the ideal
in K [x1, . . . , xn, y1, . . . , yn] generated by{
xF : F /∈ }∪ {yF : F /∈ ∨}∪ {x1 y1, . . . , xn yn}
is Gorenstein. Although Bier’s proof is simple (see [14, pp. 112–116]), it is natural to ask if there is an
algebraic way to prove that the above ideal is Gorenstein. Linkage theory gives such a proof.
We will not explain details on linkage theory, since we only need the following fact: Let Q ⊂ S
be a Gorenstein ideal, L ⊂ S a Cohen–Macaulay ideal which contains Q and L′ = Q : L = { f ∈ S:
f L ⊂ Q }. Suppose that Q and L are radical ideals and dim S/L = dim S/Q . Then S/(L + L′) is Goren-
stein. (This fact is an immediate consequence of [15, Theorem 4.2.1 and Proposition 5.2.2(c)].)
The following simple result due to Miller gives a connection between linkage theory and Alexander
duality for monomial ideals deﬁned in Deﬁnition 3.4.
Lemma 5.1. (See Miller [17, Theorem 2.1].) Let P = (xc1+11 , . . . , xcn+1n ) and let I ⊂ S be a c-ideal. Then
P : (I + P ) = I∨ + P .
Lemma 5.2. For a c-ideal I ⊂ S, one has
pol(P ) : pol(I + P ) = pol∗(I∨ + P).
Proof. For any monomial w ∈ S˜ , w ∈ pol(P ) : pol(I + P ) if and only if, for any xa ∈ G(I + P ),
pol(xa)w is divisible by xi,0xi,1 · · · xi,ci for some i. Then, since pol(xa) is a monomial of the form∏
ai =0 xi,0xi,1 · · · xi,ai−1, any generator w ∈ G(pol(P ) : pol(I + P )) must be of the form w = pol∗(xb) for
some xb ∈ S .
On the other hand, for c-monomials xa, xb ∈ S , pol(xa)pol∗(xb) ∈ pol(P ) if and only if
pol(xa)pol∗(xb) is divisible by xi,0xi,1 · · · xi,ci for some i, equivalently, xaxb is divisible by xci+1i . Thus
pol(xa)pol∗(xb) ∈ pol(P ) if and only if xaxb ∈ P . Hence pol∗(xb) ∈ G(pol(P ) : pol(I + P )) if and only if
xb ∈ G(P : (I + P )). Then the statement follows from Lemma 5.1. 
Since pol(P ) is generated by an S-sequence, S˜/pol(P ) is a Gorenstein ring of dimension |c|. Since
the dimension of S/(I+ P ) is 0 and since taking polarizations preserves the Cohen–Macaulay property,
S˜/pol(I + P ) is a Cohen–Macaulay ring of dimension |c|. Then the standard fact in linkage theory
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case when Q = pol(P ) and L = pol(I + P )).
Theorem 5.3. For any c-ideal I ⊂ S, the ideal pol(I) + pol∗(I∨) + pol(P ) ⊂ S˜ is Gorenstein.
Remark 5.4. By Lemmas 3.5 and 5.2, the Stanley–Reisner complex of IΛc : IBc(M) = pol(P ) : IBc(M) is
the complementary ball of Bc(M) in Λc . This is the special case of the following general fact: Let Γ be
a d-dimensional simplicial sphere on [n], B ⊂ Γ a d-dimensional ball and Bc = 〈F ⊂ [n]: F ∈ Γ \ B〉.
Then IΓ : I B = I Bc .
5.2. Graded Betti numbers and Bier spheres
An important application of polarization appears in the study of graded Betti numbers. Compu-
tations of the (multi)graded Betti numbers are one of current trends in combinatorial commutative
algebra. In the rest of this section, we study graded Betti numbers of Bier spheres. We refer the
readers to [18] for basics on multigraded commutative algebra.
Let I ⊂ S be a monomial ideal. Then Tori(S/I, K ) is Zn0-graded. The integers
βi,(a1,...,an) = dimK Tori(S/I, K )(a1,...,an)
are called the multigraded Betti numbers of S/I , where M(a1,...,an) denotes the homogeneous component
of a Zn0-graded S-module M of degree (a1, . . . ,an). In the rest of this paper, we identify a ∈ Zn0
with xa for convenience. The numbers βi, j(S/I) =∑deg xa= j βi,xa (S/I) and βi(S/I) =∑ j βi, j(S/I) are
called graded Betti numbers and total Betti numbers of S/I respectively.
The next result is useful to study graded Betti numbers of K [Bierc(M)].
Lemma 5.5. Let B be a (d−1)-dimensional simplicial ball on X = {x1, . . . , xn}, and let  = ∂B be the bound-
ary complex of B. If B is a cone then for any i and for any squarefree monomial xF =∏ j∈F x j ∈ S,
βi,xF (S/I) = βi,xF (S/I B) + βn+1−d−i,x[n]\F (S/I B).
In particular, βi, j(S/I) = βi, j(S/I B) + βn+1−d−i,n− j(S/I B) for all i, j.
Proof. Since multigraded Betti numbers of Stanley–Reisner rings are concentrated in squarefree de-
grees (see [18, Corollary 5.12]), it is enough to prove the ﬁrst statement. The short exact sequence
0→ I/I B → S/I B → S/I → 0
yields the long exact sequence
· · · → Tori(I/I B , K )xF → Tori(S/I B , K )xF → Tori(S/I, K )xF
→ Tori−1(I/I B , K )xF → Tori−1(S/I B , K )xF → ·· · .
If B is a cone w.r.t. the vertex xk then all facets of B contain xk . Then G(I B) has no monomials which
are divisible by xk . Thus
Tori(S/I B , K )xF = 0 if k ∈ F . (6)
On the other hand, since I/I B is the canonical module of S/I B [24, II, Theorem 7.3], we have
Tori(I/I B , K )xF = Torn−d−i(S/I B , K )x[n]\F (7)
(see [18, Theorem 13.37]) and
Tori(I/I B , K )xF = 0 if k /∈ F . (8)
Then by applying (6), (7) and (8) to the long exact sequence we have
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and
βi,xF (S/I) = βn+1−d−i,x[n]\F (S/I B) = βi,xF (S/I B) + βn+1−d−i,x[n]\F (S/I B) if k ∈ F ,
as desired. 
Let M be a c-multicomplex and Lcm(M) the least common multiple of monomials in M . As we
see in Remark 1.5, if Lcm(M) = xc then Bc(M) is a cone. Since taking polarizations does not change
graded Betti numbers, Lemma 5.5 yields the next corollary.
Corollary 5.6. Let M be a proper c-multicomplex on X. If xc = Lcm(M) then
β S˜i, j (˜S/IBierc(M)) = β Si, j
(
S/I(M)
)+ β Sn+1−i,|c|− j(S/I(M))
for all i and j, where β S˜i, j (˜S/IBierc(M)) are the graded Betti numbers over S˜ .
Note that the above formula does not always hold if Lcm(M) = xc . For example, Example 3.8 does
not satisfy the formula.
Although we need an assumption on Lcm(M), Corollary 5.6 will be useful to ﬁnd many examples
of graded Betti numbers of Gorenstein Stanley–Reisner rings. For example, the above corollary implies
the following non-trivial result.
Corollary 5.7. Let I ⊂ S be a monomial ideal such that S/I has ﬁnite length, and let bi = βi(S/I) for all i. Then
there exists a simplicial complex  such that K [] is Gorenstein and βi(K []) = bi + bn+1−i for all i.
Proof. If S/I has ﬁnite length then there exists a ﬁnite multicomplex M such that I = I(M). Choose
a suﬃciently large c ∈ Zn0. Corollary 5.6 says βi(K [Bierc(M)]) = bi + bn+1−i for all i. 
Example 5.8. To understand the meaning of Corollary 5.6, it is convenient to consider Betti tables
(tables whose i, j-th entry is βi,i+ j).
Let c = (2,2,2) and M = {1, x, y, z, xz, yz, z2, yz2}. Then we have I(M) = (x2, y2, z3, xy, xz2) and
the Betti table of K [x, y, z]/I(M) computed by the computer algebra system Macaulay 2 [8] is
total: 1 5 6 2
0: 1 . . .
1: . 3 2 .
2: . 2 3 1
3: . . 1 1
Corollary 5.6 says that the Betti table of K [Bierc(M)] is the sum of the Betti table of K [x, y, z]/I(M)
and the table which is obtained by transposing this table. Thus the Betti table of K [Bierc(M)] is
computed as follows:
total: 1 5 6 2 . total: . 2 6 5 1 total: 1 7 12 7 1
0: 1 . . . . 0: . . . . . 0: 1 . . . .
1: . 3 2 . . 1: . . . . . 1: . 3 2 . .
2: . 2 3 1 . + 2: . 1 1 . . = 2: . 3 4 1 .
3: . . 1 1 . 3: . 1 3 2 . 3: . 1 4 3 .
4: . . . . . 4: . . 2 3 . 4: . . 2 3 .
5: . . . . . 5: . . . . 1 5: . . . . 1
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