Localized excitations and interactional solutions for the reduced
  Maxwell-Bloch equations by Huang, Lili & Chen, Yong
Localized excitations and interactional solutions for the reduced
Maxwell-Bloch equations
Lili Huang1,2 , Yong Chen1,2,3 ∗
aShanghai Key Laboratory of Trustworthy Computing, East China Normal University, Shanghai, 200062, China
bMOE International Joint Lab of Trustworthy Software, East China Normal University, Shanghai, 200062, China
cDepartment of Physics, Zhejiang Normal University, Jinhua, 321004, China
Abstract
Based on nonlocal symmetry method, localized excitations and interactional solutions are investigated for the
reduced Maxwell-Bloch equations. The nonlocal symmetries of the reduced Maxwell-Bloch equations are obtained
by the truncated Painleve´ expansion approach and the Mo¨bious invariant property. The nonlocal symmetries are
localized to a prolonged system by introducing suitable auxiliary dependent variables. The extended system can
be closed and a novel Lie point symmetry system is constructed. By solving the initial value problems, a new type
of finite symmetry transformations is obtained to derive periodic waves, Ma breathers and breathers travelling on
the background of periodic line waves. Then rich exact interactional solutions are derived between solitary waves
and other waves including cnoidal waves, rational waves, Painleve´ waves, and periodic waves through similarity
reductions. In particular, several new types of localized excitations including rogue waves are found, which stem
from the arbitrary function generated in the process of similarity reduction. By computer numerical simulation,
the dynamics of these localized excitations and interactional solutions are discussed, which exhibit meaningful
structures.
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1. Introduction
Maxwell equations are foundation and core of the electromagnetic theory. It was first presented at ‘A Dynami-
cal Theory of the Electromagnetic Field’, published on the Royal Society by British physicist James Clerk Maxwell
[1] in 1865, based on Coulomb’s law, Biot-Savart law, and Faraday’s law. Bloch equations are one of the most
important theoretical foundations of mechanical characterization on nuclear magnetic resonance, and also the basis
of studying on the coherent optical transient phenomena. The Bloch equations were introduced by Felix Bloch [2]
in 1946. It is well known that the Maxwell-Bloch equations successfully demonstrate the propagation of short
(< 10−9s) optical pulses in resonant media [3]. In the dielectric of two level atoms, the most basic semiclassical
equations governing the propagation of Electromagnetic waves are the Maxwell wave equation
E′ξξ(ξ, τ) − c−2E′ττ(ξ, τ) =
4pi
c2
np < uττ(ξ, τ, µ′) >, (1)
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and the Bloch type equations
uτ(ξ, τ, µ′) = −µ′v(ξ, τ, µ′),
vτ(ξ, τ, µ′) = µ′u(ξ, τ, µ′) + 2p~−1E′(ξ, τ)ω(ξ, τ, µ′),
ωτ(ξ, τ, µ′) = −2p~−1E′(ξ, τ)v(ξ, τ, µ′). (2)
The system of equations (1) and (2) is the Maxwell-Bloch (MB) equations [4] with E′(ξ, τ) the electric field,
u(ξ, τ, µ′) the microscopic polarization, v(ξ, τ, µ′) the phase information, ω(ξ, τ, µ′) the atomic inversion, µ′ the
proportional of atomic resonant frequency, p the matrix element to the dipole operator, n the atomic dipole density,
c the speed of light in vacuum. The angular bracket <> represents the summation over all the media demonstrated
by the frequency, and ~µ′ is the energy separation of the two levels. The subscripts ξ and τ refer to partial
differentiation with respect to the space and time.
In the low density approximation, the Maxwell equation (1) can be reduced to an equation describing waves
travelling only to the right [5]
E′ξ + c
−1E′τ = −2pic−1np < uτ > . (3)
Eq. (3) is a good approximation at atomic densities. The system of Eqs. (2) and (3) are called the reduced
Maxwell-Bloch (RMB) equations [6]. The propagation of ultra-short optical pulses is usually governed by the
RMB equations.
In 1973, Eilbeck et al [6] first began the research of the RMB equations, in which slowly varying envelope
approximation was avoided and the backscattered wave was neglected as a weaker assumption. Then the RMB
equations enjoy a wide usage in describing phenomena in nonlinear optics, namely the theory of optical self-
induced transparency (SIT). A type of coherent optical soliton in a two-level resonant system related with the SIT
phenomenon was first put forward by McCall and Hahn [7]. The RMB equations represent the propagation of a
short laser pulse in a rarefied medium of two level atoms. The RMB equations are important in the physics of
nonlinear optics and have been observed in a lot of experiments [8] with essential features. With the tremendous
progress of laser technology, ultra-short optical pulses have attracted much more attentions [9–13].
For plane polarized waves, the RMB equations are found integrable and connected with a Zakharov-Shabat
scattering problem. Many effective methods, such as the inverse scattering transform (IST) [14, 15], the Hirota
bilinear method [16–18], the Darboux transformation (DT) [19–21], the Painleve´ analysis [22], etc., have been
developed to study the explicit N-soliton solutions of the RMB equations. The RMB equations are one of integrable
systems as shown in [23, 24] and of course admit other integrable properties including Hamitonian structure and
recursion operator [25], the N-degenerate periodic solutions, N-rational solutions and rogue waves [26] as well as
interactional solutions [27] by consistent Riccati expansion method. Owing to the practical significance, further
study of the characteristics of the RMB equations, especially the interactional solutions, is therefore of great
importance.
For a long time, the symmetry theory play an important role in solving nonlinear systems, whether integrable
system or not. To find interactional solutions of nonlinear systems is a difficult and tedious but very important
and meaningful work. Fortunately, recent studies [28–32] have shown that nonlocal symmetry method is one of
the best tools to find nonlinear waves interacting with each other. Since nonlocal symmetries were first researched
by Vinogradov and Krasil’shchik [33] early in 1980, many mathematicians [34–39] have made great contributions
to the development of the research on nonlocal symmetry. In recent years, nonlocal symmetry method achieves
further progress in solving nonlinear system. In [28, 29], the nonlocal symmetries, which related to the DT and
Ba¨cklund transformation (BT), were investigated to derive soliton-cnoidal interactional wave solutions. In order to
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avoid missing some important results such as integral terms or high order derivative terms of nonlocal variables in
the symmetries, a systematic method [40] was put forward to find the nonlocal symmetries of nonlinear systems.
Lately, it comes to light that nonlocal symmetries can be derived by Painleve´ analysis [41]. As related to the
truncated Painleve´ expansion, this kind of nonlocal symmetries is just the residual of the expansion in regard to
singular manifold, and is also known as residual symmetry [42–45]. So far, nonlocal symmetries of the RMB
equations have not been reported. To our knowledge, localized excitations such as rogue waves and breathers of
the nonlinear systems have not yet been found by the nonlocal symmetry method up to the present.
Rogue waves [46–53] have become a hot topic in plenty of research areas in recent years. The concept of freak
rogue wave was proposed by Draper [54] in 1965 in the ocean. Rogue waves are localized in both space and time,
which appear from nowhere and disappear without a trace [55], have taken responsibility for numerous marine
disasters. At present, the most complete recorded rogue wave was the ‘new year’s wave’ [56], spotted in Jan. 1,
1995 in North sea. The optical rogue wave [57] was first discovered by experiments in nonlinear optics in 2007.
The peregrine soliton [58] in nonlinear fibre optics was observed in 2010. Up to now, the investigation of rogue
waves have occurred in many areas, such as atmosphere [59], capillary flow [60], Bose-Einstein condensates [61],
superfluid [62], and even finance [63]. Breathers [64–67] are regarded as the crucial prototypes to explain rogue
wave phenomena and are the localized breathing waves with a periodic profile in a certain direction. In many of the
existing literatures mainly reported two types of breathers such as Akhmediev breathers [68, 69] and Ma breathers
[70], the former are space-periodic breather solutions and the latter are time-periodic breather solutions. In real
life, there are amount of waves interacting with each other. In the process of interaction, many localized excitations
phenomena will appear. The solitons are the most basic excitations of the integrable systems. In 1988, the dromion
solution of the DS system was obtained by Boiti et al [71]. Since then, plenty of works [72–74] have been focus on
the localized excitations of the nonlinear integrable systems. Lately, variable separation solutions of the integrable
systems were derived by the variable separation method [75–77]. Because some arbitrary functions were included
in the variable separation solutions, abundant localized excitations, such as solitoff solutions, dromion solutions,
breathers, instantons, and ghost solitons were obtained. The richness of localized excitations may play a significant
contribution to investigate dynamical properties of the nonlinear models.
In this paper, the RMB equations are investigated by nonlocal symmetry method. We focus on constructing
localized excitations and interactional solutions of the RMB equations. The nonlocal symmetries of the RMB
equations are obtained by the truncated Painleve´ expansion approach and the Mo¨bious invariant property. By in-
troducing suitable auxiliary dependent variables, the nonlocal symmetries are localized to a prolonged system. The
prolonged system can be closed to a Lie point symmetry and a new type of finite symmetry transformations is de-
rived by solving the initial value problems. It is difficult to find new explicit solutions stemming from nonconstant
nonlinear wave such as the cnoidal waves and Painleve´ waves. Based on the finite symmetry transformations, we
obtain periodic waves, Ma breathers and breathers travelling on the background of periodic line waves. By sym-
metry reduction method, rich exact interactional solutions are derived between solitary waves and other waves,
such as cnoidal waves, rational solutions, Painleve´ waves, and periodic waves. As an arbitrary function generated
during the similarity reduction process, several new types of localized excitations including rogue waves, breathers
and other nonlinear waves are obtained. In particular, the dynamics of these interactional solutions are discussed
and shown to exhibit meaningful structures by computer numerical simulation.
This paper is arranged as follows. In Section 2, nonlocal symmetries of the RMB equations are obtained from
the truncated Painleve´ expansion approach. Then the nonlocal symmetries are localized to Lie point symmetries
by prolonging the original system to a large system. In section 3, the finite symmetry transformations and sim-
ilar reductions of the prolonged system are presented to derive preiodic wave solutions, breathers, interactional
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solutions and rogue waves of the original system. The last section contains a short summary and discussion.
2. Nonlocal symmetry and its localization
Through the following transformation
x = τ − c−1ξ, t = −4pinp2(c~)−1µξ, E = 2p~−1E′, (4)
sends the RMB equations to
ux = −µv, vx = Eω + µu,
ωx = −Ev, Et = −v. (5)
As the RMB equations (5) pass the Painleve´ test [23], they have the truncated Painleve´ expansion
u = u0 +
u1
φ
, v = v0 +
v1
φ
+
v2
φ2
,
ω = ω0 +
ω1
φ
+
ω2
φ2
, E = E0 +
E1
φ
, (6)
with u0, u1, v0, v1, v2, ω0, ω1, ω2, E0, E1, and φ being the function of x and t. The manifold φ(x, t) = 0 is often called
a movable singularity manifold.
To find nonlocal symmetries of the RMB equations (5) related to their truncated Painleve´ expansion, one has
to substitute (6) into (5) and balance all the coefficients of different powers of φ,
u0 = −Iµφ−1x φxt, u1 = 2Iµφt, v0 = Iφ−1x φxxt − Iφ−2x φxxφxt,
v1 = −2Iφxt, v2 = 2Iφxφt, ω0 = −µ2φ−1x φt − φ−1x φxxt + φ−2x φxxφxt, (7)
ω1 = 2φxt, ω2 = −2φxφt, E0 = −Iφ−1x φxx, E1 = 2Iφx,
and the RMB equations (5) are successfully reduced to the following Schwarzian equation:
µ2Cx + S t = 0, (8)
where C = φt
φx
is the general Schwarzian variable, S = φxxx
φx
− 32
(
φxx
φx
)2
is the Schwarzian derivative.
In accordance with the definition of residual symmetries, the nonlocal symmetries of the RMB equations (5)
can be read out from truncated Painleve´ analysis (6)
σu = 2Iµφt, σv = −2Iφxt, σω = 2φxt, σE = 2Iφx, (9)
It is necessary to point out that the Schwarzian form (8) is invariant under the Mo¨bious transformation
φ→ a + bφ
c + dφ
(ad , bc), (10)
which means (8) possesses the symmetry σφ = −φ2 in a special case a = 0, b = c = 1, d = . The nonlocal
symmetries (9) can also be derived by substituting the Mo¨bious transformation symmetry σφ into the linearized
equations of u0, v0, ω0, and E0 in (7).
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By introducing another three new dependent variables f ≡ f (x, t), g ≡ g(x, t), and h ≡ h(x, t), the nonlocal
symmetries of the RMB equations (5) can be localized to Lie point symmetries
σu = 2Iµ f , σv = −2Ig, σω = 2g, σE = 2Ih, σ f = −2φ f , σg = −2(φg + f h), σh = −2φh, σφ = −φ2, (11)
for the prolonged system
ux + µv = 0, vx − Eω − µu = 0, ωx + Ev = 0, Et + v = 0, u = −Iµφ−1x φxt, f = φt,
v = Iφ−1x φxxt − Iφ−2x φxxφxt, ω = −µ2φ−1x φt − φ−1x φxxt + φ−2x φxxφxt, E = −Iφ−1x φxx, (12)
g = fx, h = φx, µ2φ2xφxt − µ2φxφxxφt + φ2xφxxxt − 3φxφxxφxxt − φxφxxxφxt + 3φ2xxφxt = 0.
Finally, the prolonged system (12) can be closed with the vector form
V = 2Iµ f
∂
∂u
− 2Ig ∂
∂v
+ 2g
∂
∂ω
+ 2Ih
∂
∂E
− 2φ f ∂
∂ f
− 2(φg + f h) ∂
∂g
− 2φh ∂
∂h
− φ2 ∂
∂φ
. (13)
3. Explicit solutions from nonlocal symmetry
After making the nonlocal symmetries (9) equivalent to Lie point symmetry (13), one can construct the explicit
solutions by the Lie group theory in two ways.
A. Finite symmetry transformation
Due to Lie point symmetry (13), by means of solving the initial value problem:
du¯()
d
= 2Iµ f¯ ,
dv¯()
d
= −2Ig¯, dω¯()
d
= 2g¯,
dE¯()
d
= 2Ih¯,
d f¯ ()
d
= −2φ¯ f¯ , dg¯()
d
= −2( f¯ h¯ + φ¯g¯), dh¯()
d
= −2φ¯h¯, dφ¯()
d
= −φ¯2, (14)
u¯(0) = u, v¯(0) = v, ω¯(0) = ω, E¯(0) = E, f¯ (0) = f , g¯(0) = g, h¯(0) = h, φ¯(0) = φ,
where  is group parameter, we can obtain the following symmetry group theorem:
Theorem 1. If {u, v, ω, E, f , g, h, φ} is a solution of the extended system (12), then so is {u¯, v¯, ω¯, E¯, f¯ , g¯, h¯, φ¯} given
by
u¯ = u +
2Iµ f
1 + φ
, v¯ = v − 2Ig
1 + φ
+
2I2 f h
(1 + φ)2
, ω¯ = ω +
2g
1 + φ
− 2
2 f h
(1 + φ)2
,
E¯ = E +
2Ih
1 + φ
, f¯ =
f
(1 + φ)2
, g¯ =
g
(1 + φ)2
− 2 f h
(1 + φ)3
, h¯ =
h
(1 + φ)2
, φ¯ =
φ
1 + φ
. (15)
Remark 1. For a known solution {u, v, ω, E} of (5), the above finite symmetry transformation will derive an-
other solution {u¯, v¯, ω¯, E¯}. It should be point out that the last equation of Eqs. (15) is nothing but the corresponding
known Mo¨bious transformation.
In order to clearly illustrate Theorem 1, we consider the following three types of periodic solutions for the RMB
equations (5), which means that nontrivial solutions for the RMB equations can be derived from trivial solutions
by using the finite symmetry transformations (15):
Type 1: Considering the trivial solution u = µl1, v = 0, ω = − l1µ2k1 , and E = k1 of the RMB equations (5),
periodic solutions for the introduced dependent variables can be obtained:
f = Il1 exp(I(k1x + l1t)), g = −k1l1 exp(I(k1x + l1t)), h = Ik1 exp(I(k1x + l1t)), φ = 1 + exp(I(k1x + l1t)). (16)
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Substituting (16) into (15) yields nontrivial solutions of the RMB equations (5):
u = µl1 − 2µl1 exp(I(k1x + l1t))1 + (1 + exp(I(k1x + l1t))) ,
v =
2Ik1l1 exp(I(k1x + l1t))
1 + (1 + exp(I(k1x + l1t)))
− 2I
2k1l1 exp(2I(k1x + l1t))
(1 + (1 + exp(I(k1x + l1t))))2
,
ω = − l1µ
2
k1
− 2k1l1 exp(I(k1x + l1t))
1 + (1 + exp(I(k1x + l1t)))
+
22k1l1 exp(2I(k1x + l1t))
(1 + (1 + exp(I(k1x + l1t))))2
, (17)
E = k1 − 2k1 exp(I(k1x + l1t))1 + (1 + exp(I(k1x + l1t))) .
(a) (b)
(c) (d)
Figure 1: The periodic wave solutions of the RMB equations for the components u, v, ω, and E expressed by (17). The parameters are
µ = 1, k1 = 13 , l1 =
1
3 ,  =
1
2 .
The periodic wave solutions (17) are shown in Fig. (1). It can be seen that these solutions are periodic in
both x and t, and maintain constant amplitudes. The maximum amplitudes of the components |u|, |v|, |ω|, and
|E| are 0.6666, 0.1667, 1.0438, and 0.6666, respectively. If a kink-solitary wave solution for (8) is chosen as
φ = tanh(I(k2x + l2t)), solitary wave solutions of the RMB equations (5) can also be obtained by using the finite
symmetry transformations (15).
Type 2: If we choose φ = 1 + exp(I(k1x + l1t)) + exp(I(k2x + l2t)) in (12), then fundamental solutions can be
derived with k1 = k2 = Iµ and l1, l2 are arbitrary constants:
v = 0, E = Iµ, h = −µ(exp(−µx + Il1t) + exp(−µx + Il2t)),
u = µ(l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t))(exp(−µx + Il1t) + exp(−µx + Il2t))−1,
ω = Iµ(l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t))(exp(−µx + Il1t) + exp(−µx + Il2t))−1, (18)
f = I(l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t)), g = −Iµ((l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t))).
Substituting (18) into (15) yields breather solutions of the RMB equations (5). The breathers for the com-
ponents u, v, ω, and E are shown in Fig. (2). It can be seen that these solutions are periodic in t directions and
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localized in x directions, and maintain constant amplitudes, which are known as Ma breathers [70].
(a) (b)
(c) (d)
Figure 2: The breathers of the RMB equations for the components u, v, ω, and E. The parameters are µ = 1, l1 = 12 , l2 =
1
2 ,  = 1.
Type 3: If we choose φ = 1 + exp(I(k1x + l1t)) + exp(I(k2x + l2t)) + exp(I(k3x + l3t)) in (12), then fundamental
solutions can be derived with k1 = k2 = k3 = Iµ and l1, l2, l3 are arbitrary constants:
u = µ(l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t) + l3 exp(−µx + Il3t))(exp(−µx + Il1t)
+ exp(−µx + Il2t) + exp(−µx + Il3t))−1, v = 0,
ω = Iµ(l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t) + l3 exp(−µx + Il3t))(exp(−µx + Il1t)
+ exp(−µx + Il2t) + exp(−µx + Il3t))−1, E = Iµ, (19)
f = I(l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t) + l3 exp(−µx + Il3t)),
g = −Iµ(l1 exp(−µx + Il1t) + l2 exp(−µx + Il2t) + l3 exp(−µx + Il3t)),
h = −µ(exp(−µx + Il1t) + exp(−µx + Il2t) + exp(−µx + Il3t)).
Substituting (19) into (15) yields hybrid of breathers and periodic wave solutions for the RMB equations (5).
The hybrid solutions for the components u, v, ω, and E are shown in Fig. (3). As can be seen that the solutions for
the components u and ω describe breathers travelling on the background of periodic line waves. Both the breathers
and periodic line waves are periodic in t directions and localized in x directions. The solutions for the components
v and E describe breathers as in type 2 with different parameters. For the component v, they both come from zero
plane wave backgrounds. For the component E, they both come from nonzero plane wave backgrounds. To our
knowledge, it has not discovered this type of solutions for the RMB equations (5).
B. similarity reductions of the prolonged system
In order to construct similarity reductions of (5), we apply the Lie symmetry method to the whole extended
system. Supposing Eqs. (12) are invaraint under this infinitesimal transformations
{x, t, u, v, ω, E, f , g, h, φ} → {x + X, t + T, u + U, v + V, ω + W, E + M, f + F, g + G, h + H, φ + Φ} (20)
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(a) (b)
(c) (d)
Figure 3: The hybrid solutions of the RMB equations for the components u, v, ω, and E. The parameters are µ = 2, l1 = 13 , l2 =
1
3 , l3 =
1
2 ,  = 1.
with
σu = Xux + Tut − U, σv = Xvx + Tvt − V, σω = Xωx + Tωt −W, σE = XEx + TEt − M,
σ f = X fx + T ft − F, σg = Xgx + Tgt −G, σh = Xhx + Tht − H, σφ = Xφx + Tφt − Φ, (21)
where X,T,U,V,W,M, F,G,H, and Φ are functions of {x, t, u, v, ω, E, f , g, h, φ}, and  is a small parameter.
Next, substituting (21) into the linearized symmetry equations for the extended system
σux + µσ
v = 0, σvx − µσu − Eσω − ωσE = 0, σωx + Eσv + vσE = 0, σEt + σv = 0, σ f − σφt = 0,
Iφ2xσ
u + µφxtσ
φ
x − µφxσφxt = 0, Iφ3xσv − φxφxxtσφx + 2φxxφxtσφx − φxφxtσφxx − φxφxxσφxt + φ2xσφxxt = 0,
φ3xσ
ω + µ2φ2xσ
φ
t − (µ2φxφt + φxφxxt − 2φxxφxt)σφx − φxφxtσφxx − φxφxxσφxt + φ2xσφxxt = 0, σg − σ fx = 0, (22)
(µ2φxφxxφt + 3φxφxxφxxt − 6φ2xxφxt + φxφxxxφxt)σφx − µ2φ2xφxxσφt − (µ2φ2xφt − 6φxφxxφxt + 3φ2xφxxt)σφxx
+(µ2φ3x + 3φxφ
2
xx − φ2xφxxx)σφxt − 3φ2xφxxσφxxt − φ2xφxtσφxxx + φ3xσφxxxt = 0, Iφ2xσE + φxxσφx − φxσφxx = 0,
σh − σφx = 0,
Then collecting the coefficients of all the variables and their partial derivatives, and setting all of them to zero,
we get a system of overdetermined linear equations with the infinitesimals {x, t, u, v, ω, E, f , g, h, φ}. After solving
them, we can obtain
X = c4, T = f1, U = −Ic1µ f − f1tu, V = Ic1g − v f1t, W = −c1g − f1tω, M = −Ic1h,
F = c1φ f + c2 f − f1t f , G = c1( f h + φg) + c2g − f1tg, H = c1φh + c2h, Φ = 12c1φ
2 + c2φ + c3, (23)
where f1 ≡ f1(t) is an arbitrary function of t, and ci(i = 1 . . . 4) are four arbitrary constants. Especially, when
c2 = c3 = c4 = f1 = 0 and c1 = −2, the derived symmetry is just Eq. (13), and when c1 = 0, the related symmetry
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is just the general Lie point symmetry of the original Eq. (5).
For the sake of more corresponding group invariant solutions, the following characteristic equations need to be
solved:
dx
X
=
dt
T
=
du
U
=
dv
V
=
dω
W
=
dE
M
=
d f
F
=
dg
G
=
dh
H
=
dφ
Φ
. (24)
Next, two nontrivial similarity reductions originated from (24) will be detailed study under the condition c1 , 0.
Reduction 1. Without loss of generality, we hypothesize c4 = 1 and f1 = k, and define the parameter c by
c2 = c
2
2−2c1c3
4 (c , 0). By solving (24), we obtain similarity solutions
u = U +
c1
c
IµF tanh∆1, v = V +
c1
c
IG tanh∆1 +
c21
2c2
IFH tanh2 ∆1,
ω = W − c1
c
G tanh∆1 −
c21
2c2
FH tanh2 ∆1, E = M +
Ic1
c
H tanh∆1, h = −Hsech2∆1, (25)
f = −Fsech2∆1, g = (G + c1c FH tanh∆1)sech
2∆1, φ = −c2c1 −
2c
c1
tanh∆1,
with ∆1 = c(x + Φ). Here U ≡ U(ξ),V ≡ V(ξ),W ≡ W(ξ),M ≡ M(ξ), F ≡ F(ξ),G ≡ G(ξ),H ≡ H(ξ), and
Φ ≡ Φ(ξ) represent eight different group invariants in (25), while ξ = −kx + t is the similarity variable.
Substituting (25) into the extended system, yields
U = − IµkΦξξ
kΦξ − 1 , V = −2Ic
2Φξ + 2Ikc2Φ2ξ −
Ik2Φξξξ
kφξ − 1 +
Ik3Φ2ξξ
(kφξ − 1)2 ,
W = −2kc2Φ2ξ +
k2Φξξξ + (µ2 − 4c2)φξ
kφξ − 1 −
k3Φ2ξξ + 2c
2φξ
(kφξ − 1)2 , (26)
M =
Ik2Φξξ
kφξ − 1 , F =
2c2
c1
Φξ, G =
2kc2
c1
Φξξ, H =
2c2
c1
− 2kc
2
c1
Φξ,
where Φ satisfies the following four-order ordinary differential equation
k2(kΦξ−1)2Φξξξξ−4k3(kΦξ−1)Φξξξ+3k4Φ3ξξ− (kΦξ−1)(µ2−4c2+4c2k3Φ3ξ −12c2k2Φ2ξ +12c2kΦξ)Φξξ = 0. (27)
It is worthy to mention that Eq. (27) is the most general one having the Painleve´ property, that is, having no
solutions with movable singularities except poles. According the Ablowitz-Ramani-Segur (ARS) conjecture [78–
80]: every nonlinear ordinary differential equation obtained by an exact reduction of a nonlinear partial differential
equation of IST class is of Painleve´-type. By using the ARS algorithm, there is one possible branch: Φ(ξ) =
A/(ξ − ξ0) with A = kc2 , and the resonant points occur at {−1, 1, 4, 6}. Then the detailed calculation shows Eq. (27)
passes the Painleve´ test and has the Painleve´ property.
It appears that once the solutions Φ are solved out in (27), the fields for U,V,W,M, F,G, and H can be solved
out directly from (26). By substituting Φ,U,V,W,M, F,G, and H into (25), the exact solutions of RMB equations
(5) are immediately obtained. From the results in reduction 1, one can observe that the final exact solutions include
hyperbolic function, Painleve´ wave, and rational function. These solutions represent the wave interactions among
solitary wave, Painleve´ wave, and rational wave for the RMB equations. To show the solutions more intuitively,
we just take a simple solution of Eq. (27) as Φ = mξ.
By choosing the appropriate parameters, different behaviours of u, v, ω, and E are shown in Fig. (4). It can be
seen that u, ω, E are dark solitary waves, while v is a bright solitary wave. v and ω have the same amplitudes. If
choosing the parameters are µ = 1,m = 12 , k =
3
2 I, c = 1, we can get breather solutions of the RMB equations.
The waves propagation for the components u, v, ω, and E are shown in Fig. (5), which are different from the Ma
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(a) (b)
(c) (d)
Figure 4: The wave propagation plots of the RMB equations for the components u, v, ω, and E expressed by (25). The parameters are
µ = 1,m = 13 , k = 1, c = 1.
(a) (b)
(c) (d)
Figure 5: Breathers of the RMB equations for the components u, v, ω, and E expressed by (25). The parameters are µ = 1,m = 12 , k =
3
2 I, c = 1.
(a),(b),(c) and (d) The three-dimensional plots for the corresponding solutions.
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breathers in Fig. (2).
Reduction 2. Without loss of generality, we hypothesize f1 = 1qt with q ≡ q(t), and define the parameter c by
c2 = c
2
2−2c1c3
4 (c , 0). By solving (24), we can derive the similarity solutions
u = qt(U +
c1
c
IµF tanh∆2), v = qt(V +
c1
c
IG tanh∆2 +
c21
2c2
IFH tanh2 ∆2),
ω = qt(W − c1c G tanh∆2 −
c21
2c2
FH tanh2 ∆2), E = M +
Ic1
c
H tanh∆2, h = −Hsech2∆2, (28)
f = −qtFsech2∆2, g = (G + c1c FH tanh∆2)qtsech
2∆2, φ = −c2c1 −
2c
c1
tanh∆2,
with ∆2 = c(q + Φ). Here U ≡ U(ξ),V ≡ V(ξ),W ≡ W(ξ),M ≡ M(ξ), F ≡ F(ξ),G ≡ G(ξ),H ≡ H(ξ), and
Φ ≡ Φ(ξ) represent eight different group invariants in (28), while ξ = −c4q + x is the similarity variable.
Substituting (28) into the prolonged system yields
U =
Ic4µΦξξ
Φξ
, V = −2Ic2Φξ + 2Ic2c4Φ2ξ −
Ic4Φξξξ
φξ
+
Ic4Φ2ξξ
Φ2ξ
,
W = c4µ2 + 2c2Φξ − 2c2c4Φ2ξ +
c4Φξξξ − µ2
Φξ
−
c4Φ2ξξ
Φ2ξ
, (29)
M = − IΦξξ
Φξ
, F =
2c2
c1
− 2c
2c4
c1
Φξ, G =
2c2c4
c1
Φξξ, H =
2c2
c1
Φξ,
where Φ satisfies the following four-order ordinary differential equation
3c4Φ3ξξ + (µ
2 − 4c2c4Φ3ξ)Φξξ − 4c4ΦξΦξξΦξξξ + c4Φ2ξΦξξξξ = 0. (30)
By using the ARS algorithm, there is one possible branch: Φ(ξ) = A/(ξ − ξ0) with A = 3c2 , and the resonant
points appear at {−1, 1, 4, 6}. Then the detailed calculation shows Eq. (30) also passes the Painleve´ test and has the
Painleve´ property.
It is also obvious that once the solutions Φ are solved out in (27), the fields for U,V,W,M, F,G, and H can
be solved out directly from (29). By substituting Φ,U,V,W,M, F,G, and H into (28), the exact solutions of RMB
equations (5) are immediately obtained. From the results in reduction 2, one can observe that the final exact
solutions include hyperbolic function, Painleve´ wave, and rational function. These solutions represent the waves
interaction among solitary waves, Painleve´ waves, and rational waves for the RMB equations.
Because of the existence of the arbitrary function q in (28), many new types of interaction solutions can be
obtained. Since q can be expressed by different types of functions, the solutions exhibit the interactions between
solitary waves and abundant cnoidal waves, rational waves, trigonometric functions. In the process of interaction,
many localized excitations including rogue waves and breathers are appeared. To show these localized excitation
states more intuitively, we just take a simple solution of Eq. (30) as Φ = mξ.
• For Fig. (6), the solutions of the RMB equations for the components u, v, ω, and E are hybrid solutions
with the parameters µ = 2,m = 2, c4 = I, c = 1 and q = I cos(t). It can be seen that breathers travelling on the
background of periodic waves for the components u and ω. Both the breathers and periodic waves are periodic in t
directions and localized in x directions. The solutions for the components v and E describe breathers in t directions.
These phenomena are similar with Fig. (3).
• For Fig. (7), the localized excitation solutions of the RMB equations for the components u, v, ω, and E are
drawn with the parameters µ = 1,m = 32 , c4 = I, c = 1 and q =
It
1+t2 . For the component u, it changes from a single
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6: The periodic wave solutions of the RMB equations for the components u, v, ω, and E expressed by (28). The parameters are
µ = 2,m = 2, c4 = I, c = 1, q = I cos(t). (a),(b),(c) and (d) The waves propagation along t axis at x = 0.5; (e),(f),(g) and (h) The three-
dimensional plots for the corresponding solutions.
peak to the double peak at x = 0, and the amplitude becomes smaller. For the component v, a W-type solitary wave
appears at t = 0 and disappears at infinity along x axis. For the component ω, a W-type solitary wave unchanges
along x axis, but the amplitude of peak gets smaller at infinity along t axis. For the component E, an anti-W-type
solitary wave appears at t = 0 and disappears to the plane wave E = 3 at infinity along x axis.
• For Fig. (8), the parameters are µ = 2,m = 2, n = 14 , c4 = 1, c = 1, and q = sn(t, n). The exact solutions
(28) with Φ = mξ for the RMB equations denote the interactional phenomena between solitary waves and cnoidal
periodic waves. These kinds of solutions can be easily applicable to the analysis of interesting physical phenomena.
In fact, there are full of the solitary waves and the cnoidal periodic waves in the real physics world.
• If the parameters are µ = 2,m = 2, c4 = 1, c = 1, and q = tanh(t). For the component u, a dark solitary
wave appears at t = 0 and disappears at infinity along x axis; it changes from a single peak to the double peak at
x = 0, and the amplitude becomes smaller at infinity along t axis. For the component v, the wave becomes a bright
solitary wave both at t = 0 and x = 0, disappears at infinity along x axis and t axis. For the component ω, a W-type
solitary wave appears at t = 0 and disappears at infinity along x axis; the waveform is narrowed at x = 0 and the
amplitude is constant along t axis. For the component E, a kink solitary wave appears at x = 0, the waveform and
amplitude unchanges over time, but the wave propagates to the right at | t |< 41.
• For Fig. (9), the parameters are µ = 2,m = 2, c4 = 1, c = 1, and q = exp(4It)sech(t). For the component u, a
single peak solitary wave appears at | t |≤ 333, it becomes a double peak rogue wave at x = 0, and when | t |> 333,
the wave disappears along t axis. For the component v, a double peak rogue wave appears at x = 0 and disappears
at infinity along t axis. For the component ω, a single peak solitary wave appears at | t |≤ 333, it becomes a double
peak rogue wave at x = 0, and when | t |> 333, the wave disappears along t axis. For the component E, the
amplitude unchanges over time, it becomes a double peak rogue wave at x = 0. but the wave first propagates to the
right and then to the left in | t |< 41.
• For Fig. (10), the parameters are µ = 2,m = 2, c4 = 1, c = 1, and q = t sin(t). For the components u, v, ω,
and E, the waves generate in pairs, and the solutions are symmetrical at t = 0.
Remark: Due to q is the function of t, the dynamic behaviours of u, v, ω, and E at t = 0 are the same and their
modules are the same in Figs. (8) and (9).
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 7: The localized excitations of the RMB equations for the components u, v, ω, and E expressed by (28). The parameters are µ = 1,m =
3
2 , c4 = I, c = 1, q =
It
1+t2
. (a),(d),(g) and (j) The waves propagate along x axis at x = 0; (b),(e), and (h) The waves propagate along t axis at
t = 0; (k) The wave propagates along t axis at t = 0.1; (c),(f),(i) and (l) The three-dimensional plots for the corresponding solutions.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 8: The wave propagation plots of the RMB equations for solutions u, v, ω, and E expressed by (28). The parameters are µ = 2,m =
2, n = 14 , c4 = 1, c = 1, q = sn(t, n). (a),(d),(g) and (j) The wave propagation pattern of the wave along x axis; (b),(e),(h) and (k) The wave
propagation pattern of the wave along t axis; (c),(f),(i) and (l) The three-dimensional plots for the corresponding solutions.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 9: The localized excitations of the RMB equations for the components u, v, ω, and E expressed by (28). The parameters are µ = 2,m =
2, c4 = 1, c = 1, q = exp4It sech(t). (a),(d),(g) and (j) The wave propagation pattern of the wave along x axis; (b),(e),(h) and (k) The wave
propagation pattern of the wave along t axis; (c),(f),(i) and (l) The three-dimensional plots for the corresponding solutions.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 10: The wave propagation plots of the RMB equations for the components u, v, ω, and E expressed by (28). The parameters are
µ = 2,m = 2, c4 = 1, c = 1, q = t sin(t). (a),(c),(e) and (g) The wave propagation pattern of the wave along t axis; (b),(d),(f) and (h) The
three-dimensional plots for the corresponding solutions.
4. Summary and discussions
In summary, nonlocal symmetry, localized excitations and interactional solutions of the RMB equations have
been investigated. Based on the truncated Painleve´ expansion approach, nonlocal symmetries of the RMB equa-
tions are obtained. And the Schwartzian form of the RMB equations is reduced from the truncated Painleve´
expansion. Meanwhile, the nonlocal symmetries are related to the Mo¨bious transformation of the Schwartzian
form. By introducing three auxiliary variables, the nonlocal symmetries are successfully localized to an extended
system, which is closed to a Lie point symmetry and a new type of finite symmetry transformations is derived by
solving the initial value problems. Then we obtain the following results, which is difficult to find stemming from
nonconstant nonlinear wave such as the cnoidal waves and Painleve´ waves.
• Periodic solutions. Based on the finite symmetry transformations, we obtain three types of solutions including
periodic waves (see Fig. 1), Ma breathers (see Fig. 2) and breathers travelling on the background of periodic line
waves (see Fig. 3). The periodic waves are periodic in both x directions and t directions. The breathers are periodic
in t directions and localized in x directions.
• Interactional solutions. By symmetry reduction method, rich exact interactional solutions are derived between
solitary waves and other waves, such as cnoidal waves, rational solutions, Painleve´ waves, and periodic waves (see
Figs. 6, 8).
• Localized excitations. To our knowledge, the rogue wave solution of the integrable system has not yet been
found by the nonlocal symmetry method. Because of arbitrary function generated during the similarity reduction
process, several new types of localized excitations including rogue waves, breathers and other nonlinear waves
are obtained (see Figs. 7, 9). Some interesting dynamical behaviour are shown by selecting different functions in
graphical way. The rogue wave obtained in this paper may be called instanton or ghost soliton better.
Due to the important physics significance of the RMB equations, the physical properties of those new dynami-
cal behaviour with interactions are needed to do a further investigation. These kinds of solutions can be applied to
the analysis of many interesting physical phenomena and may be useful for studying the optical waves and electro-
magnetic waves. Our research results may play a significant contribution to investigate the dynamical properties
of the distinct nonlinear waves, such as rogue waves, breathers, dark solitons and bright solitons, for the nonlinear
16
systems in optics, electromagnetic field, plasma physics and Bose-Einstein condensates. The results may motivate
the relevant experimental investigations in the ultra-short optical pulses and other media.
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