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Abstract. Let bℓ(n) be the number of ℓ-regular partitions of n. Recently, Hou et al
established several infinite families of congruences for bℓ(n) modulo m, where (ℓ,m) =
(3, 3), (6, 3), (5, 5), (10, 5) and (7, 7). In this paper, by the vanishing property given by
Hou et al, we show an infinite family of congruence for b11(n) modulo 11. Moreover, for
ℓ = 3, 13 and 25, we obtain three infinite families of congruences for bℓ(n) modulo 3, 5
and 13 by the theory of Hecke eigenforms.
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1 Introduction
A partition of a nonnegative integer n is a nonincreasing sequence of positive integers
whose sum is n. For a positive integer ℓ, we say a partition of n is an ℓ-regular partition
provided none of its parts is divisible by ℓ. Denote the number of ℓ-regular partitions of
n by bℓ(n). For convenience, we set bℓ(0) = 1 and bℓ(n) = 0 if n < 0. The generating
function of bℓ(n) is given by
Bℓ(q) =
∞∑
n=0
bℓ(n)q
n =
(qℓ; qℓ)∞
(q; q)∞
,
where
(q; q)∞ =
∞∏
i=1
(1− qi)
is the standard notation in q-series.
Recently, the arithmetic properties of bℓ(n) have been widely studied. For example,
Andrews, Hirschhorn and Sellers [1] derived some infinite families of congruences for b4(n)
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modulo m with m ∈ {2, 3, 4, 6, 12}. Dandurand and Penniston [4] gave precise conditions
of n such that bℓ(n) ≡ 0 (mod ℓ) with ℓ ∈ {5, 7, 11}. Cui and Gu [3] derived congruences
for bℓ(n) modulo 2 with ℓ ∈ {2, 4, 5, 8, 13, 16} by employing the p-dissection formulas
of Ramanujan’s theta functions ψ(q) and f(−q). Keith [8] studied the congruences for
b9(n) modulo 3. Furcy and Penniston [5] obtained congruences for bℓ(n) modulo 3 with
ℓ ∈ {4, 7, 13, 19, 25, 34, 37, 43, 49} by using the theory of modular forms. Hou et al [6]
proved several infinite families of congruences for bℓ(n) modulo 3, 5 and 7 by applying
binary quadratic form approach.
The objective of this paper is to derive several infinite families of congruences for
ℓ-regular partition modulo 3, 5, 11 and 13. Our approaches are based on the theory of
Hecke eigenforms and binary quadratic forms due to [6]. The main results of this paper
are stated as follows.
Theorem 1.1 Let α, n be nonnegative integers and pi ≥ 5 be primes such that pi 6≡ 1
(mod 12). Then for any integer j 6≡ 0 (mod pα+1), we have
b3
(
p21 · · · p
2
α+1n +
p21 · · ·p
2
αpα+1(12j + pα+1)− 1
12
)
≡ 0 (mod 3). (1.1)
Theorem 1.2 Let α, n be nonnegative integers and pi ≥ 5 be primes such that pi ≡ 3
(mod 4). Then for any integer j 6≡ 0 (mod pα+1), we have
b11
(
p21 · · · p
2
α+1n +
p21 · · · p
2
αpα+1(12j + 5pα+1)− 5
12
)
≡ 0 (mod 11). (1.2)
Theorem 1.3 Let α, n be nonnegative integers and pi be odd primes such that b13(
pi−1
2
) ≡
0 (mod 13). Then for any integer j 6≡ 0 (mod pα+1) , we have
b13
(
p21 · · · p
2
α+1n+
p21 · · · p
2
αpα+1(2j + pα+1)− 1
2
)
≡ 0 (mod 13). (1.3)
Theorem 1.4 Let α, n be nonnegative integers and pi be primes such that b25(pi−1) ≡ 0
(mod 5). The for any integer j 6≡ 0 (mod pα+1), we have
b25
(
p21 · · · p
2
α+1n+ p
2
1 · · · p
2
αpα+1(j + pα+1)− 1
)
≡ 0 (mod 5). (1.4)
The paper is organized as follows. In Section 2, we recall some definitions and prop-
erties on modular forms. In Section 3, we give the proof of theorem 1.2. In Section 4,
we give the proofs of the remain theorems. We conclude the paper in Section 5 by giving
some explicit examples.
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2 Preliminaries
To make this paper self-contained, we recall some definitions and basic knowledge on
modular forms. For more details, see, for example [9, 10].
Let k be an integer, N be a positive integer and χ be a Nebentypus character. We use
Mk(Γ0(N), χ) to denote the space of holomorphic modular forms on Γ0(N) of weight k
with character χ. The corresponding space of cusp forms is denoted by Sk(Γ0(N), χ). If
χ is the trivial character, we shall write Mk(Γ0(N)) and Sk(Γ0(N)) for short. Moreover,
we write SL2(Z) for Γ0(1).
Definition 2.1 Let m be a positive integer and f(z) =
∑∞
n=0 a(n)q
n ∈ Mk(Γ0(N), χ),
then the action of Hecke operator Tm on f(z) is defined by
f(z) | Tm :=
∞∑
n=0
( ∑
d|gcd(m,n)
χ(d)dk−1a(mn/d2)
)
qn.
In particular, if m = p is prime, we have
f(z) | Tp :=
∞∑
n=0
(
a(pn) + χ(p)pk−1a(n/p)
)
qn. (2.1)
Note that a(n) = 0 unless n is a nonnegative integer.
Definition 2.2 Let f(z) =
∑∞
n=0 a(n)q
n ∈ Mk(Γ0(N), χ) be a modular form, then f(z)
is called a Hecke eigenform if for every m ≥ 2 there exists a complex number λ(m) for
which
f(z) | Tm = λ(m)f(z). (2.2)
We recall that Dedekind’s eta-function η(z) is defined by
η(z) := q
1
24 (q; q)∞,
which is a holomorphic modular form of weight 1
2
and is non-vanishing on the upper half
complex plane H.
Proposition 2.3 (Gordon, Hughes, Newman) If f(z) =
∏
δ|N η
rδ(δz) is an eta-quotient
with rδ ∈ Z, k =
1
2
∑
δ|N rδ ∈ Z, and with the additional properties that∑
δ|N
δrδ ≡ 0 (mod 24) (2.3)
and ∑
δ|N
Nrδ
δ
≡ 0 (mod 24), (2.4)
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then f(z) satisfies
f
(az + b
cz + d
)
= χ(d)(cz + d)kf(z)
for all
(
a b
c d
)
∈ Γ0(N). Here the character χ is defined by χ(d) =
(
(−1)ks
d
)
and
s =
∏
δ|N δ
rδ .
For verifying that an eta-quotient f(z) is a modular form, we also need the following
proposition to compute the orders at cusps.
Proposition 2.4 Let c, d and N be positive integers with d|N and gcd(c, d) = 1. If f(z)
is an eta-quotient satisfying the conditions (2.3) and (2.4) of Proposition 2.3 for N , then
the order of vanishing of f(z) at the cusp c
d
is
N
24d(d, N
d
)
∑
d|N
(d, δ)2rδ
δ
.
3 Proof of Theorem 1.2
In this section, we give the proof of Theorem 1.2 by using the following Vanishing Property
given by Hou et al. [6].
Lemma 3.1 (Vanishing Property) Let p be a prime and
F (q) =
∞∑
n=0
a(n)qn =
∞∑
k,l=−∞
c(k, l)qθ(k,l).
Suppose that there exist integers θ0, r, s and an invertible transformation σ : Z
2 → Z2
satisfying the following three conditions
(a) the congruence θ(k, l) ≡ θ0 (mod p) has a unique solution k ≡ r (mod p) and l ≡ s
(mod p) in Z2p;
(b) θ(pk + r, pl + s) = p2θ(σ(k, l)) + θ0;
(c) c(pk+ r, pl+ s) = λ(p) · c(σ(k, l)), where λ(p) is a constant independent of k and l.
Then the following two assertions hold.
(1) For any integer n, we have
a(p2n + θ0) = λ(p) · a(n).
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(2) For any integer n with p ∤ n, we have
a(pn+ θ0) = 0. (3.1)
Proof of Theorem 1.2. We have
∞∑
n=0
b11(n)q
n =
(q11, q11)∞
(q; q)∞
≡ (q; q)10∞ (mod 11).
Denote by h(q) := (q; q)10∞ =
∑∞
n=0 a(n)q
n. Recall that the Winquist’s identity is given by
(see [7])
∞∑
k=−∞
∞∑
l=−∞
(−1)k+lq(3k
2+3l2+3k+l)/2
× (a−3kb−3l − a−3kb3l+1 − a−3l+1b−3k−1 + a3l+2b−3k−1)
= (a, a−1q, b, b−1q, ab, a−1b−1q, ab−1, a−1bq; q)∞(q; q)
2
∞, (3.2)
where q is any complex number with |q| < 1 and a, b are any nonzero complex numbers.
By elementary manipulations, we can see that identity (3.2) can be rewritten as
∞∑
k=0
∞∑
l=−∞
(−1)k+lq(3k
2+3l2+3k+l)/2
× (a−3kb−3l − a−3kb3l+1 − a3k+3b−3l + a3k+3b3l+1
+ a−3l+1b3k+2 − a3l+2b3k+2 − a−3l+1b−3k−1 + a3l+2b−3k−1)
= (a, a−1q, b, b−1q, ab, a−1b−1q, ab−1, a−1bq; q)∞(q; q)
2
∞. (3.3)
Taking the limits a→ 1 and b→ 1 in (3.3) (by using L’Hospital Rule), we get
(q; q)10∞ =
∞∑
k=0
∞∑
l=−∞
(−1)k+l(2k + 1)(6l + 1)
×
((3k + 1)(3k + 2)
2
−
(3l)(3l + 1)
2
)
q
3k(k+1)
2
+
l(3l+1)
2 . (3.4)
Assume that
(q; q)10∞ =
∞∑
k=0
∞∑
l=−∞
c(k, l)qθ(k,l),
where
c(k, l) = (−1)k+l(2k + 1)(6l + 1)
((3k + 1)(3k + 2)
2
−
(3l)(3l + 1)
2
)
,
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and
θ(k, l) =
3k(k + 1)
2
+
l(3l + 1)
2
.
Notice that
θ(k, l) =
3
2
((
k +
1
2
)2
+
(
l +
1
6
)2)
−
5
12
.
For any 1 ≤ i ≤ α + 1 and prime pi ≥ 5, we have
θ(k, l) ≡ −
5
12
(mod pi) ⇔
(
k +
1
2
)2
+
(
l +
1
6
)2
≡ 0 (mod pi)
Since pi ≡ 3 (mod 4), −1 is not a quadratic residue modulo pi. Hence(
k +
1
2
)2
≡ −
(
l +
1
6
)2
(mod pi) ⇔ k ≡
pi − 1
2
& l ≡
±pi − 1
6
(mod pi),
where ± makes sure that (±pi − 1)/6 should be an integer. Furthermore, we have
θ
(
kpi +
pi − 1
2
, lpi +
±pi − 1
6
)
= p2i θ(k,±l) +
5(p2i − 1)
12
and
c
(
kpi +
pi − 1
2
, lpi +
±pi − 1
6
)
= p4i c(k,±l).
We thus obtain the following recurrence relation from Lemma 3.1 (1).
a
(
p2in+
5(p2i − 1)
12
)
= p4i a(n). (3.5)
Iteratively using recursion (3.5), we obtain that
a
(
p21 · · · p
2
αpα+1n+
5(p21 · · · p
2
α+1 − 1)
12
)
= p41 · · ·p
4
α · a
(
pα+1n +
5(p2α+1 − 1)
12
)
.
By Lemma 3.1 (2), a
(
pα+1n+
5(p2
α+1−1)
12
)
6= 0 only when pα+1 | n. Therefore,
∞∑
n=0
a
(
pα+1n+
5(p2α+1 − 1)
12
)
qn =
∞∑
n′=0
a
(
p2α+1n
′ +
5(p2α+1 − 1)
12
)
qpα+1n
′
.
Using recursion (3.5) once again, the above sum reduces to
∞∑
n′=0
a(n′)qpα+1n
′
= h(qpα+1)2.
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Thus we obtain that
∞∑
n=0
a
(
p21 · · · p
2
αpα+1n +
5(p21 · · · p
2
α+1 − 1)
12
)
qn = p41 · · · p
4
α+1 · h(q
pα+1)2.
This gives
∞∑
n=0
b11
(
p21 · · · p
2
αpα+1n+
5(p21 · · · p
2
α+1 − 1)
12
)
qn ≡ p41 · · · p
4
α+1 · h(q
pα+1)2 (mod 11),
(3.6)
which finishes the proof of Theorem 1.2 by replacing n by pα+1n + j in (3.6).
4 Proofs of Other Theorems
In this section, we prove the remaining theorems by using the theory of Hecke eigenforms.
Proof of Theorem 1.1. We have
∞∑
n=0
b3(n)q
n =
(q3; q3)∞
(q; q)∞
≡ (q; q)2∞ (mod 3).
Replacing q by q12 and multiplying q on both sides of the above identity, we deduce that
∞∑
n=0
b3(n)q
12n+1 ≡ q(q12; q12)2∞ = η
2(12z) (mod 3).
Let η2(12z) =
∞∑
n=1
a(n)qn. It is clear that a(n) = 0 if n 6≡ 1 (mod 12). And also, for all
n ≥ 0,
b3(n) ≡ a(12n+ 1) (mod 3). (4.1)
Notice that η2(12z) ∈ S1
(
Γ0(144), (
−1
d
)
)
is an eigenform (see, for example [11]). By (2.1)
and (2.2), we have
η2(12z) | Tp =
∞∑
n=1
(
a(pn) +
(−1
p
)
a(n/p)
)
qn = λ(p)
∞∑
n=1
a(n)qn,
which implies
a(pn) +
(−1
p
)
a(n/p) = λ(p)a(n). (4.2)
By setting n = 1 in (4.2) and noting that a(1) = 1, we can see a(p) = λ(p). Since p 6≡ 1
(mod 12), we thus obtain
λ(p) = a(p) = 0. (4.3)
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Combining (4.2) with (4.3), we derive that
a(pn) = −
(−1
p
)
a(n/p). (4.4)
From (4.4), we obtain that for all n ≥ 0 and p ∤ r,
a(p2n+ pr) = 0, (4.5)
and
a(p2n) = −
(−1
p
)
a(n). (4.6)
Substituting n by 12n− pr + 1 in (4.5) and together with (4.1), we find that
b3
(
p2n+
p2 − 1
12
+ p
1− p2
12
r
)
≡ 0 (mod 3). (4.7)
Since p ≥ 5 is prime, we have 12 | (1− p2), and gcd(1−p
2
12
, p) = 1. Hence when r runs over
a residue system excluding the multiple of p, so does 1−p
2
12
r. Thus (4.7) can be rewritten
as
b3
(
p2n+
p2 − 1
12
+ pj
)
≡ 0 (mod 3), (4.8)
where p ∤ j. Replacing n by 12n+ 1 in (4.6) and together with (4.1), we have
b3
(
p2n+
p2 − 1
12
)
≡ −
(−1
p
)
b3(n) (mod 3). (4.9)
If pi ≥ 5 are primes such that pi 6≡ 1 (mod 12), then iteratively using recursion (4.9), we
obtain that
b3
(
p21 · · · p
2
αn+
p21 · · · p
2
α − 1
12
)
≡ (−1)α
(−1
p1
)
· · ·
(−1
pα
)
b3(n) (mod 3). (4.10)
Replacing p by pα+1 in (4.8) and combining with (4.10), we derive that
b3
(
p21 · · · p
2
α+1n +
p21 · · ·p
2
αpα+1(12j + pα+1)− 1
12
)
≡ 0 (mod 3).
This finishes the proof of Theorem 1.1.
Remark that when pi ≥ 5 are prime and pi ≡ 3 (mod 4), the congruences were proven
by Hou, Sun and Zhang [6] by using binary quadratic forms. It is worthy noticing that
we obtain a much more family of congruences for more primes pi 6≡ 1 (mod 12) by using
Hecke operator on eigenform.
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Proof of Theorem 1.3. We have
∞∑
n=0
b13(n)q
n =
(q13; q13)∞
(q; q)∞
≡ (q; q)12∞ (mod 13).
Replacing q by q2 and then multiplying q both sides of the above identity, we deduce that
∞∑
n=0
b13(n)q
2n+1 ≡ q(q2; q2)12∞ = η
12(2z) (mod 13).
Denote by η12(2z) =
∑∞
n=1 a(n)q
n, we then have a(n) = 0 if n is even and
b13(n) ≡ a(2n+ 1) (mod 13). (4.11)
Notice that η12(2z) ∈ S6(Γ0(4)) is an eigenform (see, for example, [11]). Then by (2.1)
and (2.2), we have that
η12(2z) | Tp =
∞∑
n=1
(
a(pn) + p5a(n/p)
)
qn = λ(p)
∞∑
n=1
a(n)qn,
which implies
a(pn) + p5a(n/p) = λ(p)a(n). (4.12)
Setting n = 1 in (4.12) and since a(1) = 1, we find a(p) = λ(p). Thus (4.12) becomes
a(p2n) + p5a(n) = a(p)a(pn), (4.13)
and for p ∤ r,
a(p2n+ pr) = a(p)a(pn + r). (4.14)
By (4.11) and (4.13), we derive that
b13
(
p2n+
p2 − 1
2
)
+ p5b13(n) ≡ b13
(p− 1
2
)
b13
(
pn +
p− 1
2
)
(mod 13). (4.15)
If b13(
p−1
2
) ≡ 0 (mod 13), (4.15) implies that
b13
(
p2n+
p2 − 1
2
)
≡ −p5b13(n) (mod 13). (4.16)
Replacing n by 2n− pr + 1 in (4.14) and together with (4.11), we obtain that
b13
(
p2n+
p2 − 1
2
+p
1− p2
2
r
)
≡ b13
(p− 1
2
)
b13
(
pn+
p− 1
2
+
1− p2
2
r
)
(mod 13). (4.17)
Since p is odd prime, so 2 | (1 − p2), and gcd(1−p
2
2
, p) = 1. Hence when r runs over a
residue system excluding the multiple of p, so does 1−p
2
2
r. Thus (4.17) can be rewritten
as
b13
(
p2n +
p2 − 1
2
+ pj
)
≡ b13
(p− 1
2
)
b13
(
pn +
p− 1
2
+ j
)
(mod 13), (4.18)
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where p ∤ j. If b13(
p−1
2
) ≡ 0 (mod 13), (4.18) implies that
b13
(
p2n+
p2 − 1
2
+ pj
)
≡ 0 (mod 13), (4.19)
where p ∤ j. Therefore, for 1 ≤ i ≤ α + 1, if b13(
pi−1
2
) ≡ 0 (mod 13), then by using the
recursion (4.16) iteratively , we obtain
b13
(
p21 · · ·p
2
αn+
p21 · · · p
2
α − 1
2
)
≡ (−1)αp51 · · · p
5
αb13(n) (mod 13). (4.20)
Furthermore, by (4.19), we get
b13
(
p2α+1n +
p2α+1 − 1
2
+ pα+1j
)
≡ 0 (mod 13). (4.21)
Combining (4.20) with (4.21), we complete the proof of Theorem 1.3.
Proof of Theorem 1.4. We have
∞∑
n=0
b25(n)q
n =
(q25; q25)∞
(q; q)∞
≡ (q; q)24∞ (mod 5).
Multiplying q on both sides of the above identity, we deduce that
∞∑
n=0
b25(n)q
n+1 ≡ q(q; q)24∞ = η
24(z) (mod 5).
Denote by η24(z) =
∑∞
n=1 a(n)q
n, we then have
b25(n) ≡ a(n + 1) (mod 5). (4.22)
Notice that η24(z) ∈ S12(SL2(Z)) is an eigenform (see, for example, [11]). Then by (2.1)
and (2.2), we have that
η24(z) | Tp =
∞∑
n=1
(
a(pn) + p11a(n/p)
)
qn = λ(p)
∞∑
n=1
a(n)qn,
which implies
a(pn) + p11a(n/p) = λ(p)a(n). (4.23)
Setting n = 1 in (4.23) and since a(1) = 1, we follow that a(p) = λ(p). Thus (4.23)
becomes
a(p2n) + p11a(n) = a(p)a(pn), (4.24)
and for p ∤ j,
a(p2n + pr) = a(p)a(pn + j). (4.25)
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If b25(p− 1) ≡ 0 (mod 5), we obtain from (4.22) and (4.24) that
b25(p
2n+ p2 − 1) ≡ −p11b25(n) (mod 5). (4.26)
Also, by (4.22) and (4.25), we obtain that for p ∤ j,
b25(p
2n + pj + p2 − 1) ≡ 0 (mod 5). (4.27)
Since pi are primes and b25(pi − 1) ≡ 0 (mod 5), by using recursion (4.26) iteratively, we
get
b25(p
2
1 · · ·p
2
αn+ p
2
1 · · · p
2
α − 1) ≡ (−1)
αp111 · · · p
11
α b25(n) (mod 5). (4.28)
Further, by (4.27), we obtain
b25(p
2
α+1n+ pα+1j + p
2
α+1 − 1) ≡ 0 (mod 5). (4.29)
Together with (4.28) and (4.29), we complete the proof of Theorem 1.4.
5 Some Examples
Now we give some explicit congruences from our theorems in the previous sections to
conclude this paper.
Let α be a positive integer, p be a prime and j be an integer with p ∤ j. By setting all
the primes p1, p2, . . . , pα+1 to be equal to the same prime p, we can derive the following
infinite families of congruences for bℓ(n). Note that Carlson and Webb [2] have obtained
some similar congruences of bℓ(n) for ℓ ∈ {10, 15, 20}.
1. If p ≥ 5 and p 6≡ 1 (mod 12), we have
b3
(
p2αn+ p2α−1j +
p2α − 1
12
)
≡ 0 (mod 3).
2. If p ≥ 5 and p 6≡ 3 (mod 4), we have
b11
(
p2αn + p2α−1j +
5(p2α − 1)
12
)
≡ 0 (mod 11).
3. If p ≥ 3 such that b13(
p−1
2
) ≡ 0 (mod 13), we have
b13
(
p2αn+ p2α−1j +
p2α − 1
2
)
≡ 0 (mod 13).
4. If b25(p− 1) ≡ 0 (mod 5), we have
b25
(
p2αn+ p2α−1j + p2α − 1
)
≡ 0 (mod 5).
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Now setting α = 1 and taking some explicit primes in the above congruence relations,
we obtain the following congruences.
1. For n ≥ 0 and j 6≡ 1 (mod 5), we have
b3(25n+ 5j − 3) ≡ 0 (mod 3).
2. For n ≥ 0 and j 6≡ 3 (mod 7), we have
b11(49n+ 7j − 1) ≡ 0 (mod 11).
3. We find b13(75) ≡ 0 (mod 13) by Maple. Hence we have
b13(22801n+ 151j + 75) ≡ 0 (mod 13),
for n ≥ 0 and j 6≡ 75 (mod 151).
4. We find b25(5− 1) ≡ 0 (mod 5) by Maple. Hence we have
b25(25n+ 5j − 1) ≡ 0 (mod 25),
for n ≥ 0 and j 6≡ 0 (mod 5).
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