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La presente tesi si pone il problema di studiare la strategia ottima di energy storage per
minimizzare il costo energetico da pagare da parte degli utenti di una micro-grid che abbia a
disposizione una batteria per immagazzinare energia. La logica alla base di questo possibile
risparmio  e quella di caricare la batteria in momenti giudicati convenienti, in base sia alla funzione
di costo dell'energia richiesta alla grid che alla statistica delle richieste di potenza che giungono al
suo controllore. Si deniscono i modi tramite i quali vengono caratterizzati batteria, funzione di
costo e stato del sistema, che costituiscono le diverse versioni del modello di sistema che vengono
considerate nella seguente trattazione.
Viene poi formulato il problema di ottimizzazione in modo analitico, sia nella sua versione
oine (che costituisce un lower bound sul costo complessivo e suppone di conoscere l'intera
sequenza delle richieste di potenza per decidere quale strategia di carica/scarica adottare nei
confronti della batteria) sia online (che si traduce in una minimizzazione stocastica rispetto
dell'aspettazione del costo totale). Le due versioni del problema si prestano a tecniche risolutive
completamente diverse: nel primo caso si pu o utilizzare l'algoritmo di Viterbi, familiare al mondo
delle Telecomunicazioni, nel secondo caso algoritmi di Programmazione Dinamica (che richiedono
la stima della statistica della richiesta di potenza), confrontati con un semplice algoritmo a
singola soglia noto in letteratura [1], che ha costituito il punto di partenza del seguente lavoro di
tesi. Si sono implementati in Matlab gli algoritmi menzionati e si sono simulate e confrontate
le loro prestazioni in termini di costo complessivo da pagare da parte degli utenti della grid al
variare sia del modello di batteria (e dei suoi parametri) che delle funzione di costo.
Oltre a ci o, in modo simile a quanto eseguito dagli autori di [2], si conduce un approfondimento
analitico riguardo alla determinazione della strategia ottima da adottare nei confronti della
batteria, che si ritiene costituisca il contributo pi u signicativo allo stato dell'arte di questa
tesi. Partendo da un'analisi delle propriet a della state-value function V (denita nel contesto
della Programmazione dinamica) e del suo sub-dierenziale rispetto all'azione da eseguire nei
confronti della batteria, si dimostra qual  e la la struttura della miglior policy - dal punto di vista
stocastico - da applicare per minimizzare il costo complessivo quando la funzione che lo denisce
 e, rispettivamente, lineare, lineare a tratti e anche quando tiene conto dell'ammortamento per
la spesa iniziale della batteria e/o del fatto che essa possa perdere carica nel tempo (purch e il
problema di ottimizzazione risultante rimanga convesso).
Le simulazioni numeriche precedentemente citate confermano quanto dimostrato dal punto di
vista analitico: la strategia ottima di carica/scarica per risolvere il problema di ottimizzazione
stocastica del costo ha s  bisogno di una certa potenza di calcolo per poter essere ricavata tramite
algoritmi di Programmazione Dinamica, ma poi, nch e la statistica della richiesta di potenza  e
assunta stazionaria, si pu o memorizzare all'interno del controllore della grid attraverso un numero
molto limitato di parametri, costituiti dalle soglie rispetto al livello energetico della batteria, in
funzione delle quali si sceglie se intraprendere un'azione di carica/scarica (e di quale entit a) o se
non alterare la quantit a di energia presente nel dispositivo di energy storage.
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Stato dell'arte
L'evoluzione della rete elettrica verso le smart grid [3]  e tra i processi di trasformazione pi u
interessanti del sistema elettrico italiano, europeo e mondiale. Da un punto di vista prettamente
tecnico { nel campo quindi dell'ingegneria elettronica e delle telecomunicazioni { una smart grid
altro non  e che una rete di informazioni che coopera con la distribuzione dell'energia elettrica,
funzionale in quanto in grado di prevenire cadute di tensione, sprechi e sovraccarichi, in altri
termini: una infrastruttura che facilita risparmio energetico ed ecienza.
Figura 1: Esempio di smart grid.
Nell'era delle fonti rinnovabili, il termine
smart grid  e mutuato per indicare la nuova
rete elettrica intelligente, che non funge pi u da
esclusivo canale di trasmissione di energia da
centrale elettrica a cliente nale, tutt'altro: il
nuovo sistema, infatti,  e in grado di recepire i

ussi di energia in modo bidirezionale, ovvero
sia dalla centrale che dal singolo consumato-
re, tutto questo per favorire l'ecienza ed il
risparmio energetico a livello di rete. Il cliente
nale non  e pi u, dunque, un semplice fruitore
di servizio, ma viene a rivestire un ruolo di
primaria importanza, aancandosi ai grossi
produttori di energia. Il cliente pu o decidere
autonomamente di generare l'energia necessa-
ria per il proprio uso primario, interagendo
in maniera diretta con la rete. Lo stesso consumatore { che secondo un termine coniato di
recente diverrebbe prosumer, ovvero produttore e consumatore al tempo stesso { pu o decidere di
utilizzare secondo le sue preferenze l'energia da lui stesso prodotta, andando anche ad alimentare
in prima persona la rete elettrica. Le smart grid si impongono dunque come soluzione vincente in
termini di risparmio economico (oltre che di risparmio energetico) e di sviluppo nel consumo delle
fonti rinnovabili. L'utilizzo delle rete intelligente  e mediato da un apposito contatore, lo smart
meter, con funzionalit a digitali e possibilit a di lettura remota in grado di garantire la massima
ecienza di rete. Lo sviluppo della rete intelligente  e strettamente relazionato all'esigenza di
raggiungere gli obiettivi europei in termini di risparmio energetico e sfruttamento di fonti di
energia rinnovabili. Entro il 2020 l'obiettivo italiano  e quello di raggiungere il 17 % di energia
prodotta da fonti rinnovabili. In tale circostanza, pertanto, una rete di produzione aggiuntiva,
da aancarsi a quella tradizionale, non pu o che facilitare la piena realizzazione dell'intento: la
massima ecienza distributiva e la massima integrazione della rete con le fonti rinnovabili.
Una transizione fondamentale per il nostro Paese, che entro ne anno raggiunger a i 25000
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MW di potenza elettrica installata da fonti non programmabili come fotovoltaico ed eolico [4]:
occorre quindi sviluppare soluzioni per la gestione intelligente dell'elettricit a in tutte le fasi, dalla
produzione all'utilizzo nale, passando per la trasmissione e la distribuzione. In tale contesto,
il problema di accumulare l'energia degli impianti non programmabili (ad es il fotovoltaico)  e
da sempre in primo piano nella ricerca di soluzioni tecnologiche che permettano un accumulo
sostenibile dal punto di vista dei costi e della capacit a di storage. Con il sistema dello scambio
sul posto (l'energia consumata e prelevata dalla rete viene compensata in moneta se prodotta
in momenti diversi) quello dell'accumulo in impianti domestici non  e ancora un tema davvero
rilevante, mentre potr a esserlo quando (secondo le prime indiscrezioni) gli incentivi del Conto
Energia saranno alternativi al meccanismo dello scambio sul posto, oltre a risultare di vitale
importanza in impianti in isola (come ad esempio le baite che non possono usufruire di una
connessione alla rete). Panasonic Corporation ha annunciato che ha gi a avviato la produzione
di massa di un sistema di batterie agli ioni di litio compatto, sicuro, con una lunghissima
vita utile sviluppato per le abitazioni europee. Questo tipo di batterie non sono una novit a,
ma  e la prima volta che l'azienda produce su una scala cos  ampia un sistema progettato per
l'Europa. In Germania e nelle altre nazioni europee, i governi stanno riducendo il prezzo di
acquisto dell'energia solare per frenare la sempre pi u diusa generazione domestica di energia
fotovoltaica, che si  e tradotta in un aumento dei costi energetici. Il provvedimento dovrebbe
spingere i consumatori ad ottimizzare l'autoconsumo della corrente prodotta dai propri impianti
fotovoltaici. Prevedendo che in un futuro non lontano le famiglie genereranno in proprio l'energia
che consumeranno, Panasonic ha deciso di raorzare il proprio settore degli accumulatori e lo
sviluppo di sistemi di batterie (agli ioni di litio) per accumulatori a larga scala, la cui richiesta  e
prevista in rapida crescita. Il sistema di batterie agli ioni di litio consiste in un modulo batteria
Panasonic, che ha una capacit a nominale di 1.35 kWh e un sistema di gestione della batteria,
studiato per controllare la carica e scarica della batteria in base alle esigenze del consumatore. Il
sistema accumula l'energia in eccesso, prodotta dal pannello fotovoltaico nelle ore di picco, e
scarica la corrente in base alle necessit a.  E la risposta ideale per chi cerca un accumulatore che
aiuti a ottimizzare l'autoconsumo dell'energia generata in proprio, una soluzione che facilita le
famiglie nel ridurre la dipendenza dall'energia della rete e contribuisce a diondere sempre di pi u
l'energia pulita. Un'ottima panoramica tra tutti i vantaggi legati ad un uso intelligente dell'energy
storage si pu o trovare in [5], tra i quali i principali si possono riassumere in 1 Electric Energy
Time-shift, Electric Supply Capacity, Load Following, Area Regulation , Time-of-use Energy
Cost Management, Electric Service Power Quality, Renewables Energy Time-shift, Renewables
Capacity Firming and Wind Generation Grid Integration.
Le smart grid possono quindi sfruttare il fatto che il costo della produzione e della distribuzione
dell'energia  e sottoposto a variazioni signicative nel corso della giornata, a causa di variazioni
nella domanda e nella capacit a di generazioni di energia. Queste 
uttuazioni sono generalmente
nascoste all'utente nale, che paga un xed retail energy price. Un prezzo dell'energia cos 
dinamico, tuttavia, crea un'opportunit a per gli utenti, come le unit a familiari o i data center,
di ridurre il prezzo pagato per l'acquisto di energia sfruttandone le 
uttuazioni di valore.
Sfortunatamente, nella pratica, al momento le richieste di potenza degli utenti non sono ancora
cos  reattive da riuscire a trarre vantaggio dai cambiamenti del prezzo dell'energia, come illustrato
in [6, 7, 8, 9]. Una possibile soluzione, come gi a accennato,  e proprio quella di attrezzare i singoli
utenti, o un piccolo gruppo di essi organizzato in una micro-grid, con un dispositivo di energy
storage, e.g., una batteria di capacit a abbastanza elevata, che possa immagazzinare energia
quando il prezzo  e basso e rilasciarla quando il prezzo  e pi u elevato: questo permetterebbe
1Ho preferito non tradurre questo elenco di vantaggi ottenibili tramite un energy storage intelligente perch e
sono quasi tutti termini tecnici, la cui traduzione suonerebbe ridicola.
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eettivamente agli utenti di trarre benecio dalla variazione dei prezzi dell'energia senza dover
aggiustare i propri consumi. Esiste una quantit a notevole di articoli in letteratura su tematiche di
energy storage optimization, tra i quali i pi u importanti per lo sviluppo di questa tesi sono stati
sicuramente [1] e [2]: prima di descrivere nel dettaglio il loro apporto nella stesura dei successivi
capitoli e la descrizione dei punti in comune e delle dierenze nella modellizzazione del sistema
rispetto ad essi, penso per o valga la pena citare anche [10], articolo che mi ha fatto entrare in
condenza col mondo del Reinforcement Learning (RL) ed in particolare dei Markov Decision
Process (MDP).
In tale articolo viene riportata la prima analisi empirica dell'applicazione del RL al problema
di massimizzare il guadagno totale degli utenti nel rivendere potenza alla grid. Prima vengono
identicate un insieme di variabili che possono eettivamente rappresentare lo stato corrente
del sistema e delle caratteristiche di immagazzinamento relativo alla generazione di una potenza
unitaria in ogni slot temporale. Poi il problema viene convertito in un MDP e viene applicata la
policy iteration per calcolare la strategia ottima su una serie ssata di prezzi. Per modellare la
generazione di potenza, l'energia presente nella batteria cresce di un'unit a ad ogni slot temporale,
nch e non raggiunge il suo valore massimo. Nella realt a, la quantit a di energia generata dipende
da molti fattori quali, ad esempio, il tempo, l'intensit a del sole e/o del vento e dalle prestazioni
del dispositivo di generazione della potenza. In tal caso, andrebbe adottato invece un modello pi u
completo del rate di generazione di potenza. Il guadagno ottenuto dall'utente  e denito come la
quantit a di soldi che il cliente riceve dall'operatore energetico per aver venduto la propria energia;
il guadagno complessivo  e la somma cumulativa dei guadagni ottenuti su un certo orizzonte
temporale. Oltre all'approccio MDP, vengono citati altri algoritmi per ottenere la strategia
ottima, come il Q-learning, che calcola la strategia ottima \imparando" una funzione di tipo
azione-valore che fornisce il guadagno atteso relativo ad intraprendere un'azione in un certo stato
seguendo una strategia ssata da l  in avanti: esso ha come punto di forza che risulta un algoritmo
molto \libero", dato che non richiede un modello d'ambiente; oppure una strategia greedy, che
corrisponde alla massimizzazione del guadagno istantaneo senza prendere in considerazione quelli
futuri: tale approccio risolutivo consiste quindi semplicemente nel vendere tutta l'energia rimasta
nella batteria in qualunque stato il sistema si trovi. Le simulazioni riportate nel paper sono
state ottenute usando i dati Location Marginal Pricing presi da [11]: i risultati mostrano come
l'approccio RL possa migliorare signicativamente il guadagno complessivo, derivante dalla
vendita di energia, rispetto all'approccio greedy. Viene anche studiato come dierenti fattori
abbiano un ruolo cruciale nell'in
uenzare la scelta della decisione ottima, come il fattore di
sconto, la capacit a di immagazzinamento e la dimensione della nestra temporale. Tali risultati
suggeriscono che, con un alto valore del fattore di sconto, aumentano i guadagni complessivi
ottenibili con l'approccio RL. L'in
uenza della capacit a di immagazzinamento  e del tutto analoga:
con una maggior capacit a di immagazzinamento, infatti, l'algoritmo RL ha pi u 
essibilit a nel
prendere le decisioni e ci o pu o portare a guadagni complessivi pi u elevati. Con dierenze nelle
sequenze dati di training e di testing, invece, i ricavi ottenibili decrescono all'aumentare della
dimensione delle nestre temporali.
Per quanto riguarda l'articolo [1], invece, viene arontato il problema del controllo ottimo
dell'immagazzinamento di energia dal punto di vista di un operatore che alimenti una grid. Il
controllore ha accesso ad un dispositivo di energy storage di capacit a nita. Le ipotesi e gli
obiettivi posti nella risoluzione del problema sono i seguenti:
• il costo operazionale della grid viene modellato come una funzione convessa della domanda
di potenza istantanea che viene soddisfatta dalla grid, per catturare il guadagno via via
marginale da parte dell'operatore al crescere delle richieste di energia;
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• viene studiato un problema di controllo online dynamic dell'immagazzinamento dell'energia
denendo un modello stocastico per le richieste di potenza continuamente generate ed il loro
completamento, e si considera la minimizzazione del costo medio sul lungo termine; viene
derivata una strategia di controllo a soglia che tenta di mantenere bilanciato il consumo
di potenza all'interno della griglia tramite una gestione adattativa dei processi di carica e
scarica della batteria, soddisfacendo parte delle richieste che arrivano al sistema tramite la
batteria stessa;
• modello, approccio e struttura della strategia ottima vengono adattati al caso con presenza
di una sorgente di energia rinnovabile che alimenta la batteria.
Invece di procedere risolvendo il MDP che si potrebbe facilmente formulare per il problema di
minimizzazione del costo, viene derivata una semplice strategia dimostrando che essa risulta
asintoticamente ottima per valori elevati della capacit a della batteria; viene poi anche vericato
numericamente che la strategia si comporta abbastanza bene anche per valori niti di capacit a.
Viene considerata la seguente strategia di controllo dinamico. Esiste una certa soglia, P0. Ogni
volta che arriva una nuova richiesta al sistema, il controllore esamina il valore P(t) della richiesta
di potenza. Se P(t)  P0, allora tutte le richieste attive sono servite dalla grid e viene presa la
decisione di caricare la batteria, con un rate di carica pari a ^ h(t) = P0   P(t). Se P(t) = P0,
allora la batteria non viene caricata. Se le decisione di carica viene presa all'istante t1, e la carica
ha luogo nell'intervallo compreso tra t1 e t2 (dove t2  e determinato dall'occorrenza di un nuovo
evento come un arrivo, il completamento del servizio o dal fatto che la batteria sia completamente
carica), il livello energetico della batteria sar a E(t2) = E(t1) + ^ h(t1)  (t2   t1). D'altra parte,
se P(t) > P0, viene presa allora la decisione di scaricare la batteria, con rate ^ h(t) = P(t)   P0,
no al prossimo evento. Di nuovo, se la scarica ha luogo tra gli istanti t1 e t2 e la decisione
iniziale di scarica viene presa a t1, allora E(t2) = E(t1)   ^ h(t1)  (t2   t1). Ogni volta che una
richiesta servita dalla grid  e completata, o il livello energetico della batteria raggiunge lo zero,
il controllore osserva di nuovo il valore di P(t) e viene applicata la stessa strategia di controllo
sulla carica o scarica della batteria. Nel caso in cui E(t) = 0 durante la procedura di scarica, il
controllore re-inoltra alla grid le richieste che stavano venendo servite dalla batteria al tempo t.
La strategia appena descritta pu o essere riassunta nel modo seguente:
• se P(t)  P0, si carica la batteria con rate P0   P(t);
• se P(t) > P0, si scarica la batteria con rate P(t)   P0.
Dato che P0   P(t) pu o assumere sia valori positivi che negativi, la strategia appena descritta
(che verr a d'ora in poi indicata come Single-Threshold (ST)) pu o essere espressa nel modo pi u
riassuntivo possibile come
(t) = maxf E(t); P0   P(t)g: (1)
e nel paper [1] viene dimostrato che la soglia ottima  e data da P0 = Pav = E[P(t)] = 
s, dove
  e il rate medio di arrivo delle richieste (modellizzato come un processo di Poisson) e s  e il
rate medio di servizio delle richieste di potenza, che viene modellizzato tramite lo stesso tipo
di processo aleatorio. Il semplice algoritmo di controllo dell'energy storage ST, di cui verranno
discusse in modo approfondito le prestazioni in termini di costo medio associato al variare di
vari parametri del sistema, si dimostra essere asintoticamente ottimo quando la capacit a della
batteria tende ad innito. Tuttavia, esso non prende in considerazione n e rate di carica/scarica
della batteria diversi da innito, n e un processo di generazione della richiesta di potenza che sia
anche vagamente realistico, dal momento che esso viene modellizzato come lo stato di un sistema
di coda di tipo M=M=1.
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In [2], invece, si aronta il problema di organizzare gli acquisti di energia sfruttando la
possibilit a di energy storage per minimizzare il costo medio sul lungo periodo in condizioni di
variabilit a sia della domanda che del prezzo: tale problema prende in considerazione la scelta
di soddisfare la richiesta di potenza direttamente dalla grid o dalla batteria, e a quale livello
caricare o scaricare quest'ultima (si fa cio e riferimento ad uno scenario del tipo quello illustrato
in Figura 2).
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exists a two-threshold stationary cost-minimizing policy. When
the battery level is below the lower threshold, the battery is
charged up to it, while the battery is discharged when above
the upper threshold. By comparing the costs incurred under
this policy with the cost of satisfying all demand directly
from the grid, we can show that energy storage may lead to
signiﬁcant cost savings.
To the best of our knowledge, previous work on energy stor-
age is limited and does not propose optimal control solutions
subject to stochastic price and demand ﬂuctuations. Residential
energy storage has been studied for the case of arbitrage, i.e.,
buying energy when it is inexpensive, and selling it later to
the grid for a higher price [9]. This problem has been studied
assuming no demands and that prices are known in advance in
a ﬁnite horizon setting. These assumptions allow deterministic
optimization problem formulations which can be solved using
linear programming techniques [10], [11]. However, these
formulations do not take into account the stochasticity in prices
and demands and do not allow for long-term cost optimization.
A model similar to ours was used to investigate control
of energy storage in the context of data centers [8]. The
model in [8] assumes that the battery is fully efﬁcient and
the proposed scheduling algorithm is a sub-optimal heuristic,
whose gap from optimality increases as storage size decreases.
In [12] this approach is extended to multiple data centers,
each with different time-varying prices. In contrast to [8]
and [12], our model incorporates battery inefﬁciencies and we
investigate the optimal scheduling policy.
In [13] the authors consider the problem of energy storage
from the point of view of the grid operator, and propose a
threshold policy that is shown to be asymptotically optimal
as the size of the storage unit increases. A related problem is
optimal control of energy storage for renewable energy. The
two-price case is considered in [14], while the more general
case is discussed in [15]. The case without transmission costs
in [15] is closely related to our setting, and a similar two-
threshold policy is shown to hold.
Our model is closely related to periodic-review, single-item
inventory models, and the optimal policy mirrors the optimal-
ity of the base-stock policy for the backlog case. However, in
our case the demand is known before the purchasing decision,
and we require that all demand is met in the time slot that it
arises. In addition, our state description is continuous, and the
battery inefﬁciency fundamentally changes the structure and
analysis of the optimal policy.
The remainder of the paper is structured as follows. In
Section II we introduce the model and describe the various
decision variables. In Section III we demonstrate the opti-
mality of a threshold policy, and in Section IV we derive
some properties of the thresholds. Section V discusses various
numerical examples and Section VI gives some concluding
remarks and directions for future research.
II. MODEL
Consider a user with certain energy requirements and a
battery that can be used for energy storage. Time is slotted, and
we denote by B(t) the buffer level (state of charge) in kWh
of the battery at time t, t = 0,1,.... Let ¯ B represent the
maximum buffer level, and B = [0, ¯ B] the set of all possible
buffer realizations, so
B(t) ∈ B. (1)
In each time slot t, some demand D(t) arises, and we may
purchase energy at a price of P(t) per unit. The demand has
some compact support D(t) ∈ D, as does the price P(t) ∈
P. We denote by ¯ D and ¯ P the maximum demand and price,
respectively, so D ⊆ [0, ¯ D] and P ⊆ [0, ¯ P]. Finally, we denote
by M the set of modulating states, that inﬂuence the price and
demand transitions. For example the time of day or the current
season.
Denote by Ω = D×P ×M the set of possible realizations
of demand, price and modulating state, and for any x ∈ Ω,
denote by d(x) and p(x) the corresponding price and demand,
respectively. We assume that the demand and price level may
be correlated, and denote by fx(y) the probability density
function of moving from state x to state y in the next slot,
for any x,y ∈ Ω.
The battery may not be completely efﬁcient, and its per-
formance is affected by the charging efﬁciency ηc ∈ (0,1]
and discharging efﬁciency ηd ∈ (0,1]. Energy purchased to
charge the battery is reduced by a factor ηc, and only a fraction
ηd of the discharged energy is converted into electricity. In
addition to satisfying the demand from the battery, we also
allow demand to be met directly from the grid, bypassing the
battery.
Let A1(t) denote the amount of energy purchased directly
from the grid in slot t, A2(t) the amount of energy bought to
charge the battery, and A3(t) the energy discharged from the
battery used towards satisfying demand, see Figure 2.
Home Grid battery
A1(t)
A2(t) A3(t)
D(t)
Figure 2. A graphical representation of the model.
We assume
A1(t),A2(t),A3(t) ≥ 0, (2)
and require that all demand must be met, i.e.,
D(t) = A1(t) + ηdA3(t). (3)
The battery has state-dependent ramp constraints ¯ Ac(b) and
¯ Ad(b), so the amount of energy that can be charged to and
discharged from the battery is bounded as
A2(t) ≤ ¯ Ac(b), A3(t) ≤ Ad(t). (4)
The buffer level of the battery evolves according to
B(t + 1) = B(t) + A2(t)ηc − A3(t), (5)
and the energy costs in slot t are given by
g(t) = (A1(t) + A2(t))P(t).
Figura 2: Rappresentazione del modello di
sistema descritto in [2].
Il problema di ottimizzazione che ne risulta
 e complicato dalla natura stocastica del prez-
zo e della domanda a dal fatto che si cerca
di minimizzare il costo sul lungo termine. Il
problema viene quindi modellizzato come un
MDP e viene dimostrato che esiste una stra-
tegia stazionaria a due soglie che minimizza il
costo: quando la batteria  e carica ad un livello
inferiore alla soglia pi u bassa, viene caricata
no a tale valore; in caso contrario viene sca-
ricata no al livello energetico corrispondente all'altra soglia. Confrontando i costi ottenuti
applicando tale policy con quelli che si hanno soddisfacendo l'intera richiesta di potenza diretta-
mente dalla grid, viene mostrato che l'energy storage pu o portare ad un signicativo risparmio
sul costo. Come altre considerazioni interessanti sulla base delle simulazioni numeriche condotte,
verso la ne del paper si osserva che il risparmio (percentuale) sul costo rispetto al caso senza
batteria assume il suo valore massimo da 16 kWh in poi: aumentare ulteriormente la capacit a
della batteria oltre tale valore non determina un'ulteriore diminuzione del costo e sembra che
la strategia ottima non riesca ad utilizzare capacit a di immagazzinamento di energia superiori
da parte della batteria. Tale punto di saturazione viene giusticato tramite il fatto che il
valore dell'energia immagazzinata decresce nel tempo a causa del fattore di sconto; inoltre, la
dimensione di un tipico hybrid vehicle battery pack  e proprio dell'ordine dei 16 kWh, e questo
suggerisce che le batterie delle macchine elettriche siano del giusto ordine di grandezza per essere
utili ad un energy storage domestico, dato che la loro dimensione corrisponde alla quantit a di
energia che  e necessario poter immagazzinare per poter applicare la strategia ottima. Anche
conclusioni/sviluppi futuri tratti dagli autori di [2] sono molto interessanti, che si  e parzialmente
cercato di tenere in considerazione nel modello di sistema descritto nei capitoli successivi: viene
accennato al fatto che un possibile passo successivo al loro lavoro potrebbe essere quello di
incorporare nel modello il tempo di vita della batteria (come verr a eettuato nel Capitolo 4
di questa tesi) e che i costi di acquisto e sostituzione della batteria vengono in
uenzati dalla
strategia adottata. Prendere in considerazione i costi per acquistare e sostituire la batteria
introduce quindi il problema del suo dimensionamento: batterie piccole sono pi u economiche, ma
potrebbero dare minori possibilit a di sfruttare le 
uttuazioni del prezzo. La dimensione ottimale
della batteria dipende molto verosimilmente dallo spread e dalla volatilit a dei prezzi dell'energia,
e potrebbe diversicarsi sulla base del mercato energetico preso in considerazione, come illustrato
in [12]. Nella conclusione di [2] viene aermato che risulta essenziale prendere in considerazione i
costi di sostituzione della batteria quando si vuole accertare l'ecacia globale dell'energy storage:
sebbene si sia dimostrato che l'immagazzinaggio di energia possa portare a signicativi risparmi
sul costo da pagare da parte degli utenti all'interno di una micro-grid, questi corrono il rischio di
essere limitati da un sistema di energy storage troppo costoso. Conseguentemente, sebbene le
batterie abbiano visto signicativi riduzione di prezzo ed aumento dell'ecienza negli ultimi anni,
gli autori di [2] sostengono che non sia ancora chiarissimo se l'energy storage sia o meno una
strada conveniente da intraprendere dal punto di vista economico. Va osservato che i risultati di
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[2], tuttavia, sono stati ottenuti sotto la (pesante) assunzione che la funzione di costo dell'energia
sia sempre lineare rispetto alla richiesta di potenza che perviene alla grid: si tratta cio e di un
modello che non riesce a catturare il pi u-che-lineare aumento del costo per produrre e distribuire
energia quando la richiesta di potenza cresce.
Struttura della tesi
In questo lavoro di tesi, si  e cercato di rendere pi u chiaro l'eetto che i dierenti parametri del
modello di sistema possono avere sulle performance delle strategie di energy storage. Come primo
passo in tale direzione,  e stato essenziale considerare sequenze di richiesta di potenza che fossero
il pi u possibile realistiche. Per raggiungere tale scopo risulta davvero ottimo il tool messo a
disposizione dagli autori di [13] (che viene citato in [2]), che permette di generare un segnale
sintetico di richiesta di potenza con una granularit a del minuto, simulando i tipici pattern di
richieste di potenza delle pi u comuni applicazioni domestiche. Tale modello di \generazione
sintetica"  e stato validato tramite un confronto esauriente delle caratteristiche statistiche dei
dati sintetici ed empirici (misurati da smart meters) dislocati in 22 diverse abitazioni negli UK.
Volendo poi che 2 la richiesta netta di potenza da parte degli utenti all'interno della grid potesse
assumere anche valori minori di zero (corrispondenti ad una maggior quantit a di energia prodotta
tramite fonti rinnovabili rispetto a quella richiesta in un certo slot temporale), si  e deciso di
generare sinteticamente anche dei campioni di produzione di potenza tramite pannelli fotovoltaici,
tramite un modello pseudo-aleatorio (la sequenza prodotta viene infatti moltiplicata per una
nestra ripetuta ciclicamente, per rappresentare il fatto che la generazione di energia fotovoltaica
deve essere nulla nel corso della notte) che non ha pretese di essere particolarmente realistico;
la statistica della richiesta netta di potenza era gi a abbastanza complicata da modellizzare
considerando il contributo del tool precedentemente citato: si  e ritenuto che introdurre nel
sistema un tool analogo ad esso (sicuramente reperibile in letteratura) rendesse davvero ardua
l'interpretazione dei risultati.
pulsed discharge relative to a constant discharge, deﬁned as
G ¼   mp=N. Clearly, pulsed discharge will lead to a gain
that exceeds 1, due to the possibility to recover some
charge units. However, this model is too simple. The rate
of recovery is not constant during discharge, and in most
systems the discharge current changes over time.
In the models in [15–17] several extensions are made to
solve these problems. To improve the model, the recovery
probability is made state dependent. When less charge
units are available the probability to recover a charge unit
will become smaller. Next to the state dependence of the
recovery, there is a phase dependence. The phase number
( f ) is a function of the number of charge units that has
been consumed. When more charge units have been
consumed, the phase number increases and this causes the
probability of recovery to decrease. Also, it is possible to
consume more than one charge unit in any one time step,
with a maximum of M charge units (M   N). In this way
a more bursty consumption of energy can be modelled.
Another aspect that has been added to the model is the
non-zero probability of staying in the same state. This
means no energy consumption or recovery takes place
during a time step.
In Fig. 3, the state transition diagram of the model with all
the extensions is shown. With probability qi, i charge units
are requested in one time slot. During the idle periods, the
battery either recovers one charge unit with probability
pj f
  
, or stays in the same state with probability rj f
  
.
The recovery probability in state j and phase f is deﬁned as
[17]
pj f
  
¼ q0e
N j ðÞ gN gC f ðÞ (4)
where gN and gC ( f ) depend on the recovery behaviour of the
battery. One can model different loads by setting the
transition probabilities appropriately.
In [17] the ﬁnal version of the model is used to model a
lithium-ion battery. To model the battery, N is set to
2   10
6, and two phases are used. This results in a
Markov chain with approximately 4   10
6 states. The
model is analysed by numerical computations and the
results are compared with Dualfoil (cf. Section 2.2) [17].
With both models, the gain obtained from pulsed
discharge compared to constant discharge is calculated for
different discharge currents. The results of the stochastic
model have a maximum deviation of 4% from the electro-
chemical model, with an average deviation of 1%. These
results show that the stochastic model gives a good
qualitative description of battery behaviour under pulsed
discharge. However, it is unclear how well the model
performs quantitatively, since only results of the gain and
no numbers for the computed lifetimes are given.
3 Analytical models
In this section a detailed description of two analytical battery
models is given. Both models describe the non-linear effects
of the battery using two differential equations. In Section 3.1
we present the KiBaM of Manwell and McGowan. To get
more insight in this model, we apply a coordinate
transformation in Section 3.2. In Section 3.3 we present
the diffusion model of Rakhmatov and Vrudhula. Then, in
Section 3.4, we show that the diffusion model is the
continuous version of the KiBaM.
3.1 Kinetic battery model
The ﬁrst analytical model we discuss is the KiBaM of
Manwell and McGowan [8–10]. The KiBaM is a very
intuitive battery model. It is called kinetic because it uses a
chemical kinetics process as its basis. In the model, the
battery charge is distributed over two wells: the available-
charge well and the bound-charge well (cf. Fig. 4). A
fraction c of the total capacity is put in the available charge
well [denoted y1(t)], and a fraction 1 2 c in the bound
charge well [denoted y2(t)]. The available charge well
supplies electrons directly to the load [i(t)], whereas the
bound-charge well supplies electrons only to the available-
charge well. The charge ﬂows from the bound charge well
to the available charge well through a ‘valve’ with ﬁxed
conductance, k. Next to this parameter, the rate at which
charge ﬂows between the wells depends on the height
difference between the two wells. The heights of the two
wells are given by h1 ¼ y1=c and h2 ¼ y2=1   c. The change
of the charge in both wells is given by the following system
Figure 3 Extended Markov chain battery model by
Chiasserini and Rao [17] Figure 4 Two-well-model of the KiBaM
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Figura 3: Modello di batteria tramite una ca-
tena di Markov di Chiasserini e
Rao.
Per quanto riguarda, invece, il modello di
batteria, si  e deciso di adottarne uno astratto e
molto semplice, che prendesse per o in conside-
razione le limitazioni siche pi u importanti di
questo tipo di dispositivo, come la capacit a di
immagazzinare una quantit a nita di energia,
i rate di carica e scarica limitati e le perdite di
energia durante le operazioni di carica/scarica,
che corrispondono ad un'ecienza diversa da
1. Altri aspetti, come la perdita di carica nel
tempo da parte della batteria e l'ammortamen-
to della sua spesa iniziale, vengono presi in
considerazione nella seconda parte della tesi, anche se, dopo la verica tramite simulazioni, si  e
consapevoli del fatto che il loro eetto possa essere abbastanza trascurabile rispetto al modo in
cui viene modellizzato il sistema: la ragione per la quale si  e deciso valesse la pena farne vedere
le conseguenze che hanno in termini costo medio complessivo  e perch e si ritiene sia abbastanza
innovativo rispetto allo stato dell'arte. Infatti, anche nell'ottima descrizione delle tecniche di
modellizzazione delle batterie presente in [14], risulta troppo marcata la dierenza tra modelli
stocastici (come quello di Chiasserini e Rao, descrivibile tramite la catena di Markov a stati niti,
rappresentata in Figura 3) e modelli analitici (come quello denominato Kinetic o il Rakhmatov
2Anche se  e stato eettivamente implementato solo nella seconda parte della tesi.
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and Vdrudhula's diusion model rappresentato in Figura 4). Nel primo caso  e stato provato per
via simulativa in [15] che i risultati del modello stocastico hanno una massima deviazione dal
modello elettro-chimico del 4 % ed una deviazione media dell'1 %: la descrizione della batteria
del modello stocastico  e cio e davvero buona, per o, solo dal punto di vista qualitativo, dato
che non si riesce ad ottenere neanche quale sia l'ordine di grandezza del tempo di vita della
batteria corrispondente. Il secondo caso, invece, che introduce equazioni dierenziali nelle densit a
di corrente e nella capacit a della batteria,  e sicuramente molto preciso nel caso si voglia un
riscontro il pi u realistico possibile con l'eettivo comportamento della batteria, ma non risulta
trattabile n e dal punto di vista della modellizzazione matematica n e da quello delle simulazioni
per via numerica nel modello del sistema all'interno del quale si andr a a denire il problema di
minimizzazione della spesa energetica con l'ausilio della batteria. Si ritiene che la scelta fatta
per la descrizione dell'energy storage, quindi, si tratti di un buon compromesso tra l'approccio
stocastico e quello analitico avente un elevato grado di precisione.
in the battery. The battery is empty when the apparent charge
lost is equal to the battery’s capacity.
For a constant current I, (12) can easily be solved. For l (t)
one obtains l (t) ¼ It. For the unavailable charge one can
interchange the integral and the summation, which leads to
ut ðÞ¼2I
X 1
m¼1
1   e
 b2m2t
b2m2 (13)
During idle periods the unavailable charge will decrease and
will be available again for the load. One can compute the
function that describes the evolution of the unavailable
charge during an idle period after a load I that lasted for a
period of length tl
ut i
  
¼ 2I
X 1
m¼1
e
 b2m2ti 1   e
 b2m2tl
  
b2m2 (14)
where ti is the idle time.
3.4 Continuous KiBaM
When one compares the two analytical models, one sees
many similarities. In both models the charge in the battery
has to ﬂow ‘to one side’ to be available for usage, and part
of it will stay behind in the battery when the battery is
empty. One can show that the diffusion model actually is a
continuous version of the KiBaM. To do this, one ﬁrst
needs to normalise the width w (cf. Fig. 5) of the battery,
x
0 ¼ x=w. Now, x
0 is a dimensionless space coordinate, and
takes a value between 0 and 1. This changes the differential
equations (10) into
 J(x
0, t) ¼
D
w
@Cx
0, t
  
@x0
@Cx
0, t
  
@t
¼
D
w
2
@
2Cx
0, t
  
@x02
8
> > <
> > :
(15)
and the boundary conditions into
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x0¼0
¼
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nFA
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@Cx
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0
       
x0¼1
¼ 0
8
> > > <
> > > :
(16)
Next step is to transform the ion concentration [C(x
0, t)
in mol/m
2] into charge [h(x
0, t) in As]. Every ion yields
n electrons in the chemical reactions, so h(x
0, t) ¼
C(x
0, t)AnF. This yields
 J(x
0, t)nFA ¼
D
w
@hx
0, t
  
@x0
@hx
0, t
  
@t
¼
D
w2
@
2yx
0, t
  
@x02
8
> > <
> > :
(17)
for the differential equations and
D
w
@hx
0, t
  
@x0
       
x0¼0
¼ it ðÞ
D
w
@hx
0, t
  
@x0
       
x0¼1
¼ 0
8
> > > <
> > > :
(18)
for the boundary conditions. Finally, the spatial coordinate x
0
is discretised. Fig. 6 gives a schematic overview of the
discretised model. The electrolyte is divided in n parts of
size a ¼ 1/n. The level of the charge in part i is denoted
by hi. We apply the ﬁnite difference method for second-
order derivatives, as follows
@
2h
@x2 ¼
hxþ a ðÞ   2hx ðÞ þ hx  a ðÞ
a2 (19)
where a is the step-size of the discretisation. For h(0, t)w e
write h1(t), and for h(1, t) we write hn(t). This turns the
differential equations together with the boundary conditions
into a system of n coupled differential equations
@h1(t)
@t
¼
1
a
D
aw
2 h2   h1
  
  i(t)
  
@h2(t)
@t
¼
1
a
D
aw2 (h3   h2)   (h2   h1)
  
  
. .
.
@hn 1(t)
@t
¼
1
a
D
aw
2 (hn   hn 1)   (hn 1   hn 2)
     
@hn(t)
@t
¼
1
a
 
D
aw2 hn   hn 1
  
  
8
> > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > :
(20)
These equations are exactly the equations one would obtain
when KiBaMs are extended to n equally sized wells. The
variable hi(t) gives the height of well number i at time t.
When n ¼ 2 the model is reduced to the KiBaM with two
wells, each containing half of the total charge, that is,
c ¼ 0.5, and k ¼ 2D/w
2.
Figure 6 Discretisation of the diffusion model
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Figura 4: Discretizzazione del modello a diu-
sione di Rakhmatov e Vrudhula.
La funzione di costo dell'energia, poi, nella
prima parte della tesi viene considerata con-
vessa, crescente, lineare a tratti e con coda
quadratica, simile a quella usata in [1], che
ri
ette il pi u che lineare aumento del costo di
produzione e distribuzione per ogni unit a ag-
giuntiva di energia richiesta dagli utenti della
grid. Per approfondire ulteriormente la rela-
zione tra l'andamento della funzione di costo
e strategia ottimale di energy storage, vengono
poi anche prese brevemente in considerazione
tre diverse funzioni di costo lineari a tratti che,
pur condividendo la stessa struttura lineare a
tratti e crescente, dieriscono per il numero
e/o le pendenze dei segmenti lineari, e sono
state scelte col criterio di produrre lo stesso
costo medio in un sistema senza possibilit a di energy storage avente in ingresso una distribuzione
statistica delle richieste di potenza che coincida con quella che verr a successivamente descritta.
Nell'ultima parte della tesi viene inne descritta e analizzata una funzione di costo pi u simile
all'attuale realt a energetica italiana: si tratta di una che emula la taria bi-oraria dell'ENEL,
con dei prezzi che si dierenziano sia per la fascia oraria (diurna o notturna) in cui avviene lo
scambio di energia, sia in base al fatto che si tratti di un acquisto o di una vendita. Come sar a
chiaro leggendo la tesi, inoltre,  e proprio in tale funzione di costo, e non nel modello di batteria,
che viene aggiunto un termine relativo all'ammortamento del dispositivo di energy storage.
Considerando poi gli algoritmi che vengono descritti ed implementati per la risoluzione del
problema della minimizzazione del costo energetico da pagare da parte degli utenti all'interno
della grid, si  e deciso di considerare i quattro denominati rispettivamente come A-posteriori
Optimal Strategy (AOS), Dynamic Programming with Markovian requests (DPM), Dynamic
Programming with Independent request (DPI) e Single-Threshold (ST). Tali strategie sono
state selezionate per il fatto che richiedono progressivamente meno informazione a priori sulla
statistica delle richieste di potenza degli utenti, ma, d'altro canto, orono anche una diminuzione
in buona approssimazione monotona del risparmio sul costo rispetto al sistema di riferimento
senza batteria. Confrontando le prestazioni dei quattro algoritmi variando i vincoli del modello
di batteria e la funzione di costo, si possono eettuare delle interessanti considerazioni sulla
strategia di carica/scarica della batteria in setting molto diversi tra loro.
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Il Capitolo 1, quindi, descrive il (primo) modello di sistema in tutti gli elementi di cui esso  e
composto, denisce il problema di ottimizzazione ed espone la strategia di risoluzione AOS, che
non  e altro che l'algoritmo di Viterbi, ben noto nel mondo delle Telecomunicazioni, che risulta
la soluzione ottima del caso oine, ovvero presupponendo di conoscere a priori la richiesta di
potenza che giunger a alla grid. Viene poi implementato anche un confronto tra la risoluzione
del problema di energy storage nel caso ad una e a due batterie rispettivamente, argomento non
ulteriormente approfondito perch e nell'ultimo caso il problema della complessit a computazionale
nel calcolo della strategia ottima va al di l a degli scopi che ci si  e pressati.
Il Capitolo 2, prendendo come testo di riferimento il Sutton-Barto [16], introduce la tecnica
di risolutiva della Programmazione Dinamica a partire dal contesto del RL, che  e essenziale per
arrivare alla strategia ottima dal punto di vista stocastico del problema di minimizzazione online,
supponendo di poter stimare (periodicamente) la statistica (del secondo ordine) della richiesta
netta di potenza che giunge al controllore della grid. In questo capitolo vengono deniti in modo
molto generale gli elementi e le equazioni di base della strategia della Programmazione Dinamica,
che  e uno strumento matematico molto potente, che permette di risolvere problemi con una
natura aleatoria molto pi u marcata di quello arontato in questa tesi.
Il Capitolo 3 applica la tecnica della Dynamic Programming (DP) (esplicitando la notazione
ad essa associata), denita nel Capitolo 2, al problema di minimizzazione del costo medio da
parte degli utenti della grid denito nel Capitolo 1. Vengono riportati, poi, i risultati di alcune
simulazioni numeriche eseguite per confrontare le performance degli algoritmi AOS, DPM, DPI
e ST con in ingresso due diverse sequenze di richiesta di potenza fPkg. Vengono inne eseguiti
dei confronti con la strategia a doppia soglia proposta in [2], i cui autori hanno dimostrato essere
ottima nel caso in cui la funzione di costo risulti perfettamente lineare (ipotesi non vericata con
quella lineare a tratti e con coda quadratica qui considerata) rispetto della richiesta di energia
alla grid ed un altro confronto tra il costo corrispondente a tre diverse funzioni di costo lineare a
tratti.
Il Capitolo 4 denisce un nuovo modello di sistema, leggermente diverso da quello denito nel
Capitolo 1 per quanto riguarda il modello di batteria (pi u accurato), la sequenza della richiesta
netta di potenza (che ora comprende anche un termine di generazione rinnovabile di energia
tramite il fotovoltaico, che si sottrae alla domanda di potenza degli utenti della grid) e la funzione
di costo (che emula la taria bi-oraria attualmente oerta dall'ENEL e d a la possibilit a agli
utenti della grid di vendere l'energia in eccesso, ad un prezzo diverso da quello di acquisto).
Viene eettuato uno step simulativo \intermedio" con una taria mono-oraria che per o permetta
di vendere energia e viene poi riportato il confronto sulla base di simulazioni numeriche tra i
quattro algoritmi risolutivi pi u volte citati in presenza di una taria bi-oraria di prezzatura
dell'energia.
Il Capitolo 5, che si ritiene essere il contributo pi u importante allo stato dell'arte di questo
lavoro di tesi, deriva analiticamente la strategia di ottimizzazione dell'energy storage sotto diverse
ipotesi sulla funzione di costo dell'energia ed anche sul modello di batteria, dimostrando che
nch e si ha a che fare con un problema di ottimizzazione convesso con una funzione di costo
lineare a tratti la strategia ottima dal punto di vista stocastico pu o essere denita in forma
chiusa e con un numero sorprendentemente limitato di parametri. Alla luce di tali dimostrazioni,
nella sezione conclusiva vengono riportate una serie di osservazioni sui risultati ottenuti in tutti i
capitoli precedenti e qualche spunto per futuri lavori di approfondimento.
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1.1 Modello delle batterie
L'integrazione delle sorgenti di energia rinnovabile nella grid elettrica presenta delle sde dovute
all'intermittenza nella generazione di potenza. Queste dicolt a possono essere alleviate utilizzan-
do sistemi intermedi di immagazzinamento dell'energia per migliorare la loro adabilit a nella
generazione di potenza e bilanciare l'integrazione di fonti di energia rinnovabile, quali il sole e il
vento, in un disegno energetico di larga scala. Una tecnologia avanzata relativa all'immagazzina-
mento dell'energia gioca un ruolo importante nel smorzare il divario tra la richiesta e l'eettiva
erogazione di potenza. Negli ultimi anni, sono stati studiati diversi sistemi di immagazzinamento
dell'energia. Questi includono batterie elettrochimiche, super-condensatori, batterie ad aria
compressa e batterie a volano. Tuttavia, le batterie al litio (o, come discusso successivamente,
agli ioni di litio) rimangono il tipo di batteria pi u comune per una nalit a applicativa che sia
l'impiego nelle smart grid, avendo una bassa perdita di carica quando non sono utilizzate, un
eetto di memoria assente ed uno dei migliori rapporti energia su peso. Prendendo quindi in
considerazione una di esse, le relative equazioni di carica e scarica sono di seguito riportate. Fd
t
 e la potenza scaricata dalla batteria durante l'intervallo temporale t. Fc
t  e la potenza fornita
dalla grid alla batteria, ovvero quando la batteria viene caricata nello slot temporale t . E(t)  e
l'energia immagazzinata nella batteria al tempo t e t  e la durata temporale di ciascun intervallo.
Siano poi d e c rispettivamente le ecienze di carica e scarica (che tengono conto delle perdite
per dissipazione di energia nel corso di tali processi). La batteria deve, inoltre, soddisfare i vincoli
(1.2) e (1.3).
• Vincoli sull'ecienza energetica
(
Scarica : E(t + 1) = E(t)   tFd
t =d
Carica : E(t + 1) = E(t) + tFc
t c:
(1.1)
• Vincoli sul rate di carica/scarica
(
0  Fd
t  Fd
max
0  Fc
t  Fc
max:
(1.2)
• Vincoli sulla massima energia immagazzinabile
0  E(t)  Emax (1.3)
dove Fd
max  e il rate massimo di scarica, Fc
max  e il rate massimo di carica e 0 e Emax sono
rispettivamente i livelli di energia minimo e massimo immagazzinabili nella batteria.
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1.2 Modello di costo
Il modello di costo relativo alla prezzatura dell'energia da parte dell'operatore che fornisce il
servizio elettrico assunto nella denizione del problema di ottimizzazione da risolvere  e quello
di una curva lineare a tratti, con coda quadratica e monotonicamente crescente, che dipenda
soltanto dalla domanda di potenza in un certo slot temporale (si tratta quindi di una funzione
convessa). Esso  e motivato dal fatto che nelle ore di picco l'operatore ha meno margine di
guadagno e cerca, tramite la tariazione, di mantenere il consumo energetico sempre contenuto
entro una certa soglia. Analiticamente ci o si pu o esprimere tramite l'equazione
C (X(t)) =
8
> > > > <
> > > > :
X(t); X(t)  5kW
3X(t)   10e3; 5kW < X(t)  10kW
10X(t)   80e3; 10kW < X(t)  25kW
(X(t)   12e3)2; X(t) > 25kW:
(1.4)
il cui andamento  e rappresentato in Figura 1.1.
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Figura 1.1: Andamento della funzione di costo C(X) in funzione della po-
tenza (compreso il contributo della batteria) richiesta alla grid,
con 3 pendenze diverse per la parte lineare a tratti e con coda
quadratica.
Gi a questo modello, pur nella sua elementarit a, prende chiaramente le distanza dalla taria
energetica bi-oraria introdotta nel 2010 dall'ENEL, la quale prevede una dierenziazione del
prezzo dell'energia solo in base alla fascia oraria a cui appartiene la richiesta di potenza ed,
eventualmente, al fatto di trovarsi in un giorno feriale o festivo.  E chiara, tuttavia, la dierenza tra
l'ottica centralizzata dell'ENEL nella distribuzione e tariazione dell'energia e quella distribuita
delle smart grid, dove l'ordine di grandezza dell'area in cui risulta interessante ottimizzare il
consumo energetico e la spesa da parte dei clienti che le appartengono  e dell'ordine delle decine
di Km2.
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Con una funzione di costo di questo tipo, diventa fondamentale il ruolo della batteria come
dispositivo di immagazzinamento di energia, che pu o essere inserita o prelevata da esso in modo
che la richiesta di potenza complessiva all'operatore energetico sia sempre la pi u bassa possibile,
dato che per valori di X inferiori a 5 kW il costo cresce con la pendenza pi u ridotta.
1.3 Modello di stato
Il punto di vista che la seguente trattazione assume per quanto riguarda lo stato del sistema  e di
ipotizzare inizialmente un modello che risulti ragionevolmente generale, riducendo la dimensione
dello spazio degli stati assumibili dal sistema e dei vincoli ad esso associati soltanto in mancanza
della conoscenza in letteratura di una tecnica risolutiva eciente per risolvere il problema di
ottimizzazione che ne deriva. Si consideri quindi una generica smart grid con la presenza di
un controllore centralizzato delle richieste di potenza dei prosumers (termine che si riferisce al
fatto che il generico utente  e sia un consumatore che un produttore di energia tramite sorgenti
rinnovabili), le quali vengono accorpate nel segnale scalare L(t) funzione del tempo, che viene
campionato ad intervalli di durata t. Questo stesso controllore centralizzato si prende anche in
carico di accorpare nel segnale R(t) i contributi relativi alla generazione di potenza distribuita
nella grid grazie alle sorgenti di energia rinnovabile (ad esempio, pannelli fotovoltaici e generatori
eolici). Per formalizzare quanto appena scritto, sia L(t) che R(t) sono dei processi aleatori
monodimensionali approssimabili come ciclo-stazionari (supponendo che il comportamento dei
prosumers in termini di consumo e produzione di potenza abbia una ciclicit a di 24 h, trascurando
eventuali dipendenze dei processi dal trovarsi temporalmente in un giorno festivo o feriale e dalle
condizioni meteorologiche) a tempo discreto che possono assumere solo valori non-negativi (per
denizione di potenza elettrica) che verranno opportunamente quantizzati in sede di simulazione
e di analisi dei dati. Per non complicare troppo la trattazione, almeno in questa prima parte
della tesi, viene assunto che la potenza complessiva R(t) generata dalle sorgenti rinnovabili
sia molto inferiore a quella L(t) delle richieste di potenza: in questo modo, la richiesta netta
P(t) = L(t)   R(t) di energia che deve essere presa in carico dall'operatore energetico (a meno
del contributo della batteria) assume sempre valori non-negativi. Non  e stata infatti nemmeno
denita la funzione di costo per valori negativi di P(t): ci o corrisponde ad assumere che l'energia
possa solo essere acquistata e che le sorgenti rinnovabili producano una traslazione verso il basso
dei valori della richiesta complessiva di potenza. In questa prima parte della tesi, senza che sia
mai presente nella grid un eccesso di produzione energetica locale, il vantaggio derivante dalla
disponibilit a della batteria non  e quello di poterla caricare in tali situazioni al posto di vendere
l'energia all'operatore energetico (ad un prezzo che, nella pratica, tralasciando gli eventuali
incentivi statali,  e sempre inferiore a quello di acquisto), ma di comprarla da esso in momenti
giudicati convenienti sulla base dell'andamento della funzione di costo. Se ad un certo istante la
richiesta P(t)  e molto bassa, ma si prevede che essa manifester a un drastico aumento nelle ore
successive, caricare il pi u possibile la batteria pu o risultare la scelta migliore per non nire poi nel
range di ascisse a massima pendenza della funzione di costo e pagare quindi, complessivamente,
il minimo possibile. Il modello di sistema appena discusso  e rappresentato in Figura 1.2.
Si supponga poi che nella grid siano presenti M batterie, denite dal modello della Sezione 1.1,
che si generalizza nel modo seguente.
• Equazioni di aggiornamento del livello energetico
(
Scarica : Ei(t + 1) = Ei(t)   tFd
i;t=i;d; i = 1; 2; :::; M
Carica : Ei(t + 1) = Ei(t) + tFc
i;ti;c; i = 1; 2; :::; M:
(1.5)
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Figura 1.2: Architettura del modello di sistema.
• Vincoli sul rate di carica/scarica
(
0  Fd
i;t  Fd
i;max; i = 1; 2; :::; M
0  Fc
i;t  Fc
i;max; i = 1; 2; :::; M:
(1.6)
• Vincoli sull'immagazzinamento di energia
0  Ei(t)  Ei;max i = 1; 2; :::; M: (1.7)
Si osservi che (1.5), (1.6) e (1.7), componendo opportunamente le disuguaglianze che le costitui-
scono, si possono riassumere rispettivamente come
 
tFd
i;max
i;d
 Ei(t + 1)   Ei(t)  Fc
i;max ti;c i = 1; 2; :::; M: (1.8)
e
0  Ei(t)  Ei;max i = 1; 2; :::; M: (1.9)
Sia quindi E(t) il vettore ad M componenti che tiene conto dei livelli di energia immagazzinati
nelle diverse batterie del sistema durante lo slot temporale t: esso contiene tutte le informazioni
che servono a memorizzare lo stato del sistema cos  denito. In quest'ottica, P(t) = L(t)   R(t)
costituisce l'input del sistema, ed il suo andamento  e assunto come conosciuto dal controllore della
grid in ogni intervallo temporale (ed, in particolare, i loro due valori pervengono al controllore
all'inizio di ogni intervallo di durata t; poi, il controllore, a \sua" discrezione, pu o memorizzare
un certo numero di valori passati, che formano la memoria dello stato del sistema). Nel modello
con M batterie, la richiesta di potenza in ingresso alla grid al tempo t (sulla quale  e eettivamente
applicata la tariazione del fornitore del servizio energetico)  e data da
X(t) , P(t) + (t) = L(t)   R(t) + 1T (E(t + 1)   E(t))=t (1.10)
dove 1 rappresenta un vettore colonna con tutti gli M elementi uguali ad 1.
1.4 Denizione del problema di ottimizzazione
Premesso quanto riportato nelle Sezioni 1.1, 1.2 e 1.3, i problemi di ottimizzazione che si possono
denire sono molteplici. Viene di seguito assunto di voler minimizzare la somma dei costi relativi
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al consumo energetico pagati al fornitore del servizio elettrico da parte degli utenti della grid
sfruttando la possibilit a di prelevare ed immagazzinare energia nelle M batterie in slot temporali
giudicati convenienti. Ipotizzando un orizzonte di ottimizzazione della generica durata di T
slot temporali, si vuole determinare quali sono i livelli energetici ottimi fEopt(t)gt=1;2;:::;T 1 da
mantenere nelle batterie durante questo arco di tempo, supponendo che esse siano inizialmente
cariche a dei livelli di energia noti memorizzati nel vettore E0. Ci o si pu o formalizzare come
fEopt(t)gt=1;2;:::;T 1 = argmin
fE(t)gt=1; 2; :::; T 1
E
"
T 1 X
t=0
C (X(t))
#
:
subjectto :(1:8); (1:9); (1:10)
(1.11)
Nella formulazione (1.11) risulta abbastanza evidente che la minimizzazione del costo totale su
un certo orizzonte temporale abbia con lo stato del sistema, E(t), un legame istantaneo anche
se quest'ultimo non compare esplicitamente come argomento della funzione costo: se un \genio
portatile" (neologismo coniato nella letteratura della teoria della probabilit a, ad esempio in
[17]) fornisse il minor costo raggiungibile no allo slot temporale corrente e lo stato attuale del
sistema ad esso associato, il processo di ottimizzazione temporalmente successivo non avrebbe
bisogno di tener traccia dei valori che lo stato ha assunto precedentemente. Questa assenza di
memoria rispetto allo stato del sistema  e la peculiarit a di un processo di Markov e il fatto che
si debba eettuare una sequenza nita di decisioni (in ogni slot temporale, si assumono come
conosciuto e ssato il valore di P(t) e si possono scegliere i livelli di energia presenti nelle M
batterie, compatibilmente con i vincoli citati in (1.11)) porta a far rientrare questo problema di
ottimizzazione tra i MDP. A causa della natura vettoriale del segnale che rappresenta la decisione
ottima da eettuare, il processo risolutivo risulta intrinsecamente complesso e computazionalmente
intrattabile per un generico numero M di batterie: tuttavia in fase di modellizzazione si  e preferito
essere il pi u generici possibile. Una prima serie di considerazioni che portino alla denizione di
una strategia per risolvere (1.11) pu o essere ottenuta esaminando un caso particolare rispetto a
quello a M batterie nella grid: con una sola batteria, lo stato E(t) assume natura scalare, ovvero
E(t)
M=1 = E(t) (1.12)
la quale rimane soggetta ai vincoli (1.1),(1.2) e (1.3).
1.5 Modello per la generazione della richiesta complessiva di
potenza P(t)
Dato che ai ni del problema di ottimizzazione denito in (1.11) interessano soltanto i valori
della richiesta netta di potenza, P(t) = L(t)   R(t), che giunge al controllore della grid ad
ogni intervallo temporale di durata t, ci si pu o non preoccupare per il momento di generare
i due segnali distinti L(t) (che costituisce la richiesta di potenza comprensiva del contributo
di tutte le abitazioni presenti all'interno della grid) ed R(t) (che rappresenta la produzione in
termini di potenza da parte delle sorgenti di energia rinnovabili della medesima area). Sulla base
soltanto di una qualche minima conoscenza di modellizzazione statistica, senza aver bisogno di
alcun riscontro da parte di simulazioni numeriche, ci si rende subito conto dell'importanza di
un modello quanto pi u realistico possibile per la generazione della sequenza P(t): in particolare
la sua correlazione pu o in
uenzare moltissimo sia la forma della soluzione ottima, che il costo
complessivo che si cerca di minimizzare. In letteratura, per testare gli algoritmi proposti, vengono
spesso usate modalit a di generazione del segnale P(t) completamente inverosimili: assumere ad
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esempio i valori di fP(t)gt=0;1;2;::: independent identically distributed (iid) e la loro distribuzione
stazionaria uniforme all'interno di un certo range di potenze, sono assunzioni molto azzardate
senza che ne venga garantito alcun riscontro con dati misurati da qualche power meter; permane
inoltre la curiosit a di come alcuni algoritmi euristici si comportino ricevendo in ingresso una
sequenza P(t) con una statistica molto diversa da quella su cui sono stati testati, perch e  e lecito
si insinui il dubbio che le prestazioni in termini del costo complessivo che si cerca di minimizzare
sarebbero molto diverse, nella direzione di un aumento di tale costo.
Non essendo la generazione di richieste di potenza con una statistica quanto pi u possibile
simile a quella di dati reali lo scopo principale di questa tesi, si  e cercato in letteratura un tool che,
tarato opportunamente, mettesse a disposizione una sequenza fP(t)g che servisse come ingresso
del problema di ottimizzazione (1.11); c'era la consapevolezza che non sarebbero stati di interesse
modelli eccessivamente accurati, che ne descrivessero anche il legame con la potenza reattiva e/o
con le correnti e tensioni corrispondenti: tutti segnali legati alla matrice di impedenza della grid
(e quindi alle perdite lungo le linee di distribuzione), che non sono stati presi in considerazione.
Si reputa comunque veramente eccellente la routine messo a disposizione come macro di Excel
dagli autori di [13], di cui riporto una breve descrizione nelle prossime righe.
• Applicazione: il modello usa il concetto di applicazione come il proprio building block
basilare, dove per applicazione si intende qualsiasi carico elettrico domestico, come una
TV, una lavastoviglie o un aspirapolvere; possiede poi l'importante caratteristica di rappre-
sentare un utilizzo delle applicazioni correlato nel tempo. Le applicazioni nel modello sono
congurate usando statistiche che descrivano la loro domanda media annuale di energia
e le caratteristiche associate relative all'uso della potenza, ad esempio includendo il loro
comportamento a regime oppure di tipo ciclico. Il passo successivo nella denizione del
modello considera quando  e verosimile che le speciche applicazioni vengano usate: l'utilizzo
di un'applicazione all'interno di un'abitazione  e sicuramente legato al numero di persone
sveglie che ci sono all'interno. Tale elemento viene catturato dall'articolo come l'active
occupancy e viene rappresentato per ogni abitazione all'interno del modello come un intero
che varia nel corso del giorno in maniera pseudo-casuale. Tale approccio si basa sui dati
derivati da UK 2000 Time Use Survey (TUS), un'indagine esauriente di come le persone
spendono il loro tempo in Gran Bretagna, che raccoglie migliaia di diari giornalieri registrati
con una risoluzione di 10 minuti: il modello dell'active occupancy richiede in ingresso il
numero totale di residenti (da 1 a 5, per ogni abitazione che si intende simulare) e questo
valore viene stimato in accordo con i dati statistici del popolo inglese reperibili in [18]. La
rappresentazione dell'active occupancy nel modello fornisce il meccanismo primario per
creare i dati relativi alla richiesta energetica con proli giornalieri aggregati appropriati;
costituisce inoltre una base su cui modellizzare l'uso dell'elettricit a correlato nel tempo sia
all'interno della stessa abitazione che tra abitazioni distinte.
Al ne di ranare la modellizzazione della temporizzazione della domanda di potenza
viene introdotto anche un secondo meccanismo, che si basa sulle attivit a degli abitanti.
I dati di TUS vengono usati stavolta per creare proli di attivit a, che mostrano, per
fare un esempio ovvio, che la gente tenda ad essere impegnata con attivit a inerenti la
cucina durante le ore dei pasti. Il passo successivo  e quello di collegare queste attivit a
alle applicazioni: assegnando un prolo di attivit a ad ogni applicazione nel modello, la
mutevole verosimiglianza che un'applicazione venga usata nel corso della giornata pu o
essere presa in considerazione all'interno di una simulazione stocastica. Tali passi assicurano
che le applicazioni nel modello siano attivate ad istanti del giorno opportuni, senza la
necessit a di considerare una statistica delle applicazioni molto dettagliata; instaurare una
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relazione tra l'uso dell'energia e l'attivit a di un residente all'interno di una abitazione,
inoltre,  e particolarmente importante nello studio del demand side management, che
presuppone una domanda 
essibile. Inne, le applicazioni possono essere usate, come  e
ovvio, contemporaneamente da pi u di un abitante. Utilizzare la active occupancy come base
del modello permette che la condivisione delle applicazioni possa essere agevolmente presa
in considerazione: la probabilit a modellizzata che una certa applicazione venga utilizzata
cresce non linearmente col numero di active occupants.
• Struttura del modello: la struttura del modello  e illustrata in Figura 1.3: sulla sinistra
del diagramma, ci sono un insieme di proli di attivit a giornalieri, che rappresentano la
verosimiglianza che le persone eseguano determinate attivit a al variare dell'ora del giorno,
dove questi proli sono gli stessi per tutte le abitazioni; sulla destra del diagramma, le
abitazioni sono rappresentate dal blocco quadrato pi u esterno. Ad ogni abitazione vengono
assegnati una serie di dati relativi alla active occupancy ed un insieme di applicazioni
installate. Ogni applicazione  e mappata su uno dei proli di attivit a giornalieri. Quando
avviene l'accensione di un dispositivo, le caratteristiche sul consumo di potenza da parte
dell'applicazione vengono usate per determinare la sua domanda energetica. Sommando le
richieste di potenza di tutte le applicazioni di una casa fornisce la corrispondente richiesta
energetica aggregata: la domanda di potenza complessiva si ottiene sommando i singoli
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Fig. 1. Electricity demand model architecture.
the daily activity proﬁles. When an appliance switch-on occurs, the
appliance power use characteristics are used to determine its elec-
tricity demand (including the reactive power demand). Adding the
powerdemandsofallapplianceswithinadwellinggivesthewhole-
dwelling demand. The overall power demand for all dwellings is
given by adding the whole-dwelling demands.
2.1. Daily activity proﬁles
Each daily activity proﬁle, on the left of Fig. 1, quantiﬁes the
probability of the speciﬁed activity being undertaken as a function
of time-of-day. The set of proﬁles includes variants to take account
ofthecurrentnumberofactiveoccupants(onetoﬁve)andwhether
it is a weekday or a weekend day.
Two example proﬁles are shown together in Fig. 2. Both are
“cooking” activity proﬁles for a weekday. The two curves represent
activity probabilities for different numbers of active occupants, in
thiscase,oneortwo.Forexample,ifadwellinghasoneactiveoccu-
pant at 17:30, then the probability of that occupant doing cooking
is 0.26. If however there are two active occupants, the probability
of at least one of the occupants cooking rises to 0.37.
The expected peaks occur around meal times, but cooking can
occur at any time of the day. Note that the series representing two
active occupants becomes very volatile overnight. This is a result
of the small number of applicable samples in the TUS source data
set reﬂecting the fact that there were relatively few cases with two
active occupants at night during the TUS study period.
The daily activity proﬁles are constructed from the TUS data by
ﬁrstﬁndingtherelatedcodesthatareusedwithinthesurveydiaries
Fig. 2. Activity proﬁles for ‘cooking’, for one or two active occupants on a week day.
to describe how people spend their time. The cooking activity pro-
ﬁle uses the TUS codes in the range 3100–3190. These represent
activities for “unspeciﬁed food management” (3100), “food prepa-
ration”(3110),“baking”(3120),“dishwashing”(3130)“preserving”
(3140)and“otherunspeciﬁedfoodmanagement”(3190).Afulldef-
inition of all the codes is provided with the TUS documentation
[8].
The TUS diaries are then grouped by the number of active occu-
pants in a dwelling at each 10-min time period of the day. The data
is further subdivided into weekday and weekend groups. The num-
ber of dwellings where the activity of interest is taking place can
then be counted to determine a proportion of dwellings used in the
daily activity proﬁle.
For a weekday example, the number of dwellings that have one
active occupant between 08:00 and 08:10 is 2082. The number
of dwellings where the occupant is performing a cooking related
activity is 288. The proportion is 288/2082=0.138, as may be seen
in Fig. 2.
The full set of daily activity proﬁle data is available from the
activity statistics sheet of the downloadable example [13].
2.2. Installed appliances
At the beginning of a run, the model populates each dwelling
with appliances. This is done on a random basis using statistical
ownership data from the UK Department of Energy and Climate
Change (DECC) [14], the UK Market Transformation Programme
[15], the Lower Carbon Futures and 40% House reports from the
ECI, Oxford University, UK [16,17] and the UK’s Ofcom [18].
On this basis, the model is conﬁgured to include up to 33 appli-
anceswithineachdwelling.Totakeaccountofmultipleownership,
appliances are explicitly listed: for example, three of the 33 appli-
ances are televisions. In the model, a single dwelling may therefore
have zero to three televisions. A list of some of the appliances that
are represented is shown later in the simulation example in Fig. 4.
A full list is included in the appliance conﬁguration sheet in the
downloadable example [13].
2.3. Appliance annual energy use
Each appliance is assigned an annual demand in kWh/year.
This data is based on the sources used in constructing the list of
appliances above, together with further data from the UK Energy
Figura 1.3: Architettura del modello relativo alla domanda energetica.
Ogni prolo di attivit a giornaliero, sulla sinistra di Figura 1.3, quantica la probabilit a
che venga intrapresa una determinata attivit a in funzione dell'ora del giorno; tale insieme
di proli include delle varianti per prendere in considerazione il numero corrente di active
occupants e se si tratta di un giorno feriale o festivo. Per quanto riguarda le applicazioni
della grid di cui viene generata la domanda energetica, all'inizio di ogni simulazione il
modello popola ogni abitazione di applicazioni in modo random sulla base di una statistica
matchata con vari database inglesi relativi al possesso di una vasta gamma di dispositivi: il
modello pu o includere no a 33 applicazioni, con la possibilit a che ci sia pi u di un possessore.
Ad ogni applicazione vengono inoltre assegnati una domanda energetica annuale espressa
in [kWh/anno] e un fattore di potenza, che rappresenta il valore medio su un intervallo
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di un minuto: un valore unitario viene impiegato per applicazioni resistive che producono
calore, come il bollitore, il forno o il ferro da stiro.
• Mappatura applicazioni-attivit a ed eventi di switch-on: le applicazioni il cui uso
 e dipendente dal fatto che una particolare attivit a abbia luogo sono assegnate al prolo
di attivit a corrispondente; ci possono essere pi u applicazioni assegnate ad una singola
attivit a: questo non implica che tutte siano usate necessariamente quando essa ha luogo, ma
modellizza soltanto la possibilit a che vengano utilizzate, anche contemporaneamente. Le
applicazioni che non sono associate ad una particolare attivit a hanno un prolo classicato
come other; per i dettagli si rimanda a [13].
La procedura per determinare quando, all'inizio di ogni intervallo temporale della simu-
lazione, avviene un evento di accensione da parte di un'applicazione  e rappresentato in
Figura 1.4. Vengono seguiti i seguenti passi:
{ innanzitutto, viene selezionato il prolo di attivit a in accordo con l'attivit a a cui
appartiene l'applicazione, il numero corrente di active occupants e se si tratta di un
weekend o meno;
{ poi, la probabilit a che ciascuno degli active occupants si dedichi a tale attivit a
nell'intervallo temporale corrente viene letta dal prolo di attivit a;
{ tale probabilit a viene quindi moltiplicata per uno scalare di calibrazione, la cui stima
 e discussa di seguito;
{ inne, il risultato dello step precedente  e paragonato ad un numero random tra 0 e 1:
se la probabilit a in questione  e maggiore di tale quantit a aleatoria, allora si verica
un evento di switch-on.
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Saving Trust [19], and is adjusted to represent dwellings in the
East Midlands region of the UK, where the annual mean demand
is 4358kWh [20]. A full list of the adopted, derived and adjusted
values and their sources is provided on the appliance conﬁguration
sheet of the downloadable example [13].
2.4. Appliance power characteristics
Each appliance in the model has two states: it may be either on
or off. The off state includes the representation of standby, in that
an appliance may be conﬁgured to use power even when off.
Manyappliancestypes,suchasatelevision,areassumedtohave
a constant power demand when switched-on. However, in pursuit
of a 1-min time resolution for the ﬁnal model output, some appli-
ances are represented by time-varying demands. For example, a
washingmachinethatrunsthroughvariousstagesofwaterheating,
washing and spinning, signiﬁcantly varies its demand throughout
a cycle. In this case, the modelled demand proﬁle is based upon
some suitable available measured data [21]. However, it is noted
that such detailed appliance demand cycle data is not generally
available.
Finally, each appliance is assigned an appropriate power factor,
representing a mean value over a 1-min interval. A unity value is
used for resistive heating appliances, such as a kettle, oven or iron.
Electronic entertainment appliances are conﬁgured with a value
of 0.9. Cooling and washing type appliances are conﬁgured with a
value of 0.8. These ﬁgures are based on measurements made with
a plug-in power meter on a small number of appliances.
2.5. Appliance-activity mapping
Appliances whose use is dependent upon a particular activity
taking place are assigned to their relevant activity proﬁle. There
may be multiple appliances assigned to a single activity. For exam-
ple,theelectrichob,oven,microwave,smallcookingapplianceand
dish-washer are all assigned to the cooking activity. This does not
implythatalltheseappliancesarenecessarilyusedwhenevercook-
ing takes place; it simply models the possibility of their being used
and possibly simultaneously.
Appliances not associated with any particular activity are
assigned to the ‘other’ activity proﬁle, which covers three speciﬁc
cases:
• For some appliance types, there are no activity proﬁle categories
that describe when the appliance is likely to be used. A tele-
phone is an example. In this case, the appliance use is taken to be
dependent only upon active occupancy within a dwelling.
• Some appliances do not depend on active occupancy at all. In this
model,thecyclingofcoolingappliancessuchasafridgeorfreezer,
does not depend on people being active within a dwelling.
• Electric space heating appliances do not ﬁt into the activity pro-
ﬁle model as their use varies over the seasons. The daily activity
proﬁlesusedinthisworkdonotincludeseasonaleffects.Further-
more, appliances such as storage heaters tend to have a timed
overnight use proﬁle. In this case, a simple approach to seasonal
variation is implemented by using a value representing monthly
temperature variation to replace the activity proﬁle value.
The full mapping of appliances to activity proﬁles is shown on
the appliance conﬁguration sheet of the downloadable example
[13].
2.6. Switch-on events
The procedure to determine whether an appliance switch-on
event occurs at each time step of a simulation is presented in Fig. 3.
Fig. 3. Switch-on events.
The following steps occur:
• Firstly, the activity proﬁle is selected according to the appliance
activity, the current number of active occupants and whether it
is a weekend or not.
• Secondly, the probability that any of the active occupants are
engagedintheactivityatthistimeisreadfromtheactivityproﬁle.
• Thirdly, the activity probability is multiplied by the calibration
scalar. A discussion of how the calibration scalar is derived is
presented later.
• Finally, the result of the previous step is compared to a random
number between zero and one. If the probability is more than the
random number, then a switch-on event occurs.
2.7. Appliance calibration scalars
Each appliance has a “calibration scalar” which is factored into
theprobabilityofswitch-onasshowninFig.3,andthusdetermines
the average number of times that the appliance is used in a year. In
the case of automatic appliances such as fridges, this corresponds
to the number of times that the thermostat starts the compressor.
A calibration scalar is adjusted so that, over a very large number
of stochastic simulation runs, the mean annual consumption of the
appliance will be correct. That is that it will match the input data
discussed earlier in Section 2.3.
For example, the chest freezer in the model uses 271kWh/year.
It draws 190W for 14min on each operating cycle and uses no
power on standby. It must therefore cycle 6116 times per year.
Additionally, each 14min run is followed by a delay of 56min
during which the appliance may not start again; this represents
the effect of the thermostat dead band. This leaves approximately
95000min of the year when a start event can occur. Thus the mean
time between start events, excluding the time when the appliance
is in a cycle, is 95000/6116=16min. Since the freezer appliance is
not dependent on active occupancy, its activity probability is taken
Figura 1.4: Eventi di switch-on.
Ogni applicazione ha il proprio scalare di calibrazione, che viene impiegato nel calcolo
della probabilit a di swith-on come mostrato in Figura 1.4, e determina quindi il numero
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medio di volte che l'applicazione viene usata in un anno. Tale fattore viene tarato in
modo che, su un grande numero di esecuzioni di simulazioni stocastiche, il consumo
medio annuo dell'applicazione sia corretto; il calcolo  e ovviamente pi u complesso per le
applicazioni che appartengono ad un prolo di attivit a giornaliero, perch e si devono prendere
in considerazione le distribuzioni statistiche sia della occupazione dell'abitazione che dei
proli di attivit a. Innanzitutto va calcolato il valore medio complessivo che un'attivit a
abbia luogo in un certo intervallo temporale. Questo pu o essere ottenuto usando il teorema
(sella probabilit a condizionata) di Bayes. Il primo input di tale calcolo  e la probabilit a
di ciascun livello della active occupancy (2 f0; 1; :::; 5g) ad ogni istante della giornata:
questo pu o essere determinato dal modello di occupazione. Il secondo input  e la probabilit a
condizionata che un'attivit a abbia luogo, dato ciascun livello di active occupancy: questa
informazione  e disponibile nel prolo di attivit a. La probabilit a media che un'attivit a abbia
luogo, una volta moltiplicata per lo scalare di calibrazione, dovrebbe essere uguale alla
probabilit a media che l'applicazione preveda un evento di switch-on.
• Validazione del modello: per tutti i dettagli sulla validazione del modello di generazione
della sequenza fP(t)g appena descritto si rimanda all'articolo pi u volte citato. Per brevit a di
seguito si riportano solo i risultati delle simulazioni relative alla domanda media giornaliera.
Il prolo medio giornaliero sintetico e misurato sono riportati in Figura 1.5, che mostra
anche l'andamento di quello tipico degli UK. In generale, tutti i proli seguono un pattern
simile. C' e un livello ridotto di richiesta energetica durante la notte, seguito da un picco
iniziale ad ora di colazione. Poi la domanda  e ragionevolmente piatta durante il resto della
giornata, no alla met a del pomeriggio, in cui comincia a crescere per raggiungere il picco
serale; la domanda cala poi nella parte rimanente della serata.
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Fig. 8. Annual mean daily demand proﬁle.
• The model does not currently include central heating pumps or
boiler fans. Most of the measured dwellings have oil or gas ﬁred
central heating.
• The only seasonal effect represented in the synthetic data is in
the use of lighting, which is linked to natural daylight conditions.
4.4. Daily demand proﬁle
The synthetic and measured mean daily proﬁle throughout the
year is shown in Fig. 8. Also shown on the diagram is a typical UK
proﬁle, which is discussed later.
In general, the proﬁles all follow a similar pattern. There is a
reduced level of use during the night, followed by an initial peak
at breakfast time. The demand is reasonably level during the day,
until mid-afternoon, when demand rises towards an evening peak.
The demand then falls in the later evening period.
Closer inspection reveals various discrepancies between the
measured and synthetic data:
• The measured data shows considerably more demand during the
night-time period (midnight to 6AM). This is partly because the
modelling of lighting does not take into consideration that occu-
pants sometimes leave lights whilst sleeping.
• The model does not take into account the use of timers to run
appliances, such as washing machines. This is particularly evi-
dent in two small blips that appear in the measured data at 2AM
and 3AM, which are known to be caused by a washing machine
and a dish-washer that were being used on timers in just one of
the measured dwellings. As another example, the large blip that
appears in the measured data at 6AM is due to a 2kW demand
from a single dwelling occurring for the majority of the year. This
also indicates the inﬂuence that an individual dwelling can have
on the aggregated data when only 22 dwellings are considered,
and reminds us not to read too much into the data.
• Therapidincreaseindemandthatoccurswhenpeoplegetupand
have breakfast is known as the “morning pickup” and its gradient
and magnitude are well represented by the model, but it appears
to be nearly an hour late. This could be due to the use of timers
in the real dwellings (immersion heaters, central heating pumps
and fans) but is more likely due to a discrepancy between the
speciﬁcdailypracticesofthepeopleinthe22measureddwellings
compared to the UK national practices reﬂected in the occupancy
model. All the measured dwellings are thought to have at least
one resident in employment, and thus dwellings with retired or
unemployed residents are likely to be under-represented.
• The measured data also shows less demand during the day, an
early evening peak and reduced demand later in the evening, all
of which could again be associated with people in employment.
For a comparison with national data, the dotted line in Fig. 8
shows an annual demand proﬁle for UK domestic unrestricted
customers, from the standard proﬁles developed by the Electric-
ity Association [23]. The synthetic data matches this UK domestic
proﬁle even more closely than it does the locally measured data.
Fig. 9. Minute to minute demand volatility.
However, it does appear that the model is over-predicting energy
consumption in the evening (18:00 onwards). This could be due
to people becoming more sedentary (less active) towards the end
of the day and less likely to be multi-tasking. Whilst the model
allows multiple appliances to run simultaneously, the activity pro-
ﬁles are determined solely from the primary activity shown in the
TUS data and thus do not represent occupants’ multi-tasking. The
small remaining discrepancies can be explained as above.
4.5. Minute to minute demand volatility
The model creates synthetic data with a temporal resolution of
1-min.Thepurposeofchoosingthishighresolutionwasmentioned
in the introductory Section 1.6; alternatively, it may be simply
described as an intention to emulate the spikiness that charac-
terises real domestic electricity demand as illustrated earlier in
Fig. 5. The synthetic data shown in Fig. 4(c) did appear to have
this spikiness, and the purpose of this section is to verify that this
volatility is statistically similar to the measured data. In order to
assess this we look at the transitions, and quantify how often and
by how much the individual demands change from 1-min to the
next.
A histogram showing a comparison of the volatility is shown in
Fig. 9. Transitions, both positive and negative, are binned according
to their magnitude (x axis); and their frequency (y axis) is counted
across the whole synthetic and measured data sets.
Itisimmediatelyapparentthatthemodelisunder-representing
transitionsinthe10–100Wrange.Thefollowingfactorsleadtothis
effect:
• The model represents the switching on and off of major appli-
ances (typically well over 100W) according to the detailed
proceduresoutlinedearlier.Smallerappliancesandgadgets,such
as mobile phone chargers, are not explicitly modelled; their
aggregated demand is effectively subsumed into the major appli-
ances through the calibration process. Thus the switching on and
off of small appliances does not appear in the synthetic data.
• The model treats most major appliances as a constant demand,
whereas in the real world the power drawn will vary slightly. For
example, the freezer is modelled as having a 190W demand for
14min. In practice, the temperature and pressure of the refrig-
erant will vary during that time and therefore the exact power
drawn may vary by several tens of watts, which will show as
transitions in the measured data.
The number of medium size transitions appears to be very well
captured. The large transitions, however, are under-represented
by the model. An example explanation for this could be the “re-
boiling” of a kettle, which would lead to four transitions in total,
whereas the model would only show two.
Figura 1.5: Prolo giornaliero medio della domanda energetica su base
annuale.
Per un paragone con i dati nazionali, la Figura 1.5, come sopra menzionato, riporta anche
il prolo della della domanda media (su base annuale) per tutti gli utenti domestici degli
UK, sulla base dei proli standard sviluppati dalla Electricity Association. I dati sintetici
corrispondono al prolo domestico medio inglese in modo anche pi u accurato di quanto non
facciano i dati misurati localmente. Tuttavia, dalla curva si nota che il modello predice un
consumo energetico eccessivo nel tardo pomeriggio (dalle 18.00 in poi). Questo potrebbe
essere causato dal fatto che le persone diventano pi u sedentarie (meno attive) verso la
ne della giornata e meno propense ad un consumo energetico multi-tasking. Nonostante
il modello permetta che pi u applicazioni siano eseguite contemporaneamente, i proli di
attivit a sono determinati solo sulla base della attivit a primaria descritta nei dati TUS, che
non rappresentano quindi accuratamente gli utenti multi-tasking.
91.6. Unico vincolo: Emax nita CAPITOLO 1. Primo modello di sistema
• Sequenza fP(t)g generata sulla base del tool fornito in [13]: per rendere la genera-
zione della richiesta di potenza \stazionaria nella maggior misura possibile" si  e scelto di
far girare la macro in Excel settando il mese di riferimento sempre a gennaio, simulandone i
suoi 31 giorni (con un totale di 23 giorni feriali e 8 giorni festivi) per 6 diverse realizzazioni.
Nell'inizializzazione delle simulazioni, invece, sono stati fatti variare le active occupancy
giornalmente, mentre il numero ed il tipo di applicazioni presenti nelle abitazioni in media
2 volte nell'arco di una singola realizzazione, anch e il pattern di campioni di potenza
prodotti fosse il pi u possibile realistico. Il tool che si  e utilizzato fornirebbe in output i dati
relativi alla generazione di una realizzazione della richiesta P(t) di un giorno del mese di
gennaio con la risoluzione temporale di un minuto e con riferimento ad un'abitazione. Ai ni
di avere un dato \trattabile" come ingresso al problema di ottimizzazione precedentemente
denito, si  e scelto di modicare la macro in modo che generasse la richiesta di potenza
relativa a 20 case, andando poi a mediare i dati con risoluzione di un minuto sull'intervallo
t = 1h (con la consapevolezza di perdere in tal modo le variazioni di potenza ad alta
frequenza dei carichi: si tratta di un tradeo tra il volume di dati su cui eettuare il
processing e la demand curve smoothing). Cos  facendo sono stati generati 24316 = 4464
campioni della sequenza fP(t)g, avente un minimo di 1.3 kW, un massimo di 61.9 kW ed
un valore medio di 13.7 kW, la cui corrispondente Probability Density Function (PDF)  e
riportata in Figura 1.6.
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Figura 1.6: PDF della sequenza della richiesta netta di potenza fP(t)g.
Nella Figura 1.7 si riporta, invece, l'andamento medio giornaliero con granularit a di un'ora
della richiesta di potenza sulle 6 realizzazioni generate per il mese di gennaio. Dalla
Figura 1.7 si nota come il segnale potenza mediato presenti un minimo di 2.9 kW ed un
massimo di 24.6 kW (parecchio ridotto rispetto a quanto sopra riportato, dal momento
che  e stata eettuata una media tra realizzazioni puntualmente anche molto diverse
tra loro). Si osserva, poi, che l'andamento della richiesta di potenza media (e le stesse
considerazioni valgono per le singole realizzazioni) sia, almeno apparentemente, piuttosto
correlato nel tempo: come sar a chiarito soltanto nei capitoli seguenti, tuttavia, la sua
statistica (generata con un tool che ore una risoluzione temporale originaria di un minuto)
vari cos  velocemente che risulta ben approssimabile da un modello iid, che si comporta
altrettanto bene di uno di tipo markoviano. Questa considerazione, tuttavia, ha creato
non poche dicolt a nell'interpretazione dei risultati successivamente riportati e merita un
grado di approfondimento superiore: ci o verr a discusso nei Capitoli 3 e 4.
1.6 Unico vincolo: Emax nita
Vale la pena iniziare la seguente trattazione da un caso estremamente semplicato rispetto a
(1.11): quello con una sola batteria di capacit a nita pari a Emax, senza nessun vincolo sui
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Figura 1.7: Andamento medio giornaliero della richiesta di potenza P(t).
massimi rate di carica e scarica n e sull'ecienza della batteria. Questa scelta  e motivata dal
fatto che, cos  operando, in sede di simulazione si pu o avere un riscontro immediato con i risultati
citati nell'introduzione: in [1], infatti, viene descritta la strategia ottima al tendere all'innito
della capacit a della batteria, senza imporre alcun vincolo alle sue equazioni di aggiornamento del
livello energetico. Riuscendo a trovare una soluzione esatta al problema con una possibilit a di
immagazzinamento nita, le prestazioni oerte dall'algoritmo ST dovrebbero risultare inferiori
in termini di costo complessivo pagato dagli utenti della grid, soprattutto per valori di capacit a
\modesti" ( 24 kWh). Il problema di ottimizzazione risultante si pu o quindi esprimere come
fEopt(t)gt=1;2;:::;T 1 = argmin
fE(t)gt=1; 2; :::; T 1
E
"
T 1 X
t=0
C (X(t))
#
subjectto :0  E(t)  Emax; (1:14)
(1.13)
dove
X(t) = L(t)   R(t) + (E(t)   E(t   1))=t: (1.14)
Tale modello di sistema si dierenzia da quello descritto in [1] innanzitutto per il fatto che la
sorgente di energia rinnovabile non alimenta direttamente la batteria, ma concorre soltanto a
diminuire la quantit a di potenza, P(t), su cui viene applicata la tariazione. Un'osservazione
molto pi u importante consiste, invece, nel notare che l'avere introdotto il vincolo sulla massima
capacit a di immagazzinamento della batteria modichi minimamente il problema di ottimizzazione
da risolvere, ma comporti un cambiamento radicale della strategia di risoluzione ad esso associata.
Se Emax 9 1, infatti, non si pu o pi dimostrare essere ottima una semplice strategia a soglia, e
questo perch e la disuguaglianza di Jensen  e \ben lontana" dal valere con il segno di uguaglianza.
Se l'obiettivo del controllore fosse quello di trovare la soluzione di (1.13) oine, ovvero
conoscendo la sequenza delle richieste di potenza nella grid, fP(t)gt=0;1;:::;T 1, allora l'operatore
di aspettazione risulterebbe \super
uo", nel senso che non ci sarebbe pi u niente di aleatorio
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nell'espressione da minimizzare, che diventerebbe una semplice sommatoria esprimibile come
fEopt(t)gt=1;2;:::;T 1 = argmin
fE(t)gt=1; 2; :::; T 1
T 1 X
t=0
C (X(t)):
subjectto :0  E(t)  Emax; (1:14)
(1.15)
In tal caso, una volta quantizzati opportunamente i valori della sequenza E(t), con passo E, in
modo da appartenere ad un insieme nito (denito come E = fE0 = 0; E1; E2; :::; EN 1), la
soluzione ottima non potrebbe che essere fornita da un approccio \alla Viterbi" (che si ricorda
essere indicato come strategia AOS), in cui il vettore che memorizza i valori energetici presenti
nella batteria al variare del tempo corrisponderebbe alla consueta sequenza di simboli trasmessi
fakg, alla quale al detector ottimo viene richiesto di risalire in presenza di rumore ed in generale di
Inter-symbol Interference (ISI) causata da un canale di tipo multipath. L'assenza di memoria del
problema descritta nella Sezione 1.4 (che ha un'analogia nel mondo delle telecomunicazioni in un
canale non multipath ma Additive White Gaussian Noise (AWGN)) non signica comunque che un
approccio di tipo greedy, che determina il livello energetico ottimo Eopt(t) per t = 1; 2; :::; T  1
solo sulla base del valore della funzione di costo C (X(t)) all'istante corrente t, risulti ottimo: se
non si osserva l'intera sequenza di potenza eettivamente richiesta alla grid, denita istante per
istante come P(t) = L(t)   R(t), si corre il rischio di scaricare la batteria entro pochi intervalli
di tempo (commettendo la scelta sbagliata); essendo la funzione di costo, ssata P(t), crescente
in (t) = E(t)   E(t   1), l'algoritmo greedy non giudicher a mai pi u conveniente ricaricare la
batteria, anche in presenza di picchi futuri della richiesta di potenza, che benecerebbero della
capacit a di immagazzinamento per cui la stessa batteria  e stata introdotta nella grid.
Per ottimizzare la complessit a computazionale nel determinare la soluzione di (1.15) senza
ricorre ad un algoritmo che enumeri tutte le possibili soluzioni valutandone il costo (che avrebbe
complessit a esponenziale), risulta quindi davvero necessario ricorrere all'algoritmo di Viterbi:
c' e bisogno soltanto di un piccolo sforzo per adattare la \terminologia energetica" a quella delle
Telecomunicazioni. Cercando di conformarsi il pi u possibile alla notazione dell'algoritmo di
Viterbi descritto in [19], lo stato del sistema in questo particolare problema di ottimizzazione
pu o essere denito semplicemente come
sk = (Ek) cons 1 = 0 perdenizione: (1.16)
Indicando con S l'insieme dei possibili stati, ovvero dei possibili valori assumibili da sk, si ha che
sk 2 S = fE0; E1; :::; EN 1g (1.17)
dalla quale segue che il numero degli stati  e dato da N =
j
Emax
E
k
+1, con una forte dipendenza dal
passo di quantizzazione scelto per il livello di energia (in letteratura, considerando batterie aventi
una capacit a che va circa da 5 kWh a 20 Kkh, una scelta comune  e quella di porre E=0.5kWh;
tale scelta sar a adottata anche in tutto il resto della tesi, anche per la quantizzazione dalla
sequenza delle richieste di potenza P(t) ! fPkg con P=0.5 kW). Denendo quindi la metrica
1
 k =
k X
i=0
C (Pi + si   si 1) (1.18)
vale la seguente equazione ricorsiva
 k =  k 1 + C (Pk + sk   sk 1) (1.19)
1Assumendo da ora in avanti, Without Loss Of Generality (WLOG), t = 1 h.
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dove vanno valutati i costi di tutte le N possibili transizioni tra uno stato e l'altro, non avendo
imposto alcun vincolo sui rate di carica e scarica della batteria; in particolare esistono N possibili
transizioni che lasciano lo stato sk 1 ed N possibili transizioni che arrivano allo stato sk.
Ad ogni possibile valore Ej, per j = 0; 1; :::; N   1, assunto dallo stato sk all'istante
temporale k-esimo vengono associate due quantit a:
1. la path metric, o funzione di costo, denita da
 (sk = Ej) = min
s0;s1;:::;sk=Ej
 k (1.20)
2. la survivor sequence, denita come la sequenza di livelli energetici che nisce in tale stato e
che determina  (sk = Ej)
L(sk = Ej) = (s0; s1; :::; sk = Ej) (1.21)
dove si ricordi che s0 = E0  e il livello di energia inizialmente presente nella batteria e
supposto conosciuto (lo si pu o assumere pari a 0 WLOG).
Queste due quantit a si possono determinare in modo ricorsivo.  E facile vericare, infatti, che se,
all'istante temporale k-esimo, una survivor sequence include sk = Ej, allora, all'istante temporale
k   1-esimo, la stessa sequenza deve includere sk 1 = Eiopt, che si pu o esprimere nel modo
seguente
Eiopt = argmin
sk 1=Ei 2S !sk=Ej
 (sk 1 = Ei) + C (Pk + Ej   Ei) (1.22)
dove il termine C (Pk + Ej   Ei)  e chiamato branch metric. Si ottiene, quindi, che
 (sk = Ej) =  (sk 1 = Eiopt) + C
 
Pk + Ej   Eiopt

(1.23)
e la survivor sequence viene aggiornata nel modo seguente
L(sk = Ej) =
 
L
 
sk 1 = Eiopt

; Ej

: (1.24)
Partendo da k = 1, con stato iniziale s0 = E(0) assunto noto, tale procedura ricorsiva  e ripetuta
nch e k = T   1. La sequenza ottima di stati  e data dalla survivor sequence L(sT 1 = Ejopt)
associata a sT 1 = Ejopt avente costo minimo. Assumendo come noto lo stato s0 di valore E0,
risulta conveniente associare agli altri valori assumibili da s0 i seguenti costi
 (s0 = Ei) =
(
0; Ei = E0
+1; altrimenti
(1.25)
Nella pratica, se l'estremo temporale superiore T 1  e parecchio grande, la lunghezza delle survivor
sequences viene limitata ad un valore Td, chiamato profondit a del traliccio: questo signica che
ad ogni istante temporale k si decide il livello energetico sk Td dell'intervallo (k   Td)-esimo, un
valore che viene rimosso dal diagramma. La decisione  e basata sulla survivor sequence alla quale
 e associato il minimo tra i valori di  (sk). Un altro aspetto puramente implementativo  e che i
valori di  (sk) possono diventare molto elevati: tale quantit a pu o quindi essere normalizzata
sottraendo lo stesso valore da tutte le metriche (senza che questo vada ad in
uire sul processo di
ottimizzazione), per esempio la pi u piccola tra le quantit a  (sk = Ei); i = 0; 1; :::; N   1.
La memoria necessaria per conservare le metriche  (sk);  (sk 1) e le survivor sequences
risulta proporzionale al numero di stati N. Per quanto riguarda la complessit a computazionale
dell'algoritmo, il numero di somme e confronti  e proporzionale al numero di transizioni, sempre
uguale a N: quella totale dell'algoritmo, che ripete iterazione dopo iterazione sempre le stesse
operazioni, risulta quindi lineare in T.
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1.7 Conseguenze dell'aggiunta dei vincoli alla batteria sulla tec-
nica risolutiva
Si consideri quindi il caso di un sistema con una sola batteria di capacit a nita pari a Emax, e
che rispetti inoltre tutti i vincoli deniti nella Sezione 1.1. Tale situazione si dimostra parecchio
diversa da quella riportata nella Sezione 1.6: il problema di ottimizzazione che si pu o denire in
questo caso  e dato da
fEopt;kgk=1;2;:::;T 1 =
argmin
fEkgk=1; 2; :::; T 1
E
"
T 1 X
k=0
C (Xk)
#
subjectto :(1:27); (1:28); (1:14)
(1.26)
dove
 
Fd
max t
d
 Ek+1   Ek  Fd
max tc (1.27)
con k , Ek+1   Ek, e
0  Ek  Emax: (1.28)
Ponendosi l'obiettivo di minimizzare (1.26) oine, anche stavolta l'operatore di aspettazione
diventa \super
uo" per l'assenza di aleatoriet a di tale problema, che si pu o riformulare come
fEopt;kgk=1;2;:::;T 1 =
argmin
fEkgk=1; 2; :::; T 1
T 1 X
k=0
C (Xk)
subjectto :(1:27); (1:28); (1:14):
(1.29)
In questo caso, per o, ci si pu o rendere conto come i rate e le ecienze di carica e scarica
della batteria, diversi rispettivamente da +1 e da 1, restringano l'insieme immagine dei valori
assumibili dal livello energetico della batteria nello slot temporale k + 1, dato quello al tempo k.
Per questo motivo, nell'algoritmo di Viterbi descritto nella Sezione 1.6, oltre al cambiamento del
numero di stati (dato ora da N =
j
Emax
E
k
+1), il numero di transizioni possibili dipende dal livello
energetico dello stato corrente. Detto Ek il livello energetico (che deve ovviamente rispettare
il vincolo 0  Ek  Emax) dell'intervallo temporale k-esimo, quello dello stato successivo Ek+1
deve rispettare la disuguaglianza
max

0;  
Fd
max t
d

 Ek+1   Ek  minfEmax; Fc
max tcg (1.30)
dove, ovviamente, i valori assumibili da sk+1 vanno discretizzati con passo di quantizzazione E.
Il numero massimo di transizioni possibili dal generico stato sk allo stato successivo sk+1 risulta
quindi denito dal seguente insieme di equazioni
Msu = min

N;

(Fc
max tc=E)
	
Mgiu = min

N;

Fmax t=(d E)
	
M = minfN; Msu + Mgiu + 1g:
(1.31)
Fornire ulteriori dettagli delle modiche da apportare all'algoritmo risulterebbe straniante non
essendo ancora in un'ottica implementativa. Quello che  e importante notare  e che la complessit a
computazionale del Viterbi si riduce imponendo i vincoli sui rate di carica e scarica niti e sulle
ecienze energetiche non unitarie. Per quanticare la mole di questa riduzione computazionale,
tuttavia, non si pu o far altro che mettersi nel caso peggiore, in cui il numero massimo di
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transizioni possibili da stato a stato ad ogni iterazione dell'algoritmo  e pari al valore M denito
in (1.31): tuttavia, nella pratica, le transizioni eettivamente valutate saranno molto inferiori.
Le soluzione del problema oine con i vincoli introdotti risulter a ovviamente \sub-ottima"
(nel senso che corrisponde ad un costo superiore) rispetto a quella trovata nella Sezione 1.6: in
questo caso il Viterbi osserva sempre l'intera sequenza fPkg, ma se si rende conto, ad esempio,
che in qualche intervallo temporale successivo a quello corrente c' e un forte picco della richiesta
di potenza, che necessiterebbe di ricaricare la batteria il pi u possibile prima di tale evento,
pu o s  ricaricarla, ma compatibilmente con il vincolo di rate di carica nito ed ecienza di
carica non unitaria, arrivando verosimilmente ad un livello energetico sub-ottimo, in quanto
inferiore. Un approccio di questo tipo, tuttavia,  e l'unico vagamente (dato che non modellizza
ulteriori vincoli a livello sico delle batterie eettivamente in commercio, analizzati, in parte,
nel Capitolo 4) realistico, anche se spesso in letteratura si preferisce prendere in considerazione
solo che Emax 6= 1 (o nemmeno questo, come, ad esempio, in [1]); si ricordi, inoltre, che la
soluzione del caso oine, anche con l'introduzione di tutti i vincoli sulla batteria, presenta
interesse solo come lower bound per il problema di ottimizzazione stocastico online trattato nei
capitoli seguenti.
1.8 Risultati delle simulazioni numeriche
Implementando in Matlab quanto appena descritto, si  e scelto di analizzare quanto il lower
bound oine calcolabile tramite l'algoritmo di Viterbi sia pi u performante in termini di costo
complessivo rispetto a quello corrispondente al semplice algoritmo a singola soglia online che,
senza conoscere l'intera sequenza delle richieste di potenza fPkg, prevede di caricare o scaricare
la batteria se la richiesta di potenza istantanea  e rispettivamente inferiore o superiore rispetto al
suo valore medio Pthr = E[P], assunto come noto. Con la funzione di costo lineare a tratti e con
coda quadratica precedentemente denita, vengono confermate le attese di una evidente dierenza
di prestazioni da parte dei due algoritmi (a dierenza di quello che si osserver a nel Capitolo 4
con una funzione di costo lineare rispetto alla potenza ma dipendente anche dalle caratteristiche
della batteria): ci o  e facilmente giusticabile dal fatto che, senza conoscere l'andamento futuro
della richiesta di potenza e prendendo la decisione di carica/scarica in modo greedy solo sulla
base del valore istantaneo, si pu o venire penalizzati pagando un costo molto superiore a quello
minimo. L'azione di carica/scarica della batteria si caratterizza come un possibile shift del
valore istantaneo della richiesta di potenza: quando essa assume un valore elevato, se si ha a
disposizione energia perch e in passato si  e stata caricata la batteria in un momento in cui tale
valore era molto inferiore, si pu o risparmiare notevolmente in termini di costo complessivo.
Come prima simulazione si  e scelto di far variare la capacit a Emax della batteria, tenendo i
rate di carica e scarica normalizzati ssati a
j
Emax
4E
k
2: in ogni intervallo temporale di durata
t la batteria pu o quindi essere caricata o scaricata di circa un quarto della propria capacit a
massima. Gi a in Figura 1.8, si nota il comportamento di dicile interpretazione dell'algoritmo
ST: essendo basato su un approccio euristico, quando gli vengono imposti i vincoli relativi ai
rate di carica/scarica niti della batteria, determina un costo complessivo inferiore al caso in cui
sia sempre possibile caricare/scaricare completamente la batteria in ogni intervallo temporale
di durata t. Ad ogni modo, in entrambi i casi appena descritti, il costo complessivo risulta
2Sono state scelte inoltre, in questa ed in tutte le altre simulazioni, delle ecienze di carica/scarica tali che
 = c = d = 0:90, avendo vericato che l'eetto della variazione di tale parametro (che aumenta il numero di
variabili indipendenti del sistema)  e sempre lineare rispetto a quella del costo complessivo da pagare da parte degli
utenti della grid, come riportato nella Sezione 3.3.
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superiore almeno del 21 % rispetto a quello ottenibile tramite l'algoritmo AOS in presenza dei
vincoli sui rate di carica/scarica.
Figura 1.8: Simulazione al variare della capacit a della batteria per calcolare
il costo medio.
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Figura 1.9: Simulazione al variare dei rate di carica/scarica normalizzato
della batteria per calcolare il costo medio.
Il risultato riportato in Figura 1.9, si riferisce ad una simulazione in cui si tiene ssata la
capacit a della batteria a 12 kWh e si fanno variare i rate di carica/scarica normalizzati (assunti
uguali in valore assoluto): nel caso del costo complessivo relativo al lower bound calcolato con
Viterbi, si osserva un andamento monotono decrescente di facile interpretazione (l'assenza di
vincoli sul rate corrisponderebbe ad avere Rnorm=24). Per quanto riguarda l'algoritmo a soglia,
la quale  e data dalla media della sequenza fPkg, invece, il costo inizialmente scende all'aumentare
di Rnorm, ma poi comincia a crescere, come se l'avere pi u gradi di libert a nelle scelta dell'azione
di carica/scarica da intraprendere nei confronti della batteria non giovasse alle prestazioni di
tale algoritmo euristico: ci o  e giusticabile dal fatto che tale algoritmo risulta ottimo sia quando
la capacit a della batteria tende all'innito sia quando non sono presenti i vincoli sul rate di
carica/scarica che sono stati introdotti. Risulta quindi non predicibile il suo comportamento in
termini di costo complessivo risultante al variare della intensit a di tali vincoli, imposti su una
batteria di capacit a 12 kWh (gli autori dell'algoritmo hanno trovato per via numerica che le sue
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(a) Parametrizz. di Emax in
funz. di Rnorm
(b) Parametrizz. di Rnorm in
funz. di Emax
Figura 1.10: Simulazione al variare della capacit a Emax parametrizzata in
funzione di Rnorm (e viceversa) per calcolare il costo medio.
prestazioni tendono ad approcciarsi al lower bound di Viterbi quando la capacit a della batteria  e
 24 kWh).
In Figura 1.10a, invece, si riportano delle curve, parametrizzate in funzione dei rate di
carica/scarica normalizzati al variare della capacit a Emax della batteria, relative al costo comples-
sivo ottenuto soltanto con l'algoritmo di Viterbi, per non appesantire troppo la visualizzazione.
Questo risultato d a un'idea di quanto i vincoli sui rate di carica/scarica niti in
uenzino il costo
complessivo: la distanza della curva con Rnorm = 2 da quella con Rnorm = 3  e visibilmente
maggiore di quella dalla la curva con Rnorm = 3 alla curva con Rnorm = 4. Lo stesso si ha per la
transizione tra i due valori di Rnorm successivi; poi, invece, la distanza tra una curva e l'altra tende
a stabilizzarsi. Questo dimostra che l'in
uenza del vincolo si fa sentire particolarmente quando
il numero di transizioni possibili tra uno stato della batteria all'altro in un singolo intervallo
temporale  e molto limitato, per poi portare a decrementi del costo complessivo all'aumentare del
modulo del rate di carica/scarica tutti con la stessa costante di proporzionalit a rispetto a tale
incremento.
In Figura 1.10b, in modo complementare, si riportano gli andamenti, parametrizzati in
funzione della capacit a Emax della batteria, al variare dei rate di carica/scarica normalizzati,
relativi al lower bound della strategia AOS. A dierenza del caso precedente, aumentando a passi
di 2 kWh la capacit a della batteria, il costo complessivo corrispondente scende in modo pressoch e
lineare per qualunque range di energia immagazzinabile nella batteria: non c' e un decremento di
costo signicativamente maggiore nei primi aumenti della capacit a rispetto a quelli successivi.
Ci o signica che la funzione di costo risulta meno sensibile all'aver posto il vincolo Emax 6= 1
rispetto a quello sulla nitezza dei rate di carica/scarica in un singolo intervallo temporale di
durata t.
1.9 Caso con due batterie
Si consideri quindi il caso di un sistema con due batterie di capacit a nita pari a Emax;1 ed Emax;2,
e che rispettino inoltre tutti i vincoli deniti nella Sezione 1.1. Il problema di ottimizzazione che
171.9. Caso con due batterie CAPITOLO 1. Primo modello di sistema
si pu o denire in questo nuovo caso  e dato da 3
fEopt;kgk=1;2;:::;T 1 =
argmin
fEkgk=1; 2; :::; T 1
E
"
T 1 X
k=0
C (Xk)
#
subjectto :(1:19); (1:20); (1:14)
(1.32)
dove
 
Fd
max;i t
d;i
 Ek+1;i   Ek;i  Fd
max;i tc;i per i = 1; 2 (1.33)
e
0  Ek;i  Emax;i per i = 1; 2: (1.34)
Ponendosi l'obiettivo di minimizzare (1.32) oine, l'operatore di aspettazione diventa come al
solito \super
uo" per l'assenza di aleatoriet a di tale problema, che si riformula come
fEopt;kgk=1;2;:::;T 1 =
argmin
fEkgk=1; 2; :::; T 1
T 1 X
k=0
C (Xk):
subjectto :(1:19); (1:20); (1:14)
(1.35)
I rate e le ecienze di carica e scarica della batteria, come gi a discusso nella Sezione 1.8,
restringano l'insieme immagine dei valori assumibili dai livello energetici delle due batterie nello
slot temporale k + 1, dato quello al tempo k. Nell'algoritmo di Viterbi il numero di stati diventa
N = N1  N2 (con N1 =
j
Emax; 1
E1
k
+ 1 e N2 =
j
Emax; 2
E2
k
+ 1) e il numero di transizioni possibili
dipende dai livelli energetici raggiungibili ad un passo dello stato corrente Ek = (Ek;1; Ek;2).
Detta Ek la coppia dei livelli energetici nelle due batterie (che deve ovviamente rispettare il
vincolo 0  Ek;i  Emax;i per i = 1; 2) dell'intervallo temporale k-esimo, quella dello stato
successivo Ek+1 deve rispettare la disuguaglianza
max
(
0;  
Fd
max;i t
d;i
)
 Ek+1;i   Ek;i  min

Emax;i; Fc
max;i tc;i
	
(1.36)
dove, in generale, i valori assumibili dalle due componenti di sk+1 possono essere discretizzati con
passi di quantizzazione E1 e E2 diversi tra loro. Il numero massimo di transizioni possibili
dal generico stato sk allo stato successivo sk+1 risulta quindi denito dal seguente insieme di
equazioni
Msu;i = min
n
Ni; bFc
max;i tc;i=Eic
o
per i = 1; 2
Mgiu;i = min
n
Ni;
j
Fmax;it=(d;i Ei)
ko
per i = 1; 2
Mi = minfNi; Msu;i + Mgiu;i + 1g per i = 1; 2:
(1.37)
Fornire ulteriori dettagli delle modiche da apportare all'algoritmo risulterebbe ancora pi u
tedioso del caso con una sola batteria. Si osserva solo che, sebbene la equazioni del caso \mono e
bi-dimensionale" siano soltanto la naturale estensione di un problema di ottimizzazione rispetto
ad una sequenza di scalari ad un altro rispetto ad una sequenza di coppie di scalari, implementare
l'algoritmo di Viterbi, e farlo in modo eciente dal punto di vista computazionale, non  e stato
aatto un problema banale.
3dove fEopt; kg  e un vettore avente come 2 componenti i livelli energetici delle 2 batterie al passare del tempo,
fEopt1; kg e fEopt2; kg rispettivamente.
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1.9.1 Risultati delle simulazioni numeriche
Come appena menzionato, implementare l'algoritmo di Viterbi nel caso in cui il controllore della
grid si trovi a dover arontare il problema dell'ottimizzazione congiunta 4 dei livelli energetici
delle due batterie che ha a disposizione al ne di minimizzare il costo complessivo  e un problema
pi u complesso dal punto di vista implementativo che da quello concettuale. Per questa ragione
nelle righe successive si  e scelto, piuttosto che descrivere a grandi linee l'idea denitiva avuta
per l'implementazione, di riportare il codice Matlab dei due punti salienti dell'algoritmo AOS,
che sono, rispettivamente, il calcolo di un'opportuna \matrice di provenienti" rispetto ad ogni
stato (nel Codice 1.1) e l'aggiornamento della survivor sequence allo scorrere del tempo (nel
Codice 1.2), perch e si ritiene possano essere un punto di partenza per chiunque generelizzer a
l'implementazione del problema al caso M-dimensionale.
|||||||||||||||||||||||||||||||||||||||||
Codice 1.1: Codice Matlab per calcolare la \matrice dei provenienti" per
l'algoritmo di Viterbi applicato al problema di minimizzazione
del costo complessivo con due batterie a disposizione.
% Creazione di un vettore (SOLO a valori numerici) in 3 dimensioni
% che rappresenti i possibili stati assumibili dalle due batterie
v stati n=zeros(N tot,1,2);
i=1;
while(iN tot)
for q 2=1:N 2
for q 1=1:N 1
v stati n(i,1,1)=q 1;
v stati n(i,1,2)=q 2;
i=i+1;
end
end
end
|||||||||||||||||||||||||||||||||||||||||
Codice 1.2: Codice Matlab per aggiornare la survivor sequence allo scorrere
del tempo all'interno dell'algoritmo di Viterbi applicato al pro-
blema di minimizzazione del costo complessivo con due batterie
a disposizione.
for k=1:T
for r=1:N tot
branch metric=zeros(N tot,1);
costo tmp=1e40*ones(N tot,1);
r 1=v stati n(r,1,1);
r 2=v stati n(r,1,2);
q i 1=max(r 1 M su 1,1);
q i 2=max(r 2 M su 2,1);
q f 1=min(r 1+M giu 1,N 1);
q f 2=min(r 2+M giu 2,N 2);
for q 1=q i 1:q f 1
for q 2=q i 2:q f 2
ind stato prov= 1;
for kk=1:N tot
if((v stati n(kk,1,1)==q 1)&&(v stati n(kk,1,2)==q 2))
ind stato prov=kk;
end
end
4Sono state condotte anche delle simulazioni di ottimizzazione disgiunta rispetto a fEk; 1g e fEk; 2g, che qui non
vengono riportate sia per mancanza di spazio sia perch e non hanno portato a dei risultati di particolare interesse.
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branch metric(ind stato prov)=fun cost(max(P(k)+((r 1 1)
 (q 1 1))*Delta E 1+((r 2 1) (q 2 1))*Delta E 2,0));
costo tmp(ind stato prov)=Gamma(ind stato prov,k)
+branch metric(ind stato prov);
end
end
min cost=min(costo tmp);
ind opt v=find(costo tmp==min cost);
ind opt=ind opt v(floor(length(ind opt v)*rand)+1);
Gamma(r,k+1)=min cost;
LG(r,k+1)=ind opt;
end
end
|||||||||||||||||||||||||||||||||||||||||
Detto ci o, si crede risulti pi u interessante, piuttosto che riportare nel caso a due batterie
simulazioni analoghe a quelle della Sezione 1.8 al variare dei loro rate, capacit a, etc., eettuare un
confronto tra le prestazioni in termini di costo complessivo da pagare da parte degli utenti della
grid (per alcuni valori di capacit a) avendo a disposizione un'unica batteria o due batterie, le quali,
in generale, possono avere anche caratteristiche completamente diverse. L'aspetto non banale  e
rendere questo confronto equo dal punto di vista della fairness: non basta infatti che le capacit a
delle due batterie sommino a quelle del caso a singola batteria, ovvero Emax = Emax;1 + Emax;2,
ma bisogna prestare attenzione anche ai rate e alle ecienze di carica/scarica, nonch e ai passi di
quantizzazione. Rimanendo quindi nel caso a parit a di capacit a totale e supponendo di aver gi a
eettuato la quantizzazione riassunta dall'equazione (1.37), si  e condotta una prima simulazione
in cui Msu = Mgiu = min
n
N;
j
Emax
4E
ko
e Msu;i = Mgiu;i = min
n
Ni;
j
Emax; i
4Ei
ko
per i = 1; 2: nel
caso a singola a batteria e in quello a due batterie, cio e, c' e a disposizione la stessa percentuale
della corrispondente capacit a totale per eettuare le azioni di carica/scarica. La simulazione
ha considerato un passo di quantizzazione del livello energetico della batteria/batterie pari
a E = E1 = E2 = 0.5 kWh: intuitivamente, a parit a di capacit a totale, di passo di
quantizzazione e con rate di carica/scarica proporzionali alla capacit a corrispondente con la
stessa costante di proporzionalit a, il caso a due batterie dovrebbe portare a prestazioni migliori
di quello con una sola batteria, perch e  e maggiore la libert a dell'algoritmo di Viterbi in termini
di azioni nel relativo spazio degli stati. I risultati riportati nella Tabella 1.1 in termini di costo
medio cumulativo e nelle Figure 1.11 e 1.12 in termini di costo medio istantaneo suggeriscono,
per o, che tale aermazione va ulteriormente approfondita, come discusso nella conclusione di
questa sezione: si  e preferito mantenere nell'esposizione anche questo step intermedio perch e
aiuta a capire il procedimento logico che ha condotto alle osservazioni nali.
Ci si focalizzi sul costo complessivo riportato nella Tabella 1.1 (che  e quanto pagato in totale
dagli utenti di un'ipotetica grid con una sola batteria e da quelli di un'altra con due batterie): al
contrario delle previsioni, i valori del caso a singola batteria rispetto a quello con due dispositivi
di energy storage non solo sono vicinissimi, ma addirittura il costo con un'unica batteria di
capacit a Emax = Emax;1 + Emax;2  e in generale inferiore (anche se, pragmaticamente, uguale con
ottima approssimazione) a quello con le due batterie. Questo risultato, di dicile interpretazione,
si ritiene sia legato al passo di quantizzazione dei livelli energetici: ragionando a valori discreti,
se E = E1 = E2 = 0.5 kWh, pu o capitare che per alcuni valori della capacit a la somma
di Msu;1 + Msu;2 6= Msu e Mgiu;1 + Mgiu;2 6= Mgiu per ragioni numeriche dettate dalla loro
denizione presente nell'equazione (1.37), in cui  e presente la funzione bc. Quando si  e in uno di
questi ultimi casi la soluzione a doppia batteria risulta svantaggiata rispetto a quella a singola
batteria, perch e all'interno dell'algoritmo di Viterbi non c' e la stessa possibilit a di escursione in
termini di livello energetico complessivo (dato dalla somma del modulo delle dierenze di quelli
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Tabella 1.1: Risultati numerici sul costo complessivo oine (calcolato con
l'algoritmo AOS) relativo al confronto tra il caso a singola e a
doppia batteria: E = E1 = E2 = 0.5 kWh.
Descrizione Costo ottenuto
1 batteria da 4kWh 1.99019e+10
2 batterie da 2 kWh 1.99020e+10
1 batteria da 6 kWh 1.90584e+10
2 batterie da 3 kWh 1.93728e+10
1 batteria da 8 kWh 1.82558e+10
2 batterie da 4 kWh 1.82558e+10
1 batteria da 10 kWh 1.74914e+10
2 batterie da 5 kWh 1.77738e+10
1 batteria da 12 kWh 1.67640e+10
2 batterie da 6 kWh 1.67639e+10
Figura 1.11: Simulazione al variare della capacit a Emax = Emax;1 + Emax;2
per confrontare il caso a 1 batteria rispetto a quello a 2 batterie
in termini di costo medio istantaneo (andamento complessivo).
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Figura 1.12: Simulazione al variare della capacit a Emax = Emax;1 + Emax;2
per confrontare il caso a 1 batteria rispetto a quello a 2 batterie
in termini di costo medio istantaneo (dettaglio).
delle due batterie) rispetto al caso con un solo dispositivo di energy storage di capacit a Emax.
Per avere conferma di quanto appena aermato, si  e eseguita una seconda simulazione identica
alla prima a parte il fatto che E1 = E2 = E
2 = 0.25 kWh in modo da non favorire mai la
situazione a batteria centralizzata rispetto a quella con doppia batteria; il \prezzo da pagare"  e
un aumento notevole del tempo di calcolo del costo di quest'ultima soluzione, dal momento che
la complessit a computazionale dell'algoritmo di Viterbi si sa  O(T  N1  N2) e che N1 ed N2
sono legati al passo di quantizzazione impiegato dalla relazione Ni =
j
Emax; i
Ei
k
+ 1 per i = 1; 2. I
risultati ottenuti sono riportati nella Tabella 1.2 in termini di costo medio cumulativo e nelle
Figure 1.13 e 1.14 in termini di costo medio istantaneo.
I costi cumulativi riportati nella Tabella 1.1 confermano con buona approssimazione l'osserva-
zione precedentemente riportata sul passo di quantizzazione dei livelli energetici: per valori elevati
della capacit a, la soluzione con due batterie ore ora prestazioni in termini di costo leggermente
superiori di quella a singola batteria, ma in modo cos  modesto in termini percentuali che si
possono considerare a tutti gli eetti equivalenti. Ci o  e confermato anche dalla Figura 1.13: le cor-
rispondenti curve del costo medio istantaneo risultano sovrapposte, e nemmeno nella Figura 1.14,
che ne riporta un forte ingrandimento, si riesce ad osservare visivamente la dierenza.
La spiegazione che si ritiene essere la pi u ragionevole di questo confronto tra costo della
soluzione con uno o pi u dispositivi di energy stirage, a parit a di capacit a totale,  e legata a quanto
riportato nella Sezione E - Resource pooling dell'articolo [2]: l  gli autori del paper, ragionando
in modo complementare rispetto a quanto fatto in questa sezione, considerano come alternativa
all'energy storage da parte di singole abitazioni, ciascuna con una propria batteria di capacit a
limitata, quella di usare un'unica grande batteria condivisa da pi u utenti, ovvero, al posto del
caso con n utenti ciascuno con una batteria da 16 kWh quello con un'unica batteria condivisa da
16  n kWh di capacit a. Viene impiegato il tool impiegato nella Sezione 1.5 per generare richieste
di potenza il pi u possibile indipendenti e incorrelate per ciascuna abitazione. Nel caso con pi u
22CAPITOLO 1. Primo modello di sistema 1.9. Caso con due batterie
Tabella 1.2: Risultati numerici sul costo complessivo oine (calcolato con
l'algoritmo AOS) relativo al confronto tra il caso a singola e a
doppia batteria: E = 2E1 = 2E2 = 0.5 kWh.
Descrizione Costo ottenuto
1 batteria da 4kWh 1.99019e+10
2 batterie da 2 kWh 1.99020e+10
1 batteria da 6 kWh 1.90584e+10
2 batterie da 3 kWh 1.90728e+10
1 batteria da 8 kWh 1.82558e+10
2 batterie da 4 kWh 1.82558e+10
1 batteria da 10 kWh 1.74914e+10
2 batterie da 5 kWh 1.74909e+10
1 batteria da 12 kWh 1.67640e+10
2 batterie da 6 kWh 1.67639e+10
Figura 1.13: Simulazione al variare della capacit a Emax = Emax;1 + Emax;2
con E = 2E1 = 2E2 = 0.5 kWh per confrontare il caso
a 1 batteria rispetto a quello a 2 batterie in termini di costo
medio istantaneo (andamento complessivo).
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Figura 1.14: Simulazione al variare della capacit a Emax = Emax;1 + Emax;2
con E = 2E1 = 2E2 = 0.5 kWh per confrontare il caso
a 1 batteria rispetto a quello a 2 batterie in termini di costo
medio istantaneo (dettaglio).
dispositivi di energy storage, ogni sequenza fPk;ig per i = 1; 2; :::; n viene data in ingresso al
controllore della batteria corrispondente. Quando il dispositivo di energy storage  e condiviso,
invece, la aggregate demand data di tutte le abitazioni viene considerata come un'unica sequenza
di richieste di potenza dal controllore dell'unica batteria del sistema. Nel paper si osserva per via
numerica (a dire il vero senza specicare nessun parametro usato per confrontare le prestazioni in
sede simulativa) che la condivisione della batterie, equivalente ad un unico dispositivo di energy
storage con capacit a n volte maggiore, porta a pochissimi vantaggi rispetto ad utilizzare pi u
batterie con minor possibilit a di immagazzinamento. Ci o viene giusticato dal fatto che si pu o
vericare che le sequenze delle richieste di potenza siano fortemente correlate 5: dato che tutti gli
utenti hanno il consumo di picco approssimativamente alla stessa ora, c' e una modesta possibilit a
di poter sfruttare la batteria condivisa che, per poter portare ad un guadagno sul costo davvero
signicativo, dovrebbe avere una capacit a  16  n, in modo da poter essere utile anche nelle
ore pi u \critiche" all'interno della giornata che, per la correlazione presente nelle richieste di
potenza, sono comuni a tutte le abitazioni.
Rovesciando l'ottica dell'argomentazione, va ricordato che nello scenario considerato, quando
si usano pi u batterie con capacit a che sommano allo stesso valore di un'unica batteria pi u
grande, queste ricevono in ingresso non richieste di potenza fortemente correlate, ma esattamente
la stessa sequenza fPkg: questo perch e si  e sempre supposto che il controllo della grid sia
centralizzato e quindi l'aggregazione delle domande di energia delle diverse abitazioni avvenga a
monte dell'ingresso al controllore della batteria o delle batterie.  E quest'ultima osservazione che
si ritiene possa giusticare i risultati relativi al confronto tra il costo della soluzione ottenuta
5Ci o non risulta un limite del tool proposto dagli autori di [13], ma una peculiarit a endemicamente diusa del
consumo energetico contemporaneo.
24con uno o due dispositivi di energy storage: semplicemente il setting della grid del modello di
sistema considerato, ed il problema di ottimizzazione che ne deriva, non  e predisposto in maniera
intelligente all'uso di pi u batterie distribuite al posto di un'unica centralizzata. Perch e questo
risulti una scelta che porti ad un guadagno sul costo davvero signicativo, infatti, il problema di
minimizzazione avrebbe dovuto essere denito 6 avendo in ingresso le sequenze disgiunte della
richieste nette di potenza fPk;ig peri = 1; 2; :::M, ipotizzando che ciascuna abitazione sia
dotata di una propria batteria e di un relativo controllore e sperando, come osservato in [2],
che tali richieste energetiche risultino il pi u possibile scorrelate. Solo in tal caso il nuovo (e pi u
complesso) problema di minimizzazione vettoriale congiunta rispetto alla somma dei costi da
pagare da parte di ciascun utente potrebbe trarre dei vantaggi rilevanti dal resource pooling,
mentre quello denito dall'equazione (1.11) non \guadagna in generalit a" se ottimizzato rispetto
alle M sequenze fEk;ig per i = 1; 2; :::; M dei livelli energetici di altrettante batterie.
6Ci o si potrebbe ben prestare ad altri lavori di studio e approfondimento da parte di altri tesisti.Capitolo 2
Introduzione alla tecnica ottima di
soluzione online: il RL
2.1 L'interfaccia agente-ambiente del RL
Il problema del Reinforcement Learning (RL), che viene trattato in modo chiaro e analiticamente
preciso in [16],  e nato per essere la cornice completa del problema di imparare da un'interazione
per raggiungere un obiettivo. Il learner e decision-maker sono chiamati l'agente. La cosa con
cui si interagisce, ovvero tutto quello al di fuori dell'agente, viene chiamato l'ambiente. Questi
interagiscono continuamente: l'agente seleziona le azioni e l'ambiente risponde a tali azioni e
presenta nuove situazioni all'agente. L'ambiente, inoltre, d a luogo a dei guadagni, valori numerici
speciali che l'agente tenta di massimizzare nel corso del tempo. Una completa specicazione di
un ambiente denisce un task, ovvero un'istanza del problema del RL.
Pi u in dettaglio, l'agente e l'ambiente interagiscono ad ogni passo di una sequenza di istanti
temporali discreti, t = 0; 1; 2; 3; :::. Ad ogni istante temporale t, l'agente riceve una qualche
rappresentazione dello stato dell'ambiente, st 2 S, dove S  e l'insieme degli stati possibili, e su
tale base seleziona un'azione, at 2 A(st), dove A(st)  e l'insieme di azioni disponibili nello stato
st. Un instante di tempo dopo, in parte come conseguenza dell'azione scelta, l'agente riceve
un guadagno di tipo numerico, rt+1 2 R, e si ritrova in un nuovo stato, st+1
1. La Figura 2.1
rappresenta schematicamente l'interazione tra agente ed ambiente.
state reward action
Agent
Environment
t a st
st+1
rt+1
rt
Figura 2.1: L'interazione agente-ambiente nel RL.
1Viene usato rt+1, al posto di rt, per indicare il guadagno immediato dovuto all'azione intrapresa al tempo t,
perch e ci o enfatizza il fatto che il guadagno successivo e lo stato successivo, st+1, sono determinati congiuntamente.
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Ad ogni istante temporale, l'agente implementa una mappa dagli stati alle probabilit a di
selezionare ogni possibile azione. Questa mappa  e denita come la strategia dell'agente e
viene indicata con t, dove t(s; a)  e la probabilit a che at = a se st = s. I metodi di RL
specicano come l'agente modichi la propria strategia come conseguenza delle azioni intraprese.
Lo scopo/obiettivo dell'agente  e formalizzato in termini di un segnale speciale di guadagno che
passa dall'ambiente all'agente. Ad ogni istante temporale, il guadagno  e un semplice numero,
rt 2 R. In modo informale, l'obiettivo dell'agente  e quello di massimizzare la somma totale
dei guadagni che riceve: questo signica massimizzare non il guadagno immediato, ma quello
cumulativo nel lungo periodo. Se la sequenza dei guadagni ricevuti dopo l'istante temporale t  e
indicata come rt+1; rt+2; rt+3; :::,  e lecito chiedersi quale specico aspetto di questa sequenza
si tenti di massimizzare. In generale si cerca di massimizzare il ritorno atteso, dove il ritorno,
Rt,  e denito come una qualche specica funzione della sequenza dei guadagni. Nel caso pi u
semplice (che  e anche quello considerato nel resto della trattazione) il ritorno  e dato dalla somma
dei guadagni
Rt = rt+1 + rt+2 + rt+3 + ::: + rT (2.1)
dove T  e un istante di tempo nale. Questo approccio ha senso in applicazioni in cui ci sia una
nozione naturale di istante temporale nale, ovvero, quando l'interazione agente-ambiente si pu o
spezzare naturalmente in sotto-sequenze, che vengono chiamate episodi. Ogni episodio termina
in uno stato speciale chiamato stato terminale, seguito da un reset ad uno stato di partenza o ad
un campione da una certa distribuzione di stati di partenza. Nei task ad episodio ci pu o essere la
necessit a di distinguere l'insieme di tutti gli stati non-terminali, indicato come S, da quello di
tutti gli stati e lo stato terminale, indicato come S+.
D'altro canto, in molti casi l'interazione agente-ambiente non si pu o spezzare naturalmente
in episodi ben identicabili, ma va avanti continuamente senza limite: si tratta cio e di continuing
tasks. La formulazione (2.1) risulta problematica in questi casi perch e l'istante di tempo nale
sarebbe T = 1, ed il ritorno, che si sta cercando di massimizzare, potrebbe anch'esso essere
innito. Risulta necessario in questo caso, quindi, introdurre il concetto di sconto. In accordo
con tale nuovo approccio, l'agente prova a selezionare azioni in modo che la somma di tutti i
guadagni scontati che riceve in futuro venga massimizzata. In particolare, l'agente sceglie l'azione
at in modo da massimizzare il ritorno scontato atteso
Rt = rt+1 + 
 rt+2 + 
2 rt+3 + ::: =
1 X
k=0

k rt+1+k (2.2)
dove 
  e un parametro, 0  
  1, chiamato fattore di sconto. Il fattore di sconto determina
il valore presente dei guadagni futuri: un guadagno ricevuto k passi temporali successivi viene
pesato soltanto 
k 1 volte di quanto sarebbe pesato se fosse ricevuto immediatamente. Se 
 < 1,
la somma innita ha un valore nito se la sequenza dei guadagni frkg risulta limitata. Se, invece,

 = 0, l'agente  e \miope" essendo concentrato nel massimizzare soltanto i guadagni immediati:
il suo obiettivo in questo caso  e quello di imparare come scegliere l'azione at in modo da
massimizzare rt+1. Se ciascuna delle azioni dell'agente in
uisce soltanto sul guadagno immediato
e in nessuna misura sui guadagni futuri, allora un agente \miope" potrebbe massimizzare (2.2)
massimizzando separatamente ogni guadagno immediato. In generale, tuttavia, comportarsi in
modo da massimizzare solo il guadagno immediato pu o ridurre l'accesso a guadagni futuri e in
tal modo il ritorno scontato atteso potrebbe risultarne penalizzato. Quando 
 si avvicina ad 1,
invece, l'obiettivo prende in considerazione i guadagni futuri in modo evidente: l'agente diventa
di conseguenza pi u prudente.
Essere precisi dal punto di vista matematico riguardo ai task episodici richiede qualche
ranamento della notazione usata. Invece che una lunga sequenza di istanti temporali, bisogna
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considerare una serie di episodi, ciascuno dei quali consiste in una sequenza nita di unit a
temporali. Gli istanti temporali di ogni episodio vengono numerati partendo di nuovo da 0.
Quindi, c' e bisogno di riferirsi non solo a st (lo stato al tempo t) ma a st;i, lo stato al tempo t
dell'episodio i (ed, in modo del tutto simile, ad at;i, rt;i, t;i, Ti, etc.). Comunque, trattando
task episodici non verr a praticamente mai fatta distinzione tra diversi episodi. Si considerer a
quasi sempre un singolo episodio in particolare, o verr a aermato qualcosa che risulta valido
per tutti gli episodi: per tali ragioni, si adotter a come notazione st per riferirsi a st;i e cos  via.
Inoltre, i due casi del ritorno atteso denito come una sommatoria su un numero di termini
nito (2.1) ed innito (2.2) possono essere espressi tramite una notazione unicata considerando
come termine di un episodio l'entrata in uno stato speciale assorbente che permetta transizioni
solo verso se stesso e che generi solo guadagni nulli. Si pu o quindi denire in generale il ritorno,
in accordo con (2.2), usando la convenzione di omettere il numero degli episodi quando questo
non  e esplicitamente richiesto, ed includendo la possibilit a che 
 = 1 se la somma rimane nita
(ad esempio perch e tutti gli episodi giungono a termine: come nel problema di ottimizzazione
arontato da questa tesi nei Capitoli 3 e 4). Alternativamente, si pu o esprimere il ricavo nel
modo seguente
Rt =
T X
k=0

k rt+1+k (2.3)
includendo la possibilit a che T = 1 o che 
 = 1 (ma non entrambi contemporaneamente).
2.2 MDP
La propriet a di Markov: nel contesto del RL, l'agente prende le proprie decisioni in funzione
di un segnale proveniente dall'ambiente chiamato stato, dove con stato si intende qualsiasi
informazione che sia disponibile all'agente; si assume che lo stato venga fornito da un qualche
sistema con funzione di pre-processing che sia nominalmente parte dell'ambiente. Idealmente,
quello che si vorrebbe  e un segnale di stato che riassuma tutti gli avvenimenti del passato in
modo compatto, ma in maniera tale che tutta l'informazione rilevante sia preservata. Questo
normalmente richiede pi u che le \sensazioni" immediate, ma mai di pi u di tutta la storia completa
delle \sensazioni" passate. Un segnale di stato che riesca a mantenere tutta l'informazione
rilevante si denisce essere di Markov, o in possesso della propriet a di Markov. Ci o pu o essere
equivalentemente visto come una sorta di propriet a di indipendenza dal percorso, perch e tutto
quello che conta si trova nel segnale di stato corrente: il suo signicato  e indipendente dal
percorso, dalla storia, o dai segnali che hanno condotto ad esso. Per denire formalmente la
propriet a di Markov per il problema del RL, si assuma che ci sia un numero nito di stati e di
valori di guadagno. Si consideri quindi come un ambiente generico possa rispondere al tempo t+1
ad un'azione intrapresa al tempo t. Nel caso (causale) pi u generale tale risposta pu o dipendere
da qualunque cosa sia accaduta precedentemente: in tale situazione la dinamica del sistema non
pu o che essere denite specicando la distribuzione di probabilit a completa
Pr

st+1 = s0; rt+1 = rjst; at; rt; st 1; at 1; :::; r1; s0; a0
	
(2.4)
per 8s0; r, e per tutti i possibili valori degli eventi passati: st; at; rt; :::; r1; s0; a0. Se il segnale
di stato possiede la propriet a di Markov, tuttavia, la risposta dell'ambiente al tempo t + 1
dipende solo dalle rappresentazioni dello stato e dell'azione al tempo t, ed in tal caso la dinamica
dell'ambiente si pu o denire specicando soltanto
Pr

st+1 = s0; rt+1 = rjst; at
	
(2.5)
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per 8s0; r; st at. In altre parole, un segnale di stato possiede la propriet a di Markov, ed  e uno stato
di Markov, se e solo se (2.5)  e equivalente a (2.4) per 8s0; r e \storie", st; at; rt; :::; r1; s0; a0.
In questo caso, l'ambiente ed il task nel loro complesso sono detti avere la propriet a di Markov.
Se un ambiente possiede la propriet a di Markov, allora la sua dinamica ad un passo (2.5)
consente di predire lo stato ed il guadagno totale atteso complessivi dati lo stato e l'azione
corrente. Si pu o dimostrare che, iterando questa equazione, si possono predire tutti gli stati
e guadagni attesi futuri dalla conoscenza dello stato corrente soltanto, allo stesso modo in cui
sarebbe possibile farlo conoscendo la storia completa del sistema no al tempo corrente. In questo
modo la strategia migliore per scegliere le azioni in funzione dello stato di Markov  e altrettanto
valida della strategia migliore per selezionare le azioni in funzione delle storie complete. Anche
quando il segnale di stato non  e di Markov, risulta ancora appropriato pensare allo stato nel RL
come un'approssimazione di uno stato di Markov. In particolare, si vuole sempre che lo stato sia
una buona base per poter predire i guadagni futuri e selezionare le azioni. Pu o quindi essere utile
pensare allo stato ad ogni istante temporale come un'approssimazione di uno stato di Markov,
pur ricordando che esso potrebbe non soddisfare la propriet a di Markov. La propriet a di Markov
 e molto importante nel RL perch e si assume che decisioni e valori siano funzioni soltanto dello
stato corrente: anch e questi possano essere ecaci nel trasportare la corretta informazione, la
rappresentazione dello stato deve essere sucientemente accurata. La teoria sviluppata per il
caso di Markov, tuttavia, si rende utile nella comprensione degli algoritmi che verranno proposti,
e tali algoritmi possono essere anche applicati con successo a molti task con stati che non siano
strettamente di Markov.
Un task di RL che soddis la propriet a di Markov viene chiamato Markov Decision Process
(MDP). Se poi lo spazio degli stati e quello delle azioni sono niti, viene allora chiamato nite
MDP. I MDP niti sono particolarmente importanti per la teoria del RL. Un particolare MDP
nito viene denito completamente dai suoi insiemi degli stati e delle azioni e dalla dinamica
dell'ambiente ad un passo. Dati qualunque stato ed azione, s ed a, la probabilit a di ogni possibile
stato successivo, s0,  e data da
Pa
ss0 = Pr

st+1 = s0 jst = s; at = a
	
: (2.6)
Tali quantit a sono chiamate probabilit a di transizione. Allo stesso modo, da qualsiasi stato
corrente ed azione, s ed a, insieme a qualsiasi stato successivo, s0, l'aspettazione del valore del
guadagno atteso si pu o esprimere come
Ra
ss0 = E

rt+1 jst = s; at = a; st+1 = s0	
: (2.7)
Le quantit a Pa
ss0 e Ra
ss0 specicano completamente gli aspetti pi u importanti della dinamica di
un MDP nito (viene persa soltanto l'informazione sulla distribuzione dei guadagni attorno al
loro valore medio).
2.2.1 Value Functions
Praticamente tutti gli algoritmi di RL sono basati sulla stima delle value functions - funzioni
dello stato (o della coppia azione-stato) - che cercano d rappresentare \quanto positivo"  e per
l'agente trovarsi in un certo stato (od eseguire una certa azione a partire da un certo stato).
La nozione di \quanto positivo"  e qui denita in termini di guadagni futuri che possono essere
attesi, o, per essere precisi, in termini di ritorno medio. Ovviamente i guadagni che l'agente
si pu o aspettare di ricevere in futuro dipendono da quali azioni adotter a: conformemente, le
value functions sono denite rispetto a particolari strategie. Si ricordi che una strategia, ,  e
una mappa da ogni stato, s 2 S, ed azione, a 2 A(s), alla probabilit a (s; a) di intraprendere
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l'azione a quando ci si trova nello stato s. In modo non formale, il valore di uno stato s seguendo
una certa strategia , indicato come V (s),  e il ritorno medio partendo dallo stato s e seguendo
la strategia  da l  in avanti. Per i MDP, V (s) pu o essere denita formalmente come
V (s) = E fRt jst = sg = E
(
1 X
k=0

k rt+1+k jst = s
)
(2.8)
dove E fg indica il valore atteso dato che l'agente segue la strategia . Si noti che il valore
dello stato terminale, se presente,  e sempre zero. La funzione V  viene chiamata state-value
function per la strategia .
In modo simile, si denisce il valore derivante dall'intraprendere l'azione a nello stato s
seguendo la strategia , rappresentato da Q(s; a), come il ritorno medio partendo dallo stato s,
intraprendendo l'azione a, e seguendo la strategia  da l  in avanti
Q(s; a) = E fRt jst = s; at = ag = E
(
1 X
k=0

k rt+1+k jst = s; at = a
)
: (2.9)
La funzione Q viene chiamata action-value function per la strategia .
Le value functions V  e Q possono essere stimate dall'esperienza. Per esempio, se un agente
segue una strategia  e mantiene una media, per ogni stato incontrato, dei ritorni eettivi che
hanno seguito tale stato, allora la media converger a al valore dello stato, V (s), non appena il
numero di volte che lo stato  e incontrato tende ad innito. Se medie separate sono memorizzate
per ogni azione intraprendibile a partire da un certo stato, queste convergeranno, in modo simile,
agli action values Q(s; a). I metodi di stima di questo tipo vengono classicati come metodi di
Monte Carlo, dal momento che coinvolgono un'operazione di media su campioni random di ritorni
eettivi. Ovviamente, se ci sono davvero molti stati, allora potrebbe non essere molto pratico
mantenere medie separate per ogni stato individualmente. L'agente dovrebbe, invece, mantenere
traccia di V  e Q come funzioni parametrizzate e aggiustare i parametri per matchare nel modo
pi u accurato possibile i ritorni osservati.
Una propriet a fondamentale delle value functions usata in ogni parte del RL e della DP  e
che esse soddisfano particolari relazioni ricorsive. Per qualsiasi strategia  e per qualsiasi stato
s, vale la seguente condizione di consistenza tra il valore di s e quello di tutti i possibili stati
successori
V (s) = E fRt jst = sg = E
(
1 X
k=0

k rt+1+k jst = s
)
= E
(
rt+1 + 

1 X
k=0

k rt+2+k jst = s
)
=
X
a
(s; a)
X
s0
Pa
ss0
(
Ra
ss0 + 
 E
(
1 X
k=0

k rt+2+k jst+1 = s0
)#
=
X
a
(s; a)
X
s0
Pa
ss0

Ra
ss0 + 
 V (s0)

(2.10)
dove  e implicito che le azioni, a, siano scelte dall'insieme A(s), e che gli stati successivi, s0, siano
presi dall'insieme S, o da S0 nel caso di un problema episodico. L'equazione (2.10)  e chiamata
equazione di Bellmann per V : essa esprime la relazione tra il valore di uno stato e i valori dei
suoi stati successori. Si pensi di guardare in avanti da uno stato verso i possibili successori, come
suggerito in Figura 2.2(a). Ogni cerchio vuoto rappresenta uno stato e ogni circoletto colorato di
nero rappresenta una possibile coppia azione-stato. Partendo dallo stato s, la radice dell'albero
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in alto, l'agente pu o intraprendere qualsiasi azione dall'insieme di quelle ammissibili per tale
stato (in gura ne sono rappresentate tre). Da ciascuna di esse, l'ambiente pu o rispondere con
uno tra diversi stati, s0, insieme ad un guadagno r. L'equazione di Bellman (2.10) media tra
tutte le possibilit a, pesando ciascuna per la propria probabilit a di occorrenza: aerma cio e che il
valore dello stato di partenza deve essere uguale al valore medio (scontato) dello stato successivo,
pi u il guadagno atteso lungo la via.
(a)
s s
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Figura 2.2: Diagrammi di backup per (a) V  e (b) Q.
La value function V  risulta l'unica soluzione dell'equazione di Bellman, che si pu o dimostrare
essere anche alla base di un numero di modi di calcolare, approssimare ed apprendere V . I
diagrammi come quelli mostrati in Figura 2.2 sono chiamati diagrammi di backup perch e
rappresentano le relazioni che sono alla base delle operazioni di aggiornamento o backup che sono
il cuore dei metodi di RL. Queste operazioni trasferiscono l'informazione sul valore indietro verso
un certo stato (o coppia stato-azione) a partire dai suoi stati successori (o coppie stato-azione):
forniscono quindi una rappresentazione graca immediata dei vari algoritmi usati per sfruttare
le equazioni di Bellman (si noti che, a dierenza del gra di transizione, i nodi di stato dei
diagrammi di backup non rappresentano necessariamente stati distinti; per esempio, uno stato
pu o benissimo essere un suo successore; vengono, inoltre, omesse le punte delle frecce perch e il
tempo in un diagramma di backup scorre sempre verso il basso).
2.2.2 Optimal Value Functions
Risolvere un problema di RL signica, in parole povere, trovare una strategia che garantisca
il maggior guadagno possibile sul lungo periodo. Per MDP niti, si possono denire strategie
ottime in modo analiticamente preciso nella maniera seguente. Le value functions stabiliscono
un ordine parziale tra le strategie. Una strategia  si denisce migliore od uguale ad un'altra
strategia 0 se il suo ritorno medio risulta maggiore od uguale a quello di 0 per tutti gli stati:
ovvero,   0 se e solo se V (s)  V 0
(s)8s 2 S. C' e sempre almeno una strategia che  e
migliore od uguale di tutte le altre: essa costituisce una strategia ottima. Sebbene ce ne possano
essere pi u di una, tutte le strategie ottime saranno indicate con : esse condividono la stessa
state-value function, chiamata optimal state-value function, indicata con V  e denita come
V (s) = max
 V (s) 8s 2 S: (2.11)
Le strategie ottime condividono anche la stessa optimal action-value function, indicata con Q e
denita come
Q(s; a) = max

Q(s; a) 8s 2 S; a 2 A(s): (2.12)
Per la coppia stato-azione (s; a), questa funzione d a il ritorno medio intraprendendo l'azione a a
partire dallo stato s e seguendo da l  in avanti la strategia ottima. Quindi Q pu o essere espressa
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in termini di V  nel modo seguente
Q(s; a) = Efrt+1 + 
 V (st+1)jst = s; at = ag: (2.13)
Inoltre, dato che V   e la value function per una certa strategia, essa deve soddisfare la condizione
di auto-consistenza che  e data dall'equazione di Bellman (2.10) per i valori degli stati. Dato che
si tratta della optimal value function, tuttavia, la condizione di consistenza per V  pu o essere
scritta in una forma particolare, senza alcun riferimento ad una specica strategia: si tratta
dell'equazione di Bellman per V , o della equazione di ottimalit a di Bellman. Intuitivamente,
l'equazione di ottimalit a di Bellman esprime il fatto che il valore di uno stato seguendo una
strategia ottima deve essere uguale al ritorno medio per l'azione migliore intraprendibile dallo
stato in questione, ovvero
V (s) = max
a2A(s)
Q
(s; a) = max
a
E fRt jst = s; at = ag
= max
a E
(
1 X
k=0

k rt+1+k 2 st = s; at = a
)
= max
a E
(
rt+1 + 

1 X
k=0

k rt+2+k jst = s; at = a
)
= max
a
Efrt+1 + 
 V (st+1)jst = s; at = ag
= max
a
X
s0
Pa
ss0

Ra
ss0 + 
 V (s0)

:
(2.14)
Le ultime due equazioni sono due forme della equazione di ottimalit a di Bellman per V .
L'equazione di ottimalit a di Bellman per Q  e data invece da
Q(s; a) = E

rt+1 + 
 max
a0 Q(st+1; a0)jst = s; at = a

=
X
s0
Pa
ss0

Ra
ss0 + 
 max
a0 Q(s0; a0)

:
(2.15)
I diagrammi di backup rappresentati in Figura 2.3 mostrano gracamente il range di stati ed
azioni futuri considerati nelle equazioni di ottimalit a di Bellman per V  e Q. Essi sono uguali
ai diagrammi di backup di V  e Q ad eccezione del fatto che sono stati aggiunti degli archi nei
punti di decisione dell'agente, per rappresentare che viene eseguita un'operazione di massimo
rispetto a tale scelta invece che un valore atteso data una certa strategia. La Figura 2.3(a), in
particolare, rappresenta gracamente l'equazione di ottimalit a di Bellman (2.14).
Per MDP niti, l'equazione di ottimalit a di Bellman (2.14) ha una soluzione unica indipen-
dentemente dalla strategia. L'equazione di ottimalit a di Bellman  e, a dire il vero, un sistema di
equazioni, una per ciascuno stato: se ci sono N stati, ci saranno di conseguenza N equazioni in
N incognite. Se la dinamica del sistema  e conosciuta (in termini di Ra
ss0 e Pa
s;s0), allora, almeno
in linea di principio, questo sistema di equazioni si pu o esplicitare in funzione di V  usando uno
dei metodi tra la variet a di quelli a disposizione per la risoluzione dei sistemi di equazioni non
lineari; si pu o anche risolvere il corrispondente sistema di equazioni per Q. Una volta che si ha
a disposizione V ,  e relativamente semplice determinare una strategia ottima. Per ogni stato
s, ci saranno una o pi u azioni in corrispondenza delle quali viene raggiunto il massimo nelle
equazioni di ottimalit a di Bellman: qualsiasi strategia che assegni probabilit a non-nulla solo a
questo insieme di azioni risulta una strategia ottima. Si pu o pensare a quanto appena descritto
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Figura 2.3: Diagrammi di backup per (a) V  e (b) Q.
come ad una ricerca a singolo step. Avendo quindi a disposizione la optimal value function, V ,
allora le azioni che appaiono migliori dopo una ricerca ad un singolo passo risulteranno le azioni
ottime. Un'altra maniera di ribadire lo stesso concetto  e aermare che qualsiasi strategia che sia
greedy rispetto alla optimal value function V   e una strategia ottima. Il termine greedy viene
usato nel mondo della Computer Science per descrivere qualsiasi ricerca o procedura decisionale
che selezioni alternative basandosi soltanto su considerazioni locali o comunque immediate, senza
considerare la possibilit a che tale selezione possa compromettere l'accesso futuro ad alternative
migliori. Conseguentemente, una procedura greedy corrisponde a strategie che selezionino azioni
basandosi solo sulle loro conseguenze a breve termine. La \bellezza" di V   e che se usata per
valutare le conseguenze a breve termine delle azioni - in particolare, le conseguenze ad un solo
passo - allora essa risulta ottima sul lungo periodo (scopo a cui si  e in realt a interessati), e questo
perch e V  tiene gi a in considerazione le conseguenze in termini di guadagno di tutti i possibili
comportamenti futuri. Attraverso la conoscenza di V , cio e, il ritorno medio sul lungo termine  e
ricondotto ad una quantit a che  e localmente ed immediatamente disponibile per ciascuno stato:
una procedura di ricerca a singolo passo corrisponde quindi alle azioni ottime sul lungo periodo.
Avere a disposizione Q rende la scelta delle azioni ottime ancora pi u semplice: all'agente non
serve nemmeno eettuare una ricerca ad un passo in avanti. Per qualunque stato s, esso pu o
semplicemente trovare qualsiasi azione che massimizzi la quantit a Q(s; a). La action-value
function cattura in eetti i risultati di tutte le procedure di ricerca ad un solo step e fornisce il
ritorno medio ottimo (nel senso di maggiore possibile) sul lungo periodo come un valore che  e
localmente ed immediatamente disponibile per ciascuna coppia stato-azione. Quindi, al costo
di rappresentare una funzione di coppie stato-azione, invece che soltanto di stati, la optimal
action-value function consente che le azioni ottime vengano selezionate senza sapere niente dei
possibili stati successori n e dei loro valori, ovvero, senza conoscere nulla riguardo alla dinamica
dell'ambiente.
2.3 DP
Il termine Dynamic Programming (DP) si riferisce ad una collezione di algoritmi che possono essere
usati per calcolare strategie ottime dato un modello perfetto dell'ambiente, come un MDP. Si assu-
ma quindi che gli insiemi degli stati e delle azioni, S e A(s), siano niti e che la dinamica del sistema
sia espressa tramite un insieme di probabilit a di transizione, Pa
ss0 = Prfst+1 = s0 jst = s; at = ag,
e di guadagni medi immediati, Ra
ss0 = Efrt+1 jat = a; st = s; st+1 = s0g 8s 2 S 8a 2 A(s) e
s0 2 S+ (dove si ricordi che S+  e costituito da S pi u uno stato terminale nel caso che il problema
sia episodico). L'idea chiave della DP, e del RL in generale,  e l'uso delle value functions per
organizzare e strutturare la ricerca di buone strategie: di seguito verr a illustrato come utilizzare la
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DP per calcolare le value functions denite nella Sezione 2.2.2. Come discusso precedentemente,
si possono ottenere facilmente le strategie ottime una volta che si hanno a disposizione le optimal
value functions V  o Q 8s 2 S 8a 2 A(s) e s0 2 S+: gli algoritmi di DP si ottengono
trasformando le equazioni di Bellman in assegnamenti, ovvero, in regole di aggiornamento per
migliorare l'approssimazione delle value functions desiderate.
2.3.1 Policy Evaluation
Si consideri prima come calcolare la state-value function V  per un'arbitraria strategia : ci o
viene indicato come policy evaluation nella letteratura della DP; ci si pu o riferire ad esso anche
come problema della predizione. Ricordando l'equazione (2.14) della Sezione 2.2.2, si ha che per
8s 2 S
V (s) = E

rt+1 + 
 rt+2 + 
2 rt+3 + ::: jst = s
	
= E frt+1 + 
 V (st+1)jst = sg
=
X
a
(s; a)
X
s0
Pa
s;s0

Ra
ss0 + 
 V (s0)
 (2.16)
dove (s; a)  e la probabilit a di intraprendere l'azione a a partire dallo stato s seguendo la
strategia , e le aspettazioni hanno come pedice  per indicare che sono condizionate al fatto
che venga seguita la strategia . L'esistenza e l'unicit a di V  sono garantite non appena o 
  1
o la terminazione nale  e assicurata a partire da tutti gli stati seguendo la strategia .
Se la dinamica del sistema  e completamente conosciuta, allora (2.16)  e un sistema di jSj
equazioni lineari simultanee in jSj incognite (le V (s); s 2 S): in linea di principio la soluzione
 e un calcolo abbastanza semplice, anche se tedioso. Per gli scopi della seguente trattazione,
sono pi u adatti metodi di soluzione iterativi. Si consideri una sequenza di value functions
approssimate fV0; V1; V2; :::g, ciascuna che mappi S+ in R. L'approssimazione iniziale, V0,  e
scelta arbitrariamente (eccetto che lo stato nale, se presente, al quale deve essere assegnato
valore 0) ed ogni approssimazione successiva  e ottenuta usando l'equazione di Bellman (2.16) per
V  come regola di aggiornamento
Vk+1(s) = E frt+1 + 
 Vk(st+1)jst = sg =
X
a
(s; a)
X
s0
Pa
s;s0

Ra
s;s0 + 
 Vk(s0)

(2.17)
per 8s 2 S. Ovviamente, Vk = V   e un punto ssato per questa regola di aggiornamento perch e
l'equazione di Bellman per V  assicura in questo caso l'uguaglianza. Per essere pi u precisi,
in generale si pu o dimostrare che la sequenza fVkg converge a V  per k ! 1 sotto le stesse
condizioni che garantiscono l'esistenza di V : questo algoritmo viene chiamato iterative policy
evaluation. Per ricavare l'approssimazione successiva, Vk+1, a partire da Vk, l'iterative policy
evaluation applica la stessa operazione a ciascun stato s: sostituisce il vecchio valore di s con
un nuovo valore ottenuto dai vecchi valori degli stati successori di s, ed i guadagni immediati
attesi, seguendo tutte le possibili transizioni ad un passo rispetto alla strategia che sta venendo
valutata; questo tipo di operazione sar a chiamato full backup. Ogni iterazione della iterative
policy evaluation salva subito il valore di ogni stato per produrre la nuova approssimazione della
value function Vk+1.
Per scrivere un programma sequenziale al computer che implementi la iterative policy evalua-
tion, come espresso da (2.17), c' e la necessit a di usare due array, uno per i valori vecchi, Vk(s),
ed uno per i valori nuovi, Vk+1(s): in questo modo, i valori nuovi possono essere calcolati ad
uno ad uno a partire da quelli vecchi senza che questi ultimi vengano sovrascritti.  E chiaro
che sarebbe pi u comodo usare un solo array ed aggiornare i valori in-place, ovvero, con ogni
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nuovo valore salvato che va a sovrascrivere immediatamente quello precedente. In tal modo,
a seconda dell'ordine con cui i valori degli stati vengono salvati, a destra del primo segno di
uguale dell'equazione (2.17) a volte verrebbero usati i nuovi valori invece che quelli vecchi. Tale
algoritmo leggermente modicato converge anch'esso a V : a dire il vero, generalmente converge
pi u velocemente della versione con due array, dato che usa i nuovi dati non appena diventano
disponibili. Per l'algoritmo in-place, inoltre, l'ordine con cui i valori degli stati vengono salvati ha
una signicativa in
uenza sul rate di convergenza: in genere  e ad esso che ci si riferisce quando si
citano algoritmi di DP.
Tabella 2.1: Iterative policy evaluation.
• Ingresso: , la strategia da valutare
• Inizializzazione: V (s) = 0, per 8s 2 S
• Si ripeta
{    0
{ Per 8s 2 S
(a) v   V (s)
(b) V (s)  
P
a (s; a)
P
s0 Pa
s;s0
h
Ra
s;s0 + 
 V (s0)
i
(c)    max(; jv   V (s)j)
{ Finch e  <  (un numero positivo piccolo)
• Uscita: V  V 
Un altro punto critico dell'implementazione riguarda la fase di terminazione dell'algoritmo.
Formalmente, la iterative policy evaluation converge solo al limite, ma in pratica deve essere
fermata prima di questo. Una tipica condizione di stop per la iterative policy evaluation  e
calcolare la quantit a maxs2S

Vk+1(s)   Vk(s)

 dopo ogni operazione di salvataggio di tutti i
valori degli stati e fermarsi quando tale quantit a  e sucientemente piccola: la Tabella 2.1 descrive
l'algoritmo completo per la policy evaluation con questo criterio di stop.
2.3.2 Policy Improvement
La ragione per cui si calcola la value function di una strategia  e per cercare di trovarne di migliori.
Si supponga di aver determinato la value function V  per un'arbitraria strategia deterministica .
Per qualche stato s si vorrebbe sapere se sia o meno opportuno cambiare strategia per scegliere
deterministicamente un'azione a 6= (s). Si conosce \quanto va bene" seguire la strategia corrente
a partire dallo stato s - cio e V (s) - ma non se si andrebbe meglio o peggio adottando la nuova
strategia. Una maniera di rispondere alla domanda  e di considerare la scelta dell'azione a in s e
da l  in avanti seguire la strategia  esistente. Il valore di questo comportamento  e dato da
Q(s; a) = E frt+1 + 
 V (st+1)jst = s; at = ag =
X
s0
Pa
ss0

Ra
ss0 + 
 V (s0)

: (2.18)
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Il criterio chiave  e se la quantit a appena denita  e pi u piccola o pi u grande di V (s). Se  e pi u
grande - ovvero, se  e meglio selezionare l'azione a una volta che ci si trova nello stato s e da l  in
poi seguire  piuttosto che seguire sempre  - ci si aspetta che sia ancora meglio selezionare a
ogni volta che si incontra lo stato s e che la nuova strategia cos  denita sia globalmente migliore.
Che questo sia vero  e un caso speciale di un risultato generale chiamato policy improvement
theorem. Siano  e 0 una qualsiasi coppia di strategie deterministiche tali per cui 8s 2 S si
abbia che
Q  
s; 0(s)

 V (s): (2.19)
Allora la strategia 0 deve essere migliore od uguale a : ovvero, deve portare ad un ritorno
medio maggiore od uguale a partire da qualunque stato 8s 2 S
V 0
(s)  V (s): (2.20)
Inoltre, se per qualche stato sussiste una stretta disuguaglianza nella (2.19), allora ci deve
essere una stretta disuguaglianza anche nella (2.20) per uno o pi u stati. Questo risultato si
applica in particolare alle due strategie appena prese in considerazione: una strategia originale
deterministica, , ed una modicata, 0, identica a  eccetto che 0(s) = a 6= (s). Ovviamente,
(2.19) vale anche per tutti gli altri stati 6= s. Quindi, se Q(s; a) > V (s), allora la strategia
modicata risulta in realt a migliore di .
L'idea che sta alla base della prova del policy improvement theorem  e facile da capire. A
partire da (2.19), si continua ad espandere il \lato" Q usando (2.18) e si riapplica (2.19) nch e
non si ottiene V 0
(s)
V (s)  Q  
s; 0(s)

= E0 frt+1 + 
 V (st+1)jst = sg
 E0

rt+1 + 
 Q  
st+1; 0 (st+1)

jst = s
	
= E0 frt+1 + 
 E0 frt+2 + 
 V  (st+2)g jst = sg
= E0

rt+1 + 
 rt+2 + 
2 V  (st+2) jst = s
	
 E0

rt+1 + 
 rt+2 + 
2 rt+3 + 
3 V  (st+3) jst = s
	
. . .
 E0

rt+1 + 
 rt+2 + 
2 rt+3 + 
3 rt+4 + ::: jst = s
	
= V 0
(s):
(2.21)
Fino a questo momento si  e visto come, data una strategia e la sua value function, si possa
facilmente valutare un cambiamento della strategia in un singolo stato rispetto ad una particolare
azione.  E un'estensione naturale considerare cambiamenti in tutti gli stati rispetto a tutte
le azioni possibili, selezionando in ogni stato l'azione che risulta essere la migliore rispetto a
Q(s; a). in altre parole, considerare la nuova strategia greedy, 0, data da
0(s) = argmax
a
Q(s; a)
= argmax
a
Efrt+1 + 
 V  (st+1) jst = s; at = ag
= argmax
a
X
s0
Pa
ss0

Ra
s;s0 + 
 V   
s0
:
(2.22)
La strategia greedy seleziona l'azione che risulta la migliore sul breve periodo - dopo uno step in
avanti - in accordo con V ; per costruzione, inoltre, soddisfa le condizioni del policy improvement
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theorem (2.19), quindi si sa che essa  e migliore o uguale alla strategia originale. Il processo di
costruzione di una nuova strategia che migliora una certa strategia iniziale, rendendola greedy o
\quasi" greedy rispetto alla value function della strategia originale,  e chiamato policy improvement.
Si supponga che la nuova strategia greedy, 0, sia altrettanto valida, ma non migliore, della
vecchia strategia : ma allora da (2.22) V  = V 0
e segue che 8s 2 S
V 0
(s) = max
a E
n
rt+1 + 
 V 0
(st+1) jst = s; at = a
o
= max
a
X
s0
Pa
s;s0

Ra
ss0 + 
 V   
s0
:
(2.23)
D'altronde tale equazione  e la stessa di quella di ottimalit a di Bellman e, quindi, V 0
deve
coincidere con V  e sia  che 0 devono costituire strategie ottime. Il policy improvement, in
sostanza, fornisce sempre una strategia strettamente migliore eccetto quando la strategia originale
 e gi a ottima.
Fino ad ora  e stato considerato solo il caso speciale di strategie deterministiche. Nel caso
generale, una strategia stocastica  specica delle probabilit a, (s; a), di intraprendere una certa
azione a al variare dello stato s; senza andare nel dettaglio, tutte le idee appena descritte si
estendono perfettamente al caso aleatorio. In particolare, continua a valere il policy improvement
theorem, che per il caso stocastico si esprime nel modo seguente
Q  
s; 0(s)

=
X
a
0(s; a)Q(s; a): (2.24)
Inne, se nei passi di policy improvement ci sono pi u azioni in corrispondenza delle quali viene
raggiunto il massimo, nel caso stocastico non serve banalmente selezionare una di esse. Ad ogni
azione che porta al massimo, invece, pu o essere assegnata una porzione di probabilit a di essere
selezionata nella nuova strategia greedy: uno schema di assegnazione rimane ammissibile nch e
assegna probabilit a nulla a tutte le azioni non-massimali.
2.3.3 Policy Iteration
Una volta che una strategia, ,  e stata migliorata usando V  portando ad una strategia migliore,
0, si pu o allora calcolare V 0
e migliorarla di nuovo per ottenere una strategia 00 che risulti
ancora pi u performante. Si pu o ottenere cos  una sequenza di strategie e value functions
monotonicamente crescente
0
E ! V 0 I ! 1
E ! V 1 I ! 2
E ! :::
I !  E ! V  (2.25)
dove
E ! indica una evaluation e
I ! un improvement. Ogni strategia  e garantito che costituisca
uno stretto miglioramento rispetto a quella precedente (a meno che non sia gi a ottima). Dato
che un MDP nito ha soltanto un numero nito di strategie, questo processo deve convergere in
un numero nito di iterazioni ad una strategia ottima, la optimal value function.
Il modo di raggiungere una strategia ottima  e chiamato policy iteration: l'algoritmo completo
 e descritto in Tabella 2.2. Si noti che ogni policy evaluation, essa stessa una computazione
iterativa, comincia dalla value function della strategia precedente. Questo tipicamente comporta
un signicativo incremento della velocit a di convergenza della policy evaluation (presumibilmente
perch e la value function cambia di poco da una strategia a quella successiva). La policy iteration
spesso converge in sorprendentemente poche iterazioni e, nel caso episodico, si procede verso gli
stati terminali in un numero di passi molto limitato.
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Tabella 2.2: Policy iteration (usando la iterative policy evaluation per il
calcolo di V . Nell'\argmax" step in 3, si assume che i nodi
siano risolti con un ordine consistente.
1. Inizializzazione: V (s) 2 R e (s) 2 A(s) a valori arbitrari per 8s 2 S
2. Policy evaluation
Si ripeta
•  ! 0
• Si ripeta per 8s 2 S
(a) v ! V (s)
(b) V (s) !
P
s0 P
(s)
ss0
h
R
(s)
ss0 + 
 V (s0)
i
(c)  ! max(; jv   V (s)j)
3. Finch e  <  (un numero positivo piccolo)
4. Policy Improvement
• policy-stable   true
• Per 8s 2 S
(a) b   (s)
(b) (s)   argmax
a
P
s0 Pa
ss0

Ra
ss0 + 
 V (s0)

(c) Se b 6= (s), allora policy-stable   false
• Se policy-stable, allora fermati; altrimenti vai al punto 2.
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2.3.4 Value Iteration
Uno svantaggio della policy iteration  e che ciascuna delle sue iterazioni comprende la policy
evaluation, che potrebbe essere essa stessa una computazione iterativa prolungata che richiede
salvataggi multipli nello spazio degli stati. Se la policy evaluation viene eseguita iterativamente,
allora la convergenza a V  si ha soltanto al limite:  e lecito chiedersi se serva aspettare l'esatta
convergenza, o ci si possa fermare prima. Lo step di policy evaluation della policy iteration, infatti,
pu o essere troncato in diverse maniere senza perdere la garanzia di convergenza di quest'ultima.
Un caso speciale importante da considerare  e quando la policy evaluation viene arrestata dopo
un solo passo (che corrisponde ad un salvataggio di ogni valore degli stati): questo algoritmo
viene chiamato value iteration. Pu o essere espresso come una semplice operazione di backup che
combina gli step di policy improvement e di policy evaluation troncata, ovvero
Vk+1(s) = max
a Efrt+1 + 
 Vk(st+1 jst; at = ag = max
a
X
s0
Pa
ss0

Ra
ss0 + 
 Vk
 
s0
(2.26)
per 8s 2 S. A partire da una V0 arbitraria, la sequenza fVkg si pu o dimostrare convergere a
V  sotto le stesse condizioni che garantiscono l'esistenza di V . Un altro modo di comprendere
la value iteration  e facendo riferimento all'equazione di ottimalit a di Bellman (2.14): si noti
infatti che la value iteration  e ottenuta semplicemente trasformando l'equazione di ottimalit a
di Bellman in una regola di aggiornamento. Si noti anche che il backup della value iteration  e
identico a quello della policy evaluation (2.17) ad eccezione che richiede che il massimo venga
calcolato rispetto a tutte le azioni ammissibili.
Considerando inne come termina la value iteration, si pu o osservare che, come la policy
evaluation, richiede formalmente un numero innito di iterazioni per convergere esattamente a V :
nella pratica, tuttavia, ci si pu o fermare una volta che la value function cambia soltanto di una
piccola quantit a ad ogni salvataggio. La tabella 2.3 d a una completa descrizione dell'algoritmo
value iteration implementato con tale condizione di terminazione. La value iteration combina
eettivamente, ad ogni salvataggio, un passo della procedura di policy evaluation ed uno di quella
di policy improvement: si pu o raggiungere spesso una pi u rapida convergenza interponendo pi u
passi di policy evaluation tra ciascun operazione di policy improvement.
2.3.5 Generalized Policy Iteration
La policy iteration consiste di due processi simultanei e che interagiscono tra loro, uno (la policy
evaluation)che rende la value function consistente con la strategia corrente e l'altro (la policy
improvement) che rende la strategia greedy rispetto alla value function corrente. Nella policy
iteration queste due procedure si alternano, e ciascuna si completa prima che l'altra inizi, ma
questo non  e veramente necessario. Nella value iteration, per esempio, viene eseguita soltanto
una singola iterazione della policy evaluation tra ciascun policy improvement. Si pu o infatti
dimostrare (ma non  e aatto banale) che nch e entrambi i processi continuano ad aggiornare
tutti gli stati, il risultato nale  e sempre lo stesso - convergenza a value function e a strategia
ottime. Viene usato il termine generalized policy iteration (GPI) per riferirsi all'idea generale di
processi di policy evaluation e policy improvement che interagiscono tra loro, indipendentemente
dalla granularit a e da altri dettagli di tali processi. Praticamente tutti i metodi di RL sono
ben descritti come una GPI: ovvero, tutti hanno strategie e value functions ben identicabili,
con la strategia che viene sempre migliorata rispetto alla value function e con quest'ultima che
viene sempre guidata nel suo aggiornamento dalla strategia corrente. Questo schema generale  e
illustrato in Figura 2.4.
40CAPITOLO 2. RL 2.3. DP
Tabella 2.3: Value iteration.
• Inizializzazione di V : arbitraria, ad esempio V (s) = 0 per 8s 2 S+
• Si ripeta
{    0
{ Per 8s 2 S
(a) v   V (s)
(b) V (s)   maxa
P
s0 Pa
ss0

Ra
ss0 + 
 V (s0)

(c)    max(; jv   V (s)j)
{ nch e  <  (un numero positivo piccolo)
• Uscita: una strategia deterministica, , tale che
(s) = argmax
a
P
s0 Pa
ss0

Ra
ss0 + 
 V (s0)

 E facile rendersi conto che se sia i processi di valutazione che di miglioramento si stabilizzano,
ovvero, non vengono pi u prodotti cambiamenti, allora sia la value function che la strategia
corrente devono essere ottime. La value function si stabilizza soltanto quando risulta consistente
con la strategia corrente, e la strategia si stabilizza soltanto quando  e gi a greedy rispetto alla
value function corrente. Entrambi i processi, quindi, giungono all'equilibrio soltanto quando  e
stata trovata una strategia che risulti greedy rispetto alla propria funzione da valutare: questo
signica infatti che vale l'equazione di ottimalit a di Bellman (2.14) e che quindi la strategia e la
value function risultano ottime. Le procedure di valutazione e miglioramento della GPI possono
essere viste sia in concorrenza che in cooperazione l'una rispetto all'altra. Sono in competizione
nel senso che spingono in direzioni diverse tra loro: rendere la strategia greedy rispetto alla value
function tipicamente rende quest'ultima non corretta per la strategia modicata, e rendere la
value function consistente con la strategia fa s  che tipicamente quest'ultima non sia pi u greedy.
Nel lungo periodo, tuttavia, questi due processi interagiscono no a trovare una singola soluzione
congiunta: value function e strategia ottime. Si potrebbe pensare anche all'interazione tra i
processi di valutazione e miglioramento della GPI in termini di due vincoli od obiettivi - ad
esempio, come a due linee in uno spazio bidimensionale, come rappresentato nella Figura 2.5.
Sebbene la reale geometria sia molto pi u complicata di quella di Figura 2.5, il diagramma
fornisce comunque una buona idea di ci o che accade nel caso reale: ogni processo guida la
value function o la strategia verso una delle linee che rappresentano una soluzione di uno
dei due obiettivi, i quali interagiscono continuamente tra loro perch e le due linee non sono
ortogonali. Andare direttamente verso un obiettivo causerebbe un allontanamento dall'altro
obiettivo. Inevitabilmente, comunque, il processo congiunto  e portato pi u vicino all'obiettivo
globale dell'ottimalit a. Le frecce di tale diagramma corrispondono al comportamento della policy
iteration nel senso che conducono il sistema lungo tutto il percorso composto del raggiungimento
parziale di uno dei due obiettivi. Nella GPI si potrebbe anche compiere passi pi u piccoli ed
incompleti verso ciascun obiettivo: in ogni caso, i due processi insieme raggiungono l'obiettivo
globale dell'ottimalit a anche se nessuno dei due sta spingendo verso di essa direttamente.
412.3. DP CAPITOLO 2. RL
evaluation
improvement
π
V → V π
π → greedy(V )
V
π∗ V ∗
Figura 2.4: Generalized policy iteration: value function e strategia corrente
interagiscono nch e non sono ottime e quindi consistenti l'una
rispetto all'altra.
2.3.6 Ecienza della DP
La DP pu o non risultare implementabile per problemi di dimensioni molto grandi, ma, rispetto
ad altri metodi per risolvere i MDP, la procedura di DP risulta abbastanza eciente. Ignorando
qualche dettaglio tecnico, il tempo che i metodi di DP richiedono per trovare una strategia
ottima risulta, nel caso peggiore, polinomiale nel numero di stati e di azioni. Se n ed m indicano
rispettivamente il numero di stati e di azioni, questo signica che un metodo di DP richiede un
numero di operazioni computazionali che  e inferiore ad una qualche funzione polinomiale di n
ed m. Si pu o dimostrare essere garantito che un metodo di DP trovi una strategia ottima in
tempo polinomiale anche se il numero totale di strategie (deterministiche)  e dato da mn. In
questo senso, la DP  e esponenzialmente pi u veloce di qualsiasi ricerca diretta nello spazio degli
stati, perch e quest'ultima dovrebbe esaminare in modo esaustivo ogni strategia per avere la
stessa garanzia di ottimalit a. Anche i metodi di programmazione lineare possono essere usati
per risolvere i MDP, ed in alcuni casi le loro garanzie di convergenza nel caso peggiore risultano
migliori di quelle dei metodi di DP. I metodi di programmazione lineare, tuttavia, diventano
impraticabili quando il numero di stati  e molto inferiore di quanto accada con la DP (in [16]
si parla di un fattore attorno a 100): per i problemi di dimensioni pi u elevate, quindi, solo le
procedure di DP costituiscono una via praticabile.
La DP viene talvolta pensata di modesta applicabilit a a causa del curse of dimensionality
(Bellman, 1957), ovvero il fatto che il numero di stati spesso cresce esponenzialmente con il
numero di variabili di stato. Spazi degli stati di dimensioni molto grandi creano s  dicolt a,
ma sono dicolt a intrinseche al problema, non alla DP come metodo di risoluzione: essa risulta
infatti comparativamente pi u adatta rispetto ai metodi concorrenti (come la ricerca diretta e la
programmazione lineare) a gestire grossi spazi degli stati. Nella pratica, i metodi di DP possono
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V π
π
V = V π
π = greedy(V )
V ∗
∗
Figura 2.5: Caso bidimensionale dell'interazione continua tra i due processi
che costituiscono la GPI.
essere usati con i computer moderni per risolvere MDP con milioni di stati 2. Vengono largamente
utilizzate sia la policy iteration che la value iteration, e non  e ben chiaro, sempre che sia possibile
stabilirlo in modo rigoroso, quale tra le due vada meglio nel caso generale. Dal punto di vista
computazionale, inoltre, entrambi i metodi convergono in genere molto pi u rapidamente del loro
tempo di esecuzione nel caso peggiore, in modo particolare se sono inizializzati con buone value
functions e strategie iniziali.
2Si noti che questa aermazione  e riportata, senza essere stata vericata, da un libro del 1998: nel 2012 ne
andrebbe sicuramente rivisto l'ordine di grandezza.Capitolo 3
Soluzione online ottima con una
batteria tramite DP
3.1 Denizione del problema di ottimizzazione con un'unica bat-
teria con la notazione del RL
Il modello generale di sistema descritto nel Capitolo 2  e uno strumento molto potente, le cui
potenzialit a sono sfruttate soltanto in minima parte nella sua applicazione alla risoluzione del
problema di ottimizzazione online con una sola batteria denito da (1.13). Per quanto riguarda
la denizione s di stato, esso risulta costituito semplicemente dalla coppia
s = (Ej; Pi) =

s(1); s(2)

2 S con S = E xP: (3.1)
Vale la pena ricordare che fEkg 2 ET 1 costituisce la sequenza dei livelli energetici della batteria
che si vuole ricavare per minimizzare il costo energetico complessivo che la grid deve pagare.
fPkg 2 PT rappresenta invece la richiesta netta di potenza che giunge al controllore della
grid all'inizio di ogni intervallo temporale: il fatto di farla entrare nello stato del sistema come
seconda componente costituisce la dierenza fondamentale rispetto al modello del problema di
ottimizzazione oine. Nell'equazione (1.15), infatti, si supponeva di conoscere tale sequenza:
con l'aggettivo oine si intendeva la possibilit a di aver memorizzato tutti i valori assunti dalla
richiesta netta di potenza in un certo intervallo temporale della durata di T campioni e di voler
determinare, a posteriori, la sequenza dei livelli energetici che la batteria avrebbe dovuto avere in
corrispondenza ad ogni valore di Pk per poter minimizzare il costo complessivo.
In questo punto della trattazione, invece, l'ottica  e completamente diversa: si ipotizza di
avere periodicamente la possibilit a di stimare la statistica di Pk da fornire in input all'agente
(usando la notazione del RL) in modo che questo abbia la capacit a di calcolare una strategia
ottima dal punto di vista stocastico, ovvero che se applicata vada a minimizzare mediamente il
costo complessivo, supponendo ovviamente che la statistica della richiesta netta di potenza sia
stazionaria (quando si suppone che essa sia cambiata signicativamente  e necessario stimarla di
nuovo). L'azione a da intraprendere, invece, rappresenta la variazione della quantit a di energia
immagazzinata nella batteria in ogni intervallo di durata t:  e denita come ak = Ek+1   Ek,
per k = 0; 1; :::; T   1 (con ET = ET 1 per convenzione) e deve soddisfare il vincolo denito in
(1.30). Una volta denite le possibili azioni intraprendibili a partire da un qualunque stato, la
legge di aggiornamento di stato non ha pi u carattere aleatorio ma deterministico, quindi pu o
essere completamente specicata non dalle probabilit a di transizione markoviane (2.6) ma dalla
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seguente equazione di aggiornamento
Ek+1 = Ek + ak: (3.2)
Diventa poi naturale denire non pi u un guadagno di tipo stocastico come quello riportato in
(3.3) ma un costo c deterministico (sempre di tipo istantaneo) dipendente soltanto dalla seconda
componente dello stato di partenza e dall'azione ivi intrapresa
ck+1 = C(s
(2)
k + ak) = C (Pk + ak): (3.3)
Ci si rende conto della dicolt a di uniformare questo problema di ottimizzazione alla notazione
dello schema a blocchi di Figura 2.1: l  infatti l'azione scelta dall'agente, at, dipendeva dallo
stato st e dal guadagno rt riferiti allo stesso intervallo temporale, ed era poi l'ambiente a fornire
in uscita guadagno e stato successivi (rt+1 e st+1, rispettivamente) in base ai tre valori appena
menzionati. In questo caso, tuttavia, dato che la funzione del prezzo C() dipende non da un
certo livello energetico ma dalla dierenza tra due livelli di energia consecutivi (e ovviamente
dall'intervallo temporale t in cui avviene questa variazione, mantenuto sempre sso ad un'ora)
e si suppone che, ssato lo stato sk, l'istante temporale a cui  e associato il \pagamento" sia
all'inizio dell'intervallo temporale k +1 successivo,  e sembrata la scelta migliore denire l'insieme
di azioni intraprendibili da un certo stato come le variazioni di energia tra il livello energetico
verso cui si decide di spostarsi e quello di partenza (con un valore nullo se si reputa la scelta
migliore quella di mantenerlo invariato). Per quanto riguarda la strategia ottima che si vuole
ricavare per minimizzare la somma dei costi, essa viene ancora indicata con  e risulta costituita
dalla sequenza fEkg dei livelli energetici ottimi da mantenere nella batteria: tale sequenza, ssato
il livello energetico iniziale E0, risulta univocamente legata tramite l'equazione (3.2) a quella
delle azioni ottime fakg che verranno calcolate tramite l'implementazione della procedura di DP.
Con la cornice di cui si  e appena discusso, la state-value function, ssato lo stato di partenza
s0, risulta denita da
V (s) = E
(
T 1 X
k=0
ck+1
 
 s0 = s
)
= E
(
T 1 X
k=0
C (Pk + ak)
 
 s0 = s
)
: (3.4)
Delle due componenti dello stato iniziale, conoscere E0 signica che, per s = s0, soltanto la
seconda componente s
(2)
0 = P0 2 P pu o variare liberamente e non  e nota a priori; per tutti gli
altri istanti temporali diversi da 0, invece, la prima componente Ek dello stato sk verr a ssata
dalla DP intraprendendo l'azione ak 1 = Ek   Ek 1, mentre della seconda componente Pk si
suppone di avere a disposizione soltanto una stima della statistica. Per quanto riguarda invece la
denizione della action-value function, sempre per la strategia , essa si pu o esprimere come
Q(s; a) = E
(
T 1 X
k=0
ck+1

 
s0 = s; a0 = a
)
= E
(
T 1 X
k=0
C (Pk + ak)

 
s0 = s; a0 = a
)
(3.5)
al variare delle azioni a 2 A(s0) di carica/scarica o di mantenimento del livello energetico a
partire da quello iniziale E0 (si coglie qui l'occasione per osservare che l'insieme delle azioni
intraprendibili a partire da un certo stato dipende soltanto dalla sua prima componente, s(1),
ovvero dal livello energetico Ej: no ad ora ci o era stato assunto implicitamente).
Continuando a seguire la linea espositiva del Capitolo 2, per quanto riguarda la optimal
state-value function, indicata sempre come V , essa si pu o esprimere come
V (s) = min
 V (s) per8s 2 S: (3.6)
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L'optimal action-value function, indicata sempre come Q,  e denita e si pu o esprimere in
funzione di V  rispettivamente come
Q(s; a) = min

Q(s; a) = E
n
c1 + V  (s1)
 
s0 = s; a0 = a
o
per 8s 2 S; 8a 2 A(s) (3.7)
dove c1 = C

s
(2)
0 + a0

= C (P0 + E1   E0). Riscrivendo le due equazioni di ottimalit a di
Bellman per V  e per Q in una maniera che sia pi u congeniale all'applicazione della DP per la
determinazione della strategia ottima si ha quindi che
V (s) = min
a
E
n
c1 + V (s1)
 
s0 = s; a0 = a
o
= min
a
X
s0
Pa
s(2) s0(2)
h
C

s(2) + a

+ V   
s0i
(3.8)
dove Pa
s(2) s0(2) = Pr

P = s0(2) 
P = s(2)	
sono le probabilit a di transizione che risultano indipen-
denti dall'azione a, per cui si ha che Pa
s(2) s0(2) = Ps(2) s0(2). Per quanto riguarda l'equazione di
ottimalit a di Bellman per Q, si ha analogamente che
Q(s; a) = E

c1 + min
a0 Q  
s1; a0 
 s0 = s; a0 = a

=
X
s0
Ps(2) s0(2)

C

s(2) + a

+ min
a0 Q  
s0; a0
:
(3.9)
Equazioni simili alla (3.8) e (3.9) si potrebbero scrivere anche per tutte quelle della DP (policy
evaluation, policy improvement, value iteration e GPI) applicabili al problema di ottimizzazione
con una sola batteria: farlo per o sarebbe estremamente tedioso ed inutile. Risulta pi u interessante,
invece, riportare l'idea dell'eettiva implementazione in Matlab che si  e usata per risolvere le
equazioni di Bellman ricavando quindi la strategia ottima di gestione della batteria. Come si
evince dai passaggi nelle espressioni (3.8) e (3.9), le probabilit a di transizione tra un generico
stato e un altro non dipendono statisticamente dalla prima componente del medesimo ma solo
dalla seconda: la richiesta netta di potenza fPkg. I dati a disposizione per stimarne la statistica
sono rappresentati dal segnale generato col tool descritto nella Sezione 1.5 e riportato nella
Figura 1.7. Dai valori che esso assume nei vari istanti temporali (supposti sempre a distanza di
un'ora)  e stato possibile stimare la distribuzione di probabilit a del primo ordine
PrfP = Pig per Pi = P0; P1; ;:::; PM 1 (3.10)
sempre con P = Pi+1   Pi=0.5 kW. Per la richiesta netta di potenza generata, risultano essere
una scelta accettabile (sulla base del codominio del segnale) come estremi di una quantizzazione
uniforme (che  e ben distante dall'essere la quantizzazione di fPkg a cui corrisponda il pi u basso
errore di quantizzazione possibile) P0 = 0 kW e PM 1 = P124 = 62 kW. Oltre a quella del
primo ordine,  e stata stimata la statistica congiunta del secondo ordine del segnale fPkg, che si  e
scelto di memorizzare (in modo insolito, ma conveniente per l'applicazione della DP) in un array
bidimensionale con valori corrispondenti a quelli dell'espressione
PrfPk+1 = Pi; Pk = jg: (3.11)
Dall'equazione (3.11), tramite le regole della probabilit a congiunta,  e stato possibile ricavare le
probabilit a di transizione ad un passo - che compaiono in tutte le espressioni della programmazione
dinamica
Pr

Pk+1 = Pi
 Pk = Pj
	
= PrfPk+1 = Pi; Pk = Pjg=PrfPk = Pjg  ! PPi Pj (3.12)
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le quali sono state memorizzate nella matrice Ptr. Avendo a disposizione tali probabilit a e usando
dei vettori di supporto per memorizzare i valori quantizzati dei livelli energetici Ej (con passo
E = 0:5 kWh, come gi a discusso nel Capitolo 1) della batteria e della richiesta netta di potenza
Pi (appena menzionati), si  e determinata la strategia ottima di gestione della batteria usando la
procedura di DP indicata nel Capitolo 2 come value iteration, descritta nella Tabella 2.3, e la cui
equazioni di aggiornamento fondamentali in questo caso diventano
V
tmp
k+1 (s) = V
tmp
k+1 (Ej; Pi) = min
a2A(Ej)
Vk (Ej + a; Pi) 8Ej 2 E; 8Pi 2 P (3.13)
dove V
tmp
k+1 () sono degli scalari (che non tengono ancora conto delle probabilit a di transizione ad
un passo della richiesta di potenza) che necessitano dell'inizializzazione
V
tmp
0 (Ej; Pi) = 0 8Ej 2 E; 8Pi 2 P: (3.14)
L'operazione di pesatura per le probabilit a condizionate, pu o cos  poi essere implementata in
modo eciente tramite la moltiplicazione matriciale (espressa in forma Matlab-like)
Vk+1(:; :) = V
tmp
k+1 (:; :)Ptr(:; :): (3.15)
La strategia ottima  viene aggiornata (e ne vengono risparmiati i dettagli implementativi) ad
ogni iterazione in modo da risultare, ovviamente, greedy rispetto a Vk+1. I passi appena descritti
vengono ripetuti no ad arrivare a convergenza: come criterio di stop si  e scelto di adottare
quello che la norma quadratica sia inferiore ad una certa costante  (ad esempio,  = 1e   4),
ovvero  
 

 
 

N 1 X
j=0
M 1 X
i=0
Vk+1 (Ej; Pi)   Vk (Ej; Pi)
 
 

 
 

2
< : (3.16)
Nella maggior parte delle simulazioni eseguite sono risultate necessarie soltanto dalle 50 alle 100
iterazioni (circa) per arrivare a convergenza.
3.2 Risultati delle simulazioni numeriche relative alla determi-
nazione di  tramite DP
Si sono condotte quindi una serie di simulazioni, tramite l'ausilio di Matlab, sia per analizzare
la forma della strategia ottima al variare delle due componenti dello stato (livello di energia
immagazzinata nella batteria e richiesta netta di potenza) sia per misurare quantitativamente
quanto si distanzia il costo della soluzione ottenuta tramite l'applicazione della strategia ottima
fornita dalla DP da quello minimo possibile in presenza della batteria nella grid ed in assenza
della medesima. Il primo di essi  e ovviamente calcolabile tramite l'algoritmo AOS descritto
nel Capitolo 1 (applicato alla stessa sequenza fPkg), il quale pu o per o solo essere applicato a
posteriori, dopo cio e che il controllore della grid ha memorizzato l'intera sequenza della richiesta
netta di potenza; il secondo, invece, si trova banalmente sommando i valori assunti dalla funzione
di costo in funzione della potenza avendo come ingresso la sequenza fPkg. Per quanto riguarda
invece il costo della soluzione fornita dalla DP,  e doverosa una precisazione: avendo a disposizione
un numero abbastanza limitato di campioni del segnale Pk, si  e deciso di utilizzare gli stessi
campioni sia per eettuare la stima delle probabilit a di transizione e quindi il calcolo della
strategia ottima  (fase di learning), sia per applicare tale politica di decisione del livello di
carica quando al controllore della grid giunge la medesima sequenza fPkg. Supponendo che la
sorgente delle richieste di potenza abbia una statistica stazionaria durante la generazione dei
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campioni prodotti ed analizzati, il modo di procedere appena descritto non mette in discussione i
risultati dell'applicazione della DP: anche se la sequenza di training per il calcolo della strategia
ottima  e la stessa su cui poi questa viene mediata, se si va ad osservare il costo medio su pi u
realizzazioni delle richieste di potenza relative al mese di gennaio (con granularit a dell'ora) non
si perde di generalit a e non si ottengono in media prestazioni migliori rispetto all'applicazione
della stessa strategia ad un diverso insieme di realizzazioni.
Chiarito ci o, il setting su cui si sono svolte le simulazioni prevede una batteria di capacit a
Emax = 12 kWh con livelli energetici quantizzati a passi di 0.5 kWh (valori ssati in base
a quelli scelti nella maggior parte dei paper relativi a problemi analoghi (ad esempio in [1]),
rate di carica e scarica normalizzati ssati a
j
Emax
4E
k
, la sequenza fPkg di richiesta netta di
potenza pi u volte menzionata e una durata degli intervalli temporali di t = 1 h. Come
sar a chiarito solo pi u avanti nella trattazione (in particolare, dopo aver letto la Sezione 3.4),
si  e deciso di confrontare le prestazioni della politica ottima ottenuta tramite l'applicazione
della DP ad un eettivo MDP nito, indicato come Dynamic Programming with Markovian
requests (DPM) (completamente descritto dagli insiemi degli stati e delle azioni, dalla funzione
di costo C() e dalla matrice Ptr che memorizza le probabilit a di transizione PPi Pj) e ad un
processo di decisione nito che non sia supposto di Markov ma iid, indicato come Dynamic
Programming with Independent request (DPI). Quest'ultimo non  e altro che un caso particolare
di un MDP, denito dagli stessi elementi, ma avente una matrice Ptr con tutte le colonne
uguali: la probabilit a di passare da una certa seconda componente Pi dello stato di partenza
ad un'altra Pj dello stato di arrivo  e cio e sempre la stessa indipendentemente dallo stato di
partenza (analiticamente, Pr

Pk+1 = Pi

Pk = Pj
	
= PrfPk+1 = Pig). Tale assunzione sembra
di primo acchito una forte approssimazione se applicata alla sequenza fPkg, ma le simulazioni
faranno nascere diversi interrogativi a riguardo: in primo luogo perch e la risoluzione temporale
di un minuto con cui vengono eettivamente generati i valori dei campioni della richiesta di
potenza  e in corrispondenza con una certa descrizione statistica, che potrebbe s  essere meglio
catturata da una distribuzione markoviana che da quella iid. Andando poi a mediare, tuttavia,
su intervalli temporali della durata 60 volte pi u elevata (infatti t = 1 h) per non avere problemi
di capacit a di memorizzazione solo per i campioni delle 6 realizzazioni del mese di gennaio, la
descrizione statistica del segnale Pk non riesce pi u ad entrare in corrispondenza con la funzione di
correlazione che legava i campioni che, appena generati, distavano temporalmente solo un minuto,
e risulta, in alcuni casi, matchare meglio quella prima del campionamento se viene supposta
come di Markov ed in altri se viene supposta indipendente ed identicamente distribuita.
Nelle Figure 3.1 e 3.2 si  e scelto di riportare quindi l'andamento della strategia ottima ,
ricavata tramite DP, supponendo prima una distribuzione iid delle probabilit a di transizione di
fPkg, al variare sia del valore della richiesta netta di potenza che del livello di carica presente
nella batteria, e poi al variare soltanto di quest'ultimo parametrizzando la curva per alcuni valori
di Pi valutati come signicativi, scelti cio e col criterio di poter osservare la massima variabilit a
della policy, che per la maggior parte dei valori non riportatati si comporta in modo molto pi u
stabile.
Nelle Figure 3.3 e 3.4 vengono riportati degli andamenti del tutto analoghi, con l'unica
variazione che la strategia ottima   e stata calcolata supponendo una distribuzione markoviana
delle probabilit a di transizione della sequenza fPkg.
A questo punto, avendo a disposizione le due strategie ottime, mi  e sembrato opportuno
confrontarle in termini di costo medio istantaneo (nel senso di somma dei costi al variare del
tempo delle 6 realizzazioni divisa per il numero di intervalli temporali trascorsi no all'istante
corrispondente) ad esse associato se applicate alla sequenza di richieste di potenza fPkg. Si
 e esteso il paragone anche ai costi associati alle soluzioni fornite dall'algoritmo di Viterbi,
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Figura 3.1: Strategia ottima  ricavata tramite DPI al variare sia del segnale
Pi che del livello di energia Ej presente nella batteria.
Figura 3.2: Strategia ottima  ricavata tramite DPI al variare del livello
di energia Ej presente nella batteria, parametrizzata per alcuni
valori di Pi.
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Figura 3.3: Strategia ottima  ricavata tramite DPM al variare sia del segnale
Pi che del livello di energia Ej presente nella batteria.
Figura 3.4: Strategia ottima  ricavata tramite DPM al variare del livello
di energia Ej presente nella batteria, parametrizzata per alcuni
valori di Pi.
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dall'algoritmo ST descritto nella Sezione 1.8, dove tale soglia  e data da Pthr = E[fPg] e al caso
senza batteria. I risultati ottenuti in termini puramente numerici riguardo al costo complessivo
(inteso come somma di quello relativo alle 6 realizzazioni) sono riportati nella Tabella 3.1. Gli
andamenti dei costi medi istantanei, invece, sono rappresentati in Figura 3.5 al variare dell'ora
dei giorni del mese di gennaio (per un totale di 744 = 24  31 valori).
Tabella 3.1: Risultati numerici sul costo complessivo con granularit a t = 1
h.
Descrizione Costo ottenuto
(o % di aumento)
lower bound sul costo calcolato con alg. AOS 1.05496e+11
aumento relativo del costo con alg. DPM 5.77918 %
aumento relativo del costo con alg. DPI 7.13372 %
aumento relativo del costo con alg. ST 12.8402 %
aumento relativo del costo nel caso senza batteria 24.4147 %
Da questa tabella si evince come considerare anche come approssimazione della distribuzione
di probabilit a condizionata (delle richieste di potenza) quella markoviana porti ad un guadagno
sul costo complessivo da pagare da parte degli utenti della grid, rispetto ad una distribuzione di
probabilit a assunta come iid, dell'1.34 % (per o quella iid ha il vantaggio di avere la necessit a
di stimare soltanto la statistica del primo ordine della sequenza fPkg e non la distribuzione
congiunta). Il gap del 12.8 % del costo delle soluzioni calcolate con la DP rispetto a quello
dell'algoritmo a singola soglia si presta, invece, ad una duplice interpretazione: da un lato la
dierenza in termini di costo complessivo sul conto dell'energia che devono pagare gli utenti
all'interno della grid comincia a diventare parecchio signicativa, ma dall'altro che un algoritmo
che  e stato dimostrato essere ottimo in una situazione molto diversa - quella con una capacit a
della batteria che tende all'innito e senza nessun vincolo sul suo rate di carica/scarica n e sulla
sua ecienza - si comporti in modo discreto necessitando soltanto del valore medio della richiesta
netta di potenza (che potrebbe variare lentamente nel tempo)  e un risultato interessante. Va
notato, inne, che l'algoritmo a singola soglia potrebbe orire - con i vincoli aggiunti - prestazioni
decisamente migliori cambiando il valore di tale soglia: in questo caso  e molto inverosimile che
la scelta ottima sia ancora E[fPkg]. Determinare la nuova soglia in modo analitico, per o, va
al di l a degli obiettivi di questa tesi. Si osservi, inne, che il gap tra la soluzione oine con
batteria e quella senza batteria assume un valore intorno al 24 %: questo giustica lo scopo
principale che si pone tutta questa trattazione, che  e quello di illustrare come con una strategia
di energy storage opportuna gli abitanti all'interno di una grid possano risparmiare sul loro conto
energetico, sfruttando la possibilit a di immagazzinamento all'interno della batteria nei momenti
in cui il costo C() in funzione della potenza ha pendenza inferiore.
A conclusione di questa sezione, viene riportato un confronto di prestazioni (sempre in termini
di costo) tra la programmazione dinamica e l'algoritmo a singola soglia, per un setting dei
parametri della batteria nel quale gli autori dell'algoritmo ST hanno dimostrato in [2] che la
strategia da esso calcolata tende a quella ottima. Si  e ssata quindi la capacit a della batteria a 30
kWh e si  e supposto che essa abbia ecienze di carica e scarica unitarie e rate di carica e scarica
che ! 1. Nella simulazione, i cui risultati sono riportati nella Figura 3.6, viene confrontato
l'algoritmo ST con la DP (con una stima della statistica della richiesta netta di potenza sia
markoviana che iid) in termini di costo medio istantaneo da pagare nel mese di gennaio da parte
degli utenti della grid.
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Figura 3.5: Andamento del costo medio istantaneo in funzione dell'ora del
giorno dei mesi di gennaio per i 4 algoritmi analizzati.
Figura 3.6: Andamento del costo medio istantaneo in funzione dell'ora del
giorno dei mesi di gennaio per la DP (sia nel caso DPI che DPM)
e per l'algoritmo ST.
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I risultati riportati in Figura 3.6 possono sembrare di primo acchito sorprendenti (l'algoritmo
a singola soglia, che dovrebbe calcolare una strategia prossima a quella ottima con capacit a
della batteria e rate di carica/scarica ! 1, si distanzia, in termini di costo complessivo,
rispettivamente del 41.42 % e del 35.53 % dal costo corrispondente alla strategia ottenuta
tramite DPM e DPI), ma poi, se si rilegge con l'attenzione l'articolo [1], non  e dicile trovare la
giusticazione di questa stranezza. Molto semplicemente, la dimostrazione del Teorema 1 in [1]
risulta errata, perch e non  e vero che \For increasing values of energy storage, Em, h(t) takes
values in the interior of the set f E(t)  h(t)  Em   E(t)g with probability that approaches
1. This means that, while discharging the battery, there is always sucient energy such that
the battery is almost never empty", perch e il modello di sistema equivalente a quello descritto
nell'articolo equivale ad una random walk bidirezionale con la stessa probabilit a di transizione
verso il generico stato successivo e quello precedente, che si sa essere ai limiti della stabilit a.
Non  e vero che la batteria, durante l'evoluzione stocastica del sistema, non risulter a quasi mai
vuota, nemmeno se la capacit a della batteria  e molto grande, e di conseguenza quella che viene
indicata come Policy (P) non risulta ottima nemmeno asintoticamente. Un'altra osservazione
interessante che si pu o dedurre dalla Figura 3.6  e la netta dierenza di prestazioni, in termini di
costo, tra una DP eseguita con stima iid delle statistica della richiesta netta di potenza rispetto
a quella con stima markoviana (circa un 6 % di gap in termini di costo complessivo): la ragione
si ritiene stia nel fatto che, con rate di carica e scarica inniti e con una capacit a delle batteria
di 30 kWh, ogni decisione sbagliata impatti drasticamente sul costo da pagare parte degli utenti
della grid, perch e pu o portare, con alta probabilit a, a nire nella zona della curva C(P) con coda
quadratica, quando ci o si pu o evitare con la stima pi u accurata delle probabilit a di transizione
oerta dal modello markoviano.
Si  e eseguita anche un'ultima simulazione, tenendo ssata Emax a 30 kWh, ma riducendo
i rate di carica/scarica ad un quarto della capacit a massima della batteria: ci o corrisponde al
setting usato in questa tesi nella maggior parte dei casi, con una possibilit a di energy storage,
per o, pi u che raddoppiata; i risultati corrispondenti in termini di costo medio istantaneo sono
riportati in Figura 3.7.
Figura 3.7: Altro esempio di andamento del costo medio istantaneo in funzione
dell'ora del giorno dei mesi di gennaio per la DPM, per la DPI e
per l'algoritmo ST.
In questo caso, la distanza dell'algoritmo a singola soglia in termini di costo costo complessivo
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da quello corrispondente ad una strategia calcolata con DP e stima della statistica di fPkg
markoviana oppure iid risulta, rispettivamente, del 28.77 % e del 22.25 % (con un gap, dovuto
ad una diversa approssimazione della statistica della richiesta netta di potenza, ancora del 6 %).
In una situazione maggiormente sfavorevole all'algoritmo ST (i rate di carica e scarica ora sono
niti) esso si avvicina cio e maggiormente, in termini di costo, alle prestazioni della strategia
ottima ottenuta tramite DP. La ragione, tuttavia,  e molto semplice: a rate niti l'insieme
delle azioni ammissibili da intraprendere in ogni intervallo temporale si  e molto ridotto, e pu o
accadere che l'azione che sarebbe ottima, che viene trovata dalla strategia ricavata con DP,
non possa venire eettuata perch  e necessiterebbe di una batteria con rate di carica/scarica
maggiori. Quella che, invece, viene eettivamente intrapresa, risulta ottima nel setting che  e
stato simulato, ma ci o ha l'eetto di ridurre parecchio il gap prestazionale tra l'algoritmo a
ST e la programmazione dinamica, sebbene gli autori di [1] ne abbiano dimostrato (in modo
errato) l'ottimalit a solo se non si pongono vincoli sul rate di carica/scarica, supponendo che la
batteria possa essere completamente caricata o scaricata della sua intera capacit a all'interno di
un intervallo temporale, che in questo caso  e t = 1 h.
3.3 Risultati delle simulazioni numeriche ottenute con 3 funzio-
ni di costo lineari
Si ritiene sia interessante riportare anche un approfondimento su come una parte dei parametri
che deniscono il modello del sistema (presentati nel Capitolo 1) in
uenzino le prestazioni in
termini di costo della soluzione associata agli algoritmi AOS, DPM, DPI e ST. Per quanto
riguarda la funzione di costo, si  e scelto in questa sezione di considerarne tre, sempre lineari
a tratti senza coda quadratica 1, adottando il seguente criterio nella loro scelta: una volta
che si  e ssata la prima di esse in modo che sia convessa e non-decrescente (dove la seconda
propriet a  e di banale interpretazione e la prima ri
ette il fatto che il guadagno marginale da parte
dell'operatore energetico debba aumentare al crescere della richiesta di potenza, per compensare
i costi progressivamente sempre pi u alti per produrre e trasportare ogni unit a addizionale di
energia agli utenti nali), le altre due sono state selezionate per garantire lo stesso costo medio, in
un sistema senza possibilit a di energy storage, con una distribuzione di probabilit a della richiesta
netta di potenza riportata in Figura 1.6. L'implementazione di quest'ultima aermazione non  e
stata banale, ma per non dilungarsi eccessivamente viene riportato, in Figura 3.8, solo l'andamento
delle tre funzioni di costo considerate in questa sezione: la prima ha due pendenze (con punto di
rottura in E[fPkg]=2) paragonabili; la seconda ha lo stesso punto di rottura della prima ma una
dierenza tra i 2 slopes molto pi u marcata; la terza, inne, ha l'ultima pendenza uguale alla pi u
ripida di C2() e i suoi punti di rottura sono 1
3 E[fPkg] e 2
3 E[fPkg].
In questa sezione vengono discusse le performance raggiunte dai quattro algoritmi sopra
menzionati in termini di fattore di miglioramento sul costo rispetto al caso di riferimento di un
sistema senza batteria, denito formalmente da

alg = 1  
Calg
Cno
(3.17)
dove Calg  e il costo corrispondente al generico algoritmo \alg" e Cno  e il costo corrispondente
al caso senza batteria. Si noti che le tre funzioni di costo riportate in Figura 3.8 sono state
progettate con lo scopo di ottenere lo stesso costo Cno, quindi il confronto tra le prestazioni  e equo
1In questo modo si potranno applicare senza riserve gli approfondimenti teorici del Capitolo 5, che non si
estendono al caso con coda quadratica.
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Figura 3.8: Andamento delle tre funzioni di costo lineari a tratti che garanti-
scono lo stesso costo medio avendo in ingresso una sequenza con
la distribuzione di probabilit a di fPkg.
anche al variare dello scenario di costo. L'unica grossa dierenza implementativa rispetto alle
simulazioni riportate nel resto di questa tesi  e che, avendo fatto variare anche la capacit a della
batteria ed i rate e le ecienze di carica/scarica, il passo di quantizzazione del livello energetico
della batteria, E, non si  e tenuto ssato, ma  e stato fatto variare tra 0.125 kWh e 0.5 kWh, per
evitare che prestazioni in termini di costo dierenti andassero a coincidere a causa di un passo di
quantizzazione troppo elevato per il setting in considerazione. In Figura 3.9 vengono paragonate
le prestazioni dei quattro algoritmi in funzione di Emax, ssato Fmax = Fc
max = Fd
min = 1
4
Emax
t ,
per ciascuna delle tre funzioni di costo prese in considerazione. Si nota di primo acchito che le
performance crescono linearmente in funzione della capacit a massima Emax; la gura fornisce
inoltre un'evidente conferma che il guadagno eettivo di tutti gli algoritmi  e strettamente legato
alla funzione di costo. Si pu o notare, inoltre, che tutti gli algoritmi raggiungano prestazioni
migliori (ovvero, maggiori risparmi sul costo) se viene usata per la prezzatura dell'energia la
funzione di costo denominata C2(), che porta anche al maggior gap prestazionale tra l'algoritmo
ST e gli algoritmi di Programmazione Dinamica. La ragione di questo comportamento  e che pi u
frammentaria e pi u ripida  e la funzione di costo, maggiore  e il guadagno sul costo energetico
che pu o portare una strategia intelligente di energy storage; viceversa, pi u lineare e pi u smooth
risulta la funzione di costo, meno c' e spazio per l'ottimizzazione del costo. Si osservino inoltre le
ottime prestazioni degli algoritmi DPI e DPM con le funzioni di costo C1() e C2(), che sorano
in questi casi il bound della strategia AOS.
Come si  e accennato nel Capitolo 1, si sono condotte poi delle simulazioni per vericare
l'in
uenza delle ecienze di carica/scarica (rispettivamente c e d) sulle prestazioni in termini
di costo degli algoritmi analizzati. I risultati, al variare della funzione di costo, con Emax = 12
kWh e con Fmax = 1
4
Emax
t , sono riportati in Figura 3.10: risulta evidente che in tutti i casi le
performance scalano linearmente con l'ecienza . Tenerla ssata a  = 0:9, come in tutte le
altre simulazioni di questa tesi, appare quindi una scelta ragionevole, dato che l'eetto della sua
variazione non  e altro che traslare rigidamente in alto o in basso il costo complessivo da pagare
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Figura 3.9: Miglioramento sul costo (in percentuale) per Fmax = 1
4
Emax
t e
le funzioni di costo C1(); C2() e C3() al variare della capacit a
Emax della batteria.
da parte degli utenti della grid.
Inne, nell'ultima simulazione viene mostrato il risparmio sul costo energetico in funzione di
 , Fmax t
Emax (che corrisponde al range normalizzato di valori delle azioni di carica/scarica della
batteria prese in considerazione in ogni intervallo di tempo dai vari algoritmi implementati),
con Emax = 6; 12e24 kWh rispettivamente sulla sinistra, al centro e sulla destra di Figura 3.11,
avendo scelto come funzione di costo C3(). Come ci si aspettava, l'algoritmo AOS ore sempre
le migliori prestazioni, seguito da DPM e da DPI (a parte per piccoli valori del rapporto ,
come successivamente illustrato). DPI si distanzia di poco dalle prestazioni della strategia DPM,
mentre l'algoritmo ST porta ai risultati peggiori, risentendo dei vincoli sulla capacit a limitata
della batteria e dei rate di carica/scarica 6= 1. Le curve sono visibilmente separate per alti valori
di , mentre per valori pi u limitati di  la limitata cardinalit a dell'insieme delle azioni ammissibili
fa s  che i quattro algoritmi si comportino in modo molto simile. Come gi a accennato nella
Sezione 1.8, si osserva che, inaspettatamente, le prestazioni dell'algoritmo ST peggiorano per alti
valori di . Ri
ettendo su questo eetto, si  e giunti alla conclusione che esso dipenda in buona
parte dalla forte correlazione presente nella sequenza fPkg delle richieste di potenza, per la quale
si ha che  e molto probabile che i valori elevati vengano assunti a burst: in tal caso la strategia ST
scaricher a la batteria in modo da soddisfare completamente la prima richiesta, lasciando in essa
una carica residua che non  e suciente a soddisfare le richieste successive. Il costo complessivo
risultante sar a quindi molto maggiore di una strategia che soddisfa parzialmente ogni richiesta
all'interno del burst 2. Per confermare questa ipotesi sono state condotte anche delle simulazioni
(di seguito non riportate per mancanza di spazio) con una sequenza di richieste di potenza non
correlata: si potrebbe notare come in tal caso il degrado di prestazioni per elevati valori del rate
di carica/scarica svanisca completamente.
2Come viene tipicamente eseguito da algoritmi, ad esempio, DP, che sfruttino una maggior conoscenza statistica
della richiesta di potenza.
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Figura 3.10: Miglioramento sul costo (in percentuale) per Fmax = 1
4
Emax
t e
le funzioni di costo C1(); C2() e C3() al variare dell'ecienza
di carica/scarica  = c = d della batteria.
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Figura 3.11: Miglioramento sul costo (in percentuale) in funzione di Fmax t
Emax ,
considerando la funzione di costo C3() e 3 diverse dimensioni
della capacit a della batteria.
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Come conclusione della sezione, si  e scelto di riportare un ingrandimento (per bassi valori
di ) della Figura 3.11, che rende visibile un eetto che si manifester a ripetutamente anche nel
Capitolo 4: il fatto che le prestazioni dell'algoritmo DPM, che sfrutta la stima della matrice
delle probabilit a di transizione della sequenza fPkg, non risultino sempre superiori a quelle della
strategia DPI, come riportato in modo qualitativo in Figura 3.12 per via graca e nelle sezioni
successive anche in modo quantitativo per via numerica. Va comunque osservato che il gap
prestazionale tra i due algoritmi  e modesto (si tratta sempre di decimi di punti percentuali), per o
non di immediata interpretazione. Proprio per questa ragione si  e deciso di approfondire questo
eetto nella Sezione 3.4.
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Figura 3.12: Miglioramento sul costo (in percentuale) in funzione di Fmax t
Emax ,
considerando la funzione di costo C3() e 3 diverse dimensioni
della capacit a della batteria: dettaglio per osservare meglio il
confronto di prestazioni tra gli algoritmi DPM e DPI.
3.4 Risultati delle simulazioni numeriche condotte ad hoc per
approfondire il confronto tra gli algoritmi DPM e DPI
Nel corso del lavoro di tesi il fatto che il costo ottenuto applicando la strategia fornita dalla DP
con una statistica delle richieste di potenza supposta iid non sia sempre maggiore rispetto a
quello corrispondente ad una statistica supposta markoviana (come appena menzionato nella
Sezione 3.3 e come  e riportato nel Capitolo 4) non  e stato facile da interpretare. La spiegazione di
tale comportamento si ritiene sia l'aver mediato una richiesta di potenza generata con granularit a
del minuto su un'intera ora perdendo cos  tutta la correlazione inizialmente catturabile tra
campioni temporalmente vicini: si  e voluto riportare di seguito anche i risultati di due prove ad
hoc eseguite per validare questa aermazione. La prima di tali prove  e stata quella di, usando la
matrice Ptr stimata sulla richiesta di potenza fPkg, generare una nuova ed articiale richiesta di
potenza

Pmark
k
	
in modo nativamente markoviano, ottenendo in tal modo dei dati la cui matrice
di transizione originaria fosse proprio Ptr. Stimando, invece, soltanto la statistica del primo
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ordine di questa nuova sequenza, supponendone una statistica iid con delle colonne della matrice
di transizione tutte uguali, per poi usarla nell'algoritmo di DP per ottenere la strategia ottima
, non si sarebbero potuti che ottenere dei risultati in termini di costo superiori rispetto alla
soluzione associata all'eettiva statistica markoviana. Le simulazioni in Matlab hanno confermato
quanto appena descritto, ma riportarne i risultati non si ritiene sia molto signicativo perch e
si riferiscono ad un segnale (

Pmark
k
	
) generato ad hoc per ottenere la conferma desiderata.
Pu o essere pi u interessante, invece, descrivere la procedura con cui generare tali dati articiali
che si pu o riassumere perfettamente dal codice Matlab riportato nel Codice 3.1, di immediata
comprensibilit a anche senza la presenza di commenti.
|||||||||||||||||||||||||||||||||||||||||
Codice 3.1: Codice Matlab per generare una processo aleatorio markoviano
data la sua matrice delle probabilit a di transizione ad un passo.
N P=125;
P min=0;
P max=62e3;
[P q,P1,PT]=P quantize and Pr estimate(P,P min,P max,N P);
CDFP=cumsum(PT,1);
ip=floor(length(P q)/2)+1;
for k=1:ll
z=rand;
iip=1+sum(z>CDFP(:,ip));
P synth mark(k)=P q(iip);
ip=iip;
end
|||||||||||||||||||||||||||||||||||||||||
La seconda prova condotta  e stata quella di non mediare sull'ora, ma di mantenere i campioni
forniti dal tool per generare la richiesta di potenza della grid con la loro granularit a originaria di
un minuto. Per non far esplodere la mole di dati da elaborare, ci si  e limitati a generare una nuova
sequenza di richieste di potenza, fPnew
k g, per i 1440 minuti di ogni giorno di un mese di gennaio,
ottenendo un segnale con 60  24  31 = 44640 campioni. Su questa nuova sequenza di richieste
nette di potenza sono stati applicati i medesimi algoritmi descritti nella Sezione 3.2, arrivando
ai risultati (in termini di strategia ottima  con una stima della statistica di fPnew
k g supposta
rispettivamente iid e markoviana) riportati in Figura 3.13, in una veste graca compatta.
Dal punto di vista qualitativo si ritiene sia interessante notare come, in queste nuove si-
mulazioni, l'andamento della strategia ottima  con una statistica della richiesta di potenza
supposta iid mantenga una struttura ben approssimabile da una policy a doppia soglia, come
verr a discusso nella Sezione 3.5; quello con una statistica supposta markoviana, invece, risulta
ancora pi u variabile e nervoso di quello riportato in Figura 3.3, perch e in questo caso insegue in
modo molto pi u preciso la funzione di correlazione calcolata a distanza di un passo della sequenza
fPnew
k g. Per quanto riguarda i risultati ottenuti in termini di costo complessivo (in questo caso
riferito ad un'unica realizzazione del mese di gennaio), questi sono riportati in forma numerica
nella Tabella 3.2, confermando la maggior bont a in termini di costo corrispondente alla soluzione
ottenuta con DP con una stima della statistica della richiesta di potenza supposta markoviana:
il suo costo dista dal lower bound di Viterbi circa il 2.71 % - quasi il doppio dell'1.34 % (relativo
alla Tabella 3.1) in meno rispetto a quello ottenuto con una statistica supposta iid.
Una volta eseguite le due prove appena riportate, si  e deciso di mantenere la granularit a
dell'ora nelle rimanenti simulazioni successivamente illustrate per la ragione seguente. Che una
matrice di transizione ad un passo iid sia un caso particolare (che necessita soltanto della stima
della statistica del primo ordine) di una di tipo markoviano e che non riesca quindi a catturare
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Figura 3.13: Strategie ottime  di energy storage fornite dalla DP conside-
rando la sequenza fPnew
k g (avente una granularit a temporale
t = 1').
Tabella 3.2: Risultati numerici sul costo complessivo calcolato sulla sequenza
fPnew
k g (avente una granularit a temporale t = 1').
Descrizione Costo ottenuto
(o % di aumento)
lower bound sul costo calcolato con alg. AOS 8.79588e+11
aumento relativo del costo con alg. DPM 1.83841 %
aumento relativo del costo con alg. DPI 4.54393 %
aumento relativo del costo con alg. ST 5.40536 %
aumento relativo del costo nel caso senza batteria 6.5481 %
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in modo altrettanto accurato la correlazione (eventualmente) presente tra campioni adiacenti di
un processo aleatorio  e un risultato pi u che banale. Nei casi in cui il costo associato alla prima
delle due statistiche sia lievemente inferiore (come nelle Sezioni 4.3.1 e 4.3.2)  e solo un problema
numerico di mancanza di un numero suciente di campioni per una buona stima di Ptr con una
statistica della richiesta di potenza supposta markoviana. Quello che  e lecito concludere  e che, in
assenza di una correlazione ben osservabile numericamente tra campioni di fPkg a distanza di
un'ora, l'approccio DPI e quello DPM non presentino elevate dierenze di prestazioni in termini
di costo medio della corrispondente soluzione.
3.5 Approssimazione della strategia ottima tramite una policy
a doppia soglia
Come  e gi a stato fatto notare nell'introduzione, il paper [2] ha avuto un contributo molto
importante, soprattutto nella fase di impostazione di questo lavoro di tesi, e quindi, seppur
avendo denito un modello di sistema parzialmente diverso, si ritiene sia una buona idea fare
un confronto sensato tra i risultati ottenuti. Il contenuto dell'articolo  e gi a stato riassunto
nell'Introduzione. Qui basta ricordare che i suoi risultati valgono con un modello di sistema,
rispetto a quasi tutti i punti di vista, molto pi u generico di quello descritto nel Capitolo 1: il
prezzo dell'energia, ad esempio, viene assunto come tempo-variante e lo stato del sistema non
consiste soltanto della coppia livello di energia nella batteria-richiesta di potenza, ma comprende
anche un generico modulating state, che pu o tenere conto ad esempio dell'ora del giorno o della
stagione corrente. Anche se non viene esplicitamente aermato dagli autori del paper, tuttavia,
l'equazione 
x =
h
d(x) + ()+ 1
c + ()  d
i
p(x), dove 
x rappresenta il costo istantaneo, assume
che quest'ultimo sia lineare rispetto alla richiesta di potenza d(x). La funzione di costo C()
denita nella Sezione 1.2, invece, viola decisamente questa ipotesi e quindi non  e pi u detto a
priori che una strategia ottima per la minimizzazione del costo complessivo possa essere descritta
perfettamente da una a doppia soglia (si rimanda al Capitolo 5 per degli approfondimenti analitici
sulla struttura della policy ottima al variare della funzione di costo).
A questo punto, assunto come note le strategie ottime ricavate tramite DP (supponendo una
statistica della richiesta netta di potenza iid e markoviana) riportate rispettivamente in Figura 3.1
e in Figura 3.2, risulta interessante trovare la generica strategia a doppia soglia (che rispetti i
vincoli sul rate di carica e scarica niti della batteria e sul suo livello energetico compreso tra 0
ed Emax) che abbia ssate le due soglie  
x e +
x in modo da risultare la pi u vicina possibile in
norma quadratica (criteri altrettanto validi avrebbero potuto essere quelli della minimizzazione
della norma L1 o L1) alla strategia ottima . Risparmiandone i dettagli implementativi per
non dilungarsi eccessivamente nella loro descrizione (per ricavare la strategia a doppia soglia pi u
vicina possibile in norma quadratica a  si  e usato un criterio enumerativo, che ha richiesto un
tempo molto limitato per determinare la soluzione a causa del numero contenuto di alternative
da valutare), si riportano i risultati relativi al caso con una statistica della richiesta di potenza
supposta iid nelle Figure 3.14 e 3.15, rispettivamente.
Le simulazioni condotte per via numerica hanno fornito come risultato che l'errore relativo sul
costo medio (rispetto alle 6 realizzazioni del mese di gennaio, memorizzate nella sequenza fPkg)
commesso dalla strategia a doppia soglia con le due thresholds ottimizzate in norma quadratica
rispetto alla policy ottima ottenuta tramite DPI,  e dato da 2.11285 %. Questo risultato si presta
a molteplici osservazioni: innanzitutto conferma che con una funzione di costo C() non lineare
rispetto alla richiesta netta di potenza (che, nel caso del sistema considerato,  e il suo unico
argomento) anche la strategia a doppia soglia che pi u si avvicina, in norma quadratica, alla policy
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Figura 3.14: Confronto tra la strategia ottima  al variare di Ej ssati alcuni
valori di Pi ottenuta tramite DPI e quella a doppia soglia pi u
vicina ad essa in norma quadratica.
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Figura 3.15: Confronto tra l'andamento del costo medio istantaneo corrispon-
dente alla strategia ottima  ottenuta tramite DPI e a quella a
doppia soglia pi u vicina ad essa in norma quadratica.
63ottima ricavabile tramite DP non risulta minimizzare il costo complessivo. Se un circa 2 % di
dierenza sul costo relativo sia \tanto o poco" dipende da molteplici fattori quali l'eettivo prezzo
al kWh richiesto dall'operatore energetico, etc., ma la soluzione proposta in [2], come fanno
notare i suoi stessi autori, manifesta il problema, tranne in casi estremamente semplicati, del
calcolo delle due soglie  
x e +
x : in questo caso esso  e stato possibile a posteriori minimizzando
la norma quadratica rispetto a  una volta che questa era nota; senza la sua conoscenza, una
tecnica di DP applicabile per il calcolo delle thresholds  e la value iteration.
Considerazioni del tutto analoghe valgono quando si suppone una statistica della richiesta
netta di potenza di tipo markoviano: i corrispondenti risultati sono riportati, in modo compatto,
in Figura 3.16, e l'errore relativo sul costo complessivo risulta in questo caso del 2.73944 %.
(a) Confronto tra strategia a
doppia soglia e .
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(b) Confronto tra l'andamento
del costo medio istantaneo
corrispondente
Figura 3.16: Confronto tra la strategia ottima  ottenuta tramite DPM e
quella a doppia soglia pi u vicina ad essa in norma quadratica.Capitolo 4
Secondo modello di sistema
4.1 Denizione del nuovo modello di sistema sulla base dei \li-
miti" di quello precedente
4.1.1 Nuovo modello di batteria
Il modello di batteria denito in 1.1  e pi u accurato di molti usati nella letteratura di energy
management delle smart grid, ma non abbastanza da essere neanche in minima parte realistico
rispetto alle eettive caratteristiche elettro-chimiche di una batteria in commercio, ad esempio
quelle di tipo Li-ion (cio e agli ioni di litio) descritte in [20]. Una prima complicazione riguarda
l'ecienza della batteria, precedentemente denita come frazione dell'energia riottenibile da
essa dopo averne immagazzinato una certa quantit a. Nel resto della trattazione seguente si
sceglie di introdurre il concetto di capacit a di conservazione della carica elettrica nel tempo,
indipendentemente dalle azioni di carica o scarica che vengono eseguite nel corrispondente
intervallo temporale: a causa di una specica resistenza interna, il livello energetico della batteria
diminuisce di una certa percentuale (nella pratica innitesima) ad ogni t, in funzione del livello
di carica in essa presente e della temperatura dell'ambiente, come rappresentato nella Figura 4.1.
Per modellizzare tale comportamento, supponendo di non prendere in considerazione anche
la variabile temperatura per non complicare eccessivamente il problema, si introduce una legge
di aggiornamento del livello energetico passando da un certo intervallo temporale a quello
successivo che modellizzi in qualche modo la (minima) perdita di carica avvenuta nella batteria
indipendentemente dall'azione intrapresa, che si pu o specicare analiticamente, per quel che
riguarda il termine legato alla perdita di energia, come
Ek+1 = Ek    (1   #  exp( Ek)) (4.1)
dove  e # sono due parametri che andrebbero oculatamente tarati per rappresentare il corretto
ordine di grandezza di questo fenomeno legato ai processi elettro-chimici della batteria. Dalla
Figura 4.1, si pu o notare come l'ordine di grandezza con cui questa diminuzione del livello di
carica nel tempo si manifesta in modo signicativo dal punto di vista misuristico  e dell'ordine
della decina di giorni, un tempo enorme rispetto a t che rimane ssato ad un'ora. Una soluzione
banale al problema sembrerebbe quella di aumentare proporzionalmente anche la costante : in
questo modo, tuttavia, se si vuole applicare iterativamente, passo dopo passo, l'equazione (4.1)
per non stravolgere il modello del sistema, le variazioni di energia nella batteria risulterebbero
trascurabili rispetto al passo di quantizzazione del livello energetico E = 0:5 kWh che, se
aumentato, farebbe esplodere la dimensione dello spazio degli stati (in ottica DP). La scelta
adottata  e stata quindi quella di ssare (ad arbitrio) delle costanti  e # che portino ad una
654.1. Nuovo modello di sistema CAPITOLO 4. Secondo modello di sistema
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Figura 4.1: Perdita della carica da parte di una batteria Li-ion in funzione
del tempo temporale e della temperatura.
perdita di energia passando dal tempo k a quello k + 1 irrealisticamente elevata, in modo che
l'introduzione nel modello della perdita di carica nel tempo avesse delle ripercussioni evidenti
sulla struttura della strategia ottima  in funzione del livello di energia Ej e della richiesta
netta di potenza Pi. Sebbene questo sia un compromesso tra riscontro sico e trattabilit a del
problema, si ritiene che i risultati che ne derivano siano signicativi. Nella Figura 4.2  e illustrato
un esempio di variazione del livello di carica presente nella batteria (Ek+1 Ek) in funzione di Ek,
indipendentemente dall'azione intrapresa, per i valori delle costanti  = 260 [Wh] e # = 0:0005
impiegate nel modello di sistema considerato.
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Figura 4.2: Modello di perdita nel della carica nel tempo da parte della
batteria in t = 1 h al variare della quantit a di carica Ek presente
in essa all'inizio dell'intervallo temporale k-esimo.
Un ulteriore fenomeno che vale la pena prendere in considerazione nella modellizzazione
della batteria  e il fatto che il suo tempo di vita cambi a seconda dell'utilizzo che viene adottato:
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azioni di carica e/o scarica frequenti e profonde vanno a ridurre il numero medio di cicli (del
corrispondente processo elettro-chimico), come  e rappresentato nella Figura 4.3. Li-Ion Training for the Sales Team
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Figura 4.3: Ciclo di vita di una batteria Li-ion in funzione della percentuale
di scarica.
Quanto appena descritto impatta sull'ammortamento della spesa iniziale della batteria: se ne
viene fatto un cattivo uso, pu o venire messa in discussione la convenienza del suo acquisto nel
momento in cui la spesa iniziale risulti superiore ai soldi risparmiati possedendola, legati alla
possibilit a di immagazzinare energia in essa quando se ne ha a disposizione in eccesso grazie alla
produzione da parte delle sorgenti di energia rinnovabile o quando il prezzo dell'energia da parte
dell'operatore  e particolarmente conveniente e di prelevarne quando non se ne ha a sucienza o
il prezzo  e nelle fasce di picco. Ci o verr a preso in considerazione nella denizione della funzione
costo della Sezione 4.1.2:  e chiaro che, vista la non chiara corrispondenza tra la Figura 4.3 e dei
valori numerici precisi, non si pu o che procedere in modo euristico. Quando la batteria viene
acquistata, si suppone che essa abbia un tempo di vita medio di K cicli: ogni volta che essa viene
ad esempio scaricata, il contatore K viene decrementato in modo proporzionale alla profondit a
di scarica
K = K   
 (Ek 1   Ek) (4.2)
dove 
  e un parametro che va tarato - in ottica simulativa: esso nella pratica risulta ssato una
volta scelto il modello di batteria - opportunamente rispetto alla funzione di costo, in modo
che eseguire un energy storage ottimo porti comunque ad una riduzione del conto da pagare
all'operatore energetico, anche considerato il degrado della batteria nel tempo e il fatto che
quando il contatore K raggiunge lo zero  e necessaria la sua sostituzione. Tale eetto verr a
inserito nella funzione di costo, che avr a un andamento fortemente non lineare in corrispondenza
agli eventi di sostituzione della batteria (a causa di un suo totale degrado prestazionale) e del suo
successivo riacquisto. Oltre alle due novit a appena menzionate, riassunte dalle equazioni (4.1) e
(4.2),  e ovvio che rimangono validi i vincoli deniti nella Sezione 1.1: il livello di energia non pu o
superare un certo valore massimo, i rate di carica e scarica sono supposti niti e le ecienze di
carica/scarica sono diverse da 1, come rimane espresso da (1.1), (1.2) e (1.3).
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4.1.2 Nuovo modello di costo
In precedenza la funzione di costo era stata semplicemente denita come una curva crescente
lineare a tratti e con coda quadratica in funzione della richiesta istantanea (netta) di potenza
all'operatore energetico. Ora, per quanto riguarda il termine dipendente dalla richiesta di potenza
complessiva da parte della grid, si sceglie di considerare semplicemente una tariazione bi-oraria
molto simile a quella oerta attualmente dall'ENEL, secondo la quale, indicata come l l'ora del
giorno in cui sia presente certa richiesta di potenza Xk, si ha che
CXk;l =
(
c0 Xk; l 2 f8:00; 9:00; :::; 21:00g
c1 Xk; l 2 f22:00; 23:00; :::; 7:00g
(4.3)
dove c0 > c1 e nella richiesta di potenza Xk  e eventualmente (dato che il suo livello energetico
pu o restare invariato) compreso anche il contributo necessario a caricare la batteria o a scaricarla
(assumendo che le due azioni non siano possibili contemporaneamente), che si pu o esprimere
come Xk , Lk   Rk + Fk = Lk   Rk +
Ek Ek 1
t .
Nella denizione della nuova funzione di costo, si  e per o voluto eettuare anche un ranamento
ulteriore: con quella denita da (1.4), infatti, si era assunto che la richiesta di potenza Lk da
parte dei residenti all'interno della grid fosse sempre superiore alla produzione Rk da parte delle
sorgenti rinnovabili.  E verosimile invece che, quando molte persone sono impegnate al lavoro e la
quantit a di potenza prodotta dai pannelli fotovoltaici assume i suoi valori massimi (ad esempio
all'ora di pranzo), si possa vericare che Pk = Lk   Rk < 0. L'ENEL, anche per questa ragione,
denisce una diversa tariazione energetica quando viene venduta energia e non comprata, che si
pu o esprimere dal punto di vista analitico come
CXk;l =
8
> > > > <
> > > > :
c0 ca Xk; l 2 fo0; Xk  0
c0 cv Xk; l 2 fo0; Xk < 0
c1 ca Xk; l 2 fo1; Xk  0
c1 cv Xk; l 2 fo1; Xk < 0
(4.4)
dove con fo0 e fo1 si intendono, rispettivamente, la prima e la seconda fascia oraria relative
al prezzo energetico. Dal punto di vista matematico, con C() che  e ora lineare in funzione
della potenza,  e condizione necessaria ma non suciente che il prezzo per unit a di energia
acquistata sia superiore a quello per unit a di energia venduta anch e il problema di ottimizzazione
dell'energy storage che ci si appresta a denire abbia un senso: se i valori delle due costanti
fossero invertiti, infatti, considerando la perdita di energia nel tempo della batteria e la spesa
iniziale per acquistarla, che va ammortizzata nel tempo, sarebbe lecito porsi delle domande
sulla sua eettiva utilit a. Detto ci o, nei primi 3 capitoli l'\unico" ruolo della batteria  e stato
quello di immagazzinare energia in intervalli temporali giudicati convenienti dai vari algoritmi
implementati al ne di ricadere il meno possibile, sul lungo periodo, nel range di valori di C()
in funzione di X con pendenza elevata. Ora, invece, la sua utilit a  e duplice: quanto appena
aermato risulta ancora applicabile rispetto alla taria bi-oraria, per la quale  e pi u conveniente
acquistare energia nella fascia oraria notturna, eventualmente immagazzinandola nella batteria
per poi usarla di giorno se il tradeo con la perdita di carica nel tempo e l'uso intelligente
che deve venirne fatto  e giudicato conveniente; oltre a ci o, la batteria diventa fondamentale
anche negli intervalli di tempo in cui la produzione di potenza da parte delle sorgenti rinnovabili
supera la richiesta all'interno della grid. In queste ultime situazioni, infatti, se non si avesse a
disposizione la batteria, il controllore della grid non potrebbe far altro che vendere l'energia in
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eccesso ad ENEL che, come sopra menzionato, paga quella venduta dagli utenti meno di quella
comprata dai medesimi.
Per quanto riguarda poi il costo legato all'ammortamento della spesa iniziale per l'acquisto
della batteria, si pu o scegliere che esso coincida o meno con il valore che la funzione di costo
assume all'istante temporale 0-esimo: di seguito si suppone che
CX0;l = 0 8X0 2 X; 8l 2 f0:00; 1:00; :::; 23:00g: (4.5)
Ogni volta poi che il contatore K denito nella sezione precedente tocca lo zero, la funzione di
costo subisce un incremento fortemente non lineare legato alla spesa per l'acquisto di una nuova
batteria
CXk;l
K=0 = CXk;l + Cbatt: (4.6)
D'ora in avanti, assumendo come impliciti la dipendenza della funziona di costo dalla fascia
oraria l in cui si colloca un determinato intervallo temporale k ed il fatto che nel corso di esso ci
sia dipendenza dalla corrispondente richiesta di potenza Xk , essa verr a indicata semplicemente
come Ck e l'obiettivo che ci si pone  e quello di minimizzarne la somma su un certo orizzonte
temporale (nito).
La funzione di costo non lineare denita da (4.6), tuttavia, risulta di non immediata imple-
mentazione nel modello di sistema che si sta andando a denire. Si  e perci o preferito andare
a spalmare il costo Cbatt legato all'ammortamento della spesa iniziale della batteria su ogni
intervallo temporale, legandolo al suo tempo di vita medio K, espresso in numero di cicli, nel
modo seguente
Ck = Ck 1 + Cbatt;k = Ck 1 +
Cbatt
K
jEk   Ek 1j
Emax
(4.7)
dove
Cbatt
K rappresenta il costo di un ciclo (che si suppone essere equivalente a caricare/scaricare
la batteria di Emax in valore assoluto) e
jEk Ek 1j
Emax corrisponde alla percentuale di carica/scarica
rispetto alla capacit a della batteria.
Cercando di riassumere il tutto nel modo pi u sintetico possibile, si denisce la funzione di
costo complessiva del sistema, che tenga conto sia di (4.4) che di (4.7), la quale, con l'ausilio
della variabile Xk = Lk   Rk +
Ek Ek 1
t , diventa esprimibile nel modo seguente
Cnew
k;l =
(
XfXk0g c0 ca Xk + XfXk<0g c1 cv Xk + Cbatt;k; l 2 fo0
XfXk0g c1;ca Xk + XfXk<0g c2 cv Xk + Cbatt;k; l 2 fo1:
(4.8)
dove XfAg(x)  e denita come la funzione indicatrice di un certo insieme A, ovvero
XfAg(x) =
(
1; x 2 A
0; altrimenti:
(4.9)
Inne, nella denizione del nuovo problema di ottimizzazione nella Sezione 4.2 non verr a
esplicitata la dipendenza della funzione di costo Cnew() dal secondo pedice l corrispondente ad
una certa fascia oraria di appartenenza: viene implicitamente assunto di trovarsi sempre o in
fo0 o in fo1, anche se ci o non  e ben osservabile dal punto di vista analitico per non appesantire
eccessivamente la notazione. Ci o viene invece preso in considerazione in fase di implementazione,
dove, dopo che  e nito ogni intervallo temporale di durata t, viene aumentato un contatore,
per poter sempre calcolare il costo dell'energia da comprare/vendere in funzione dell'ora della
giornata in cui ci si trova.
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4.2 Denizione del nuovo problema di ottimizzazione
Prima di entrare nel merito della denizione del nuovo problema di minimizzazione, vale la
pena inserire qui una piccola osservazione sulla generazione della sequenza fPkg della richiesta
netta di potenza. Nella Sezione 4.1.2 si  e osservato come ora si assuma che il segnale Pk possa
assumere anche valori negativi, ad indicare che in tale intervallo temporale Rk > Lk. Nella
Sezione 1.5  e stato descritto un modello accurato per generare una richiesta di potenza relativa
ad una ventina di abitazioni all'interno della grid che sia la pi u verosimile possibile. Per non
avere troppe nuove variabili da prendere in considerazione nell'analisi dei risultati di questo
nuovo problema di ottimizzazione (ci sono gi a il nuovo modello di batteria ed una funzione di
costo completamente diversa), si  e preferito non cercare in letteratura ed utilizzare un modello
di equivalente accuratezza per la generazione di energia da parte delle sorgenti rinnovabili. Per
raggiungere l'obiettivo che il segnale Pk assumesse anche valori negativi,  e stata creata con
l'ausilio di Matlab una sequenza fRkg di campioni della produzione di energia rinnovabile con
valori uniformemente distribuiti tra 0 e 30 kW con passo R =0.5 kW durante la fascia oraria
fo0 ed uguali a zero nel corso della fascia oraria fo1. Un piccolo dettaglio tecnico, aggiunto
per rendere questo segnale pi u verosimile,  e di pi u facile comprensione leggendo 4.1 con il
corrispondente codice Matlab che cercando di descriverlo a parole: in pratica si  e fatto in modo
che l'inizio della produzione di energia alla mattina e la ne al tramonto abbiano un andamento
pi u smooth di quello ottenibile tramite il passaggio da un campione nullo ad una distribuzione
 U(0; 0:5; ::: 30) kW.
|||||||||||||||||||||||||||||||||||||||||
Codice 4.1: Codice Matlab per generare la sequenza fRkg che memoriz-
za i valori relativi alla produzione di potenza tramite pannelli
fotovoltaici.
Delta R=0.5e3;
R n=0;
R g=[1e3:Delta R:30e3];
ll=31*24*60;
R GA pre f=zeros(ll,1);
for k=1:ll
R GA pre f(k)=R g(1+floor(length(R g)*rand));
end
R GA=R n*ones(ll,1);
for k=0:24:(ll 1)
R GA(8+k+1)=round(R GA pre f(8+k+1)/8/Delta R)*Delta R;
R GA(8+k+2)=round(R GA pre f(8+k+2)/2/Delta R)*Delta R;
R GA((8+k+3):(20+k 2))=R GA pre f((8+k+3):(20+k 2));
R GA(20+k 1)=round(R GA pre f(20+k 1)/2/Delta R)*Delta R;
R GA(20+k)=round(R GA pre f(20+k)/8/Delta R)*Delta R;
end
|||||||||||||||||||||||||||||||||||||||||
Detto ci o, la nalit a che ci si pone a livello di ottimizzazione stocastica rimane quella di
minimizzare il costo complessivo da pagare all'operatore energetico, sfruttando la capacit a
oerta dalla batteria di immagazzinamento di energia in istanti temporali giudicati convenienti
(ricordando poi che, quando Pk < 0, l'energia, se non potesse essere caricata nella batteria,
verrebbe per forza venduta all'operatore energetico ad un prezzo di vendita inferiore a quello
di acquisto), tenendo per o in considerazione anche il costo legato all'acquisto della batteria (e
alle sue successive sostituzioni per il suo inevitabile degrado), il nuovo vincolo legato alla sua
perdita di energia nel tempo e una funzione di costo completamente diversa da quella precedente,
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che prende in considerazione anche la fascia oraria a cui appartiene un determinato intervallo
temporale. Supponendo di partire all'istante k = 0 con la batteria scarica (ovvero E0 = 0), si ha
che
fEoptkgk=1;2;:::;T 1 =
argmin
fEkgk=1; 2; :::; T 1
E
"
T 1 X
k=0
Cnew
k
#
subjectto : (4:11); (4:1)
(4.10)
dove Cnew()  e la funzione di costo denita da (4.8) e
 
tFd
max
d
 Ek+1   Ek  Fc
max tc: (4.11)
 e ancora il vincolo denito nel Capitolo 1 sulla capacit a limitata a Emax, i rate di carica e scarica
niti e le ecienze di carica e scarica 6= 1 della batteria.
Assodato che il problema di ottimizzazione oine associato a (4.10) si pu o ancora risolvere
applicando l'algoritmo di Viterbi (di cui per brevit a vengono omessi i nuovi dettagli implementa-
tivi), tutta la teoria sulla DP denita nel Capitolo 2 rimane perfettamente valida anche per la
risoluzione con il nuovo modello di sistema, prestando per o particolare attenzione al seguente
aspetto: anche se, come gi a accennato, la dipendenza dalla fascia oraria (l 2

fo1; fo2	
) non
viene esplicitata nella funzione di costo in (4.10), essa in
uisce in modo drastico sulla determina-
zione della strategia ottima . Ci sono pi u modi per risolvere questa complicazione analitica:
uno sarebbe quello di inserire come terza componente del vettore di stato l'intervallo temporale
esatto (tra i 24 possibili con granularit a t = 1 h) relativa ad un generico giorno al quale sono
associati un certo livello energetico Ej ed una certa richiesta di potenza Pi. Questo approccio,
tuttavia, presenta il difetto di aumentare in modo signicativo la cardinalit a dello spazio degli
stati e soprattutto di avere a disposizione un numero molto limitato di valori di training su
cui stimare le corrispondenti probabilit a di transizione. Una soluzione alternativa  e quella di
considerare come terza componente dello stato la fascia oraria fol perl = 0; 1, che diventa in tal
modo esprimibile come
s =

Ej; Pi; fol

=

s(1); s(2); s(3)

2 S con S = E xP xFO: (4.12)
Cos  facendo, quando si va a stimare la statistica condizionata dello stato del sistema, le transizioni
dipendono sia dalla seconda che dalla terza componente dello stato. In particolare, nella stima
della distribuzione di probabilit a, alla ne degli intervalli con l 2 f8:00; 9:00; :::; 20:00g le
corrispondenti transizioni vanno conteggiate tra i possibili stati con fol = fo0; alla ne, invece,
degli intervalli con l 2 f22:00; 23:00; :::; 6:00g le corrispondenti transizioni vanno contate tra gli
stati con terza componente fol = fo1; in maniera analoga, alla ne dell'intervallo con l = 21:00 si
vericano le transizioni tra gli stati con fol = fo0 a quelli con fol = fo1 ed alla ne dell'intervallo
con l = 7:00 si vericano le transizioni tra gli stati con fol = fo1 a quelli con fol = fo0. L'idea
alla base di quanto appena spiegato  e ben rappresentata in Figura 4.4.
Ad essere precisi, la Figura 4.4 rappresenta solo in modo compatto (per non rendere dicoltosa
la visualizzazione) la catena di Markov a stati niti associata alla stima delle nuove probabilit a di
transizione. Nelle catena di Markov \eettiva", infatti, il rettangolo rosso sulla sinistra dovrebbe
avere sette repliche aancate degli M circoletti (che rappresentano i possibili livelli assumibili
dalla richiesta netta di potenza quantizzata durante la fascia oraria notturna): per le prime sei
repliche  e possibile andare da ciascuno degli M circoletti a ciascuno degli M successivi, e cos 
anche per la settima replica, solo che in questo caso le transizioni terminano in uno degli stati del
rettangolo evidenziato in azzurro. Il ragionamento si estende in modo naturale a quest'ultimo,
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0.00 → 8.00
fo1
⇓ ⇓ ⇓
Pnotte
0
. . .
. . .
Pnotte
i
Pnotte
M−1
k = 1, 2, ..., 7 k = 8
8.00 → 20.00
fo0
P
giorno
0
P
giorno
j
P
giorno
M−1
k = 9, 10, ..., 19 k = 20
20.00 → 0.00
Pnotte
k
k = 21, 22, ..., 24
fo1
Pnotte
0
Pnotte
M−1
. . .
. . .
. . .
. . .
Figura 4.4: Schema che descrive la parte dello stato del sistema rispetto alla
coppia richiesta di potenza-fascia oraria al variare del tempo in
una generica giornata di 24 h.
con gli M circoletti (che rappresentano i possibili livelli assumibili dalla richiesta netta di potenza
quantizzata durante la fascia oraria diurna) che dovrebbero essere presenti in undici repliche
aancate, con le transizioni che partono dagli stati appartenenti all'ultima di esse che entrano di
nuovo negli M circoletti (da espandere in quattro repliche aancate) relativi alla fascia oraria
notturna e cos  via, no a tornare nella M-upla pi u a sinistra della catena di Markov che emula
il processo di stima delle probabilit a di transizione.
L'applicazione della DP  e possibile stimando le appena citate probabilit a di transizione con la
nuova denizione di stato, in maniera analoga a quanto descritto nella Sezione 3.1: la dierenza
fondamentale sta nel fatto che ora la matrice Ptr, che memorizza i valori delle probabilit a
condizionate, ha dimensioni 2M x2M (ovvero il quadruplo della precedente matrice) ed  e
associata alle probabilit a di transizione esprimibili come
Pr
n
Pk+1 = Pi; fo = fol  Pk = Pj; fo = fom
o
=
= Pr
n
Pk+1 = Pi; fo = fol; Pk = Pj; fo = fom
o
=PrfPk = Pj; fo = fomg
 ! PfPi;fo=fol;Pj;fo=fomg per Pi; Pj 2 P e fol; fom 2

fo0; fo1	
:
(4.13)
4.3 Risultati delle simulazioni numeriche relative alla determi-
nazione della strategia ottima tramite DP col nuovo modello
di sistema
Il setting con cui si sono svolte le simulazioni  e del tutto analogo a quello della Sezione 3.2. Per
quanto riguarda la denizione dei parametri della funzione di costo, essi sono riassunti dalla
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Tabella 4.1.
Tabella 4.1: Coecienti con cui  e denita Cnew() in funzione della potenza
X (che comprende il contributo della batteria) e della fascia
oraria.
Caso Formula parametrica Formula con valori eettivi: Cnew
k;l
Xk  0 e l = 0 c0 ca Xk +
Cbatt
K
jEk Ek 1j
Emax =) Cnew
k;l = 10  5Xk + 10e3
5e3
jEk Ek 1j
12e3
Xk < 0 e l = 0 c0 cv Xk +
Cbatt
K
jEk Ek 1j
Emax =) Cnew
k;l = 10  1Xk + 10e3
5e3
jEk Ek 1j
12e3
Xk  0 e l = 1 c1 ca Xk +
Cbatt
K
jEk Ek 1j
Emax =) Cnew
k;l = 9  5Xk + 10e3
5e3
jEk Ek 1j
12e3
Xk < 0 e l = 1 c1 cv Xk +
Cbatt
K
jEk Ek 1j
Emax =) Cnew
k;l = 9  1Xk + 10e3
5e3
jEk Ek 1j
12e3
Anche per illustrare i risultati delle simulazioni eettuate, si segue la stessa linea guida usata
nel Capitolo 3: prima quelli relativi ad una statistica della distribuzione di transizione dello stato
(da intendersi, in riferimento a (4.13), come coppia richiesta netta di potenza-fascia oraria di
appartenenza) supposta iid e poi quelli ad una distribuzione supposta markoviana.
4.3.1 Risultati relativi al caso con una sola fascia oraria
Per catturare le dierenze nei risultati numerici date dalla scelta della nuova funzione di costo
rispetto alla Sezione 3.2,  e stato implementato, inizialmente, il nuovo modello di sistema con
un'unica fascia oraria, la cui funzione di costo pu o essere descritta dalla Tabella 4.2.
Tabella 4.2: Coecienti con cui  e denita Cnew() con un'unica fascia oraria
in funzione della potenza X (che comprende il contributo della
batteria).
Caso Formula parametrica Formula con valori eettivi: Cnew
k
Xk  0 ca Xk +
Cbatt
K
jEk Ek 1j
Emax =) Cnew
k = 5Xk + 10e3
5e3
jEk Ek 1j
12e3
Xk < 0 cv Xk +
Cbatt
K
jEk Ek 1j
Emax =) Cnew
k = 1Xk + 10e3
5e3
jEk Ek 1j
12e3
Analogamente al Capitolo 3, nelle Figure 4.5 e 4.6 si  e scelto di riportare l'andamento della
strategia ottima , ricavata tramite DP, supponendo prima una distribuzione iid delle probabilit a
di transizione relative alla sequenza fPkg (che ora per o pu o assumere anche valori negativi),
al variare sia del valore della richiesta netta di potenza che del livello di carica presente nella
batteria e poi al variare soltanto di quest'ultimo, parametrizzando la curva per alcuni valori di Pi
valutati come signicativi, scelti cio e col criterio di poter osservare la massima variabilit a della
policy, che per la maggior parte dei valori non riportatati si comporta in modo molto pi u stabile.
Anche se soltanto nel Capitolo 5 si cercher a di dare una spiegazione analiticamente rigorosa
dei risultati trovati, confrontando, ad esempio, la Figura 3.4 con la Figura 4.6 salta subito
all'occhio una forte analogia: le curve che descrivono la strategia ottima  al variare del livello di
carica Ej continuano ad avere un andamento monotono non-crescente. Che tale caratteristica
sia preservata (la strategia ottima, parametrizzata per un certo valore di Pi, ha ancora un
andamento lineare a tratti non-crescente all'aumentare della quantit a di energia presente nella
batteria) risulta molto interessante per due motivi: innanzitutto il nuovo modello di batteria
tiene in conto il fatto che il livello di energia immagazzinato diminuisca nel tempo, e ci o complica
la decisione ottima riguardo all'azione da intraprendere in un certo intervallo temporale; la
nuova funzione di costo, inoltre, prende anche in considerazione l'ammortamento della spesa
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Figura 4.5: Strategia ottima  ricavata tramite DPI applicata al modello di
costo con un'unica fascia oraria al variare sia del segnale Pi che
del livello di energia Ej presente nella batteria.
Figura 4.6: Strategia ottima  ricavata tramite DPI applicata al modello di
costo con un'unica fascia oraria al variare del livello di energia
Ej presente nella batteria, parametrizzata per alcuni valori di Pi.
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iniziale della batteria, il cui tempo di vita dipende dalla profondit a delle azioni di carica/scarica
intraprese: anche questo fattore potrebbe stravolge la forma della strategia ottima  (se ci o
non si nota osservando la Figura 4.5  e solo una conseguenza del settaggio dei parametri scelto,
che non enfatizza l'eetto dell'ammortamento anch e l'acquisto della batteria risulti comunque
conveniente). Nelle Figura 4.7 vengono riportati, in forma compatta, degli andamenti del tutto
analoghi, con l'unica variazione che la strategia ottima   e stata calcolata supponendo una
distribuzione markoviana delle probabilit a di transizione della sequenza fPkg.
(a)  vs E e P (b)  vs E parametrizzata in P
Figura 4.7: Strategia ottima  ricavata tramite DPM applicata al modello di
costo con un'unica fascia oraria.
Nel caso con stima della statistica supposta markoviana, invece, si osserva gi a dalla Figura 4.7a
che l'andamento della policy ottima risulti molto complesso da descrivere per valori elevati della
richiesta di potenza. Come si vede chiaramente dalla Figura 4.7b, che rappresenta la strategia
ottima, parametrizzata in Pi, al variare del livello di energia della batteria, essa non risulta
propriamente monotona non-crescente, presentando diversi micro-picchi, e ci o, a colpo d'occhio,
non si sposa bene con le dimostrazioni analitiche che verranno riportate nel Capitolo 5, secondo
le quali sia l'aver introdotto l'ammortamento della batteria nella funzione costo che il prendere in
considerazione la perdita di carica del tempo (quando questa risulta una funzione convessa del
livello di energia Ej) non dovrebbero alterare la forma della strategia ottima, la quale dovrebbe
preservarsi lineare a tratti e monotona non-crescente. Simulazioni numeriche ad hoc, qui non
riportate, con uno solo di questi due fattori attivo, hanno vericato che  e soltanto la perdita
di carica nel tempo a determinare la non completa monotonicit a di  di cui si sta discutendo,
e non l'ammortamento del costo iniziale della batteria. La funzione di perdita di carica nel
tempo, tuttavia,  e s  convessa rispetto al livello di energia presente nella batteria (ed il problema
complessivo rimane cos  un problema di ottimizzazione convessa), ma ci o vale senza considerare
gli eetti della quantizzazione a E =0.5 kWh, che fa s  che la funzione di perdita quantizzata
abbia un andamento analogo al gradino, 1k, a tempi discreti, e quindi non convessa: questa spiega
il disaccordo con le dimostrazioni matematiche riportate nel Capitolo 5. Un'altra spiegazione
che si concilia con il rigore della matematica  e che, per un numero di campioni a disposizione
non sucientemente elevato, la stima delle probabilit a di transizione supponendo una statistica
markoviana potrebbe non essere molto accurata, e generi tali micro-picchi come artefatto.
Seguendo sempre la stessa linea guida del Capitolo 3, disponendo delle due strategie ottime, si
 e scelto confrontarle in termini di costo medio istantaneo, estendendo il paragone anche ad i costi
associati alle soluzioni fornite dall'algoritmo AOS, dall'algoritmo ST e al caso senza batteria. I
risultati ottenuti in termini puramente numerici riguardo al costo complessivo sono riportati nella
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Tabella 4.3; gli andamenti dei corrispondenti costi medi istantanei, invece, sono rappresentati in
Figura 4.8 e 4.9 al variare dell'ora dei giorni del mese di gennaio.
Tabella 4.3: Risultati numerici sul costo complessivo con un'unica fascia
oraria con granularit a t = 1 h.
Descrizione Costo ottenuto
(o % di aumento)
lower bound sul costo calcolato con alg. AOS 1.97775e+08
aumento relativo del costo con alg. DPI 0.0977069 %
aumento relativo del costo con alg. DPM 0.107773 %
aumento relativo del costo con alg. ST 2.14064 %
aumento relativo del costo nel caso senza batteria 3.51835 %
Pi u che l'andamento graco successivamente riportato,  e questa tabella (come anticipato nel
Capitolo 3) a confermare come considerare anche come approssimazione della distribuzione di
probabilit a condizionata delle richieste di potenza una statistica iid risulti, per alcune funzioni
di costo, una scelta pi u che valida: il costo complessivo, rispetto al caso markoviano, risulta in
questo caso leggermente inferiore.
Osservando poi le percentuali di aumento relativo del costo rispetto al lower bound di Viterbi
riportate in Tabella 4.3 e confrontandole con quelle della Tabella 3.1 risulta evidente la minor
variabilit a delle %: il costo corrispondente alle strategie ottenute tramite DP si distanzia soltanto
per qualche centesimo di punto dal minimo possibile e anche quello relativo al caso senza batteria  e
diverso solo di pochi punti percentuali. La giusticazione  e molto semplice ed  e dovuta all'assenza
dell'andamento lineare a tratti e con coda quadratica: l'andamento puramente lineare, infatti,
appiattisce tutti i costi cumulativi; la batteria, inoltre, risulta uno strumento meno potente
per immagazzinare energia in intervalli temporali giudicati convenienti, perch e il conne tra
conveniente e non conveniente non  e pi u un andamento lineare con pendenza modesta, andamenti
lineari con pendenza elevata o addirittura un andamento quadratico, ma si rimane sempre su
andamenti lineari con pendenze paragonabili. Chiarito ci o, la fortissima vicinanza della  ricavata
con la programmazione dinamica alla strategia oine ottima non pu o che essere una buona
notizia, nel senso che garantisce che, implementandola nel controllore della grid, essa porti a
prestazioni in termini di costo da pagare da parte degli utenti vicinissime al minimo possibile.
Il costo relativo al caso iid, inne, risulta lievemente inferiore a quello del caso con una stima
della statistica di fPkg di tipo markoviano, per i motivi gi a citati nella Sezione 3.2: in questo
caso, tuttavia, non si hanno evidenti beneci nel considerare la generazione di campioni relativi
alla richiesta di potenza Lk con granularit a di 1 minuto, come riportato nella Tabella 4.4.
4.3.2 Risultati relativi al caso con due fasce orarie
Avendo gi a riportato il setting dei parametri della funzione di costo nella Tabella 4.1 ed avendo
eseguito uno step simulativo intermedio nella Sezione 4.3.1, non resta che continuare a seguire la
linea guida della Sezione 3.2 per illustrare i nuovi risultati numerici. Va notato che, con la doppia
fascia oraria, sono stati deniti due nuovi coecienti nella funzione di costo, che rappresentano
il costo per unit a di energia scambiata (da intendersi come acquistata o venduta) quando ci si
trova in un intervallo temporale appartenente rispettivamente a fo0 o fo1. Anche in questo
caso dei valori esemplicativi dei coecienti sono stati scelti in maniera euristica, tenendo per o
presente la seguente importante considerazione: ssata la funzione di costo e le caratteristiche
della batteria, bisogna stabilire quando conviene acquistarla. Premesso che ci o verr a approfondito
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Figura 4.8: Andamento (complessivo) del costo medio istantaneo con un'unica
fascia oraria in funzione dell'ora del giorno dei mesi di gennaio
per i 4 algoritmi analizzati.
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Figura 4.9: Dettaglio dell'andamento del costo medio istantaneo con un'unica
fascia oraria in funzione dell'ora del giorno dei mesi di gennaio
per i 4 algoritmi analizzati.
Tabella 4.4: Risultati numerici sul costo complessivo calcolato sulla sequenza
fPnew
k g (avente una granularit a temporale t = 1') e con una
funzione di costo con un'unica fascia oraria.
Descrizione Costo ottenuto
(o % di aumento)
lower bound sul costo calcolato con alg. AOS 2.22871e+09
aumento relativo del costo con alg. DPM 0.162545 %
aumento relativo del costo con alg. DPI 0.177809 %
aumento relativo del costo con alg. ST 2.18522 %
aumento relativo del costo nel caso senza batteria 2.57575 %
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analiticamente nel Capitolo 5, ci si pu o intanto accontentare di una considerazione pi u intuitiva:
rispetto alla variazione del livello energetico  della batteria, la funzione di costo C()new risulta
lineare con due costanti di proporzionalit a che possono valere, rispettivamente, a1 = c0  ca,
a2 = c0  cv, a3 = c1  ca e a4 = c1  cv per quanto riguarda il termine che rappresenta l'azione di
carica/scarica e b =
Cbatt
K
1
Emax per quanto riguarda il termine che tiene conto dell'ammortamento
della spesa iniziale per l'acquisto della batteria. Considerando la derivata di questi due termini
rispetto a , risulta immediato convincersi che possa essere conveniente procedere all'acquisto
della batteria (in quanto considerazione necessaria ma non suciente: se ne deve anche fare
un uso intelligente) nel caso in cui ai  b 8i = 2; 4 (la batteria risulta infatti un'alternativa al
vendere l'energia prodotta all'operatore energetico). Dai dati riportati in Tabella 4.2, basta una
semplice divisione tra coecienti per convincersi di essere in quest'ultimo caso (e di svariati
ordini di grandezza).
Detto ci o, nelle Figure 4.10, 4.11, 4.12 e 4.13 si riportano i risultati relativi alle strategie
ottime ottenute tramite DP sia nella fascia oraria diurna che in quella notturna.
(a)  vs E e P \di giorno" (b)  vs E parametrizzata in
P \di giorno"
Figura 4.10: Strategia ottima  \di giorno" ricavata tramite DPI applicata
al modello di costo con 2 fasce orarie.
(a)  vs E e P \di notte" (b)  vs E parametrizzata in
P \di notte"
Figura 4.11: Strategia ottima  \di notte" ricavata tramite DPI applicata al
modello di costo con 2 fasce orarie.
Non ci sono novit a sostanziali in tali gure rispetto a quelle precedentemente riportate per
quanto riguarda il caso iid, illustrato nelle Figure 1.18b e 1.20b: l'andamento della strategia
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(a)  vs E e P \di giorno" (b)  vs E parametrizzata in
P \di giorno"
Figura 4.12: Strategia ottima  \di giorno" ricavata tramite DPM applicata
al modello di costo con 2 fasce orarie.
(a)  vs E e P \di notte" (b)  vs E parametrizzata in
P \di notte"
Figura 4.13: Strategia ottima  \di notte" ricavata tramite DPM applicata
al modello di costo con 2 fasce orarie.
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ottima risulta infatti sempre lineare a tratti e monotono non-crescente. Per quanto riguarda,
invece, il caso con stima della statistica supposta markoviana, valgono le stesse considerazioni
discusse nella Sezione 4.3.1 relativamente alla stima della statistica della richiesta netta di potenza
quando viene supposta markoviana: come si evince chiaramente dalle Figure 4.12b e 4.13b, le
strategie ottime al variare del livello di energia della batteria e parametrizzate in Pi non risultano
propriamente monotone non-crescenti, presentando diversi micro-picchi, in corrispondenza dei
quali la policy ottima  diventa localmente crescente, sempre a causa della non-convessit a della
funzione di perdita quantizzata.
Per quanto riguarda i risultati riguardo al costo numerico complessivo e al costo medio
istantaneo, corrispondenti alle strategie di DP e agli altri algoritmi con cui le si confronta, essi
sono riportati, rispettivamente, nella Tabella 4.5 e nella Figure 4.14 e 4.15.
Tabella 4.5: Risultati numerici sul costo complessivo con 2 fasce orarie con
granularit a t = 1 h.
Descrizione Costo ottenuto
(o % di aumento)
lower bound sul costo calcolato con alg. AOS 1.87428e+09
aumento relativo del costo con alg. DPI 0.484936 %
aumento relativo del costo con alg. DPM 0.512283 %
aumento relativo del costo con alg. ST 2.26700 %
aumento relativo del costo nel caso senza batteria 3.96025 %
In merito alla Tabella 4.5 ci sono un paio di osservazioni interessanti da fare. Innanzitutto
l'incremento sul costo cumulativo corrispondente alla strategia ottenuta tramite DP non  e pi u
di qualche centesimo di punto percentuale, come nel caso della Sezione 4.3.1, ma arriva no ad
(un sempre modesto) 0.51 % nel caso di una stima markoviana della statistica della richiesta di
potenza: la ragione di ci o  e, presumibilmente, imputabile al limitato numero di campioni relativi
alle transizioni di fascia oraria notte-giorno e giorno-notte su cui sono state stimate le probabilit a
di transizione di stato, ricordando che ora esse dipendono sia dal valore di Pi che dalla fascia
oraria di appartenenza. Con una stima delle probabilit a condizionate non molto precisa,  e ovvio
che anche la state-value function e quindi la strategia ottima  ne risentano, e ci o corrisponde
ad un costo da pagare da parte degli utenti della grid leggermente pi u alto; l'aumento relativo
del costo, tuttavia,  e modesto, e il paradigma della programmazione dinamica rimane molto
performante.
Inne,  e stato vericato quanto il processo delle richieste di potenza, di cui  e stata stimata la
statistica del secondo ordine condizionata con t = 1 h supponendo che sia markoviano, si possa
approssimare come iid. La metrica usata per quanticare questa approssimazione  e la divergenza
di Kullback-Leibler, che in statistica  e usata come misura della distanza tra due PDF ed  e in
generale denita da
D(p k q) =
X
a2A
p(a) loge

p(a)
q(a)

: (4.14)
In questo caso  e stata usata la divergenza di Kullback-Leibler della distanza tra la distribuzione
di massa degli stati con probabilit a diversa da zero nella matrice della probabilit a di transizione
e quella della corrispondente distribuzione iid (relativa sempre ai possibili valori della richiesta
netta di potenza con Prfg 6= 0). Il frammento di codice Matlab che implementa il calcolo della
divergenza di Kullback-Leibler  e riportato nel Codice 4.2.
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Costo con alg. a singola soglia data dalla media di P
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Figura 4.14: Andamento (complessivo) del costo medio istantaneo con 2 fasce
orarie in funzione dell'ora del giorno dei mesi di gennaio per i 4
algoritmi analizzati.
210 215 220 225 230 235 240 245
3.85
3.9
3.95
4
4.05
4.1
4.15
4.2
4.25
x 10
5 Costo medio per + realizz. di P con mod. di costo con 2 fasce orarie: dettaglio
Tempo [k]
C
o
s
t
o
[
U
n
i
t
`
a
]
 
 
LB oﬄine con Viterbi in assenza della batteria nella grid
Costo con alg. a singola soglia data dalla media di P
Costo con D.P. con Pr. trans. markoviane
Costo con D.P. con Pr. di transizione i.i.d.
LB oﬄine con Viterbi
Figura 4.15: Dettaglio dell'andamento del costo medio istantaneo con 2 fasce
orarie in funzione dell'ora del giorno dei mesi di gennaio per i 4
algoritmi analizzati.
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|||||||||||||||||||||||||||||||||||||||||
Codice 4.2: Codice Matlab per il calcolo di un'opportuna divergenza di
Kullback-Leibler per quanticare quanto la statistica del secondo
ordine di fPkg, supposta markoviana, si possa approssimare come
iid.
KL=zeros(N P m,1);
for r=1:N P m
for s=1:N P
if((PT m(s,r)6=0)&&(P1(s)6=0))
KL(r)=KL(r)+PT m(s,r)*log(PT m(s,r)/P1(s));
end
end
end
|||||||||||||||||||||||||||||||||||||||||
Nel Codice 4.2, \KL" rappresenta la divergenza di Kullback-Leibler che si sta cercando
di stimare, \N P m" il numero di valori assumibili dalla richiesta netta di potenza la cui
corrispondente probabilit a  e diversa da zero, \N P" il numero totale di tali valori, \PT m" la
matrice che memorizza le stime delle probabilit a di transizione ad un passo diverse da zero
di fPkg e \P 1" la stima della distribuzione di massa del primo ordine di fPkg. Tramite tale
routine  e stato possibile stimare la divergenza di Kullback-Leibler relativa alla sequenza delle
richieste nette di potenza, andando a considerare separatamente i valori che cadono della fascia
oraria diurna ed in quella notturna: i risultati ottenuti sono riportati, rispettivamente, nelle
Figure 4.15 e 4.16.
Quello che si nota in modo evidente dalla Figura 4.17  e che la stima della divergenza di
Kullback-Liebler durante le ore della fascia oraria fo1 risulta prossima allo zero rispetto ad
una buona parte dei valori assumibili da Pi. Quando invece la divergenza  e 6= 0, avrebbe poco
senso aermare che, da un punto di vista qualitativo, i suoi valori sono piccoli o grandi.  E pi u
interessante, invece, notare che, in corrispondenza alla parte centrale (relativa ad un insieme di
valori assumibili dalla richiesta netta di potenza la cui somma delle rispettive probabilit a risulta
prossima ad 1: la zona pi u a sinistra e quella pi u a destra, quindi, sono di scarso signicato
rispetto a questa metrica stocastica) l'escursione della funzione  e molto limitata o, in altre parole,
la varianza di tali campioni  e modesta. Ricordando che, se la statistica della sequenza fPkg fosse
perfettamente approssimabile come iid la divergenza di Kullback-Leibler considerata sarebbe
nulla, si pu o quindi concludere che, andando a mediare sull'ora i campioni di una sequenza
generati con una granularit a temporale di t = 1 ', il processo aleatorio che ne deriva ha una
statistica che risulta descrivibile come iid con buona approssimazione, e che ci o si nota ancora di
pi u durante la fascia oraria notturna. Per concludere, avendo a disposizione parecchia potenza di
calcolo (da intendersi sia come memoria che come capacit a computazionale), stimare la statistica
con un modello markoviano - che ha memoria unitaria, e deve quindi essere denito attraverso la
matrice delle probabilit a di transizione, legata alla statistica del secondo ordine della richiesta
netta di potenza - pu o portare ad un guadagno sul costo complessivo (derivante dell'applicazione
della strategia ottima ) abbastanza signicativo per determinate funzioni di costo. In caso
contrario, mediando i valori della sequenza fPkg per lavorare con t = 1 h, approssimarne la
statistica come iid - denita soltanto tramite la distribuzione di massa del primo ordine - risulta
la scelta migliore, portando in genere ad un costo complessivo non molto superiore superiore
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Figura 4.16: Stima della divergenza di Kullback-Liebler della distanza tra
la matrice di transizione Ptr corrispondente ad una stima della
statistica di fPkg approssimata a markoviana e a quella con
statistica approssimata ad iid (e quindi con tutte le colonne
uguali alla distribuzione di massa del primo ordine) durante la
fascia oraria diurna.
Figura 4.17: Stima della divergenza di Kullback-Liebler della distanza tra
la matrice di transizione Ptr corrispondente ad una stima della
statistica di fPkg approssimata a markoviana e a quella con
statistica approssimata ad iid (e quindi con tutte le colonne
uguali alla distribuzione di massa del primo ordine) durante la
fascia oraria notturna.
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netta di potenza).Capitolo 5
Approfondimento analitico
5.1 Ridenizione del problema di ottimizzazione dell'energy sto-
rage in modo pi u generale e caratterizzazione analitica della
strategia ottima sotto opportune ipotesi
L'obiettivo di questo capitolo  e quello di dimostrare analiticamente alcuni risultati sulla strategia
di energy storage ottima , con una funzione di costo assunta inizialmente lineare nei confronti
dell'azione  intrapresa nei confronti del livello energetico della batteria, per poi cercare di
adattare la tecnica di dimostrazione descritta ad un caso pi u generale (ad esempio, la funzioni
di costo C() denita nel Capitolo 4). La seguente trattazione, tuttavia, assume un modello di
stato diverso da quello denito dalle equazioni (3.1) e (4.12), che ne risultano dei casi particolari:
vale quindi la pena ridenire brevemente il modello di sistema che viene considerato.
Sia Ek il livello di energia presente nella batteria al tempo k, essa pu o essere caricata/scaricata
di una certa quantit a k in modo da avere, all'inizio dell'intervallo temporale ad esso successivo
Ek+1 = Ek + k (5.1)
ricordando che devono essere soddisfatti i seguenti requisiti: 1) il livello di energia nella batteria
deve stare sempre nell'intervallo 0  Ek  Emax; 2) l'azione di carica/scarica  e vincolata a
rispettare min  k  max, dove min < 0  e il massimo livello di scarica e max > 0  e il massimo
livello di carica. Mettendo insieme questi due vincoli si ha quindi che
max(min;  Ek)  k  min(max; Emax   Ek) (5.2)
ovvero
Ek+1 = Ek + k con k 2 U(Ek) (5.3)
dove
U(E) =

U (E); U+(E)

= [max(min;  E); min(max; Emax   E)] (5.4)
come illustrato in Figura 5.1a. Dal momento che il suo utilizzo torner a presto comodo, si
introduce di seguito la denizione di proiezione ortogonale sull'insieme U(E), che dal punto di
vista analitico si esprime come
?U(E) () = min
 
max
 
; U (E)

; U+(E)

= min(max(; min;  E); max; Emax   E):
(5.5)
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δmax
δmin Emax
δ(E)
−E
Emax − E
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ηd δ
F(δ)
1
ηc δ
δ
(b) F()
Figura 5.1: Esempi di rappresentazione dell'insieme U(E) e della funzione
F().
Assumendo inoltre le consuete inecienze di carica e scarica, espresse rispettivamente come
c  1 ed d  1, la quantit a di potenza richiesta dalla grid o ceduta alla medesima assume la
forma
F() =
1
c
()+ + d ()  (5.6)
che, come illustrato in Figura 5.1b, risulta un operatore convesso. Si ricordi poi che, in un
certo intervallo temporale k, Lk indica la richiesta di potenza da parte degli utenti all'interno
della grid e Rk la produzione di energia tramite sorgenti rinnovabili. Sia poi Mk un modulating
state (come quello che viene considerato nell'articolo [2]) che in
uenza la produzione, la richiesta
ed i costi (ad esempio, l'ora all'interno di una certa giornata, il mese dell'anno, le condizioni
meteorologiche, etc.). Lo stato del sistema durante tale intervallo temporale si pu o esprimere
allora come
sk = (Ek; Lk; Rk; Mk) con sk 2 S = fE xLxRxMg: (5.7)
Si denisca poi anche, sempre per uso futuro, lo stato parziale (privato cio e della sua prima
componente) del sistema
xk = (Lk; Rk; Mk) 2 X (5.8)
in modo che sk = (Ek; xk). Sia poi  = a(s) l'azione che si  e interessati a valutare in accordo
con qualche criterio di ottimalit a e sia A l'insieme delle azioni ammissibili (ad esempio, quelle
che non implicano vendere energia all'operatore se ci o non  e consentito). Il costo risulta, come
il solito, una funzione dello stato e dell'azione, ovvero 
 = 
 (s; ). In uno scenario tipico delle
smart grid il costo pu o essere una funzione, f, della potenza eettivamente richiesta all'operatore
energetico, denita da u, e si ha quindi che, all'istante k

 (sk; k) = f (u(Lk; Rk; F(k)); Mk) (5.9)
dove u prende in considerazione le perdite della linea. Propriet a di interesse per la funzione costo

 sono:
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1. 
 (s; )  e non-decrescente in    Questa propriet a  e sempre vericata dal momento che
u risulta non-decrescente in  (perch e un aumento della richiesta di potenza degli utenti
all'interno della grid implica un aumento della potenza che quest'ultima deve provvedere
a rendere disponibile), ed il costo f  e non-decrescente in u (altrimenti consumare di pi u
costerebbe meno, che  e irragionevole).
2. 
 (s; )  e convessa in   Questa  e un requisito pi u forte dato che u  e in generale una
funzione non-convessa dei suoi argomenti. La convessit a, tuttavia,  e assicurata quando le
perdite delle linee di trasmissione risultano trascurabili o quando la batteria si trovi nel
punto di common coupling. In tale situazione si ha che

 (s; ) = f (L   R + F(); M) (5.10)
e cos  il costo 
 sar a convesso se la funzione f  e convessa nel suo primo argomento.
3. 
 (s; )  e lineare in   In assenza di perdite lungo la linea di trasmissione e per una
funzione di costo f che sia lineare nel suo primo argomento, sia la non-decrescenza che la
convessit a sono assicurate, e si ha che

 (s; ) = f (x)  (L   R + F()): (5.11)
Siano p(tjs; (s)) le probabilit a di transizione di stato, che supponiamo deniscano com-
pletamente il sistema stazionario considerato. Sia (s; a) la PDF in condizioni stazionarie. Il
criterio che si adotta rispetto alla funzione obiettivo rimane quello della minimizzazione del costo
medio (su un orizzonte potenzialmente innito), espresso tramite la sua formulazione DP-like
a = argmin
a2A
E
(
1 X
k=0
k 
 (sk; a(sk))
)
: (5.12)
Mettendosi nella prospettiva della programmazione dinamica, si denisca il costo per s0 = s
e la strategia  (da intendersi come una funzione: S ! A)
V(s) = E
(
1 X
k=0
k 
 (sk; (sk))
 s0 = s
)
(5.13)
ed il valore ottimo sia dato da
V (s) = min

V(s) 8s 2 S: (5.14)
V (s) risulta (per quanto gi a descritto seguendo un percorso leggermente diverso dal Capitolo 2)
l'unica soluzione di
V (s) = min
 2U(E)
Q(s; ) (5.15)
con
Q(s; ) = 
(s; ) + G(s; ) (5.16)
e
G(s; ) =
Z
S
p(tjs; )V (t)dt (5.17)
e la strategia ottima sar a data da
(s) = argmin
 2U(E)
Q(s; ): (5.18)
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Nel problema di ottimizzazione che si sta analizzando, fortunatamente,  e possibile semplicare le
equazioni (5.17) e (5.18). Infatti, come gi a osservato, dal momento che s = (E; x) e Ek+1 = Ek+k
si ha che
p(tjs; (s)) = p
 
"; y;

E; x; (s)

= p
 
y

"; E; x; (s)

p
 
"

E; x; (s)

= p
 
y

"; E; x; (s)

";E+(s)
(5.19)
dove (;)  e la funzione impulso di Dirac. Grazie a (5.19), l'integrale presente nell'equazione
(5.17) si pu o semplicare come espresso da
G((E; x); ) =
Z
S
p
 
t

s; 

V (t)dt
=
Z
X
Z
E
p
 
y

"; E; x; (s)

";E+(s) V  ("; y) dyd"
=
Z
X
p
 
y
 x

V  (E + ; y) dy:
(5.20)
In maniera analoga si dimostra che (5.16) si pu o esprimere come 1
Q(s; ) = Q((E; x); ) = 
 (x; ) + G(x; E + ) (5.21)
e si ha inoltre che
V (s) = min
"2E+U(E)

 (x; "   E) + G(x; ")
= min
 2U(E)

 (x; ) + G(x; E + ):
(5.22)
5.2 Propriet a di V 
Il seguente risultato  e un'estensione di un risultato tratto da [2]: esso ha carattere molto generale
ed  e una conseguenza diretta del fatto che la funzione di costo 
 (s; )  e non-decrescente in , e
della peculiare denizione dell'intervallo di azioni ammissibili data da (5.4).
Lemma 1. V (s) = V  (E; x)  e una funzione non-crescente di E.
Dimostrazione. Si denisca la state-value function ottima ad n passi come
V 
n(s) = min
 2U(s)

 (x; ) + Gn 1 (x; E + ) (5.23)
dove
Gn 1 (x; ") =
Z
X
p
 
y

x

V 
n 1 ("; y)dy: (5.24)
La (5.23), grazie all'equazione di ottimalit a di Bellman, soddisfa la seguente relazione
lim
n!1
V 
n(s) = V (s): (5.25)
Si prova quindi per induzione che V 
n(s)  e non-crescente in E. La base dell'induzione  e che
V0(s) = 0. Il passo induttivo consiste nel provare che, assumendola vericata per V 
n 1(s), essa vale
anche per V 
n(s): si vuole cio e dimostrare che, se E1  E2, risulta che V 
n (E2; x)  V 
n (E1; x). A
1Si noti che viene aggiunta la () sopra una funzione quando se ne considera la versione che dipende solo dalla
seconda, x, componente dello stato s = (E; x).
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tale scopo si deniscano come 1 = a (E1; x) e 2 = a (E2; x) le azioni ottime da intraprendere,
rispettivamente, in E1 ed E2. Si noti ovviamente che 1 2 U(E1) e che 2 2 U(E2). Dato che
E1  E2, si pu o vericare che 12 = min(1; U+(E2)) risulta la proiezione ortogonale di 1 su
U(E2), e che  e tale per cui
8
> <
> :
12 2 U(E2) (percostruzione : siosservilaFigura5:1a)
12  1 (perdenizione)
E2 + 12 = min(E2 + 1; E2 + U+(E2)) = min(E2 + 1; E2 + max; Emax)  E1 + 1
(5.26)
dove l'ultima disuguaglianza risulta vericata per ciascuno degli argomenti del minimo. Ad essere
precisi, per dimostrare (in modo un po' pedante) la prima delle (5.26) bisogna ragionare osservando
la forma dalla regione ammissibile U(E). Le ipotesi, quindi, sono che E1  E2, 1 2 U(E1),
2 2 U(E2) e che 12 = min(1; U+(E2)) = min(E1; max(max; Emax   E2)). Si faccia quindi
riferimento alla Figura 5.2: 12  U+(E2) per come  e stato esso stesso denito; inoltre, vale
che U+(Ei)  U (Ej) 8 Ei; Ej 2 E. Dato poi che U+(E1)  U+(E2)  U (E2)  U (E2), 12,
essendo uguale per denizione al minimo tra 1 e U+(E2), risulter a anch'esso  U (E2), e quindi
si  e rigorosamente provato che 12 2 U(E2).
δmax
δmin Emax
δ(E)
−E
Emax − E
E
U−(E1) ≥ U−(E2)
U+(E1) ≥ U+(E2)
δ1
E1
δ2
E2
Figura 5.2: Rappresentazione di un generico livello energetico E1  E2 e delle
relative regioni di ammissibilit a: U(E1) e U(E2).
Si ha poi che
V 
n (E2; x) = min
 2U(E2)

 (x; ) + Gn 1 (x; E2 + )
 
 (12; x) + Gn 1 (x; E2 + 12)
 
 (x; 1) + Gn 1 (x; E1 + 1)
 
 (x; 1) + Gn 1 (x; E2 + 1)
= V 
n (E1; x)
(5.27)
dove la prima disuguaglianza deriva dalla prima delle (5.26), la seconda disuguaglianza dalla
seconda delle (5.26) e dal fatto che 
(x; )  e non-decrescente in , e la terza disuguaglianza dalla
895.2. Propriet a di V  CAPITOLO 5. Approfondimento analitico
terza delle (5.26) e dal fatto che Gn 1(x; ")  e non-crescente in " dato che Vn 1(E; x) lo  e in E
per ipotesi induttiva.
Quando poi la funzione di costo 
 (x; )  e anche convessa in  si pu o dimostrare anche il
seguente risultato sulla convessit a, che generalizza quanto provato sempre in [2] (la cui prova di
convessit a, per inciso, non  e corretta).
Lemma 2. Se la funzione di costo 
 (x; ) risulta anche convessa in , allora V (s) = V  (E; x)
 e convesso in E.
Dimostrazione. Si segue la stessa linea di dimostrazione del Lemma 1 e si provi la convessit a
in E di V 
n(E; x) assumendo, per ipotesi induttiva, che V 
n 1(E; x) sia convessa in E. Sia
E12 = aE1+(1 a)E2, per un qualche 0  a  1, una combinazione convessa dei due coecienti.
Si noti che, per 12 = a1 + (1   a)2 con 1 e 2 che risultino azioni ammissibili per i livelli di
carica E1 ed E2, vale che
?U(E1 2) (12) = min(max(12; min;  E12); max; Emax   E12) = 12 (5.28)
cio e 12 = a1 + (1   a)2 2 U (E12). Come gi a fatto nel Lemma 1, anche per convincersi di
quest'ultima propriet a  e meglio ragionare sfruttando una rappresentazione graca delle regioni
ammissibili: si faccia quindi riferimento alla Figura 5.3.
δ(E)
E E1 E2
U−(E2)
U+(E1)
δ1
U−(E1)
U+(E12)
δ12
E12
U−(E12)
U+(E2)
δ2
Figura 5.3: Rappresentazione della regione ammissibile U(E12) (con
E12 = aE1 + (1   a)E2) e dell'azione 12 appartenente ad essa.
Per ipotesi si ha che U (E1)  1  U+(E1) e U (E2)  2  U+(E2); inoltre, come gi a
osservato precedentemente, U+(E1)  U+(E2)  U (E1)  U (E2). A questo punto, per quanto
riguarda il limite superiore della regione di ammissibilit a si ha che
12 = a1 + (1   a)2  aU+(E1) + (1   a)U+(E2)  U+(E12) (5.29)
dove l'ultima uguaglianza vale per la concavit a della funzione rappresentata nella zona superiore
destra di Figura 5.3 (dove in questo caso vale la disuguaglianza stretta). In modo analogo si ha
poi che
12 = a1 + (1   a)2  aU (E1) + (1   a)U (E2)  U (E12) (5.30)
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dove l'ultima uguaglianza  e giusticata dalla la convessit a della funzione rappresentata nella
zona inferiore sinistra di Figura 5.3 (dove in questo caso vale il segno di uguaglianza). Da (5.29)
e (5.30) risulta vericato che 12 2 U(E12).
Indicando sempre con 1 e 2 le azioni ottime da eseguire in E1 ed E2 rispettivamente, si ha
inne che
V 
n (E12; x) = min
 2U(E1 2)

 (x; ) + Gn 1 (x; E12 + )
 
 (x; 12) + Gn 1 (x; E12 + 12)
 a


 (x; 1) + Gn 1 (x; E1 + 1)

+ (1   a)


 (x; 2) + Gn 1 (x; E2 + 2)

= aV 
n (E1; x) + (1   a)V 
n (E2; x)
(5.31)
grazie alla convessit a di V 
n 1(E; x) in E (che vale per ipotesi induttiva), e quindi quella di
Gn 1(x; ") in ", insieme alla convessit a di 
(x; ) in .
5.3 Azioni ottime con funzione di costo lineare
Quando il costo 
  e convesso, allora V  (e quindi G) sono anch'essi convessi. Quindi Q(x; )
risulta convessa, e (5.14) risulta un problema di minimizzazione convessa il cui minimo pu o essere
individuato analizzando i sub-dierenziali. Prima di arrivare a ci o, tuttavia, conviene fare un
passo indietro, ricordando le basi su cui si poggia il teorema successivamente presentato. Quello
che ci si pregge di ricavare  e la strategia ottima  tale che
(E; x) = argmin
 2U(E)

(x; ) + G(x; E + ) (5.32)
dove 
(x; ) = f(x) 

L   R + 1
c ()+ + d () 

 e una funzione convessa (e lineare) in  e
non-decrescente in , mentre G  e una funzione convessa in ; E e non-crescente in ; E.
Teorema 1. La strategia che risolve il problema di minimizzazione convessa dato da (5.32)
quando la funzione di costo 
 risulta lineare rispetto a  ha la forma  = (E; x) tale che
(E; x) =
8
> <
> :
minf" (x)   E; U+(E)   Eg; E  " (x)
maxf"+(x)   E; U (E)   Eg; E  "+(x)
0; altrimenti:
(5.33)
Quindi, se E  " (x), la strategia ottima  e quella di caricare la batteria ad un livello energetico
tanto pi u vicino possibile ad " (x) quanto la regione ammissibile U(E) lo consente. Se E  "+(x),
invece, la batteria dovrebbe essere scaricata ad un livello energetico tanto pi u prossimo a "+(x)
rispettando i limiti della regione ammissibile U+(E). Inne, nel caso in cui "+(x) < E < "+(x),
non risulta ottimo n e caricare n e scaricare la batteria: conviene cio e lasciarne il livello energetico
invariato.
Dimostrazione. Trattandosi, come gi a menzionato, di un problema di minimizzazione convessa,
per la ricerca di (E; x) =  si pu o sfruttare il fatto che quest'ultima deve essere tale che
0 2
@
(x; )
@

 
 
=
+ 
@G(x; E + )
@

 
 
=
(5.34)
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di cui conviene prendere in considerazione i due addendi separatamente. Nel caso del primo
addendo si ha che
@

@
=
8
> <
> :
f(x)d;  < 0
f(x)

d; 1
c

;  = 0
f(x) 1
c;  > 0
(5.35)
il cui andamento  e rappresentato in Figura 5.4.
δ
∂γ(x,δ)
∂δ
f (x) 1
ηc
f (x) ηd
0
Figura 5.4: Esempio di rappresentazione del sub-dierenziale
@
(x;)
@ quando
la funzione 
 (s; )  e lineare rispetto a .
Andando poi ad analizzare il sub-dierenziale di
@G(x;")
@ =
@G(x;E+)
@ , ricordandosi della
convessit a rispetto a  della funzione G, esso risulter a un operatore non-decrescente, e quindi  e
lecito aspettarsi un comportamento (nel caso pi u generale possibile) simile a quello rappresentato
nella Figura 5.5.
∂G(x,ε)
∂δ
ε = E + δ
∂G
+
∂δ
∂G
−
∂δ
Figura 5.5: Esempio di rappresentazione del sub-dierenziale
@G(x;E+)
@ .
Sommando il primo addendo al secondo moltiplicato per  e considerando prima il caso con
 > 0, si sta quindi cercando la strategia ottima (E;x) tale che
0 2 f(x)
1
c
+ 
@G(x; E + )
@

 
 
=
(5.36)
ovvero, espresso in modo pi u chiaro
f(x)
1
c
+ 
@G
 (x; E + )
@
 0  f(x)
1
c
+ 
@G
+(x; E + )
@
: (5.37)
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Il signicato dell'equazione (5.37)  e illustrato in Figura 5.6, dove D (x) e D+(x) rappresentano,
rispettivamente, l'estremo inferiore e superiore dell'intervallo di azioni ammissibili rispetto alla
seconda componente soltanto, x, dello stato s = (E; x).
ε = E + δ
∂Q(s,δ)
∂δ
D−(x) D+(x)
f(x) 1
ηc + α ∂G
+
∂δ
f(x) 1
ηc + α ∂G
−
∂δ
Figura 5.6: Esempio di rappresentazione del sub-dierenziale
@Q(s;)
@ per
 > 0.
Per denizione, quindi, dovr a valere che
(
D (x)  E +   D+(x)
D (x)   E    D+(x)   E
(5.38)
come rappresentato nella Figura 5.7.
D+(x)
D−(x)
E
δ∗(E)
δ > 0

Figura 5.7: Esempio di rappresentazione della regione ottima per la scelta
delle azioni da applicare alla batteria in funzione del livello di
carica in essa presente: si tratta cio e di (E) per  > 0.
Quanto appena discusso vale per  > 0: estendere il ragionamento a  < 0  e abbastanza
banale e qui non viene riportato per brevit a. Risulta pi u interessante rappresentare l'andamento
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complessivo di (E)  0 e < 0 quando il sub-dierenziale
@G(x;E+)
@ ha anche andamenti diversi
da quello rappresentato in Figura 5.5 (per  > 0) e in Figura 5.8 (andamento complessivo):
esempi a tale proposito, al variare del sub-dierenziale di G, sono rappresentati in Figura 5.9.
δmax
δmin Emax −E
Emax − E
E
δ∗(E)
Figura 5.8: Esempio di rappresentazione della regione ottima (colorata in
arancione) da cui possono essere scelte le azioni (E) in funzione
del livello di carica presente nella batteria.
A conclusione della dimostrazione, si consideri la funzione che denisce il nuovo livello
energetico ottimo che la batteria deve raggiungere, dato da quello precedente pi u gli eetti
dell'azione intrapresa, ovvero
(E; x) = (E; x) + E =
8
> <
> :
minf" (x); U+(E)g; E  " (x)
maxf"+(x); U (E)g; E  "+(x)
E; altrimenti:
(5.39)
Questa funzione risulta, cio e, una rotazione di  45 rispetto a quella che rappresenta l'azione
ottima da eseguire. Per rendere pi u chiaro il signicato della formula (5.39)  e stato eseguito un
esempio di tale trasformazione per arrivare ad una rappresentazione di (E; x), riportata in
Figura 5.10: se dalla regione ottima si sceglie un'azione opportuna tra tutte quelle ottime si pu o
osservare lo stesso andamento presente anche nell'articolo [2] pi u volte citato, ed illustrato nella
Figura 5.11.
Ad essere pi u precisi, la regione rappresentata nelle Figure 5.7, 5.8 e 5.9  e legata alla quella
rappresentata in Figura 5.10 da qualcosa in pi u che una semplice una rotazione: bisogna anche
andare ad intersecare il risultato, infatti, con l'insieme dei livelli energetici ammissibili, che non
 e stato denito in modo esplicito, ma risulta legato univocamente a U(E) al variare del livello
energetico E. Dato che, a meno della suddetta rotazione, le equazioni (5.33) e (5.39) coincidono
perfettamente, la dimostrazione del teorema risulta cos  conclusa e costituisce un risultato di
grande importanza nell'interpretazione dei risultati numerici riportati in questa tesi.
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δmax
δmin Emax −E
Emax − E
E
δ∗(E)
Figura 5.9: Altro esempio di rappresentazione della regione descritta in
Figura 5.9.
β∗(E, x) = π∗(E, x) + E
Emax
Emax ε+(E) ε−(E) E
0
δmax
−
− δmin
Figura 5.10: Esempio di rappresentazione della regione ottima da cui scegliere
le azioni, (E; x), in funzione del livello di carica presente nella
batteria.
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β∗(E, x) = π∗(E, x) + E
Emax
Emax ε+(E) ε−(E) E
0
δmax
−
− δmin
Figura 5.11: Esempio di rappresentazione della strategia ottima relativa al
nuovo livello energetico che la batteria deve assumere, (E; x),
in funzione del suo livello di carica (quando la funzione di costo

 risulta lineare rispetto a ).
5.4 Azioni ottime con funzione di costo lineare a tratti
L'unica dierenza di questa sezione rispetto alla 5.3  e che ora la funzione f, rispetto all'azione ,
non risulta pi u lineare ma lineare a tratti (con un numero nito di pendenze), come rappresentato
dalla seguente equazione 2

 (s; ) =
8
> > > > > > > <
> > > > > > > :
k1 f (x)  (L   R + F()); L   R + F()  Pthr;1
. . .
ki f (x)  (L   R + F()); Pthr;i 1 < L   R + F()  Pthr;i
. . .
kn f (x)  (L   R + F()); L   R + F() > Pthr;n 1
(5.40)
Bisogna prestare attenzione al fatto che la funzione L R+F()  e s  lineare a tratti, ma rispetto
al suo intero argomento, con delle generiche soglie date da Pthr;1;:::; Pthr;i; :::; Pthr;n 1: per
ricavarne l'andamento in funzione di  soltanto conviene innanzitutto eseguire una traslazione di
 (L R) , P. Considerando poi la diversa pendenza di F() per   0 e  < 0, gi a rappresentata
in Figura 5.1, si avr a che la composizione di funzioni P + F(), plottata rispetto a , pu o essere
rappresentata come in Figura 5.12.
Le soglie presenti nella denizione di 
 nell'equazione (5.40) possono poi essere riscritte solo
2Nella quale si assume che kj  0 8j = 1; 2; :::; n e con dei valori tali da garantire la convessit a della funzione
f.
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δ
Pthr, 1−P
ηd
Pthr, i−2−P
ηd
(Pthr,i−1 − P) ηc (Pthr,n−1 − P) 1
ηc
0
k1 ηd
ki−1 ηd
ki−1
1
ηc
ki
1
ηc
kn
1
ηc
γ (x, δ)
Figura 5.12: Esempio di rappresentazione della funzione 
 (x; ) (quando la
funzione di costo 
 risulta lineare a tratti rispetto a ).
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in funzione di  nel modo seguente

 (x; ) =
8
> > > > > > > <
> > > > > > > :
k1 f (x)  (P + F()); F()  Pthr;1 + P , thr;1
. . .
ki f (x)  (P + F()); Pthr;i 1 + P , thr;i 1 < F()  Pthr;i + R   L , thr;i
. . .
kn f (x)  (P + F()); F() > Pthr;n 1 + P , thr;n 1:
(5.41)
supponendo che thr;1 < thr;2 < ::: < thr;n 1. Si ricordi poi che F() = 1
c ()+ + d () :
conviene quindi considerare separatamente il caso con  > 0, quello con  = 0 e quello con  < 0.
Supponendo, WLOG, che thr;1; :::; thr;i 2 siano tutti < 0 e che thr;i 1; :::; thr;n 1 siano
tutti > 0, il sub-dierenziale di 
 rispetto a  assumer a un'espressione del tipo
@

@
=
8
> > > > > > > > > > > > > <
> > > > > > > > > > > > > :
k1 d f(x);  < thr;1
. . .
ki 1 d f(x); thr;i 1 <   0
f(x)
h
ki 1 d; ki 1
1
c
i
;  = 0
ki 1
1
c f(x); 0 <   thr;i
. . .
kn
1
c f(x);  > thr;n 1
(5.42)
Seguendo la stessa linea guida del Teorema 2, si riporta in Figura 5.13 la rappresentazione graca
dell'equazione (5.36), che la rende pi u chiara.
Il calcolo e la rappresentazione del sub-dierenziale
@G(x;")
@ =
@G(x;E+)
@ risultano del tutto
equivalenti a quelli riportati nel Teorema 1. Nella determinazione del sub-dierenziale complessivo,
@
(x;)
@ , si consideri quindi il caso con  > 0 e la somma dei primi addendi al secondo moltiplicato
per : si sta quindi cercando la strategia ottima (E;x) tale che
0 2 k1 d f(x) + ::: + kn
1
c
f(x) + 
@G(x; E + )
@

 
 
=
(5.43)
che risulta equivalente a
k1 d f(x) + ::: + kn
1
c
f(x) + 
@G
 (x; E + )
@

 0  k1 d f(x) + ::: + kn
1
c
f(x) + 
@G
+(x; E + )
@
:
(5.44)
Il signicato dell'equazione (5.44)  e illustrato (parzialmente: per j = i   2; i   1 soltanto) in
Figura 5.14, dove D 
j (x) e D+
j (x) per j = i   1; :::; n   1 rappresentano, rispettivamente, gli
estremi inferiori e superiori degli intervalli relativi alle azioni ammissibili rispetto alla seconda
componente soltanto, i quali ora dipendono anche dalla pendenza della funzione f al variare di 
all'interno delle zone denite dall'equazione (5.42).
Si consideri poi direttamente il risultato nale, che viene di seguito riportato sotto forma di
lemma.
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δ
∂γ(x,δ)
∂δ
0
δthr,i−1 δthr,n−1 δthr,1 δthr,i−2
k1 ηd f (x)
ki−1 ηd f (x)
ki−1
1
ηc f (x)
kn
1
ηc f (x)
Figura 5.13: Esempio di rappresentazione del sub-dierenziale
@
(x;)
@ quando
la funzione 
 (s; )  e lineare a tratti rispetto a .
Lemma 3. La strategia che risolve il problema di minimizzazione convessa dato da (5.32) quando
la funzione di costo 
 risulta lineare a tratti rispetto a  ha la forma  = (E; x) tale che
(E; x) =
8
> > > > > > > > > > > > <
> > > > > > > > > > > > :
minf"1(x)   E; U+(E)   Eg; E < "1(x)
. . .
minf"i 1(x)   E; U+(E)   Eg; "i 1(x) < E  0
0; 0 < E  "i 1(x)
maxf"i(x)   E; U (E)   Eg; "i 1 < E  "i(x)
. . .
maxf"n 1(x)   E; U (E)   Eg; E > "n 1(x)
(5.45)
e la funzione che denisce il nuovo livello energetico ottimo che la batteria deve raggiungere,
dato da quello precedente pi u gli eetti dell'azione intrapresa, si pu o esprimere come
(E; x) = (E; x) + E =
8
> > > > > > > > > > > > <
> > > > > > > > > > > > :
minf"1(x); U+(E)g; E < "1(x)
. . .
minf"i 1(x); U+(E)g; "i 1(x) < E  0
E; 0 < E  "i 1(x)
maxf"i(x); U (E)g; "i 1 < E  "i(x)
. . .
maxf"n 1(x); U (E)g; E > "n 1(x)
(5.46)
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E
D−
i−1(x)
D+
i−1(x)
D−
i−2(x)
D+
i−2(x)
δ∗(E
E
)
0
Figura 5.14: Esempio di rappresentazione (di 2 parti) della regione ottima
per la scelta delle azioni da applicare alla batteria in funzione
del livello di carica in essa presente quando la funzione 
 (s; )
 e lineare a tratti rispetto a .
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La funzione lineare a tratti denita dall'equazione (5.46)  e rappresentata in Figura 5.15: si
pu o notare come il suo andamento sia una banale generalizzazione di quello rappresentato in
Figura 5.11 e riportato anche nel paper [2].
β∗(E, x) = π∗(E, x) + E
E
0
εi
Emax + δmin
Emax
δmax
ε1 εi−1 εn−1
Figura 5.15: Esempio di rappresentazione della strategia ottima relativa al
nuovo livello di energia che la batteria deve assumere, (E; x),
in funzione del suo livello di carica quando la funzione di costo

 risulta lineare a tratti rispetto a .
5.5 Azioni ottime con funzione di costo lineare a tratti (con due
pendenze) e ammortamento batteria
Come gi a stato fatto notare nel Capitolo 4, un possibile modo per tenere conto della spesa iniziale
sostenuta per l'acquisto della batteria  e quello di spalmare tale costo sugli intervalli temporali in
cui viene presa una qualche azione di carica/scarica
 
  6= 0, perch e essa andr a a diminuire il
tempo di vita medio della batteria, la quale andr a riacquistata quando le sue prestazioni non
risulteranno pi u soddisfacenti rispetto ad una qualche metrica. L'equazione (4.7) suggerisce una
maniera per modellizzare quanto appena citato facendolo rientrare nella funzione di costo: basta
adattarla alla notazione della Sezione 5.5. Si assuma che la funzione di costo 
 risulti lineare
rispetto a  con due sole pendenze per quanto riguarda la parte che dipende dalla somma tra P
e F() (come avviene con una tariazione che prezza in modo diverso l'energia a seconda che
venga comprata o venduta) per non appesantire troppo la successiva trattazione. Calcolando il
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sub-dierenziale di tale funzione rispetto a  si ha che
@

@
=
8
> > > > <
> > > > :
k1 d   f(x);  < thr;1 ,   P
d
k2 d   f(x); thr;1 <   thr;2 , 0
f(x)
h
k2 d   ; k2 + 1
c + 
i
; thr;1 <   thr;2 , 0
k2
1
c + f(x);  > thr;2
(5.47)
da cui appare una scelta plausibile considerare come condizione suciente ma non necessaria 3
anch e risulti conveniente comprare una batteria per immagazzinare energia all'interno di una
certa grid che k1 + d     0 )   k1 + d, considerando la derivata come un indicatore del
costo per unit a di energia includendo l'ammortamento dell'acquisto iniziale della batteria. Il
sub-dierenziale dell'equazione (5.47)  e rappresentato in Figura 5.16.
δ
∂γ(x,δ)
∂δ
0
ηd − P
(k1 ηd − ρ) f(x)
(k2 ηd − ρ) f(x)

k2
1
ηc + ρ

f(x)
Figura 5.16: Esempio di rappresentazione del sub-dierenziale
@
(x;)
@ quan-
do la funzione 
 (s; )  e lineare con due pendenze (alle quali
corrisponde una prezzazione che dierenzia il costo dell'energia
a seconda che sia comprata o venduta) rispetto a  e viene
aggiunto in essa un termine relativo all'ammortamento del costo
della batteria.
Seguendo poi la stesso schema di ragionamento del Teorema 1, si riporta direttamente sotto
forma di lemma la funzione che denisce il nuovo livello energetico ottimo che la batteria deve
raggiungere, dato da quello precedente pi u gli eetti dell'azione intrapresa.
Lemma 4. La strategia che risolve il problema di minimizzazione convessa dato da (5.32) quando
la funzione di costo 
 risulta lineare a tratti (con due pendenze) rispetto a  avendo un termine
che tiene conto dell'ammortamento per l'acquisto della batteria ha la forma  = (E; x) tale
che
(E; x) = (E; x) + E =
8
> > > > <
> > > > :
minf"1(x); U+(E)g; E < "1(x)
minf"2(x); U+(E)g; "1(x)  E  "2(x)
E; "2(x) < E  "3(x)
maxf"3(x); U (E)g; E > "3(x)
(5.48)
3Tale aermazione meriterebbe un maggior approfondimento dal punto di vista analitico.
102CAPITOLO 5. Approfondimento analitico 5.6. Caso con perdita di carica nel tempo
La funzione lineare a tratti denita dall'equazione (5.48), con tre diverse soglie al posto delle due
del Teorema 1,  e rappresentata in Figura 5.17: si pu o notare come il suo andamento sia ancora
una volta una minima generalizzazione di quello rappresentato in Figura 5.11 e riportato anche
nel paper [2].
β∗(E, x) = π∗(E, x) + E
E
0
Emax + δmin
Emax
δmax
ε1 ε2 ε3
Figura 5.17: Esempio di rappresentazione della strategia ottima relativa al
nuovo livello di energia che la batteria deve assumere, (E; x),
in funzione del suo livello di carica quando la funzione di costo

 risulta lineare a tratti (con due pendenze) rispetto a  avendo
un termine che tiene conto dell'ammortamento per l'acquisto
della batteria.
5.6 Azioni ottime con funzione di costo lineare a tratti, ammor-
tamento batteria e perdita carica nel tempo
L'ultimo passo teorico che si ritiene interessante cercare di eettuare  e quello di includere nel
modello di sistema, oltre a tutto quello discusso nella sezione 5.5, anche il fatto che la batteria
perda una (piccola) frazione della propria energia al passare nel tempo indipendentemente
dall'azione che viene intrapresa, come era gi a stato formalizzato nel Capitolo 4. In quest'ottica
l'equazione (5.1) diventa
Ek+1 = Ek + k    (1   exp( #Ek)) (5.49)
dove, come gi a accennato,  e # sono due generici parametri che impattano sull'ordine di grandezza
del fenomeno della perdita di carica nel tempo da parte della batteria. L'equazione (5.49) deve
ovviamente continuare a rispettare i vincoli sull'escursione del livello energetico presente nella
batteria e sui suoi rate di carica/scarica niti, esprimibili rispettivamente come 0  Ek  Emax e
min  k  max. Mettendo insieme tali vincoli con la nuova equazione di aggiornamento del
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livello di carica si ottiene
max(min;  Ek +  (1   exp( #Ek)))  k  min(max; Emax   Ek +  (1   exp( #Ek)))
(5.50)
ovvero
Ek+1 = Ek + k con k 2 Unew(Ek) (5.51)
dove
Unew(E) =

U 
new(E); U+
new(E)

= [max(min;  E +  (1   exp( #E))); min(max; Emax   E +  (1   exp( #E)))]
(5.52)
come rappresentato in Figura 5.18.
δmax
δmin Emax
δ(E)
E
Emax − E + θ (1 − ϑ · exp(−E))
−E + θ (1 − ϑ · exp(−E))
Figura 5.18: Esempio di rappresentazione della nuova regione ammissibile
Unew(E)
Non  e per o la strada pi u conveniente per risolvere il nuovo problema di ottimizzazione convessa
quella di ragionare per via graca, sulla base delle diversa forma della regione ammissibile, come  e
stato fatto nel Teorema 1. Risulta importante osservare invece che il termine dell'equazione (5.49)
che modellizza la perdita di energia nel tempo da parte della batteria risulta convesso rispetto
ad E: si pu o dimostrare che la convessit a, rispetto ad E e a ,  e vericata anche per la funzione
G(x; h(E + )), dove h(E + ) = Ek+1 = Ek + k    (1   exp( #Ek)). Dato che la somma  e
una particolare combinazione lineare, la quale preserva la convessit a, si avr a che G  e convessa
rispetto al suo secondo argomento " = E + . Per arrivare inne a determinare la struttura
della strategia ottima tenendo conto della perdita di carica nel tempo, si pu o a questo punto
seguire sempre la stessa identica tecnica del Teorema 1, andando ad analizzare separatamente il
sub-dierenziale di G rispetto ad ",
@G(x;h("))
@" =
@G(x;h(E+))
@(E+) , che risulter a ancora un operatore
non-decrescente. La strategia  che risolve il nuovo problema di ottimizzazione che tiene conto
della perdita di energia nel tempo da parte della batteria risulter a ancora una volta analoga a
quella riportata in Figura 5.15, con un numero di soglie che dipende dal numero di pendenze
rispetto a  della funzione di costo 
.
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5.7 Verica delle dimostrazioni analitiche tramite una simula-
zione numerica ad hoc
Per concludere la sezione, si  e scelto di riportare un'ultima simulazione numerica, cercando di
interpretarla alla luce di quanto illustrato nelle sezioni di questo capitolo. A tale scopo si  e usata
come funzione di costo C3(), denita nella Sezione 3.3: si tratta di una funzione crescente e
lineare a tratti con tre pendenze, che quindi ricade perfettamente nei casi coperti dalla Sezione 5.4
di questo capitolo, i cui risultati prendono in considerazione un generico numero n di pendenze.
Secondo l'equazione (5.45), con un numero di pendenze della funzione di costo pari a tre e
considerando la dierenziazione tra  > 0 e  < 0 insita nella denizione di F(), la strategia
ottima per quanto riguarda l'azione di carica/scarica da intraprendere nei confronti della batteria
dovrebbe avere quattro soglie, le quali, WLOG, possono anche coincidere tra loro. Ci o viene
vericato nella Figura 5.19, che mostra la strategia ottima  (plottata in funzione del livello
energetico della batteria, parametrizzata per alcuni valori della richiesta di potenza) ricavata
tramite l'algoritmo DPM, col setting simulativo descritto nella Sezione 3.3.
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Figura 5.19: Strategia ottima di carica/scarica nei confronti della batteria
ricavata tramite DPM applicata alla funzione di costo C3(),
lineare a tratti e con tre pendenze.
Dalla Figura 5.19 si osserva come il numero di soglie dell'azione ottima da eseguire, in
funzione del livello di energia presente nella batteria, siano al massimo due per qualunque
valore della richiesta di potenza. Questo risultato si sposa perfettamente con la dimostrazione
della Sezione 5.4, la quale prende in considerazione il caso in cui la funzione (e quindi il suo
sub-dierenziale) 
 (s; ), lineare a tratti rispetto a , sia la la pi u generale possibile. Per la
particole funzione di costo analizzata, dipendente solo da L + F() e da nessun modulating state,
 e ragionevole che il numero di soglie rispetto al livello energetico della batteria sia ridotto a due.
Per concludere, un limite di tutto questo capitolo pu o sembrare quello di aver considerato
solo funzioni di costo lineari a tratti e mai con un andamento quadratico, come quello della
coda della funzione di costo utilizzata nel Capitolo 3. La ragione  e che il caso quadratico,
per la forma del sub-dierenziale di 
 (s; ) rispetto a  ad esso associata, non si presta a
trovare (almeno con metodi analoghi a quelli qui presentati) risultati in forma chiusa. Va
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Figura 1.6), fortemente sbilanciata verso valori bassi della richiesta di potenza, l'in
uenza di quelli
pi u elevati, che cadrebbero nella zona della funzione di costo denita dall'equazione (1.4) con
pendenza quadratica, hanno pochissima in
uenza sul calcolo della strategia ottima tramite DP
(che va ad eettuare iterativamente operazioni di integrali rispetto alla PDF e minimizzazioni).
Quest'ultima aermazione si pu o vericare in tutti i risultati del Capitolo 3 (rispettivamente nelle
Figure 3.2, 3.4 e 3.13) che mostrano la strategia ottima in termini dell'azione da intraprendere
nei confronti della batteria rispetto al suo livello energetico parametrizzata per alcuni valori della
richiesta di potenza: in tutti i casi  risulta sempre una funzione non-crescente, lineare a tratti e
descrivibile tramite un numero nito di soglie rispetto al livello energetico della batteria.Sviluppi futuri
Il primo passo che si ritiene costituisca la naturale continuazione del lavoro di tesi svolto
sarebbe l'ottimizzazione del processo di identicazione della strategia ottima di carica/scarica
della batteria. S   e provato per via simulativa che DP si comporta molto bene rispetto al lower
bound sul costo corrispondente all'algoritmo AOS, per o risulta parecchio costosa dal punto di
vista computazionale, soprattutto se si pensa di diminuire il passo di quantizzazione del livello
energetico della batteria (facendo in tal modo aumentare la cardinalit a dello spazio degli stati) o
di di estenderla all'ottimizzazione congiunta dell'energy storage su pi u batterie. Nel Capitolo 5 si
 e dimostrato analiticamente quale forma abbia la funzione che denisce il livello energetico che
la batteria deve assumere all'inizio di un certo slot temporale dato quello corrente e un modello
di stato del sistema molto generale, ma non si  e trovato un modo per calcolare le soglie relative
al livello di carica, indicate come "i, se non conoscendo il sub-dierenziale della funzione G, la
cui stima necessita appunto della Programmazione Dinamica. Il punto di arrivo ideale sarebbe
quello di ranare la strategia proposta dagli autori di [1]: l'algoritmo ST ha bisogno, come
unico parametro di ingresso, del valore della richiesta media di potenza che arriva al controllore
della grid. Un approccio che sfrutti una pi u dettagliata conoscenza statistica del sistema (ad
esempio la matrice delle probabilit a di transizione ad un passo di P) per inserirla all'interno
di una strategia di energy storage pi u complessa, presumibilmente approssimando  come una
funzione lineare a tratti a pi u soglie in modo che siano necessari un limitato numero di parametri
per memorizzarla, porterebbe verosimilmente a delle prestazioni migliori in termini di costo
complessivo da pagare da parte degli utenti della grid.
Un secondo passo che andrebbe a proseguire la presente trattazione sarebbe la gestione
ottima di pi u di una batteria in maniera centralizzata. Nella Sezione1.9 si  e potuta constatare
la complessit a computazionale che presenta tale problema di ottimizzazione, il quale, denito
come nell'equazione (1.32), risulta ancora trattabile come problema oine usando l'algoritmo di
Viterbi come tecnica risolutiva, ma gi a con due batterie DP potrebbe presentare dei problemi di
convergenza. Sarebbe interessante vericare, in primo luogo, se si manifesta una dierenza di
prestazioni in termini di costo risolvendo il problema di ottimizzazione (anche solo tramite AOS)
rispetto ad un unico ingresso che accorpa tutte le richiesta di potenza degli utenti all'interno della
grid o a pi u ingressi, considerando separatamente le singole richieste di potenza: intuitivamente
non dovrebbe esserci una grossa dierenza di risultati a causa della forte correlazione presente
nei consumi energetici degli utenti all'interno della micro-grid, ma questa aermazione andrebbe
approfondita. Per rendere poi trattabile il problema di ottimizzazione con pi u batterie dal punto
di vista centralizzato, bisognerebbe trovare una relazione che leghi l'identicazione della strategia
ottima rispetto ad una sola batteria a quella rispetto ad un numero generico di esse: se si riuscisse
a trovare una sorta di mappa tra le due funzioni, il secondo caso si potrebbe ricondurre ad una
generalizzazione del primo, passando da un problema di ottimizzazione vettoriale congiunta a
pi u problemi indipendenti di ottimizzazione scalare.
L'ultima strada che sarebbe aascinante cercare di percorrere  e l'individuazione di una
107soluzione ottima distribuita del problema di minimizzazione del costo energetico rispetto a pi u
batterie, magari prendendo in considerazione la matrice di impedenza della grid e quindi le
perdite lungo le linee di trasmissione. Da una ricerca sulla rete approfondita condotta in data
12/10/2012 questo argomento risulta ancora un terreno inviolato: soltanto in [21] si aronta
l'argomento Distributed Energy Storage Systems for Applications in Future Smart Grids, ma
vengono soltanto discusse le tecnologie di energy storage distribuito pi u adatte dal punto di vista
hardware ad applicazioni per smart micro-grid. Non viene neanche accennato al problema di
ottimizzazione del loro utilizzo in termini di azioni di carica/scarica che le batterie dovrebbero
intraprendere per minimizzare la spesa energetica.
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