Abstract. In the multidimensional knapsack problem a set of items, each with a value and a multidimensional size, is given and we want to select a subset of them in such a way that the total value of the selected items is maximized while the total size satisfies some capacity constraint for each dimension. In this paper we assume that the sizes are independent random variables such that each size follows the same type of probability distribution, not necessarily with the same parameter. A joint probabilistic constraint is imposed on the capacity constraints and the objective function is the same as that of the underlying deterministic problem. We showed that the problem is convex, under some condition on the parameters, for special continuous and discrete distributions: gamma, normal, Poisson, and binomial, where the latter two discrete distribution functions are approximated by logconcave continuous distribution functions.
The knapsack problem is one of the most fundamental combinatorial optimization problems with wealth of applications in industries. The most basic form, the 0-1 one-dimensional single knapsack problem, can be stated as follows: Given a set of items, each with a size and a value, determine a subset maximizing the total value while keeping the total size within a given capacity. The problem is N P-complete to solve exactly, although there is a pseudopolynomial time algorithm and a fully polynomial-time approximation scheme (FPTAS) (see, e.g., Korte & Vygen [22] ). One generalization of the problem includes the multidimensional knapsack problem (or multiply constrained knapsack problem), where each item has multiple dimensions of sizes, such as length, volume, weight, etc., and a knapsack has a capacitiy for each dimension. This variant with a fixed dimension (≥ 2) was shown to be N P-complete, and more strongly, has no FPTAS unless P = N P by Gens & Levner [13] and Korte & Schrader [21] (see also Kellerer et al. [20] ). Another generalization includes the multiple knapsack problem, which is also N P-complete.
In real-life problems we often have to deal with uncertainty. Parameters cannot be predicted exactly but rather estimated probabilistically. Therefore, it is sometimes more desirable to model these parameters with random variables. In this paper, we study the multidimensional (single) knapsack problem and also the (one-dimensional) multiple knapsack problem where the item sizes are independent random variables. Under the assumption we need a new principle to formulate the problem and our choice is the probabilistic constrained formulation.
The knapsack problem has been studied for more than a century. A broad overview of the theoretical and the practical results can be found in Kellerer et al. [20] . The deterministic model for the multidimensional knapsack problem has been studied extensively since the 1950s (see Fréville [9] and Fréville & Hanafi [10] for a comprehensive survey). A few works are known for the use of the probabilistic constrained stochastic programming model for the knapsack problem with random item sizes, which can be considered as a special case for the general stochastic programming problem with probabilistic constraints of linear inequalities. If the randomness is in the technology matrix, then the problem is typically nonconvex. There are some exceptions. If the random variables follow normal distributions, the probabilistic constraints can be rewritten as quadratic constraints for the random matrix with one row (see Kataoka [19] , van de Panne & Popp [29] , and Prékopa [26] ). For the random matrix with more than one row, the first paper where convexity theorems are presented is by Prékopa [25] and an important progress was made by Henrion & Strugarek [17] . A couple of works are known for the probabilistic constrained stochastic one-dimensional knapsack problem. Goyal and Ravi [15] showed a polynomial time approximation scheme via a parametric LP reformulation when the random item sizes are independent and normally distributed. Fortz and Poss [8] showed that the problem can be linearlized when the random item sizes are independent and follow normal or gamma distributions under some regulatory condition. Our work can be considered as an extension of the latter work to the multidimensional knapsack problem.
Applications of the multidimensional knapsack problem include, but are not limited to, cargo loading (see Bellman & Dreyfus [2] ), cutting stock (see Gilmore & Gomory [14] ), capital budgeting (see Lorie & Savage [23] and Weingartner [31] ), project selection (see Petersen [24] ), resource allocation in distributed data processing (see Gavish & Pirkul [12] ), computer systems design (see Ferreira et al. [7] ), daily management of a satellite (see Vasquez & Hao [30] ), and combinatorial auctions (see de Vries & Vohra [3] and Rothkopf et al. [28] ). See also a survey paper by Wilbaut et al. [32] . This paper is organized as follows. In section 2, we formulate the probabilistic constrained stochastic programming models for the multidimensional knapsack problem and the multiple knapsack problem. In section 3, we show convexity of a relaxed feasible set of the stochastic multidimensional knapsack problem for various distributions. Section 4 illustrates computational experiments.
2 Formulations of the problem.
2.1 Stochastic multidimensional knapsack problem with independent random item sizes.
First let us consider the deterministic problem. We are given a set of n items with values v 1 , v 2 , . . . , v n . Each item has m dimensions of sizes (such as width, length, weight, etc.) and we denote by w ij > 0 the size of dimension i for item j. We have single knapsack with m size capacities W i > 0 , i = 1, . . . , m for the m dimensions, respectively. The goal is to select a subset of items (to be placed into the knapsack) maximizing the total value while keeping the size capacities, which can be formulated as follows:
Now suppose the item sizes are random variables denoted by ξ ij 's (in place of w ij 's), and formulate the problem as a probabilistic constrained stochastic programming, where constraints (2.1b) are replaced by the following joint probabilistic constraint:
Here q ∈ (0, 1) is a fixed probability level, e.g., 0.9, 0.95, 0.99. Assuming the random variables ξ ij 's are independent, the joint probabilistic constraint
2) can be written as follows:
Here we only need independence on the random vectors (ξ i1 , ξ i2 , . . . , ξ in ), i = 1, . . . , m, that is, the sizes of different dimensions in the same item are independent but the sizes of different items in the same dimension may be dependent. Note that even if we can't assume the random vectors are independent, which is often the case in real-life applications, if we can assume they are associated, we have the following inequality (see Esary et al. [6] ):
Then the probabilistic constraint (2.3) ensures the joint probabilistic constaint (2.2). The probabilistic constrained stochastic programming model for the multidimensional knapsack problem with independent random item sizes is formulated as follows:
Let us denote x = (x 1 , . . . , x n ) and
The feasible set of the problem is as follows:
By relaxing the integrality of x j 's, we consider the following relaxed feasible set:
The set S is convex if F i (x) is logconcave for every i ∈ {1, . . . , m}. The following lemma, which is easy to prove, will be used to show the logconcavity of F i (x) for some special distributions.
is a decreasing (resp. increasing) logconcave function of t ∈ R and h(x) is a convex (resp. concave) function of x ∈ R n .
In all of our cases studied in this paper, F i (x) has the form
with g i (t) defined on R and h i (x) = c T i x defined on R n , where c i ∈ R n is a constant vector. So we only have to show that g i (t) is decreasing (or increasing) and logconcave to ensure the logconcavity of F i (x) and hence the convexity of the set S.
2.2 Stochastic multiple knapsack problem with independent random item sizes.
Here is another generalizaion of the knapsack problem. First let us consider the deterministic problem. We are given a set of n items, each of which has value v j and size w j > 0 for j = 1, . . . , n. We have m knapsacks, each of which has size capacity W i > 0 for i = 1, . . . , m. The goal is to select a subset of items (each to be placed into one of the knapsacks) maximizing the total value while keeping the size capacities, which can be formulated as follows:
x ij ∈ {0, 1} for i = 1, . . . , m and j = 1, . . . , n.
Now suppose the item sizes are random variables denoted by ξ j 's (in place of w j 's), and formulate the problem as a probabilistic constrained stochastic programming, where constraints (2.6b) are replaced by the following joint probabilistic constraint:
Here q ∈ (0, 1) is a fixed probability level, e.g., 0.9, 0.95, 0.99. Assuming the random variables ξ j 's are independent, the joint probabilistic constraint (2.7), where a set of ξ j 's in the sum are disjoint for i = 1, . . . , m because of (2.6c), can be written as follows:
The probabilistic constrained stochastic programming model for the multiple knapsack problem with independent random item sizes is formulated as follows:
x ij ≤ 1 for j = 1, . . . , n x ij ∈ {0, 1} for i = 1, . . . , m and j = 1, . . . , n.
Let us denote x = (x 11 , . . . , x m1 , . . . , x 1n , . . . , x mn ) and F i (x) := P n j=1 ξ j x ij ≤ W i . Then the relaxed feasible set of the problem is as follows:
The set S is convex if F i (x) is logconcave for every i ∈ {1, . . . , m}. The function F i (x) has the same form with (2.5) in terms of analyzing logconcavity, and hence we only deal with the stochastic multidimensional knapsack problem.
3 Convexity of the stochastic multidimensional knapsack problem for various distributions.
Convexity result for the gamma distribution.
In this section we consider a case where the independent random variable ξ ij in (2.4) has the gamma distribution
with shape p ij > 0 and scale θ i > 0 for i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. Note that
. Since x j ∈ {0, 1}, it follows that for x = 0, n j=1 ξ ij x j is a sum of independent gamma random variables with the common scale θ i and thus has the gamma distribution
where we defined p i (x) := n j=1 p ij x j . Let Γ(p) denote the Gamma function:
Let P (p, λ) denote the lower regularized Gamma function:
For any fixed λ > 0, we define
, which also holds for x = 0, the stochastic multidimensional knapsack problem can be formulated as follows:
A relaxed feasible set of the problem is expressed as follows:
The following theorem together with Lemma 2.1 ensures the convexity of S.
Theorem 3.1. For any fixed λ > 0, the function P (p, λ) defined by (3.2) is strictly decreasing and strictly logconcave for p ≥ 0.
Proof. First we prove the decreasing property. It follows by theorem 4.8.2 in Prékopa [26] that
is strictly increasing for p ≥ 0. Hence P (p, λ) is strictly decreasing for p ≥ 0. Next we prove the logconcavity. Simple calculation shows that for p > 0
Let us introduce a random variable X that has the following continuous and strictly logconcave p.d.f.:
where p > 0 is now a constant. Note that
The second derivative (3.5) can be written as
Since the random variable X has a continuous and strictly logconcave p.d.f. g(x), it follows by theorem 2.2 and 2.3 in Prékopa [27] that
is strictly increasing in v. We have proved that for any v ∈ R, the following inequality holds:
which implies d 2 ln P (p, λ)/dp 2 < 0. Hence P (p, λ) is strictly logconcave for p ≥ 0.
Corollary 3.1. The relaxed feasible set S defined by (3.4) of the stochastic multidimensional knapsack problem (3.3) is convex.
Convexity result for the normal distribution.
In this section we consider a case where the independent random variable ξ ij in (2.4) has the normal distribution
with mean µ ij > 0 and variance λ i µ ij > 0 satisfying
where
µ ik for i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. Here we denoted by ϕ(t) and Φ(t), the p.d.f. and the c.d.f., respectively, of the standard normal distribution:
Note that Var(ξ ij ) = λ i E(ξ ij ) = λ i µ ij . The condition (3.6) is satisfied if ν i is smaller than the threshold determined by W i and λ i (see (3.21) ). Since x j ∈ {0, 1}, it follows that for x = 0, n j=1 ξ ij x j is a sum of independent normal random variables and thus has the normal distribution
where we defined µ i (x) := n j=1 µ ij x j . Let us introduce a function:
We define
The following lemma about ϕ(x)/Φ(x) is required to prove the logconcavity of F i (µ). Most of 1 and 2 are well-known, but we present them for completeness. 2. x + ρ(x) is positive and strictly increasing. lim
4. 1/(x + ρ(x)) is positive, strictly decreasing, and strictly convex.
Proof. 1 Clearly ρ(x) = ϕ(x)/Φ(x) > 0. We have ρ (x) = (ln Φ(x)) < 0 since Φ(x) is strictly logconcave. We prove in 2 the strict logconcavity of ρ(x), which is equivalent to the strict increasing property of x + ρ(x) because (ln ρ(x)) = −(x + ρ(x)). We prove in 3 the strict convexity of ρ(x), which is equivalent to the strict decreasing property of ρ(x)(x+ρ(x)) because ρ (x) = −ρ(x)(x + ρ(x)). The proof of the limits are easily derived by l'Hôpital's rule. 2 We can express x + ρ(x) = −(ln Φ(x)) /ρ(x) > 0 since Φ(x) is strictly logconcave. Alternatively, we can express
dt is an integral of a strictly logconcave distribution function, it is strictly logconcave. Hence the denominator of (3.11) is a strictly decreasing function. The proof of the limits are easily derived by l'Hôpital's rule.
3 First we prove
The left inequality is obvious from the positivities in 1 and 2. Since x + ρ(x) is strictly increasing by 2, it follows that 0 < (x + ρ(x)) = 1 − ρ(x)(x + ρ(x)), which proves the right inequality. Then the proof of the limits are easily derived by l'Hôpital's rule. To prove the strict decreasing property we show the following inequality:
(3.13)
Either f (x) > 0 for all x ∈ R or there exists x 0 ∈ R such that f (x 0 ) ≤ 0. We show the latter case doesn't hold by contradiction. Assume it holds. By the definition of f (x) in (3.13) we have the following implication:
(x + ρ(x))(1 − ρ(x)(x + ρ(x))) > 0 (∵ positivities in 1 and 2, (3.12)), (3.14) which implies that f (x 0 ) > 0. Since f (x) is continuously differentiable, there exists x 1 < x 0 such that f (x 1 ) < f (x 0 ) ≤ 0. Since lim x→−∞ f (x) = 0 and f (x 1 ) < 0, there exists x 2 ∈ (−∞, x 1 ) such that f (x 1 ) < f (x 2 ) < 0 and f (x 2 ) < 0, which contradicts (3.14). 4 The positivity and the decreasing property follows directly from 2. To prove the strict convexity we show the following inequality:
where we defined η(x) := x + ρ(x) and used f (x) = η(x) 2 + ρ(x)η(x) − 1 defined in (3.13). Either g(x) > 0 for all x ∈ R or there exists x 0 ∈ R such that g(x 0 ) ≤ 0. We show the latter case doesn't hold by contradiction. Assume it holds. By the definition of g(x) in (3.15) we have the following implication: 16) which implies that g (x 0 ) > 0. Since g(x) is continuously differentiable, there exists x 1 < x 0 such that g(x 1 ) < g(x 0 ) ≤ 0. Since lim x→−∞ g(x) = 0 and g(x 1 ) < 0, there exists x 2 ∈ (−∞, x 1 ) such that g(x 1 ) < g(x 2 ) < 0 and g (x 2 ) < 0, which contradicts (3.16).
The following theorem together with Lemma 2.1 ensures the convexity of S. Proof. We prove the decreasing property for x ≥ 0 and the logconcavity for x ∈ [0, ν] of the function:
where a, b, ν > 0 for simplicity of the notation. We define
Let us denote
g(x; a, b)
First we prove the decreasing property of F (x) = Φ(g(x; a, b)). Clearly Φ(z) is strictly increasing for z ∈ R. The following shows that g(x; a, b) is strictly decreasing for x > 0.
It follows that Φ(g(x; a, b)) is strictly decreasing for x ≥ 0. Next we prove the logconcavity. The function F (x) = Φ(g(x; a, b)) is logconcave for x ∈ [0, ν] if and only if for all x ∈ (0, ν],
By solving the quadratic equation
with respect to x 1/2 > 0, we have
By using (3.19) , the condition (3.18) for a and b is equivalent to
This is equivalent to
for all x ∈ (0, ν]. Note that 1+g(g +ρ(g)) = (g +ρ(g)) 2 +1−ρ(g)(g +ρ(g)) > 0 by lemma 3.1 3. No a, b exists under (3.20a), for instance when g(g + ρ(g)) > 0, which holds for sufficiently small x > 0. Since both sides of (3.20b) are positive, the condition (3.20b) can be expressed as
Here we defined (3.12) in lemma 3.1 3)
which is decreasing for z ∈ R by lemma 3.1 4. The sum −g 2 + 1/(g + ρ(g)) 2 in (3.21) is decreasing in g because Corollary 3.2. The relaxed feasible set S defined by (3.10) of the stochastic multidimensional knapsack problem (3.9) is convex.
Convexity result for the Poisson distribution.
In this section we consider a case where the independent random variable ξ ij in (2.4) has the Poisson distribution
with parameter λ ij > 0 for i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. Note that Var(ξ ij ) = E(ξ ij ) = λ ij . Since x j ∈ {0, 1}, it follows that for x = 0, n j=1 ξ ij x j is a sum of independent Poisson random variables and thus has the Poisson distribution
Let Q(p, λ) denote the upper regularized gamma function:
Here Γ(p) and P (p, λ) are defined by (3.1) and (3.2), respectively. It is well known that
for any nonnegative integer N . Thus we can rewrite the problem as follows:
Theorem 3.3. For any fixed p ≥ 1, the function Q(p, λ) defined by (3.23) is strictly decreasing and logconcave for λ ≥ 0.
Proof. First we prove the decreasing property. We have for λ > 0,
Thus Q(p, λ) is strictly decreasing for λ ≥ 0. Next we prove the logconcavity. Let us introduce the following continuous and logconcave p.d.f.:
Note that
It follows from Theorem 4.2.4 in Prékopa [26] that
is logconcave for λ ≥ 0.
Corollary 3.3. The relaxed feasible set S defined by (3.25) of the stochastic multidimensional knapsack problem (3.24) is convex.
Convexity result for the binomial distribution.
In this section we consider a case where the independent random variable ξ ij in (2.4) has the binomial distribution
with the number of trials n ij ∈ N and the success probability in each trial p i ∈ (0, 1) for i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. Note that Var(ξ ij ) = p i E(ξ ij ) = n ij p 2 i . Since x j ∈ {0, 1}, it follows that for x = 0, n j=1 ξ ij x j is a sum of independent binomial random variables with the common success probability p i and thus has the binomial distribution
, 1} for j = 1, . . . , n.
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Let I(p; a, b) denote the regularized beta function:
Let us define a continuous function: It is well known (and easy to prove, e.g., by induction) that
for any nonnegative integers n and N . Thus we can rewrite the problem as follows:
x j ∈ {0, 1} for j = 1, . . . , n. (3.27c)
The following theorem together with Lemma 2.1 ensures the convexity of S. Let us introduce a random variable X that has the following continuous and logconcave p.d.f.:
where c ≥ 0 and z > c are fixed. Note that
Then by changing variable of integration by x = ln 1/(1 − y), the second derivative (3.30) can be written as
Since the random variable X has a continuous and logconcave p.d.f. g(x), it follows by theorem 2.1 in Prékopa [27] that
is decreasing in v. We have proved that for any v > 0 the following inequality holds:
which implies d 2 ln J(z; c, p)/dz 2 ≤ 0, and thus J(z; c, p) is logconcave for z ≥ c. We have proved that for any µ ∈ (0, 1), the following inequality for logconcave functions:
holds for any z 1 , z 2 ≥ c. We have two other cases for z 1 and z 2 . For any z 1 , z 2 < c, the equality clearly holds (both sides are 1) for (3.32). For any z 1 < c, z 2 ≥ c, we have
Therefore, J(z; c, p) is logconcave for z ∈ R.
Corollary 3.4. The relaxed feasible set S defined by (3.28) of the stochastic multidimensional knapsack problem (3.27) is convex.
Computational examples.
First we carried out experiments to measure the CPU times to compute solutions of the problems, which are convex mixed-integer nonlinear programming (MINLP) problems. There are number of open source and commercial solvers for MINLP available today. We used GAMS [11] as a modeling system with DICOPT [16] as a MINLP solver. We selected CPLEX [18] as a mixed-integer linear programming (MILP) solver and CONOPT [4, 5] as a nonlinear programming (NLP) solver both called internally from DICOPT in solving subproblems. GAMS has built-in support for various special math functions including the regularized gamma function, the regularized beta function, and the standard normal c.d.f., which cover all of our cases. It has also support for derivatives of those functions used by NLP solvers. DICOPT is an implementation of the outer approximation method primary designed to solve convex MINLP, which is suitable for our problems. The experiments were run on an Intel Core-i3 processor clocked at 3.06 GHz with 4 GB RAM. We performed tests on instances created from the data files for multidimensional knapsack problems in OR-Library [1] . Since the original data was prepared for the deterministic model, we needed to generate test data for the stochastic model. Each instance in the original data consists of: item value v j , item size w ij , size capacity W i for i = 1, . . . , m, j = 1, . . . , n.
Test data was prepared in the following way. We used the same item value v j , size capacity W i for i = 1, . . . , m, j = 1, . . . , n as those in the original data and the common probability level q = 0.9 for all instances. In preprocessing we set every w ij that is 0 in the original data to 0.1 to avoid singularities in nonlinear functions and we changed the scales of w ij and W i down in the case of gamma distribution to avoid errors for large derivatives. The parameters for the distributions of random item size ξ ij were generated from w ij as follows.
The mean E[ξ ij ] is equal to w ij (approximately in the case of binomial). The variance Var[ξ ij ] is 5 to 10% of the mean. For each original instance we generated four test instances corresponding to gamma, normal, Poisson, and binomial, where all items follow the same type of distribution in each test instance. The result is shown in Table 1 . The first column shows the names of the original instances and the last four columns show the CPU times and the iteration counts (the median of three runs) reported by the MINLP solver for the four test instances. Next we illustrate a numerical example of a project selection problem. Suppose we are given a set of n = 5 projects. For each project j ∈ {1, 2, . . . , 5}, the following parameters are given. Its estimated profit is v j . It consumes m = 4 types of resources. The random amount ξ 1j consumed for the resource 1 follows the gamma distribution with shape p 1j and scale θ 1 . The random amount ξ 2j consumed for the resource 2 follows the normal distribution with mean µ 2j and variance λ 2 µ 2j . The random amount ξ 3j consumed for the resource 3 follows the Poisson distribution with parameter λ 3j . The random amount ξ 4j consumed for the resource 4 follows the binomial distribution with number of trials n 4j and success probability p 4 . Note that the random amounts ξ ij follow the same type of distribution in the same resource but follow different types of distributions in different resources. All random amounts ξ ij (i = 1, . . . , 4 and j = 1, . . . , 5) are assumed to be independent. The capacities of the total amount of consumption for the four resource types are W 1 , . . . , W 4 , respectively. The parameters c j , p 1j , µ 2j , λ 3j , N 4j , W i are shown in Table 2 . The parameters µ 2j , λ 2 , and W 2 satisfy the condition (3.6). We want to find a subset of the projects that maximizes the total estimated profit while keeping the capacity constraints with a high probability. With n 4j x j ; W 4 , p 4 ≥ ln 0.9, x j ∈ {0, 1} for j = 1, . . . , 5, where functions P ,Φ,Q,J are defined by (3.2),(3.7),(3.23), (3.26) , respectively. The problem is a convex MINLP due to our results and we can use the same software package as before to solve it. The optimal solution is x = (1, 0, 0, 1, 0)
T . So the best choice is to select the projects 1 and 4.
