Abstract Since the concept of merging the capabilities of mobile devices and cloud computing is becoming increasingly popular, an important question is how to optimally schedule services/tasks between the device and the cloud. The main objective of this article is to investigate the possibilities for using machine learning on mobile devices in order to manage the execution of services within the framework of Mobile Cloud Computing. In this study, an agent-based architecture with learning possibilities is proposed to solve this problem. Two learning strategies are considered: supervised and reinforcement learning. The solution proposed leverages, among other things, knowledge about mobile device resources, network connection possibilities and device power consumption, as a result of which a decision is made with regard to the place where the task in question is to be executed. By employing machine learning techniques, the agent working on a mobile device gains experience in determining the optimal place for the execution of a given type of task. The research conducted allowed for the verification of the solution proposed in the domain of multimedia file conversion and demonstrated its usefulness in reducing the time required for task execution. Using the experience The research presented in this paper was supported by the Polish Ministry of Science and Higher Education under AGH University of Science and Technology Grant 11.11.230.124. We thank Małgorzata Pła_ zek, Jakub Czy_ zewski and Michał Janiec for assistance with implementation and testing. Neither the entire paper nor any part of its content has been published or has been accepted for publication elsewhere. It has not been submitted to any other journal. gathered as a result of subsequent series of tests, the agent became more efficient in assigning the task of multimedia file conversion to either the mobile device or cloud computing resources.
Introduction and motivation
In recent years, an increase in the importance of mobile devices in computer systems has become apparent [1] . The development of mobile phones, which at first were only meant for voice communication, has taken a turn in the direction of multifunction devices known as smartphones, which combine the functionalities of both phones and computers and additionally incorporate various sensors. Alongside hardware development, software began to develop as well; more and more programs started to leverage the resources of mobile devices, and especially the Central Processing Unit (CPU), memory and battery. When it comes to CPU and memory capabilities, mobile devices have become more like computers; however, there still are some characteristics that differentiate them, e.g. relatively small screens (even in tablets), battery power supply and communication modules that rely solely on the wireless technology.
The main objective of the studies described in this paper was to design an adaptive service management solution that would make it possible to optimize the cost of execution of services on mobile devices. The cost corresponds to the QoE (Quality of Experience) parameter and may take into account battery life, service execution time or user satisfaction. The adaptation (optimization) process should be performed online on the mobile device to take into account the heterogeneity of mobile systems and fluctuating conditions. We demonstrate that this can be done by applying agent-based solutions with learning capabilities in the Mobile Cloud Computing (MCC) environment. As a result of the research conducted, an agentbased model has been proposed that was used in the development of the case study environment related to multimedia file processing.
We have investigated the possibilities for optimizing the operation of services on mobile devices using the concept of cloud computing. We have noticed that it is possible to optimize the utilization of resources by moving selected tasks performed within the framework of individual services to the cloud. In order to accomplish this, we have decided to apply the MCC paradigm, which allows services to be performed in the cloud, and introduces agents that can decide under what circumstances, and which tasks should be executed in the cloud instead of on the mobile device. In decisions about migrating particular services (or parts thereof), the agents may use information about the condition of the device (memory, CPU, network interface card) and its sensors (light and location sensors, and the accelerometer) as well as the current time (hour, time of day, day of week, holidays) and potential costs (data transmission charges). In the meantime, they gather experience and autonomously learn how to make decisions on service migration using machine learning. Thanks to the use of agents and the MCC concept, it is possible to optimize the performance of services on mobile devices, especially with respect to energy consumption, data transmission charges and execution time. The learning process is executed by the agent online, which makes it possible to use the agents' specific experience and adapt to changing conditions. This paper is structured as follows: Section 2 contains a description of related work, Sect. 3 is concerned with employing the learning agent in the process of adapting the service selection strategy on mobile devices, Sect. 4 presents the case study, Sect. 5 describes the performance evaluation and Sect. 6 contains the conclusion.
Related Work
Along with the development of cloud computing [2] and mobile systems, research into the implementation of this concept in the mobile device environment began. In [3] , the authors present an overview of the background, techniques and research areas for offloading computation to the cloud, which enables energy savings [4] and improves performance on mobile devices. In this way, the MCC paradigm [5] , which enables the migration of individual services (tasks [6] , data) from mobile devices to the cloud [7] , emerged. On the basis of the general MCC concept, open (e.g. Open Mobster, Clonecloud [8] ) and commercial (e.g. Perfecto Mobile) implementations of the solution have been developed. MCC is further developed [9] using two approaches-Mobile Computational Offloading (MCO) [10] and Cloud Assisted Mobile Augmentation (CMA) [11] . MCO defines the concept of dynamically offloading computation from mobile applications to the cloud infrastructure and CMA is a mobile augmentation model that employs the cloud to increase, enhance, and optimize the computing capabilities of mobile devices.
Many sample scenarios and applications using mobile devices and cloud computing have been described in literature [12] . In [13] , the authors present typical MCC applications, such as: -mobile commerce [14] , comprising applications in the areas of finance, advertising, and shopping; -mobile learning [15, 16] , primarily concerning e-learning, accommodating mobile device hardware limitations; -mobile healthcare, allowing easy and effective access to the patient's medical records [17] or enabling the monitoring of the patient's condition while at home [18] ; -mobile gaming, enabling the user to play while simultaneously sending certain game tasks that require the most computing resources (such as the graphic rendering process) to the cloud [19] .
Apart from the examples mentioned above, an increasing number of applications related to social networks [20] and using mobile device sensors [21] use the MCC paradigm.
The MCC paradigm yields many benefits [13] , especially for mobile devices. One of the most vital advantages is enhancing battery life without the necessity of replacing mobile device hardware and software. The possibility of migrating complex services/tasks to the cloud results in decreased energy consumption by the CPU and, as a result, increased battery use efficiency. Another important advantage is improved reliability. Saving data in the cloud reduces the risk of data loss and allows additional functionalities, such as copyrighted digital content and virus scanning.
Nonetheless, all MCC scenarios and applications must accommodate the limitations resulting from the nature of mobile systems, which necessarily rely on the wireless transmission technology. Apart from possible problems related to wireless network communications (low bandwidth or data loss), other important challenges for MCC are notification methods [22] and security. Providing the proper level of data security [23] is a key aspect of MCC, especially in the context of e-health [24] or finance and banking applications.
The possibilities of employing the MCC paradigm in order to optimize services on mobile devices for numerous applications and scenarios [5, 25] have been discussed in literature. In [26, 27] , the authors present the possibility of using this paradigm in image processing for an application that reads text (e.g. descriptions of exhibits in South Korean museums [27] ) and translates it to the language of choice using optical character recognition (OCR). If it is not possible to translate the text on the mobile device, the task is shifted to the cloud where the text is translated and the result is sent back to the user. Another example described in [12] is a service for managing multimedia files which can be collected from numerous mobile devices and combined into a single file presenting the image from different angles and perspectives. In the ''Lost child'' scenario, the author describes a situation where a child is missing and it is possible to collect and send records (or photos) from different users' mobile devices to the cloud and to gather comprehensive information on the missing person.
Other interesting approaches in the area of MCC are Mobile Assistance Using Infrastructure (MAUI) [28] and ThinkAir [29] . The MAUI system enables energyaware offloading of mobile code. Developers can annotate which methods of the mobile application can be offloaded to the cloud. Once a method is called and a remote server is available, MAUI uses the optimization framework to decide whether the method should be offloaded depending on three factors: energy consumption, execution characteristics (time and resources) and network characteristics (including bandwidth, latency and packet loss). The ThinkAir is an universal Android framework for code offloading for mobile devices. This framework allows running some parts of the application's logic (methods) in a remote cloud-based service. It can be used by existing applications, with a minimal set of changes required from the developer and no modifications are needed in the Dalvik virtual machine. The decision whether to offload a method or not depends on profiling information and historical invocations of the method in question. The profiler (decision module) may be configured to minimize execution time, power consumption, cost or all variables at the same time.
A concept that extends today's cloud computing infrastructure is the cloudlet [30, 31] . It is a cloud-like structure located near to the edge devices it serves. The main purpose of the cloudlet is supporting resource-intensive and interactive mobile applications by providing powerful computing resources to mobile devices with lower latency. The concept of cloudlet is also known as mobile edge computing, Follow-Me Cloud, and mobile micro-cloud [32] .
A significant area of research is how efficiently the cloud can handle requests from a mobile application when cloud resources are limited. In [33] , the authors propose a novel MCC adaptive resource allocation model using a semi-Markov decision process (SMDP) to manage resource requests. The model proposed achieves higher system performance and lower service blocking probability compared to classical solutions that are based on greedy resource allocation algorithms.
An important aspects of service adaptation are possibility of reconfiguration [34, 35] and providing an efficient mechanism-a repository-that allows searching for services in a distributed environment [36] . The services found should have a Service Level Agreement (SLA) parameter that specifies the conditions for their use [37] .
As of yet, there have not been many studies of MCC and the use of agents that learn autonomously and online in the process of optimizing the service selection strategy on mobile devices. A similar topic concerning the optimization of the mobile environment using MCC is investigated in [38] . In the paper, the authors employ genetic algorithms in the optimization process; however, they do not e.g. consider energy aspects (mobile device battery life), focusing solely on computing complexity and requirements concerning the memory allocated to particular services. In another paper [39] , the authors propose a learning agent for a serviceoriented, context-aware recommender system using mobile devices.
There are several other studies of multi-agent system applications in mobile computing [40, 41] . A problem similar to the one considered here is presented in [42] , where an agent-based system for MCC optimization is investigated. The main component of the system is the Execution Manager, which is a service on a mobile device that is responsible for deciding where to execute application components. In order to make this decision, a cost model is used, in which execution times are collected offline by the application profiler (in our solution we leverage online learning). Learning on a mobile device is used in [43] , where an agent performing behavioral detection is discussed that samples selected system metrics (e.g. CPU usage, network communication, active processes, battery level) and detects anomalies using classification methods.
Autonomous reasoning about resources and tasks by agents is discussed in [44] . The domain knowledge is represented using an ontology but no learning is used. The application of machine learning algorithms in agent-based systems has been broadly discussed in literature. Valuable studies in this area are [45, 46] . In most cases, reinforcement learning or evolutionary computations are applied for the purpose of agent adaptation (see surveys [46, 47] ).
In contrast to evolutionary computation where a population of agents is necessary, reinforcement learning [48] is particularly interesting because it enables autonomous online learning. The learning agent model assumes that the agent interacts with the environment in discrete steps by observing the environment, choosing the appropriate action and executing it. Next, the agent receives a reward r 2 R. The reward is high if its actions are appropriate, and low if they are inappropriate. The agent has to learn which action should be executed in a given state. The formal model of learning is based on a Markov process. An interesting example of reinforcement learning application in mobile devices is [49] where media streaming is adapted.
There are also works where supervised learning has been applied to agent-based systems [50, 51] like in this paper. Using this method, a single agent can also learn a strategy autonomously and online [52] . This makes it possible to accelerate the learning process compared to reinforcement learning, especially if the state space is large [53, 54] .
All the examples described assume that the user has decided to send the task or data from his or her mobile device to the cloud in order to perform a particular operation. However, we assume that, in contrast to the aforementioned examples, the mobile device also has the option to perform the service in question but it might prove more cost-effective to send the task/data to the cloud, perform the operations required and return the results to the device. This assumption makes it possible to optimize the operation of mobile devices on the basis of various criteria such as energy consumption, the data transferred (and the related charges) and execution time. At the same time, the authors have conducted research into the use of agents and the supervised learning process in connection with deciding under what circumstances and which services (tasks, data) should be sent to, and executed in, the cloud.
Agent-Based Adaptive Service Management on a Mobile Device
An important question related to MCC is the optimization of the service selection strategy on mobile devices. Increasingly often, it is possible to perform complex services (tasks) on mobile devices (thanks to, e.g., their greater processing power and memory size), but this increases energy consumption at the same time (shortening battery life). This is why, apart from cases where mobile devices have to send services (tasks) to the cloud, the MCC paradigm should take into consideration situations in which services (tasks) may either be migrated to the cloud to preserve the resources of the mobile device or may be executed locally. The decision on this migration may be made by the user, e.g. where he or she is not satisfied with the performance of a service or the outcome. However, the process may also be automated and online adaptation by applying machine learning is possible. This allows the service management strategy to be adapted to the characteristics of a specific mobile device. Therefore a solution that uses agents that are able to monitor the environment and, on that basis, to make decisions about the place where a service (task) is to be executed, has been proposed.
Assumptions
An agent operating on a mobile device in the MCC paradigm monitors the environment and collects information on:
-the task to be executed in the service in question, including its type, key arguments, estimated data input/output size, estimated execution time, the cost of performing the computation and the time when the result is needed; -the cost of performing the service in the cloud affecting the assessment of the cost-effectiveness of the service; -the location of the device (domestic/roaming) indicates whether the mobile device uses the data transmission service from local mobile operators (lower costs), or must use roaming service abroad (higher transmission costs). -possible device connection modes (Wi-Fi, 2G/3G/4G) and connection quality affecting the network throughput between the mobile device and the cloud. The type of connection can also affect the power consumption of the mobile device; -battery status specifies how long the mobile device can operate and how long the service can be performed on this device; -the current time and date (including day of week, holidays, etc.) affect the ability to take advantage of better rates related to data transmission or to transmit/ receive data during periods when the telecommunication operators' infrastructure is less busy; -readings of sensors such as the accelerometer, light sensor, etc. for determining the status of the mobile device (device movement, ambient lighting, etc.).
These data are called a Task Allocation Problem (Problem for short). The agent has to find a solution for the Problems: it makes decisions when and where to perform the service (locally or in the cloud). After completing the task, the agent assesses its decision, considering one or more criteria such as: -mobile device power consumption; -the time spent waiting for the result; -the user's satisfaction (the user could override the agent's decision, which means that he or she does not agree with it); -costs (e.g. charges related to data transfer or using cloud resources).
The agent gathers experience and updates its strategy, applying some learning algorithm. Simultaneously, the agent may generate: -models of the user's behavior that enable it to assess the impact of factors such as his or her location/connection accessibility/ability to charge the device; -models of estimated outcomes of performing a service locally/in the cloud (energy consumption, time).
These models may be used to improve the estimates of decision consequences. The internal structure of the agent should reflect its learning abilities. The architecture of the agent is presented in Fig. 1 ; the agent consists of four main modules:
-Processing Module which is responsible for basic agent activities such as processing the percepts, storing training data, executing the learning process and leveraging the knowledge learned; -Learning Module which is responsible for executing the learning algorithms and providing answers for problems using the knowledge learned; -Training Data (D) which provides storage for the examples (experience) used in learning; -Generated Knowledge (K) which provides storage for the knowledge learned (models).
These components interact in the following way: the Processing Module receives Percepts from the environment (parameters listed in the previous subsection), processes them and executes Actions. If the knowledge learned is needed during processing, it formulates a Problem representation (x O ) by describing observations with available attributes and sends it to the Learning Module, which generates an Answer for the Problem using K. The Processing Module also decides what data should be stored in D storage. When required (e.g. periodically or when D contains many new examples), it calls the Learning Module to execute the learning algorithm that generates new knowledge from D. The knowledge learned is stored in the K base.
Currently, all examples are stored in D. However, it is also possible to remove examples that are too old. Such an approach would resolve potential storage issues.
Task Allocation Q-Learning Agent
Let us define the Task Allocation Q-Learning Agent (Ag Q ) as a tuple: 
where T is a set of attributes used to describe computational tasks that the agent is able to allocate; S is a set of attributes describing environment states representing a context in which the agent has to make the decision (e.g. current battery state, type of internet connection, position, time and date). A is a set of actions to represent local and cloud execution A ¼ fl; cg. Q is a quality function that is used to select an action for a task in a given context. There are many reinforcement learning algorithms. We have chosen Q-Learning [55] for our works but other algorithms could also be used. The algorithm of the agent is as follows: 
2. To select an action to execute a 2 A, the agent uses quality function Q : X O Â A ! R. Two strategies are tested in experiments: highest -action a 2 A for which the quality Qðx O ; aÞ has a maximum value is selected with 1 À probability, and the other action with probability (it is -greedy exploration [48] , which allows a local minimum to be avoided during learning); proportional -the action is selected with a probability proportional to its Q value. This is not a typical strategy in reinforcement learning. It was used because a similar approach is applied in the case of the supervised learning agent (see below).
3. The agent observes the results of task execution: if it was successful (sometimes there may be e.g. a communication error), execution time, result quality, etc. 4. The agent calculates the reward r 2 R. 5. The agent observes and describes the next task and state x 0O . 6. It updates the Q function:
where a 2 ð0; 1Þ is the learning rate and c 2 ½0; 1 is a discount factor representing the importance of future rewards. 7. Goto 2.
In the experiments, we used c=0. Therefore, step 5 may be omitted. Q may have a tabular representation or may be represented by some approximator. We have applied the latter approach with the use of neural networks (see [56] ). There are two of them: Q l ; Q c corresponding to both actions. As a result, network Q a approximates Qðx O ; aÞ.
Task Allocation Supervised Learning Agent
This type of agent is described in a more detailed way because it is a novel approach to agent learning. Let us define the Task Allocation Supervised Learning Agent (Ag SL ) as a tuple:
where T and S are sets of attributes defined above, R is a set of attributes describing the results of task execution (like in step 3 of the reinforcement learning agent). K is generated knowledge, D is training data, and A is a set of actions (defined above). K is knowledge generated by some supervised learning algorithm(s) from the agent's experience represented by D. This knowledge is used to choose the action. The agent observes the task and the state and its processing module describes them with attributes O ¼ T [ S, which yields x O , i.e. a description of the Problem as described in (2) . The translation of observations from x to x O depends on the exact domain in which the system is applied. In the experiments described below, we have only discretized numerical values using the equal frequency method, which splits the attribute's domain into intervals that contain equal numbers of examples. However, more advanced preprocessing (e.g. feature selection) may be required in more complex domains. In the next step, the agent using the knowledge stored in K solves the Problem by selecting a 2 A, which has the minimum predicted cost. If K is empty, a is randomized.
For instance, K may be a decision tree used to predict the execution time of the task locally and in the cloud. If the Internet connection is slow and the task is executed in the cloud, the execution time will be long. If it is executed locally, it will be faster. K can be learned from D, which consists of examples of local and cloud task execution for various Internet connection types.
The agent's action a is then executed and the task is run locally or in the cloud. The agent observes execution results, which are described by R ¼ fr 1 ; r 2 ; . . .r m g attributes (e.g. whether execution was successful esðx; aÞ, battery consumption b(x, a), calculation time t(x, a), payments p(x, a) representing costs of cloud services and user's dissatisfaction d(x, a), which may be measured by observing if the user overrode the agent's decision). Therefore, the set of all attributes used to describe percepts is a sum of O and R:
The agent stores these results together with x O and action a in D. Therefore the complete example x description stored in D has the form 
The models to predict R values are constructed using supervised machine learning algorithms and stored in K. These models influence the choice of the action taken. Using predictions of r i 2 R, the agent may rate its decisions a 2 A for the observed task and context x O by calculating predicted costs e(x, a):
w r i r i ðx; dÞ; ð7Þ where w r i are weights of the result r i . Currently the weights are set by hand. However, some adaptation algorithm can also be used to tune them. The agent should select the action for which the cost is predicted to be the lowest. If the weight of computation time is much higher than the other weights, the fastest execution location should be selected. If the weight of payments is much higher than the others, the cheapest location should be selected, even if it takes more time. The weighted sum is only one of the methods for generating non-dominated solutions for Multiple-criteria decision-making. Other methods of choosing the action are also possible (from a simple ordering of criteria to complex nondominated solution finders [57] , Lexical Evaluation Function [58] or Analytic Hierarchy Process (AHP) [59] ). However, the weighted sum affords the flexibility to simultaneously take several criteria into account, while still being easy to explain to the user. It may be implemented as a set of sliders corresponding to individual criteria.
As mentioned above, it may happen that for some types of tasks, execution on a mobile phone or in the cloud fails (e.g. because of insufficient memory). To deal with that, an additional classifier can be used: K e s : O [ A ! fyes; nog predicting if the calculation will be successful. If for some action the prediction is no, the other action is selected.
The use of the ''user satisfaction'' criterion allows for the assessment of user experience and makes it possible to account for it in the learning algorithm. As it has been mentioned above, the user may set the weight of this criterion in the calculation. If w d ¼ 0, the decision of the agent does not take user experience into consideration and is based on other criteria related to computation efficiency aspects.
The agent's algorithm, which is executed in the Processing Module, is presented in Fig. 2 . At the beginning, K and D are empty. Next, if there is no learned knowledge, the action is randomized. If there is some knowledge, the Problem variable is a description of the observations (x O ). Next, the Learning Module is used to select the best action for the Problem according to the current knowledge. Results are observed and example (x Attr[A ) is stored in D. After processing a given number of tasks, the Learning module is called to generate a new knowledge from D. This knowledge is stored in K.
The form of the knowledge stored in K depends on the learning algorithm utilized. It may have an explicit form, e.g. rules, a decision tree or a Bayesian model in the case of supervised learning. It may also be stored in a lower-level form such as parameters representing a linear regression model, an action-value function or a neural network approximator of such a function if reinforcement learning is applied. It is also possible to store more than one model in K.
Mobile Multimedia Processing System
In order to verify the possibility of using agents to optimize service management in MCC, the authors developed a Mobile Multimedia Processing System that enables the processing of multimedia files. Varying demands on computational power for different tasks and the necessity to transfer various amounts of data in case of processing in the cloud make this case a representative domain for testing the solution proposed.
The system developed consists of two components: the learning agent (which works within a mobile application) and the multimedia data conversion service (which operates on the mobile device and in the cloud). A detailed description of the learning agent was presented in the previous section. In the solution developed, the multimedia data conversion service runs locally on the mobile device or remotely in the cloud in exactly the same way (using the same libraries). This enables a comparison of the effectiveness of the conversion service in two environments. In further studies, it will be possible to diversify the conversion service in such a way that it utilizes different libraries optimized either for mobile devices or the cloud environment. In such a situation, it will be necessary to distinguish between different components: the conversion service on the mobile device and the conversion service in the cloud.
During tests, multimedia files were converted using the cloud or directly on the mobile device (Google Nexus 5 with Android 5.0). At application runtime, data concerning conversion efficiency were collected with regard to different conditions: the size of the file, the codec used, task type and where the conversion took place. Based on that data, the mobile application (learning agent) selected the conversion Fig. 2 Learning agent algorithm making it possible to generate the strategy for the agent using online supervised learning based on the agent's experience type and place that would offer better expected efficiency. Figure 3 shows the component diagram of the solution developed.
The mobile application was developed for the Android operating system. In order to implement the functionality used in the tests conducted, the authors picked the Google Cloud Endpoints solution. This is a technology enabling easy communication between mobile and web apps with a backend operating in the Google App Engine cloud. The solution involves both client libraries and server ones, which are available for the Java, Python, PHP and Go languages. Since the test mobile application was developed for the Android operating system, the authors decided to use Java both for the client on the mobile device and for the backend operating in the cloud.
Two tasks were related to the conversion of multimedia files. For this purpose, the jcodec library was used. It can operate both on a mobile device with the Android operating system and in the Google App Engine cloud. This enabled the comparison of conversion times on the mobile device and in the cloud when the same mechanism was used for encoding multimedia files. The jcodec library was used to implement the following conversion types:
-from the H.264 Advanced Video Coding (AVC) format (MP4 container) to the Apple ProRes 422 format (Proxy) (MP4 container); -from the H.264 AVC format (MP4 container) to a series of Portable Network Graphics (PNG) images (where every 5th, 15th or 25th frame was encoded).
The third type of task was the conversion from a PNG image into a Portable Document Format (PDF) document. It was implemented using the pdfJet library on a mobile device and in the cloud. The Android operating system version of the Weka library [60] (WekaforAndroid) was used to implement learning algorithms and the application of learned knowledge. In the domain considered, the proposed solution may be specified in detail as follows. The task type is described by three attributes: type codec ; type pdf ; type frame . The first two are binary (with domains of f0; 1g), the third domain is N and a value greater than zero represents the number of frames to skip during frame selection. Only one of these attributes may have a value greater than zero and this represents the corresponding type of task. The last attribute length represents file size and has a [0,1) domain. length ¼ , where min is the current minute of the day). As a result O ¼ ftype codec ; type pdf ; type frame ; length; connection; time, batteryg. Results are described by the es Boolean attribute showing whether the execution was successful or not, b representing battery usage and the numeric t attribute representing calculation time in seconds. Therefore R ¼ fes; b; tg.
In the supervised learning approach, two models are built. The first one is K es -a Naïve Bayes classifier, which allows to predict the es category from O [ A attributes. The second one is K t -a linear regression model which is used to predict t from O [ A. As a result, K ¼ ðK es ; K t Þ.
Currently, the agent takes into account only t(a) in Eq. (7):
Hence, the action is selected in the following way: first, K es is used to determine if for the task observed, to and state s calculations will be successful locally: succ l ¼ K es ðto; s; lÞ and using the cloud: succ c ¼ K es ðto; s; cÞ. Next, computation time is predicted for both resources: t l ¼ K t ðto; s; lÞ, t c ¼ K t ðto; s; cÞ. If succ l is true and succ c is false, local calculation a ¼ l is selected. Conversely, if succ c is true and succ l is false, cloud execution a ¼ c is selected. If both predictions are false, the action is randomized with a uniform probability distribution. If both predictions are true, the action is randomized with the probability of action a inversely proportional to calculation time:
. The reward r of the reinforcement learning agent corresponds to negative costs (see Eq. 7).
Performance Evaluation
Each experiment consists of a series of rounds. In each round, an identical task package is executed. Each task package is a combination of selected task parameters and system state values. This means that each test package involves measuring the codec conversion time for ten multimedia files (sizes from 60 kB to 650 kB) and two PNG to PDF conversions for two files (sizes 8 and 14 kB). These tasks are executed for two network connection types (Wi-Fi/3G). This yields 24 tasks per package.
During the series of measurements conducted, information was collected on conversion time and its result (task execution success or failure). The experiment was carried out using a mobile device-LG Nexus 5. This mobile device has the following specifications: SoC-Qualcomm Snapdragon 800, CPU-2.26 GHz quad-core Krait 400, Graphics Processing Unit (GPU)-Adreno 330, 450 MHz, memory-2 GB of LPDDR3-1600 RAM and storage-16 GB.
In the case of reinforcement learning, the Q function is reinitialized before the first round and the function is updated after each task execution.
In the case of supervised learning, examples (x O[R[A ) are stored in D after each task execution. When the full task package has been executed, the agent initiates the learning process and builds the K es classifier using Naïve Bayes and K t using linear regression, which are used in the next round to process tasks. During round n, the agent uses for learning the examples collected in rounds 1...n À 1. The learning process is presented in Fig. 4 . When the series is completed, D and K are cleared and the next series is executed to collect statistical data.
For each round, the task package execution time is measured. By execution time we mean elapsed (wallclock) time. If task execution results in failure, task execution time is set to the maximum successful execution time observed. In all experiments, ten rounds were executed and repeated ten times to collect statistical data.
In the first experiment, supervised learning was used. The results of those tests are shown in Table 1 .
The result achieved demonstrated that the employment of supervised machine learning in multimedia and PNG to PDF file conversion tests caused a significant reduction in the time required for the execution of such tasks. The time required for the execution of the task in the tenth round of tests was significantly shorter than in the first one (when machine learning was not employed), however slightly longer than during the fourth round of tests. The difference between the first and tenth rounds is statistically significant using the Student's t-test (the p-value is less than 0.0001).
The second and third experiments were carried out under the same conditions but using a reinforcement learning algorithm. In the second experiment, the action is selected according to the highest profit strategy. The results of that experiment are shown in Table 2 . In the third experiment, the action is selected according to the proportional strategy. The results of the third experiment are shown in Table 3 .
As can be seen in Tables 1, 2 , and 3, the employment of machine learning in making the decision as to the place where the task should be carried out (mobile device/cloud) significantly increases the execution speed of the tasks requested. The examined mean task execution time in subsequent rounds of tests using the knowledge gained as a result of machine learning shows a downward trend. The time decrease is statistically significant in both cases. The p value for the second experiment is less than 0.0001 and for the third experiment it equals 0.0009.
A comparison of the results of all three experiments is presented in Fig. 5 . Supervised learning with the regression model was learning quickly, outperforming reinforcement learning in the second and third rounds. However, supervised learning finally yielded slightly better results. This difference is not statistically The first and the last average results are given in bold to highlight performance improvement which is result of learning The first and the last average results are given in bold to highlight performance improvement which is result of learning The first and the last average results are given in bold to highlight performance improvement which is result of learning significant using the Student's t test (the p value equals 0.9371). Reinforcement learning using the proportional strategy yielded the worst results. The difference between both reinforcement learning approaches is statistically significant using the Student's t test (the p value equals 0.0102). The reason is that the exploration rate in the proportional case is too high. One can observe that the standard deviation of execution times only decreases in the beginning. There are two reasons for that. The first is exploration, which results in non-optimal action execution. The second one are random delays observed when the task is executed in the cloud. We used standard free-of-charge Google cloud services. Google has cloud centers in USA, Asia and Europe (where the experiments were run). We had no influence on cloud load balancing or resource location. However, in our opinion, the adoption of such an approach results in a real-world scenario.
For a more valid comparison, we need at least 30 rounds in each group. We can create such groups using existing data. The first group consists of initial rounds taken from all experiments (10 from supervised and 10 from every reinforcement learning experiment), which gives 30 rounds in total. The second group consists of 30 last rounds (8-10) from every experiment. As a result, we can assume a normal distribution (because of the Central Limit Theorem) and apply the t-Student test. For each learning algorithm, the average from group 1 is significantly higher than average from group 2 (p value is less than 0.0001).
In addition, energy consumption measurements (using PowerTutor [61] ) were conducted during supervised learning tests. Those measurements made it possible to validate the use of metrics other than execution time and demonstrated that the employment of supervised machine learning in multimedia and PNG to PDF file conversion tests also caused a significant reduction (of about 42%) in the battery usage required for the execution of such tasks (Table 4 ). The Student's t test confirmed that the difference is statistically significant (the p value equals 0.0042). We also measured energy consumption during the learning process and established We have taken into account a variety of properties such as the optimization of execution times, the optimization of energy consumption, the use of virtual machines and the existence of a decision-making process. Most of these environments are not commercial solutions but rather ones developed at universities and tested with respect to the optimization of service execution times. Many of these solutions have now been abandoned and only a few (AIOLOS, CACTSE, Cuckoo, EMCO, ICCloud, MAUI and ThinkAir) take into account energy-saving aspects in addition to time optimization. In addition, only two of the environments analyzed (MALMOS and IC-Cloud) utilize machine learning algorithms in order to determine the optimal location for executing the service. We have tried to compare these two environments to our solution but both are no longer being developed and it was not possible to run them.
During our tests, we were able to compile examples related to two environments (AIOLOS and Cuckoo) but only managed to run the latter (Cuckoo) in an old version of Eclipse. In further work, we plan to add machine learning mechanisms to the decision module in Cuckoo and compare this environment with the solution developed.
Conclusions
In this paper, we investigated the possibilities for adaptive service management enabling the optimization of service execution in an MCC environment. We developed an agent-based architecture that uses supervised learning and is designed for MCC, which is a novel solution. The experiments related to the optimization of video file processing services have demonstrated that the main objective of our studies has been achieved and the cost of service execution on mobile devices has been optimized. The learning agent solution proposed for selecting services in the The first and the last average results are given in bold to highlight performance improvement which is result of learning MCC environment has been able to optimize the location where tasks are to be executed.
The results demonstrate a significant decrease in the time required for the execution of conversion services owing to the automatic selection (using machine learning methods) of the location (mobile device/cloud) where the task is to be performed. The learning algorithm was executed by the learning agent autonomously and online on the mobile device using the agent's own experience from the past. Both supervised and reinforcement learning methods appear to be appropriate for this application. However, reinforcement learning is much simpler and therefore computationally less expensive. As a result, in conditions similar to the ones in experiments, reinforcement learning seems to be a better choice. Nevertheless, if the state space is larger, i.e. we have more attributes describing tasks or context (or they have larger domains), supervised learning yields improvements faster than reinforcement learning [62] . Knowledge learned may be also represented in a human readable form, if an appropriate learning algorithm is used (e.g. C4.5). It enables the verification of the knowledge learned by human experts, which can be important during the development of the system.
Further research in this area could involve similar studies for different types of services using machine learning techniques, taking into account CPU usage during task execution and a wide range of sensors installed in mobile devices such as Global Positioning System (GPS) modules, accelerometers and light sensors. In the future, we plan to perform tests of energy consumption for reinforcement learning and the Q-learning algorithm. We also plan to apply other learning algorithms (especially with symbolic knowledge representation), investigate whether the exchange of learned knowledge between agents will prove beneficial and compare the performance of the solution developed with others. We also plan to add learning rate adaptation the to reinforcement learning algorithm to deal with rapid changes of conditions in the cellular network.
