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ABSTRACT 
The holy grail of brain imaging is the identification of a biomarker, which can 
identify an abnormality that can be used to diagnose disease and track the effectiveness 
of treatment and disease progression. Typically approaches that search for biomarkers 
start by identifying mean differences between groups of patients and healthy controls. 
However, combining data from different subjects and groups to be able to make 
meaningful inferences is not trivial. The structure of the brain in each individual is unique 
in size and shape as well as in the relative location of anatomical landmarks (e.g. sulci and 
gyri). When looking for mean differences in functional images, this issue is exacerbated 
by the presence of variability in functional localization, i.e. variability in the location of 
functional regions in the brain. This is notably an important reason to focus on looking 
for inter-individual differences or variability.  
Inter-subject variability in neuroimaging experiments is often viewed as noise. The 
analyses are setup in a manner to ignore this variability assuming that a global spatial 
normalization brings the data into the same space. Nonetheless, functional activation 
patterns can be impacted by variability in multiple ways for e.g., there could be spatial 
variability of the maps or variability in the spectral composition of the timecourses or 
variability in the connectivity between the activation patterns identified. The overarching 
problem this thesis seeks to contribute to, is seeking improved measures to quantify 
biologically significant spatial, spectral and connectivity based variability and to identify 
associated cognitive or behavioral differences in the distribution of brain networks. We 
have successfully shown that different (spatial and spectral) measures of variability in 
blind source separated functional activation patterns underline previously unexplained 
characteristics that help in discerning schizophrenia patients from healthy controls. 
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Additionally, we show that variance measures in dynamic connectivity between networks 
in healthy controls can justify relationship between connectivity patterns and executive 
functioning abilities. 
 
  
vi 
 
TABLE OF CONTENTS 
DEDICATION ............................................................................................................................... II 
ACKNOWLEDGMENTS .......................................................................................................... III 
ABSTRACT ................................................................................................................................... IV 
LIST OF TABLES ....................................................................................................................... XI 
GLOSSARY .................................................................................................................................. XII 
1 INTRODUCTION ................................................................................................................. 1 
1.1 Rationale or Motivation for the study ....................................................................................... 2 
1.2 Problem statement ......................................................................................................................... 4 
1.3 Thesis statement ............................................................................................................................. 5 
1.4 Organisation of the study.............................................................................................................. 6 
2 LITERATURE REVIEW AND BACKGROUND ..................................................... 11 
2.1 fMRI background ........................................................................................................................... 11 
2.1.1 BOLD fMRI .............................................................................................................................................. 11 
2.1.2 Resting State fMRI .................................................................................................................................. 12 
2.1.3 Analysis of fMRI data .............................................................................................................................. 13 
2.2 Inter-subject variability in functional imaging ...................................................................... 14 
2.2.1 Neuroanatomical Variability .................................................................................................................. 15 
2.2.2 Physiological Processes ...................................................................................................................... 16 
2.2.3 Functional variability ......................................................................................................................... 18 
2.2.4 Pre-processing techniques ................................................................................................................. 20 
2.3 Blind Source Separation to quantify variability .................................................................... 24 
2.3.1 Group Independent Component Analysis (GICA) .............................................................................. 25 
2.3.2 Independent Vector Analysis (IVA) .................................................................................................. 27 
2.3.3 Relationship between single subject ICA, GICA and IVA .............................................................. 29 
2.3.4 Joint ICA (JICA) .................................................................................................................................. 31 
2.3.5 Noise in BSS Algorithms ........................................................................................................................ 33 
2.4 Domains of Variability ................................................................................................................. 35 
2.4.1 Global measures of spatial variability ................................................................................................... 35 
vii 
 
2.4.2 Geometric measures of variability across subjects ......................................................................... 36 
2.4.3 Variability in the spectral power of the timecourses ...................................................................... 36 
2.4.4 Variability in functional connectivity patterns................................................................................ 37 
2.4.5 Multi-modal variability ........................................................................................................................... 38 
2.5 Why use schizophrenia? .............................................................................................................. 38 
3 ACROSS SUBJECT SPATIAL VARIABILITY ANALYSIS ................................. 42 
3.1 Methods: ........................................................................................................................................... 43 
3.1.1 Subject characteristics ............................................................................................................................ 43 
3.1.2 MR Data Acquisition ............................................................................................................................... 43 
3.1.3 Pre-Processing ......................................................................................................................................... 44 
3.1.4 Data Analysis............................................................................................................................................ 44 
3.1.5 Statistical Tests ........................................................................................................................................ 47 
3.2 Results............................................................................................................................................... 50 
3.3 Discussion ........................................................................................................................................ 54 
4 WITHIN SUBJECT SPATIAL VARIABILITY ANALYSIS OF IVA 
COMPONENTS .......................................................................................................................... 57 
4.1 Methods ............................................................................................................................................ 58 
4.1.1 Component Level Spatial Variance (CLSV) ......................................................................................... 58 
4.1.2 MATRICS .................................................................................................................................................. 59 
4.1.3 Component Volume (CV) ....................................................................................................................... 59 
4.1.4 Distance of Component Peak from Centroid (DPC) ........................................................................... 60 
4.2 Results............................................................................................................................................... 60 
4.2.1 Component Level Spatial Variance ....................................................................................................... 61 
4.2.2 Relationship between CLSV and MATRICS: ................................................................................... 62 
4.2.3 Comonent Volume .............................................................................................................................. 63 
4.2.4 Distance of Peak from Centroid ........................................................................................................ 64 
4.1 Discussion ........................................................................................................................................ 65 
5 TEMPORAL VARIABILITY ANALYSIS ................................................................... 69 
5.1 Methods ............................................................................................................................................ 70 
5.2 Results............................................................................................................................................... 71 
5.3 Discussion ........................................................................................................................................ 72 
6 ACROSS NETWORK CONNECTIVITY BASED VARIABILITY FNC ........... 75 
viii 
 
6.1 Methods ............................................................................................................................................ 76 
6.1.1 Participants and Data Acquisition ........................................................................................................ 76 
6.1.2 Post-Processing and Dynamic FNC ...................................................................................................... 77 
6.1.3 Correlation between behavioral measures and d-fnc ......................................................................... 79 
6.1.4 Within subject variability ....................................................................................................................... 79 
6.1.5 Across subject variability ........................................................................................................................ 80 
6.2 Results............................................................................................................................................... 80 
6.2.1 Correlation between behavioral measures and dfnc ........................................................................... 81 
6.2.2 Within subject variability ................................................................................................................... 82 
6.2.3 Across subject variability ................................................................................................................... 82 
6.3 Discussion ........................................................................................................................................ 83 
7 SIMULATIONS ................................................................................................................... 85 
7.1.1 Methods .................................................................................................................................................... 87 
7.1.2 Results ....................................................................................................................................................... 89 
7.1.3 Discussion ................................................................................................................................................ 90 
8 PRELIMINARY RESULTS AND FUTURE WORK .............................................. 93 
8.1 Data fusion to assess differences in moral judgement ........................................................ 93 
8.1.1 Methods .................................................................................................................................................... 95 
8.1.2 Results ....................................................................................................................................................... 98 
8.1.3 Discussion .............................................................................................................................................. 101 
8.2 Future Work .................................................................................................................................. 102 
9 CONCLUSIONS & LIMITATIONS OF CURRENT WORK .............................. 104 
REFERENCES .......................................................................................................................... 107 
A. APPENDIX ......................................................................................................................... 1 
A1. Subject Selection and Demographics of Patients ................................................................... 1 
A2. Static FNC to assess treatment effectiveness .......................................................................... 4 
METHODS .............................................................................................................................................................. 5 
RESULTS ................................................................................................................................................................. 8 
DISCUSSION .......................................................................................................................................................... 9 
 
 
ix 
 
List of Figures 
Figure 2-1: Example of Neuroanatomical variability - Unusual gyral morphology of Albert 
Einstein’s brain. [Figure modified from Sun and Hevner 2014] (Sun & Hevner, 2014; 
Witelson, Kigar, et al., 1999) ........................................................................................................... 16 
Figure 2-2: Example of Head motion during MR image acquisition. The blurry lines are due 
to patient motion while in the scanner. On processing such functional images, they 
present as ringing activation patterns. [Figure Used with permission, J. Hornak, The 
Basics of MRI.  Iinteractive Learning Software, (c) 2016.] .................................................... 18 
Figure 2-3: Spatial normalization in one slice of fMRI data using SPM. The left three 
images after an affine transformation is applied to align the right hand side three 
images to an MNI template. [Figure created for this document by Shruti Gopal Vij] .... 22 
Figure 2-4: Effect of spatial smoothing on a slice of MRI data. [Figure modified from 
("http://support.brainvoyager.com/functional-analysis-preparation/27-pre-
processing/279-spatial-smoothing-in-preparation.html,") without permission.] .......... 24 
Figure 2-5: Flowchart describing methodological differences between GICA and IVA-GL the 
way they are implemented for fMRI analyses. IVA-GL directly computes the 
component maps for each subject while a back-reconstruction from group components 
is required for GICA. ......................................................................................................................... 29 
Figure 2-6: Examples of fMRI noise components estimated by GICA. The top three images 
represent a component presenting ringing artifact due to head motion while the 
bottom three images represent a component presenting ventricular activation i.e. 
signal acquired from CSF. ............................................................................................................... 35 
Figure 2-7: Networks that show mean cluster-level functional activation differences 
between HCs and SPs. These networks are known to present structural differences in 
gray matter volume between HCs and SPs. ................................................................................ 40 
Figure 3-1: Group maps of twenty seven non-artifactual IVA-GL components and their 
corresponding GICA components the labels of which are presented in table 1. 
[Modified from Gopal et. al. 2015.] ............................................................................................... 46 
Figure 3-2: Flowchart representing the main steps in the IVA-GL algorithm 
implementation and an illustration of the statistical tests performed. [Modified from 
Gopal et.al. 2015] ............................................................................................................................... 48 
Figure 3-3: A. t-maps of IVA components with statistically significant difference and 
corresponding mask used. B. Histogram of amplitude values at the voxel of maximum 
difference (between groups) for each group both IVA-GL and GICA for each of the four 
components with significant difference between group as featured in Figure 2A and 
Table 1. In the histograms the red colored plots represent histograms for HCs and the 
blue colored plots represent histograms for SPs. The two sample t-test p-values and 
the F-test p- values for each of the four components at the voxel of maximum 
difference respectively are: Bilateral temporal - t-test p-value = 0.00022 (HC>SP) , F-
test p-value = 0.00009 (SP>HC); Sensorimotor – t-test p-value = 3.85 x 10^-6 
(HC>SP), F-test p-value = 0.457; Basal Ganglia: t-test p-value = 0.00059 (HC>SP), F-
test p-value = 0.3015; Visual: t-test p-value = 1.105 x 10^-5 (HC>SP), F-test p-value = 
0.1322.  [Used with permission from Gopal et. al. 2015] ........................................................ 51 
Figure 3-4 : Variance maps for patients and controls as well as the difference in the 
variance maps (HCs – SPs) for the bilateral temporal component for both IVA-GL and 
GICA. [Figure used with permission from Gopal  et. al. 2015] .............................................. 53 
Figure 3-5: p-values for non-parametric test for difference in variance maps of HCs and 
SPs for all components that have a significant difference p<0.05 which is the same as –
log10(p) >1.301. [Used with permission from Gopal et. al. 2015] ......................................... 53 
x 
 
Figure 4-1: Component 12 z-scored t-map with a z-threshold of 2 representing superior and 
middle temporal gyrus. .................................................................................................................... 61 
Figure 4-2: Histogram of voxel weights or amplitudes of component 4 for two HC’s and two 
SPs one with high and one with low CLSV .................................................................................. 62 
Figure 4-3: Scatter plot and group histograms of DPC for components 2 and 3. The group 
mean DPC is represented as red and blue lines for SP and HC respectively. .................... 65 
Figure 5-1: Difference of mean t-test p-values and the corresponding tstat values for each of 
the five spectral bins (x-axis) and each of the 27 non-artifactual components (y-axis). 72 
Figure 6-1: Five dynamic brain states ordered according to frequency of occurrence. More 
frequently occurring states present lower correlations while less frequently occurring 
states present higher states. A pattern of positive within network correlations and 
negative across network correlations are observed in most states. Figure prepared by 
Jason Nomi. ......................................................................................................................................... 81 
Figure 7-1: Simulated component map post-IVA, the map of pixels with significant 
difference between the high variance and low variance groups at 4mm and 10mm 
smoothing. ........................................................................................................................................... 90 
Figure 8-1. Moral decision-making/gray matter JICA analysis. Two components – 
Component 1 & 10 showed a significant difference between methamphetamine users 
and non-users. The joint source map for the moral decision making (A) and gray 
matter (B) data is presented with the loading parameters for each group (C). Two 
components – Component 4 & 10 showed significant correlation between component 
loadings and severity of methamphetamine abuse. For each component, panel A is an 
image of the fMRI component, panel B is an image of the structural component and 
panel C is a box plot of the loading coefficients for methamphetamine users and non-
users. ................................................................................................................................................... 100 
Figure A-1: Maps of the networks of interest include the anterior default mode network 
(a_DM), subcallosal cingulate gyrus (SCC), dorsal medial prefrontal cortex (DMPFC), 
posterior default mode network (p_DM), and dorsal lateral prefrontal cortex 
(r_DLPFC, l_DPLFC). Each component map has a lower threshold of t D 10. The 
images are shown in radiological convention. The arrows represent the significant 
(FDR-corrected), longitudinal differences in FNC associated with ECT response. 
Figure was created by Christopher C. Abbott. ........................................................................... 11 
   
xi 
 
LIST OF TABLES 
sTable 3-1: List of the component labels describing the anatomical area represented. The 
images associated with these components are presented in Figure 3-1. ............................ 45 
Table 3-2: FWE corrected p-values for IVA-GL voxelwise group differences in the mean. ... 52 
Table 4-1: Difference of variance F-test results to quantify heterogeneity in cognitive 
performance of schizophrenia patients and healthy controls. ............................................. 63 
Table 4-2: Correlation r and p-values (FDR corrected). .................................................................. 66 
Table 6-1: p-values of F-tests comparing variances in the dwell time and frequency of 
occurrence between state 1 and other states .............................................................................. 82 
Table 6-2: Fstat values of F-tests comparing variances in the dwell time and frequency of 
occurrence between state 1 and other states – (>1 implies state 1 has greater variance)
 ................................................................................................................................................................. 82 
Table 8-1: Demographics of recruited participants for the study. Also includes IQ score 
summaries for each group. ............................................................................................................. 96 
Table 8-2: Ratings of Stimulus pictures. ............................................................................................ 100 
Table A-1 One sample t-test results for symptom scores of SP ....................................................... 2 
Table A-2 Summary of MATRICS cognitive scores and differences between HC and SP. ....... 3 
Table A-3 : The table includes the demographic variables of the subjects with major 
depressive disorder (MDD) and demographically matched healthy comparison 
subjects (HC), clinical symptom ratings and neuropsychological indices (RBANS index 
scores, Trail Making Test Parts A and B in seconds). Table was created by Christopher 
C. Abbott. .............................................................................................................................................. 10 
  
xii 
 
GLOSSARY 
ACC Anterior Cingulate Cortex 
AFNI Analysis of Functional NeuroImages 
BOLD Blood Oxygen Level Dependent 
BSS Blind Source Separation 
CLSV Component Level Spatial Variance 
CN Component Network 
COBRE Collaboration Of Biomedical Research Excellence 
CT Computerized Tomography 
CV Component Volume 
dFNC dynamic Functional Network Connectivity 
DLPFC Dorso-Lateral PreFrontal Cortex 
DMN Default Mode Network 
DMPFC Dorso-Medial PreFrontal Cortex 
DSM-IV Diagnostic and Statistical Manual – IV 
EEG ElectroencephaloGraphy 
EPI Echo Planar Imaging 
FDR False Discovery Rate 
FIT Fusion ICA Toolbox 
fMRI functional Magnetic Resonance Imaging 
FNC Functional Network Connectivity 
FNCtb Functional Network Connectivity toolbox 
FSL FMRIB Software Library 
FWE Family Wise Error 
FWHM Full Width Half Maximum 
GICA Group Independent Component Analysis 
xiii 
 
GIFT Group ICA for fMRI Toolbox 
HC Healthy Controls 
HCP Human Connectome Project 
HDRS-24 Hamilton Depression Rating Scale 
HES Hamilton Endogenomorphic Scale 
ICA Independent Component Analysis 
IQ Intelligence Quotient 
IVA Independent Vector Analysis 
IVA-GL Independent Vector Analysis – Gaussian Laplacian 
JICA Joint Independent Component Analysis 
lDLPFC left DorsoLateral PreFrontal Cortex 
MATRICS Measurement and Treatment Research to Improve Cognition in 
Schizophrenia 
MDD Major Depressive Disorder 
MNI Montreal Neurological Institute 
MPRAGE Magnetization-Prepared Rapid Gradient-Echo 
MRI Magnetic Resonance Imaging 
MRN Mind Research Network 
NIMH National Institute for Mental Health 
O2/CO2 Oxygen/Carbon-di-oxide 
PCA Principal Component Analysis 
PCLR Psychopathy CheckList-Revised 
PET Positron Emission Tomography 
PFC PreFrontal Cortex 
RBANS Repeatable Battery for the Assessment of Neuropsychological 
Status 
rsfMRI resting state functional Magnetic Resonance Imaging 
SMN Sensorimotor Network 
xiv 
 
sMRI structural Magnetic Resonance Imaging 
SP Schizophrenia Patients 
SPM Statistical Parametric Mapping 
TE Echo Time 
TI Inversion Time 
TPJ Temporoparietal Junction 
TR Repetition Time 
UNM University of New Mexico 
 
1 
 
1 INTRODUCTION 
Non-invasive brain imaging – neuroimaging as it is known is at the forefront of 
research focusing on understanding normal and pathological brain activation at rest as 
well as while performing a various tasks. Neuroimaging is a fast growing field of research 
with an expansive range of approaches to the wide-ranging problems the field presents. 
Researchers aim to address questions related to many neurological and psychological 
disorders using a wide range of methods in a variety of niche areas, including molecular 
to functional analyses using non-invasive acquisition techniques such as magnetic 
resonance imaging (MRI), positron emission tomography (PET) and computerized 
tomography (CT).  
One of the fastest emerging areas is functional magnetic resonance imaging (fMRI) 
that captures brain images reflecting neuronal activity. FMRI captures blood oxygenation 
changes related to neuronal activation and can measure changes in health and in 
pathology while the subject is at rest or while performing a task. It exploits the difference 
in magnetic susceptibility of oxygenated and deoxygenated blood to present an 
endogenous contrast in the tissues that represent activation of the brain based on the 
utilization of oxygen. fMRI studies present spatial information about the brain along with 
a temporal profile of activity in the brain. This is what makes fMRI studies uniquely 
important to understanding the behavior of the brain as well as in understanding 
cognitive differences between populations.  
The structure of the brain in each individual is unique in the size and shape as well 
as in the relative location of anatomical landmarks (e.g. sulci and gyri). The presence of 
variability in functional localization i.e. variability in the location of functional regions in 
the brain has been confirmed and discernable further afflicts the data analyses. 
Additionally, there are many genetic and environmental factors known to result in 
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structural and functional variability across subjects even in healthy populations (Brett, 
Johnsrude, & Owen, 2002; Ruigrok et al., 2014). These inter-individual differences have 
notably been verified by many researchers over the years (Caspers et al., 2006; Honea, 
Crow, Passingham, & Mackay, 2005; Maeda, Keenan, Tormos, Topka, & Pascual-Leone, 
2000). Moreover, fMRI experiments typically involve collecting many volumes of images 
to capture the temporal changes in neuronal activity at rest or in response to a task. 
Features characterizing individual images acquired thereby introduce a variance arising 
from the biological variance and thus affect the entire set of images acquired.  
1.1 RATIONALE OR MOTIVATION FOR THE STUDY 
The holy grail of functional imaging studies is the identification of a biomarker, 
which can identify an abnormal neuronal activity that can be used to diagnose disease and 
track the effectiveness of treatment and disease progression. Typically approaches that 
search for biomarkers start by identifying mean activation differences between groups of 
patients and healthy controls. Both univariate and multivariate analysis algorithms have 
been used to identify differences including model-based and data-driven based methods. 
Studies have used voxel-based analysis to evaluate particular differences at specific 
locations while others have employed a whole brain approach to look for global 
differences between groups.  The aim of these studies is to identify regions with significant 
differences in regional signal modulation across groups while at rest or signal change in 
response to stimuli in task based studies. However, combining such large data from 
different subjects and groups to be able to make meaningful statistical inferences is not 
trivial. 
Statistically, macro-anatomical variability is a major source of loss of power when 
data from many subjects is averaged and the composite analyzed. This is primarily since 
averaging functional brain data across individuals could result in lack of overlap of 
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homologous regions unless a precursor step warps the data from all individuals to the 
same space to allow for such comparison. Spatial normalization techniques apply a 
warping algorithm to transform the data to a common space but the presence of 
differences in micro-anatomical structures results in irregular warping. It is hypothesized 
that manifestation of such differences in brain structure and function may contribute to 
some of the differences in human cognition and behavior between individuals. One 
interesting study by Witelson et. al. (Witelson, L., & Harvey, 1999) compared the sulcal 
anatomy of Einstein’s brain with control brains and found that an unusual macro-
anatomical brain structure might have contributed to Einstein’s unique talents as well as 
autistic traits in childhood. Nevertheless, enough evidence to clearly understand the 
relationship between anatomical variability and variance in cognitive abilities or behavior 
is not available. 
Additionally, functional variability in cortical brain regions is present as is 
expected due to the morphological variability observed in brain structures. Functional 
variability refers to variability in the loci of activation that are obtained in response to a 
particular activity for e.g. variability in cortical surface area corresponding to motor 
activity. It has important implications for the evolution of higher-order cognitive abilities 
and might relate to an increased susceptibility to the formation of abnormal circuitry as 
manifested in neuropsychiatric disorders (Baldassarre et al., 2012; Frost & Goebel, 2012; 
Mueller et al., 2013). Disorders such as Schizophrenia that are characterized as 
heterogeneous within the population provide additional justification to the notion that 
functional variability has implications in the multifarious manifestations of the disorder. 
The diverse symptoms exhibited by diagnosed patients lend support to this hypothesis. 
This is notably an important reason to focus on while looking for inter-individual 
differences or variability among schizophrenia patients. 
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1.2 PROBLEM STATEMENT 
The brain’s functional organization patterns obtained from resting state fMRI 
(rsfMRI) studies have been increasingly accepted as the “blue print” of one’s mind and 
likely one’s behavior (McIntosh, Rajah, & Lobaugh, 1999). Rs-fMRI is used to evaluate 
regional interactions and allows us to explore functional organization of the brain in the 
absence of an explicit task or stimuli. Studies have used many different analyses 
techniques to conclude behavioral differences using whole brain multivariate analyses 
such as GroupICA from rs-fMRI data (Brahmbhatt et al., Submitted; Du & Fan, 2013; Lin, 
Calhoun, & Wang, in press; Richiardi, Eryilmaz, Schwartz, Vuilleumier, & Van De Ville, 
2011; S. M. Smith et al., 2011; Tootell et al., 1995). At the macroscopic and microscopic 
structural level, individual variability has already been considered a source of 
information. This has been evidenced by measuring cortical folding patterns, the size and 
extent of cytoarchitechtonically defined brain regions and fiber tracts (Chechlacz, 
Gillebert, Vangkilde, Petersen, & Humphreys, 2015; Hao et al., 2013; Padmanabhan et 
al., 2015; Ruigrok et al., 2014).  These and other factors such as  anatomo-functional 
relationships, individual cognitive strategies, etc. have been in recent years identified as 
factors that may account for variation in functional activation patterns in both resting as 
well as task based studies. 
However, group analyses, which neglect the “subject factor” and extract only the 
collective effects of neural activations that are spatially coincident across subjects, provide 
little detail about individual variability in the functional organization of the human brain. 
More recently, fMRI has been used to quantify and visualize inter-subject variability of 
connectivity patterns in the brain in response to a task (Kherif, Josse, Seghier, & Price, 
2009; Seghier & Price, 2016). However, extension of such functional differences 
postulated to emanate from behavioral variability to rs-fMRI have been few (Gao et al., 
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2014; Mueller et al., 2013). Meuller et. al conclude that higher inter-individual variability 
exists in heteromodal association areas while primary functional areas showed lower 
variability. Laumann et al 2015 (Laumann et al.) show that individuals in a group have 
broadly similar functional organization to the group but have distinct topological factors 
that contribute to inter-subject variability. Such revelations are possibly associated with 
network maturation and developmental differences and warrant further inspection.   
Functional patterns can be impacted by variability in multiple ways, for e.g., there 
could be spatial variability in the activation patterns identified, there could be variability 
in the spectral composition of the functional activation patterns identified and there could 
be variability in the connectivity between the functional activation patterns. The 
overarching problem this thesis seeks to contribute to can be stated as follows.  We seek 
improved measures to quantify biologically-meaningful spatial, spectral and connectivity 
based variability and to identify associated cognitive or behavioral differences that 
correlate with those measures so as to better understand the pathology and distribution 
of brain networks characterizing schizophrenia. The focus is on intrinsic functional 
variability that manifests in resting state networks to exploit the relationship between 
functional activation and cognitive or behavioral differences in individuals.  
1.3 THESIS STATEMENT 
This thesis focusses on evaluating inter-subject variability in inherent functional 
activation patterns of resting state fMRI data. Such evaluations can be done using many 
approaches. We choose to use whole brain approaches based on blind source separation 
(BSS), allowing for a data-driven scheme that permits a greater focus on variability and 
variance itself. A whole-brain multivariate method allows us to gain an eagle-eyed 
understanding of the spread and interaction of variance in the spatial as well as temporal 
properties of the sources as well as explore multimodal methods for quantifying such 
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variability. The aim is thus to assess the importance of incorporating this variability in 
multivariate analysis techniques and to determine how this changes our assessment of 
differences between schizophrenia patients (SPs) and healthy controls (HCs). With this 
in mind, we highlight a few objectives for this study. 
 Develop measures to quantify variance across individuals’ spatial maps as well as 
variance in the timecourses and connectivity obtained from BSS driven from 
intrinsic variability of functional activation patterns.  
 Apply these methods to schizophrenia as a disorder and attempt to verify 
differences between schizophrenia patients and healthy controls based on these 
measures.  
 Evaluate variability in network connectivity in healthy controls so as to 
comprehend the effect of variability in a dynamic framework. 
 Explore if simulations can be used to explain the effect of smoothing on fMRI data 
or translation of sources across subjects using measures of spatial or temporal 
variance post-BSS. 
1.4 ORGANISATION OF THE STUDY 
The thesis is organized into eight chapters: 
Chapter 1 presents the motivation for the research in this thesis, the problem statement 
highlighting the open questions in this research area and the thesis statement stating the 
focus of the research in this thesis.  
Chapter 2 provides a comprehensive literature review and reviews the background 
motivating this study in detail. This includes describing the different factors that affect 
inter-subject variability in resting fMRI data (including functional and neuroanatomical 
variability; pre-processing techniques as well as physiological processes), illustrating the 
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different dimensions in resting fMRI data that can encompass variability, and documents 
a comprehensive understanding to the use of BSS methods for the study and evidence of 
inter-subject variability in resting fMRI data of Schizophrenia patients.  
Chapter 3 This chapter focuses on evaluating across subject spatial variation in resting 
state networks and changes in spatial patterns that highlight new differences between 
schizophrenia patients and healthy controls.  It also explains the relationship between the 
spatial smoothing and the variability of the populations using simulations. The results of 
this analysis were published as: 
 Gopal, S., Miller, R.L., Michael, A., Adali, T., Baum, S. and Calhoun V., A Study of 
Spatial Variation in fMRI Brain Networks via Independent Vector Analysis: 
Application to Schizophrenia, Proceedings PRNI, 2014, Tubingen, Germany. Oral 
presentation. 
 Shruti Gopal; Robyn L. Miller; Andrew Michael; Tulay Adali; Mustafa Cetin; 
Srinivas Rachakonda; Juan R. Bustillo; Nathan Cahill; Stefi A. Baum; Vince D. 
Calhoun, Spatial Variance in Resting fMRI Networks of Schizophrenia Patients: 
An Independent Vector Analysis. Schizophrenia Bulletin 2015; doi: 
10.1093/schbul/sbv085, 42 (1): 152-160. 
 Gopal, S., et al., (2014). Inter subject variability capture in IVA helps to detect 
spatial map differences in Schizophrenia. Poster presented at the 20th Annual 
Meeting of the Organization of Human Brain Mapping; 8-12 June 2014, Hamburg, 
Germany.  Poster Presentation. 
 Gopal, S., et al., (2014). IVA to detect spatial map differences between 
Schizophrenia patients and Healthy Controls. E-poster presented at the 22nd 
annual meeting of International Society for Magnetic Resonance in Medicine 
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(ISMRM); 10 – 16 May 2014, Milano, Italy. Recipient of competitive educational 
stipend/travel award. Poster Presentation. 
Chapter 4 This chapter focuses on evaluating spatial variance measures of resting state 
networks to quantify differences in geometric features of functional activation clusters 
between schizophrenia patients and healthy controls. It also presents the relationship 
between within-subject variability of resting state networks and behavioral measures 
categorizing the two groups further. The results highlighted in this chapter are under 
preparation as a manuscript: 
 Gopal, S., Miller, R. L., Baum, S. A., & Calhoun, V. D. (2016). Approaches to 
Capture Variance Differences in Rest fMRI Networks in the Spatial Geometric 
Features: Application to Schizophrenia. Frontiers in Neuroscience, 10, 85. 
http://doi.org/10.3389/fnins.2016.00085 
 Shruti Gopal, Robyn L. Miller, Stefi A. Baum, Vince D. Calhoun. , Spatial variability 
differences in fMRI networks of healthy controls versus schizophrenia patients. 
Poster presented at the 21st Annual Meeting of the Organization of Human Brain 
Mapping; June 2015, Hawaii.  
Chapter 5  This chapter quantifies the differences in temporal variability between SPs and 
HCs in timecourses extracted from IVA. The timecourses of resting fMRI data are not 
comparable across subjects since the resting state data does not hold any temporal 
indices. Thus, for such comparison, we compute the spectra of the time-courses and use 
that for further analyses. This chapter also presents an understanding of how motion 
regression affects observed differences in the spectra of the subjects. Additionally, we 
explore the feasibility of using higher order measures such as skew and kurtosis to 
quantify variability in the spectra. 
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Chapter 6 This chapter illustrates the use of functional network connectivity (FNC) to 
identify relationships between different brain regions. These techniques were extended 
to quantify variance in dynamic FNC methods using resting fMRI data from healthy 
controls. The results of the analyses in this chapter were a part of the following 
publications: 
 Nomi JS, Gopal S, Dajani DR, Steimke R, Damaraju E, Rachakonda S, Calhoun 
VD, Uddin LQ. Intrinsic functional brain dynamics underlying executive function 
abilities. In Preparation. 
 Gopal, S., Nomi, J.S., Dajani, D.R., Steimke, R., Damaraju, E., Rachakonda, S., 
Baum, S.A., Uddin, L.Q., Calhoun V.D. Inter-subject variability in dynamic 
functional connectivity states tracks with occupancy of states. Submitted to 22nd 
Annual Meeting of the Organization of Human Brain Mapping; June 2016. 
Chapter 7 This chapter presents simulations that were performed to explore the effect of 
smoothing and translation of functional activation sources in the variability measures 
obtained post-IVA. These results were presented as part of journal papers mentioned 
above in Chapters 3 and 4.  
Chapter 8 This chapter presents preliminary results that help us explore the application 
of variability analyses to other facets of brain imaging such as multimodal data fusion. It 
additionally highlights future directions of work. The preliminary results presented here 
are organized in the following manuscripts: 
 Shruti Gopal, Carla Harenski, Stefi A. Baum, Kent A. Kiehl, Vince D. Calhoun., 
Structure-function relationships in methamphetamine users underlying moral 
judgment. (Submitted to Human Brain Mapping). 
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Chapter 9 In addition to detailing the limitations of the current work cited in the thesis, 
this chapter recounts the conclusions drawn from the study. 
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2 LITERATURE REVIEW AND BACKGROUND 
For any research problem to be effectively addressed, extensive background 
research is necessary to not only justify the research question but also to provide 
supporting evidence. This chapter aims at presenting a comprehensive discussion 
regarding factors affecting inter-subject variability in resting fMRI data, inter-subject 
variability in Schizophrenia and motivation for use of blind source separation to analyze 
variance in resting fMRI data. Prior to this discussion a brief description of fMRI 
technology as well as the idea behind using resting fMRI for analysis of neurological 
differences is given.  
2.1 FMRI BACKGROUND 
2.1.1 BOLD FMRI 
Functional MRI is a non-invasive neuroimaging technique to capture in vivo 
functioning of the human brain. It extends the use of magnetic resonance imaging to the 
study of activation in the brain in conjunction to its anatomy by measuring blood-
oxygenation level dependent signal (Ogawa & Lee, 1990). Such acquisition is based on the 
theory of measuring changes in the inhomogeneity of the magnetic field resulting from 
changes in blood oxygenation and/or blood flow emanating from the difference in the 
magnetic susceptibility of oxygenated and deoxygenated hemoglobin (Ogawa, Lee, Kay, 
& Tank, 1990). Oxy-hemoglobin is diamagnetic resulting in no change in susceptibility 
between the blood vessels and surrounding tissues while deoxyhemoglobin is 
paramagnetic producing an internal contrast between the two.  
The biological basis of such contrast is believed to originate from the fact that 
greater oxygen consumption is associated with neuronal activation or greater 
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involvement brain tissues in that region which show up as inhomogeneities in the 
acquired MR image. The increased oxygen consumption is followed by greater blood flow 
to that region thereby reducing the concentration of deoxyhemoglobin. These changes in 
neuronal activation are short-lived due to the regularization of blood oxygen level but 
functional imaging technology is capable of capturing them due to short repetition times 
between acquisitions. However, fMRI does not measure absolute neuronal activity. The 
experimental design should be such that relative changes in neuronal activity allow us to 
make valid inferences. For this purpose, fMRI experiment designs are primarily task 
based wherein changes in neuronal activity as related to the performance of a particular 
task are measured (Menon et al., 1992; Ogawa, Lee, Nayak, & Glynn, 1990).  
2.1.2 RESTING STATE FMRI 
The human brain is active even in the absence of external stimuli or task. Thus, 
conceptually, it is possible to capture changes in neuronal activation during rest. This 
would essentially provide us with images representing spontaneous neuronal activations 
that are associated with a person’s intrinsic functional activation or mental state (B. B. 
Biswal, 2012; Hutchinson et al., 1999). It is a particularly useful approach in 
understanding the functional organization of the brain and identifying differences in such 
organization when accosted with neuropsychological disorders such as schizophrenia, 
autism, etc. (Di Martino et al., 2013; Gao et al., 2014; Barnaly Rashid, Eswar Damaraju, 
Godfrey D. Pearlson, & Vince D. Calhoun, 2014b; Reineberg, Andrews-Hanna, Depue, 
Friedman, & Banich, 2015). Additionally, research has shown that different networks are 
highlighted in task vs. rest fMRI experiments (Di, Gohel, Kim, & Biswal, 2013; Jamadar, 
Fielding, Johnson, Calhoun, & Egan, 2013). In addition to these factors, experimental 
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design can be further confounded when looking for differences between healthy controls 
and patients with neurological disorders by the ability of the patient population to 
perform the task especially in populations such as schizophrenia. Resting state analysis 
has thus been increasingly used and has presented us with multitude of new and exciting 
facets of understanding intrinsic functional activation based differences.  
Resting fMRI analyses are applied to explore functional differences based on the 
assumption that brain processes are common and universal among individuals. Decades 
of resting state analyses have shown that functional variability among individuals can be 
due to differential cognitive engagement in addition to factors such as genetics, age, 
handedness, etc.. Nevertheless, very few studies have focused on verifying or quantifying 
such inter-subject variability in resting fMRI data. Fewer studies focus on using measures 
of variability to help differentiate patients from healthy populations and to better explain 
behavioral differences. This thesis is uniquely focusing on such analyses and is dedicated 
to identifying measures of spatial variability that can be extended to the many different 
analyses techniques employed for rsfMRI. 
2.1.3 ANALYSIS OF FMRI DATA 
 
In a typical fMRI experiment (rest or task alike), a whole-brain functional image is 
acquired every 2-3 seconds (repetition time TR) for about 5- 10 minutes resulting in a few 
hundred image volumes per subject to be analyzed. Experimental design usually also 
involves using images from at least 20 subjects and could go up to hundreds. This entails 
an issue in analyzing and comparing groups of images in a statistically meaningful way. 
Statistical analysis of fMRI data is ordinarily based on the General Linear Model (GLM) 
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which expresses the observed signal as a linear combination of explanatory variables plus 
an error-term. This model can be expressed as – 
𝐘 = 𝐗𝛃 +  𝛜     ----- Equation 1 
where 𝑌 is the observed fMRI signal, 𝐗 is the set of explanatory variables that are 
combined by the design matrix or weights 𝛃 and 𝛜 is the error term. In fMRI experiments, 
both the explanatory variables and the design matrix is unknown and are typically 
estimated using a maximum likelihood approach.  
In order to make statistical inferences from the estimated explanatory variables or 
functional activation sources, a linear contrast is specified wherein the brain activity of 
two groups are compared. Such contrasts are usually to compare healthy controls and 
patient groups. This is however a univariate approach wherein the brain activity at each 
voxel is compared. In addition, such an approach treats the brain activity of each voxel to 
be independent. This has resulted in an extensive exploration of blind source separation 
like multivariate analysis techniques that identify a set of voxels that behave similarly over 
time as source components that are used for statistical inferences. These algorithms are 
explained in detail in section 2.3 below.  
2.2 INTER-SUBJECT VARIABILITY IN FUNCTIONAL IMAGING 
Functional MRI is a technology used to measure brain functioning using human 
physiological properties of blood oxygenation. The greater the deoxygenation of blood in 
a particular area, the greater the functional activation. However, each individual is 
different physically, physiologically, as well as psychologically; each of which affect the 
functional activation patterns observed in any subject. When looking at multiple subjects, 
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these differences make for greater implications while interpreting differences that affect 
populations. These differences can emanate from multiple sources – anatomical, 
functional (cognitive functional) and physiological (head motion etc.) processes as well as 
pre-processing methods used typically for fMRI data. While considering resting fMRI 
data, this variability is magnified due to the lack of structured mental processes that the 
participants are required to follow as performance of tasks. The possible causes for inter-
subject variability in functional imaging during rest are described below in detail thereby 
providing us sufficient motivation to further evaluate such variability in resting fMRI.  
2.2.1 NEUROANATOMICAL VARIABILITY  
Anatomical variability can manifest at multiple stages in the brain - variability in 
sulcal/gyral morphology and variability in the extent and topography of 
microanatomically defined regions with respect to gross morphology. Cytoarchitechtonic 
studies along with structural and histological studies of human brains over decades has 
provided us with ample evidence that there exist differences between individuals in the 
make-up of the brain, both the overall size, as well as the size and shape of the sulci and 
gyri in the brain (Ruigrok et al., 2014; Watkins et al., 2001; Zatorre, Fields, & Johansen-
Berg, 2012) an example of which is represented in Figure 2-1. Such structural variability 
can lead to variability in functional activation loci in the cortical surface of the brain. This 
inconsistency in location of functional loci can result in differences in cognition, behavior 
and consequently personality of individuals (Sun & Hevner, 2014; Witelson, Kigar, & 
Harvey, 1999; Wood & Grafman, 2003). Studies of pathologies such as schizophrenia also 
present anatomical differences from the normal population (Penhune, Zatorre, 
MacDonald, & Evans, 1996; L. Xu, Adalı, Schretlen, Pearlson, & Calhoun, 2012). We could 
speculate that greater irregularity in the location of functional loci can lead to greater 
susceptibility to pathological processes and thus neuropsychological disorders. It is thus 
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imperative to study and incorporate variability in activation patterns of subjects in all 
group analyses. 
 
Figure 2-1: Example of Neuroanatomical variability - Unusual gyral morphology of Albert Einstein’s 
brain. [Figure modified from Sun and Hevner 2014] (Sun & Hevner, 2014; Witelson, Kigar, et al., 1999) 
 
2.2.2 PHYSIOLOGICAL PROCESSES  
Many physiological processes continue as a subject is being scanned even while at 
rest. These processes inadvertently affect the data acquired by the scanner in different 
ways. Conversely, these physiological processes are different in each individual while also 
affecting the data captured differently in each individual. This leads to a significant 
amount of variability in the data captured. This section identifies the most significant 
processes leading to such variability between subjects.  
Respiration  
It is a commonly known fact that each individual breathes at different rates as well 
as having a different lung capacity thereby making each individual’s breathing different 
(Briscoe & Dubois, 1958; Cotes, Chinn, Quanjer, Roca, & Yernault, 1993). Respiration rate 
and lung capacity in turn affects the blood flow of each individual (Hirsch et al., 2000). 
Functional MRI is based on capturing the blood oxygen level dependence of cells in the 
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brain i.e. blood oxygenation, which is driven, in turn by the blood flow and rate to the 
brain (Raichle, 1998). This cycle makes the BOLD signal captured for each subject 
dependent on his/her breathing leading to a variability. Variability in respiration can 
affect the fMRI time series changing the arterial level of O2/CO2 followed by variable 
levels of dilation of vessels in the brain. This domino effect causes the activation captured 
by the scanner for each individual to be have increased variability. In addition, while in 
the scanner, respiration results in minute movements of the head, which is again different 
for each subject.  
Nonetheless, this variability cannot be quantified by signal processing despite 
extensive research in the relationship between respiration and functional activation 
during rest (Chang & Glover, 2009b). The motion induced by respiration however,  falls 
under the umbrella of head motion and is discussed in the next section (Chang & Glover, 
2009a).  
Head Movement 
Head motion of subjects during acquisition presents as an artifact in the captured 
MR images as shown in Figure 2-2. They are also the  primary source of time series 
inaccuracies in resting fMRI data, which can be remediated to some extent by careful use 
of head-immobilization techniques when placing the subject in the scanner (Thulborn & 
Shen, 1999). Another method to account for small motion (usually in the order of mm) 
correct for volumetric translation and rotation across scan runs in the same subject (K. 
Friston et al., 1995; Jenkinson, Bannister, Brady, & Smith, 2002). It is generally used as 
an optional pre-processing step when the motion parameters i.e. rotation and translation, 
are found to be beyond acceptable limits, and is generally conducted using a rigid-body 
transformation (Cox, 1996; Jenkinson et al., 2002; Satterthwaite et al., 2013). 
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Understandably, this motion is different in different individuals since it can be a 
consequence of different reasons, e.g. respiration and possibly involuntary motion in case 
of patients of neuropsychological disorders resulting from pain or hallucinations or 
inattention(Satterthwaite et al., 2012; Yan et al., 2013). This makes this motion 
heterogeneous in its expression in the resting fMRI data thereby adding variability within 
a population and primarily in its expression over time. We presume however, that greater 
fraction of head motion will result in fewer networks to be accurately represented 
temporally. It is thereby of great importance to analyze the effect of motion correction 
specifically in the temporal domain of resting state data since despite motion correction, 
there remains a residual motion artifact that needs to be accounted for in the functional 
activation patterns. 
 
Figure 2-2: Example of Head motion during MR image acquisition. The blurry lines are due to patient 
motion while in the scanner. On processing such functional images, they present as ringing activation 
patterns. [Figure Used with permission, J. Hornak, The Basics of MRI.  Iinteractive Learning Software, (c) 
2016.] 
2.2.3 FUNCTIONAL VARIABILITY 
Functional localization refers to mapping of specific regions on the cortical surface 
of the brain corresponding to specific functions (Jonathan Laney et al., 2015; Poline, 
Thirion, Roche, & Meriaux, April 2010; Yao et al., 2015). Nevertheless, despite strict 
experimental paradigms (for task-based fMRI) and accurate macro-anatomical 
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alignment techniques, there exists a large amount of variability in the size, magnitude and 
extent of the functional activation patterns (Baldassarre et al., 2012; B. B. Biswal, Eldreth, 
Motes, & Rypma, 2010). This suggests that variability in topological patterns of activation 
rooting from etiologies such as genetics, handedness, gender or even differential 
engagement of brain regions have important implications in large studies aiming at 
analyzing group differences (Fornito et al., 2008; A. M. Michael, Miller, Anderson, Adalı, 
& Calhoun, 2013). Such variation is definitely not completely addressed by spatial 
normalization techniques – linear or non-linear (L. Freire & Mangin, 2001). What makes 
quantifying such variability further complicated is that it can have a preferential 
manifestation in different areas of the brain based on the complexity of the tasks and the 
regions the tasks involve. (Grafton, Sutton, Couldwell, Lew, & Waters, 1994) show that in 
a motor task, slow learners had a greater utilization of the visuomotor areas while fast 
learners had a greater utilization of frontal cortex areas. Such variability could possibly 
be associated with the hierarchical order of the particular brain area in the processing 
scheme of a given network i.e. low to high levels of processing abilities. Given the 
extensive research in functional neuroimaging techniques and in particular the spatial 
normalization and alignment techniques, we can assume that the variability that remains 
after such pre-processing pertains to functional variability across subjects (L. Freire & 
Mangin, 2001; T. E. Lund, Madsen, Sidaros, Luo, & Nichols, 2006; Torben E. Lund, 
Nørgaard, Rostrup, Rowe, & Paulson, 2005; Wells, Viola, Atsumi, Nakajima, & Kikinis, 
1996).  
While considering populations with cognitive deficits, this becomes even more 
meaningful since it could possibly highlight previously unexplored differences between 
the populations based on the variability of the population itself as well as the deviance of 
the cognitive abilities of the population from normalcy (Baldassarre et al., 2012; Gao et 
al., 2014). Notwithstanding the extensive amount of research going into functional 
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neuroimaging both resting state as well as task based fMRI, very little effort has been 
made to explore these differences and quantify them to gain the advantage of furthering 
our understanding of normal functional activation as well as functional activation 
patterns in diseases or cognitive disorders (Mueller et al., 2013). This makes it much more 
important to explore such variability and try to identify such differences to expand our 
understanding of neuropsychological disorders.  
2.2.4 PRE-PROCESSING TECHNIQUES 
Data preprocessing is one of the foremost analysis steps that any brain imaging 
data goes through before secondary analyses. This includes many steps such as 
realignment, spatial normalization, smoothing, etc. Of these the two primary factors 
affecting inter-subject variability are spatial normalization and smoothing. The effect of 
these processes on inter-subject variability in resting fMRI data is discussed below. 
Spatial Normalization - Warping to a template 
Another preprocessing stage, spatial normalization, is necessary to a) allow 
comparison of brains across different individuals, as well as b) use standardized atlases 
to identify particular brain regions to help identify regions of activation. It is the inter-
subject matching of cortical regions of the brain, which is carried out by a nonlinear 
registration to the MNI template using SPM (K. Friston, 1995; K. Friston et al., 1995). An 
example of such warping to template is presented in Figure 2-3.  Nevertheless, in 
cognitive studies, one particularly wishes to compare activity among subjects or between 
groups of subjects (K. J. Friston, Holmes, Price, Buchel, & Worsley, 1999). 
Neuroscientists are also interested in comparing results of one study with another, which 
requires all results to be presented in a common coordinate frame making spatial 
normalization a crucial preprocessing step.  
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The morphology of the human brain is characterized by complex convolutions 
whose arrangement varies greatly among individuals or even between the two 
hemispheres of the same individual (Goldman-Rakic, 1988; Hasnain, Fox, & Woldorff, 
1998). Such spatial normalization however, may counteracts individual differences in 
gyral anatomy thereby leading to a loss in inter-subject variability unless the parameters 
used to computed the warp are analyzed (L. Freire & Mangin, 2001). It is thus valuable to 
understand the extent of the effect of spatial normalization on inter-subject variability 
(Mueller et al., 2013). Nevertheless, a comparison of activation between subjects and/or 
groups becomes exceedingly challenging without bringing the data from all the subjects 
to the same morphological space. It is thereby essential to find the right spatial 
normalization technique that will not only allow a greater variability to be retained 
between subjects but also simultaneously bring the subject data into common 
morphological space for effective comparisons. It could be fruitful to also look into the 
template being used and see if there is a way to use a template better suited for the given 
dataset. Also some approaches normalize all the data to itself (no external template). It 
would also be worthwhile to assess how the absence of an external template affects the 
inferences made.  
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Figure 2-3: Spatial normalization in one slice of fMRI data using SPM. The left three images after an 
affine transformation is applied to align the right hand side three images to an MNI template. [Figure 
created for this document by Shruti Gopal Vij] 
 
Smoothing  
Although often helpful and necessary, smoothing has the undesirable effect of 
reducing the spatial resolution, blurring and/or shifting activations and merging adjacent 
peaks of activation (Yue, Loh, & Lindquist, 2010). For resting fMRI data, generally a 
Gaussian window with a FWHM of around 8mm × 8mm × 8mm is used. As far as data 
for individual subjects are concerned, two major effects from spatial filtering have been 
identified: (i) insufficient spatial resolution may cause a merging of separate clusters of 
activated pixels and (ii) small clusters of activated pixels which most likely stem from 
larger venous vessels become blurred and thus indistinguishable from parenchymal 
activations (K. J. Friston, 1996; Triantafyllou, Hoge, & Wald, 2006). The first of these two 
effects is of major concern while considering variability across subjects. The resultant 
blurring of clusters, specifically the edges, results in loss of individual characteristics of 
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subject data primarily since most of the variability across subjects lies in the fact that there 
could be a difference in the extent of the clusters. The second of the two effects essentially 
refers to differences in the activation resulting from blood flow variations in vessels versus 
the activation resulting from use of brain cells close to vessels. This might be critical in 
understanding minute effects in areas that have not yet been identified as significant. 
Another interesting aspect to be considered while smoothing fMRI data is that as the 
smoothing window size increases, a larger amount of detail is lost in the data for e.g., 
Figure 4 presents the effect of different smoothing windows on a single slice of MR image.  
This provides abundant support that it is necessary to evaluate the effect of 
smoothing resting fMRI data before analysis on the variability across subjects. We predict 
that reducing smoothing, i.e. using a smaller FWHM of the Gaussian window, will result 
in increased capture of the variability across the subjects in the spatial extent. However, 
there exists a trade-off between capturing greater variability and analyzing smoother 
images in terms of the features that are existent in the data. It is vital that this trade-off 
be taken into consideration while assessing the appropriate smoothing level for a given 
dataset.  
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Figure 2-4: Effect of spatial smoothing on a slice of MRI data. [Figure modified from 
("http://support.brainvoyager.com/functional-analysis-preparation/27-pre-processing/279-spatial-
smoothing-in-preparation.html,") without permission.] 
 
2.3 BLIND SOURCE SEPARATION TO QUANTIFY VARIABILITY 
Blind source separation refers to the process of extracting a set of independent 
signals from a combined final signal. It has been extensively used in applications for 
medical signal processing and speech signal processing over the past few decades (B. B. 
Biswal & Ulmer, 1999; Jung et al., 2000; Parga & Nadal, 2000; Stetter et al., 2000). 
Functional MRI signals are acquired currently routinely for clinical evaluation as well as 
research. Such acquisitions however are rarely done just for one individual and are 
commonly acquired for a group of participants. This multivariate approach when applied 
to fMRI, is primarily based on the assumption that the individual signals are linearly 
combined to generate the final signal and that the individual signals are statistically 
independent from each other (Bell & Sejnowski, 1995; T. W. Lee, Bell, & Lambert, 1996). 
These algorithms efficiently separate source patterns that characterize the functional 
activation during image acquisition as well as noise that afflicts fMRI signals extensively 
(B. B. Biswal & Ulmer, 1999; Dodel, Herrmann, & Geisel, 2000). The advantages of such 
algorithms over seed-based techniques include (1) eliminating the arbitrary choice of 
seed-voxel, (2) taking into account all between voxel (3-dimensional individual element 
in fMRI data) information, (3) successfully identifying and removing motion-related 
sources, and (4) increasing sensitivity to detect group differences (Adalı et al., 2013; 
McKeown, Hansen, & Sejnowski, 2003). The primary assumptions of blind source 
separation algorithms whether applied to a single or multiple modalities are: 
a) Elements (voxels in case of fMRI data) of one source are mutually independent 
of elements of another source, 
b) Within a source, the elements are highly dependent on each other, 
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c) The number of sources estimated is less than or equal to the number of 
observations.  
The estimation of sources from the observed signal is not trivial despite these 
assumptions since neither the sources nor the mixing combination are known a priori. 
The mixture of sources could be linear as well as non-linear increasing the complexity of 
estimation of sources accordingly. Despite BSS algorithms being extensively used in 
functional imaging studies, most conventional algorithms operate under the assumption 
that the sources are linearly mixed to produce the observed signal. Some of the BSS 
algorithms used in neuroimaging studies are described in this section below. This thesis 
utilizes these algorithms to different applications of functional neuroimaging to validate 
the presence of intrinsic variability in functional imaging and postulate some possible 
causes. 
2.3.1 GROUP INDEPENDENT COMPONENT ANALYSIS (GICA) 
Calhoun et. al (2001) (Calhoun, Adalı, & Pearlson, 2001) developed a method of 
applying ICA to group fMRI data to generate spatially independent sources that has later 
been applied to obtaining temporally independent sources. The general model for ICA is 
as follows:  
𝐗 = 𝐀 × 𝐬    ------ Equation 2 
The idea behind ICA is to find the matrix 1W A   which inverts the linear 
transformation and, consequently, determine s entirely (with a condition that the 
elements of  s  should be statistically independent of each other). However, for estimating 
this matrix 𝑊 two main principles drive the selection of a cost function: 1) the principle 
of statistically independent components that minimize Kullback-Leibler divergence or the 
mutual information between the components, and 2) the principle of non-Gaussianity 
which allows us to estimate sources which are as non-Gaussian as possible i.e. based on 
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higher-order moments, utilizing central limit theorem. The model for ICA can be 
extended and applied to group analyses by considering the observation matrix (mixed 
data) for the 𝐍 subjects is given by 
 𝐗 = [ 𝐱𝟏, 𝐱𝟐, 𝐱𝟑, … , 𝐱𝐍]′         ----- Equation 3 
where 𝒙𝒏 is the vector of data points for subject 𝐧 =  𝟏, 𝟐, … 𝐍. ICA using such a model 
makes for estimation of a set of sources common to the entire group of subjects 𝐍 from 
which individual subject sources are estimated using techniques such as dual-regression 
(Calhoun, Adalı, Pearlson, & Pekar, 2001a, 2001b; Svensen, Kruggel, & Benali, 2002). 
Many different algorithms have been proposed in the literature of ICA. Algorithms which 
are highly popular in the neuroscience community include Infomax, FastICA, among 
others ((Bell & Sejnowski, 1995; Chien & Hsieh, 2012; Du & Fan, 2013; Hyvarinen & Oja, 
1997; Soldati, Calhoun, Bruzzone, & Jovicich, 2013). These algorithms have been 
extensively used for many applications within functional neuroimaging (Adalı, Anderson, 
& Fu, 2014; Groves, Beckmann, Smith, & Woolrich, 2011; Kalyanam, Boutte, Gasparovic, 
Hutchison, & Calhoun, 2013). Given that each subjects’ source components can be 
estimated from back-reconstruction, certain amount of variance and individual features 
are believed to be retained. Allen et.al. (E. A. Allen, Erhardt, Wei, Eichele, & Calhoun, 
2012) have shown that GICA can capture between-subject variability and present some 
suggestions for analytic choices while considering applications of GICA. A recent study 
(A. M. Michael, Miller, Anderson, Adalı, & Calhoun, 2014) compared the performance of 
GICA and independent vector analysis (IVA) spatial maps and timecourses in the 
presence of spatial variability on simulated data revealing that IVA performs better at 
higher levels of spatial variability while GICA performs better at lower levels of variability. 
Such studies reflect that, being effective in identifying between subject differences, GICA 
as a higher order multivariate analysis algorithm could be used for certain studies 
focusing on inter-subject variability. Additionally, there could exist a trade-off between 
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the spatial and temporal variance captured by blind source separation algorithms since 
the widely used dual-regression based back-reconstruction of individual subject sources 
involves estimation of spatial maps from the estimates of individual timecourses 
(Calhoun, Liu, & Adalı, 2009). This warrants that GICA possibly works better in 
quantifying temporal variance while IVA works better in the spatial domain.  
2.3.2 INDEPENDENT VECTOR ANALYSIS (IVA) 
IVA is a whole brain multivariate blind source separation method (Adalı et al., 
2014; J. H. Lee, Lee, Jolesz, & Yoo, 2008) that, like GICA, extends ICA to multiple 
datasets while retaining subject variability. IVA however, minimizes mutual information 
jointly across multiple datasets and hence takes the statistical dependence across multiple 
datasets (multi subject data in our case) into account. This dependence across subjects 
with the statistical properties of the ICA model helps with the decomposition into spatially 
independent components. IVA furthermore keeps each subject dataset separate instead 
of defining a common group subspace as in GICA allowing for preservation of individually 
distinctive features in the estimated sources. The dependence across multi subject data 
also enables the matching of sources across the datasets hence eliminating the 
permutation ambiguity if ICA was performed separately on each subject’s data. 
IVA models the measured BOLD fMRI signal as a linear combination of mixing 
matrix Ai and the independent activation sources Si similar to that in GICA (Calhoun, 
Adalı, et al., 2001b; Wisner KM, Atluri G, Lim KO, & AW., 2013).  
𝐗𝐢 = 𝐀𝐢  × 𝐒𝐢     ----- Equation 4 
The main difference between the two algorithms lies in the fact that the mixing matrix 𝐀 
is shared by all the subjects in GICA while each subject 𝐢 has an individual mixing matrix 
𝐀𝐢 in IVA. IVA starts with the same assumption that the individual sources 𝑺𝒊 are spatially 
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independent within each data set (each subject’s data) and additionally considers 
statistical dependence of the corresponding sources across other subjects. The demixing 
matrices 𝐖𝐢 are estimated by minimizing mutual information among source component 
vectors (Adalı et al., 2014; T. Kim, Attias, Lee, & Lee, 2007). We can then form the source 
estimates 𝐔𝐢 of the original sources  𝐒𝐢 as: 
𝐔𝐢 = 𝐖𝐢 × 𝐗𝐢    ----- Equation 5 
As previously explained, GICA has been extensively used for fMRI applications and 
also presents unique advantages such as solving the problem of source matching that 
single subject ICA presents. However, it assumes that all subjects belong to a common 
sub-space in the forward estimation of the component sources. This might limit its ability 
to capture inter-subject variability in spatial maps. IVA does not limit the solution space 
by using a common sub-space like GICA but estimates a demixing matrix for each subject 
simultaneously. Anderson et al. 2012 (Anderson, Li, & Adali, 2012) presented IVA-GL 
where IVA using the Gaussian density model (IVA-G) is combined with IVA using the 
Laplace density model (IVA-L) to take both second-order and higher-order-statistical 
dependence among multiple data sets (subjects) into account, denoted as IVA-GL. This 
model assumes super-Gaussian distribution for the sources providing a good match for 
fMRI spatial components. IVA-GL has been incorporated into the GIFT toolbox and this 
version of IVA was used in this study (Anderson, Li, & Adali, 2012).  
The performance of IVA has been evaluated in simulations (Dea, Anderson, Allen, 
Calhoun, & Adalı, 2011; Ma, Phlypo, Calhoun, & Adalı, 2013; A. M. Michael et al., 2014) 
and for a small number of real fMRI data sets in healthy individuals and those who 
suffered a stroke (J. Laney, Westlake, Ma, Woytowicz, & Adalı, March 2014). These 
studies show that IVA-GL can be applied to fMRI data analyses similar to GICA and in 
addition, IVA-GL presents a superior solution to capture subject variability. This proves 
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as consequential initial evidence that IVA captures individual subject variability in spatial 
patterns and shows promise in further applications.  
 
Figure 2-5: Flowchart describing methodological differences between GICA and IVA-GL the way they are 
implemented for fMRI analyses. IVA-GL directly computes the component maps for each subject while a 
back-reconstruction from group components is required for GICA. 
 
2.3.3 RELATIONSHIP BETWEEN SINGLE SUBJECT ICA, GICA AND IVA 
ICA is a multivariate analysis algorithm that can be used to identify multiple 
coherent networks without the need for an a priori seed voxel, region of interest or model 
timecourse. An extension of this to a group framework, GICA, allows to compare source 
components across datasets or subjects (Calhoun, Adalı, et al., 2001a) by solving the 
source matching issue when ICA is applied to individual subjects. Over the last decade, 
GICA has become a standardize approach to analyze fMRI data both resting and task 
based and has been applied to a multitude of applications such as schizophrenia, bipolar 
disorder, autism, etc.. Many modifications of the algorithm have also been developed 
along with extensions such as IVA. Kim et. al proposed IVA as a multivariate algorithm 
that extends the conventional ICA algorithm to multiple datasets (T. Kim, Attias, & Lee, 
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2006; T. Kim et al., 2007). It uses a multivariate score function that incorporates higher-
order dependencies between source vectors. The IVA-GL modification uses a scale 
mixture of Gaussian and Laplacian distributions in the sources that allows to model 
variance dependencies across datasets.  
Both ICA and IVA assume that datasets are linear mixture of N statistically 
independent sources. ICA typically achieves BSS on a single dataset while IVA extends 
BSS on a single dataset while IVA extends BSS to multiple datasets in a joint framework 
by exploiting a dependence across datasets. The ICA mixture model is represented as 
described in Equation 2 when applied to a group framework, the model estimates the 
sources at the group level i.e. for all the datasets combined using PCA using  
?̂? = 𝐖𝐱         where          𝐖 =  𝐀−𝟏          ----- Equation 6 
The sources are then backreconstructed for each subject from the group estimates ?̂?. For 
IVA, the model is described as in Equation 4 and the sources are estimated for all datasets 
i simultaneously by exploiting the dependence of sources s along the datasets i. Thus, if 
i=1, IVA would be equivalent to ICA. This relationship is generated by the differences 
term in the cost function of the two algorithms that accounts for dependence across the 
datasets as shown below. 
𝐈𝐈𝐂𝐀(𝐖) =  ∑ 𝐇(𝐲𝐧)
𝐍
𝐧=𝟏 − 𝐥𝐨𝐠|𝐝𝐞𝐭(𝐖)| − 𝐂    ----- Equation 7 
𝐈𝐈𝐯𝐀(𝐖) =  ∑ (∑ 𝐇 (𝐲𝐧
[𝐤]
)𝐊𝐤=𝟏  − 𝐈(𝐲𝐧))
𝐍
𝐧=𝟏 − 𝐥𝐨𝐠|𝐝𝐞𝐭(𝐖)| − 𝐂 ----- Equation 8 
where N and K are the number of datasets, H represents the entropy term, W is the 
estimate of 𝐀−𝟏 and C is a constant. In these equations, the difference term is 𝐈(𝐲𝐧) and it 
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represents the dependence between the datasets based on mutual information that is 
maximized. IVA-GL uses Gaussian and Laplacian distributions to model the sources 
across the datasets. While the Gaussian model explains only second-order statistics, the 
Laplacian model only explains higher order statistics. Thus, taken together, the Laplacian 
and Gaussian distribution models in IVA, explain all higher order statistics that 
characterize dataset sources.  
When considering studies that evaluate higher order differences between 
functional activation maps, individual subject ICA would be ideal since it captures all the 
variability or statistical information of the sources for each dataset individually. However, 
this poses a problem of source matching across the subjects. Given the above detailed 
information and previous studies on simulated and real fMRI data, we know that GICA 
does capture inter-subject variability but also loses the subject features as restricted by 
the backreconstruction of sources from group space. These studies also show that IVA 
captures a fair amount of variability while also providing a happy medium between 
individual subject ICA and GICA. A description of the process of implementing GICA and 
IVA-GL are highlighted in Figure 2-5. 
2.3.4 JOINT ICA (JICA) 
As previously mentioned, ICA has been demonstrated as a multivariate algorithm 
of great promise. Research over the past decade has also demonstrated that it can be used 
to combine data from multiple modalities so as to identify shared sources in each 
modality. Joint ICA as it is known, is a data-driven fusion framework that is based on the 
assumption that a given feature (i.e. modality) can be represented as a set of (subject-
wise) linearly mixed, independent sources. Additionally, we consider the features from 
32 
 
different modalities to contain the same number of hidden sources, all mixed in the same 
way modality-wise, and hence the different modalities are linked by a shared, subject-
specific mixing coefficient. JICA is implemented using the following generative 
(synthesis) model for the data (Calhoun, Adalı, & Pearlson, 2004): 
 
        1; ; ; 1, ,
m m m m
m M     X A S S W X W A .      ----- Equation 10 
Here, 𝐦 is the modality index, 𝐒(𝐦) and 𝐗(𝐦) are the 𝐂 × 𝐕 and 𝐍 × 𝐕 𝐦 source and 
observation data matrix for modality 𝐦 , respectively, and 𝐌 is the total number of 
modalities being fused. 𝐀 is the shared, unknown mixing (or contribution) matrix, and 𝐖 
is the inverse of 𝐀. We decompose the data from 𝐍 subjects into 𝐂 sources assuming each 
feature has 𝐕𝐦 data points (the samples). The observation matrix (mixed data) from 
modality 𝐦 for the case of 𝐍 subjects is given by 
 
 
 
 
 
1
2
m
m
m
m
N
 
 
 
  
 
 
 
x
x
X
x
      ----- Equation 9  
where 𝐱𝐧
(𝐦)
 is the 𝟏 ×  𝐕𝐦 vector of data points for subject 𝐧 = 𝟏, 𝟐, 𝟑 … . 𝐍 at modality 𝐦. 
JICA recovers relationships between imaging modalities in a data driven manner thereby 
enhancing the sensitivity to co-varying signals (Anderson, Correa, Calhoun, & Adalı, 2011; 
Calhoun & Adalı, 2006). Such a data fusion algorithm has been used to combine data from 
resting fMRI, task-based fMRI, EEG as well as genetic analyses (Edwards, Calhoun, & 
Kiehl, 2012; Gopal et al., 2013; Sui, Adalı, Yu, & Calhoun, 2012). In view of the fact that 
JICA is based on similar assumptions as ICA, we can anticipate that individual features 
and thereby inter-subject variability can be retained in the shared loading parameters for 
the component sources generated from JICA. Quantifying variability in the loading 
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parameters as well as the spatial maps and timecourses for each modality being combined 
will allow us to take quantifying inter-subject variability to a multi-modal level.  
2.3.5 NOISE IN BSS ALGORITHMS 
One of the most challenging aspects of fMRI analyses is the extraction of the BOLD 
signal from noise riddled T2* weighted MR signal. This is further complicated since noise 
arises from various sources that include both physiological processes such as breathing, 
heart beat and gross movement of the subject in the scanner as well as mechanical sources 
such as scanner instability leading to signal drift, signal oscillations, etc.. The 
superposition of these noise sources on the BOLD signal results in a loss of statistical 
power while trying to identify differences in neuronal activation. Noise also leads to a 
reduction of the SNR causing the BOLD activation patterns to go unnoticed. While the 
mechanical sources of noise are kept in check through regular scanner calibration and 
maintenance procedures, pre-processing techniques have been used to address 
physiological noise in fMRI data. Despite the fact that the sources of physiological noise 
are well known and are addressed to a significant extent by the pre-processing techniques 
used, it is still an active field of investigation especially in relation to post-hoc multivariate 
analysis algorithms such as BSS (GICA, IVA, etc). Some of these algorithms have shown 
that these approaches favorably estimate noise components such as those due to head 
motion as independent components. These components are estimated similar to the 
functional activation source components and thus the voxels with noise activations are 
clustered together. These noise components could be representative of head motion 
presenting ringing, or artifacts in fMRI data such as ventricles (CSF) or random noise 
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voxels distributed over the image. Figure 2-6 shows two of the GICA estimated noise 
components when applied to fMRI data to illustrate this. 
Traditionally, in BSS applications to fMRI data, estimated noise components are 
visually identified and eliminated from post-hoc statistical analyses. This approach is 
applied to most modifications of GICA as well as IVA wherein, of the estimated set of 
source components, a non-artifactual subset is identified and further statistical analysis 
is performed only on them. Over the years, approaches to automate this process have been 
explored such as CORSICA and ICA-FX that rely on the same concept that BSS estimates 
noise sources as independent from BOLD explanatory sources. These processes however 
after identification of noise sources, remove them from the observed signal and then 
perform post-hoc statistical analyses on the new “noise-free” signal. These processes have 
been primarily used for ICA and/or GICA since this is the primary BSS algorithm used for 
fMRI analyses. However, the same concept extends to other BSS algorithms such as IVA 
& JICa and can be used for identification of non-noise sources from the estimated set. 
Research is on-going to explore de-noising fMRI signal using many different techniques 
as well as extending it to modifications and other multivariate analyses techniques.  
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Figure 2-6: Examples of fMRI noise components estimated by GICA. The top three images 
represent a component presenting ringing artifact due to head motion while the bottom three 
images represent a component presenting ventricular activation i.e. signal acquired from CSF.  
 
2.4 DOMAINS OF VARIABILITY 
Inter-subject variability in resting fMRI data can be encompassed in multiple 
directions, specifically spatially as well as temporally. Such variability can be quantified 
in multiple ways based on post-hoc analysis of source components estimated by one of 
the blind source separation techniques described above. For the ease of understanding 
this multi-faceted and multifold problem better, we can break down the directions or 
dimensions of resting fMRI data in which the variability exists as described below.  
2.4.1 GLOBAL MEASURES OF SPATIAL VARIABILITY 
Using spatial variability to evaluate differences between individuals and/or groups 
is a fairly new approach. Given this, it is first imperative to assess whether or not spatial 
variability exists at a global level in the component maps generated by blind source 
separation. New measures for assessing variability across the groups either visually or 
statistically in the clusters of functional activation represented in blind source separated 
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components are the key here. This variability focuses on exploring whether or not 
individual component spatial maps have unique features differentiating individuals from 
one another and if groups such as schizophrenia patients can be differentiated from 
healthy controls based on the same. This can include basic calculation of variance in voxel 
amplitude across the subjects for a given component map as well as using this variance to 
differentiate groups statistically using an F-test. Such analyses, despite being 
straightforward, will provide us with sufficient insight into whether or not the data retains 
individual features after blind source separation. Furthermore, it may shed light on 
previously unexplored differences between groups and equip us with a better 
understanding of how patients with neuropsychological disorders differ from healthy 
controls. 
2.4.2 GEOMETRIC MEASURES OF VARIABILITY ACROSS SUBJECTS 
Once it has been established that in a given dataset, we can successfully quantify 
the inter-subject variability in the functional activation patterns of blind source separated 
component maps, we then need to explore geometrically where the variability in these 
sources exists. This refers to whether the extent of the source clusters is different or if the 
cluster itself is translated over the cortical surface of the brain. Such features will allow us 
to make further inferences in terms of the amount of cortical activation and if this differs 
in groups.  
2.4.3 VARIABILITY IN THE SPECTRAL POWER OF THE TIMECOURSES 
Blind source separated timecourses are representative of the temporal dynamics 
of the functional activation region of a spatial map. These timecourses characterize 
change in functional activation of a particular brain region across time for individuals. In 
accordance with the retention of variability (i.e. subject specific features retained in 
spatial component maps from blind source separation), unique features of dynamics 
37 
 
specific to subjects in time would also be retained and reflected by the corresponding 
timecourse from blind source separation. While considering resting fMRI data, the 
timecourses are not directly comparable across subjects since the temporal activations 
hold no meaning as to the functional activation across subjects. This is primarily 
associated with the lack of a structured task and thereby no meaningful way of 
standardizing the brain processes across subjects while at rest. However, there are other 
features of these timecourses which will characterize individual features as well as allow 
for comparison across subjects. The spectra of the timecourses are one such feature that 
allow for comparison of the temporal dynamics of the subjects about particular 
frequencies. Such features will also allow us to make inferences in terms of what 
frequencies dominate the spectral power distribution and differences emanating from 
such distribution across subjects and groups.  
2.4.4 VARIABILITY IN FUNCTIONAL CONNECTIVITY PATTERNS  
Recent advances in neuroimaging gyrate towards exploring connectivity between 
different regions of the brain. These studies attempt at exploring functional relationships 
and thereby possibly identifying cause effect relationships among regions of the brain 
either while performing a task or at rest. These connectivity patterns are predominantly 
identified using correlation of timecourses representative of different brain regions. 
Variability in this connectivity might give us a clear indication as to whether 
neuropsychological deficits lead to impaired connectivity or if the differences primarily 
exist in the functioning of particular regions of the brain independently. Such differences 
might influence the approach to understanding deficits in terms of individual functional 
deficits or deficits in how networks of connected regions function together. These can also 
hold the key in understanding how newer techniques of connectivity such as dynamic 
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connectivity between networks differ within a subject over time as well as the influence of 
connectivity differences across subjects. 
2.4.5 MULTI-MODAL VARIABILITY 
As previously mentioned, neuroimaging encompasses a multitude of brain 
imaging techniques such as structural MRI, resting state fMRI, task based fMRI, PET, CT, 
etc. Given the depth of research into understanding the functioning of the brain currently, 
it is also bringing to focus the ability to interpret relationships between structure and 
function as well as data from multiple modalities. Based on this, we can articulate the 
significance of understanding how a multi-modal framework of data analysis works and 
explore how the variability in brain structure possibly affects the functional variability 
across individuals and groups. This is also motivated by the existence of a structure 
function relationship in the brain as highlighted previously. 
2.5 WHY USE SCHIZOPHRENIA? 
Schizophrenia has been widely viewed as a neurodevelopmental disorder 
substantially affecting the brain structure and function during tasks and at rest (Bullmore 
& Sporns, 2009). Despite being extensively studied, its etiology remains unknown (Honea 
et al., 2005; Howes & Kapur, 2009). Existing studies support the notion that 
schizophrenia is a heterogeneous disorder arising from a myriad of causes any of which 
can affect a final common path of brain disturbance. There exist many known causes for 
schizophrenia including environmental, genetic factors as well as trauma, each having a 
different neuropsychiatric effect with no clear common pathology. Even Bleuler’s concept 
of schizophrenia was based on an assumption that the manifold external clinical 
manifestation masked an underlying unique neural pathology(Olabi et al., 2011). Each 
case according to Bleuler, however, revealed some significant residual symptoms that 
were common to all which lead to a similar diagnosis. This complex nature of the disease 
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makes it challenging to characterize using a single model. This leads to variability within 
the population characterized as schizophrenia based not only on the etiology but also on 
several neuropsychiatric factors.  
Schizophrenia is a complex disorder that expresses heterogeneously within the 
population (Andreasen, Paradiso, & O'Leary, 1998; Bullmore, Brammer, Harvey, Murray, 
& Ron, 1995). While many theories exist on the pathological and molecular processes 
underlying the disease, no single theory has yet emerged as the consensus explanation. 
Based on empirical evidence from previous fMRI studies, some have proposed a 
disruption in cognitive circuitry between the prefrontal regions, the thalamic nuclei, and 
the cerebellum (Andreasen et al., 1998; K. J. Friston & Frith, 1995). It is essential to 
acknowledge that this disruption in brain circuitry however does not manifest 
consistently in the diseased population, which may be a factor introducing variability 
within the population. Furthermore, one might expect that the reported variability in 
disease etiology when combined with spatial variability in the functional activation 
pattern in the brain, result in increased variability in networks. This extensive 
symptomatic and behavioral variability among schizophrenic patients makes identifying 
loci of variability in brain imaging data both interesting and important (Donchin, 
Callaway Iii, & Jones, 1970; Kanai & Rees, 2011; Padmanabhan et al., 2015).  
Structural studies of schizophrenia put emphasis on reduced cortical gray matter 
volume, enlarged lateral ventricles and a reduced amygdala-hippocampal and thalamic 
volume. These studies along with cytoarchitectural studies provide evidence that there 
exists a neural basis for behavioral or cognitive differences within the population. In 
addition, even in healthy individuals, functionally defined regions are not consistently 
located relative to anatomical landmarks on the cerebral cortex thereby amplifying this 
heterogeneity issue. 
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Figure 2-7: Networks that show mean cluster-level functional activation differences between HCs and SPs. 
These networks are known to present structural differences in gray matter volume between HCs and SPs. 
 
Literature strongly supports this functional variability with respect to anatomical 
landmarks in healthy population as well as in schizophrenia with equal conviction (Li C-
T, Chou K-H, Su T-P, Huang C-C, & Chen M-H, 2013; Sabuncu et al., 2010). Studies have 
also presented both structural gray matter differences as well as functional differences in 
the cerebral blood flow between schizophrenia patients and healthy controls inferring a 
relationship between structure and function (Horn et al., 2009) [Figure 2-7]. Many 
studies have also focused on improving spatial co-registration and thus functional 
localization or vice-versa (Conroy, Singer, Guntupalli, Ramadge, & Haxby, 2013; Khullar 
et al., 2011). Additionally, a multitude of studies exist that quantify functional differences 
such as altered activity in a network of brain areas including the dorsolateral PFC, ACC, 
parts of the thalamus  (Minzenberg, Laird, Thelen, Carter, & Glahn, 2009). Other studies exist that 
evaluate differences in connectivity between networks emanating from manifestation of 
schizophrenia (Arbabshirani & Calhoun, 2011; Rashid et al., 2014b). The latest studies of 
schizophrenia have focused on identifying a roadmap for the disorder as well as 
identifying links between genetic influences and structural and functional deficits 
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(Arnedo et al., 2015; Franke et al., 2016; A. Michael et al., 2010; A. Michael et al., 2011; 
A. M. Michael et al., 2014). These structural and functional variations are clearly 
widespread and likely have a complex impact on the resulting functional patterns, 
motivating a multivariate whole-brain approach. Thus, most of the sections in this thesis 
focus on exploring variability in schizophrenia in specific chapters 3, 4 and 5.   
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3 ACROSS SUBJECT SPATIAL VARIABILITY ANALYSIS 
Schizophrenia is a complex disorder afflicting a diverse population of patients 
presenting with a range of symptoms (Ngan, Lane, Ruth, & Liddle, 2002; Ngan & Liddle, 
2000; Perlstein, Carter, Noll, & Cohen, 2001). The etiology of the disorder is not well 
understood but appears to involve many different structural as well as functional 
activation based variations not consistent across the population. The structural 
inconsistencies might in turn render the functional and cognitive abilities of patients 
inconsistent stemming from the relationship between structural differences and cognitive 
abilities of patients (Yao et al., 2015). Schizophrenia is thus a disorder that is particularly 
well suited for studies involving analysis of variability of features drawn from brain 
imaging data. This chapter focuses on evaluating spatial variation in IVA-based resting 
networks across subjects and changes in spatial patterns that occurred in schizophrenia 
patients (SPs) versus healthy controls (HCs) to quantify the existence of such variability. 
We hypothesize that multiple intrinsic brain networks would show increased spatial 
variance in the schizophrenia patients. To test this hypothesis, we utilize a multi-fold 
analyses approach presenting many ways to quantify and compare this variability 
between groups. This includes computing the differences between groups in the global 
mean of cross-subject variance over the brain voxels and measuring variance across 
subjects in the amplitude of each voxel. Based on the results, we present a qualitative as 
well as quantitative basis for further exploring inter-subject variability and using these 
measures to elucidate differences between schizophrenia patients and healthy controls.  
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3.1 METHODS: 
3.1.1 SUBJECT CHARACTERISTICS 
We analyzed anonymized data collected on 171 individuals (89 HCs and 82 SPs) 
who underwent rest fMRI acquisition as part of a center of biomedical research excellence 
(COBRE) project (https://cobre.mrn.org). Informed consent was obtained according to 
the University of New Mexico Human Research Protections Office. Patient selection was 
based on diagnosis of schizophrenia or schizoaffective disorder between 18 to 65 years of 
age. Diagnostic confirmation and evaluation of co-morbidities was done with the 
Structured Clinical Interview for DSM-IV axis I disorders (First, Spitzer, Gibbon, & 
Williams, 1995). Exclusion criteria included a history of mental retardation, neurological 
disorders including head trauma, or of active substance dependence or abuse within the 
past year (except nicotine). A negative toxicology screen was a prerequisite for scanning. 
HCs were required to complete the Structured Clinical Interview for DSM-IV axis I 
disorders – non-patient edition (Spitzer, Williams, & Gibbon, 1996)  to rule out axis I 
conditions and were recruited from the same geographical location. The 82 SPs had an 
average age of 38.07±14.03; 65 were males and 17 females. The 89 HCs had an average 
age of 37.51±11.47, with 63 were males and 26 females. There were no significant 
differences between groups in age (p = 0.2038) and gender (p = 0.7761). Additional 
information regarding demographics, patient recruitment and summary of symptom and 
cognitive scores is provided in the Appendix tables A-1, A-2, A-3 and A-4. 
3.1.2 MR DATA ACQUISITION 
All participants were scanned at a single site at rest and instructed to keep their 
eyes open during the scan and stare passively at a central fixation cross. Resting state 
scans with 151 volumes were collected on a single 3-Tesla Siemens Trio scanner with a 12-
channel radio frequency coil for each participant. Each volume consisted of T2* weighted 
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functional images acquired using a gradient-echo EPI sequence with TR/TE = 2000/29 
ms, flip angle of 75 degree, 3.5mm slice thickness and 1.05mm slice gap, a field of view 
240mm, a matrix size of 64 × 64, and a voxel size of 3.75mm × 3.75mm × 4.55mm. 
3.1.3 PRE-PROCESSING 
Data were preprocessed using an automated SPM-based preprocessing pipeline 
within a neuroinformatics system developed at The Mind Research Network (King et al., 
2012; Scott et al., 2011) (https://coins.mrn.org ). Images were realigned using INRIalign 
which is an extension to SPM’s realignment toolbox. Slice-time correction was applied 
using the middle slice as the reference frame. Data were then spatially normalized to 
standard MNI space and resampled to 3mm × 3mm × 3mm voxels using the nonlinear 
registration implemented in the SPM toolbox. Finally, data were smoothed using 10mm 
FWHM Gaussian kernel. 
3.1.4  DATA ANALYSIS 
The GIFT toolbox was used to perform IVA-GL and GICA on the preprocessed 
fMRI data that is of the form [T (time) × V (voxels)] (Figure 3-2). A relatively high model 
order (C = 75) was used for analysis since this order has previously been shown to yield a 
preferable decomposition into functional components (E. Allen et al., 2011). 
Non-artifactual group components were identified using the ratio of the integral of 
spectral power below 0.10 Hz to the integral of power between 0.15 and 0.25 Hz as a factor 
for component selection (E. Allen et al., 2011) (higher the ratio, larger the noise in the 
component) along with visual inspection and were the only components used for all other 
analyses. The group averaged z-scored t-test based statistical maps of IVA-GL 
components and GICA group t-test based maps of components were vectorized. These 
vectors were correlated to find the IVA components that corresponded to the non-
artifactual GICA components identified. The correlation between GICA group 
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components and group averaged IVA components was done with replacement. To 
elaborate, each GICA group component was correlated with all IVA group components 
and the pair with maximum correlation was picked. This created the possibility of having 
multiple GICA group components having maximal correlations with the same IVA group 
component. For example component 26 of the IVA sources presented as component 21 in 
figure 3-1 correlated with component 56 of GICA group component presented as 
component 21 in figure 3-1 as well as component 12 of GICA component.  
Table 3-1: List of the component labels describing the anatomical area represented. The images associated 
with these components are presented in Figure 3-1. 
Component 
Pair 
number 
Label 
1 Visual 
2 Auditory 
3 Auditory 
4 SMN 
5 SMN 
6 Visual 
7 Attentional 
8 DMN 
9 Attentional 
10 Attentional 
11 Attentional 
12 Auditory 
13 Basal Ganglia 
14 DMN 
15 Frontal 
16 Attentional 
17 Visual 
18 SMN 
19 Cingualte 
20 Visual 
21 Attentional 
22 Visual 
23 Frontal 
24 Frontal 
25 Cingualte 
26 DMN 
27 Fontal 
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Figure 3-1: Group maps of twenty seven non-artifactual IVA-GL components and their corresponding 
GICA components the labels of which are presented in table 1. [Modified from Gopal et. al. 2015.] 
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The component selection was also dependent on the correlation value i.e. a 
threshold of 0.6 (p<0.05) was used and only component pairs with correlation values 
higher than that were used. This post-hoc comparison was done since GICA of fMRI data 
for evaluation of clinical populations has been extensively applied by our group and many 
others (Chen, Hutchison, Calhoun, Turner, & Liu, 2014; Jonathan Laney et al., 2015; Lin, 
Zhang, Li, Calhoun, & Wang, 2013; Soldati et al., 2013; J. Xu, Calhoun, & Potenza, in 
press). Once these were found a mask was generated for each of the non-artifactual 
component pairs identified. The mask consisted of voxels that passed a z-threshold of 2 
in either the z-scored t-test based group GICA component maps or the corresponding 
group averaged z-scored t-test based IVA component maps. This made sure that the mask 
had a larger extent than either the group GICA or the group-averaged IVA component 
maps. The current threshold of z = 2 was selected based on visual inspection wherein the 
criterion was to obtain clear separate clusters with minimal speckling in the images for a 
maximum number of components. The selection was made after testing different z 
thresholds (z = 1.5, 2.5 and 3) with similar source clustering in the components. 
Furthermore, there are previous studies using multivariate analyses techniques similar to 
IVA i.e. GICA using a z-threshold of 2 to support our decision. Further statistical analyses 
were done using individual subject spatial maps (which were normalized via z-scoring for 
each subject)22. Each subject’s component map was masked using a union mask between 
the IVA-GL and GICA t-test based statistical maps at a z threshold of 2.  
3.1.5 STATISTICAL TESTS 
A detailed description of all the statistical tests for evaluating spatial variability is 
as follows (Figure 3-2).  
A. Test for voxelwise difference in group mean (cluster level t-test): Voxelwise 
cluster–level two sample t-tests were performed on IVA-GL components to 
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evaluate, between group, weighted amplitude differences in the z-scaled maps 
(HCs – SPs) which were corrected for multiple comparisons across voxels using 
family wise error (FWE) correction. We speculate that there will be functional 
networks with significant differences in the mean of the weighted amplitudes 
between HCs and SPs. At the voxel of maximum difference, a histogram of the 
amplitude values across subjects (separate for each group SPs and HCs) was 
plotted for each component with statistically significant differences with at least 
one cluster surviving correction. This was done predominantly to exhibit variance 
differences in a case where there are meaningful mean differences.  
 
Figure 3-2: Flowchart representing the main steps in the IVA-GL algorithm implementation and an 
illustration of the statistical tests performed. [Modified from Gopal et.al. 2015] 
 
B. Voxelwise difference in variance of groups (no test): Voxelwise variance maps were 
calculated for each group (HCs and SPs) for each component maps for both IVA-
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GL and GICA to visually estimate the variance captured at each voxel across each 
group. Further analysis of variance measures was computed only on IVA-GL 
components. 
C. Test for difference in mean of variance maps (non-parametric t-test between 
variance map voxels of each group): A non-parametric test to identify global 
differences between the variance maps of SPs and HCs (calculated in B) was done 
for each component. A non-parametric test was performed since the distribution 
of variance among subjects was found to be non-normal across voxels. We predict 
that the SPs variance maps will have a significantly greater mean as compared to 
that of the HCs variance map. This would strengthen our premise that there exists 
a greater inter-subject spatial variability in SPs than in HCs.  
D. Test for voxelwise difference of variance between groups (voxelwise F-test): We 
performed the difference of variance F-test (voxelwise) on each component to 
distinctly identify the group encompassing greater variability across subjects. The 
F-test assumes a normal distribution of the two sample population being 
compared. The sample populations submitted to the F-test here are the weighted 
(z-scored) amplitude values at a given voxel across all subjects specific to either 
SPs or HCs. The amplitude of a random sample of voxels should thus have a normal 
distribution and the voxels identified in statistical test A are also random. For these 
four voxels, the weighted amplitudes were used to check for conformance to 
normality among healthy controls and schizophrenia patients using a Jarque-Bera 
test which checks if the vector input belongs to a normal distribution of any mean 
and variance. These F-test p-values were corrected for multiple comparisons using 
FDR (False discovery rate) correction. Based on our theories put forward 
henceforth, we expect that the variance of the weighted (z-scored) amplitudes at 
any given voxel would favor the SPs.   
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3.2 RESULTS 
Based on previously described approach, 27 non-artifactual components were 
identified among the 75 estimated sources from IVA-GL. Further statistical analysis was 
performed on these non-artifactual IVA components after being masked as described in 
the methods section above. 
A. Test for voxelwise difference in group mean (cluster level t-test): Four of the 
IVA-GL components showed statistically significant cluster-level group 
differences (p<0.01 significance, corrected for multiple comparisons using 
FWE, HCs>SPs) after masking. The t-scored maps for two sample t-test of these 
four components, shown in Figure 3-3 A, included networks in bilateral 
temporal (auditory) (component number (CN) 19), sensorimotor regions (CN 
69), basal ganglia (CN 15) and visual regions (CN 26). Table 3-2 shows the p-
values of two sample t-test on these four components for IVA-GL after FWE 
correction along with the Brodmann areas encompassed by each component. 
The differences in weighted amplitudes of these components substantiate 
findings from previous studies and further strengthen an implication of these 
neuroanatomical areas in schizophrenia (D. Kim et al., 2009; Schroder et al., 
1999; Williamson, 2007). We also plotted the amplitude at the voxel of 
maximum difference for each group for each of these four components to 
ascertain that there existed differences in the observed variance of the groups at 
these voxels. Figure 3-3 B shows histograms of voxel amplitudes for each group 
(SPs and HCs) and clearly shows that there exist variance differences even at 
voxels with mean differences. None of these four components showed t-test 
based mean differences in the corresponding GICA components after correcting 
for multiple comparisons.  
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B. Test for voxelwise difference in variance: Figure 3-4 presents the voxelwise 
variance maps for one representative component, the bilateral temporal 
component for HCs and SPs along with the difference map between HCs and 
SPs for IVA-GL and GICA. Simple visual inspection of Figure 3-4 points to 
evidently larger cross-subject voxelwise variance in component maps estimated 
by IVA-GL vs. those estimated by GICA. Also, for this component (as it is in most 
the other components), the SPs have greater variance than the HCs. As expected, 
IVA-GL captured more variability in the spatial maps than did GICA.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-3: A. t-maps of IVA components with 
statistically significant difference and 
corresponding mask used. B. Histogram of 
amplitude values at the voxel of maximum 
difference (between groups) for each group both 
IVA-GL and GICA for each of the four 
components with significant difference between 
group as featured in Figure 2A and Table 1. In the 
histograms the red colored plots represent 
histograms for HCs and the blue colored plots 
represent histograms for SPs. The two sample t-
test p-values and the F-test p- values for each of 
the four components at the voxel of maximum 
difference respectively are: Bilateral temporal - t-
test p-value = 0.00022 (HC>SP) , F-test p-value 
= 0.00009 (SP>HC); Sensorimotor – t-test p-
value = 3.85 x 10^-6 (HC>SP), F-test p-value = 
0.457; Basal Ganglia: t-test p-value = 0.00059 
(HC>SP), F-test p-value = 0.3015; Visual: t-test 
p-value = 1.105 x 10^-5 (HC>SP), F-test p-value 
= 0.1322.  [Used with permission from Gopal et. 
al. 2015] 
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C. Test for difference in mean of variance maps of groups (non-parametric t-test): 
Non-parametric tests for difference in the mean of the variance maps for HCs 
and SPs showed that most of the 27 IVA-GL components show a significant 
global difference in the mean of variance maps of HCs and SPs. Figure 3-5 shows 
negative logarithm of p-values for components with a significant difference. 
Components with HCs>SPs are represented as blue dots and those with 
SPs>HCs as red dots. A greater variability exists in SPs in sensory networks 
whereas there is greater variability in HCs primarily in DMN specifically 
including the precuneus, posterior cingulate and parts of the parietal cortex and 
the medial temporal lobe along with some parts of the frontal lobe. However, it 
is interesting to note that the results also illustrate that different parts of the 
same network behave somewhat differently from one another. For example, 
components 8 and 26 represent part of DMN in the medial prefrontal cortex but 
the directionality of difference in both are different.  
Table 3-2: FWE corrected p-values for IVA-GL voxelwise group differences in the mean. 
Component Brodmann Areas 
p – values (FWE 
corrected) IVA-
GL 
Co-ordinates of 
peak foci 
Size of 
cluster 
(number of 
voxels) 
Bilateral Temporal 
Component 19 
Superior Temporal Gyrus (BA 
– 13,22,41) 
Transverse Temporal Gyrus 
(BA – 41,42) 
Insula (BA – 13,40) 
0.042 (63, -6, -6) 542 
Sensorimotor 
Network 
Component 69 
Postcentral Gyrus (BA – 
1,2,3,5,40) 
Inferior Parietal Lobule (BA – 
40) 
Precentral Gyrus (BA – 4,6) 
0.016 (-36, -24, 48) 724 
Basal Ganglia 
Component 15 
Lentiform Nucleus 
Caudate 
Claustrum 
0.000 (-24,-18,-6) 1329 
Visual Network 
Component 26 
Cuneus (BA – 17,18,23,30) 
Lingual Gyrus (BA – 17,18,19) 
0.004 (0,-84,6) 936 
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Figure 3-4 : Variance maps for patients and controls as well as the difference in the variance maps (HCs – 
SPs) for the bilateral temporal component for both IVA-GL and GICA. [Figure used with permission from 
Gopal  et. al. 2015] 
 
 
Figure 3-5: p-values for non-parametric test for difference in variance maps of HCs and SPs for all 
components that have a significant difference p<0.05 which is the same as –log10(p) >1.301. [Used with 
permission from Gopal et. al. 2015] 
D. Test for voxelwise difference of variance between groups (voxelwise F-test): 
Given the assumption of normality, a visual inspection of the distribution of 
voxel-amplitude at the peak location of four components shown in Figure 3-3 
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represents that the distribution is fairly normal. The Jarque-Bera test also 
confirmed that for these random voxels, the distribution was normal for both 
groups i..e healthy controls and schizophrenia patients (p<0.05) and thus an 
initial exploration using an F-test was acceptable. Our results validate the 
hypothesis that SPs have significantly greater variability than HCs in 19 
components with at least 30 of the within mask voxels surviving FDR correction. 
The direction was found to be SPs>HCs by looking at the variance values for 
each group in these voxels. These results however provide us with a different 
facet of understanding variance differences between groups compared to the 
results presented in C above. In conjunction with other results presented, the 
interaction of groups in measures of spatial variance seems to provide 
significant insight into a unique dimension of understanding the disorder.  
3.3 DISCUSSION 
Networks extracted from resting fMRI data by blind source separation techniques 
such as GICA present spatial and temporal sources representing brain areas that are 
shown to correlate with the presence of schizophrenia and other brain disorders (Yu et 
al., in press). In this study, we used the IVA-GL as an approach to estimate subject-level 
functional network spatial maps (similar to the ones from GICA) that enable us to focus 
on predictions regarding subject-level spatial variability. We were able to examine 
differences in identified functional networks in SPs compared to HCs and our detection 
of significant voxelwise differences in weighted amplitude [see Figure 3-3, Table 3-2 and 
test A] in components representing basal ganglia, bilateral temporal, sensorimotor and 
visual networks provides a new perspective on the implication of these regions in 
schizophrenia from earlier studies (Calhoun, Eichele, & Pearlson, 2009; D. Kim et al., 
2009; Schroder et al., 1999; Williamson, 2007). It is noteworthy that no significant  
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voxelwise weighting differences were found in the highly implicated DMN; which is 
potentially related to the subtle spatial but significant temporal/spectral changes 
reported in previous work (Kiviniemi V et al., 2011). The histograms in Figure 3-3 B 
corroborate our intuitive supposition that SP functional network maps would be more 
internally variable, than those of HCs   spatial maps, contributing to differences between 
groups. We were also able to identify significant group differences in spatial variability of 
SPs and HCs in most of the non-artifactual components (test B, C and D). It is interesting 
that using a test for difference in the mean of the across subject variance values; test C 
exhibits that the components representing the DMN with few frontal areas show greater 
variance in HCs while the sensory components including auditory, sensorimotor, basal 
ganglia and the visual network show greater variance in SPs based on a global measure of 
variance difference between the groups [Figure 3-4, 3-5 test C]. Concurrently, it has been 
shown that different parts of the same network may behave differently while considering 
mean differences in the variance maps between groups. This highlights that variance 
measures present us with previously unidentified differences within a given network. On 
the other hand, test D presents that at a voxel level; the SPs encompass a greater 
variability at the group level than the HCs. These tests quantify different measures of 
variance differences between groups and thus present results that are diverse but 
complementary to one another.  
It is also noteworthy that, until now, the established multivariate analysis 
techniques (including IVA), have not been extensively applied to evaluating the group 
effects on spatial variability in network spatial maps. It is also important to consider that 
the factors permitting greater variance retention in IVA-GL compared to GICA are 
methodological. IVA-GL requires a single PCA reduction compared to two PCA steps in 
GICA. Combined with the fact that IVA-GL computes components separately for each 
subject, the retained variability is compounded. In spite of the evident advantages of 
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spatial variability to bringing out differences between groups, it is also important to 
continue to study the relationship between the amount of spatial and temporal variability 
captured, as well as the implications of the algorithms use on the specific questions of 
interest. Currently it appears that IVA has strength in capturing spatial variability in a 
group model whereas it is known that GICA has strength in capturing temporal variability 
(E. A. Allen et al., 2012). It is possible that additional approaches will be developed which 
combine these strengths (e.g. the use of spatially-constraints ICA as a back-reconstruction 
step for GICA is quite promising in this regard (Du & Fan, 2013; Jardri, Pouchet, Pins, & 
Thomas, 2011). In this work our primary focus was the spatial variability of these 
networks. The temporal aspects are of obvious interest and will be investigated in future 
work.  
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4 WITHIN SUBJECT SPATIAL VARIABILITY ANALYSIS 
OF IVA COMPONENTS 
While many studies have focused on analyzing spatial inter-subject variability in 
different populations (Gao et al., 2014; Gopal et al., 2015; Jonathan Laney et al., 2015), 
no study has utilized whole-brain analysis to study component level variance and explore 
the geometric source of variability across patients in IVA estimated sources. No studies 
have utilized higher-order distributional statistics as parameters of component spatial 
maps so as to explore features such as variance in terms of the size and location of 
component sources. Additionally, the previous chapter clearly highlights many facets that 
emphasize evaluating studying inter-subject variability in schizophrenia. This study is 
thus aimed at exploring whether component-level variability in the extent and voxel 
amplitude distribution of a component relates to subject-level variability and if this brings 
to light any new evidence that helps in improving our understanding of schizophrenia. 
We use simulations to explore if translational variation in functional sources could 
introduce sufficient population-level variability to be quantifiable using IVA. 
Furthermore, we introduce measures of spatial component level variability which through 
simulations allows us to identify one possible origin of variance in IVA components in 
resting fMRI data that differentiate schizophrenia patients and healthy controls. We 
hypothesize, based on previous studies, that schizophrenia patients will have greater 
variability in the geometry of the estimated sources and expect that this study will provide 
us renewed direction in terms of differentiating schizophrenia patients from healthy 
controls. 
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4.1 METHODS 
Data acquired and pre-processed from 82 schizophrenia patients and 89 healthy 
controls as described in sections 3.1.1, 3.1.2, 3.1.3 and 3.1.4 above was used for this study. 
The non-artifactual components previously identified (n = 27) were employed to ascertain 
multiple measures of spatial variability representing component activation cluster 
features were computed and differences between schizophrenia patients and healthy 
controls were estimated based on these measures. Statistical tests were used to quantify 
these differences and these measures and tests performed are described below.  
4.1.1 COMPONENT LEVEL SPATIAL VARIANCE (CLSV) 
 The fluctuation of weights in network voxels of a given subject about the mean 
will furnish us with higher-order statistical information about the connectivity between 
voxels within a subject’s networks. We calculated the variance of the weights of the three 
IVA component maps that correspond to the simulated sources for each subject. A two 
sample t-test to test for differences in the group mean of the CLSV was done for each 
component separately. This test was expected to help in verifying the hypothesis that the 
variance across the amplitude weights has a bearing to the variability across subjects 
manifesting as between group differences. Bonferroni’s correction was done to correct for 
multiple comparisons. The correlation between the absolute frame displacement 
characterizing subject motion estimated from the realignment step and CLSV were also 
computed to quantify the relationship between spatial variance at head motion of the 
patients.  
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4.1.2 MATRICS 
 National Institute of Mental Health (NIMH) presents an initiative for 
Measurement and Treatment Research to Improve Cognition in Schizophrenia 
(MATRICS) that is used to assign scores to any subject whose data is used in the study of 
schizophrenia. These scores characterize cognitive abilities such as attention, reasoning 
and problem solving, visual and verbal memory, etc and can be used for all participants 
(SPs and HCs). These tests provided us with seven measures of cognitive performance for 
each individual that included – speed of processing, attention/vigilance, working 
memory, verbal learning, visual learning, reasoning and problem solving, social cognition.  
Correlation between the MATRICS scores and the CLSV were computed to find 
relationship between variance and trait of schizophrenia patients’ performance. 
Additionally, to quantify the heterogeneity within the cognitive abilities or performance 
of schizophrenia patients with respect to healthy controls, difference of variance F-tests 
were computed for each of the seven MATRICS scores (HCs – SPs).  
4.1.3 COMPONENT VOLUME (CV) 
 The number of voxels that survived a z-threshold of 2 were counted which 
accounted for the component volume for each subject. Differences in the group mean 
(healthy controls – schizophrenia patients) for this volume were calculated using a two 
sample t-test for each component which were corrected for multiple comparison using 
Bonferroni’s method. The correlation between the CLSV and CV was calculated across 
subjects to explore if the extent of clusters of a particular IVA source is related to the 
amplitude variance in that source.  
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4.1.4 DISTANCE OF COMPONENT PEAK FROM CENTROID (DPC) 
Variance in the location of peak (i.e. maximum weight/amplitude in the network 
maps across subjects) are expected to further shed light on geometrical differences in IVA 
estimated sources possibly reflecting a translation in the cluster itself and can reveal 
group differences in stability of component peak locations. The location of maximum 
amplitude (weight) was computed within the masked component map for each subject in 
[x, y, z] co-ordinates for each of the 27 components. The centroid for these three-
dimensional locations was obtained for each component following which the distance of 
each subjects’ peak location from the centroid location was calculated. Differences in the 
group mean in the distance of the peak from the centroid were calculated using two 
sample t-tests for each component. Additionally, to assess whether the schizophrenia 
patients were more widely spread in the location of the peak around the centroid than the 
healthy controls, a difference of variance was computed using a permutation test after 
checking for violation of normality using a Jarque-Bera test. The p-values were 
Bonferroni corrected for the number of components (27).  
4.2 RESULTS 
 Of the 75 components, 27 were found to be non-artifactual components 
representing networks that have been previously implicated in schizophrenia studies. 
These were categorized into relevant networks based on visual inspection of the location 
of clusters and are displayed in figure 3-1. Measures of spatial variance were computed on 
these 27 non-artifactual components as capsulated in the methods section above. The 
results of these tests are described as follows. 
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4.2.1 COMPONENT LEVEL SPATIAL VARIANCE  
 Eight of the 27 (sub-) components were found to have differences in the group 
mean of CLSV at p<0.05. It was found that one of these components with p = 0.0009 
survived multiple comparison correction using Bonferroni’s correction at p<0.0019. This 
component had greater group mean of CLSV for schizophrenia patients than healthy 
controls and represents areas in the superior and middle temporal gyrus of the auditory 
network C12 and as shown in Figure 4-1.  These areas are involved in language processing, 
mathematical operations, recognition of faces, perception of emotion in facial stimuli and 
word meaning association.  
 
 
 Additionally, it was observed through visual inspection that in subjects with lower 
within subject spatial variance, the histogram of voxel amplitudes (z>2) was flatter i.e. 
fewer voxels occupied higher amplitudes or weights in the IVA component maps. These 
components were also observed to have a greater extent of the clusters i.e. a larger number 
of voxels survived the z-threshold. This was true for both healthy controls and 
Figure 4-1: Component 12 z-
scored t-map with a z-threshold of 
2 representing superior and 
middle temporal gyrus. 
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schizophrenia patients. Figure 4-2 presents the histogram of four subjects – two healthy 
controls and two schizophrenia patients each with one subject each with high CLSV and 
one with low CLSV to further elucidate this observation. It was also found that four of the 
27 components (C 15 - Frontal, C 19 - Cingulate, C 20 – Visual and C 23 - Frontal) showed 
statistically significant correlation between the absolute frame displacement and CLSV 
implying that motion is one of the causes for variance to be introduced into the data. It 
could be supposed that other sources exist that introduce spatial variance in the data since 
only some of the components show relationship with frame displacement. 
 
Figure 4-2: Histogram of voxel weights or amplitudes of component 4 for two HC’s and two SPs one with 
high and one with low CLSV 
 
4.2.2 RELATIONSHIP BETWEEN CLSV AND MATRICS:  
 It was found that CLSV of component 7 representing parts of the attention 
network showed statistically significant negative correlation with the attention/vigilance 
score. This primarily implies that a greater spatial variance was associated with a lower 
attention score supporting our hypothesis that schizophrenia patients (with lower 
attention score) have higher CLSV compared to healthy controls (with higher attention 
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score). No other correlations were found. Moreover, variance differences between healthy 
controls and schizophrenia patients were found in three of the seven MATRICS measures 
of cognitive abilities (processing speed, attention/vigilance and reasoning and problem 
solving) to be significantly different (p <0.05) and the healthy controls had higher scores 
than schizophrenia patients in all of them. The results of these F-tests are summarized in 
table 4-1. 
 
Table 4-1: Difference of variance F-test results to quantify heterogeneity in cognitive performance of 
schizophrenia patients and healthy controls. 
 Difference of variance F-test 
MATRICS Category h p fstat 
Processing Speed 1 0.00179 0.49088 
Attention Vigilance 1 0.00058 0.44759 
Working Memory 0 0.06736 0.66069 
Verbal Learning 0 0.34006 0.80607 
Visual Learning 0 0.17322 0.73482 
Resoning and Problem Solving 1 0.04825 0.63533 
Social Cognition 0 0.09946 0.68862 
Overall Composite Score 1 5.80E-05 0.38388 
 
4.2.3 COMONENT VOLUME  
Three of these eight components representing the sensorimotor network, the 
visual area components, and the posterior cingulate region of the default mode network, 
showed significant differences in the mean CV between groups which did not survive 
multiple comparison correction. They were all unimodal components, i.e. presented one 
contiguous high-amplitude voxel cluster in each component.  
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Of the 27 components, 19 were found to have statistically significant correlation 
between CLSV and CV (p<0.0019 [0.05/27] with Bonferroni correction for multiple 
comparisons). Of these 16 components showed a negative correlation, while three 
components showed positive correlation between CLSV and CV. Table 4-2 presents the 
correlation and p-values for these 19 components.  
4.2.4 DISTANCE OF PEAK FROM CENTROID  
The distribution of the DPC measure for healthy controls and schizophrenia 
patients violated the assumptions of normality as observed through the Jarque-Bera test 
(p>0.05). Of the 27 components, two components showed significant differences in the 
group mean of DPC at p<0.05 but did not survive Bonferroni correction. Four of the 27 
components showed differences in the group variance of DPC (p = 0.05; schizophrenia 
patients>healthy controls), of which two survived Bonferroni correction at p < 0.0019. 
One of these components favored healthy controls while the other favored schizophrenia 
patients and both belonged to the bilateral temporal areas of the brain (C2 C3). Figure 4-
3 shows the scatter plot of the distance of each subject’s peak from the centroid and the 
histogram of distances of individual subject peaks from the centroid for each group for 
both these components. 
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Figure 4-3: Scatter plot and group histograms of DPC for components 2 and 3. The group mean DPC is 
represented as red and blue lines for SP and HC respectively. 
 
4.1 DISCUSSION 
Schizophrenia patients present lower component-level amplitude variance across 
subjects in the component representing the middle and superior temporal gyrus, which 
could be attributed to the fact that they have impaired higher cognitive abilities associated 
with structural abnormalities in the middle and superior temporal gyrus (Gaser, Nenadic, 
Volz, Buchel, & Sauer, 2004; Pearlson, 1997). This component level amplitude variance 
is also seen to be related to the component volume. Correlations across subjects indicate 
a negative relationship between the CLSV and CV for each of eight sub-components. This, 
in turn, tells us that the extent of individual clusters might play an important role on the 
variance of the data and thereby the variability of the dataset. Moreover, the inverse 
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relationship between CLSV for attention network component and the MATRICS score for 
attention/vigilance further bolsters the concept that schizophrenia patients have higher 
spatial variance associated with lower attention abilities. 
The differences in the mean DPC, i.e. in the distribution of the component peaks, 
further reinforces this result since no component showed statistically significant 
differences in the mean distance of the subject’s peak from the group centroid between 
healthy controls and schizophrenia patients. However, two components showed 
statistically significant difference in the group variance in this measure. This may imply 
that the spread in the location of the peak about the centroid is characterized by the spatial 
location of the bilateral temporal network in conjunction with the effect of disorders such 
as schizophrenia on those networks. The histogram of the distances for each group has 
also been plotted in figure 4-3. It is interesting to note however that despite both 
components being in the bilateral temporal network, the direction of difference is 
different in the two i.e. one component showed greater variance in healthy controls while 
the other showed greater variance in schizophrenia patients. Further inspection of the 
histograms and scatter plots points to the possibility that lateralization could possibly be 
affecting the results. Visual evidence of lateralization was also observed in the component 
spatial maps that warrant further inspection to evidence this effect as it might entail 
additional variability specifically in the DPC measure and reducing the strength of the 
differences observed. 
Table 4-2: Correlation r and p-values (FDR corrected).  
Component Functional Area r p 
1 Visual -0.5054 0.0000 
2 Auditory -0.5139 0.0000 
5 SMN -0.2411 0.0015 
6 Visual -0.7486 0.0000 
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8 DMN – anterior cingulate -0.5707 0.0000 
9 Attentional -0.2614 0.0006 
11 Attentional -0.3386 0.0000 
13 Basal Ganglia -0.3341 0.0000 
14 DMN – posterior cingulate / precuneus 0.4035 0.0000 
16 Attentional -0.3558 0.0000 
17 Visual -0.6685 0.0000 
18 SMN -0.6646 0.0000 
19 DMN – posterior cingulate/ precuneus -0.7288 0.0000 
20 Visual -0.7675 0.0000 
22 Visual -0.5370 0.0000 
23 Frontal -0.2386 0.0017 
25 Cingualte -0.6687 0.0000 
26 DMN – Anterior cingulate 0.6202 0.0000 
27 Frontal 0.6013 0.0000 
 
  
A visual examination of the relationship between CLSV and CV for the components 
shows that the variability exists primarily in the extent of the clusters. These observations 
were also well founded in that evidence of CLSV having statistically significant correlation 
with absolute frame displacement that characterizes subject motion during the scan was 
found. It is however interesting to note that these were primarily restricted to visual areas 
and frontal areas of the brain and possibly imply the presence of other sources of variance 
in the data in the other spatial areas of the brain.  
The results from analyzing differences in component level spatial variability in 
activation patterns bring to light previously unidentified differences in complex networks 
affecting schizophrenia patients and healthy controls. The different direction of difference 
in variance of the DPC i.e. schizophrenia patients>healthy controls or healthy 
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controls>schizophrenia patients, as well as the division of networks with positive or 
negative correlation between CLSV and CV show that these spatial features of blind source 
separated spatial components are characterized by the network these components belong 
to. This relationship is further explained by figure 4-2 wherein we can see that subjects 
with a higher CLSV have a lesser number of voxels occupying higher amplitudes. These 
results provide us with one possible cause for inter-subject variability in functional 
activation patterns, namely that they result from spatial translation of functional regions 
on the cortical surface. A detailed look at the components that have positive vs negative 
correlations strengthens the motivation to use blind source separation techniques to 
segregate components that can help illustrate spatial differences between schizophrenia 
patients and healthy controls.  
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5 TEMPORAL VARIABILITY ANALYSIS  
Blind source separation based timecourses have been traditionally and primarily 
used for functional network connectivity based analyses (Damaraju, Phillips, et al., 2012; 
Jamadar et al., 2013). These studies have used timecourses to assess static as well as 
dynamic functional connectivities and have extended it to many applications such as 
schizophrenia, etc. (Cetin et al., 2013; Jia, Hu, & Deshpande, 2014; Uddin et al., 2008). 
These and other studies show that schizophrenia patients show greater activation at 
higher frequencies of the spectrum than healthy controls (Yu et al., 2013). These studies 
hypothesize that greater high frequency activation is associated with neurobiological 
implications. They also emphasize that there are cognitive responses associated with high 
frequency activation. Despite the extensive usage of timecourses for connectivity based 
applications, hardly any studies have explored variability in the temporal dimension of 
functional data (Snoussi & Calhoun, 2005). In addition, no known study has used the 
blind source separated timecourses to assess variability in the timecourses themselves.  
This study is aimed at filling this gap in temporal analyses. We use resting fMRI 
data to assess variance based differences between schizophrenia patients and healthy 
controls in IVA separated timecourses. From previous studies, we can hypothesize that 
SPs would have greater variability in the spectral power at higher frequencies in the 
timecourses. This is associated with the existence of greater high frequency activation in 
SPs compared to HCs. However, while using resting fMRI data, the timecourses even after 
separation using IVA, cannot be compared directly. This is because of the lack of temporal 
coherence in the functional data. The absence of a defined task causes the subjects’ 
activation to be random. We therefore use the spectra of the timecourses that characterize 
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the frequencies of activation for all the subjects to make this comparison. We quantify 
mean and variance differences in the binned spectral power between healthy controls and 
schizophrenia patients using a two sample t-test and an F-test respectively. We also 
explore if there exists any relationship between the binned spectral power and the 
MATRICS cognitive scores estimated for all the subjects.  
5.1 METHODS 
Data from 171 subjects was acquired, pre-processed and post-processed using IVA 
as described in sections 3.1.1, 3.1.2, 3.1.3 and 3.1.4 above. The non-artifactual components 
identified were used for further statistical analysis as done previously. The timecourses 
for each non-artifactual IVA component were detrended, despiked and filtered by a 
bandpass filter (passband 0.01 to 0.15 Hz) (Damaraju, Turner, et al., 2012). Following 
this, each timecourse was motion regressed using the 6 motion parameters identified by 
SPM during the realignment and the residuals were used for further analyses (Johnstone 
et al., 2006). The Fourier transformed spectra was then computed for each of the 27 
components. The spectra for each subjects each (of the 27) component were then divided 
into five bins (Bin 1 - 0-0.03 Hz; Bin 2 - 0.03-0.06 Hz; Bin 3 - 0.06-0.09 Hz; Bin 4 - 0.09-
0.12 Hz; Bin 5 - 0.12-0.15 Hz) and the spectral power for each bin was computed. Further 
analyses were conducted on these binned power values. 
Group mean  of the spectral power of each bin was calculated across subjects and 
a t-test was used to quantify the difference in the mean spectral power between HCs and 
SPs. The distribution of the spectral power of each bin was evaluated for 
conformance/violation to normality for each group i.e. SPs and HCs using a Jarque-Bera 
test. Variance in the spectral power of each bin was computed across subjects and a 
permutation test was used to quantify the difference in this variance of spectral power 
between HCs and SPs. The p-values for both tests were corrected for multiple 
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comparisons using a Bonferroni correction. The binned spectral power values were also 
used to estimate a regression based relationship with MATRICS scores that are 
representative of cognitive abilities for each subject. For each MATRICS score (n= 8), we 
estimated a model for all the five bins for each component. The p-values estimated were 
corrected for multiple comparison using an FDR correction. 
Within subject variance in the spectral values across all the frequencies were 
computed and these were used to compute between group differences. Two sample t-tests 
were used to compute this difference for each of the 27 components and FDR correction 
was used to correct for multiple comparisons.  
5.2 RESULTS 
Differences in the mean spectral power between HCs and SPs were observed in Bin 
1 (0 – 0.03 Hz), Bin 3 (0.06 – 0.09 Hz) and Bin 4 (0.09 – 0.12 Hz). The mean differences 
favor HCs in components representing the parts of the sensorimotor network and the 
visual areas in the low frequency bin (0 – 0.03 Hz) while differences in the higher 
frequency bins (3 and 4) favored SP in components that included default mode network, 
the attentional network, visual areas, sensorimotor network and the basal ganglia. The p-
values and tstat values reflecting these results are presented in Figure 5-1.  
The spectral power of a few random bin and component combinations were tested 
for conformance to normality using a Jarque-Bera test and were observed to violate the 
assumption of normality. We thus used a permutation test to compute difference of 
variance between the two groups for each bin and each component. Of the twenty-seven 
components statistically significant variance were identified for four components of 
which two survived multiple comparison correction. Differences in the variance of 
spectral power were primarily observed in the higher frequencies i.e. Bin 3 (0.06 – 0.09 
Hz) and Bin 4 (0.09 – 0.12 Hz) in components that represented parts of the basal ganglia 
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(C13 – Bin 3, HC>SZ) and the default mode network (C14 – Bin 4, SZ>HC) p<0.0019 . It 
is interesting to note that all the components favored greater variance in the HCs than 
SPs.  
The within subject variance in the spectral power for any of the 27 components did 
not survive fdr correction for multiple comparisons at p =0.0038. Also, no relationship 
between the spectral power of any of the bins and the MATRICS scores was observed.  
 
Figure 5-1: Difference of mean t-test p-values and the corresponding tstat values for each of the five 
spectral bins (x-axis) and each of the 27 non-artifactual components (y-axis). 
 
5.3 DISCUSSION 
Temporal variability analysis is a novel concept when applied to fMRI. It is even 
more innovative when applied to resting fMRI data. This study applies temporal 
variability analysis to resting fMRI data to assess differences between schizophrenia 
patients and healthy controls. Schizophrenia is known to be characterized by high 
frequency oscillations in brain waves that are associated with cognitive deficits as well as 
neurobiological modifications (Moran & Hong, 2011; Uhlhaas & Singer, 2013). These high 
frequency activations are further representative of features in functional imaging data 
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that differentiate schizophrenia patients from healthy controls. The results of this study 
further elucidate the worth of inter-subject variability analysis in timecourse spectra. We 
show that variance differences are restricted to higher frequencies and favor the 
schizophrenia patients for the default mode network while the healthy controls had 
greater variance in the basal ganglia component. These differences are reflective of 
hypothesis that schizophrenia patients have a dissociated default mode network leading 
to greater variability in the higher frequency activation in this network.   
Differences in the mean spectral power of the five bins between healthy controls 
and schizophrenia patients further illuminate differences between the two populations in 
high vs low frequency spectra. Healthy controls had more spectral power at lower 
frequencies while at higher frequencies schizophrenia patients had more spectral power. 
These differences include sensory components – SMN and visual at lower frequencies 
while higher frequency differences encompass sensory networks, basal ganglia and 
cingulate regions. While no differences between healthy controls and schizophrenia 
patients was found in the within subject spectral power, we can hypothesize that the 
spread of frequencies within schizophrenia patients and healthy controls may be found to 
be statistically significantly different if the bin sizes were changed. In case of regression 
analyses, no relationships were established between the cognitive scores and spectral 
power. However, the results might be lost due to multiple comparisons across 27 
components and 8 MATRICS scores as well as the 5 frequency bins of the spectral power. 
Nevertheless, these results provide us with distinct insights into differences emanating 
from schizophrenia as pathology. 
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While these results are confirmatory to our hypothesis that schizophrenia patients 
have greater high frequency activation, we observe that the greater variance in higher 
frequencies are present in schizophrenia patients and posit that differential manifestation 
of visual and auditory symptoms characterize functional activation patterns very well. The 
variance in high frequency spectral power further expound on our hypothesis that this 
thesis rests on that schizophrenia patients have greater variance than healthy controls. 
We speculate that we would possibly be able to assess treatment-associated differences 
within the patient populations and observe noticeable normalization.  
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6 ACROSS NETWORK CONNECTIVITY BASED 
VARIABILITY FNC 
Functional connectivity in resting fMRI data has become a widely used technique 
and can be measured in various ways (Erhardt, Rachakonda, Bedrick, Adalı, & Calhoun, 
2011; Lynall et al., 2010). The two most widely used approaches include the use of a seed-
based method (B. Biswal, Yetkin, Haughton, & Hyde, 1995) and spatial independent 
component analysis (Calhoun, Adalı, Eichele, & Allen, 2012; McKeown et al., 1998). In 
contrast to the seed-based approach, spatial ICA utilizes a data-driven multivariate 
approach to identify distinct groups of brain regions with temporally coherent (and hence 
functionally connected) hemodynamic signal change (Calhoun, Kiehl, & Pearlson, 2008). 
While the ICA spatial maps are maximally independent, their respective time courses can 
have considerable temporal dependencies. Functional network connectivity (FNC) 
measures correlations between component time courses (Jafri, Pearlson, Stevens, & 
Calhoun, 2008). FNC has been applied to fMRI investigations of schizophrenia, aging, 
and neurodegenerative disorders (Filippi et al., 2012; Jafri et al., 2008).  
Recent developments in such studies have brought a new technique of evaluating 
dynamic changes in the FNCs known as dynamic FNC (dFNC). These analyses can be used 
for many different applications including understanding the precise relationship between 
brain dynamics and cognition. This study is focused on exploring, via dFNC, the 
association of flexible cognitive abilities such as executive functioning that allow adaptive 
control of goal-directed behaviors and brain dynamics. We hypothesize that cognitive and 
behavioral flexibility is enabled by neural flexibility, or the capacity for dynamic 
reorganization of functional connections between brain regions. Dynamic-FNC analyses 
allow for the identification of changes in functional connections on the order of seconds, 
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thus providing a more nuanced characterization of the time-varying properties of 
functional connections in the brain. Using these relationships, we further explore the 
flexibility in connectivities through within subject variance measures. Additionally, we 
use across subject variability to study the behavior of the dynamic states across the 
population in relation to executive functioning. 
6.1 METHODS 
6.1.1 PARTICIPANTS AND DATA ACQUISITION 
Data from a parcellated connectome consisting of 489 subjects was downloaded 
from the Human Connectome Project (HCP) website 
(https://db.humanconnectome.org/data/projects/HCP_500, labeled as the “HCP 
Parcellation+Timeseries+Netmats (PTN)” release). Subjects that were left-handed or 
related to each other were eliminated from the subject pool resulting in 189 participants 
(all right-handed; 97 female; 22-35 years old, M=28.62, SD = 3.86). The data were pre-
processed and subjected to an independent component analysis (ICA) by the HCP team. 
The resting state fMRI (rs-fMRI) data was acquired on a 3T Siemens “Connectome Skyra” 
scanner (TR=.72 secs) while participants were instructed to lie still with their eyes open 
and fixated on a cross in the center of a screen. Multiband slice acquisition was utilized 
(TE = 33ms; field of view = anterior –posterior at 208mm, left-right or right-left using a 
104 x 90 matrix, inferior-superior at 144mm; resolution = 2 x 2 x 2 mm) to acquire 4 
separate 14 minute sessions (1200 volumes per session; 4800 volumes total); phase 
encoding was counterbalanced so that 1 left-right and 1 right-left session was acquired on 
day one (28 mins), and another left-right and right-left pair was acquired on day two (28 
mins). For more details, see (Stephen M. Smith et al., 2013).  
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Data preprocessing consisted of removal of spatial distortions, realignment, co-
registration to a structural image, bias field reduction, and standardization to MNI 2 x 2 
x 2 mm space. ICA-Fix was also applied to remove non-neuronal noise signals from the 
resting state data. Additional regression of 24 motion parameters was also conducted (6 
rigid-parameter time series, their backwards-looking temporal derivatives, plus all 12 
regressors squared) (Glasser et al., 2013; Salimi-Khorshidi et al., 2014). ICA was then 
performed on the data from all the subjects in FSL using a high model order (C = 100). 
The FSL dual-regression function was used to extract individual time series from each 
subject related to each component (for more information, see 
http://humanconnectome.org/documentation/S500/HCP500_GroupICA+NodeTS+Ne
tmats_Summary_28aug2014.pdf). The efficient reduction of non-neuronal signals from 
ICA + Fix resulted in no noise components produced from the ICA related to movement, 
white matter, or cerebral spinal fluid and thus, all 100 components were used for further 
analyses. 
6.1.2 POST-PROCESSING AND DYNAMIC FNC 
Time courses were downloaded as a 4800 (volumes) x 100 (independent 
components) matrix for each of the 189 subjects of interest and were post-processed using 
the GIFT toolbox (http://mialab.mrn.org/software/gift/) that included detrending, 
despiking (AFNI’s 3dDespike algorithm), and lowpass filtering (.15 Hz). Dynamic-FNC 
was then computed using sliding windows of 64 volumes (46.08 seconds) and slid in steps 
of one TR. This was based off of previous research also utilizing window sizes between 30-
60 seconds that showed such window sizes to capture greater variability than longer 
windows (Elena A Allen et al., 2014; Hutchison & Morton, 2015; Hutchison, Womelsdorf, 
Gati, Everling, & Menon, 2013; Barnaly Rashid, Eswar Damaraju, Godfrey D Pearlson, & 
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Vince D Calhoun, 2014a; Yang, Craddock, Margulies, Yan, & Milham, 2014). To account 
for possible noise due to limited time points in each window, a tapered window (rectangle 
convolved with a Gaussian) was utilized to calculate covariance values (Elena A Allen et 
al., 2014; Rashid et al., 2014a; Yang et al., 2014). This produced a covariance matrix that 
was 4,736 (sliding windows) x 4,950 (paired connections) per subject. To further account 
for possible noise due to limited time points, the covariance matrix was regularized using 
a L1 constraint by optimizing the regularization parameter lambda (λ) to each subject in 
order to produce a correlation matrix (Elena A Allen et al., 2014; Rashid et al., 2014a; 
Yang et al., 2014). Correlation matrices of all sliding windows were then concatenated 
across subjects and then subjected to k-means clustering. 
The optimal number of clusters (k) was chosen by applying the elbow criterion to 
a subset of sliding windows called subject exemplars Subject exemplars are defined as the 
sliding windows from each subject representing local maxima as described in previously 
(Elena A Allen et al., 2014).The optimal clusters was found to be 5 using this technique 
and k-means clustering using k=5 was then conducted on the concatenated matrix 
consisting of all sliding windows from all 189 subjects using the “city block” distance 
function (Elena A Allen et al., 2014). This produced five reoccurring brain states 
throughout the 56-minute rsfMRI data with each sliding window being assigned to a 
particular brain state. Additional d-FNC measures were calculated on the resulting five 
brain states for each participant consisting of a) frequency of occurrence, b) dwell time, 
and c) the number of transitions between states. Frequency was calculated as the percent 
that a brain state occurred across the duration of the rsfMRI scan. Dwell time was 
calculated as the length of time, measured in sliding windows, that a participant stayed in 
a given brain state. The number of transitions signifies the average amount of times that 
individuals switched between various brain states during the rsfMRI scan. 
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6.1.3 CORRELATION BETWEEN BEHAVIORAL MEASURES AND D-FNC 
Five behavioral measures related to executive function were correlated with the 
results of the d-FNC results. The 5 cognitive tasks measure executive function/cognitive 
flexibility (Dimensional Change Cart Sort), executive function/inhibition (Flanker Task), 
fluid intelligence (Penn Progressive Matrices), processing speed (Pattern Completion 
Processing Speed), and working memory (List Sorting) (Barch et al., 2013). Age-adjusted 
values (except for Penn Progressive Matrices) acquired from the HCP website were 
utilized in the current study. Pearson correlations were calculated between behavioral 
values and the d-FNC measures related to frequency of occurrence, dwell time, and 
number of transitions. Alpha values were bonferonni corrected for each comparison; 
frequency of occurrence (five states x five behavioral tests, .05/25 = .002), dwell time (five 
states x five behavioral tests, .05/25 = .002), number of transitions (five states, .05/5 = 
.01). Because all scores were age adjusted and the small age range of participants, only 
gender was controlled for in each correlation analysis. 
6.1.4 WITHIN SUBJECT VARIABILITY  
Within-subject variance was calculated by acquiring individual subject standard 
deviation values of Fisher’s-z transformed correlations for each sliding window for each 
brain state. For each subject, five matrices each consisting of n (windows) x 4950 
(connections) was calculated representing each brain state. The standard deviation for 
each connection was then calculated for each subject for each state resulting in five 
matrices of 1 (standard deviation) x 4950 (connections). For each state, standard 
deviations for each connection pair were then averaged across all subjects to create five 
standard deviation matrices. T-tests were conducted between states of interest by 
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comparing group standard deviations for each connection pair (False Discovery Rate 
corrected)    
6.1.5 ACROSS SUBJECT VARIABILITY 
As previously found, state 1 was found to be having greatest occupancy and further 
comparisons were performed between this state and the other four states. Variance 
difference in the dwell time and frequency between state 1 and other states was computed 
using difference of variance F-tests. Each of the 4,736 sliding windows (with 4,950 paired 
connections) for each subject was assigned to one of the 5 states based on the maximal 
correlation to the 5 states estimated. For each subject, the mean connectivity matrix of all 
the windows assigned to a particular state were calculated providing us with 5 state 
matrices for each subject. Differences of variance in these connectivity matrices between 
state 1 and other states was computed to quantify variance across subjects using F-tests 
for each of the 4,950 connectivity pairs. These tests were corrected for multiple 
comparison using a Bonferroni correction for multiple comparisons. 
6.2 RESULTS 
The five estimated states using dynamic FNC analyses are presented in Figure 6-1 
along with the percentage of occurrence. For ease of reference, we have ordered the states 
in a descending order of occurrence.  
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Figure 6-1: Five dynamic brain states ordered according to frequency of occurrence. More frequently 
occurring states present lower correlations while less frequently occurring states present higher states. A 
pattern of positive within network correlations and negative across network correlations are observed in 
most states. Figure prepared by Jason Nomi. 
6.2.1 CORRELATION BETWEEN BEHAVIORAL MEASURES AND DFNC 
There were no significant correlations with the number of transitions (p > .01) or 
dwell time for any measure. The only significant correlations between d-FNC measures 
and behavioral performance were found for the tasks related to cognitive flexibility 
(Dimensional Change Cart Sort) and working memory (List Sorting). For the Card Sort 
task, there was a negative correlation with the frequency of occurrence for state 3 (r = -
0.226; p = 0.002) and a marginal positive correlation with state 2 (r = 0.209; p = 0.004). 
This meant that individuals who perform better on the Card Sort task had more 
occurrences of brain state 2 and less occurrences of brain state 3. The List Sort task 
showed a positive correlation with the frequency of occurrence for state 1 (r = 0.228; p = 
0.002) and a negative correlation with the frequency of occurrence for state 5 (r = -0.236; 
p = 0.001). This meant that individuals who performed better on the List Sort task had 
more occurrences of brain state 1 and less occurrences of brain state 5. The p-values 
reported in this paper are uncorrected that survived the correction thresholds mentioned 
in the methods section above. 
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6.2.2 WITHIN SUBJECT VARIABILITY 
We compared the within-subject standard deviations between states 2 and 3 and 
also between states 1 and 5 to see if they differed according to their variance. The results 
suggest that states 1 and 2 generally have greater standard deviations than states 3 and 5. 
This suggests that subjects have greater variation in their connections for more frequently 
occurring states than less frequently occurring states. 
6.2.3 ACROSS SUBJECT VARIABILITY 
For all tests, state 1 appears to possess greater variance in the dwell time as well as 
frequency of occupancy of the state compared all other states. The tables 6-1 and 6-2 
represent the p-values and the fstat values for these tests (p<0.0125) respectively. The F-
tests favored state 1 implying that state 1 had greater variance than all other states.  
Table 6-1: p-values of F-tests comparing variances in the dwell time and frequency of occurrence between 
state 1 and other states 
 
 
 
 
Table 6-2: Fstat values of F-tests comparing variances in the dwell time and frequency of occurrence 
between state 1 and other states – (>1 implies state 1 has greater variance) 
 State 1 vs 2 State 1 vs 3 State 1 vs 4 State 1 vs 5 
Dwell Time 4.8495 4.5602 6.4802 2.3993 
Frequency 1.6574 1.4604 3.2376 2.3237 
 
 
 State 1 vs 2 State 1 vs 3 State 1 vs 4 State 1 vs 5 
Dwell Time 1.39 x 10^-24 4.00 x 10^-21 8.33 x 10^-32 8.86 x 10^-8 
Frequency 0.00068 0.013271 1.77 x 10^-14 2.45 x 10^-7 
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6.3 DISCUSSION 
In the current study, we take a systems approach where the overall brain state is 
determined by both positive and negative connections across neural networks. Using a 
dynamic functional network connectivity (d-FNC) approach, we find that 5 distinct brain 
states can be identified in neurotypical adults in 56 minutes of rsfMRI data shown in 
figure 6-1. One key finding is that individuals who perform better on measures of cognitive 
flexibility and working memory have stronger relationships with more frequently 
occurring brain states and weaker relationships with less frequently occurring brain states 
as evidenced by difference score correlations with behavioral performance. Additionally, 
there were no strong relationships with dwell time or the number of transitions between 
brain states with measures of behavioral performance. This suggests that it is the number 
of times that certain brain states appear is important for cognitive flexibility and working 
memory, but not the amount of time spent in a state, or the amount of times switching 
between states. Finally, cognitive flexibility (card sort) and working memory tasks (list 
sort), but not processing speed, fluid intelligence (ravens), or inhibition/attention 
(Flanker Task) tasks were associated with frequency of brain state occurrence 
demonstrating that not all tasks were related to dynamic brain state occurrence. 
The two most frequently occurring states were generally characterized by 
distributions showing correlations centered around zero and with generally higher 
standard deviations than states occurring less frequently. One explanation for why these 
characteristics may enable better performance on tasks of executive function is that they 
allow for more flexible configurations of brain states. This is because correlations near 
zero with greater standard deviations allow for a greater range of connections from 
positive to negative as opposed to correlations far away from zero with smaller standard 
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deviations. Thus, the more frequently occurring brain states allow for a greater range of 
either integration (positive correlations) or segregation (negative correlations) between 
neural networks and individual brain areas. This in turn would allow for a greater neural 
flexibility in the configuration of general brain state organization. 
This line of thought is similar to other conceptions proposing that neural flexibility 
during a task is advantageous for various types of cognitive processes such as learning 
(Bassett et al., 2011) and executive functions (Braun et al., 2015; Cole et al., 2013). It is 
also similar to previous reports showing that intrinsic flexibility of individual brain areas 
can be related to cognitive performance (Jia et al., 2014; Yang et al., 2014). The current 
study extends these findings to the intrinsically occurring dynamic brain states suggesting 
that the flexibility in the general organization of the brain facilitates cognitive 
performance on certain executive function tasks. 
Moreover, greater across-subject variance in the connectivity of the most 
frequently occurring state suggests that the more frequent occurrence of these states 
presents greater flexibility in the connectivity between networks. This flexibility might 
enable dynamic relationships between networks proposed by the differences in the 
variance of dwell time and frequency of state 1 vs state 2, 3, 4 and 5 explain that the most 
frequently occurring state has greater variance in connectivity patterns [table 6-1 and 6-
2]. These results suggest that variability in connectivity patterns can be related to 
behavioral variability, in particular as related to working memory. Such results emphasize 
the need to further explore such variability in functional connectivities to enhance our 
comprehension regarding how the brain functions. 
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7 SIMULATIONS 
IVA was proposed by Kim et. al. 2007 primarily to address the limitation of 
conventional ICA approach during blind source/signal separation, i.e. incorporating 
greater individual features while correctly indexing IC’s across datasets. This is done by 
utilizing mutual dependencies of the datasets (T. Kim et al., 2006; T. Kim et al., 2007). 
IVA thus serves as an extension of ICA wherein the estimated mixing coefficients present 
as vectors instead of scalar values as in GICA. However, IVA is a relatively recent approach 
and thus the key focus of studies using IVA for fMRI studies has been to evaluate its 
performance on simulated data. Such studies allow for a reasonable comparison of the 
differences between GICA, single subject ICA and IVA. 
Lee et. al. 2008 first showed that IVA can be extended to analyzing fMRI data 
similar to GICA. Although most of this study was focused on applying IVA to real fMRI 
data, a part of the study also showed that under slight inter-subject variability and noise 
levels, IVA outperformed GICA in capturing such variability (J. H. Lee et al., 2008). They 
simulated two haemodynamic response functions (HRF), one with variability in the 
spatial location of the HRF for 12 subjects. They showed that IVA was better at estimating 
the location of the HRF with spatial variability as compared to GICA. Over the years, 
improvements to the algorithm have been made to incorporate higher order statistical 
differences in the datasets (Anderson, Li, & Adalı, 2012). More simulation studies have 
also been performed using fMRI like simulated datasets to evaluated these modified 
algorithms (Adalı, Anderson, & Fu, 2012; Anderson, Li, & Adali, 2012; Dea et al., 2011; 
Ma et al., 2013; A. M. Michael et al., 2013, 2014). These studies show that IVA-GL 
performs better in capturing inter-subject variability compared to GICA as the variability 
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in the datasets increases. Michael et. al. even compare IVA-GL and GICA under different 
variability conditions including translation and rotation of sources and different degrees 
of each thereof. Ma et. al. 2014 also extended the use of IVA-GL to a dynamic temporal 
analysis framework similar to that applied extensively in GICA. However, all these studies 
focus on comparing the two algorithms given a set of simulated data and have used a small 
number of datasets. Simulations to compare two groups with different spatial variations 
have not been done which is closer to real-world applications of such analyses. Neither 
has conducted a simulation to evaluate the effect of smoothing on the difference in spatial 
variance measures between groups. Smoothing a necessary evil for fMRI data analyses. 
Despite the significance of smoothing in functional neuroimaging, there are certain 
drawbacks of smoothing the data as previously described in section 2.2.4. Also, a bigger 
smoothing kernel causes loss of more information in the data. Given our knowledge of the 
effect of smoothing, it is fairly substantial to evaluate the effect of smoothing on spatial 
variability measures across datasets. IVA is a nascent algorithm and so is the focus on 
inter-subject variability in fMRI data. In addition, pre-processing techniques such as 
smoothing have been shown to cause loss of certain amounts of variance in the data. This 
study focuses on bridging this gap by simulating large fMRI-like datasets. 
Previous studies with real fMRI data show that inter-subject variability due to 
different shapes and sizes of the brain that manifest as features such as translation of 
functional activation sources, i.e. variability in location and size of these sources, can be 
captured through IVA.  Simulation studies such as Michael et. al. 2015, present a detailed 
evaluation of the ability of IVA-GL to capture variability compared to GICA (A. M. Michael 
et al., 2014). Michael et. al. explore different spatial variability conditions and show that 
at higher levels of spatial variability, IVA-GL works better in capturing individual 
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characteristics of the datasets. To extend such work to a realistic application oriented 
framework, larger datasets would need to be used for simulations. In addition, in typical 
fMRI applications, data from two groups are compared to provide statistical measures of 
difference and to provide a more realistic analysis, it would be fruitful to simulate two 
groups with different variability characteristics. In this study, we simulate two groups of 
data, with different amounts of translation in the x-direction and evaluate if IVA-GL 
captures the difference in spatial variability between the groups. These simulations were 
extended to explore the effect of smoothing by simulating the data with multiple levels of 
smoothing on which post-hoc analyses were done. This preliminary analysis using a 
simple simulation provides us with a foothold into the effect of different smoothing kernel 
sizes on spatial variance measures based differences between groups. 
7.1.1 METHODS 
Two resting fMRI-like datasets were simulated with three functional activation 
sources (C = 3) representing spatial components in different brain regions with one or 
two clusters as described in (Erhardt, Allen, Wei, Eichele, & Calhoun, 2012; Erhardt, 
Allen, Wei, Eichele, & Calhoun, 2011). The data was simulated such that the two datasets 
had different variance in the translation along the x direction so as to introduce different 
variability in the spatial maps across the subjects in the given set. Eighty realizations of 
subject data were simulated in each set by adding subject-specific Gaussian noise. The 
distinction between the two datasets was that one set had high variance in the translation 
of sources in x-direction (represented by a normal distribution with 0 mean and a 
standard deviation of 2) and the other set had a low variance (represented by a normal 
distribution with 0 mean and a standard deviation of 0.5).  The two datasets were treated 
as two groups for further analyses. The simulated data was then smoothed using a 10 mm 
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Gaussian kernel and then subjected to IVA-GL to estimate four components which were 
subsequently z-scored and masked as explained in the chapter 3. IVA-GL was modelled 
with four blind sources so as to allow for noise to be estimated as a separate component 
in addition to the simulated sources. From the estimated four components, the 
components encompassing the simulated sources were retained and further analysis was 
done only on these components.  
There are many features of functional activation data that can vary across 
individuals, and IVA is known to hold onto more of this inter-subject variability than 
other blind source separation techniques (Ma et al., 2013; A. M. Michael et al., 2013).  One 
way that activation differs between individuals is explicitly spatial, specifically in the 
radial extent of the high-amplitude voxel clusters.  There are also less explicitly geometric 
features such as the raw distribution of voxel amplitudes in a given source component. To 
quantify such variance, the following measures were calculated for each of the estimated 
source components from IVA-GL and differences between groups (as simulated based on 
translational variability in the source) was estimated in these measures. 
7.1.1.1 CLSV 
CLSV (voxel amplitude variance in a component map) for each simulated subject 
was computed for each of the three estimated components identified. A two sample t-test 
to test for differences in the group mean of the CLSV was done for each component 
separately. We believed that this analysis would give us an insight into how amplitude 
variance relates to translational variance in the sources across subjects. 
7.1.1.2 CV 
Each component with simulated sources for each subject was separately z-scored 
and a z-threshold of 2 was applied to individual subject SMs as mentioned earlier. The 
number of voxels surviving this threshold was counted representing the volume of the 
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component above a z = 2 threshold. Difference in the mean component volume between 
the two simulated groups was calculated using a two sample t-test. This test would allow 
us to estimate if a difference in the extent of the high-amplitude clusters had any 
implication to the variability across subjects. 
7.1.1.3 SMOOTHING 
The above simulations were repeated for a set of smoothing parameters and CLSV 
based difference between the two groups, i.e. low variance and high variance groups, were 
measured at each smoothing level post-IVA.  
7.1.2 RESULTS 
Similar to previous results from simulations to test IVA-GL, we were able to 
estimate the source components effectively in our simulation. Three out of the four 
components represented the sources simulated and were used for further tests. We 
observed that the two simulated groups showed significant differences in CLSV favoring 
the group with lower variance in all the three components (p<0.05). We also observed 
that differences in component volume that survived a z-threshold of 2 exist in all the three 
components again favoring the group with lower variance (p<0.05).  
It was observed through simulations that a basic translation can result in 
variability in the spatial maps of groups. The group differences in inter-subject variability 
were relatively well preserved in the range of smoothing parameters tested for different 
types of sources. We also confirmed expectations that a smaller smoothing kernel 
increases in the variance captured in the dataset. Figure 7-1 shows an example of 
simulated component along with the post-IVA based difference of variance voxels at two 
different smoothing levels 4mm and 10mm.  
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Figure 7-1: Simulated component map post-IVA, the map of pixels with significant difference between the 
high variance and low variance groups at 4mm and 10mm smoothing.  
 
7.1.3 DISCUSSION 
 
Simulations presenting translation in the x-direction show that variance exists in 
the periphery of the component. We can thus infer that even slight translation in the 
clusters would induce significant variance in the data and this could present a reasonable 
justification to further explore the relationship between spatial variability and other 
factors such as diagnosis or cognitive abilities, etc. Simulations to present a spatial 
variability in the extent of clusters replicated results showing that inter-subject variability 
could be driven by variance in the extent of source components as described in Chapter 4 
above. These simulation results present us with one possible reason for the presence of 
inter-subject variability in rsfMRI data. It is noteworthy that a small amount of spatial 
variability can be translated to a post-IVA variability measured through these measures. 
It is also interesting that this simulation study shows that such slight variance based 
differences can be easily assessed using IVA as a post-hoc multivariate analysis algorithm. 
Previous simulation studies of IVA have focused on comparing IVA to other well 
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established algorithm such as GICA as well as to explore the bounds of the algorithm. But 
this is the first known study to evaluate variance based differences in simulations. These 
results expound on the focus of this thesis in using inter-subject variability measures to 
explore differences between groups as a novel method to better understand 
neuropsychological disorders.  
The results obtained using different measures of spatial variance are consistent 
with the above described theories which predict cognitive dysregulation that might be 
expressed variably within the population. The results motivate us to look deeper into 
these divergent effects.  Nevertheless, we would be remiss to not consider the limitations 
the field is dealing with while presenting such analyses that include but are not limited to 
the smoothing kernel size. A change in the size of the smoothing kernel will affect the 
variance captured in the data and in turn the statistical significance of the differences 
observed which was verified through the simulations presented. Given that a larger 
smoothing kernel results in less resolution, decreasing the smoothing kernel would in 
general tend to increase the variance captured in the data.  The particular smoothing 
kernel size used for the studies in chapter 3, 4, 5 and 6, i.e. 6mm and 10mm, had been 
used previously in GICA-based analysis of this data (Çetin MS et al., 2014) where it 
provided robust results (Kiviniemi et al., 2011; M.-J. van Tol et al.,  (2014); Straube B, 
Green A, Sass K, & T., 2013; van den Heuvel M & A., 2014) and this consistency with 
previous studies allowed us to make reasonable comparisons with the GICA spatial maps. 
It is however imperative to note that given that IVA in itself is a novel approach 
and there are a handful of studies evaluating the efficiency of the algorithm in simulations, 
there are many more facets to exploring such an approach. This study has focused on 
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evaluating variance based differences under a very simple condition of variance, i.e. 
variance in one direction. It is well-known that functional imaging data could encompass 
motion in six directions, i.e. three translations in x, y and z directions and three rotations. 
Additionally, there could be a combination of these that could be present. Further 
evaluation of the other directions as well as their combinations are necessary and would 
help further understand the effect of the variance on the ability of IVA to explore 
differences between groups. Such simulations will not only help understand the efficiency 
of the algorithm but will also help us understand how the variance transmits through 
algorithm.   
  
93 
 
8 PRELIMINARY RESULTS AND FUTURE WORK 
Chapter 2 highlights many facets, in which inter-subject variability can be 
assessed, and the previous chapters (3, 4, 5 and 7) have presented specific methods for 
this, including – independent vector analysis (IVA) based spatial variance, IVA based 
variance in the spectral of timecourses and group ICA based dynamic functional network 
connectivity based variance. We have explored inter-subject variability in applications for 
schizophrenia as well as in healthy controls. There are other aspects of variability that 
have yet to be investigated. This chapter aims at presenting some preliminary results to 
explore the feasibility of extending the concept of inter-subject variability to data fusion.  
8.1 DATA FUSION TO ASSESS DIFFERENCES IN MORAL 
JUDGEMENT 
 
Deficits in moral decision making abilities present an important facet of why 
people make bad decisions leading to them being incarcerated. There could be many 
possible rationales behind such lapse in judgment including structural and functional 
deficits in the brain. Many studies have shown that these deficits manifest in regions such 
as the frontopolar cortices and certain perisylvian structures that are known to be 
involved in moral decision making (Carmona-Perera, Verdejo-Garcia, Young, Molina-
Fernandez, & Perez-Garcia, 2012; Tolin et al., 2012). These regions and associated 
structural and/or functional disruption or deficits are also implicated in studies of 
methamphetamine dependence (Cope et al., 2012; Watanabe-Galloway et al., 2009). In 
particular, the involvement of parts of the default mode networks such as the posterior 
cingulate cortex, precuneus, the temporoparietal junction and the orbitofrontal cortex in 
studies evaluating differences emanating from methamphetamine abuse related 
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deficiencies as well as differences in moral judgment abilities of different populations 
highlights the importance of this network of regions (Harrison et al., 2008; Schaich Borg, 
Sinnott-Armstrong, Calhoun, & Kiehl, 2011). Furthermore, this leads us to hypothesize to 
the extensive involvement of these regions in the current study.  
This study comprised of a moral judgment task that has been previously identified 
to be effective in identifying differences related primarily to the moral decision making 
process (Cope et al., 2010). When combined with the structural gray matter maps, we 
hypothesized that the structure function relationship represented by the loading 
parameters of the JICA analysis will accentuate the differences between 
methamphetamine users and non-users that are primarily responsible for the flawed 
moral decision making process. We used joint independent component analysis (JICA), 
which is a blind source separation algorithm that identifies joint whole-brain component 
sources from functional and structural imaging data. Such an analysis approach might 
shed new light on deficits in the structure function relationship of methamphetamine 
users associated with moral judgment. A review of literature reveals consideration of  
concurrent involvement of the cingulate regions as well as the prefrontal regions of the 
brain in structural and functional studies of methamphetamine abuse as well as studies 
of moral decision making (Carmona-Perera et al., 2012; Ciaramelli, Muccioli, Ladavas, & 
di Pellegrino, 2007; Homer et al., 2008; Leland, Arce, Miller, & Paulus, 2008; C. S. R. Li 
& Sinha, 2008; Nestor, Ghahremani, Monterosso, & London, 2011; Salo, Fassbender, 
Buonocore, & Ursu, 2013; Wang et al., 2013). Based on these studies within individual 
neuroimaging modalities (structure and function), we predicted that methamphetamine 
users would show a different relationship between gray matter network components in 
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the cingulate cortex and the anterior and/or posterior cingulate regions and prefrontal 
gyrus functional areas compared to non-users. Additionally, we conjecture that the 
loading parameters of the components would present greater variability across 
methamphetamine abusers than non-users.  
8.1.1 METHODS 
Two hundred and forty five volunteer participants were recruited from a medium 
security North American prison. All participants provided written consent and were paid 
at an hourly rate that was commensurate with work assignment pay at the facility. 
Inclusion criteria were age between 18 and 55 years, fluency in English, IQ above 80, no 
history of seizures or head injury with loss of consciousness > 30 min, no lifetime history 
of a psychotic disorders or psychotic disorder in a first-degree relative, or current alcohol 
or drug use.  
Each participant completed the Structured Clinical Interview for Diagnostic and 
Statistical Manual of Mental Disorders (4th Edition) with trained research staff to evaluate 
current and lifetime Axis I and II disorders. Because substance use disorders are often 
comorbid with psychopathy (McDermott et al., 2000), participants also completed the 
Psychopathy Checklist – Revised (PCL-R) (R.D. Hare, 2003). The PCL-R is the most 
widely accepted clinical instrument for psychopathy (Robert D Hare, Hart, & Harpur, 
1991; Hart & Hare, 1989; Rutherford, Cacciola, Alterman, McKay, & Cook, 1999). 
Vocabulary and Matrix Reasoning subsets of the Wechsler Adult Intelligence Scale 
(Wechsler, 1997) were used to assess IQ (Ryan, Lopez, & Werth, 1999). Substance use 
history was assessed using a modified version of the Addiction Severity Inventory 
(McLellan et al., 1992). Years of regular methamphetamine use were summed for the 
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participants who reported using regularly at some point in their lifetime (3 or more times 
per week for a minimum period of one month). Total scores were then divided by age (to 
control for opportunity to use), and a square root transformation was applied to correct 
for skew. The demographics and score details for the each methamphetamine user group 
and non-user group are presented in Table 8-1. 
Table 8-1: Demographics of recruited participants for the study. Also includes IQ score summaries for each 
group. 
 Methamphetami
ne Users 
Non-users Difference 
between 
groups 
Number 82 163  
Age 32.622 +/- 4.97 34.9509 +/- 5.183 p = 0.0939 ; t = -
1.6817 
IQ 98.3171 +/- 6.98 94.759 +/- 7.453  
Severity of use    
          Methamphetamine (N = 82) 1.2068 +/- 1.029   
 
MRI images were collected on the Mind Research Network (MRN) 1.5-Tesla 
Avanto mobile scanner which was deployed to several state correctional facilities in New 
Mexico and Wisconsin. High-resolution T1-weighted structural images were acquired 
with a multi-echo MPRAGE sequence with TE = [1.64, 3.5, 5.36, 7.22, 9.08] ms, TR = 2.53 
seconds (s), TI = 1.1 s, flip angle = 7, slice thickness = 1.3 millimeter (mm), field of view = 
256 mm, resolution = 1mm x 1mm were visually inspected and realigned. Data were then 
spatially normalized into the standard Montreal Neurological Institute (MNI) space, 
resampled to 2 × 2 × 2 mm voxels and segmented into white matter, gray matter and 
cerebrospinal fluid. The segmented maps were modulated to preserve total cerebral 
volume cc(Ashburner & Friston, 2000, 2005) and voxels with values less than 0.15 were 
removed to eliminate edge effects and then smoothed using a 10mm Gaussian kernel.  
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T2-weighted functional images were acquired with advanced SQ gradients with a 
12-element coil. A gradient-echo EPI sequence with TE = 39 ms, TR = 2 s, flip angle = 90, 
slice thickness = 5 mm, field of view 24cm x 24cm, matrix size = 64 × 64, voxel size = 3.4 
× 3.4 x 5 mm3 was used to acquire 30 slices covering the entire brain in 2s. Any head 
motion was restricted by padding and restraint. They were realigned using INRIAlign 
(Luis Freire, Roche, & Mangin, 2002), and the realignment parameters were used to 
regress any variance due to movement in the statistical model. The images were then 
spatially normalized to the MNI space and smoothed using an 8mm FWHM Gaussian 
kernel. A low pass filter was used to filter out high frequency noise from the images, after 
which they were normalized to a mean of 100 to allow comparison across runs. Each 
picture presentation period (separate for each stimulus type – moral, non-moral and 
neutral) as well as the rating period (collapsed across stimulus types) was modelled as 
separate events. The details about the stimuli are presented in (Harenski, Harenski, 
Shane, & Kiehl, 2010). The primary event of interest, picture presentation, was modelled 
with a standard hemodynamic response function of 6s in accordance with the duration of 
the picture presentation. An SPM factor analysis model was used to compute within 
participant effects i.e. contrast maps for moral vs. non-moral or neutral picture events. 
Only the contrast maps for moral vs. non-moral picture events were used in the data 
fusion process described below as we were interested in the effect of moral decision 
making (vs. general emotional responses associated with viewing unpleasant moral (or 
non-moral) relative to neutral pictures). The rating period was similarly modelled using 
a 4s hemodynamic response.  
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The data were fused using the JICA algorithm using the FIT toolbox. The two input 
features i.e. structural gray matter maps and functional contrast maps were organized 
into a matrix consisting of concatenated feature voxels for each participant. The number 
of components to be decomposed from the data was estimated by the minimum 
description length criteria (Calhoun, Adalı, & Pearlson, 2001; Y. Li, Adalı, & Calhoun, 
2007). JICA decomposed the data to 11 maximally independent component images for 
each modality and shared participant specific mixing (loading) parameters. These loading 
parameters are representative of the structure function relationship between the joint 
components that are output by JICA. Components relevant to moral judgment that 
characterize areas involved in such activation were identified. The loading parameters of 
these components were used for assessing between group differences i.e. 
methamphetamine users vs. non- users using a t-test. A correlation between the loading 
parameters for these components and severity of methamphetamine abuse were also 
performed to assess the relationship between the severity of abuse and the modified 
structure function relationship in these areas. Furthermore, variance in the loading 
parameters were tested between methamphetamine users and non-users in these 
components so as to present us with preliminary insight into whether variance studies in 
the spatial component maps and/or the timecourses are of any significance.  
8.1.2 RESULTS 
8.1.2.1 BEHAVIORAL RESULTS 
Table 8-2 summarizes task-required ratings (i.e., moral transgression severity) 
across participant groups and stimulus types. Moral pictures were rated higher than non-
moral and neutral pictures in all participants. Ratings of methamphetamine users and 
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non-users did not significantly differ for any stimulus type. The ratings for moral pictures 
were not significantly correlated with the loading coefficients of any of the six components 
(All p’s > 0.05). A significant correlation between the ratings for the non-moral pictures 
and the loading coefficient for one of the components C5 was observed [r = 0.2023, p = 
0.0015]. This component represented parts of the default mode network (posterior 
cingulate and precuneus).  
8.1.2.2 JICA RESULTS 
The joint ICA analysis yielded 11 components of which 6 were identified to be non-
artifactual based on regions of activity represented in the component. When examining 
the effect of methamphetamine use, two of the six components (C1 and C10) showed 
significantly reduced loadings in methamphetamine users vs. non-users C1 – p = 0.0292, 
tstat = -2.1941 and C10 – p = 0.0158, tsat = -2.4294. The component maps for both of 
these components (structure and function), are presented in Figure 8-1: Panel A shows 
the fMRI/moral>non-moral component map, Panel B shows the corresponding 
sMRI/gray matter component map, and Panel C shows the loading parameters for each 
group separately. The differences in loading parameters favored the non-users for both 
components (p<0.05). Summarily, we saw a reduction in the loading parameters of 
methamphetamine users signifying that the strength of the relationship between the gray 
matter areas in the posterior cingulate and cuneus with the functional activity of the 
posterior cingulate, the TPJ and the prefrontal cortex is lower in methamphetamine 
users. This could entail structural and/or functional deficits in methamphetamine users 
in regions governing moral judgment. Furthermore, two of the six components, C4 and 
C10 loadings, showed a significant positive correlation with severity of methamphetamine 
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use [C 4 r = 0.2296, p = 0.0379, C10 r = 0.3125, p = 0.0043]. We also observed that one 
of these components, C1 loadings showed significant variance differences between 
methamphetamine users and non-users [p = 0.0197; stats = 1.5437] emphasizing the need 
to further explore variance based differences.  
Table 8-2: Ratings of Stimulus pictures. 
 UsersMean (SD) Non- Users Mean 
(SD) 
p-value tstat 
Moral Picutres 3.9741( 0.576) 4.0064 (0.6861) 0.7147 0.3660 
Non-Moral Pictures  2.4203(0.7982) 2.5499 (0.7664) 0.2193 1.2315 
Neutral Pictures  1.5094(0.3643) 1.5138 (0.3479) 0.9260 0.0929 
 
 
Figure 8-1. Moral decision-making/gray matter JICA analysis. Two components – Component 1 & 10 
showed a significant difference between methamphetamine users and non-users. The joint source map for 
the moral decision making (A) and gray matter (B) data is presented with the loading parameters for each 
group (C). Two components – Component 4 & 10 showed significant correlation between component 
loadings and severity of methamphetamine abuse. For each component, panel A is an image of the fMRI 
component, panel B is an image of the structural component and panel C is a box plot of the loading 
coefficients for methamphetamine users and non-users. 
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8.1.3 DISCUSSION 
Based on review of previous literature relevant to methamphetamine abuse or 
moral decision making, this is the first known study to use a data fusion approach to 
identify differences in the structure function relationship of brain regions relevant to 
either. This is also the first known application of JICA to such a large dataset (n = 245). 
This not only makes this study uniquely significant but also places emphasis on further 
evaluation of the relationship between functional activation patterns and structural gray 
matter deficits in a combined framework. 
This study establishes that methamphetamine users have significantly lower JICA 
loading parameters than non-users primarily in components representing the precuneus, 
TPJ and parts of the posterior cingulate region. This indicates a possible deficit in the 
structure function relationship in these regions in methamphetamine users compared to 
non-users. These regions have been well identified in structural, functional as well as 
cytoarchitechtonic studies focusing on moral decision making abilities (Callan, Osu, 
Yamagishi, Callan, & Inoue, 2009; Carmona-Perera et al., 2012; Nieuwenhuis, Aston-
Jones, & Cohen, 2005; Paulus et al., 2002). Remarkably, preliminary results underlining 
the difference in variance in the loading parameters of the C1 accentuate our hypothesis 
that variance in structural as well as functional organization of the brain can percolate 
into the structure function relationship. Such differences in particular in the areas 
involved in moral judgment, warrant further investigation to explore how the relationship 
varies in specific in either the structure or function or the relationship between the two. 
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It is also interesting that this component draws attention to differences in moral judgment 
between methamphetamine users and non-users. 
8.2 FUTURE WORK 
 
These results motivate further analyses as well as expound the importance of 
performing variance and higher order analyses in relevance to neuroimaging. Some ideas 
for further work are capitulated below: 
 FNC based analyses of variance differences using IVA. This however should 
follow a comparison in the FNCs between IVA and other pre-established 
algorithms such as GICA.  
 Assess inter-subject variability in spatial component maps and the timecourses 
separated by JICA.  
 Use variance differences in FNCs to assess the effectiveness of treatment for 
populations such as ECT in populations like MDD.  
 Use variance differences in dynamic FNC states to assess differences between 
populations. In particular this can be extended to applications such as Autism i.e. 
disorders that are characterized by variability in the manifestation of the disorder 
itself.  
 Extend the variability model to genetic and environmental factors.  
 Given our findings in variance relevant to methamphetamine abuse using JICA, 
we could possibly extend variance analyses to assess functional and structural 
differences between substance abusers and healthy controls. 
 Based on the results presented in this paper, we speculate that other higher order 
measures such as skew, kurtosis and mutual information in the spatial maps as 
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well as the component timecourses would present us with further information 
that could illustrate previously unidentified findings relevant to neuropsychiatry. 
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9 CONCLUSIONS & LIMITATIONS OF CURRENT 
WORK 
This thesis features many different results that focus on the significance of 
variability analysis in multivariate blind source separation methods when applied to 
functional MRI. We also present multiple aspects of variability and quantify the 
differences between schizophrenia patients and healthy controls, major depressive 
disorder patients and healthy controls as well as methamphetamine users and non-users 
while also illustrating that variance exhibits in healthy controls. We present many ways 
and multiple applications to illustrate that this concept can be easily extended to different 
neuropsychiatric disorders to shed new light.  
For the analyses in chapter 3, 4 and 5; in terms of patient selection, we only 
incorporated a small subset of the population with schizophrenia diagnoses. This points 
us to further and more rigorous evaluations of the effect of heterogeneous manifestations 
of the condition on network spatial variability. Quantifying the spatial distribution of 
inter-subject variability offers potentially novel insights into functional loci influencing 
differential symptomatic presentations of schizophrenia. Chapter 7 presents simulations 
that support the analyses in chapters 3, 4 and 5. 
Based on the results presented, we can see that spatial and temporal variance 
measures present us with previously unidentified differences between schizophrenia 
patients and healthy controls. They also present us with ways of identifying differences 
previously uncharacterized by other analysis techniques used in previous studies of 
schizophrenia. The networks exhibiting the greatest differences in spatial and temporal 
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variability, such as the sensorimotor network, bilateral temporal network, etc., 
interestingly, have been previously implicated in other ways in schizophrenia, though not 
specifically with respect to spatial or temporal variation in resting fMRI spatial maps 
(Williamson, 2007). These results are consistent with but at the same time significantly 
extend results of previous studies of schizophrenia using multivariate analyses techniques 
(Calhoun, Eichele, et al., 2009).These results present a fresh new approach with multiple 
measures to differentiate schizophrenia patients from healthy controls and further 
broaden our understanding of this disorder. We have nevertheless, only begun to explore 
this avenue and believe that there is much more to be learned about clinical conditions by 
studying higher order statistical features of network spatial maps.  
In chapter 6, using a large, publicly available dataset including 189 participants, 
we found that functional connections measured over the course of 56 minutes comprise 
five distinct states each characterized by varying levels of communication within and 
between major large-scale brain networks. Analysis of relationships between dynamic 
functional network connectivity measures and performance on a battery of cognitive tasks 
revealed that individuals who perform better on measures of executive function and 
cognitive flexibility show intrinsic brain dynamics characterized by greater occurrences 
of more frequently occurring brain states and fewer occurrences of less frequently 
occurring brain states. Taken together, the current results demonstrate that individual 
differences in intrinsic functional brain dynamics may underlie variation in executive 
function abilities in the neurotypical population. 
In chapter 8, we present a novel study to identify structure- function relationships 
in brain areas to differentiate methamphetamine users from non-users in relation to 
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moral judgment. We also present that these differences further elucidate the effect of 
methamphetamine use within the prison population and warrant further explorative 
studies combining multiple modalities as well identifying features that could help us 
predict methamphetamine dependence in juveniles. We believe that features quantify 
variability differences such as loading parameters as well as spatial maps and timecourses 
can further our understanding of such a relationship. We also present an application of 
static functional network connectivity to assess the changes associated with treatment 
(electroconvulsive therapy) in major depressive disorder. We believe that we can extend 
variability analysis to such applications so as to expound on such findings and further our 
understanding of what makes different patients respond differently to the same treatment 
apart from the variability in the manifestation of the disorder itself.  
In summary, we exemplify the significance of variability analyses in multiple 
applications. This thesis has just nudged the surface of neuropsychiatric disorders that 
could benefit by introducing new analyses and metrics. Future studies in neuroimaging 
should focus on exploring other facets of functional activation data.  
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A. APPENDIX  
A1.  SUBJECT SELECTION AND DEMOGRAPHICS OF PATIENTS 
The data used in Chapters 3, 4 and 5 has the following demographic characteristics 
including clinical information and symptom profiles of the schizophrenia patients.  
Table 10: Demographic characteristics of HC and SP groups. 
 HC SP 
Age 37.51±11.47 38.07±14.03 
Gender 63 were males and 26 females 65 were males and 17 females 
Ethnicity 52 Not Hispanic or Latino and 37 Hispanic or 
Latino 
47 Not Hispanic or Latino and 35 Hispanic 
or Latino 
Race 80 White; 2 American Indian/ Alaska Native 
and 7 Black or African American 
69 White; 2 American Indian/ Alaska 
Native; 9 Black or African American and 2 
Asian 
  10 Schizoaffective and 72 Schizophrenia 
 
Table 11 Clinical information 
Olazopine equivalent dose #1 one 
sample t-test for SP 
h 1 
p 4.26E-21 
tsat 12.77075251 
sd 10.163434 
m 14.33342683 
v 103.2953907 
Cholrpromazine equivalent dose #1  
one sample t-test for SP 
h 1 
p 1.07E-17 
tsat 10.97576488 
sd 296.2804681 
m 359.1128049 
v 87782.11579 
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Table A-1 One sample t-test results for symptom scores of SP 
Symptom h P tstat sd 
Delusions 1 9.74E-30 17.80717 1.519372 
Conceptual Disorganization 1 6.50E-27 16.06955 0.962094 
Hallucinatory Behavior 1 3.49E-30 18.09097 1.458912 
Excitement 1 8.96E-29 17.20264 0.789593 
Grandiosity 1 3.14E-24 14.50495 1.210525 
Suspiciousness/Persecution 1 1.29E-30 18.36828 1.382778 
Hostility 1 1.05E-27 16.54571 0.767548 
Total Positive Symptoms 1 1.25E-44 29.0837 4.750077 
Blunted Affect 1 2.45E-27 16.32337 1.40717 
Emotional Withdrawal 1 5.78E-29 17.32127 1.217718 
Poor Rapport 1 2.89E-25 15.09929 0.89227 
Passive/Apathetic Social Withdrawal 1 7.08E-26 15.4557 1.371847 
Difficulty in Abstract Thinking 1 1.85E-35 21.67187 1.284095 
Lack of Spontaneity and Flow of Conversation 1 7.74E-23 13.72338 1.247279 
Stereotyped Thinking 1 4.22E-25 15.00463 0.8611 
Total Negative Symptoms 1 1.69E-40 25.53353 5.349977 
Somatic Concern 1 1.08E-23 14.2008 1.321993 
Anxiety 1 1.56E-33 20.31499 1.217656 
Guilt Feelings 1 5.57E-22 13.25085 1.491772 
Tension 1 8.79E-28 16.59332 1.051518 
Mannerisms and Posturing 1 1.00E-27 16.55932 0.820268 
Depression 1 2.82E-27 16.28667 1.39 
Motor Retardation 1 1.66E-24 14.66292 1.092045 
Uncooperativeness 1 3.51E-34 20.76425 0.499925 
Unusual Thought Content 1 1.91E-23 14.06224 1.217223 
Disorientation 1 6.72E-27 16.06052 0.900751 
Poor Attention 1 1.01E-29 17.79649 0.788066 
Lack of Judgment and Insight 1 2.42E-26 15.73013 1.1022 
Disturbance of Volition 1 5.92E-26 15.50124 0.904753 
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Poor Impulse Control 1 4.41E-29 17.39446 0.679307 
Preoccupation 1 1.34E-26 15.88235 0.834372 
Active Social Avoidance 1 4.94E-25 14.96493 1.276628 
Total symptom score 1 7.55E-46 30.20256 8.756991 
 
Table A-2 Summary of MATRICS cognitive scores and differences between HC and SP. 
 Difference of variance f-test Difference of mean t-test 
MATRICS Category h p fstat h p Tstat 
Processing Speed 1 0.00179 0.49088 1 0.00000000 11.2618 
Attention Vigilance 1 0.00058 0.44759 1 0.00000000 6.69829 
Working Memory 0 0.06736 0.66069 0 0.00000053 5.23222 
Verbal Learning 0 0.34006 0.80607 0 0.00000037 5.30761 
Visual Learning 0 0.17322 0.73482 0 0.00000103 5.08557 
Resoning and Problem Solving 1 0.04825 0.63533 1 0.00000000 7.87751 
Social Cognition 0 0.09946 0.68862 0 0.00000002 5.95308 
Overall Composite Score 1 5.80E-05 0.38388 1 0.00000 9.81610 
Processing Speed 1 0.00179 0.49088 1 0.00000000 11.2618 
 One sample HC One sample SP 
MATRICS Category h p tsat sd h p tsat sd 
Processing Speed 1 1.93E-67 57.4995 8.3832 1 4.45E-39 25.5727 11.9652 
Attention Vigilance 1 7.48E-58 46.8922 9.3006 1 6.87E-36 23.145 13.9017 
Working Memory 1 1.39E-57 43.0536 10.1983 1 5.10E-41 27.2940 12.5467 
Verbal Learning 1 2.54E-64 52.4987 7.8040 1 9.73E-52 38.6633 8.6922 
Visual Learning 1 3.75E-54 38.8702 10.7191 1 3.10E-39 25.7090 12.5046 
Resoning and Problem Solving 1 2.48E-67 59.4154 8.3529 1 1.26E-48 35.9759 10.4795 
Social Cognition 1 4.97E-59 44.93556 10.46426 1 2.31E-42 28.53977 12.61004 
Overall Composite Score 1 1.69E-59 51.1539 8.376866 1 2.49E-31 19.99058 13.52016 
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A2. STATIC FNC TO ASSESS TREATMENT EFFECTIVENESS 
The pathophysiology of MDD can be conceptualized as a “systems-level” disorder 
affecting multiple brain areas and their related neurotransmitter systems (H. S. Mayberg, 
2003; Helen S. Mayberg et al., 2005). Functionally integrated networks or pathways in 
cortical and limbic regions that fail to maintain homeostatic emotional control may result 
in affective, cognitive, and neurovegetative symptoms of depression. Electroconvulsive 
therapy (ECT) is the gold-standard treatment for severe, treatment-resistant patients 
with MDD. The short time interval and magnitude of response make ECT an ideal 
therapeutic intervention to assess biomarkers of response in MDD. 
Previous cross-sectional fMRI studies have shown increased connectivity in these 
networks in MDD relative to healthy comparison subjects with seed-voxel correlations 
and ICA (Greicius et al., 2007; Sheline, Price, Yan, & Mintun, 2010). Furthermore, a 
recent resting state fMRI investigation has shown decreased connectivity in the 
dorsolateral prefrontal cortex in MDD associated with ECT response (Perrin et al., 2012). 
In the present investigation, we focus our analysis on four regions (or components) 
affected in MDD: the subcallosal cingulate gyrus (SCC), default mode network, dorsal 
lateral prefrontal cortex, and DMPFC (Greicius et al., 2007). First, we assessed differences 
in the longitudinal pre- and post-ECT data. Second, we compared the pre-ECT and post-
ECT data with demographically matched healthy comparisons to assess the degree of 
normalization associated with ECT response. Third, we compared differences in FNC 
between ECT remitters versus non-remitters. We defined aberrant FNC as differences in 
the MDD group relative to the healthy comparisons subjects. We hypothesized that ECT 
response would be associated with normalization of aberrant FNC relationships. 
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METHODS 
Prior to initiating this study, ethical approval was obtained from the Human 
Research Protections Office at the University of New Mexico (UNM), and the study was 
conducted in accordance with the principles expressed in the Declaration of Helsinki. 
Patients had decisional capacity or assented with a surrogate decision maker providing 
formal consent. For this investigation, depressed patients met the following inclusion 
criteria: (1) DSM-IV TR diagnosis of MDD made by a board-certified geriatric psychiatrist 
(CA); (2) the clinical indications for ECT including treatment resistance and a need for a 
rapid and definitive response(Weiner RD et al., 2001); (3) a Hamilton Depression Rating 
Scale – 24 item (HDRS-24) 21 (Kellner et al., 2006); and (4) age 50 years to reduce age-
related heterogeneity. Exclusionary criteria included the following: (1) defined 
neurological or neurodegenerative disorder (e.g., head injury or epilepsy, Alzheimer’s 
disease); (2) other psychiatric conditions (e.g., schizophrenia, schizoaffective disorder, 
Bipolar I or II disorder); (3) current drug or alcohol dependence; (4) contraindications to 
MRI (e.g., pacemaker); and (5) pregnancy.  
Age- and gender-matched healthy comparison participants were recruited from 
the same demographic area and completed one session of resting state fMRI using the 
identical imaging proto-col. Additional exclusion criteria for the healthy comparison 
group included psychiatric diagnosis and current use of psychotropic medications. The 
use of cross-sectional data for the comparison subjects is consistent with other 
longitudinal case–control studies assessing treatment effects with resting state data in 
neuropsychiatric disorders (Lui et al., 2010).  
Patients receiving ECT underwent clinical assessments with the HDRS-24 and 
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Hamilton Endogenomorphic Scale (HES; (Thase, Hersen, Bellack, Himmelhoch, & 
Kupfer, 1983)) and cognitive assessments with the Repeatable Battery for the Assessment 
of Neuropsychological Status (RBANS;(Randolph, Tierney, Mohr, & Chase, 1998)) and 
the Trail Making Test Parts A and B before and after the ECT series (Reitan, 1958). The 
initial assessment occurred 1–2 days prior to ECT series, and the final imaging 
assessment followed the last ECT treatment by a minimum of 5 days. The delay from the 
last ECT treatment to the post-ECT scan minimized the sub-acute effects of the seizure. 
Patients were considered remitters if they had a 60% reduction in pretreatment HDRS-
24 and a maximum post-treatment score of 10 following the ECT series (Sackeim et al., 
2001). 
All MRI images were collected on the Mind Research Network (MRN) 3-Tesla 
Siemens Trio scanner. High-resolution T1-weighted  structural images were acquired with 
a 5- echo MPRAGE sequence with TE = (1.64, 3.5, 5.36, 7.22, 9.08) ms, TR = 2.53 s,  TI = 
1.2 s, flip angle = 7, number of excitations = 1, slice thickness = 1 mm, field of view = 256 
mm, resolution = 256. T2-weighted functional images were acquired with a gradient-echo 
EPI sequence with TE = 29 ms, TR = 2 s, flip angle = 75, slice thickness = 3.5 mm, slice 
gap = 1.05 mm, field of view 240 mm, matrix size = 64 x 64, voxel size = 3.75 3.75 4.55 
mm. Resting state scans were acquired over a minimum of 5 min, 16 s in duration (158 
volumes). Subjects were instructed to keep their eyes open during the scan and stare 
passively at a fixation cross. An automated pipeline and neuroinformatics system 
developed at the MRN and based on Statistical Parametric Mapping 5 (SPM5) 
preprocessed the functional and structural MRI data(Scott et al., 2011). In the functional 
data pipeline, the first four volumes were discarded to remove T1 equilibration effects. 
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Images were realigned with INRIalign, and slice-timing correction was applied with the 
middle slice as the reference frame. Data were then spatially normalized into the standard 
Montreal Neurological Institute (MNI) space, resliced to 3 mm x 3 mm x 3 mm voxels and 
smoothed using a Gaussian kernel with a full-width at half-maximum (FWHM) of 10 mm. 
Group ICA was performed using the Group ICA fMRI Toolbox (GIFT) 2. In contrast to the 
seed-based approach, spatial ICA utilizes a data-driven multivariate approach to identify 
distinct groups of brain regions with temporally coherent (and hence functionally 
connected) hemodynamic signal change.  
The preprocessed fMRI data were reduced in two steps. First, subject-level data 
dimensionality was reduced to 100. Second, the concatenated, aggregate data was further 
reduced to 75. The relatively higher model order (Components, C = 75) identified 
components that correspond with known functional networks(Ystad, Eichele, 
Lundervold, & Lundervold, 2010). The Infomax algorithm was repeated 20 times with 
ICASSO to maximize the reliability and robustness of the component spatial maps. 
Subject specific time courses and spatial maps were then back reconstructed (Erhardt, 
Rachakonda, et al., 2011). Three raters (Christopher C. Abbott, Shruti Gopal, and Jessica 
A. Turner) used visual inspection of spatial maps and low frequency power spectra to 
select the components of interest (Cordes et al., 2000). The FNC Toolbox (FNCtb) 3 
bandpass filtered the ICA time courses from 0.01 to 0.10 Hz and computed the differences 
in lagged correlations ( 3 s) between pairs of the selected components (6 components, 15 
pairs of correlations;  (Jafri et al., 2008)). Fisher’s transformation converted each 
correlation to a z-score prior to the statistical analysis. Because of the small sample size, 
we assessed normality assumptions with box plots and Levene’s test for equality of 
variance on the demographic, clinical, and FNC Fisher transformed data. For the 
longitudinal differences in symptom scores (HDRS-24 and HES), we used non-
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parametric statistics (paired-sample Wilcoxon signed-rank test) to assess longitudinal 
differences before and after the ECT series. Within ECT remitters, we assessed 
longitudinal differences (pre- and post-ECT) in FNC with paired t -tests. We used a false 
discovery rate (P < 0.05) to correct for multiple comparisons (Genovese, Lazar, & Nichols, 
2002). Following these analyses, we compared pre-ECT FNC measures on the significant 
pairs of networks to the same measures in healthy subjects using a two-sample t -test. We 
also compared post-ECT measures to the healthy subject FNC measurements in the same 
way. Significant threshold were set to p< 0.05. We correlated the change in FNC measures 
with the change in symptom measures for all subjects, and for ECT remitters only with a 
significance threshold of p<0.05.   
RESULTS 
Eleven of the twelve depressed subjects started this study during an inpatient 
psychiatric hospitalization. Three subjects had a depressive episode with psychotic 
features and the remaining subjects had non-psychotic depressive episodes. Eleven of the 
twelve depressed subjects had a history of recurrent depressive episodes. All depressed 
subjects were treated with antidepressant medications throughout this investigation. The 
healthy comparison subjects (n = 12) were matched for age and gender (age t 22 = 0.90, P 
= 0.90; gender x 2 = 0.00, P = 1.00). The demographic and clinical characteristics of the 
patients and comparison subjects are shown in  Table 9 . Subjects completed the post-
ECT assessment and imaging scan at least 5 days after their last treatment to minimize 
the effect of the seizure on the imaging results. The post-ECT HDRS-24 and HES scores 
were significantly different from the pre-ECT scores in remitters only while the non-
remitters replicated the trend towards clinical improvement. Of the 75 components, we 
found only 6 components that represented spatial areas we were focused on and are 
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referred to by the spatial network - anterior default mode (a_DM), SCC, DMPFC, 
posterior default mode (p_DM), and (right/left) dorsal lateral prefrontal cortex 
(r_DLPFC, l_DLPFC).  Figure 21 displays the selected components of interest.  
Our primary analysis assessed pre- and post-ECT longitudinal changes in FNC 
among ECT remitters (n = 9). Among 15 component correlations, two pairs of 
components had significant FNC changes associated with ECT response (PFDR < 0.05). 
The correlations between p_DM and the DMPFC increased from r = -0.49 to r = 0.36 (t 
8 = 5.38, P < 0.001) as well as between the p_DM and the l_DLPFC from r = -0.50 to r = 
0.010 (t 8 = 3.85, P = 0.0049) during the ECT series. The secondary analyses focused on 
these two network pairs. Relative to the healthy subjects, the pre-ECT subjects had 
significantly lower correlation between p_DM and DMPFC (t 16 = 3.22, P = 0.005) and 
the pDMN and l_DLPFC (t 16 = 3.23, P = 0.005) while the post-ECT and healthy 
comparison contrasts for both network pairs were not significant (P > 0.05). The FNC 
correlation change in these component pairs were not correlated with symptom change.  
DISCUSSION 
This investigation assessed changes in FNC associated with ECT response in MDD. 
ECT response reverses the relationship from negative to positive between two pairs of 
networks: the p_DM/DMPFC and the p_DM/l_DLPFC. Relative to healthy comparisons, 
both of the aberrant network pairs (i.e., different pre-ECT relative to HC) normalized with 
ECT response. Although the change in FNC did not predict symptom improvement, the 
correlation between the p_DM/l_DLPFC did not increase in the ECT non-remitters. The 
differences between ECT remitters and non-remitters suggest that changes in FNC are 
related to the therapeutic underpinnings of ECT, as opposed to epiphenomenon.  
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Table A-3 : The table includes the demographic variables of the subjects with major depressive disorder 
(MDD) and demographically matched healthy comparison subjects (HC), clinical symptom ratings and 
neuropsychological indices (RBANS index scores, Trail Making Test Parts A and B in seconds). Table was 
created by Christopher C. Abbott. 
 
 
Previous cross-sectional investigations have established the relationship between 
depression severity and cognitive deficits with aberrant connectivity between the dorsal 
lateral prefrontal and default mode regions (Goveas et al., 2011; Vasic, Walter, Sambataro, 
& Wolf, 2009). Executive function, largely dependent on intact prefrontal and frontal lobe 
performance, has emerged as one of the core cognitive deficits in major depression and 
may be related to deficits in attentional control and maladaptive ruminative thought 
(Austin, Mitchell, & Good-win, 2001). The p_DM network, which has been implicated in 
depression conceivably through its role in maladaptive, depressive ruminations, is 
Demographics 
MDD mean 
(SD) or 
ratio 
HC mean 
(SD) or ratio P -value 
    
Age (n = 12) 66.42 (9.78) 67.58 (8.89) 0.83 
Gender (M/F) 4/8 4/8 1.00 
HDRS-24 Pre-ECT mean (SD) 
Post-ECT mean 
(SD) P -value Cohen’s d 
Remitters (n = 9) 34.56 (10.02)  2.89 (2.93) <0.01 4.29 
Non-remitters (n = 
3) 33.67 (6.66) 18.33 (3.51) 0.11 2.88 
HES 
Remitters 13.22 (2.86) 0.67 (0.71) <0.01 6.02 
Non-remitters 11.00 (3.61) 5.33 (3.06) 0.11 1.69 
RBANS (n = 10) 
Total scale 77.10 (22.70) 80.20 (23.22)  0.43 0.14 
Immediate memory 70.54 (25.09) 81.54 (25.48) 0.10 0.44 
Visual 
spatial/construction 84.50 (24.42) 87.20 (24.56) 0.66 0.11 
Language 90.55 (10.33) 89.64 (17.53) 0.84 0.06 
Attention 82.00 (25.13) 80.10 (24.32) 0.57 0.08 
Delayed memory 80.80 (23.79) 81.80 (23.39) 0.79 0.04 
Trails (n = 7) 
Trails A (s) 64.14 (29.19) 50.57 (14.01) 0.11 0.59 
Trails B (s) 181.57 (85.95) 148.00 (89.57) 0.26 0.38 
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involved in both of the between network changes and appears to be a FNC “hub” for 
network changes in the context of ECT response. In contrast, the SCC, which has been the 
target of therapeutic interventions from antidepressant medications to deep brain 
stimulation, is not involved with any between network changes tested in this 
investigation, despite being extensively implicated in the pathophysiology of MDD.  
 
Figure A-1: Maps of the networks of interest include the anterior default mode network (a_DM), 
subcallosal cingulate gyrus (SCC), dorsal medial prefrontal cortex (DMPFC), posterior default mode 
network (p_DM), and dorsal lateral prefrontal cortex (r_DLPFC, l_DPLFC). Each component map has a 
lower threshold of t D 10. The images are shown in radiological convention. The arrows represent the 
significant (FDR-corrected), longitudinal differences in FNC associated with ECT response. Figure was 
created by Christopher C. Abbott. 
 
Given these changes, we posit that the effectiveness of FNC based analyses can be used to 
explore differences emanating from treatment. Furthermore, we speculate that variability 
analyses in such an analysis framework would provide us with greater insight in terms of 
shedding light on the differential effect of treatment across the subject population. 
Variance measures would possibly provide us with knowledge of inter-subject variability 
in the response of the patients to the treatment. Possibly modifications to the treatment 
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protocol could be tested to see if normalization improves for more subjects. Additionally, 
differences between remitters and non-remitters could be better understood by 
characterizing the variability based differences between the two. 
