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Chapter 1
Introduction
Recherche scientifique: la seule forme de
poe´sie qui soit re´tribue´e par l’E´tat.
Jean Rostand
The permanent growing of storage capacities and the development of live
streaming of informations will increase the need for mathematical tools to
modelize functional data. Actually there is virtually no limits for the storage
capacities: scalable architectures of storage already allow to store Petabytes
(million gigabytes) of information. And new technical capabilities induce
new behaviors: these storage capabilities have allowed the development of
automatic data collection. In the data analysis context, this evolution leads
to meet data tables increasing in the two dimensions: the number of records
in the table is growing, and dimensionality of tables follows also this evolu-
tion. The development of high dimensional data analysis and data mining
algorithms for large databases, illustrate the natural evolving of research in-
terests influenced by this evolution. But, even if the efficiency of algorithms
can be improved more and more, there is limits to increasing efficiency,
and the order of the computational complexity of an algorithm treating N
records, can not be less then O(N), because it must read each record at least
once. But in most of the time, the lower bound for the computational com-
plexity is higher than this ideal limit. Thus, a supervised classification of
N objects with m attributes, by a simple decision tree has a computational
complexity of O(m×N × logN) [Han and Kamber, 2006], and an unsuper-
vised classification of N objects, with m dimensions, in K groups with the
EM algorithm has a complexity of O(m2 ×N ×K) [Hand et al., 2001]. Of
course these two algorithms are classical ones, and we can suppose that more
efficient methods can decrease that complexity, but it is more than likely
that the best lower bound (unknown nowadays) will be reached asymptoti-
cally.
Another path of research is to search how to define summaries of data
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which minimize the loss of information. This summarizing process can be
done using a natural grouping involved by the values of qualitative vari-
ables, or as the result of a classification process. Thus, to summarizing at
best each group or concept underlying in a set of data, for a given categorical
variable, the found values can be aggregated in one new type of variable: a
modal variable, which contains the categorical values associated with their
frequencies. To summarize a numerical variable, one solution is to retain its
range of variation into the group, and create an interval type of variable.
Then to summarize at best underlying concepts of a set of data, we use
new kind of variables, called symbolic data, which can be: numerical vari-
ables, categorical single valued variables, categorical multivalued variables,
interval variables, modal variables. Creating symbolic data, summarizing
existing dataset is not enough, because the constant motion of collecting in-
formation leads to create more and more symbolic data, then it is necessary
to develop data analysis techniques for symbolic data: that is the purpose
of symbolic data analysis. The main data analysis techniques were adapted
to symbolic data, and the results can be found in [Bock and Diday, 2000]
and [Diday and Noirhomme-Fraiture, 2008].
However, in case of summarizing a numerical value for a given concept,
there is a more efficient solution to manage a lesser loss of information in-
stead of using interval data: retain the probability distribution of the data.
The cumulative distribution function is the more effective and complete
summary of the values found in a group or concept. Create such a sum-
mary of the values found for a given group or concept can be made easily,
but then, there is a need to develop/adapt data analysis tools for this new
kind of symbolic data: the continuous probability functions. But, if contin-
uous probability distributions can be included in the list of symbolic data,
they are also functional data. Indeed continuous probability distributions
are functional data with specific properties, but the methods developed for
any functional data will be applicable to this specific kind of symbolic data.
Thus, the research for new data analysis techniques for probability distribu-
tions will always take benefit to be done also in the functional data analysis
framework.
Functional data analysis is the part of data analysis which is interested
specifically by the functional data. Functional data arise naturally in the
study of many phenomenons, and are any continuous phenomenon which
can be measured for any values of a varying parameter t, this parameter
t can be the time, but not in all the cases. Examples: measures of the
heights of a child over its childhood, the recording of any reproducible sound
(phoneme, musical note, ...), the workload of applications server during the
day, measures of a physical phenomenon varying for a given parameter, ...
The study of functional data could become mainstream due to the increasing
interest for the data analysis of streaming data, which become ubiquitous
in our networked world. That is why we have decided during this work to
3extend our research to functional data.
But a specificity of functions is that they belong to an infinite dimen-
sional space, which increases the difficulty to define certain concepts, like
the probability distribution for functional data. However probability dis-
tributions would be valuable tools, because they can be seen as the Swiss
army knifes of data analysis: they are used in many procedure, unsupervised
classification by mixture decomposition, bayesian supervised classification,
regression functions, statistical inference,... Then, there were a strong inter-
est to develop probability distributions for functional data.
This is the cornerstone of this thesis: the definition, the construction and
the use in the data analysis framework, of probability distributions directly
defined in the infinite dimensional space of functional data.
The seminal works of this thesis were made in the symbolic data analysis
framework for the classification of probability distributions using mixture
decomposition, because in addition to perform an unsupervised classifica-
tion, the mixture decomposition classification, requires to use a probability
distribution for this kind of symbolic and functional data. In [Diday, 2001]
and [Diday, 2002] Edwin Diday has defined a finite dimensional approxima-
tion of these special functional distributions: the point joint distributions of
distributions, using the copulas. In [Vrac, 2002] and [Diday and Vrac, 2005],
point joint distributions of distributions built with the Frank copula of
dimension two, were used in the mixture decomposition classification
of climatological data. In [Cuvelier and Noirhomme-Fraiture, 2003] we
have proposed to use the Clayton copulas of dimension higher than
two, and we have used it in [Cuvelier and Noirhomme-Fraiture, 2005]
and [Cuvelier and Noirhomme-Fraiture, 2008a]. Then we de-
cided to focus our investigations in avoiding any approxima-
tion trying to define a probability distribution in the functional
space of probability functions, and we have extended it in the
whole functional space [Cuvelier and Noirhomme-Fraiture, 2006]
and [Cuvelier and Noirhomme-Fraiture, 2007] in defining the
QAMML distributions and the Gaˆteaux density. And, in
[Cuvelier and Noirhomme-Fraiture, 2008b] we have extended the QAMML
to generalized QAMML distributions.
Now let us give the whole structure of this work. In the chapter 2 we
briefly introduce the two mains parts of the data analysis where we have
met functional data: the Symbolic Data Analysis and the Functional Data
Analysis.
In the chapter 3, we recall the probabilistic framework for infinite dimen-
sional spaces. We start with the very basics of probability and real random
variables in finite dimensional spaces. Then, our first original contribution is
to define clearly the concept of probability distribution for functional random
variable using the non strict piecewise order on functions. The two following
sections explain the classical construction to define probability distribution
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in infinite dimensional spaces using projections into finite dimensional spaces
with separable functions and the Daniell-Kolmogorov’s extension theorem.
In the chapter 4 we consider the attempts to build the probability dis-
tribution for functional data defined in the preceding chapter with finite
dimensional distributions. For this, our second original contribution is to
define the surfaces of margins and densities, which gives any margin of a
given functional random variable for any t in the domain of this random
variable. These concept were formerly defined in the symbolic data analy-
sis framework for the probability distributions: surfaces of distributions of
distributions and surfaces of densities of distributions [Vrac, 2002], we sim-
ply extend it in the whole functional case. We define also the associated
functional quantile. Then we recall the concept of copulas which permits
the decomposition any finite dimensional distribution in two parts: the mar-
gins in one hand, and the dependence structure (the copula) in the other
hand. We recall also the family of Archimedean copulas, very well adapted
to capture the dependence structure for finite dimensional distributions of
discretized functional random variables. In this field, another original contri-
bution is to give formulas for the joint density, valid for any finite dimension,
of the following Archimedean families: Clayton, Frank, Gumbel-Hougaard
and Joe. Then we recall the two steps parameter estimation when using
joint distributions build upon copulas. We conclude this chapter with an
original contribution, showing that in almost cases, the attempts to build
the probability distribution for functional data as limit of finite dimensional
distributions, almost always leads to failure.
The chapter 5 contains the core of our contributions. Firstly, we show
that any discretized version of a functional data defines a piecewise function,
build upon functional quantiles defined in the chapter 3.6: the quantilized
function. Then, due to the impossibility to define a probability distribution
for functional data as the limit of classical finite dimensional distributions,
we use a classical procedure in mathematics when there is no solution to a
specific problem in a given framework: we define a new framework designed
to give a solution to this problem. We call it fractal distributions for func-
tional quantiles. After this, we introduce the existing tools to build this new
kind of distributions: aggregation operations and quasi-arithmetic means.
We are then able to define the Quasi-Arithmetic Mean of Margins (QAMM)
distributions which are fractal distributions for quantilized functions. And
the limit of this new kind of distributions leads us directly to the Quasi-
Arithmetic Mean of Margins Limit (QAMML), which are probability distri-
butions directly defined in the infinite dimensional space of functional data.
And, like new solutions bring new problems, we give our solution to define
a density function for QAMML distributions using the Gaˆteaux derivative:
the Gaˆteaux density. Then we give an extended version of QAMML distri-
bution: the generalized QAMML which is able to capture a more extended
range of dependence structures. And we conclude this chapter on the pa-
5rameter estimation of QAMML distribution using the Gaˆteaux density.
In the chapter 6 we show the QAMML and the Gaˆteaux density in ac-
tion, using them in three direct applications: the unsupervised classification
by mixture decomposition in the Symbolic Data Analysis framework, the
Bayesian supervised classification of a classical functional dataset, and we
conclude with a statistical computation: the functional confidence interval.
Then we end this thesis with a conclusion, and discuss about the per-
spectives and open questions.
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Chapter 2
Functional Data
I believe that numbers and functions of
Analysis are not the arbitrary result of our
minds; I think that they exist outside of us,
with the same character of necessity as the
things of objective reality, and we meet them
or discover them, and study them, as do the
physicists, the chemists and the zoologists.
David Hilbert (1862-1943)
2.1 Introduction
In this chapter we briefly introduce the two domains of the data analysis
where we have met functional data: the Functional Data Analysis (FDA),
obviously, and the Symbolic Data Analysis (SDA).
For the sake of comparison, we can say that symbolic data analysis is
a more general framework for data analysis, because it extends the classi-
cal framework to new kind variables, included probabilistic functional data
(cdf : continuous cumulative distribution functions, and pdf : probability
distribution functions), while functional data analysis is the more general
framework for the functional data, because it deals only with functional
data, but with all kind of functional data. Therefore FDA and SDA have a
common intersection, but none of both contains the other completely (see
figure 2.1).
We begin this chapter with the introduction to symbolic data analysis,
because the seminal work of this thesis concerned a data analysis task on
probability distributions in the SDA framework. Then we have extended the
study to all kind of functional data, that is why we close this introductory
chapter with the functional data analysis.
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Figure 2.1: The Functional Data Analysis (FDA) and the Symbolic Data
Analysis (SDA).
2.2 Symbolic Data Analysis
Nowadays data analysis techniques permit to discover and to structure the
knowledge content in databases, and it is a common fact that the stor-
age capacities are still growing. And this growth is a permanent challenge
for data analysis to adapt, tune existing techniques or develop new tech-
niques well adapted to these huge mass of data. A path of research is, of
course, to develop techniques increasingly effective on very large databases,
but another way is to ask whether it is necessary to maintain and amass
huge amounts of data. Once “nuggets” of knowledge are extracted of data
warehouses, using techniques like clustering, hierarchical classification, and
so on, why do not only work on these results? But how to store groups,
clusters or category found? The Symbolic Data Analysis can be help-
ful in this task because: the aim of Symbolic Data Analysis is to gen-
eralize data analysis and statistics to higher-level units described by sym-
bolic data ([Diday and Noirhomme-Fraiture, 2008]). Aristote already dis-
tinguishes two kind of objects: first-level objects called “individuals” (e.g.
this apple) and second level objects, called concepts (e.g. the variety of apple
called Elstar). A concept can be described in extension (the set of all objects
described by the concept) or in intention (what are the shared properties of
the objects described by the concept), and symbolic data try to describe the
intension of a concept. To give an example of what are symbolic data, we
propose to use a synthetic and didactic example, trying to approximate the
concept underlying four common varieties of apples: Elstar, Granny Smith,
Golden Delicous and Jonagold.
Let us suppose that we have collected in the table 2.1 a large record of
2.2. SYMBOLIC DATA ANALYSIS 9
Id Variety Size(mm) Weight (g) harvest’s month Source ...
124587 Elstar 65 182 September Belgium ...
124588 Elstar 62 172 September Belgium ...
...
...
...
...
...
...
...
278945 Elstar 58 168 Augustus France ...
278946 Elstar 59 170 Augustus France ...
...
...
...
...
...
...
...
3789456 Granny Smith 70 190 Augustus Italy ...
3789457 Granny Smith 72 210 Augustus Spain ...
...
...
...
...
...
...
...
458971 Golden Delicious 67 180 October US ...
458972 Golden Delicious 69 185 October Californy ...
...
...
...
...
...
...
...
Table 2.1: A classical data table containing informations about apple vari-
eties.
data about four varieties of apples sold in our country1: the variety of the
apple, its weight and size, the harvest’s month, the producing country, ...
Variety Size(mm) Weight(g)
min max min max
Elstar 58 72 147 188
Granny Smith 65 79 167 197
Golden Delicious 59 75 145 179
Jonagold 62 77 152 178
Table 2.2: Summary about sizes and weights for apples varieties.
Variety Harvest’s month
Aug Sept Oct
Elstar 21% 77% 2%
Granny Smith 33% 40% 27%
Golden Delicious 47% 20% 33 %
Jonagold 11% 77% 12%
Table 2.3: Summary about sizes and weights for apples varieties.
If we try to modelize each variety of apple with the classical and basics
techniques of descriptive statistics, then:
• for the weight and size we can compute the mean and the standard
deviation, or the minimum and maximum of these variables, as in table
2.2;
1All the data used in this example are not real data, they are just illustrative data.
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Variety Source
BEL FRA ITA US
Elstar 41% 28% 21% 10%
Granny Smith 33% 20% 17% 30%
Golden Delicious 12% 18% 40% 30%
Jonagold 31% 38% 20% 11%
Table 2.4: Summary about harvest months for apples varieties.
• for the harvest’s month and for the producing countries, we can com-
pute the proportion for each category, as in tables 2.3 and 2.4.
To give a first idea of the underlying concept of a variety it would be
more interesting to merge all these informations in one entity:
Elstar = (Size = [58; 72]) ∧ (Weight = [147, 188])
∧ (Harvest = (Aug :21%, Sep :77%,Oct :2%))
∧ (Source =(BEL:41%,FRA:28%,ITA:21%,US:10%))
GrannySmith = (Size = [65; 79]) ∧ (Weight = [167; 197])
∧ (Harvest = (Aug :33%, Sep :40%,Oct :27%))
∧ (Source =(BEL:33%,FRA:20%,ITA:17%,US:30%))
GoldenDelicious = (Size = [59; 75]) ∧ (Weight = [145; 179])
∧ (Harvest = (Aug :47%, Sep :20%,Oct :33%))
∧ (Source =(BEL:12%,FRA:18%,ITA:40%,US:30%))
Jonagold = (Size = [62; 77]) ∧ (Weight = [152; 178])
∧ (Harvest = (Aug :11%, Sep :77%,Oct :12%))
∧ (Source =(BEL:31%,FRA:38%,ITA:20%,US:11%)) .
That what we call a symbolic description or symbolic data in SDA. The
table 2.5 show the corresponding symbolic data table.
Variety Size(mm) Weight (g) Harvest’s month Source ...
Elstar [58;72] [147,188] (Aug: 21%, Sep:77%,Oct:2%) (BEL: 41%,FRA: 28%, ITA: 21%, US: 10%) ...
Granny Smith [65;79] [167;197] (Aug: 33%, Sep:40%,Oct:27%) (BEL: 33%,FRA: 20%, ITA: 17%, US: 30%) ...
Golden Delicious [59;75] [145;179] (Aug: 47%, Sep:20%,Oct:33%) (BEL: 12%,FRA: 18%, ITA: 40%, US: 30%) ...
Jonagold [62;77] [152;178] (Aug: 11%, Sep:77%,Oct:12%) (BEL: 31%,FRA: 38%, ITA: 20%, US: 11%) ...
Table 2.5: A symbolic data table containing informations about apple vari-
eties.
To give a more precise approximation of the concept, we can also use
knowledge, external to the original data table 2.1, like tastes and classical
uses shown in the table 2.6, and dominant color for each variety: Elstar are
red, Granny Smith are green, Golden Delicous are yellow and Jonagold are
red.
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Variety Taste Uses
Sweet Tart Sour Fresh Dessert Cooked
Elstar True False True True True False
Granny Smith False True True True False False
Golden Delicious True False False True False True
Jonagold True True True True True True
Table 2.6: Informations about tastes and uses for apples varieties.
Then using these additional informations the symbolic description can
be updated as follow:
Elstar = (Size = [58; 72]) ∧ (Weight = [147, 188])
∧ (Harvest = (Aug :21%, Sep :77%,Oct :2%))
∧ (Source =(BEL:41%,FRA:28%,ITA:21%,US:10%))
∧ Color = red ∧ Taste = {sweet, sour}
∧ Uses = {fresh, dessert}
GrannySmith = (Size = [65; 79]) ∧ (Weight = [167; 197])
∧ (Harvest = (Aug :33%, Sep :40%,Oct :27%))
∧ (Source =(BEL:33%,FRA:20%,ITA:17%,US:30%))
∧ Color = green ∧ Taste = {tart, sour}
∧ Uses = {fresh}
GoldenDelicious = (Size = [59; 75]) ∧ (Weight = [145; 179])
∧ (Harvest = (Aug :47%, Sep :20%,Oct :33%))
∧ (Source =(BEL:12%,FRA:18%,ITA:40%,US:30%))
∧ Color = yellow ∧ Taste = {sweet}
∧ Uses = {fresh, cooked}
Jonagold = (Size = [62; 77]) ∧ (Weight = [152; 178])
∧ (Harvest = (Aug :11%, Sep :77%,Oct :12%))
∧ (Source =(BEL:31%,FRA:38%,ITA:20%,US:11%))
∧ Color = red ∧ Taste = {sweet, tart, sour}
∧ Uses = {fresh, dessert, cooked}.
Even if these symbolic descriptions of our varieties of apples can be still
improved adding more and more informations, let us conclude this example
in listing the different types of symbolic variables met.
This didactic example permits to us to introduce (almost) all kind of
symbolic variables:
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• numerical variables (not seen in the example of apples, but similar to
the classical case),
• categorical single valued variables (e.g., Color = red),
• categorical multi-valued variables: (e.g., Taste = {sweet, sour}),
• interval variables (e.g., Size = [58; 72]),
• modal variables (e.g., Harvest = (Aug :21%, Sep :77%,Oct :2%)).
Figure 2.2: A screenshot of the SODAS 2 software.
For all these kind of symbolic data, main classical data analysis tech-
niques were adapted to the symbolic context: statistical descriptions, unsu-
pervised divisive classification, hierarchical and pyramidal clustering, prin-
cipal component analysis, generalized canonical analysis, bayesian decision
trees, factor discriminant analysis, linear regression, visualizations...
A complete review of the symbolic data analysis can be
found in [Bock and Diday, 2000], [Billard and Diday, 2006] and
[Diday and Noirhomme-Fraiture, 2008].
Moreover all the developed methods for the symbolic data analysis were
implemented in two original softwares called SODAS, results of two Eu-
ropean projects involving fifteen partners. These software permit also to
create, edit and visualize symbolic data. The figure 2.2 gives a screen shot
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Figure 2.3: The symbolic data table containing informations about apple
varieties in the SODAS sofware.
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of the SODAS 2 software. This latter is freely avalaible at the following url:
http://www.info.fundp.ac.be/asso/.
Figure 2.4: The 2D zoom star of the Elstar symbolic data.
For the sake of illustration the figure 2.3 shows the symbolic data table
for the varieties of apples in the SODAS 2 software.
Figures 2.4 to 2.8 show the two possible kind visualizations for symbolic
data: the 2D zoom star and the 3D zoom star. In the zoom star visualiza-
tion, each variable is represented on a radial axis. In the 2D cases (figure 2.4
and 2.6), categorical or modal variables are equally distant dots, the size of
which is proportional to the weight associated with the category, the limits
of intervals and the dots of larger size are joined and the internal surface
is colored. The 3D representation (figure 2.5 and 2.7) is more suited when
categorical or modal variables are majority, because these latter variables
are represented by bar charts. In this case the form is lost but interactivity
is greater because users can select the best viewing angle.
Let us suppose now that, in the table 2.1, there is a variable which gives
the content in sugar in g (by 100 g of apple). This content in sugar is clearly
a continuous random variable. Let us also suppose that, due to the different
climates of the producing countries, cumulative distributions functions (cdf)
of this concentration are given by the figure 2.8. We can see clearly in this
figure that, if, for this numerical variable, we only take the minimum and
maximum of the values, we will loss a lot of information about the underlying
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Figure 2.5: The 3D zoom star of the Elstar symbolic data.
Figure 2.6: The 2D zoom star of the Granny symbolic data.
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Figure 2.7: The 3D zoom star of the Granny symbolic data.
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Figure 2.8: The cdfs of the apples varieties.
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structure of the variable. Then to minimize this loss of information, the best
thing to do is to add directly these cdfs in the symbolic descriptions of the
varieties of apples:
Elstar = (Size = [58; 72]) ∧ (Weight = [147, 188])
∧ (Harvest = (Aug :21%, Sep :77%,Oct :2%))
∧ (Source =(BEL:41%,FRA:28%,ITA:21%,US:10%))
∧ Color = red ∧ Taste = {sweet, sour}
∧ Uses = {fresh, dessert}
∧ FElstar
GrannySmith = (Size = [65; 79]) ∧ (Weight = [167; 197])
∧ (Harvest = (Aug :33%, Sep :40%,Oct :27%))
∧ (Source =(BEL:33%,FRA:20%,ITA:17%,US:30%))
∧ Color = green ∧ Taste = {tart, sour}
∧ Uses = {fresh}
∧ FGranny
GoldenDelicious = (Size = [59; 75]) ∧ (Weight = [145; 179])
∧ (Harvest = (Aug :47%, Sep :20%,Oct :33%))
∧ (Source =(BEL:12%,FRA:18%,ITA:40%,US:30%))
∧ Color = yellow ∧ Taste = {sweet}
∧ Uses = {fresh, cooked}
∧ FGolden
Jonagold = (Size = [62; 77]) ∧ (Weight = [152; 178])
∧ (Harvest = (Aug :11%, Sep :77%,Oct :12%))
∧ (Source =(BEL:31%,FRA:38%,ITA:20%,US:11%))
∧ Color = red ∧ Taste = {sweet, tart, sour}
∧ Uses = {fresh, dessert, cooked}.
∧ FJonagold
where FElstar, FGranny, FGolden, and FJonagold are the continuous probability
distributions shown in figure 2.8. Then we can introduce a new kind of
symbolic variable: continuous probability distribution functions.
This last type of symbolic variable containing a cdf is clearly a functional
data2, and even if probability distributions are a very particular type of
functional data, mathematical tools developed for functional data in general
2In the SDA framework, this thesis focus only symbolic variables expressed by con-
tinuous cdf , so we do not consider at all other probabilistic symbolic variables, as modal
variables or discrete probability distributions.
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will be useful for this new kind of symbolic variables. That is why we have
found interesting to extend the development of our probabilistic tools to all
kind of functional data.
2.3 Functional Data Analysis
The functional data analysis is the part of data analysis which study specif-
ically functional data. We call functional data, any phenomenon X (t) which
can be measured for any value of a real parameter t belonging to a range
[tmin, tmax]. Functional data arise naturally in the real life, and can be
considered as a subset of stochastic process, but, of course, the adjective
functional is not chosen innocently: it supposes that, for a given data X ,
the value in a given t, depends of this latter, and is related to the values in
other ts. Of course, in most of the cases, t represents the time, but it is not
always the case.
To introduce to functional data analysis, let us introduce functional
data with four examples of functional datasets, coming from different
studies. These examples, and their complete descriptions and analysis,
can be found in three fundamentals books about functional data anal-
ysis: [Ramsay and Silverman, 2005], [Ramsay and Silverman, 2002] and
[Ferraty and Vieu, 2006].
The figure 2.9 shows 15 of the heights curves of 54 girls measured at 31
different times, between 1 and 18 years (see [Tuddenham and Snyder, 1954],
[Ramsay and Silverman, 2005] or [Ramsay and Silverman, 2002]) 3. Even if
the data are stored in a 54 × 31 matrix, they are clearly discrete version
of continuous curves, where the height depends obviously of the time t.
Moreover, although we can observe some variations between different curves,
they share more or less the same shape, then we can talk about the height
for a given girl, this function depending from the time.
The second example shown in the figure 2.10 (see
[Ramsay and Silverman, 2002])4 displays, in the top panel, the posi-
tion of the center of the lower lip of a speaker pronouncing the syllable
“bob” for 32 replications, the middle panel displays the corresponding
accelerations of the lip and the bottom panel contains electromyogram
(EMG) recordings for a facial muscle that depresses the lower lip, the
depressor labii inferior. These data were collected to understand the link
between the neural activity sends to the labii inferior and the real movement
of the lip when pronouncing a word. In this example, t is the time measured
in milliseconds, and again if data are stored in a 32 × 501 matrix, they
3Dataset available at: ftp://ego.psych.mcgill.ca/pub/ramsay/FDAfuns/Matlab/
growth.zip.
4Dataset available at: ftp://ego.psych.mcgill.ca/pub/ramsay/FDAfuns/Matlab/
lip.zip.
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Figure 2.9: Heights of the first 15 females in the Berkeley Growth Study.
Circles indicate the ages at which the measurements were taken.
are clearly, by the nature of the observed phenomenon, discrete versions of
continuous curves. And lip positions and lip accelerations curves share a
common shape, with eventually some slight shifts.
The third example shown in the figure 2.11 (see
[Ferraty and Vieu, 2003])5 comes from a quality control problem in
the food industry. For each meat sample the data consists of a 100 channel
spectrum of absorbances ( absorbance is the − log10 of the transmittance
measured by the spectrometer). These data were recorded on a Tecator
Infractec Food and Feed Analyzer working in the wavelength range 850-1050
nm by the near-infrared (NIR) transmission principle. In this example,
the parameter t represents the wavelength for which the measurement was
made. Even if data are discretized, they come clearly from continuous
curves, but are stored in 215× 100 matrix.
Our last example comes from a speech recognition problem (see
[Ferraty and Vieu, 2006] or [Hastie et al., 1995])6. Data (see figure 2.12) are
log-periodograms corresponding to recordings of speakers of 32 ms duration,
and are stored in a 4509 × 256 matrix. Here also, even if we have to deal
5Dataset available at: http://lib.stat.cmu.edu/datasets/tecator.
6The dataset is available at: http://www-stat.stanford.edu/ElemStatLearn, which
is the website of [Hastie et al., 2001].
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Figure 2.10: Position of the center of the lower lip of a speaker pronounc-
ing the syllable “bob” for 32 replications, corresponding accelerations, elec-
tromyogram (EMG) from a facial muscle linked to the lower lip.
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Figure 2.11: The Spectromectric Curves from the Tecator Dataset.
with discretized data, they come from a continuous phenomenon. The study
concerns five speech frames corresponding to five phonemes transcribed as
follows:
• “sh” as in “she” (group 1);
• “iy” as in “she” (group 2);
• “dcl” as in “dark” (group 3);
• “aa” as the vowel in “dark” (group 4);
• “ao” as the first vowel in “water” (group 5).
In these four examples, it is clear that we are facing to discrete versions
of continuous curves. To illustrate the additional functional nature of these
data, it is interesting to perform a Principal Component Analysis (PCA)
on each dataset containing the discretized versions of these functions. If we
plot the two first components of each PCA, then in all cases we can see that
there is clearly a scale factor, which traduce the fact that all correlations
are positives (except in very few cases for the phonemes data) in the matrix
of correlations used for the PCA. This strong relation between variables
illustrate why we can call them functional data: any variable depends of an
underlying parameter t and moreover is strongly related to the others.
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Figure 2.12: The phonemes data.
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Figure 2.13: The two first factors of the standard PCA for the Growth data.
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Figure 2.14: The two first factors of the standard PCA for the Lip position
data.
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Figure 2.15: The two first factors of the standard PCA for the Tecator data.
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Figure 2.16: The two first factors of the standard PCA for the phonemes
data.
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Now, let us introduce the most basic and developed tasks of the func-
tional data analysis.
The first goal of the functional data analysis (fda) is to represent and to
store data in a way that aid further analysis and reflect the functional nature
of these data. As we have seen in the preceding examples, usually, functional
data are stored in a multidimensional way: for a given X , we know the values
{X (t1), . . . ,X (tn)}, for a given subset {t1, . . . , tn}, and often these values are
affected by some noise: in fact, most of the time we know {y1, . . . , yn} where
yi = X (ti) + i, (2.1)
where the noise i contributes to the roughness of the raw data. Then the
first goal of fda, can be seen as “given {y1, . . . , yn}, how to find the best
estimation for X ?” And the more familiar technique of fitting model to
data is the least square estimation, minimizing the sum of square errors
(SSE):
SSE =
n∑
i=1
[
yi − X̂ (ti)
]2
. (2.2)
Of course, find the minimum for the SSE criterion is only possible when we
have a parametric model for X̂ . And in our case any type of function can
be met, then the linear model and other simple models are inadequates. We
need a very flexible model for X̂ . The usual functional models are based on
linear combinations of basis functions:
X̂ (t) =
K∑
k=1
ckφk(t). (2.3)
The most familiar basis functions are the monomials:
1, t, t2; t3, . . . , tk, . . .
or the Fourier series terms
1, sin(ωt), cos(ωt), sin(2ωt), cos(2ωt), . . . .
But the most flexible are based on spline functions, and more precisely on
B-splines.
A spline is a special function defined piecewise by polynomials: let K
points, called knots, belonging to a real interval [a, b]: a = t0 < t1 < . . . <
tK−2 < tK−1 = b. The function
S : [a, b]← IR
is called a spline of degree n if
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1. S ∈ Cn−1(a, b), i.e. S is n− 1 differentiable with continuous differen-
tials,
2. for any restriction on [ti, ti+1] (i = 0, . . . , k − 2), S is a polynomial of
degree n:
S|[ti,ti+1] ∈ [a, b]n(t),
where [a, b]n(t) is the set of polynomials in t of degree n defined in
[a, b].
Thus:
• a spline of degree 0, is just a piecewise constant function, and its
derivative is the zero function,
• a spline of degree 1, is just a piecewise linear function, and its derivative
is a piecewise constant function,
• a spline of degree 2, is just a piecewise quadratic function, and its
derivative is a piecewise linear function,
• ...
The most powerful splines functions are the B-spline functions: given
the knots τ = {a = t0, t1, . . . , tK−2, tK−1 = b} defined above, a B-spline of
degree n is given by the following linear combination:
S(t) =
K+n−1∑
k=0
ckBk,n(t; τ) (2.4)
where n is the degree of the basis functions Bk,n. These latter are defined
as follow:
Bj,0(t; τ) =
{
1 if tj ≤ t < tj+1
0 otherwise
(2.5)
Bj,n(t; τ) =
t− tj
tj+n − tjBj,n−1(t; τ) +
tj+n+1 − t
tj+n+1 − tj+1Bj+1,n−1(t) (2.6)
where Bk,n(t; τ) denotes the value at t of the k
th function of the basis defined
by the set of knots τ .
Figures 2.17 to 2.19 show the sets of basis functions for a B-spline of,
respectively, order 0, 1 and 2. The number of basis functions is equal to
K +n− 1, where K is the number of knots and n the order of the B-spline.
We see that B-splines of order 0 are constant polynomials, B-splines of order
1 are piecewise straight lines and B-splines of order 2 are polynomials of
degree 2. See [de Boor, 2002] and [Schumaker, 1981] for more details on
spline functions.
There is many advantage to use a basis representation given by expres-
sion (2.3), with the B-splines or other functions, to store and work with
functional data:
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Figure 2.17: The four constant functions defining an order 0 spline with 5
knots:
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Basis functions of a B−spline of order 1
t
B k
(t)
Figure 2.18: The five linear piecewise functions defining an order 1 spline
with 5 knots.
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Figure 2.19: The six quadratic piecewise functions defining an order 2 spline
with 5 knots.
• we can work directly with functions, and not with discretized versions
of these;
• fitting functional data into a basis representation leads to the reduction
of the noise i;
• once the basis functions are chosen, the only numbers to store to record
a fitted functional are the coefficients ck of the linear combination given
by expression (2.3), and then the basis representation can be seen as
a dimensionality reduction, and some analysis can be made on these
coefficients;
• if the chosen basis representation functions φk are differentiables, then
the derivative of expression (2.3) is given by
dX̂ (t)
dt
=
K∑
k=1
ckφ
′
k(t). (2.7)
This last point is very interesting because, it is well known in real analy-
sis, that the derivatives of a function contain important informations which
can not be known when we work only on the original function (i.e. without
the derivatives). Thus, in the three first examples of functional data, i.e.
the height curves (fig.2.9), the lip positions (fig.2.10) and the spectrometric
curves (2.11), once we have plotted the data connecting the different discrete
values of each data with simple lines, the fineness of the discretization seems
to reveals the “smoothness” of these data. In an analytical point of view,
we could say that these data seems continuous, and more, differentiable.
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Figure 2.20: First derivatives of the Tecator Data.
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Figure 2.21: Second derivatives of the Tecator Data.
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Figures 2.20 and 2.21 show the first and second derivatives of Tecator data.
When functional data are continuous and differentiable, then, often, the
derivatives of the data contain also very interesting informations for data
analysis tasks. For the sake of illustration the Tecator dataset shown in
figure 2.11 contains, in addition to the spectrometric curves, a real variable
with the percentage of fat content for each element. And the data are usually
separated in two groups: the group with a low fat content (less than 20%)
and the group with a high fat content (more or equal to 20%). Figures 2.22
and 2.23 show these two groups, and we see that the only visual difference
is a “little jump” of the curves in the group of high fat content, in the
wavelengths between 900 and 950 nm. This slight difference is very little to
perform one of the classical data analysis: the supervised classification, i.e.
the learning of how to assign a new record to one of the two groups using
the known data (see section 6.3 in chapter 6 for more details). While, if we
look at the first and the second derivatives of the two groups (respectively
figures 2.24 and 2.25 and figures 2.26 and 2.27) we see that there is a more
clear difference between the two groups, and not only between wavelengths
between 900 and 950 nm! And, regardless of the supervised classification
method used, the results are always better when the method is applied on
the derivatives of these data (on the second derivatives, more precisely).
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Figure 2.22: Tecator Data with high fat content.
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Figure 2.23: Tecator Data with low fat content.
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Figure 2.24: First derivatives of the Tecator Data with high fat content.
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Figure 2.25: First derivatives of the Tecator Data with low fat content.
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Figure 2.26: Second derivative of the Tecator Data with high fat content.
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Figure 2.27: Second derivatives of the Tecator Data with low fat content.
This use of the derivatives, is also a good advocacy for a fully functional
data analysis approach. Indeed, a common objection to the functional anal-
ysis is the following: “Since functional data are always stored as discretized
versions why do not directly use the classical multidimensional techniques?”.
The first argument for fda is the fact that some classical multidimensional
methods are not well adapted to data with highly correlated variables, as
it is the case for functional data. Another argument is what we called the
“curse of dimensionality”: finest is the discretization of the curve, higher is
the dimension of its discrete version. And the high dimensionality of the
data leads to the scarcity of the data included in a ball with fixed radius,
when the dimensionality increase7. To counter this curse of dimensionality,
it is natural to try to use dimensionality reduction techniques, but they do
not always take into account the functional nature of the data. Our last
argument is directly linked to the use of the derivatives: it is only if we
consider and develop tools and methods which take into account the func-
tional nature of functional data that we can hope to discover usable pieces
of knowledge.
Once functional data are stored in a “functional way”, some improvement
can made to the fitting of the functional model given by expression (2.3) for
7We will encounter this problem in this thesis and we will also use call it a “volumetric
behavior”.
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a given data. An example of improvement concern the “roughness” wanted
for the estimation X̂ . For this purpose a “roughness penalty” is added to
the least square criterion (2.2):
PENm(X̂ ) =
∫
[
dm
ds
X̂ (s)]2ds (2.8)
where m is usually equal to 2 when we want to minimize the curvature of
the functional.
After the preliminary steps of registering and displaying data, in most of
the times users want to explore the data to see the features characterizing
typical functions. And for this, in the multivariate context, a very popular
analysis technique is the principle component analysis (PCA). In retaining
the characteristics of the dataset that contribute most to its variance, PCA
can be used for dimensionality reduction in a dataset. In the functional
framework, such a technique is interesting because, it permits to focus on
important components, ignoring the more “noisy components”. Like in the
classical framework, in fda, PCA try to find the projection of a given set of
data {X1, . . . ,XN} in the subspace which maximizes the portion of explained
variance (for a chosen K):
X̂i(t) =
K∑
k=1
fikξk(t) (2.9)
where the basis functions {ξ1, . . . , ξK} are orthogonal.
In data analysis, after a first exploratory step, often, there is a need to
find a global model which permits to understand and predict the underlying
phenomenon. And a popular tool for this the regression. In the functional
case the regression is given by:
Y = r(X ) +  (2.10)
where X is the functional variable, r the regression function and Y the
response variable. This response can be scalar or functional. As in the
multivariate case the linear model is the most popular, and can be fitted
using a sum of square criterion.
After regression tools, the probabilistic models are often used in data
analysis. The studies of stochastic process has developed probability models
in the case of infinite dimensional spaces, but rather with strong assump-
tions. In the fda framework, the infinite dimensional nature of functional
data makes difficult to define general probabilistic models (i.e. with very few
assumptions). Some results on probabilities exist in the non linear regression
problem, where the regression can be defined using probabilities:
r(X ) = E[Y|X = u] (2.11)
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and the conditional cdf of Y given X is defined by:
P (Y ≤ y|X = u) . (2.12)
In this case [Ferraty and Vieu, 2006] developed a nonparametric approach,
using kernel methods, for these last two expressions.
To give the rate of convergence of the non parametric method detailed
in [Ferraty and Vieu, 2006], the concept of small ball probability function is
used:
ϕu(r) = P (X ∈ B(u, r)) = P (d(X , u) ≤ r). (2.13)
where d is a semi-metric.
The kernel methods are also used in supervised and unsupervised classifi-
cation tasks (see also chapter 6 for more details), to compute the probability
that a given functional data u belonging to a group:
P (Y = k|X = u) (2.14)
where Y = k means: “the function belong to the group labeled k”.
In the same nonparametric approach, [Dabo-Niang, 2002] and
[Dabo-Niang, 2004] propose a first approach to the estimation of the density
using also small balls over a sample X1, . . . , Xn:
fn(u) =
1
nµ(B(u, rn))
n∑
i=1
I(Xi ∈ B(u, rn)) (2.15)
where rn → 0, nµ(B(u, rn))→∞, when n→∞.
An extended review of the existing techniques in functional data analysis
can be found in the following monographes [Ramsay and Silverman, 2005]
and [Ferraty and Vieu, 2006]).
It is a well known fact that probability distributions are fundamen-
tal tools to build reliable methods for statistical inference and efficient
data analysis techniques. Then to extend classical data analysis tech-
niques to the functional case, the functional data analysis need to de-
velop proper probabilities and statistical methods, as noted J. Ramsay
[Ramsay and Silverman, 2005]: Because of the infinite dimensional nature
of functional variation, the whole matter of extending conventional methods
of inference whether parametric or nonparametric, Bayesian or frequentist
is one that will require considerable thought before being well understood. We
consider that there is much to do before functional data analysis will have
an inferential basis as developed as that of multivariate statistics.
Chapter 3
Probability Distributions In
Infinite Dimensional Spaces
Life is a school of probability.
Walter Bagehot
3.1 Introduction
In this chapter, we are going to recall, in the framework of the probability
theory, the problem of defining a probability distribution when the dimen-
sion of the considered space is infinite, as in the case of functional random
variables.
We start with some recalls of classical concepts of probability (σ-algebra,
measurable functions, probability function) required for the definition of real
random variables and their probability and density functions. We consider
firstly the case of one real random variable and then the case of a vector of
real random variables. After this, we consider the problem of the distribu-
tion of a functional random variable, which is another name for stochastic
processes. And the probability distributions have been studied largely in
this framework, but with rather strong hypotheses [Cox and Miller, 1965],
[Gihman and Skorohod, 1974], [Bartlett, 1978] and [Stirzaker, 2005]. Some
processes are very famous like Markov process [Meyn and L, 1993]. Such a
process has the property that present is not influenced by all the past but
only by the last visited state. A very particular case is the random walk,
which has the property that one-step transitions are permitted only to the
nearest neighboring states. Such local changes of state may be regarded as
the analogue for discrete states of the phenomenon of continuous changes
for continuous states. The limiting process is called the Wiener process or
Brownian motion. The Wiener process is a diffusion process having the spe-
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cial property of independent increments. Some more general Markov chain
with only local changes of state are permissible, gives also Markov limiting
process for continuous time and continuous states. The density probability
is solution of a special case of the Fokker-Planck diffusion equation.
If we do not want to assume with strong hypothesis like Markov, then
we have to deal with the problem of define and compute probability dis-
tributions in an infinite-dimensional space, and the classical way to solve
it uses two simplifying steps, by the means of dimensionality reductions.
The first step, the separability property, permits to reduce our attention
from a dimensionality with continuum hypothesis to an infinite, but count-
able, dimensionality. The separability is precious for stochastic process since
[Doob, 1953] shown that when some conditions are fulfilled, a stochastic pro-
cess is stochastically equivalent to a separable process.
The second “reduction” step is given by the Kolmogorov’s extension
theorem, which permits to define a probability on IR∞ built upon a family
of finite dimensional joint distributions. The practical consequence of this
theorem is that it is usual to work with finite dimensional distributions
when they exist, these latter being easier and well known. But even if this
classical solution allows us to solve a lot of classical problems we recall that
this remains an approximation and the need of a well defined solution in the
infinite dimensional space of functional random variables is still intact.
3.2 Real Random Variables
Even if we do not focus our attention on real random variables, it is inter-
esting to recall some basics of the probability theory [Neveu, 1964].
Definition 3.2.1. Let Ω an nonempty set, called the sample space, a subset
A ⊂ Ω is called an event, and an element ω ∈ Ω is an elementary event.
Let A be a class of events, then A is a Boolean algebra if it contains: the
sure event Ω, the impossible event ∅ and is closed under complementation,
finite union and intersections, i.e.:
(i) ∅ ⊂ A and Ω ⊂ A,
(ii) if A ∈ A, then Ac ∈ A,
(iii) ∀n ∈ N0, if A1, . . . , An ∈ A, then(
n⋃
i=1
Ai
)
∈ A,
(
n⋂
i=1
Ai
)
∈ A. (3.1)
A is a σ-algebra if it is also closed for countable unions and intersections,
i.e.:
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(iv) if A1, A2, . . . ∈ A, then( ∞⋃
i=1
Ai
)
∈ A,
( ∞⋂
i=1
Ai
)
∈ A. (3.2)
The pair (Ω,A) formed by a set Ω and a σ-algebra A of subset of Ω is called
a measurable space.
Now let us recall the classical probability axioms given by Kolmogorov
[Kolmogorov, 1950].
Definition 3.2.2. Let Ω be a set of elementary events, A a σ-algebra on Ω
and P an application from A into [0, 1] such that:
(i) 0 ≤ P (A) ≤ 1 ∀A ∈ A,
(ii) P (Ω) = 1,
(iii) if {Ai} is any countable sequence of disjoint events, then
P
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai) . (3.3)
The triple (Ω,A, P ) is called a probability space, and P is a probability
function.
As our main interest are probability distributions and random variables,
let us recall some definitions in the real random variables [Kolmogorov, 1950]
[Billingsley, 1968]. Let us start with the definition of a measurable mapping.
Definition 3.2.3. Let (Ω,A) and (Ω′,A′) be measurable spaces. A mapping
X : Ω→ Ω′ from Ω into Ω′ is a measurable mapping if ∀A′ ∈ A′
X−1(A′) =
{
a ∈ A : X(a) ∈ A′} ⊂ A. (3.4)
If X−1(A′) denotes the class {X−1(A′) : A′ ∈ A′}, this condition may be
succinctly stated as X−1(A′) ⊂ A.
When Ω′ is the n-dimensional Euclidean space IRn, we always take A′
to be the class Rn of n-dimensional Borel sets (the σ-field generated by the
open subsets of IRn with the Euclidean metric), and we say X is measurable
if X−1 (Rn) ⊂ A. Measurable mappings permits to us to use a probability
function, defined in a probability space, in another measurable space.
Proposition 3.2.1. Let (Ω,A, P ) be a probability space and (Ω′,A′) a mea-
surable space. If X is a measurable mapping from Ω into Ω′ then the fol-
lowing application:
PX(A
′) = P
{
X−1(A′)
}
(3.5)
defines a probability function from A′ into [0, 1], and a probability space
(Ω,A′, PX).
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Now, using measurable mappings we can define the concept of real ran-
dom variable.
Definition 3.2.4. Let (Ω,A, P ) be a probability space, then the function
X : Ω→ IR : ω 7→ X(ω) (3.6)
is a real random variable (rrv) if X is measurable, i.e. X−1 (R) ⊂ A.
The function FX : IR→ [0, 1] given by:
FX(x) = PX {]−∞, x]} (3.7)
= P {ω ∈ Ω : X(ω) ≤ x} (3.8)
= P [X ≤ x] (3.9)
is called the distribution function of the real random variable X or cumu-
lative distribution function (cdf).
If the distribution is differentiable, then its derivative with respect to r is
called the probability density of X at the point r or the probability density
function (pdf):
fX(x) =
d
dx
FX(x). (3.10)
If the probability density exists then we have the following relation:
FX(x) =
∫ x
−∞
fX(s)ds (3.11)
for each r. In this case FX is called continuous and then we can express the
probability function PX(A) for each Borel set A ∈ R in term of fX :
PX(A) =
∫
A
fX(s)ds. (3.12)
And in the general case, we write, analogously:
PX(A) =
∫
A
dFX(s). (3.13)
Sometimes the notationX means the function side of the rrv , and sometimes
it means a possible value X(ω), for an event ω. The context of the use will
always permits to the reader to know the meaning.
We recall here basics properties of cdf of a real random variable
[Kolmogorov, 1950].
Proposition 3.2.2. Let X be a rrv, FX its cdf and x, y ∈ IR, then FX has
the following properties:
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1. FX is monotone increasing, i.e.
x < y ⇒ FX(x) ≤ FX(y),
2. FX is right-continuous, i.e. ∀x0 ∈ IR we have
∀ε > 0, ∃δ > 0 : x0 < x < x0 + δ ⇒ |FX(x)− FX(x0)| < ε,
3. lim
x→−∞FX(x) = 0,
4. lim
x→+∞FX(x) = 1.
Definition 3.2.5. Let X a real random variable with cdf FX . Then for any
p ∈]0, 1[ the quantile function of X, denoted QX is defined by
QX(p) = inf{x ∈ IR : p ≤ FX(x)}. (3.14)
If S is an interval where FX is strictly increasing, then QX(p) = F
−1
X (p) in
the usual sense.
When several rrv are considered we talk about multidimensional real
random variables.
Definition 3.2.6. Let (Ω,A, P ) be a probability space. Let n ∈ N0, then if
X1, . . . , Xn are n real random variables, the vector X = (X1, . . . , Xn) defines
a multidimensional real random variable.
If we denotes x = (x1, . . . , xn) ∈ IRn, then the function HX : IRn → [0, 1]
given by:
HX(x) = HX1,...,Xn(x1, . . . , xn) (3.15)
= PX1,...,Xn
{
n∏
i=1
]−∞, xi]
}
(3.16)
= P {ω ∈ Ω : Xi(ω) ≤ xi, i = 1, . . . , n} (3.17)
= P [Xi ≤ xi, i = 1, . . . , n] (3.18)
is called the distribution function of the random variable X or the joint
distribution function of the randoms variables Xi.
The distributions
FXi(xi) = HX1,...,Xn(+∞, . . . ,+∞, xi,+∞, . . . ,+∞) (3.19)
are called the margins or the marginals of the joint distribution HX1,...,Xn.
Moreover, if there exists the derivatives of HX, then
hX(x) =
∂n
∂x1 . . . ∂xn
HX(x) (3.20)
is called the n-dimensional probability density of X at the point x.
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If the joint density exists for every point t = (t1, . . . , tn) ∈ IRn, then we
have the following relation:
HX(x) =
∫ x1
−∞
. . .
∫ xn
−∞
hX(s)ds1 . . . dsn. (3.21)
In this case HX is called continuous, and then for every Borel set A ∈ Rn
we have
PX(A) =
∫∫
. . .
∫
A
hX(s)ds1 . . . dsn (3.22)
Let us close this section of recalls with two important properties of the
joint distribution functions. These classical properties will play a major role
in the Daniell-Kolmogorov extension method in order to define a probability
distribution in infinite-dimensional spaces (cf.p.50).
Let σ a permutation of {1, . . . , n}, and rσ the transformation of the space
IRn such:
rσ(x1, . . . , xn) = (xσ(1), . . . , xσ(n))
then it is obvious that
PXσ(1),...,Xσ(n)(A) = PX1,...,Xn(r
−1
σ (A)). (3.23)
Now let pin,k denotes the natural projection from IR
n into IRk (k < n) such
that
pin,k(x1, . . . , xn) = (x1, . . . , xk).
The inverse function is defined in the following manner:
pi−1n,k(x1, . . . , xk) = {(x1, . . . , xk, xk+1, . . . , xn), xk+1, . . . , xn ∈ IR} . (3.24)
The application pi−1n,k is obviously measurable, then using (3.5), p.37, we have
the following property:
PX1,...,Xk(A) = PX1,...,Xn(pi
−1
n,k(A)) (3.25)
where A ⊂ IRk.
For the corresponding distribution functions, (3.23) and (3.25) become
HXσ(1),...,Xσ(n)(xσ(1), . . . , xσ(n)) = HX1,...,Xn(x1, . . . , xn) (3.26)
HX1,...,Xk(x1, . . . , xk) = HX1,...,Xn(x1, . . . , xk,+∞, . . . ,+∞). (3.27)
Expression (3.27) provides the mean to define the k-multidimensional mar-
gins of a joint cdf .
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Figure 3.1: Pointwise ordrer illustration (1)
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Figure 3.2: Pointwise ordrer illustration (2)
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3.3 Functional Random Variables
In the functional case, a random variable becomes a function, thus we are in
the field of stochastic processes. We give, here the complete definition used
in [Neveu, 1964] (see also [Lamperti, 1977], p2).
Definition 3.3.1. Let (Ω,A, P ) a probability space and D a real interval.
A functional random variable (frv) or real random function on D is any
random variable X that gives a function from D × Ω into R and such for
any t ∈ D, X (t, .), is a real random variable on (Ω,A, P ).
Each function X (., ω) is called a realization (or a sample path). In the
following we will write Xt for the real random variable resulting from the
computations in t of the functional realizations: X (t, .).
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Figure 3.3: Pointwise ordrer illustration (3)
In the case of a real random variable, the distribution is simply defined
in expression (3.9) as the probability that random variable is less or equal
to the chosen value. In the functional case the same definition can be used
if we use an order on a set of functions.
Definition 3.3.2. Let u, v two functions defined on D. The pointwise orders
≤D and <D between two functions u and v defined on D are given respectively
by:
u ≤D v ⇐⇒ ∀t ∈ D, u(t) ≤ v(t), (3.28)
3.3. FUNCTIONAL RANDOM VARIABLES 43
850 900 950 1000 1050
2.
0
2.
5
3.
0
3.
5
4.
0
4.
5
5.
0
5.
5
FCDF of The Tecator Data
Wavelength(nm)
Ab
so
rb
an
ce
u
Figure 3.4: Pointwise ordrer illustration (4)
u <D v ⇐⇒ ∀t ∈ D, u(t) < v(t). (3.29)
If ∀t ∈ D u(x) ≥ 0, then we will write u ≥D 0, and u >D 0 in the strict
case.
Figures 3.1, 3.2, 3.3 and 3.4 show four subsets of the Tecator data, less
or equal to a chosen function u. In the figure 3.1, u is a constant function;
in the figure 3.2, u is straight line with a positive slope. In the figure 3.3, u
is a parabola; and finally in the figure 3.4, u is a function from the dataset.
Let us recall the uniform convergence [Lusternik and Sobolev, 1974].
Definition 3.3.3. Let a sequence {un, n ∈ IN} of functions of ID.
1. We say that the sequence {un} is uniformly convergent to u ∈ ID if,
∀ε > 0, ∃n ∈ IN such,
m ≥ n⇒ |um(t)− u(t)| < ε, ∀t ∈ D
or equivalently
m ≥ n⇒ sup
t∈D
|um(t)− u(t)| < ε.
We say that u is the limit of the sequence {un}, and write un → u as
n→∞, or lim
n→∞un = u.
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2. We say that the sequence {un} is uniformly divergent to +∞ if, ∀ε >
0, ∃n ∈ IN such,
m ≥ n⇒ um(t) > ε, ∀t ∈ D
or equivalently
m ≥ n⇒ sup
t∈D
um(t) > ε.
We say that +∞ is the limit of the sequence {un}, and write un → +∞
as n→∞, or lim
n→∞un = +∞.
3. We say that the sequence {un} is uniformly divergent to −∞ if, the
sequence {−un} is uniformly divergent to +∞. We say that −∞ is
the limit of the sequence {un}, and write un → −∞ as n → ∞, or
lim
n→∞un = −∞.
Remark 3.3.1. Let us remark that, the uniform convergence can be defined
using the pointwise order:
sup
t∈D
|um(t)− u(t)| < ε ⇔ |um(t)− u(t)| < ε, ∀t ∈ D
⇔ u(t)− ε < um(t) < u(t) + ε, ∀t ∈ D
⇔ u(t)− ε <D um(t) <D u(t) + ε.
Define and compute the probability of such realizations of a functional
random variable is the main goal of this work, and using the pointwise order
between two functions, we can define this probability distribution as easily
as for a real random variable.
Definition 3.3.4. The functional cumulative distribution function (fcdf)
of an frv X on D computed at u defined on D is given by:
FX ,D(u) = P [X ≤D u] (3.30)
= P [X (t) ≤ u(t), ∀t ∈ D] (3.31)
= P{ω ∈ Ω : X (t, ω) ≤ u(t), ∀t ∈ D} (3.32)
= P (AX ,D(u)) (3.33)
where
AX ,D(u) = {ω ∈ Ω : X ≤D u} . (3.34)
This definition is the continuous extension of the notion of distributions
of distributions (i.e. when Xt and u(t) are themselves univariate cdfs for
any t) proposed by [Diday, 2002] in the symbolic data analysis framework.
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More precisely distributions of distributions are finite dimensional distribu-
tions (see below section 3.5), while the above definition of fcdf is not finite
dimensional.
It is easy to see that the pointwise order is a partial order over the
function defined on D, and not a total order. This characteristic makes
difficult to compute expression (3.30) in an empirical way. Let us start
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Figure 3.5: A example with 20 sample functions
intuitively with a simple and empirical example on synthetic data (Fig.
3.5), where D = [−20, 20], and suppose that the drawn functions with solid
lines (included u) form a representative sample A of a functional random
variable X . We can try to empirically estimate the distribution of X at u,
this later being a function of the sample:
F̂X ,D(u) =
# {f ∈ A : f ≤D u}
#A
=
16
20
=
4
5
.
In the same manner we can calculate the distribution in v, which is not a
part of the sample:
F̂X ,D(v) =
# {f ∈ A : f ≤D v}
#A
=
2
20
=
1
10
.
But for w, as w is not comparable with any function of the sample:
{f ∈ A : f ≤D w} = ∅
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the estimation gives 0, and this in spite of the fact that w is greater than
1/20 of the functions of A for most of the values of D.
Another problem to compute the expression (3.30) is the infinite nature
of the functional data, and more precisely, the uncountable infinity. Thus,
following set:
AX ,D(u) =
⋂
t∈D
{ω ∈ Ω : X (t, ω) ≤ u(t)} (3.35)
is not necessarily measurable since D is not countable.
The classical way to find a solution to this problem could be seen as a
“simplification” process in two steps: first the separability condition permits
us to consider only the infinitely countable case, and then the Kolmogorov’s
extension theorem leads us to consider only finite dimensional distributions
of the process.
Original contribution(s) 1. In this section we give a formal definition
of probability distributions for frvs using the pointwise order between two
functions.
3.4 Separable Functions
The separability property is interesting for frv defined in metric spaces with
images in a compact space. Thus we start this section with the recall of
these notions [Lusternik and Sobolev, 1974].
Definition 3.4.1. A set V is called a metric space if for every pair (x, y) of
this set is associated a non-negative real number ρV (x, y), with the following
properties:
1. ρV (x, y) = 0 if and only if x = y ( identity),
2. ρV (x, y) = ρV (y, x) ( symmetry),
3. ρV (x, y) + ρV (y, z) ≥ ρV (x, z) ( triangle inequality).
The number ρV (x, y) is called the distance between the elements x and y.
Definition 3.4.2. A space V is by definition separable if it contains a
countable, dense subset.
In other words, if V is separable, then there exists in V a sequence
x = (x1, x2, . . .), belonging to IR
∞ the set of sequences of real numbers,
such that for any x ∈ V we find a subsequence {xn1 , xn2 , . . .} of x which
converges to x.
And if V is a metric space, then for every x ∈ V and every ε > 0 there
exists an element xn0 of x, verifying ρV (x, xn0) < ε.
An important example is IR: Q is dense in the real line, and Q is count-
able, then IR is separable.
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We give below two equivalent definitions of a compact space in the gen-
eral case of metric spaces [Atkinson and Han, 2001].
Definition 3.4.3. Let S be a subset of a metric space V .
1. S is compact if every sequence {xj} ⊆ S contains a convergent subse-
quence {xjk} that converge to a point x ∈ S.
2. We say S has an open covering if there exists a collection of open sets
C such that S is a subset of the union other open sets indexed in C,
i.e. if C = {Uα|α ∈ Λ} (where Λ is an index set), then
S ⊆
⋃
α∈Λ
Uα.
We say S is compact if for every open covering of S, there is a finite
subcover {Uαj |j = 1, . . . ,m} ⊆ {Uα|α ∈ Λ} which also covers S.
Now we give the separability property for frv
[Gihman and Skorohod, 1974].
Definition 3.4.4. An frv X is called separable if there exists in D an
everywhere countable set S of points {ti} and a set N of Ω of probability
0 such that for an arbitrary open set G ⊂ D and an arbitrary closed set
F ⊂ IR the two sets
{ω : X (t, ω) ∈ F, ∀t ∈ G}
{ω : X (t, ω) ∈ F, ∀t ∈ G ∩ S}
differ from each other only on the subset N . The set S is called the separa-
bility set.
This property is interesting when, for an frv X , we can find a separable
frv “equivalent” to X .
Definition 3.4.5. Two frv X1(t, ω) and X2(t, ω) (t ∈ D, ω ∈ Ω) are called
stochastically equivalent if for any t ∈ D
P {X1(t, ω) 6= X2(t, ω)} = 0 (3.36)
The interest of separability comes from the following theorem
[Doob, 1953].
Theorem 3.4.1 (J.L. Doob). Let U and V be metric spaces, U be separable,
V be compact. An arbitrary random function X (t, ω), t ∈ U with values in
V is stochastically equivalent to a certain separable random function.
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Doob’s theorem allows us, for a given frv , to work with a stochastic
equivalent separable frv . The distribution of the former needs to compute
the probability of an infinite uncountable intersection, whereas the latter
needs “only” an infinite countable intersection. In other words the fcdf
of a separable frv is evaluated with an intersection of ℵ01 sets, while the
equivalent frv is evaluated in an intersection of 2ℵ0 sets.
Knowing that any interval D ⊆ IR, with the classical Euclidean
distance, is a metric space, and any closed real interval I is com-
pact, in the following, we always work with frv belonging to the
set ID of all functions from D into I.
If, for a given separability set S = {t1, t2, . . .}, we define a projection
operator PID ,IR∞ from ID into IR∞ by
PID ,IR∞(u) = (u(t1), u(t2), . . .) = u, (3.37)
then Doob’s theorem allows us, for a given frv X , to work with the following
frv
X ′ = PID ,IR∞(X ) = (Xt1 ,Xt2 , . . .)
defined on the S.
Now the fcdf can be evaluated with the following expression
P
{⋂
i∈N
{ω ∈ Ω : Xti(ω) ≤ u(t)}
}
. (3.38)
This expression in IR∞, is not obvious to compute, so the second “simplifi-
cation” step is to work only in k-dimensional space using the Kolmogorov’s
extension theorem.
3.5 Kolmogorov’s extension
In this section we present the Daniell-Kolmogorov’s extension theorem.
This result was published by [Daniell, 1919a], but not in a probabilis-
tic context, and later in [Kolmogorov, 1933] associated to the distribu-
tions functions. We present this result following the presentation found
in [Kolmogorov, 1950] but with some notations used in [Billingsley, 1968]
and [Gihman and Skorohod, 1974].
This theorem link the probability in IR∞ with the probabilities in IRn,
n ∈ N0. In previous sections we have defined pin,k, the projection from IRn
into IRk, and PID ,IR∞ the projection from2 ID into IR∞. Now, let us define
a third, and intermediate, projection from IR∞ into IRn.
1ℵ0 is the cardinal of N, and 2ℵ0 is the cardinal of IR.
2More precisely we should consider the projection from ID into I∞, but P
ID,IR∞ is
more general since I∞ ⊂ IR∞.
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Definition 3.5.1. Let n ∈ N0 and, {i1, . . . , in} n be different natural num-
bers, we define PN,{i1,...,in} the natural projection from IR
∞ to IRn, by
PN,{i1,...,in}(x) = (xi1 , . . . , xin). (3.39)
Of course, for a given vector (xi1 , . . . , xin), there exists an infinity of
sequence of IR∞ which have this vector as result of the projection PN,{i1,...,in}.
Definition 3.5.2. For n ≥ 1, and A(n) ⊂ IRn a finite-dimensional set,
cylindrical set or cylinder, is a set of the folowing form:
Ci1,...,in(A(n)) = P−1N,{i1,...,in}(A
(n)) (3.40)
=
{
x ∈ IR∞ : PN,{i1,...,in}(x) ∈ A(n)
}
. (3.41)
A cylindrical set is a Borel cylindrical set if the corresponding set A(n) is
in Rn. All the Borel cylindrical set of the space IR∞ form a Boolean algebra
denoted F , and BF denotes the smallest σ−algebra containing F .
In a probabilistic point of view, for a separable frv with separability set
S = {t1, t2, . . .}, the cylinder corresponding to A(n) is also given by:
Ci1,...,in(A(n)) =
{
ω ∈ Ω : PN,{i1,...,in} ◦ PID ,IR∞ (X ) ∈ A(n)
}
(3.42)
=
{
ω ∈ Ω :
(
Xti1 , . . . ,Xtin
)
∈ A(n)
}
. (3.43)
A cylindrical set can be defined with different choices of coordinates. It is
obvious that:
Ci1,...,in(A(n)) = Ci1,...,in,in+1,...,in+m(A(n) × IRm). (3.44)
Then any cylinder defined with the index set I = {i1, . . . , in} can be defined
on any index set containing I.
Now, let us suppose that we have a probability function P defined on
(IR∞,R∞) (where R∞ is the σ-field of Borel sets in IR∞). Then using
P−1
N,{i1,...,in} and (3.5), it is easy to define joint probability distributions on
(IRn,Rn). For any Borel cylinder generated by a Borel set A(n) ∈ Rn, the
projection P−1
N,{i1,...,in} defines the following probability on (IR
n,Rn):
Pi1,...,in(A
(n)) = P{P−1
N,{i1,...,in}(A
(n))}. (3.45)
This latter defines also the joint distribution functions for the vector of
random real variables (Xti1 , . . . ,Xtin ):
Hi1,...,in(xi1 , . . . , xin) = Pi1,...,in

n∏
j=1
]−∞, xij ]
 . (3.46)
But we are, here, more interested by the converse. In other words, under
what conditions, a system of distribution functions Hi1,...,in given a priori
define a probability on (IR∞,R∞) ?
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Theorem 3.5.1 (Kolmogorov’s Extension). Every system of distribution
functions Hi1,...,in , satisfying the following compatibility conditions:
Hσ(i1),...,σ(in)(xσ(i1), . . . , xσ(in)) = Hi1,...,in(xi1 , . . . , xin), (3.47)
Hi1,...,in(xi1 , . . . , xin) = Hi1,...,in(xi1 , . . . , xin ,+∞, . . . ,+∞), (3.48)
defines a probability function P on BF satisfying (3.45).
We give here the sketch of the proof, the whole proof can be found in
[Kolmogorov, 1930], [Lamperti, 1966] and [Billingsley, 1968].
First, let us remark that every distribution function Hi1,...,in defines
uniquely a corresponding probability function Pi1,...,in for all Borel sets of
IRn. Then for every cylinder we set the probability by
P
(
Ci1,...,in
(
A(n)
))
= Pi1,...,in
(
A(n)
)
. (3.49)
The first thing to verify is the non-ambiguity of this definition, since the
same cylinder can be defined by several Borel sets of IRn.
Suppose that the cylinder C is defined by two Borel sets A(n) and B(m):
C = Ci1,...,in
(
A(n)
)
= Ci1,...,jm
(
B(m)
)
,
Thus, we have two different projections for C:
PN,{i1,...,in}(C) = A(n) ⊂ IRn,
PN,{j1,...,im}(C) = B(m) ⊂ IRm.
If we set {k1, . . . , kl} = {i1, . . . , im} ∪ {j1, . . . , jn}, then this cylinder can be
rewritten as folow:
C = Ci1,...,kl
(
A(n) × IRl−n
)
= Ci1,...,kl
(
B(m) × IRl−m
)
.
From the above expression it is obvious that the only possible difference
between A(n) × IRl−n and B(m) × IRl−m is a permutation σ of the copies of
IR. Then using the two compatibility conditions we have that
P (C) = Pi1,...,in
(
A(n)
)
= Pk1,...,kl
(
A(n) × IRl−n
)
= Pσ(k1),...,σ(kl)
(
B(m) × IRl−m
)
= Pj1,...,jm
(
B(m)
)
.
Once its unicity of at is proved, it remains to prove that the proba-
bility defined by (3.49) satisfies the axioms of probability (3.2.2), see
[Kolmogorov, 1930], [Lamperti, 1966] or [Billingsley, 1968] for details.
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The Kolmogorov’s extension theorem tells us that, if for any n ∈ N0 and
any set {t1, . . . , tn} (ti ∈ D) the probability of this set
AX ,D,n(u) =
n⋂
i=1
{ω ∈ Ω : X (ti, ω) ≤ u(ti)} (3.50)
can be computed with a probability P that fulfills the compatibility condi-
tions (3.47) and (3.48), then there exits a probability for the set AX ,D(u).
But the usual way to proceed is to work with the multivariate distribu-
tions of the real random variables Xt1 , . . . ,Xtn (with i 6= j ⇒ ti 6= tj), called
the finite dimensional distributions of the process:
P [AX ,D,n(u)] = HXt1 ,...,Xtn (u(t1), . . . , u(tn)) (3.51)
where HXt1 ,...,Xtn is a classical joint distribution of dimension n.
These finite dimensional distributions are the basic probability distri-
butions of the process [Doob, 1953] and are the most important aspect of
the process [Lamperti, 1977]. The use of the finite dimensional distribu-
tions is prevalent to solve the problem of compute a distribution of frv , and
this is due to the fact that [Gihman and Skorohod, 1974]: “firstly, in many
practical problems, random functions are characterized by their marginal
distributions(...). Secondly, in many cases, it is simpler to define marginal
distributions than the corresponding probability spaces(...)”
But, even if the finite dimensional distributions allows us to work with
the well known joint distributions, they are still approximations of (3.30).
Indeed, the Kolmogorov’s extension theorem build a probability based on
the cylinders, but for any t < t1, or tn < t, or ti < t < ti+1, it is impossible
to decide what happens in a probabilistic way. And this lack of information
prevents us to consider interesting problems [Kolmogorov, 1950] 3 : “We can
therefore handle all questions touching upon a denumerable sequence of ran-
dom variables. But if (D) is not denumerable, many simple and interesting
subset of (ID) remain outside of (BF). For example, the set of all element
(X ) for which Xti remains smaller than a fixed constant for all indices i,
does not belong to the system (BF) if the set (D) is non-denumerable”. In
other words, the probability defined by expression (3.45) does not allow
directly to calculate the fcdf defined by the expression (3.30).
So, the need of a probability distribution directly defined in the infi-
nite dimensional space of functional data, still acute, and thus, for several
reasons: firstly for avoid the usual approximation of the use of finite dimen-
sional distribution, secondly, because some important problems are out of
reach in the actual framework, and finally, because a well defined probability
distribution could be an opportunity to develop new tools and methods for
functional data analysis.
3In this quotation, we have slightly changed some notations with respect to our con-
ventions. Changed parts of the quotation are in brackets.
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3.6 Conclusion
In this chapter, after some recalls on probability in the one dimensional case
and in the multidimensional case, we have explained the classical way to deal
with the problem of define and compute a probability distribution for func-
tional data. This classical methodology can be seen as a two step projection.
Firstly the separability property allows us two work in IR∞ (or I∞) instead
of IRD (or ID). This first projection step permits to reduce the dimension-
ality of the problem from 2ℵ0 to ℵ0. The second projection step, using the
Kolmorogorov’s extension theorem, is a projection from IR∞ into the spaces
IRn. The idea is to define the probability on IR∞ upon a family of probabil-
ity of the spaces IRn using the concept of cylindrical sets. But, even if this
solution permits us to work on many problems, it remains very important
to define a probability distribution directly defined in a non-denumerable
set D, firstly, because the use of finite dimensional distributions involve an
approximation of the wanted probability, and secondly, because all prob-
lems that require to compute a probability in a non-denumerable domain
D, remains out of reach in this framework. For example many probabilistic
“questions” about calculus (boundedness, continuity, differentiability) are
in this case.
Chapter 4
Building FCDF Using
Copulas
A man’s errors are his portals of discovery.
James Joyce
Si vous fermez la porte a` toutes les erreurs,
la ve´rite´ restera dehors.
Rabindrana`th Tagore
Nul ne peut atteindre l’aube sans passer par
le chemin de la nuit.
Khalil Gibran
4.1 Introduction
The main idea of this chapter is a try to compute the fcdf of an frv X defined
on D as the limit of finite dimensional distributions (3.51) of dimension n:
FX ,D(u) = lim
n→∞P [AX ,D,n(u)] = limn→∞HXt1 ,...,Xtn (u(t1), . . . , u(tn)) . (4.1)
To carry out this try, we will show, firstly, how it is easy to compute the
margins of the finite dimensional distributions, and we will see how it is
possible to build a joint distribution using copulas and the marginals.
The copulas are the functions that join or “couples” multivariate dis-
tributions to their one dimensional distribution functions. Their are also
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multivariate distribution functions with uniform one-dimensional margins
defined on the interval [0, 1]. The name copula was given to these functions
by Abe Sklar [Sklar, 1959], and is a Latin noun for “a link, tie, bound”. This
word was first used by Sklar in a statistical sense, but was used, previously
and nowadays, in linguistic for a word whose links the subject of a sentence
to a predicate. Although the Sklar’s paper of 1959 is often seen as the begin-
ning of the study of copulas, but but were already studied by Wassily Ho-
effding ([Hoeffding, 1940] and [Hoeffding, 1941])as standardized distributions
whose support was on [−1/2, 1/2]2 and with uniform margins on [−1/2, 1/2].
Maurice Fre´chet ([Fre´chet, 1951]) gets similar results without knowing the
Hoeffding’s work, that is why we talk about Fre´chet-Hoeffding bounds or
classes. More recently the same functions were rediscovered by several
other authors: Kimmeldorf and Sampson ([Kolmogorov, 1930]) whose called
them uniform representation, Galambos and Deheuvels ([Galambos, 1978] )
whose used dependence functions. This rediscovery is probably due to the
fact that between 1959 and the early 80’ a very few publications was mad
on this subject: Sklar’s papers [Sklar, 1959] and [Sklar, 1973], an article
for Schweizer and Sklar [Schweizer and Sklar, 1974], the work of Schweizer
and Wolff [Schweizer and Wolff, 1981] et finally the book of Schweizer and
Sklar on probabilistic metric spaces [Schweizer and Sklar, 1983]. From the
middle of the 80’ Christian Genest published, with several co-authors,
many papers on the Archimedean copulas. These copulas were known
before, because, they derive from the notion of t-norms ([Ling, 1965] and
[Schweizer and Sklar, 1983]), but he was the first to begin to study largely
these functions ([Genest and MacKay, 1986b]). Nowadays copulas has a lot
of statistical applications, and the number of papers in his field increases
every year.
The Nelsen’s book ([Nelsen, 1999]) is the best introduction to the field of
copulas. It deals with all mathematical aspects of copulas. We have used
several definitions and propositions from this book, but we have not always
followed its presentation. We have also found inspiration in the book of Joe
([Joe, 1997]) which is on the more general concept of dependence. Actuaries
use the copulas for the risk analysis, and we have also found some interesting
examples in a course dedicated to this public [Roncalli, 2002].
In the following we introduce the copulas, and Archimedean copulas,
first in the bivariate case and then in the multivariate case. The two cases
share most of their characteristics, but have also some differences, however
it is more easy to understand all the concepts and properties in 2 dimensions
before going in superior dimensions.
We will finish this chapter also showing how this try to use the copu-
las to build an fcdf fails! However this chapter is not only a trace of the
progress of our research, because the tool built in the following chapter use
the Archimedean copulas, and then, shares all interesting properties of these
latter.
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Let us conclude this introduction, with our main contribution in the field
of copulas: to have found general formulas for the density of the following
Archimedean copulas: Frank, Gumbel-Hougaard and Joe.
4.2 Surfaces Of Margins
In the section 3.3, we have recalled that an frv X , with value in ID, is a
stochastic process, and a stochastic process is such that, for any t ∈ D, Xt is
a real random variable. Well then, the study of real random variables is well
known, thus we are able to define a function that gives to us the probability
distribution of Xt for any t ∈ D.
Definition 4.2.1. Let X an frv with value in ID. We define respectively
the surface of margins and the surface of densities associated to X in D as
follow:
GX ,D : D × IR→ [0, 1] : (t, y) 7→ P [Xt ≤ y] = FXt(y) (4.2)
gX ,D : D × IR→ [0, 1] : (t, y) 7→ ∂
∂y
GX ,D (t, y) = fXt(y). (4.3)
If θ is the parameter (number or vector) for GX ,D and gX ,D, then we will use
the following notation when it is necessary for disambiguation: GX ,D,θ (t, y)
and gX ,D,θ (t, y).
Surface of margins and surface of densities are generalizations of the
concepts of surface of distributions of distributions and surface of densities
of distributions, introduced in [Vrac, 2002], in the symbolic data analysis
framework (i.e. when Xt are themselves univariate cdfs for any t).
We can use various methods for determining suitable gX ,D and GX ,D for
a chosen of X . Thus, for example, if X is a Gaussian process, then it is easy
to compute (or estimate) the mean value µ(t) and the standard deviation
σ(t) for all t in D. Then, the surface of margins and, the surface of densities,
are given by:
GX ,D (t, y) = FN (µ(t),σ(t))(y) (4.4)
gX ,D (t, y) = fN (µ(t),σ(t))(y) (4.5)
where FN (µ(t),σ(t)) is the cdf of a normal random variable with mean µ(t)
and standard deviation σ(t), and fN (µ(t),σ(t)) is the corresponding pdf .
In other cases we can use estimation techniques, as the empirical cumu-
lative distribution function and the kernel density estimation [Parzen, 1962]
to estimate ĜX ,D and ĝX ,D:
ĜX ,D (t, y) =
# {ui(t) ≤ y}
N
(4.6)
ĝX ,D (t, y) =
1
N · h(t)
N∑
i=1
k
(
y − ui(t)
h(t)
)
(4.7)
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Name k(t)
Uniform
1
2
1(|t|≤1)
Triangle (1− |t|) 1(|t|≤1)
Epanechnikov
3
4
(1− t2) 1(|t|≤1)
Quartic
15
16
(1− t2)2 1(|t|≤1)
Triweight
35
32
(1− t2)3 1(|t|≤1)
Cosine
pi
4
cos
(pi
2
t
)
1(|t|≤1)
Gaussian
1√
2pi
e−
1
2
t2
Table 4.1: Non exhaustive list of the most common kernels for the density
estimation.
where
• (u1(t), ..., uN (t)), is the sample over which the estimation is made,
• k is the kernel density function,
• h(t) is the function that gives the window width, and can be automati-
cally estimated by Mean Integrated Square Error (MISE) formula (see
[Silverman, 1986] and [Wand and Jones, 1995])
hoptimal(t) = 1.06 · σ̂(t)N−1/5 (4.8)
where σ̂ is the standard deviation of the sample in a fixed value t. The
table 4.1 shows a list of the most common kernels.
Figures from 4.1 to 4.3 show the surfaces of margins GX ,D for Tecator
data using the empirical distribution. Firstly for original data (fig. 4.1),
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then for the high fat content group (fig. 4.2), and then for the low fat
content group (fig. 4.3). Figures from 4.4 to 4.6 show the same for the first
derivatives of the data, and figures from 4.7 to 4.9 show the same for the
second derivatives of the data.
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Figure 4.1: The estimated surface of margins GX ,D(t, y) for the Tecator data
(see fig. 2.11, p.21).
Figures from 4.10 to 4.18 show the surfaces of densities gX ,D for Tecator
data in the same order that above, using the kernel density estimation.
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Figure 4.2: The estimated surface of margins GX ,D(t, y) for the Tecator data
with high fat content (see fig. 2.22, p.29).
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Figure 4.3: The estimated surface of margins GX ,D(t, y) for the Tecator data
with low fat content (see fig. 2.23, p.30).
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Figure 4.4: The estimated surface of margins GX ,D(t, y) for the first deriva-
tive of the Tecator data (see fig. 2.20, p.28).
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Figure 4.5: The estimated surface of margins GX ,D(t, y) for the first deriva-
tive of the Tecator data with high fat content (see fig. 2.24, p.30).
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Figure 4.6: The estimated surface of margins GX ,D(t, y) for the first deriva-
tive of the Tecator data with low fat content (see fig. 2.25, p.31).
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Figure 4.7: The estimated surface of margins GX ,D(t, y) for the first deriva-
tive of the Tecator data (see fig. 2.21, p.28).
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High Fat Content
Figure 4.8: The estimated surface of margins GX ,D(t, y) for the first deriva-
tive of the Tecator data with high fat content (see fig. 2.21, p.28).
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Figure 4.9: The estimated surface of margins GX ,D(t, y) for the first deriva-
tive of the Tecator data with low fat content (see fig. 2.21, p.28).
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Figure 4.10: The estimated surface of densities gX ,D(t, y) for the Tecator
data (see fig. 2.11, p.21).
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Figure 4.11: The estimated surface of densities gX ,D(t, y) for the Tecator
data with high fat content (see fig. 2.22, p.29).
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Figure 4.12: The estimated surface of densities gX ,D(t, y) for the Tecator
data with low fat content (see fig. 2.23, p.30).
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Figure 4.13: The estimated surface of densities gX ,D(t, y) for the first deriva-
tive of the Tecator data (see fig. 2.20, p.28).
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Figure 4.14: The estimated surface of densities gX ,D(t, y) for the first deriva-
tive of the Tecator data with high fat content (see fig. 2.24, p.30).
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Figure 4.15: The estimated surface of densities gX ,D(t, y) for the first deriva-
tive of the Tecator data with low fat content (see fig. 2.25, p.31).
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Figure 4.16: The estimated surface of densities gX ,D(t, y) for the first deriva-
tive of the Tecator data (see fig. 2.21, p.28).
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Figure 4.17: The estimated surface of densities gX ,D(t, y) for the first deriva-
tive of the Tecator data with high fat content (see fig. 2.21, p.28).
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Figure 4.18: The estimated surface of densities gX ,D(t, y) for the first deriva-
tive of the Tecator data with low fat content (see fig. 2.21, p.28).
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Figure 4.19: The normal surface of margins GX ,D(t, y) for the Tecator data
(see fig. 2.11, p.21).
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Figure 4.20: The normal surface of margins GX ,D(t, y) for the Tecator data
with high fat content (see fig. 2.22, p.29).
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Figure 4.21: The normal surface of margins GX ,D(t, y) for the Tecator data
with low fat content (see fig. 2.23, p.30).
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Figure 4.22: The normal surface of margins GX ,D(t, y) for the first derivative
of the Tecator data (see fig. 2.20, p.28).
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Figure 4.23: The normal surface of margins GX ,D(t, y) for the first derivative
of the Tecator data with high fat content (see fig. 2.24, p.30).
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Figure 4.24: The normal surface of margins GX ,D(t, y) for the first derivative
of the Tecator data with low fat content (see fig. 2.25, p.31).
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Figure 4.25: The normal surface of margins GX ,D(t, y) for the first derivative
of the Tecator data (see fig. 2.21, p.28).
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Figure 4.26: The normal surface of margins GX ,D(t, y) for the first derivative
of the Tecator data with high fat content (see fig. 2.21, p.28).
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Figure 4.27: The normal surface of margins GX ,D(t, y) for the first derivative
of the Tecator data with low fat content (see fig. 2.21, p.28).
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Figure 4.28: The normal surface of densities gX ,D(t, y) for the Tecator data
(see fig. 2.11, p.21).
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Figure 4.29: The normal surface of densities gX ,D(t, y) for the Tecator data
with high fat content (see fig. 2.22, p.29).
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Figure 4.30: The normal surface of densities gX ,D(t, y) for the Tecator data
with low fat content (see fig. 2.23, p.30).
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Figure 4.31: The normal surface of densities gX ,D(t, y) for the first derivative
of the Tecator data (see fig. 2.20, p.28).
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Figure 4.32: The normal surface of densities gX ,D(t, y) for the first derivative
of the Tecator data with high fat content (see fig. 2.24, p.30).
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Figure 4.33: The normal surface of densities gX ,D(t, y) for the first derivative
of the Tecator data with low fat content (see fig. 2.25, p.31).
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Figure 4.34: The normal surface of densities gX ,D(t, y) for the first derivative
of the Tecator data (see fig. 2.21, p.28).
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Figure 4.35: The normal surface of densities gX ,D(t, y) for the first derivative
of the Tecator data with high fat content (see fig. 2.21, p.28).
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Figure 4.36: The normal surface of densities gX ,D(t, y) for the first derivative
of the Tecator data with low fat content (see fig. 2.21, p.28).
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Figures from 4.19 to 4.21 show the surfaces of margins GX ,D and the
surfaces of densities for Tecator data using the normal distribution. The
same order is use as in the case of the estimation case In the following we
will alway use this function GX ,D in conjunction with a function u of ID:
GX ,D (t, u (t)), so, for ease the notations, we define the following.
Definition 4.2.2. Let X an frv with values in ID. We define respectively
the functional surface of margins GX ,D and the functional surface of densi-
ties gX ,D as follow:
GX ,D : D × ID → [0, 1] : (t, u) 7→ GX ,D[t;u] = GX ,D (t, u(t)) , (4.9)
gX ,D : D × ID → [0, 1] : (t, u) 7→ gX ,D[t;u] = gX ,D (t, u(t)) . (4.10)
In the following we will write GX ,D[t;u] for GX ,D (t, u(t)) and gX ,D[t;u] for
gX ,D (t, u(t)).
If θ is the parameter (number or vector) for GX ,D and gX ,D, then we
will use the following notation when it is necessary for disambiguation:
GX ,D,θ [t;u] and gX ,D,θ [t;u].
For a given a surface of margins GX ,D, we can consider the level curves
of this surface: they are the “functional” quantiles of GX ,D.
Definition 4.2.3. Let X an frv with values in ID, and surface of margins
GX ,D. A functional quantile of order p ∈ [0, 1] is any function u ∈ ID such:
GX ,D[t;u] = p, ∀t ∈ D. (4.11)
We define also the lowest functional quantile QX ,D,p by
QX ,D,p(t) = QXt(p) = inf{y ∈ I : p ≤ FXt(y)}. (4.12)
In the following, a functional quantile will always be denoted using a
capital letter with its related informations (frv , domain and order) in sub-
script:
• UX ,D,p will be a functional quantile of order p ∈ [0, 1] for the frv X
defined on D,
• VY,[0,1],0.5 will be a functional quantile of order 0.5 for the frv Y defined
on [0, 1],
• ...
However the letter Q will be used only for the concept of lowest functional
quantile, in reference to the classical concept of quantile function (see defi-
nition 3.2.5, page 39).
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Remark 4.2.1. Of course we have the following equality
GX ,D[t;UX ,D,p] = GX ,D[t;VX ,D,p] = p, ∀t ∈ D, (4.13)
but, this latter imply the equality between UX ,D,p and VX ,D,p, if and only
if for any t ∈ D the surface of margins GX ,D(t, .) = FXt(.) is defined by a
strictly increasing distribution (see definition 3.2.5, page 39). In this case
the lowest functional quantile QX ,D is the only functional quantile of order
p, and then we only use the letter Q.
Figures from 4.37 to 4.45 show estimated quantiles for Tecator data in
the same order that above, using the Normal distribution for the surface of
margins GX ,D. The chosen probability levels for the functional quantiles are
the following: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1.
It is important to understand that these functions do not belong neces-
sarily to the original data set shown in figure 2.11, but are built using, for
all t ∈ D, QXt(p).
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Figure 4.37: Estimated functional quantiles QX ,D,p(t) for the Tecator data
(see fig. 2.11, p.21).
It is interesting to notice that these kind of quantiles functions are not
completely new, figures 4.46 and 4.47 show two well known examples of per-
centiles curves for length and weight of children1. These curves are exactly
functional quantiles.
1Data available on the website of the Centers for Disease Control and Prevention:
http://www.cdc.gov/nchs/about/major/nhanes/growthcharts/clinical_charts.htm
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Figure 4.38: Estimated functional quantiles QX ,D,p(t) for the Tecator data
with high fat content (see fig. 2.22, p.29).
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Figure 4.39: Estimated functional quantiles QX ,D,p(t) for the Tecator data
with low fat content (see fig. 2.23, p.30).
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Figure 4.40: Estimated functional quantiles QX ,D,p(t) for the first derivative
of the Tecator data (see fig. 2.20, p.28).
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Figure 4.41: Estimated functional quantiles QX ,D,p(t) for the first derivative
of the Tecator data with high fat content (see fig. 2.24, p.30).
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Figure 4.42: Estimated functional quantiles QX ,D,p(t) for the first derivative
of the Tecator data with low fat content (see fig. 2.25, p.31).
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Figure 4.43: Estimated functional quantiles QX ,D,p(t) for the second deriva-
tive of the Tecator data (see fig. 2.21, p.28).
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Figure 4.44: Estimated functional quantiles QX ,D,p(t) for the second deriva-
tive of the Tecator data with high fat content (see fig. 2.21, p.28).
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Figure 4.45: Estimated functional quantiles QX ,D,p(t) for the second deriva-
tive of the Tecator data with low fat content (see fig. 2.21, p.28).
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Figure 4.46: Birth to 36 months: Girls Length-for-age and percentiles.
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Figure 4.47: 2 to 20 years: Boys Stature Weight-for-age and percentiles.
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The functional quantiles are increasing following p.
Proposition 4.2.1. Let X an frv with values in ID, and surface of margins
GX ,D. If p, q ∈]0, 1[ then
0 ≤ p < q ≤ 1⇒ UX ,D,p(t) < VX ,D,q(t) ∀t ∈ D, (4.14)
where UX ,D,p(t) is a functional quantile of order p and, UX ,D,p(t) a functional
quantile of order q.
The proof of this proposition is obvious. Using the surface of margins we
can compute for any t ∈ D the margin of the joint distribution HXt1 ,...,Xtn ,
and thus we have almost our distribution: we need only to know the rela-
tion between the margins. And that what the copulas permit: capture the
dependence relation between margins.
Original contribution(s) 2. In this section we have defined the surface
of margins and the surface of densities for a given frv X . The definition
of the surface of margins leads us to define functional quantiles. Functional
quantiles are functions which are level curves of the surface of margins.
4.3 Bivariate copulas
Even if copulas deal with real random variables they definition do not need
immediately this concept, but some “increasing” properties [Nelsen, 1999].
Definition 4.3.1. Let D1 and D2 two nonempty real subset, and let H a
function of domain DomH = D1 × D2. Let B = [x1, x2] × [y1, y2] be a
rectangle included in DomH. The H-volume of B is given by
VH(B) = H(x2, y2)−H(x2, y1)−H(x1, y2) +H(x1, y1). (4.15)
If we define the first order differences of H on B as
∆x2x1H(x, y) = H(x2, y)−H(x1, y)
∆y2y1H(x, y) = H(x, y2)−H(x, y1)
then the H-volume of B is the second order difference of H on B,
VH(B) = ∆
y2
y1∆
x2
x1H(x, y).
Definition 4.3.2. A two dimensional real function H is 2-increasing if
VH(B) ≥ 0 for all rectangles included in the domain of H.
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If H is 2-increasing, then its “density2” h will be positive or equal to
zero.
The property “being 2-increasing” neither implies nor is implied by the
property “being nondecreasing in each argument”, but a link exist between
these two properties [Nelsen, 1999].
Definition 4.3.3. Let B1, B2 ⊂ [0, 1], and suppose that a1, a2 are the least
elements respectively of B1 and B2. A real function H defined on B1 × B2
is grounded if H(x, a2) = 0 = H(a1, y) for all (x, y) in B1 ×B2.
Lemma 4.3.1. Let B1 and B2, two nonempty real subsets, and let H a
2-increasing and a grounded function with domain B1×B2. Then H is non
decreasing in each argument.
Now, we are able to define what is a copula function[Nelsen, 1999].
Definition 4.3.4. A two-dimensional copula is a grounded and 2-increasing
function C : [0, 1]2 7→ [0, 1] with the following additional property:
C(u, 1) = u & C(1, v) = v. (4.16)
Even if the values taken of any copula are bounded by 0 and 1, we can
determine, using the “2-increasing” and “grounded” properties, more precise
bounds for a copula C [Nelsen, 1999].
Theorem 4.3.2. Let C a copula, then ∀u, v ∈ [0, 1] we have the following
property:
max(u+ v − 1, 0) ≤ C(u, v) ≤ min(u, v). (4.17)
The above inequality is called the Fre´chet-Hoeffding bounds inequality,
and it defines the Fre´chet-Hoeffding bounds. Another important copula
which we will encounter is the product copula. Let us define these three
important copulas formally:
• the Fre´chet-Hoeffding lower bound copula is defined by the following
expression:
W (u, v) = max(u+ v − 1, 0), (4.18)
• the Fre´chet-Hoeffding upper bound copula is defined by the following
expression:
M(u, v) = min(u, v), (4.19)
• the product copula is defined by the following expression:
Π(u, v) = uv. (4.20)
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Figure 4.48: Graph of the Fre´chet-Hoeffding lower bound copula
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Figure 4.49: Graph of the Π copula
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Figure 4.50: Graph of the Fre´chet-Hoeffding upper bound copula
Figure 4.48 shows the graph of the Fre´chet-Hoeffding lower bound, figure
4.49 shows the graph of the Fre´chet-Hoeffding upper bound and figure 4.50
shows the graph of the product copula. These graphs show the surfaces
the surface with respect to the equation z = C(x, y) and lie in the unit
cube [0, 1]3. Inequality 4.17 implies that the graph of any copula lie also
between the surfaces z = W (x, y) and z = M(x, y). It is not easy to see
in a two dimensional static representation that the graph of the Π copula
is a portion of the hyperbolic paraboloid z = xy. And, in general, it is not
easy to give a good representation of the shape of a copula using only the
3-D representation. That is why another kind of representation is used, the
contour diagram [Conway, 1979], where we plot the level curves given by
C(x, y) = t for some values of t ∈ [0, 1]. Figures 4.51, 4.52 and 4.53 show
the contour diagram with 10 levels for the W , M and Π copulas.
It is a classical result that, if F is the cdf of a random variable X, then
U = F (X) is an uniform variable defined on [0, 1].
Lemma 4.3.3. If X is a continuous real random variable, and F its con-
tinuous and strictly increasing cdf, then the real random variable U = F (X)
is continuous and uniform on [0,1].
2The “density” is used in a probabilistic sense, even if the present definition, function
H is not necessarily a probability distribution.
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Figure 4.51: Contour diagram of the Fre´chet-Hoeffding lower bound copula
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Figure 4.52: Contour diagram of the Π copula
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Figure 4.53: Contour diagram of the Fre´chet-Hoeffding upper bound copula
Proof. If Q = F−1, then
P [U ≤ u] = P [F (X) ≤ u]
= P [X ≤ Q(u)]
= F (Q(u))
= u.
Then given two distributions functions F and G it is obvious that
C(F (x), G(y)) defines a joint distribution, with given margins F and G:
C(F (x), G(∞)) = C(F (x), 1) (4.21)
= F (x). (4.22)
Copulas are, then, powerful tools to build joint distributions with given
marginals. In this construction, choosing the copula C, is choosing a model
for the dependence relation between the margins. Sklar (see [Sklar, 1959]
and [Nelsen, 1999]) has shown the conversely: it is always possible to split a
joint distribution into the margins in one hand and the dependence relation
in the other hand.
Theorem 4.3.4 (Sklar’s theorem). Let H be a joint distribution function
with margins F and G. Then there exists a copula C such that for all
x, y ∈ R,
H(x, y) = C(F (x), G(y)). (4.23)
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If F and G are continuous, then C is unique; otherwise, C is uniquely
determined on Range of F × Range of G.
Conversely, if C is a copula and, F and G are distribution functions, then
the function H defined by (4.23) is a joint distribution function with margins
F and G.
This theorem first appeared in [Sklar, 1959]. The name copula came
from the fact that the copula “couples” a joint distribution function to its
univariate margins. In dividing a joint distribution in two very different
components (margins and copula) it gives flexibility to the construction of
joint distribution, and permits to separate the study of the relation between
from the margins.
A priori, this theorem does not provide to us a mean to build a copula,
but for a given probability distribution H the property given in expression
(3.25) links H to its margins F and G in the following manner: F (x) =
lim
y→+∞H(x, y) and G(y) = limx→+∞H(x, y). Then, for a given distribution
H, we can always find its margins, thus we can (almost) always know its
associated copula using the quantiles of the margins. This method is called
the “inversion method” [Nelsen, 1999].
Theorem 4.3.5. Let H a joint distribution, F and G its margins, and C its
associated copula. If F and G are continuous and strictly increasing, then
for any u, v ∈ [0, 1]
C(u, v) = H
(
F−1(u), G−1(v)
)
. (4.24)
Thus, it is possible to extract the copula of well known joint distribu-
tions, as the normal distribution or the bivariate Gumbel logistic distribution
[Roncalli, 2002] (see illustrations on figure 4.54).
Example 4.3.1. Recall the normal bivariate distribution:
Φρ(x, y) =
1
2piσxσy
√
1− ρ2
∫ x
−∞
∫ y
∞
exp
(
− z
2(1− ρ2)
)
dt ds (4.25)
where:
• z = (s− µx)
2
σx
− 2ρ(s− µx)(t− µy)
σxσy
+
(t− µy)2
σy
,
• ρ = cor(x, y) = σxy
σxσy
.
And so, if the both margins are the standard distribution Φ, i.e. µx = µy = 0
and σx = σy = 1, we have the following distribution:
Φρ(x, y) =
1
2pi
√
1− ρ2
∫ x
−∞
∫ y
∞
exp
(
−s
2 − 2ρst+ t2
2(1− ρ2)
)
dt ds (4.26)
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and then the normal copula with correlation ρ is given by
C(x, y; ρ) =
1
2pi
√
1− ρ2
∫ Φ−1(x)
−∞
∫ Φ−1(y)
∞
exp
(
−s
2 − 2ρst+ t2
2(1− ρ2)
)
dt ds.
(4.27)
Example 4.3.2. The bivariate Gumbel logistic distribution is given by
H(x, y) =
1
1 + exp (−x) + exp (−y) . (4.28)
It is easy to find the two margins: F (x) = H(x,+∞) = (1 + exp (−x))−1
and G(y) = H(+∞, y) = (1 + exp (−y))−1. And thus the quantile functions
are given by F−1(u) = lnu − ln(1 − u) and G−1(v) = ln v − ln(1 − v). We
can then find the associated copula:
C(u, v) = H(F−1(u), G−1(v))
=
(
1 +
1− u
u
+
1− v
v
)−1
=
uv
u+ v − uv . (4.29)
Even if copulas link a joint probability distribution to its probability
margins, the definition of copulas and the Sklar’s theorem does not need the
notion of probability or random variable, only the analytic and algebraic
properties of the considered functions are needed. Now if we use the classical
framework of random variables, we can restate the Copulas definition and
the Sklar’s theorem [Nelsen, 1999].
Definition 4.3.5. A copula is a bivariate cumulative distribution function
defined on the unit square [0, 1]2 such the two margins distributions are uni-
form on the interval [0, 1]:
C : [0, 1]2 → [0, 1] : (u, v) 7→ C(u, v).
If U and V denote the uniform univariate random variables of joint distri-
bution C, then
C(u, v) = P [U ≤ u;V ≤ v].
Theorem 4.3.6 (Sklar’s theorem). Let X and Y two real random vari-
ables with respectively distribution functions F and G, and joint distribu-
tion function H. Then there exists a copula C such (4.23) holds. If F
and G are continuous, C is unique, otherwise C is uniquely determined on
range of F × range of G.
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Figure 4.54: Graphs and contour diagrams of the Gumbel and the normal
copulas.
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Proof. We give here a proof of this theorem, in the continuous and strictly
increasing case.
H(x, y) = P [X ≤ x;Y ≤ y]
= P [F (X) ≤ F (x);G(Y ) ≤ G(y)]
= P [U ≤ F (x);V ≤ G(y)]
= C(F (x), G(y))
where U = F (X) and V = G(Y ) are uniform by the lemma 4.3.3, and C
is the joint distribution of U and V . This latter is given by the following
expression and is unique
C(u, v) = H(F−1(u), G−1(v)).
The copula C, which link the two variables X and Y , is then denoted
CXY . In fact the copula captures the dependence structure of the distribu-
tion, and the following theorem shows that model of the dependence holds for
strictly increasing transformations of the random variables [Nelsen, 1999].
Theorem 4.3.7. Let X and Y two continuous random variables with copula
CXY . If α and β are two strictly increasing functions defined respectively
on range of X and range of Y , then Cα(X)β(Y ) = CXY . Thus CXY is
invariant under strictly increasing transformations of X and Y .
For the sake of illustration, let us give the same results if α and β are
not both strictly increasing [Nelsen, 1999].
Theorem 4.3.8. Let X and Y two continuous random variables with cop-
ula CXY . Let α and β, two monotone functions defined respectively on
range of X and range of Y .
1. If α is strictly increasing and β strictly decreasing, then
Cα(X)β(Y )(u, v) = u− CXY (u, 1− v).
2. If α is strictly decreasing and β strictly increasing, then
Cα(X)β(Y )(u, v) = v − CXY (1− u, v).
3. If α and β are both strictly decreasing, then
Cα(X)β(Y )(u, v) = u+ v − 1 + CXY (1− u, 1− v).
We have previously introduced the three copulas W ,Π and M , as im-
portant in the copulas theory, let us give three theorem which help us to
understand the underlying dependence structures [Nelsen, 1999].
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Figure 4.55: The graph of a nondecreasing set
Theorem 4.3.9. Let X and Y be continuous random variables. Then X
and Y are independent if and only if CXY = Π.
Although the presentation of the copulas can avoid the measure theory,
we need some terminology and results from this field to give the interpreta-
tion of Fre´chet Hoeffding bounds.
A joint distribution H induces a probability measure on IR2: VH(] −
∞, x]×]−∞, y]) = H(x, y). Since a copula C is also a joint distribution with
uniform margins on ]0, 1[, it define also a measure on [0, 1]2 by VC([0, u] ×
[0, v]) = C(u, v) [Nelsen, 1999].
Definition 4.3.6. Let a copula C. The C-measure of a set included in
[0, 1]2 is the C-volume VC .
Definition 4.3.7. The support of a copula C is the smallest closed set whose
complement with C-measure is zero.
Definition 4.3.8. A subset S of IR2 is non-decreasing if for any (u, v) ∈ S,
x < u implies y ≤ v. Similarly, a subset S of IR2 is non-increasing if for
any (u, v) ∈ S, x < u implies y ≥ v.
The figure 4.55 gives an example of non-decreasing set. The two following
theorem are the key to understand when two rrv have W or M as copula
[Nelsen, 1999].
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Theorem 4.3.10. Let X and Y two random variables, and H their joint
distribution. Then H is identically equal to its Fre´chet-Hoeffding upper
bound if and only if the support of H is a non decreasing subset of IR2.
Theorem 4.3.11. Let X and Y two random variables, and H their joint
distribution. Then H is identically equal to its Fre´chet-Hoeffding lower
bound if and only if the support of H is a non increasing subset of IR2.
Remark 4.3.1. If X and Y are two random variables with joint distribution
H and margins F and G respectively, then taking into account the Fre´chet-
Hoeffding inequality (4.17) with the Sklar’s theorem, we get the following
inequality
max (F (x) +G(y)− 1, 0) ≤ H(x, y) ≤ min (F (x), G(y)) . (4.30)
Then, we are able to interpret the two above theorem. When X and Y are
continuous, the support of H can have no horizontal or vertical segments,
and in this case it is common to say that [Nelsen, 1999]:
• Y is almost surely a decreasing function of X if and only if
the copula of X and Y is W ,
• Y is almost surely an increasing function of X if and only if
the copula of X and Y is M .
And thus, copulas can capture dependence structures of joint distributions,
from the lower Fre´chet lower bound W to the Fre´chet upper boundM , pass-
ing by the independence case,Π.
Now, let H a joint distribution, F and G its margins, and C the associ-
ated copula. The joint density of H, noted h, is given by
h(x, y) =
∂2H(x, y)
∂x∂y
= ∂212H(x, y) (4.31)
and of course the joint density of C, noted c, by
c(u, v) =
∂2c(u, v)
∂u∂v
= ∂212C(u, v). (4.32)
Let us remark that the condition VC(B) ≥ 0 for any B = [u1, u2]× [v1, v2] ⊂
[0, 1]2, can be written as follow
C(u2, v2)− C(u1, v2)− C(u2, v1) + C(u1, v1) ≥ 0 (4.33)
and is equivalent to positivity of the density:
c(u, v) = ∂212C(u, v) ≥ 0 (4.34)
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when this later exists. Now, using the Sklar’s theorem we can write:
h(x, y) = c (F (x), G(y)) f(x)g(y) (4.35)
with f and g the densities of respectively F and G. And, if F and G are
continuous, we can deduce of this the joint density c:
c(u, v) =
h
(
F−1(u), G−1(v)
)
f (F−1(u)) g (G−1(v))
(4.36)
Example 4.3.3. Recall the example 4.27 of the normal copula. If we note
φ(x) =
1√
2pi
exp
(
−x
2
2
)
(4.37)
and
φρ(x, y) =
1
2pi
√
1− ρ2 exp
(
−x
2 − 2ρxy + y2
2(1− ρ2)
)
. (4.38)
Then knowing the bivariate density normal density and using the expression
(4.36), we obtain:
c (u, v; ρ) =
φρ
(
Φ−1(u),Φ−1(v)
)
φ (Φ−1(u))φ (Φ−1(v))
(4.39)
=
1
2pi
√
1− ρ2 exp
(
−
(
s2 − 2ρst+ t2)
2(1− ρ2) +
(
s2 + t2
)
2
)
(4.40)
where s = Φ−1(u) and t = Φ−1(v).
The copulas allow us to build non-conventional statistical models. Some
joint distributions exist (normal, exponential, gamma, etc...), but in all cases
all the margins have the same type [Kotz et al., 2000]. While, with copu-
las, it is possible to build a joint distribution with the normal copula, an
exponential margin, and a beta for the other margin.
Now, for the sake of the illustration we are going to show some copulas
densities and the corresponding joint densities using several margins. But
before we must introduce what is a concordance measure and a famous of
these measures: the Kendall’s tau. This later will be helpful, when we will
want compare different copula with the same measured concordance, but
with different dependence structures [Nelsen, 1999].
Definition 4.3.9. Let X and Y two random variables, (x1, y1) and (x2, y2)
two observations of (X,Y ). We say that (x1, y1) and (x2, y2) are concordant
if (x1 − x2)(y1 − y2) > 0. Similarly (x1, y1) and (x2, y2) are discordant if
(x1 − x2)(y1 − y2) < 0.
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Definition 4.3.10. Let X and Y two continuous random variables, whose
copula is C. A numeric measure of association κ (also noted κC or κX,Y )
between X and Y , is a measure of concordance if it satisfies the following
properties:
1. κ is defined for every pair X,Y of continuous variables,
2. −1 ≤ κX,Y ≤ 1, κX,X = 1, and κX,−X = −1,
3. κX,Y = κY,X ,
4. if X and Y are independent, then κX,Y = κΠ = 0,
5. κ−X,Y = κX,−Y = −κX,Y ,
6. if C1 and C2 are copulas such C1(u, v) ≤ C2(u, v) for all u, v ∈ [0, 1],
then κC1 ≤ κC2,
7. if{Xn, Yn} is a sequence of continuous random variables with copulas
Cn, and if {Cn} converges pointwise to C, then limn7→∞ κCn = κC .
The Kendall’s tau is a measure of concordance for which the sample
version is defined as follow [Kruskal, 1958], [Hollander and Wolfe, 1973],
[Lehmann, 1975]: let {(x1, y1), (x2, y2), . . . , (xn, yn)} a random sample of n
observations from a vector (X,Y ) of continuous random variables. Let c
the number of concordant pairs, and d the number of discordant pairs (one
pair must be concordant or discordant). The Kendall’s tau for the sample
is defined by
t =
c− d
c+ d
=
c− d
C2n
. (4.41)
This measure is, also, the “probability of concordance minus the probability
of discordance” for a pair of observation (xi, yi) and (xj , yj) randomly chosen
in the sample. Thus, in a probabilistic way, we have the following definition
[Nelsen, 1999].
Definition 4.3.11. Let (X1, Y1) and (X2, Y2) be independent and identi-
cally distributed random vectors, each with distribution function H. The
population version of Kendall’s tau is the probability of concordance minus
the probability of discordance:
τ = P [(X1 −X2) (Y1 − Y2) > 0)]− P [(X1 −X2) (Y1 − Y2) < 0)] . (4.42)
Then it can be shown that τ depends only of the copulas of the pairs
(X1, Y1) and (X2, Y2) [Nelsen, 1999].
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Theorem 4.3.12. Let X and Y be continuous random variables whose cop-
ula is C. Then the population version of Kendall’s tau for X and Y is given
by:
τX,Y = τC = 4
∫∫
[0,1]2
C(u, v) dC(u, v)− 1. (4.43)
Example 4.3.4. If C is the normal copula with correlation ρ, then it can
be shown that we have the following relation [Crame´r, 1971]:
τC =
2
pi
arcsin(ρ). (4.44)
The figures 4.56 and 4.57 show the graphs and contour diagrams for
the normal copula, with four values of the correlation ρ. Remark that the
normal copula “looks like” W , Π and M , when ρ is respectively near −1, 0
and 1. Figures 4.58 and 4.59 show the graphs and contour diagrams for the
density of the normal copula.
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Figure 4.56: Graphs of the normal copula.
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Figure 4.57: Contour diagrams of the normal copula.
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Figure 4.58: Graphs of the density of the normal copula.
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Figure 4.59: Contour diagrams of the density the normal copula.
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Figure 4.60: Contour diagram of a joint density built with a normal copula.
104 CHAPTER 4. FCDF AND COPULAS
−5 −4 −3 −2 −1 0 1 2
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
PDF of F =  N(− 1.5;0.7)
x
y
u
v
z
PDF of C(u, v), with ρ = 0.7
x
y
z
PDF ofC(F(x), G(y))
0.0 0.5 1.0 1.5 2.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
PDF of G =  Beta(3.5;2.5)
y
x
Figure 4.61: Graph of a joint density built with a normal copula.
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And to illustrate the use of copulas for the case of distributions with given
marginals, figures 4.60 and 4.61 show the densities of the normal copula, with
ρ = 0.7, and two marginals. As first marginal we have a normal distribution
with µ = −1.5 and σ = 0.7. For second marginal we use a beta distribution
with shape parameters 3.5 and 2.5. We have placed in the graph of density of
the joint distribution in the left bottom, “surrounded” by the two margins,
and in the top right the density of the copula. On the graph of the second
margin we have done a rotation of 90o for the ease of the reading. Figure
4.60 shows the two densities (joint distribution and copula) in a 3D view,
while figure 4.61 use use the contour diagram of the densities.
4.4 Bivariate Archimedean Copulas
We have seen how the inversion method (4.24) allows us to build a copula,
knowing the joint distribution and margins. Several other methods are de-
scribed in [Nelsen, 1999](algebraic method, geometric method,...), but a last
one based on Laplace transforms and mixtures powers of univariate CDFs
gives a great family of copulas (see [Joe, 1997] for the complete details). Let
us recall firstly the notion of convexity.
Definition 4.4.1. A function f defined on a interval [a, b] is convex if for
any x, y ∈ [a, b] and any t ∈ [0, 1] we have
f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y) (4.45)
moreover, if f is continuous on [a, b], then f is convex if and only if
f
(
x+ y
2
)
≤ f(x) + f(y)
2
. (4.46)
The function f is said to be concave if −f is convex.
Let us recall also the following properties [Hardy et al., 1934].
Proposition 4.4.1. If f is a convex function defined on the real interval
[a, b], then
f
(
1
n
n∑
i=1
xi
)
≤ 1
n
n∑
i=1
f(xi). (4.47)
Proposition 4.4.2. If a function f defined on a interval [a, b] is convex,
continuous and decreasing, then f−1 is convex on [f(b), f(a)].
Proof. Let x′, y′ ∈ [f(b), f(a)], then there exist x, y ∈ [a, b] such x′ = f(x)
and y′ = f(y). By hypothesis, we have the relation (4.46), and as f is
decreasing, we can write
x+ y
2
≥ f−1
(
f(x) + f(y)
2
)
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and then
f−1(x′) + f−1(y′)
2
≥ f−1
(
x′ + y′
2
)
.
Let us start with the Laplace transfoms in the univariate case. Suppose
that M is a univariate cdf of a positive random variable (so that M(0) = 0)
and ψ be the Laplace transform of M , i.e.,
ψ(s) =
∫ ∞
0
e−sw dM(w), s ≥ 0. (4.48)
For an arbitrary univariate cdf F , there exists a unique cdf F such that
F (x) =
∫ ∞
0
Fα(x)dM(α) = ψ (− log F(x)) (4.49)
thus, we have F(x) = exp{−ψ−1 (F (x))}.
Now, consider two univariate cdf F and G, then we have
F(x) = exp{−ψ−1 (F (x))}
and
G(x) = exp{−ψ−1 (G(x))}.
As a product of cdf is always a cdf , then the following is a CDF in F (F,G):∫ ∞
0
F(x)αG(y)αdM(α) = ψ (− log F(x)− log G(y)) (4.50)
= ψ
(
ψ−1 [F (x)] + ψ−1 [G(y)]
)
(4.51)
and then the following is a Archimedean copula:
C (u, v) = ψ
(
ψ−1(u) + ψ−1(v)
)
(4.52)
= ψ (φ(u) + φ(v)) (4.53)
with φ = ψ−1.
Of course, the function φ must be defined on [0, 1] with image in [0,∞]
or in a finite interval [0, b], then to standardize the notations the concept of
pseudo inverse on [0,∞] is introduced [Nelsen, 1999].
Definition 4.4.2. Let φ be a continuous, strictly decreasing function from
[0, 1] into [0,∞] such that φ(1) = 0. The pseudo-inverse of φ is the function
φ[−1] with domain equal to [0,∞] and range equal to [0, 1], given by
φ[−1](t) =
{
φ−1(t), 0 ≤ t ≤ φ(0),
0, φ(0) ≤ t ≤ ∞. (4.54)
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Figure 4.62: Examples of strict and non strict generators (φ) and their
inverses (ψ).
Now, as Laplace transform, are not always easy to hand, let us give a
more easy condition for the function φ to define an Archimedean copula
[Nelsen, 1999].
Theorem 4.4.3. Let φ be a continuous, strictly decreasing function from
[0, 1] to [0,∞] such that φ(1) = 0, and φ[−1] be the pseudo-inverse of φ.Then
C(u, v) = φ[−1] (φ(u) + φ(v)) (4.55)
is a copula if and only if φ is convex.
The function φ is called the generator of the copula. If φ(0) = ∞, we
say that φ is a strict generator. The figure 4.62 illustrates generators and
their quasi-inverses in the strict and non-strict cases.
Archimedean copulas can be regarded as commutative binary operation
in [0, 1] as the following theorem illustrate it [Nelsen, 1999].
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Theorem 4.4.4. Let C be an Archimedean copula with generator φ. Then:
1. C is symmetric (commutative), i.e. C(u, v) = C(v, u), ∀u, v ∈ [0, 1];
2. C is associative,i.e. C (C(u, v), w) = C (u,C(v, w)) , ∀u, v, w ∈ [0, 1];
3. If C ≥ 0 is any constant, then cφ is also a generator of C.
Moreover, if we consider bivariate reducible functions 3, then the ex-
pression (4.4.3) is the general solution for associativity functional equation
([Aczel, 1966b]).
Theorem 4.4.5. Let u, v ∈ IR and F be a bivariate function. If with u and
v, F (u, v) also always lies in a given (possibly infinite) interval and F (u, v)
is reducible on both sides,i.e. F (t, u) = F (t, v) or F (u,w) = F (v, w) only if
u = v, then
F (x, y) = f
[
f−1(x) + f−1(y)
]
(4.56)
(with continuous and strictly monotonic f) is the general continuous solution
of the associativity functional equation:
F [F (x, y), z] = F [x, F (x, y)] . (4.57)
This link between associativity and Archimedean copulas is also stated
by another theorem, due to [Ling, 1965].
Theorem 4.4.6. Let C be an associative copula such C(u, u) < u, ∀u ∈
[0, 1]. Then C is Archimedean.
The following examples shows a sample of Archimedean copulas, their
generators and the limiting cases. We have chosen these four copulas be-
cause they are also copulas when n > 2, which is not always true for all
Archimedean generators for bivariate copulas. A list of 22 Archimedean
copulas can be found in [Nelsen, 1999].
Example 4.4.1. The Clayton family, has the following generator
φθ(t) = t
−θ − 1. (4.58)
The function φ is convex when θ ∈ [−1,∞[\{0}, and the copula is given by:
Cθ(u, v) = max
([
u−θ + v−θ − 1
]− 1
θ
, 0
)
. (4.59)
The limiting cases are the following: C−1 = W ,C0 = Π, C∞ = M .
3a bivariate function F (u, v) is reducible on both sides if F (t, u) = F (t, v) or F (u, w) =
F (v, w) only if u = v.
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Example 4.4.2. The Frank family, has the following generator
φθ(t) = − ln
(
e−θt − 1
e−θ − 1
)
. (4.60)
The function φ is convex when θ ∈] −∞,∞[\{0}, and the copula is given
by:
Cθ(u, v) = −1
θ
(
1 +
(e−θu − 1)(e−θv − 1)
(e−θ − 1)
)
. (4.61)
The limiting cases are the following: C−∞ = W , C0 = Π, C∞ = M .
Example 4.4.3. The Gumbel-Hougaard family, has the following generator
φθ(t) = (− ln t)θ . (4.62)
The function φ is convex when θ ∈ [1,∞[, and the copula is given by:
Cθ(u, v) = exp
(
−
[
(− lnu)θ + (− ln v)θ
]1/θ)
. (4.63)
The limiting cases are the following: C1 = Π, C∞ = M .
Example 4.4.4. The Joe family, has the following generator
φθ(t) = − ln
[
1− (1− t)θ
]
. (4.64)
The function φ is convex when θ ∈ [1,∞[, and the copula is given by:
Cθ(u, v) = 1−
[
1−
(
1− (1− u)θ
)(
1− (1− v)θ
)]1/θ
. (4.65)
The limiting cases are the following: C1 = Π, C∞ = M .
We can see that Clayton and Frank’s copulas can cover dependence struc-
tures from W to M , passing by Π, while Gumbel and Joe’s copulas cover
only from Π to M . Covering dependence structures from W to M pass-
ing by Π does not mean that all dependence structures in this range are
covered. It is not easy to have a clear idea of the “space of dependence
structures”, and thus to illustrate the differences between different copu-
las we are going to shows the graphs and contour diagrams of the differ-
ent copulas with the same Kendall’s tau, i.e. with the same concordance
“rate”. We have reported that a formula exists which link the Kendall’s
tau to the correlation ρ for the normal copula (4.44). For the ease of
the comparison let us give the formula ([Genest and MacKay, 1986a] and
[Genest and MacKay, 1986b]) for the Archimedean copulas.
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Theorem 4.4.7. Let X and Y be random variables with an Archimedean
copula C generated by φ. Then
τC = 1 + 4
∫ 1
0
φ(t)
φ′(t)
dt. (4.66)
Example 4.4.5. For the Clayton’s copula, as φ(t) = t−θ − 1 we have
φ(t)
φ′(t)
= θ[tθ+1 − t]
and thus it is easy to see that
τC =
θ
θ + 2
. (4.67)
And in this case the values of τ belong to [−1, 1] \ {0}, which is coherent
with the limiting cases shown in example 4.4.3.
Example 4.4.6. For the Gumbel-Hougaard’s copula, as φ(t) = (− ln t)θ,
we have
φ(t)
φ′(t)
=
t ln t
θ
and thus
τC = 1− 1
θ
(4.68)
and then τ belong to [0, 1].
Example 4.4.7. For the Frank’s copula the Kendall’s tau is given by the
following expression [Genest, 1987]:
τ = 1 +
4
θ
[D1(θ)− 1] (4.69)
where Dk is the Debye’s function
Dk(x) =
k
xk
∫ x
0
tk
et − 1dt.
Figures from 4.63 to 4.74 show the Normal, Frank, Clayton and Gumbel-
Hougaard copulas, each of them plotted using their parameters to have a
Kendall’s tau equal respectively to 0.2, 0.5 and 0.8. On each figure we give,
on the top part, the graph and the contour diagram of the copula with
the selected parameter, and on the bottom part we give the graph and the
contour diagram of the joint distribution built with this copula coupling two
gaussian margins. Of course any other margins can be used, but acting as
that, it is more easy to compare the resulting joint distribution to the well
known normal case.
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Figure 4.63: Top: The Normal copula with τ = 0.2 and ρ = 0.31. Bottom:
The same copula using Gaussian margins.
If we take a look at the shapes of these figures, we can see that the Frank
copula have a shape more or less close to the normal copula. Although we
can see that the curvature of the level curves in the contour diagrams are
more important for the normal copula that for the Frank copula, which
explain the more quadrangular aspect for the joint distribution build with
the later. The Clayton and the Gumbel-Hougaard copulas have their max-
imum probabilities when the margins are, respectively, in (0, 0) and (1, 1).
That gives, when we use gaussian margins, two pear-shaped joint densities,
theshapes being in “opposites directions” between the two copulas.
4.5 Multivariate copulas
In the following we will use the notation u = (u1, . . . , un). Although some
difference exist between multivariate copulas and bivariate copulas, the main
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Figure 4.64: Top: The Normal copula with τ = 0.5 and ρ = 0.71. Bottom:
The same copula using Gaussian margins.
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Figure 4.65: Top: The Normal copula with τ = 0.8 and ρ = 0.95. Bottom:
The same copula using Gaussian margins.
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Figure 4.66: Top: The Frank copula with τ = 0.2 and θ = 1.86. Bottom:
The same copula using Gaussian margins.
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Figure 4.67: Top: The Frank copula with τ = 0.5 and θ = 5.73. Bottom:
The same copula using Gaussian margins.
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Figure 4.68: Top: The Frank copula with τ = 0.8 and θ = 18.19. Bottom:
The same copula using Gaussian margins.
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Figure 4.69: Top: The Clayton copula with τ = 0.2 and θ = 0.5. Bottom:
The same copula using Gaussian margins.
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Figure 4.70: Top: The Clayton copula with τ = 0.5 and θ = 2. Bottom:
The same copula using Gaussian margins.
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Figure 4.71: Top: The Clayton copula with τ = 0.8 and θ = 8. Bottom:
The same copula using Gaussian margins.
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Figure 4.72: Top: The Gumbel-Hougaard copula with τ = 0.2 and θ = 1.25.
Bottom: The same copula using Gaussian margins.
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Figure 4.73: Top: The Gumbel-Hougaard copula with τ = 0.5 and θ = 2.
Bottom: The same copula using Gaussian margins.
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Figure 4.74: Top: The Gumbel-Hougaard copula with τ = 0.8 and θ = 5.
Bottom: The same copula using Gaussian margins.
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features of the bivariate case are extended for n > 2. Let us begin with the
extension of the H-volume and the n-increasing property [Nelsen, 1999] and
[Joe, 1997].
Definition 4.5.1. Let D1, . . . , Dn be nonempty subsets of IR, and let H be
an n-place real function with domain equal to D1 × . . . × Dn. Let [a,b] =∏n
i=1[ai, bi] be an n-box of whose vertices are all in the domain of H. Then
the H-volume of B is given by
VH ([a,b]) =
∑
c
sgn(c)H(c) (4.70)
where the sum is taken over all vertices c of B, and sgn(c) is given by
sgn(c) =
{
1, if ck = ak for an even number of k
′s,
−1, if ck = ak for an odd number of k′s.
Or equivalently
VH ([a,b]) =
2∑
i1=1
. . .
2∑
in=1
(−1)
∑n
j=1 ijH (x1i1 , . . . , xnin)
where xk1 = ak and xk2 = bk.
As we have already mentioned for the bivariate case, the H-volume is
also the nth order difference of H of [a,b]:
VH ([a,b]) = ∆
a
b(t) = ∆
an
bn
. . .∆a1b1H(t)
where the first order difference is defined by
∆akbkH(t) = H(t1, . . . , tk−1, bk, tk+1, . . . , tn)−H(t1, . . . , tk−1, ak, tk+1, . . . , tn).
Example 4.5.1. Let H be a 3-place function with domain IR. The H-
volume of B = [a1, b1]× [a2, b2]× [a3, b3] is given by:
VH(B) = H(b1, b2, b3)−H(b1, b2, a3)−H(b1, a2, b3)−H(a1, b2, b3)
+ H(b1, a2, a3) +H(a1, b2, a3) +H(a1, a2, b3)−H(a1, a2, a3)
Definition 4.5.2. An n-place real function H is n-increasing if VH(B) ≥ 0
for all n-boxes B whose vertices lies in domain of H.
Definition 4.5.3. Let H be an n-place function with domain B1× . . .×Bn,
where each Bk has a least element ak. H is said grounded if H(t) = 0 for
all t in the domain of H such tk = ak for at least one k. If each Bk is
nonempty and has a greatest element bk, then one-dimensional margins of
H are the functions Hk given by
Hk(x) = H(b1, . . . , bk−1, x, bk+1, . . . , bn) ∀x ∈ Bk (4.71)
Higher dimensional margins are defined by fixing fewer places in H.
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Now, let us give the n-dimensional versions of: the copula definition, the
Sklar’s theorem and its corollary (inversion method) [Nelsen, 1999].
Definition 4.5.4. A n-dimensional copula is a grounded and n-increasing
function C : [0, 1]n 7→ [0, 1] with the following additional property:
C(u) = uk (4.72)
if all coordinates of u are 1 except uk.
Theorem 4.5.1 (Sklar’s theorem). Let H be an n-dimensional distribution
function with margins F1, ..., Fn. Then there exists an n-copula C such that
for all x ∈ Rn ,
H(x1, ..., xn) = C(F1(x1), ..., Fn(xn)). (4.73)
If F1, ..., Fn are all continuous, then C is unique; otherwise, C is uniquely
determined on Range of F1 × ...×Range of Fn.
Corollary 4.5.2. Let H is an n-dimensional distribution function with mar-
gins F1, ..., Fn, and C its associated copula. If F1, ..., Fn are continuous and
strictly increasing, then for any u = (u1, . . . , un) ∈ [0, 1]n
C(u1, ..., un) = H(F
−1
1 (u1), . . . , F
−1
n (un)) (4.74)
Example 4.5.2. As in the bidimensional case the Normal copula is built
by:
C(u1, ..., un; ρ) = Φρ(Φ
−1(u1), . . . ,Φ−1(un)) (4.75)
where Φρ the multidimensional normal law with correlation matrix ρ, and Φ
is the unidimensional Gaussian law.
Now, as in the bivariate case (definition 4.3.5 and theorem 4.3.6), we
can use the classical framework of random variables, and restate the copulas
definition and the Sklar’s theorem [Nelsen, 1999].
Definition 4.5.5. A copula is a n-dimensional cumulative distribution func-
tion defined on the unit hypercube [0, 1]n such the margins distributions are
uniform on the interval [0, 1]:
C : [0, 1]n → [0, 1] : (u1, . . . , un) 7→ C(u1, . . . , un).
Theorem 4.5.3 (Sklar’s theorem). Let X1, . . . , Xn n real random vari-
ables with distribution functions F1 . . . , Fn, and joint distribution func-
tion H. Then there exists a n-copula C such (4.73) holds. If F1 . . . , Fn
are continuous, C is unique , otherwise C is uniquely determined on
range of F1 × . . . range of Fn.
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The n-dimensional versions of the product copula and the Fre´chet-
Hoeffding bounds are denoted W n, Πn and Mn, and are given by:
Mn(u) = min (u1, ..., un) (4.76)
Πn(u) = u1u2...un (4.77)
Wn(u) = max (u1 + ...+ un − n+ 1, 0) (4.78)
The functions Mn and Π are always n-copulas, whereas W n is a copula only
if n = 2. But the Fre´chet-Hoeffding bounds hold as the following theorems
stated it [Nelsen, 1999].
Theorem 4.5.4. If C is a n-copula, then for every u ∈ [0, 1]n
Wn(u) ≤ C(u) ≤Mn(u). (4.79)
Theorem 4.5.5. For any n ≥ 3 and any u ∈ [0, 1]n, there exists an n-copula
C (which depend on u) such
C(u) = W n(u). (4.80)
Although W n is not a copula, it is the “best-possible” left bound for n-
copulas.These n-copulas Πn and Mn are also well-known dependence struc-
tures [Nelsen, 1999].
Theorem 4.5.6. Let n ≥ 2 and X1, ..., Xn be continuous random variables,
then:
• X1, ..., Xn are independents if and only if the n-copula of X1, ..., Xn is
Πn.
• All variables of X1, ..., Xn are almost surely a strictly increasing func-
tion of any of the others if and only if the n-copula of X1, ..., Xn is
Mn.
Now, let H(x1, . . . , xn) a joint distribution, F1, . . . , Fn its margins, and
C the associated copula. The joint density of H, noted h, is given by
h(x1, . . . , xn) =
∂nH(x1, . . . , xn)
∂x1 . . . ∂xn
= ∂n1...nH(x1, . . . , xn) (4.81)
and of course the joint density of C, noted c, by
c(u1, . . . , un) =
∂nC(u1, . . . , un)
∂u1 . . . ∂un
= ∂n1...nC(u1, . . . , un). (4.82)
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Again, let us remark that the condition VC(B) ≥ 0 for any B = [a1, b1] ×
. . . × [an, bn] ⊂ [0, 1]n, is equivalent to positivity of the density when this
later exists. Using the Sklar’s theorem we have the following relation:
h(x1, . . . , xn) = c (F1(x1), . . . , Fn(xn))
n∏
i=1
fi(xi) (4.83)
where f1, . . . , fn are the densities of respectively F1, . . . , Fn. And, if
F1, . . . , Fn are continuous, we can deduce of this the joint density c:
c(u1, . . . , un) =
h
(
F−11 (u1), . . . , F
−1
n (un)
)∏n
i=1 fi
(
F−1i (ui)
) . (4.84)
Example 4.5.3. Recall the multivariate normal density of dimension n:
φΣ(x1, . . . , xn) =
1
(2pi)n/2 |Σ|1/2
exp
(
−1
2
(x− µ)>ρ−1(x− µ)
)
(4.85)
where µ = (µ1, . . . , µn) is a vector of means, and Σ a covariance matrix.
Suppose that µi = 0 and σi = 1 for all i, where σi is the standard deviation
of the ith component. Then the joint density is given by
φρ(x1, . . . , xn) =
1
(2pi)n/2 |ρ|1/2
exp
(
−1
2
x>ρ−1x
)
(4.86)
where ρ is correlation matrix. Then the density margins are the gaussian
densities:
φ(xi) =
1√
2pi
exp
(
−x
2
i
2
)
.
Using (4.84) we can write:
c(u1, . . . , un) =
1
(2pi)n/2|ρ|1/2 exp
(−12Φ−1(u)>ρ−1Φ−1(u))∏n
i=1
1√
2pi
exp
(
−Φ−1(xi)22
)
=
1
|ρ|1/2
exp
(
−1
2
Φ−1(u)>
(
ρ−1 − I)Φ−1(u)) (4.87)
where Φ−1(u) = (Φ−1(u1), . . . ,Φ−1(un)) and I is the n× n identity matrix.
4.6 Multivariate Archimedean Copulas
The extension of the formula (4.55) for a n-dimensional vector u =
(u1, . . . , un) is very “natural”:
Cn(u) = φ[−1]
(
n∑
i=1
φ(ui)
)
(4.88)
= ψ
(
n∑
i=1
φ(ui)
)
(4.89)
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where ψ = φ[−1], but what is the condition on the generator φ that the
above expression (4.89) is distribution? The answer to the reverse question
is more easy to find. Suppose that for a differentiable real function function
f we use the following notation:
f (k)(x) =
dk
dxk
f(x) (4.90)
then if we suppose that the expression (4.89) is a copula, then its density is
given by:
c(u) = c(u1, . . . , un) =
∂nC(u)
∂u1 . . . ∂un
= ψ(n)
[
n∑
i=1
φ(ui)
]
·
n∏
i=1
φ′(ui) (4.91)
with φ′(t) = φ(1)(t).
The bivariate margin of (4.89) for two chosen dimensions k 6= l, denoted
Ckl is given by:
Ckl(uk, ul) = C(1, . . . , uk, . . . , ul, . . . , 1)
= ψ
φ(uk) + φ(ul) + ∑
i6=k,l
φ(1)

= ψ (φ(uk) + φ(ul)) (4.92)
and is a bivariate copula using the same generator φ. Thus this latter
must be fulfill the conditions of the theorem 4.4.3: φ must be a decreasing
function, i.e. φ(1)(ui) < 0, ∀i ∈ 1, . . . , n. Then the sign of the product∏n
i=1 φ
(1)(ui) in expression (4.91) is given by (−1)n, and, as a density is
always positive, we must have:
(−1)nψ(n)
[
n∑
i=1
φ(ui)
]
> 0
which is the property of completely monotonic function.
Definition 4.6.1. [Widder, 1941] A continuous function f(t) defined on an
interval [a, b] is completely monotonic if and only if
(−1)k d
k
dtk
f(t) ≥ 0 (4.93)
∀a < x < b.
We can also find in [Widder, 1941] that if f(t) is completely monotonic
in ]a, b[ and is zero at x = c > a, then it is identically zero. So if the pseudo
inverse φ[−1] of an archimedean generator φ is completely monotonic, then
it must be positive on [0,∞[, i.e. φ is strict and φ[−1] = φ−1.
The proof of necessary and sufficient conditions for function φ to be an
archimedean generator for any n ≥ 2 can be found in [Kimberling, 1974]
and in [Schweizer and Sklar, 1983].
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Theorem 4.6.1. Let φ be a continuous strictly decreasing function from
[0, 1] to [0,∞[ such limt→0 φ(t) = ∞ and φ(1) = 0. If Cn is the function
from [0, 1]n → [0, 1] given by (4.89), then Cn is an n-copula for all n ≥ 2 if
and only if ψ = φ−1 is completely monotonic on [0,∞[.
The following theorem, due to Bernstein [Bernstein, 1928], close the loop,
since we have introduced archimedean copulas using expression(4.48). Sev-
eral proofs of this theorem can be found in [Widder, 1941].
Theorem 4.6.2 (Bernstein Theorem). A necessary and sufficient condition
that f(x) should be completely monotonic in 0 ≤ x <∞ is that
f(x) =
∫ ∞
0
e−xtdα(t) (4.94)
where α(t) is bounded and non decreasing and the integral converges for
0 ≤ x <∞.
We give below the n-dimensional version of the four copulas shown in
examples 4.4.1, 4.4.2, 4.4.3 and 4.4.4. We can see that the domain of the
parameter for the generators are subset of the domains for bivariate copulas.
Example 4.6.1. The Clayton family, with generator given by expression
(4.58), for which φ−1 is completely monotonic when θ > 0, is given by:
Cnθ (u) =
(
1− n+
n∑
i=1
u−θi
)−1/θ
. (4.95)
Example 4.6.2. The Frank family, with generator given by expression
(4.60) for which φ−1 is completely monotonic when θ > 0, is given by
Cnθ (u) = −
1
θ
(
1 +
∏n
i=1(e
−θui − 1)
(e−θ − 1)n−1
)
. (4.96)
Example 4.6.3. The Gumbel-Hougaard family, with generator given by ex-
pression (4.62) for which φ−1 is completely monotonic when θ ≥ 1, is given
by:
Cnθ (u) = exp
−[ n∑
i=1
(− lnui)θ
]1/θ . (4.97)
Example 4.6.4. The Joe family, with generator given by expression (4.64)
for which φ−1 is completely monotonic when θ > 1, is given by:
Cnθ (u) = 1−
[
1−
n∏
i=1
(
1− (1− ui)θ
)]1/θ
. (4.98)
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Remark 4.6.1. By the theorem 4.6.1 we know that expression (4.89) is a
copula when ψ = φ−1 completely monotonic. The “price” of this property is
given in the theorem below [Nelsen, 1999]:
Archimedean n-copulas can only capture dependence
structures from independence Π to completely positive de-
pendence M .
Theorem 4.6.3. Let φ be a strict archimedean generator. If φ−1 is com-
pletely monotonic, then copula C built with expression (4.89) is such
C(u) ≥ Π(u)
for all u in [0, 1]n.
Another restriction to the use of Archimedean n-copulas is the fact that
it is not really easy to find a general formula for for the density given in
expression (4.91) for any n. The difficult part is to find a general formula
for ψ(n). For the Clayton family it is very easy, but for the Frank, Gumbel-
Hougaard and Joe families it is harder. It is our main contribution in this
field to have found recurrence formulas for these three later families.
Proposition 4.6.4. If φ is the generator of the Clayton copula, then we
have the following formulas:
φ(t) = (t−θ − 1) (4.99)
φ′(t) = −θu−θ−1 (4.100)
ψ(t) = (t+ 1)−1/θ (4.101)
ψ(n)(t) = (−1)n(t+ 1)− 1θ−n
n∏
i=1
(
1
θ
+ i− 1
)
(4.102)
Proof. : By recurrence:
If n = 1:
ψ(1)(t) = −1
θ
(t+ 1)−
1
θ
−1
If the formula (4.102) hold for n− 1, then:
ψ(n)(t) =
{
(−1)n−1(t+ 1)− 1θ−n+1
n−1∏
i=1
(
1
θ
+ i− 1
)}′
=
{
(−1)n−1(t+ 1)− 1θ−n
(
−1
θ
− n+ 1
) n−1∏
i=1
(
1
θ
+ i− 1
)}′
= (−1)n(t+ 1)− 1θ−n
n∏
i=1
(
1
θ
+ i− 1
)
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Proposition 4.6.5. If φ is the generator of the Frank copula, then we have
the following formulas:
φ(t) = − ln
(
e−θt − 1
e−θ − 1
)
(4.103)
φ′(t) =
θe−θt
e−θt − 1 (4.104)
ψ(t) = −1
θ
ln
[
1− Ee−t] (4.105)
ψ(n)(t) =
(−1)n
θ
[
n−1∑
i=1
Kin
(Ee−t)i] [1− Ee−u]−n (4.106)
where:
• E = 1− e−θ,
• K11 = 1,
• K0n = Knn = 0,
• Kin = (n− i)Ki−1n−1 + iKin−1.
Proof. :
By recurrence:
If n = 1:
ψ(1)(t) = −1
θ
[Ee−t][1− Ee−t]−1
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If the formula (4.106) hold for n− 1, then:
ψ(n)(t) =
{
(−1)n−1
θ
[
n−2∑
i=1
Kin−1E ie−it
]
[1− Ee−t]−(n−1)
}′
=
(−1)n−1
θ
{[
n−2∑
i=1
(−i)Kin−1E ie−it
]
[1− Ee−t]−n+1
+
[
n−2∑
i=1
Kin−1E i+1e−(i+1)t
]
(−n+ 1)[1− Ee−t]−n
}
=
(−1)n
θ
[1− Ee−t]−n
{[
n−2∑
i=1
iKin−1E ie−it
]
[1− Ee−t]
+
[
n−2∑
i=1
Kin−1E i+1e−(i+1)t
]
(n− 1)
}
=
(−1)n
θ
[1− Ee−t]−n
{
n−2∑
i=1
iKin−1E ie−it
+
n−2∑
i=1
iKin−1E i+1e−(i+1)t +
n−2∑
i=1
(n− 1)Kin−1E i+1e−(i+1)t
}
=
(−1)n
θ
[1− Ee−t]−n
{
n−2∑
i=1
iKin−1E ie−it
+
n−1∑
j=2
(j − 1)Kj−1n−1Eje−jt +
n−1∑
j=2
(n− 1)Kj−1n−1Eje−j)t

=
(−1)n
θ
[1− Ee−t]−n
·
{
K1n−1Eet +Kn−2n−1En−1e−(n−1)t +
n−2∑
i=1
E ie−it [(n− i)Ki−1n−1 + iKin−1]
}
If we set
Kin = (n− i)Ki−1n−1 + iKin−1
and K11 = 1, K0n = Knn = 0, then
K1n = (n− 1)K0n−1 +K1n−1 = K1n−1
and
Kn−1n = (n− n+ 1)Kn−2n−1 +Kn−1n−1 = Kn−2n−1
and the formula (4.106) hold for n.
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i
n 0 1 2 3 4 5 6 7 8 9
1 0 1
2 0 1 0
3 0 1 1 0
4 0 1 4 1 0
5 0 1 11 11 1 0
6 0 1 26 66 26 1 0
7 0 1 57 302 302 57 1 0
8 0 1 120 1191 2416 1191 120 1 0
9 0 1 247 4293 15619 15619 4293 247 1 0
Table 4.2: Coefficients Kin for nth derivatives of the inverse of Frank gener-
ator for n ∈ {1, . . . , 9}.
The coefficients Kin in the preceding theorem can be found by recurrence
as the binomial coefficients. The table 4.2 shows the values of these coeffi-
cients for n = 1 to n = 9, and we can remark the symmetry of the table, as
in the binomial case.
Proposition 4.6.6. If φ is the generator of the Gumbel-Hougaard copula,
then we have the following formulas:
φ(t) = (− ln t)θ (4.107)
φ′(t) = −θ
t
(− ln t)θ−1 (4.108)
ψ(t) = e−t
1/θ
(4.109)
ψ(n)(t) = e−t
1/θ
[
n∑
i=1
Kint
1
θ
−n
]
(4.110)
where:
• K00 = 1,
• K0n = Kn+1n = 0,
• Kin = −1θKi−1n−1 +
(
i
θ − n+ 1
)Kin−1.
Proof. :
By recurrence:
If n = 1:
ψ(1)(t) = −1
θ
t
1
θ
−1e−t
1/θ
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If the formula (4.110) hold for n− 1, then:
ψ(n)(t) =
{
e−t
1/θ
n−1∑
i=1
Kin−1t
i
θ
−n+1
}′
= e−t
1/θ
{
− t
1
θ
−1
θ
n−1∑
i=1
Kin−1t
i
θ
−n+1 +
n−1∑
i=1
Kin−1t
i
θ
−n
(
i
θ
− n+ 1
)}
= e−t
1/θ
{
n−1∑
i=1
Kin−1t
i+1
θ
−n
(
−1
θ
)
+
n−1∑
i=1
Kin−1t
i
θ
−n
(
i
θ
− n+ 1
)}
= e−t
1/θ

n∑
j=2
Kj−1n−1t
j
θ
−n
(
−1
θ
)
+
n−1∑
i=1
Kin−1t
i
θ
−n
(
i
θ
− n+ 1
)
= e−t
1/θ

n−1∑
j=2
t
j
θ
−n
[
Ki−1n−1
(
−1
θ
)
+Kin−1
(
i
θ
− n+ 1
)]
+K1n−1
(
1
θ
− n+ 1
)
t
1
θ
−n +Kn−1n−1
(
−1
θ
)
t
n
θ
−n
}
If we set
Kin = −
1
θ
Ki−1n−1 +
(
i
θ
− n+ 1
)
Kin−1
and K00 = 1, K0n = Kn+1n = 0, then
K1n = −
1
θ
K0n−1 +
(
1
θ
− n+ 1
)
K1n−1 =
(
1
θ
− n+ 1
)
K1n−1
and
Knn = −
1
θ
Kn−1n−1 +
(n
θ
− n+ 1
)
Knn−1 = −
1
θ
Kn−1n−1
and finally
K11 = −
1
θ
K00 +
(
1
θ
− 1 + 1
)
K10 = −
1
θ
and the formula (4.110) hold for n.
Tables 4.3, 4.4 and 4.5 show the Kin coefficients for the Gumbel-Hougaard
copula, with θ equal respectively to 0.5, 1 and 2.
Proposition 4.6.7. If φ is the generator of the Joe copula, then we have
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i
n 0 1 2 3 4 5 6 7 8 9
0 1 0
1 0 -2 0
2 0 -2 4 0
3 0 0 12 -8 0
4 0 0 12 -48 16 0
5 0 0 0 -120 160 -32 0
6 0 0 0 -120 720 -480 64 0
7 0 0 0 0 1680 -3360 1344 -128 0
8 0 0 0 0 1680 -13440 13440 -3584 256 0
9 0 0 0 0 0 -30240 80640 -48384 9216 -512
Table 4.3: Coefficients Kin for nth derivatives of the inverse of Gumbel-
Hougaard generator for n ∈ {1, . . . , 9} and θ = 0.5.
i
n 0 1 2 3 4 5 6 7 8 9
0 1 0
1 0 -1 0
2 0 0 1 0
3 0 0 0 -1 0
4 0 0 0 0 1 0
5 0 0 0 0 0 -1 0
6 0 0 0 0 0 0 1 0
7 0 0 0 0 0 0 0 -1 0
8 0 0 0 0 0 0 0 0 1 0
9 0 0 0 0 0 0 0 0 0 -1
Table 4.4: Coefficients Kin for nth derivatives of the inverse of Gumbel-
Hougaard generator for n ∈ {1, . . . , 9} and θ = 1.
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i
n 0 1 2 3 4 5 6 7 8
0 1 0
1 0 -0,5 0
2 0 0,25 0,25 0
3 0 -0,37 -0,37 -0,125 0
4 0 0,93 0,93 0,37 0,06 0
5 0 -3,28 -3,28 -1,40 -0,31 -0,03 0
6 0 14,76 14,76 6,56 1,64 0,23 0,01 0
7 0 -81,21 -81,21 -36,91 -9,84 -1,64 -0,16 -0,01 0
8 0 527,87 527,87 243,63 67,67 12,30 1,47 0,11 0,003
Table 4.5: Coefficients Kin for nth derivatives of the inverse of Gumbel-
Hougaard generator for n ∈ {1, . . . , 8} and θ = 2.
the following formulas:
φ(t) = − ln
[
1− (1− t)θ
]
(4.111)
φ′(t) = − θ(1− u)
θ−1
1− (1− u)θ (4.112)
ψ(t) = 1− (1− e−u) 1θ (4.113)
ψ(n)(t) =
(
1− e−t) 1θ−n [ n∑
i=1
Kine−iu
]
(4.114)
where:
• K11 = −1θ ,
• K0n = Kn+1n = 0,
• Kin = Ki−1n−1
(
1
θ − n+ i
)− iKin−1.
Proof. : By recurrence:
If n = 1:
ψ(1)(t) = e−t
(
1− et) 1θ−1(−1
θ
)
136 CHAPTER 4. FCDF AND COPULAS
If the formula (4.114) hold for n− 1, then:
ψ(n)(t) =
{(
1− e−t) 1θ−n+1 [n−1∑
i=1
Kin−1e−it
]}′
=
(
1− e−t) 1θ−n(1
θ
− n+ 1
)[n−1∑
i=1
Kin−1e−(i+1)t
]
+
(
1− e−t) 1θ−n+1 [n−1∑
i=1
Kin−1(−i)e−it
]
=
(
1− e−t) 1θ−n{(1
θ
− n+ 1
)[n−1∑
i=1
Kin−1e−(i+1)t
]
+
(
1− e−t) [n−1∑
i=1
Kin−1(−i)e−it
]}
=
(
1− e−t) 1θ−n{[n−1∑
i=1
(
1
θ
− n+ 1
)
Kin−1e−(i+1)t
]
+
[
n−1∑
i=1
Kin−1(−i)e−it
]
+
[
n−1∑
i=1
Kin−1ie−(i+1)t
]}
=
(
1− e−t) 1θ−n

 n∑
j=2
(
1
θ
− n+ 1
)
Kj−1n−1e−jt

+
[
n−1∑
i=1
Kin−1(−i)e−it
]
+
 n∑
j=2
Kj−1n−1(j − 1)e−jt

=
(
1− e−t) 1θ−n{[n−1∑
i=2
e−it
[(
1
θ
− n+ i
)
Ki−1n−1 − iKin−1
]]
+(−1)K1n−1e−u +
1
θ
Kn−1n−1e−nt
}
If we set
Kin =
(
1
θ
− n+ i
)
Ki−1n−1 − iKin−1
and K0n−1 = Knn−1 = 0, then
K1n =
(
1
θ
− n+ 1
)
K0n−1 −K1n−1 = −K1n−1
and
Knn =
(
1
θ
− n+ n
)
Kn−1n−1 − nKnn−1 =
1
θ
Kn−1n−1
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i
n 0 1 2 3 4 5 6 7 8 9
1 0 -1 0
2 0 1 -1 0
3 0 -1 2 -1 0
4 0 1 -3 3 -1 0
5 0 -1 4 -6 4 -1 0
6 0 1 -5 10 -10 5 -1 0
7 0 -1 6 -15 20 -15 6 -1 0
8 0 1 -7 21 -35 35 -21 7 -1 0
9 0 -1 8 -28 56 -70 56 -28 8 -1
Table 4.6: Coefficients Kin for nth derivatives of the inverse of Joe generator
for n ∈ {1, . . . , 9} and θ = 1.
and the formula (4.114) hold for n.
Tables 4.6 and 4.7 show the Kin coefficients for the Joe copula, with θ
equal respectively to 1 and 2.
Using the results of theorems 4.6.4, 4.6.5, 4.6.6 and 4.6.7 with expres-
sions (4.83) and (4.91), it is now possible to compute easily the density of
joint distribution build with the Clayton, Frank, Gumbel-Hougaard and Joe
copulas.
Original contribution(s) 3. In this section we give formulas which per-
mit to calculate the joint density, in any dimension, for the Clayton, Frank,
Gumbel-Hougaard and Joe families of Archimedean copulas. Then, with
these formulas, it is possible to compute the joint density of any joint dis-
tribution built on these copulas.
4.7 Parameters Estimation
Let us suppose that we have a set of realizations of a vector of random
variables X: {x1, . . . ,xN}. A classical task is to determine the underlying
joint distribution H. If we suppose that the parametric family of H is al-
ready known, then it “remains” to estimates the parameters of H. Then the
most common method for estimating the parameters is maximum likelihood
method [Wasserman, 2004].
If hθ(x) is the joint density defined by expression (3.20) with parameter
θ, then the likelihood function is defined by
L(θ) =
N∏
i=1
hθ(xi) (4.115)
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i
n 0 1 2 3 4 5 6 7 8
1 0 -0,5 0
2 0 0,5 -0,25 0
3 0 -0,5 0,25 -0,12 0
4 0 0,5 0,25 0,25 -0,06 0
5 0 -0,5 -1,75 -1,12 0,12 -0,03 0
6 0 0,5 5,25 7,75 1,18 0,09 -0,01 0
7 0 -0,5 -12,75 -41,62 -24,12 -2,25 0,04 -0,01 0
8 0 0,5 28,25 182,25 242,18 71,56 3,09 0,03 -0,003
Table 4.7: Coefficients Kin for nth derivatives of the inverse of Joe generator
for n ∈ {1, . . . , 8} and θ = 2.
and since maxima are unaffected by monotone transformations, one can take
the logarithm of this expression to turn it into a sum and then, define the
log-likelihood function by
L∗(θ) =
N∑
i=1
log hθ(xi). (4.116)
The method of maximum likelihood estimates θ by finding the value of θ
that maximizes L∗(θ) . This is the maximum likelihood estimator (MLE)
of θ:
θ̂ = arg max
θ
L∗(θ) (4.117)
But in the case of the decomposition of Hθ using copulas the joint density
is given by expression (4.83)
hθ(x1, . . . , xn) = cθC (Fθ1(x1), . . . , Fθn(xn))
n∏
i=1
fθj (xj)
where θ = (θ1, . . . , θn; θC), and then the log-likelihood become
L∗(θ) =
N∑
i=1
log cθC (Fθ1(x1,i), . . . , Fθn(xn,i)) +
N∑
i=1
n∑
j=1
log fθj (xj,i). (4.118)
But the MLE method could be time-consuming especially for great val-
ues of N . However the use of copulas suggests a two step estimation
[Shih and Louis, 1995]:
1. estimate parameters θ1, . . . , θn for the margins,
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2. using the above results estimate θC .
In other words we have
θ̂j = arg max
θj
N∑
i=1
log fθj (xj,i) (4.119)
and
θ̂C = arg max
θC
N∑
i=1
log cθC
(
F
θ̂1
(x1,i), . . . , Fθ̂n(xn,i)
)
. (4.120)
This method is called two-stage parametric ML method in
[Shih and Louis, 1995] and inference functions for margins (IFM) in
[Joe and Xu, 1996] (see also [Joe, 1997]).
Other methods exist: the omnibus estimator (see [Genest et al., 1995],
[Shih and Louis, 1995] and [Genest and Werker, 2002]) and a method using
the Kendall’s tau for Archimedean copulas [Genest and Rivest, 1993], but in
the following we will use the IFM method, because it is less time consuming,
and more easy to use practically.
4.8 FCDF and copulas
So, from here, we are able to evaluate expression (3.51) using multivariate
copulas, and then to try to compute the fcdf of an frv using the expression
(4.1). The expression (3.51), re-writed using (4.73) in conjunction with (4.9),
become:
P [AX ,D,n(u)] = HXt1 ,...,Xtn (u(t1), . . . , u(tn)) (4.121)
= CX ,n (GX ,D[t1;u], . . . , GX ,D[tn;u]) (4.122)
where CX ,n denotes the copula which links together the margins GXtk ,D of
an frv X .
Let us remember that an important class of stochastic process is the
class of stationary processes. A stochastic process is said to be strictly
stationary (see [Burril, 1972] and [Cox and Miller, 1965]) if its distribution
do not change with time.
Definition 4.8.1. A stochastic process Xt is said stationary if ∀t1, ..., tk
and for any h, the joint distribution of (Xt1+h, . . . , Xtk+h) does not depend
on hi.e. if its distribution do not change with time.
As corollary of this definition, the margins of the joint distribution are al-
ways the same, i.e. the univariate distributions of Xti is also the distribution
of Xti+h. Copulas allow us to a broader definition of the stationarity.
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Definition 4.8.2. A stochastic process Xt is said copula stationary if
∀t1, ..., tk and for any h, the copula of (Xt1+h, . . . , Xtk+h) does not depend
on h, i.e. its copula does not change with time.
That means that if we note Ft the distribution of Xt, then ∀t1, ..., tn ∈ D,
in the following expressions
C0 (Ft1(t1), ..., Ftk(tk))
Ch (Ft1+h(t1), ..., Ftk+h(tk))
Ch is always equal to C0, but Ft could be different from Fs, if s 6= t. In
other words, the distribution of Xt can be change over time, but the relation
between the distribution of Xs and in Xt (s 6= t) is always the same.
If an frv is also a copula stationary stochastic process, then we call it a
copula stationary frv.
Although any copula can be used for a copula stationary frv,
Archimedean copulas are really well suited for this kind of stationarity. In
this case the expression (4.122) can be rewritten:
P [AX ,D,n(u)] = HXt1 ,...,Xtn (u(t1), . . . , u(tn))
= CX ,n
(
GXt1 ,D[t1;u], . . . , GXtn ,D[tn;u]
)
= ψ
(
n∑
i=1
φ
(
GXti ,D [ti;u]
))
. (4.123)
And the associated multivariate density is then given, using expression 4.83
and 4.91, by
hXt1 ,...,Xtn (u(t1), . . . , u(tn)) (4.124)
= ψ(n)
[
n∑
i=1
φ(GXti ,D [ti;u])
]
n∏
i=1
φ′(GXti ,D [ti;u])gXti ,D [ti;u] .
Let 0 < k < n, then for any 0 ≤ i ≤ n − k, the correspondent margins is
given by
HXt1 ,...,Xtn (1, . . . , 1, u(ti+1), . . . , u(ti+k), 1, . . . , 1)
= HXt1+i ,...,Xtn+i (u(ti+1), . . . , u(ti+k))
= ψ
 k∑
j=1
φ
(
GXti+j ,D [ti+j ;u]
) (4.125)
then all k-margins have the same copulas.
When the copula of a copula stationary frv is an Archimedean copula
generated by a function φ, it means that, for any chosen k 6= l, the structure
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dependence between Xtk and Xtl is always the same, and is given by the
Archimedean bivariate copula with generator φ (see expression 4.92). In
this case, we can say that, the frv has a “constant dependence structure”.
The “dependence structure constance” of copula stationary frv given by
an Archimedean copula is good approximation model of the dependence
structures found in functional data. For the sake of illustration, in figures
4.8, 4.8 and 4.8, we the histograms of the correlations for the discrete versions
of the Tecator data (see 2.11 p.21), the growth curves (see fig. 2.9 p.19)and
the 2.10 p.20. We can see in these graphs that we have a strong dependence
between couples of real random variables Xtk and Xtl , even if it is with some
variations between cases.
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Functional copula stationarity and Archimedean copulas were used in
in the framework of symbolic data analysis for build finite dimensional
distributions of an frv for classification using mixture decomposition (see
[Vrac et al., 2001] and [Cuvelier and Noirhomme-Fraiture, 2005]).
But even if the results was good using finite dimensional distributions, it
is impossible to use the Archimedean copulas to build an fcdf using the limit
(4.1), indeed we can show this limit is almost always zero for Archimedean
copulas when n→∞ (see [Cuvelier and Noirhomme-Fraiture, 2006])!
Proposition 4.8.1. Let u ∈ ID, and E = {t ∈ D : GX ,D[t;u] < 1}, and
for n ∈ N, we divide D in n interval of equal length, i.e.
• {tn1 , . . . , tnn+1} are equidistant points of D
• tn1 = inf(D) and tnn+1 = sup(D),
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• ∀i ∈ {1, . . . , n} ∣∣tni+1 − tni ∣∣ = |D|n = ∆t.
If E 6= ∅ then
lim
n→∞ψ
[
n∑
i=1
φ (GX ,D [tni ;u])
]
= 0 (4.126)
Proof. First we have the following simplification
ψ
[
n∑
i=1
φ (GX ,D [tni ;u])
]
= ψ
∑
tni ∈E
φ (GX ,D [tni ;u]) +
∑
tni /∈E
φ (GX ,D [tni ;u])

= ψ
∑
tni ∈E
φ (GX ,D [tni ;u])
 .
Let p = max {GX ,D[t;u]|t ∈ E}, and so ∀t ∈ E
1 > p ≥ GX ,D[t;u]
0 < φ(p) ≤ φ (GX ,D[t;u])
and thus ∀n ∈ N if we write En = {tni ∈ E} and suppose that #En = νn we
have
0 < ν · φ(p) ≤
∑
tni ∈E
φ (GX ,D [tni ;u]) .
We can suppose, without lack of generality that, |E|/|D| = νn/n for all n,
thus it suffice to remark that for any ε > 0, and for n > φ(ε)φ(p) · |D||E| we have∑
tni ∈E
φ (GX ,D [tni ;u]) ≥ ν · φ(p) > φ(ε)
and then
ψ
∑
tni ∈E
φ (GX ,D [tni ;u])
 ≤ ψ [ν · φ(p)] < ε
Another objection to the use of this type of joint distribution is some-
thing which we could call volumetric behavior : let p ∈]0, 1[, if we consider
the following sequence of interval, square, cube, n-cubes: [0, p],[0, p]2, [0, p]3,
[0, p]4,... subsets of respectively [0, 1],[0, 1]2,[0, 1]3,[0, 1]4,... Then the cor-
responding euclidean measures of volume give the following decreasing se-
quence p, p2, p3, p4,... whose limit is obviously equal to 0! So for a chosen
p there is a sort of “dilution” of [0, p]n in [0, 1]n when n→∞.
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In the same way, let us suppose that UX ,D,p (0 < p < 1) is a functional
quantile (see definition 4.2.3, p. 76) of an frv X defined on D, and suppose
that the finite dimensional distribution of X are computed using expression
(4.123), then
P [AX ,D,n(UX ,D,p)] = ψ
[
n∑
i=1
φ (GX ,D [tni ;UX ,D,p])
]
= ψ
[
n∑
i=1
φ(p)
]
(4.127)
= ψ (n · φ (p)) < p.
Worse,
m > n ⇒ mφ(p) > mφ
⇒ ψ(mφ(p)) < ψ(nφ)
and then
m > n⇒ P [AX ,D,m(UX ,D,p)] < P [AX ,D,n(UX ,D,p)]. (4.128)
Then, the more we try to have a better approximation for a functional quan-
tile of order p, the more we move away from reference value p toward zero.
This instability of the estimation of P [AX ,D(UX ,D,p)] is very disappointing.
In fact this property is a direct consequence of the Archimedean property,
which gives its name to this class of copula. This term was first given by
[Ling, 1965]. Let us recall the classical arithmetic Archimedean property
[Nelsen, 1999]: for any positive real numbers x, y, there exists an integer n
such
x+ · · ·+ x︸ ︷︷ ︸
n terms
= nx > y.
Remember that a bivariate Archimedean copulas can be seen as binary op-
erators (cf. theorems 4.4.4, 4.4.5 and 4.4.6, p.108). With a given generator
φ we can define a binary operator  on [0, 1]:
x  y = ψ (φ(x) + φ(y)) .
This binary operation is commutative and associative (see theorem 4.4.4),
and thus can be extended in the following manner:
x1  . . .  xn = ψ
(∑
φ(xi)
)
The operator  defines an implicit operator • on N× [0, 1]:
n • x = x  · · ·  x︸ ︷︷ ︸
n terms
= ψ (nφ(x))
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with result in ]0, 1]: for n ∈ N and x ∈ [0, 1], we have
nφ(x) ≥ φ(x)
and so
n • x ≤ x.
The above results tell us a bad new: Archimedean copulas fail to compute
the wanted limit of the finite dimensional distributions (4.1), but the follow-
ing result tells us a worse new: the limit (4.122) is almost always equal to
zero for a large class of copulas, and then, for a large class of classical joint
distribution.
Proposition 4.8.2. Let {Ci} be a sequence of copulas such, for all i:
1. Ci(~ui) = Ci(u1, . . . , ui) = Ci+1(u1, . . . , ui+1, 1),
2. Ci < M ,
3. Ci is strictly monotonic for each variables.
Then for any sequence {ui} such ∀i, 0 < ui < 1 we have
lim
i→∞
Ci(ui) = 0. (4.129)
Proof. Let {ui} such ∀i, 0 < ui < 1, then using 1 and 2 we have
0 < Ci(~ui) < Ci−1(~ui−1) < 1.
Then if we set
εi = 1− Ci(~ui)
Ci−1(~ui−1)
then
Ci(~ui) = Ci−1(~ui−1)(1− εi)
with 0 < εi < 1.
Let εm = mini εi and εδ = εm − δ, where 0 < δ < εm. Then
1− εδ < 1− εi
for all i, thus,
Ci(~ui) < Ci−1(~ui−1)(1− εδ)
< Ci−2(~ui−2)(1− εδ)2
< . . .
< (1− εδ)i
and limi→∞(1− εδ)i = 0.
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Let us notice that, conditions of theorem 4.8.2 are not restrictives at
all: the first one4 permits to have an embedded sequence of copulas, and
is easy to fulfill, because by definition of copulas, once we have the copula
Cn, all copulas Ck for k ≤ n are automatically defined. The second con-
dition requires only, that each off the corresponding random variables are
not completely dependent from the others (see theorem 4.5.6), which is the
least common case5. And the last condition is fulfilled by classical copulas
(normal copula, Archimedean copulas,...).
Thus the fcdf of a functional quantile of order p , estimated with a
finite dimensional distribution is diluted when n growth, because the joint
distribution of dimension n is a probability measure of the corresponding
n-cube as shown in expression (3.16). And proportionally this n-cube tends
to take a lesser part of the total volume when n growth. Thus using a
“volumetric probability measure” of dimension n as an approximation of
the nth degree of the fcdf of an frv has an unusual behavior: the precision
vanish to 0 when n tends to infinity.
And, like in the case of Archimedean copulas, we have the same insta-
bility of the estimation of P [AX ,D(UX ,D,p)] with functional quantiles. Let
UX ,D,p a functional quantile of order p, and let n < m:
P [AX ,D,m(UX ,D,p)] = Cm(p, . . . , p,︸ ︷︷ ︸
n times
p, . . . , p︸ ︷︷ ︸
m−n times
)
< Cm(p, . . . , p,︸ ︷︷ ︸
n times
1, . . . , 1︸ ︷︷ ︸
m−n times
)
= Cn(p, . . . , p︸ ︷︷ ︸
n times
)
< Cn(p, 1, . . . , 1︸ ︷︷ ︸
n−1 times
) = p.
Then, for 1 < n < m, again we have
P [AX ,D,m(UX ,D,p)] < P [AX ,D,n(UX ,D,p)] < p. (4.130)
To illustrate this instability we give in tables 4.8, 4.9 and 4.10, the normal
joint distributions of three functional quantiles UX ,D,p with the respective
values for p: 0.2, 0.5 and 0.8. These finite dimensional distributions are
computed in dimensions from 10 to 100, and for different values for the
Kendall’s tau τ 6. Then, for a given value p, what is the best approximation
of P [AX ,D(uX ,D,p)] in these 101 different values? And thus what is the real
4This condition is equivalent to the condition (3.48) of Kolmogorov’s extension theorem,
but for copulas
5This condition could be easily relaxed in Ci < M , ∀i ∈ IN \M , where M is a finite
set for which we could have Ci ≤ M .
6see expression (4.44) p.98 for the relation connecting τ to the classical correlation ρ.
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τ \ n 10 20 30 40 50 60 70 80 90 100
0.0 e-07 e-14 e-21 e-28 e-35 e-42 e-49 e-56 e-63 e-70
0.1 e-04 e-06 e-07 e-08 e-09 e-09 e-10 e-10 e-10 e-11
0.2 e-03 e-04 e-05 e-05 e-05 e-06 e-06 e-06 e-06 e-06
0.3 e-02 e-03 e-04 e-04 e-04 e-04 e-04 e-04 e-04 e-04
0.4 0.02 e-03 e-03 e-03 e-03 e-03 e-03 e-03 e-03 e-03
0.5 0.03 0.02 0.01 0.01 e-03 e-03 e-03 e-03 e-03 e-03
0.6 0.05 0.04 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02
0.7 0.08 0.06 0.06 0.05 0.05 0.05 0.04 0.04 0.04 0.04
0.8 0.11 0.10 0.09 0.09 0.09 0.08 0.08 0.08 0.08 0.08
0.9 0.15 0.15 0.14 0.14 0.14 0.13 0.13 0.13 0.13 0.13
1.0 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20
Table 4.8: Normal joint distribution of a functional quantile QX ,D,p with
p = 0.2, using several τ and several dimensions n.
τ \ n 10 20 30 40 50 60 70 80 90 100
0.0 e-03 e-06 e-09 e-12 e-15 e-18 e-21 e-24 e-27 e-30
0.1 0.01 e-03 4e-4 e-04 4e-5 e-05 e-05 e-05 e-04 e-06
0.2 0.03 0.01 5e-3 2e-3 2e-3 e-03 e-03 e-03 e-03 e-04
0.3 0.07 0.03 0.01 0.01 0.01 0.01 e-02 e-02 0.01 e-02
0.4 0.12 0.07 0.05 0.05 0.03 0.03 0.03 0.02 0.02 0.02
0.5 0.17 0.12 0.11 0.12 0.08 0.07 0.07 0.06 0.07 0.05
0.6 0.23 0.18 0.17 0.15 0.14 0.13 0.12 0.12 0.12 0.11
0.7 0.29 0.26 0.24 0.23 0.21 0.21 0.20 0.20 0.18 0.19
0.8 0.36 0.33 0.33 0.29 0.30 0.30 0.29 0.29 0.29 0.28
0.9 0.43 0.41 0.39 0.39 0.39 0.39 0.39 0.39 0.37 0.38
1.0 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
Table 4.9: Normal joint distribution of a functional quantile QX ,D,p with
p = 0.5, using several τ and several dimensions n.
τ \ n 10 20 30 40 50 60 70 80 90 100
0.0 0.11 0.01 e-03 e-04 e-05 e-06 e-07 e-08 e-09 e-10
0.1 0.20 0.07 0.04 0.02 0.01 e-03 e-03 e-03 e-03 e-03
0.2 0.28 0.16 0.11 0.08 0.06 0.05 0.04 0.04 0.03 0.03
0.3 0.36 0.25 0.19 0.16 0.14 0.12 0.11 0.10 0.09 0.09
0.4 0.43 0.34 0.29 0.25 0.23 0.22 0.20 0.19 0.18 0.17
0.5 0.51 0.43 0.38 0.36 0.34 0.32 0.31 0.30 0.29 0.28
0.6 0.57 0.51 0.48 0.46 0.44 0.43 0.42 0.41 0.40 0.39
0.7 0.64 0.59 0.57 0.55 0.54 0.53 0.52 0.52 0.51 0.51
0.8 0.69 0.67 0.65 0.64 0.64 0.63 0.63 0.62 0.62 0.61
0.9 0.75 0.74 0.73 0.73 0.72 0.72 0.72 0.72 0.72 0.71
1.0 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80
Table 4.10: Normal joint distribution of a functional quantile QX ,D,p with
p = 0.8, using several τ and several dimensions n.
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value of P [AX ,D(UX ,D,p)]? How manage the fact that the probability of
the same function has so many different approximations? Having different
values with different τ seem acceptable, because it depends of the frv X , but
the instability for the values for the different finite dimensional distributions,
depending of the chosen dimension, is more disturbing.
Another objection to the extended use of finite dimensional distributions
is the quasi-impossibility of share the same cylinder. Let us suppose that
X (t) is an frv where t ∈ D is the time. And suppose that we can sample in
laboratories the realizations of this frv with a ∆t depending of the labora-
tory’s equipment. And suppose also, that three laboratories Lab1, Lab2 and
Lab3, did the same sampling experiment, but with different values for ∆t:
D
∆t1
= 90,
D
∆t2
= 150,
D
∆t3
= 210,
where ∆t1 , ∆t2 and ∆t3 are respectively chosen by Lab1, Lab2 and Lab3.
Then we have
∆t1 =
D
90
, ∆t2 =
D
150
, ∆t3 =
D
210
,
and thus, there exists a ∆t0 = D/30 such
∆t0 = 3∆t1 = 5∆t2 = 7∆t3 .
Then in the best case, i.e. when the initial time measure ti,0 is the same
for the three laboratories, the common cylinder (see p.49) is generated by
the only 30 measure defined when using by ∆t0 , and then only 33% of the
Lab1’s measures are used, 20% of the Lab2’s measures and 14% of the Lab3’s
measures.
Of course, as P (t1,0 = t2,0 = t3,0) = 0, in most of the cases there will be
no common cylinder for the results of the three laboratories, i.e. the worse
case is the more likelihood.
A natural objection to the weakness illustrated above, is that all the
measures in D are not always necessary, and we can use the measure in ti
(Xti) as an approximation for what happens between ti and tj . I agree with
this idea and we will use it in the following chapter, but it is not the usual
interpretation of finite dimensional distributions.
A last objection to the use of finite dimensional distributions is the ac-
curacy issue. Table 4.11 show the normal joint distribution of several func-
tional quantiles QX ,D,p, with p = 0.1, . . . , 0.9, and several values of τ , with
finite distributions of dimension 1007. Table 4.11 illustrate the fact that,
when the measure of association τ is small then the finite dimensional dis-
tributions take very small values. For the sake of comparison, this table
was computed with the R system [R Development Core Team, 2005], and
7Let us remark that this latter value for the dimensions, is not excessive, because it is
the dimension of the Tecator data (see p.21).
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τ \ p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.0 e-99 e-70 e-53 e-40 e-31 e-23 e-16 e-10 e-05
0.1 e-13 e-11 e-09 e-07 e-06 e-05 e-04 e-03 0.03
0.2 e-07 e-06 e-05 e-04 e-04 e-03 e-03 0.03 0.11
0.3 e-05 e-04 e-04 e-03 e-03 0.01 0.04 0.09 0.22
0.4 e-04 e-03 e-03 0.01 0.02 0.05 0.09 0.17 0.34
0.5 e-03 e-03 0.02 0.03 0.06 0.10 0.17 0.28 0.47
0.6 e-03 0.03 0.04 0.07 0.12 0.18 0.27 0.39 0.58
0.7 0.01 0.04 0.08 0.13 0.19 0.27 0.38 0.51 0.68
0.8 0.03 0.08 0.14 0.20 0.29 0.38 0.49 0.61 0.77
0.9 0.06 0.13 0.21 0.30 0.39 0.49 0.60 0.71 0.84
1.0 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
Table 4.11: Normal joint distribution of functional quantiles QX ,D,p, com-
puted in dimension 100, with several τ and several p
1 .Machine$double.xmin = 2.225074 e−308
2 .Machine$double.xmax = 1.797693 e+308
3 .Machine$double.eps = 2.220446 e−016
4 .Machine$double.neg.eps = 1.110223 e−016
Table 4.12: Precision of the R system.
in the precision of this system is shown in the table 4.12. The first two
values of table 4.12 are respectively the smallest non-vanishing normalized
floating-point power of the radix, and the largest finite floating-point num-
ber. These values are far away from these in table 4.11, but these latter one
are close to the last two values of table 4.12. However .Machine$double.eps
and .Machine$double.neg.eps are respectively the smallest positive floating-
point number x such that 1 + x 6= 1 and the small positive floating-point
number x such that 1 − x 6= 1. Thus, when we compute finite dimensional
distributions in high dimensions with small value of measure of concordance,
we are not sure that the comparison between these small value make sense.
Moreover the time and memory consumption should not be neglected: in
dimension 100, a 100×100 matrix of correlation is a necessary parameter for
the normal joint distribution , and these 110 were computed in 125 seconds,
which far away from real time computing.
Original contribution(s) 4. In this section we show that, in the classical
framework, the limit of a finite dimensional distribution can not leads us to
a usable expression for fcdf. For this, we show firstly that the limit for any
approximation of an fcdf built on an Archimedean copula is always equal to
zero when n, the number of points of discretization, tends toward infinity.
Moreover, we showed the same result for a very broad class of copulas. If
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we do not want to take the limit, and remain in finite dimensions, we show
how the estimation of the fcdf calculated in n points, varies with n. That is
what we call the instability in the estimation of the fcdf using classical finite
dimensional distributions.
4.9 Conclusion
In this chapter we have firstly introduced the concept of surface of margins
which give the probability P [Xt ≤ y] for any t in the domain D and for any
y in the image I of an frv X .
After this, we have introduced the copulas, which permits to divide any
joint distribution in two parts: the margins in one hand and the dependence
structure in other hand. We have also introduced a particular and important
family of copulas: the Archimedean copulas. All these copulas permit to
build (or re-build) a joint distribution starting from the margins, thus it
is possible to build any finite dimensional distribution of an frv X using
surfaces of margins and copulas.
In the last part of the chapter we have shown that copulas are unable to
lead directly to a fcdf defined in the infinite dimensional space ID using the
limit of expression (4.1). And this impossibility is shown, firstly in the par-
ticular case of Archimedean copulas, and then in a wider case. We have also
enumerated several weakness for the use of finite dimensional distributions:
1. the “volumetric behavior” which implies instability of estimations de-
pending of the dimension and the vanishing to 0 when n tends to
infinity,
2. the quasi-impossibility, in real situations, to share the same cylinder,
3. the precision issue in case of high dimensionality.
Then, even if they use were of inestimable utility in lack of other general
solutions, finite dimensional distributions are not completely satisfactory
solutions to build a fcdf for afrv X .
Chapter 5
Building FCDF Using Quasi
Arithmetic-Means
Trouver quelque chose en mathe´matiques,
c’est vaincre une inhibition et une tradition.
Laurent Schwartz
Although this may seem a paradox, all exact
science is dominated by the idea of approxima-
tion.
Bertrand Russell
5.1 Introduction
In section 3.5 we have seen that the Daniell-Kolmogorov’s extension the-
orem (theorem 3.5.1, p.50,) requires the fulfillment of two compatibility
conditions (expressions (3.47) and (3.48)) to prove the existence of a proba-
bility on (IR∞,R∞). We have also seen how solutions based on this second
compatibility condition lead to the instability of the probability of functional
quantiles (see proposition 4.128, p.144). In other words it is not possible to
define an fcdf being the limit of finite dimensional distributions which fulfill
the second compatibility condition of the Daniell-Kolmogorov’s extension
theorem, i.e. the classical framework where the discretized version of an frv
is considered as a vector of rrv is not adapted for probability distributions
in the functional case.
Then, we propose an adapted framework with the replacement of the
second compatibility condition, by a condition which imposes the stability
for the probability of functional quantiles. This change leads to a distribu-
tion directly defined in the infinite dimensional space of stochastic process
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Xt (t ∈ D). Moreover we will prove that this solution will also solve “zero
limit” problem met in the proposition 4.8.1 (p.141).
This solution is built firstly on the functional quantiles (see expression
(4.11) p.76), and on the fact that, when the surface of margins is strictly
increasing for each t, then any function is the limit of sequences of functions
built as a sum of pieces of functional quantiles: the quantilized functions.
This solution is built secondly, on the quasi-arithmetic mean of given
margins. Quasi-arithmetic means are extensions of most common means
(arithmetic, quadratic, geometric and harmonic means). The first axiomatic
characterization of the means was given for a vector of numbers in 1930 by
[Nagumo, 1930] and, independently, by [Kolmogorov, 1930], and extended
in 1931 to probability distributions by [De Finetti, 1931]. The earliest ax-
iomatic construction for the arithmetic mean was due to [Schiaparelli, 1868]
and [Schiaparelli, 1875]. [Aczel, 1966b] and [Aczel, 1966a] used functional
equations for the characterization of quasi-arithmetic means. A com-
plete review of quasi-arithmetic means can be found in [Hardy et al., 1934],
[Bullen et al., 1988] or [Beliakov et al., 2007].
The use of quasi-arithmetic means in conjunction with the surfaces of
margins (see section 4.2) leads firstly to a new type of joint distribution:
the Quasi-Arithmetic Means of Margins (QAMM) distributions, built with
quasi-arithmetic means in conjunction with generators of Archimedean cop-
ulas. These QAMM distributions are discrete approximations of Quasi-
Arithmetic Means of Margins Limit (QAMML) distributions, which are
probability distributions directly defined in the infinite dimensional space
of functions. Built upon generators of Archimedean copulas of dimension
higher than 2, QAMM and QAMML distributions share the properties and
weaknesses of these latter: the inability to capture structure dependence
“less ” than the independence. That is why we have to define a generalized
QAMML, which can be seen as mean of means.
New solutions bring new problems, and as QAMML are defined directly
in the infinite dimensional space of functions, it is not possible anymore
to use classical joint density. Our solution is based on the directional
derivative defined by Rene´ Gaˆteaux in two papers: [Gaˆteaux, 1919a] and
[Gaˆteaux, 1922]. We define then a new kind of density: the Gaˆteaux den-
sity. Using this density we propose to estimate parameters of a QAMML
distribution using a maximum likelihood method, based on the IFM method
for copulas (see section 4.7).
5.2 Quantilized functions
In this chapter, functional quantiles and their “conservation” will lead to
a new kind of joint probability distribution. But for this we are going to
define a new type of approximation for a given function u belonging to ID.
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Let us suppose that we know a function u in n points of D: t1, . . . , tn:
u(t1), . . . , u(tn). How to deal with the unknown values of u, i.e. the values
u(t) for any t /∈ {t1, . . . , tn} ?
In real analysis, the concept of simple function answer to this question in
the framework of the definition of the Lebesgues integral (see [Rudin, 1987]
or [Bourbaki, 1967]). A simple function is finite linear combination of indi-
cator functions on measurable sets. If A1, . . . , An is a partition of D, and
a1, . . . , an a sequence of real numbers, then a simple function is a function
of the form
f(t) =
n∑
k=1
ak1Ak(t), ∀t ∈ D (5.1)
where 1A(t) is the indicator function of A.
With this concept, a function u known in t1, . . . , tn is easily approximated
with the following simple function:
un(t) =
n∑
k=1
u(tk)1[tk,tk+1[(t). (5.2)
And then, for any t /∈ {t1, . . . , tn}: u(t) = u(tk), where k is such t ∈ [tk, tk+1[.
In other words, in real analysis, it seems natural that the approximation
(simple) function un is constant for an “unknown” t.
In the same way, in probability, when we try to compute P [u ≤D X ] using
a finite dimensional distribution H(t1, . . . , tn), an acceptable approximation
for u could be a function un, such for any t /∈ {t1, . . . , tn}: P [u(t) ≤ Xt] =
P [u(tk) ≤ Xtk ], where k is such t ∈ [tk, tk+1[.
Remark 5.2.1. In the following, for the ease of notations, we will sup-
pose that if p 6= q, then VX ,D,p and VX ,D,q will be two different functional
quantiles.
We define this type of approximation function, and call it quantilized
function, a finite “functional” combination of indicators using the functional
quantiles.
Definition 5.2.1. Let A = {A1, . . . , An} be a partition of D, and p =
(p1, . . . , pn) ∈]0, 1[n. We define a Quantilized Function based on A and p
as follow:
f(t) =
n∑
k=1
UX ,D,pk(t)1Ak(t), ∀t ∈ D, (5.3)
where for each k, UX ,D,pk is a functional quantile of order pk for the frv X
defined on D.
Figures 5.1 and 5.2 show two examples of quantilized func-
tions, based on the surface of margins of the Tecator dataset (see
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fig. 2.11, p. 21) using the Normal distribution for computing
GX ,D (see expression 4.4, p. 55). In figure 5.1, we have chosen
(arbitrarily) A = {[850, 900[, [900, 950[,[950, 1000[, [1000, 1048[} and
p = (0.35, 0.85, 0.2, 0.7). The figure shows the quantilized function,
made of bold lines, and for comparison, nine level curves (func-
tional quantiles of values: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9)
with thin lines. We also show in bold, the bounds of elements of
A. And in figure 5.2, A = {[850, 875[, [875, 900[,[900, 925[, [925, 950[,
[950, 975[, [975, 1000[,[1000, 1025[, [1025, 1048[} and p =
(0.35,0.45, 0.55,0.65, 0.75,0.6, 0.5, 0.4). The use of the normal distribu-
tion to compute GX ,D(t, .) = FXt(.) allows us to only care about the lowest
functional quantiles QX ,D (see expression 4.12 p.76, and remark 4.2.1, p.
77).
Then for any u ∈ ID, only known in n points of D: {t1, . . . , tn}, a natural
“quantilized” approximation of the function u is given by:
un(t) =
n∑
i=1
VX ,D,pi(t)1[ti,ti+1[(t) (5.4)
where for all i ∈ {1, . . . , n}, pi = GX ,D[ti;u] and VX ,D,pi is a functional
quantile of order pi.
Now, let us prove that, when GX ,D(t, .) = FXt(.) is continuous and
strictly increasing, then any function of ID is the limit of sequences of func-
tions built on the quantile functions.
Proposition 5.2.1. If GX ,D(t, y) is continuous and strictly increasing for
any t ∈ D, then any function v ∈ ID is the limit of two sequences of quan-
tilized functions, one increasing and the other decreasing. These two se-
quences are uniformly convergent toward v.
Proof. Let v ∈ ID and i ∈ N, then we define the following partition of [0, 1]:
Ii,k =
[
k−1
2i
, k
2i
[
if k = 1, . . . , 2i − 1
=
[
2i−1
2i
, 1
]
if k = 2i.
With this partition of [0, 1] we can define a partition on D:
Bi,k =
{
t ∈ D : k − 1
2i
≤ GX ,D[t; v] < k
2i
}
(5.5)
which can be written symbolically: Bi,k = GX ,D−1[Ii,k; v]. We can define
now the two following quantilized functions:
ui(t) =
2i∑
k=1
Q k−1
2i
(t) 1Bi,k(t), (5.6)
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Quantilized function, n=4
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Figure 5.1: Quantilized function with A ={[850, 900[,[900, 950[,[950, 1000[,
[1000, 1048[} and p = (0.35,0.85,0.2,0.7).
wi(t) =
2i∑
k=1
Q k
2i
(t) 1Bi,k(t). (5.7)
First, let us show that ui is an increasing sequence. We prove this property
for a fixed t0, chosen randomly in D. Thus for t0 ∈ D, there exists one, and
only one 1 ≤ k0 ≤ 2i such t0 ∈ Bi,k0 , and then
ui(t0) =
2i∑
k=1
Q k−1
2i
(t0) 1Bi,k(t0) = Q k0−1
2i
(t0).
By construction, Bi,k sets, are such
Bi,k0 = Bi+1,2k0−1 ∪Bi+1,2k0 .
Then we have
ui+1(t0) = Q 2k0−2
2i+1
(t0) if t0 ∈ Bi+1,2k0−1,
= Q 2k0−1
2i+1
(t0) if t0 ∈ Bi+1,2k0 ,
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Quantilized function, n=8
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Figure 5.2: Quantilized function with A = {[850, 875[,[875, 900[, [900, 925[,
[925, 950[, [950, 975[,[975, 1000[, [1000, 1025[, [1025, 1048[} and p =
(0.35, 0.45, 0.55, 0.65, 0.75, 0.6, 0.5, 0.4).
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and thus, using proposition 4.2.1:
ui+1(t0) = Q k0−1
2i
(t0) if t0 ∈ Bi+1,2k0−1,
> Q k0−1
2i
(t0) if t0 ∈ Bi+1,2k0 ,
and then
ui+1(t0) ≥ ui(t0).
And the reasoning can be used for any t0 ∈ D. The decreasing property
of wi(t) is proven similarly.
Now, let us prove the uniformly convergence, i.e.
lim
i→∞
||v − ui||∞ = 0
where for a given u ∈ ID
||u||∞ = sup { |u(t)| : t ∈ D} .
First, if GX ,Du denotes the function D → [0, 1] : t 7→ GX ,D[t;u], let
us remark that, as GX ,D(t, y) is continuous and strictly increasing for each
t ∈ D, we have
||GX ,Du −GX ,Dv||∞ = 0 ⇔ u(t) = v(t) ∀t ∈ D (5.8)
indeed
||GX ,Du −GX ,Dv||∞ = 0 ⇔ |GX ,D[t;u]−GX ,D[t; v]| = 0 ∀t ∈ D
⇔ GX ,D[t;u] = GX ,D[t; v] ∀t ∈ D
⇔ u(t) = v(t) ∀t ∈ D.
So, we will prove that
lim
i→∞
||GX ,Du −GX ,Dui ||∞ = 0.
Let 0 < ε < 1, if we set i =
⌊
log2(
1
ε )
⌋
+ 1, then 2−i < ε. For a randomly
chosen t0 ∈ D, ∃! 1 ≤ k0 ≤ 2i such t0 ∈ Bi,k0 . Thus
ui(t0) = Q k0−1
2i
(t0)
and
GX ,D[t0;ui] =
k0 − 1
2i
and by construction of Bi, k sets
GX ,D[t0; v] <
k0
2i
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so
GX ,D[t0; v]−GX ,D[t0;ui] ≤ 1
2i
< ε.
And, again, as the reasoning can be used for any t0 ∈ D for the same value
i, then we have proved the proposition for the increasing sequence of quan-
tilized functions. The same demonstration can be held for the decreasing
sequence.
In the preceding proposition, the quantilized functions are built upon
intervals Bi,k, these latter built on intervals of equal lengths belonging in
[0, 1]. The relation Bi,k = GX ,D−1[Ii,k; v] (see expression 5.5) do not assures
us that Bi,k is an interval (a compact). In the following proposition we are
going to prove that, if we divide D in intervals of equal lengths we can also
build two convergent sequences of quantilized functions.
Proposition 5.2.2. Let v ∈ ID, a = min(D) and b = max(D). For i ∈ N,
we define the following partition for D:
Ci,l =
[
a+ l−1
2i
(b− a), a+ l
2i
(b− a)[ if l = 1, . . . , 2i − 1
=
[
a+ 2
i−1
2i
(b− a), b
]
if l = 2i.
(5.9)
Let, also,
pi,l = min
t∈Ci,l
GX ,D[t; v] & qi,l = max
t∈Ci,l
GX ,D[t; v].
If GX ,D(t, .) = FXt(.) is continuous and strictly increasing for each t ∈
D, and moreover, if the function GX ,Dv : D → [0, 1] : t 7→ GX ,D[t; v] is
continuous then, v is the limit of two following sequences of a quantilized
functions:
ui(t) =
2i∑
l=1
Qpi,l(t) 1Ci,l(t), (5.10)
wi(t) =
2i∑
l=1
Qqi,l(t) 1Ci,l(t). (5.11)
Moreover un is an increasing sequence, wn is a decreasing sequence, and the
two sequences are uniformly convergent toward v.
Proof. As in the preceding proof, let us, first, show that ui is an increasing
sequence. We prove this property for a fixed t0, chosen randomly in D. Thus
for t0 ∈ D, then ∃! 1 ≤ l0 ≤ 2i such t0 ∈ Ci,l0 , and then
ui(t0) =
2i∑
l=1
Qpi,l(t0) 1Ci,l(t0) = Qpi,l0 (t0).
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By the construction of the Ci,l sets, we have
Ci,l0 = Ci+1,2l0−1 ∪ Ci+1,2l0 .
Then we have
ui+1(t0) = Qpi+1,2l0−1(t0) if t0 ∈ Ci+1,2l0−1,
= Qpi+1,2l0 (t0) if t0 ∈ Ci+1,2l0 .
But we have the following relation
pi,l0 = min(pi+1,2l0−1, pi+1,2l0)
and thus, using proposition 4.2.1:
ui+1(t0) ≥ ui(t0).
And the reasoning can be used for any t0 ∈ D. The decreasing property
of wi(t) is proven similarly.
As in the preceding proof, it is sufficient to prove that limi→∞ ||GX ,Dv−
GX ,Dui ||∞ = 0.
Let 0 < ε < 1. For j ∈ N we define:
Ij,k =
[
k
2j
, k+1
2j
[
if k = 0, . . . , 2j − 2
=
[
2j−1
2j
, 1
]
if k = 2j − 1.
If we set j =
⌊
log2(
1
ε )
⌋
+ 1, then 2−j < ε. Thus if we define also Bj,k =
(GX ,Dv)−1[Ij,k], as in the preceding proof, then for any t1, t2 ∈ Bj,k, we have
|GX ,D[t1; v]−GX ,D[t2; v] < 2−j | < ε.
As GX ,Dv is continuous, the Bj,k is also an interval, and we will denote
it [bj,k, bj,k+1[. Now, if we set
i =
⌊
log2
(
b− a
mink |Bj,k|
)⌋
+ 1
then
b− a
2i
< min
k
|Bj,k|
i.e. the length of intervals Ci,l are less than the minimal length of sets Bj,k.
However, it is not sure that each intervals Ci,l is completely included in an
interval Bj, k, as shown in figure 5.3. To ensure that, we can denote
ci,l = a+
l − 1
2i
(b− a)
where l = 1, . . . , 2i, then if we set
n =
⌊
1
min{|bj,k − ci,l| > 0, 1 ≤ k ≤ 2j , 1 ≤ l ≤ 2i}
⌋
+ 1
then ||GX ,Dv −GX ,Dun ||∞ < ε. The same proof can be held for wn.
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ci,l−1 ci,l ci,l+1
bj,k bj,k
-ff
Bj,k
-ff
Ci,l−1
-ff
Ci,l
Figure 5.3: Possible relative positions of Bj,k, and the Ci,l.
This result is more general that it sounds, because by the Lusin’s theorem
[Lusin, 1912], if GX ,Dv is measurable, then given ε,there exists a compact
E ⊂ [a,b] such that v restricted to E is continuous and
µ(EC) < ε.
where EC denotes the complement of E.
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Figure 5.4: A constant function to be quantilized.
If for some t ∈ D, GX ,D(t, .) = FXt(.) is not strictly increasing, then the
relation 5.8, is not true anymore, and we have only the following implication
||GX ,Du −GX ,Dv||∞ = 0 ⇐ u(t) = v(t) ∀t ∈ D. (5.12)
Then, for a given function v and a sequence of functions vi built using
expressions 5.6 or 5.7, we only have the following implication
lim
i→∞
||GX ,Dv −GX ,Dvi ||∞ = 0⇒ GX ,D[t; v] = lim
i→∞
GX ,D[t; vi] ∀t ∈ D.
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Figure 5.5: Quantilized version of a constant function with 1 part.
Quantilized function, n=2
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Figure 5.6: Quantilized version of a constant function with 2 parts.
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Quantilized function, n=4
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Figure 5.7: Quantilized version of a constant function with 4 parts.
Quantilized function, n=9
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Figure 5.8: Quantilized version of a constant function with 9 parts.
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Quantilized function, n=17
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Figure 5.9: Quantilized version of a constant function with 17 parts.
Quantilized function, n=34
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Figure 5.10: Quantilized version of a constant function with 35 parts.
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Quantilized function, n=50
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Figure 5.11: Quantilized version of a constant function with 50 parts.
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Figure 5.12: A function of the Tecator dataset to be quantilized.
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Figure 5.13: Quantilized version of a function of the Tecator dataset with 1
part.
We do not prove it here, but a similar proof could be used in this case
for the proposition 5.2.1 if, instead of expressions 5.6 and 5.7, we use the
following quantilized functions:
ui(t) =
2i∑
k=1
U k−1
2i
(t) 1Bi,k(t), (5.13)
wi(t) =
2i∑
k=1
W k
2i
(t) 1Bi,k(t). (5.14)
Of course, the above expressions 5.13 and 5.14 define two infinities of se-
quences ui and wi such, respectively, GX ,Dui → GX ,Dv and GX ,Dwi →
GX ,Dv, when i → ∞. In both case it should be possible to find at most a
sequence such, respectively, ui → v and wi → v, when i→∞.
To illustrate the fact that, when GX ,D(t, .) = FXt(.) is continuous and
strictly increasing, then any function of ID is the limit of quantilized func-
tions, we give hereafter, seven quantilized versions of two different functions.
These quantilized versions are based on the functional quantiles shown given
using expression 4.4 (p. 55) for the surface of margins of the Tecator dataset
(see figure 2.11, p.21).
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Quantilized function, n=2
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Figure 5.14: Quantilized version of a function of the Tecator dataset with 2
parts.
Figure 5.4 shows the first function: it is a simple constant function f(t) =
3.5. Figures from 5.5 to 5.11 show quantilized versions (or approximations)
of this constant function in bold line(s), with respectively 1, 2, 4, 9, 17,
35 and 50 parts. Figures show also, for the sake of illustration, nine level
curves (QX ,D,0.1, QX ,D,0.2, . . . , QX ,D,0.9) with thin lines. We see clearly how
the sequence of quantilized functions tends toward the chosen function.
Figure 5.12 shows the second function which is one function of the Teca-
tor dataset. Figures from 5.13 to 5.19 show quantilized versions (or ap-
proximations) of this function, with respectively 1, 2, 4, 9, 17, 35 and 50
parts. Again we see the sequence of quantilized functions tending toward
the chosen function.
Original contribution(s) 5. In this section we define the concept of quan-
tilized functions. In real analysis a simple function is a piecewise constant
function, while a quantilized function is a piecewise functional quantile func-
tion. Any discretized version of a function defines an implicit quantilized
function: the function composed of the functional quantiles whose values are
given by margins calculated at the points of discretization. We have shown
that, when the surface of margins is strictly increasing for each t, then any
function is the limit of at most a sequence of quantilized functions. Quan-
tilized functions permit to consider a functional object (a function or an frv)
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Figure 5.15: Quantilized version of a function of the Tecator dataset with 4
parts.
always as a whole, even if we only know it in a discretized version. Then,
the values of a discretized version of a functional object are not anymore
considered as vector of rrvs, but as the determinative parts of a quantilized
function.
5.3 Fractal and quantile based distributions
Let us remember how the fcdf of an frv is defined by the expression (3.30)
(p.44):
FX ,D(u) = P [X ≤D u]
= P [X (t) ≤ u(t), ∀t ∈ D].
And this distribution is the probability of the set defined by the expression
(3.34) (p.44)
AX ,D(u) = {ω ∈ Ω : X ≤D u} .
Remember also that the classical approach, uses instead the following set
(expression (3.50), p.51):
AX ,D,n(u) =
n⋂
i=1
{ω ∈ Ω : X (ti, ω) ≤ u(ti)}
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Quantilized function, n=9
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Figure 5.16: Quantilized version of a function of the Tecator dataset with 9
parts.
whose probability is computed with a classical joint distribution HXt1 ,...,Xtn
(expression (3.51), p.51), respecting the compatibility conditions for the
Daniell-Kolmogorov’s extension theorem (p.50):
P [AX ,D,n(u)] = HXt1 ,...,Xtn (u(t1), . . . , u(tn)) .
But, unfortunately, as exposed at the end of the section 4.8 (p.139), the
volumetric behavior of classical joint distributions implies: an unwanted
instability in the estimation of the fcdf , the impossibility to avoid any ap-
proximation by taking the limit n → ∞, the difficulty to share the same
cylinder and the precision issue in high dimensions.
To avoid these problems, we propose a solution built on quantilized func-
tions which preserves the probability of any functional quantile.
Let us suppose, that D is divided in n (n ∈ IN0) intervals of equal lengths,
using the n + 1 equidistant points {t1, . . . , tn+1}, such t1 = min(D) and
tn+1 = max(D). Then for any u ∈ ID, this partition of D implicitly defines
the following “quantilized” approximation of the function u as defined in
the preceding section:
un(t) =
n∑
i=1
VX ,D,pi(t)1[ti,ti+1[(t) (5.15)
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Quantilized function, n=17
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Figure 5.17: Quantilized version of a function of the Tecator dataset with
17 parts.
where for all i ∈ {1, . . . , n}, VX ,D,pi is a functional of order pi, with pi =
GX ,D[ti;u] .
Thus, for every n we have
FX ,[t1,t2[ (un) = FX ,[t1,t2[ (VX ,D,p1) = GX ,D[t1;u] = p1
...
...
...
FX ,[tn,tn+1[ (un) = FX ,[tn,tn+1[ (VX ,D,pn) = GX ,D[tn;u] = pn.
Remember that, in the classical case, using copulas, the finite dimensional
distribution is given by expression (4.122)
P [AX ,D,n(u)] = HXt1 ,...,Xtn (u(t1), . . . , u(tn))
= CX ,n (GX ,D[t1;u], . . . , GX ,D[tn;u])
= CX ,n (p1, . . . , pn)
which can be rewritten as follows:
P [AX ,D,n(u)] = CX ,n
(FX ,[t1,t2[ (un) , . . . ,FX ,[tn,tn+1[ (un)) .
Thus, the copula CX ,n can be seen as an aggregation operation on the val-
ues FX ,[ti,ti+1[ (un), but with the weaknesses explained in section 4.8. One of
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Quantilized function, n=34
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Figure 5.18: Quantilized version of a function of the Tecator dataset with
35 parts.
these weaknesses is the instability of the estimation for functional quantiles:
this estimation depends of n, decreases when n increases, and finaly tends
toward 0 when n→∞. Then, the framework of joints probability distribu-
tions designed for finite vectors of real random variables is not adapted to
define a probability distribution for frvs.
Such situations are classical in mathematics: for a given framework there
is no solution for a specific and important problem. And, a classical response
to this type of situations, is to define a new framework more adapted to solve
the problem. In the present case we propose to set as an necessary property
the fact that the probability of a functional quantile must be the same at
“any granularity of observation”, i.e. for any n.
Let VX ,D,p a functional quantile of order p (p ∈]0, 1[) of the frv X be-
longing to ID, then by definition 4.2.3 we have
GX ,D[t;VX ,D,p] = p, ∀t ∈ D.
We want that for any S ⊆ D we have
FX,S (VX ,S,p) = p.
We will say that the fcdf FX ,D is conservative for the probability of the
functional quantiles. And like in this case we have obviously the following
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Figure 5.19: Quantilized version of a function of the Tecator dataset with
50 parts.
limit
lim
ti+1→ti
FX ,[ti,ti+1] (VX ,D,pi) = GX ,D[ti;VX ,D,pi ] = pi (5.16)
we will say that such an fcdf FX ,D is a fractal distribution for functional
quantiles, in the sense that there is a self-similarity of the probability distri-
bution for functional quantiles.
Thus we search for an aggregation operator
FX ,D (un) = M(n)
(FX ,[t1,t2[ (un) , . . . ,FX ,[tn,tn+1[ (un)) (5.17)
= M(n) (GX ,D[t1;u], . . . , GX ,D[tn;u]) (5.18)
= M(n) (p1, . . . , pn) (5.19)
such that M(n) (p1, . . . , pn) is still a probability.
With such an operator we will compute the following limit
FX,D (u) = lim
i→∞
FX,D (ui) , (5.20)
where {ui} is a sequence of quantilized functions tending toward u.
Definition 5.3.1. Let X an frv belonging in ID, and GX ,D its surface of
margins. The fcdf FX ,D of X will be called a fractal and quantile based
distribution iff:
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Property 1. For any, p ∈ [0, 1], any S ⊆ D, and any functional quantile
VX ,S,p
FX,S (VX ,S,p) = p. (5.21)
Property 2. For any un quantilized function belonging in ID defined by a
partition A = A1, . . . , An of D and a set of probabilities p = (p1, . . . , pn):
un(t) =
n∑
k=1
VX ,D,pk(t)1Ak(t) ∀t ∈ D
then there exists a function M(n), called aggregation operator, such that
FX ,D (un) = M(n) (FX ,A1 (un) , . . . ,FX ,An (un)) (5.22)
= M(n) (p1, . . . , pn) . (5.23)
Property 3. For any u belonging to ID, if {un} denote a sequence of quan-
tilized functions, such limn→∞ un = u, then
FX,D (u) = lim
n→∞FX,D (un) . (5.24)
Original contribution(s) 6. In this section we define a new framework for
fcdfs. The design of this framework is ruled by a principle, and three prop-
erties. The principle is that, an frv or a function must be always considered
as whole, even if we only know it in a discretized version. The three proper-
ties set that, firstly, the fcdf of a functional quantile of order p (p ∈ [0, 1])
can not depends of its evaluation’s mode. If the fcdf is estimated on a dis-
cretized version of the functional quantile, then, the number of discretization
points can not significantly influence the result. Secondly, the fcdf of a quan-
tilized function must be based on an aggregation of the probability values of
the quantiles which form the function. And thirdly, the fcdf calculated in a
function u must be equal to the limit of a sequence of fcdfs of quantilized
functions converging toward u.
The fcdfs which fulfill these three properties are called fractal and quan-
tile based distributions, because two properties deals with functional quan-
tiles, and because these properties must be fulfilled on any subset of the do-
main, and for any number of discretization points (the granularity).
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5.4 Aggregation operations
According to [Fodor and Roubens, 1994] an aggregation operation can be
defined as follow.
Definition 5.4.1. An aggregation operator M for the real interval [a, b] is
defined as follow:
M : Λ =
∞⋃
n=1
[a, b]n → [a, b], (x1, . . . , xn) 7→ M(n)(x1, . . . , xn). (5.25)
Let us give here the main properties desired for such an operator. First
of all, the condition (5.21) must hold. For a functional quantile VX ,D,p, if
we compute the fcdf over the quantilized approximation of VX ,D,p, we must
have:
FX ,D (VX ,D,p) = M
(FX ,[t1,t2[ (VX ,D,p) , . . . ,FX ,[tn,tn+1[ (VX ,D,p))
= M (p, . . . , p) (5.26)
= p (5.27)
so the aggregation operator M must be idempotent.
Definition 5.4.2. An aggregation operator M for the real interval [a, b] is
said idempotent if for all n ∈ N0,M satisfies
M(n)(x, . . . , x) = x, ∀x ∈ [a, b].
Now, let us take a look at the shared properties by aggregation operations
and joint distributions.
Let ui and vi be two quantilized functions of ID that only differ on
[tk, tk+1[, with i ∈ N0, and suppose that, for a given k ∈ {1, . . . , ni}, we
have:
ui(tj) = vi(tj) if j 6= k,
≥ vi(tj) if j = k.
Of course, using proposition 4.2.1 (p.84) we have
GX ,D[ui; tj ] = GX ,D[vi; tj ] if j 6= k,
> GX ,D[vi; tj ] if j = k,
then
FX ,[tj ,tj+1[(ui) = FX ,[tj ,tj+1[(vi) if j 6= k,
> FX ,[tj ,tj+1[(vi) if j = k.
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If pj denotes FX ,[tj ,tj+1[(vi) and p′ denotes FX ,[tk,tk+1[(ui) then, as for joint
distributions we want to have
M (pi,1, . . . , p′, . . . , pn) >M (p1, . . . , pk, . . . , pn) , (5.28)
that is to say that M must be strictly increasing in each argument.
Definition 5.4.3. An aggregation operator M for the real interval [a, b] is
said
• continuous if for all n ∈ N0,M is a continuous function on [a, b]n;
• increasing if for all n ∈ N0, M(n) is increasing in each argument
(i ∈ {1, . . . , n}):
xi < x
′
i ⇒M(n)(x1, . . . , xi, . . . , xn) ≤M(n)(x1, . . . , x′i, . . . , xn).
• strictly increasing if for all n ∈ N0,M(n) is strictly increasing in each
argument (i ∈ {1, . . . , n}):
xi < x
′
i ⇒M(n)(x1, . . . , xi, . . . , xn) <M(n)(x1, . . . , x′i, . . . , xn).
Like FX ,D must be a joint distribution of u1 over Ai,1, and u2 over Ai,2,
..., and uni over Ai,ni , we want also, as the first compatibility condition
in the Kolmogorov’s extension theorem (see p.50), the independence of the
result with the “order” of the evaluation. Let a given partition A1, . . . , An:
M (FX,A1 (u) , . . . ,FX,An (u)) =M
(
FX,Aσ(1) (u) , . . . ,FX,Aσ(n) (u)
)
(5.29)
where σ is a permutation of {1, . . . , n}.
Definition 5.4.4. An aggregation operator M for the real interval [a, b] is
said symmetric if for all n ∈ N0,M(n):
M(n)(x1, . . . , xn) =M(n)(xσ(1), . . . , xσ(n))
where σ is a permutation of {1, . . . , n} and (x1, . . . , xn) ∈ [a, b]n.
Now, let us suppose that D = [a, b], (with a, b ∈ R), and suppose that,
{A1, . . . , Ak} is a partition of D in intervals of equal length. Let us denote
Mk the “joint probability” of a quantilized function ui over D:
Mk =M(k) (FX,A1 (ui) , . . . ,FX,Ak (ui)) .
If X is also defined on D′ = [b, c], then it will be helpful, when we want
to compute the probability over [a, c] = D ∪ D′, to use the “information”
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collected on D, i.e. if {Ak+1, . . . , An} is a partition of D′ in intervals of the
same length that {A1, . . . , Ak}, then we want to have
Mn = Mn
(FX,A1 (u) , . . . ,FX,Ak (u) ,FX,Ak+1 (u) , . . . ,FX,An (u))
= Mn (Mk, . . . ,Mk,FX,Ak+1 (u) , . . . ,FX,An (u)) .
For the sake of illustration, this property could be interesting if, X is the
result of a stream of information: if, at the time t = b we can compute
a probability about X over [a, b], then at time t = b + δ = c, we can
compute the same probability about X over [a, c] without having to re-
compute everything.
Definition 5.4.5. An aggregation operator M for the real interval [a, b] is
said decomposable if for all n ∈ N0 and all k ∈ {1, . . . , n}, the following
equality holds:
M(n)(x1, . . . , xk, xk+1, . . . , xn) =M(n)(Mk, . . . ,Mk, xk+1, . . . , xn)
where Mk =M(k)(x1, . . . , xk).
Thus we search for an aggregation function which is continuous, sym-
metric, strictly increasing, idempotent and decomposable. Quasi-arithmetic
means have all these properties.
Original contribution(s) 7. In this section we select the desired properties
for aggregation operators to use in fractal and quantile based distributions.
The properties chosen are the same than those of the classical joint distri-
butions, and we chose also an additional property interesting for streaming
data.
5.5 Quasi-Arithmetic Means
[Kolmogorov, 1930] established the following result.
Theorem 5.5.1. An aggregation operator M, defined on Λ, is continuous,
symmetric, strictly increasing, idempotent and decomposable if and only if
for all n ∈ N0,
M(n)φ (x1, . . . , xn) = φ−1
[
1
n
n∑
i=1
φ(xi)
]
(5.30)
where φ is any continuous strictly monotonic function on [a, b].
Definition 5.5.1. Let [a, b] be a closed real interval, and n ∈ N0. A quasi-
arithmetic mean is a function M(n)φ : [a, b]n → [a, b] which satisfied (5.30)
where φ is any continuous strictly monotonic function on [a, b].
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φ(x) M(n)φ (x1, . . . , xn) Name
x
1
n
n∑
i=1
xi Arithmetic
x2
√√√√ 1
n
n∑
i=1
x2i Quadratic
log x
(
n∏
i=1
xi
) 1
n
Geometric
x−1
1
1
n
n∑
i=1
1
xi
Harmonic
xα, α 6= 0 and finite
(
1
n
n∑
i=1
xαi
) 1
α
Root-power
Table 5.1: Special cases for quasi-arithmetic means.
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Quasi-arithmetic means are an extension of the most common means, as
it is shown in the table 5.1 [Fodor and Roubens, 1994]: if φ(x) is respectively
x, x2, log(x) and x−1, expression (5.30) gives respectively the arithmetic,
quadratic, geometric and harmonic means. Note that the root-power mean,
is the more “general” in this table, it is possible to retrieve the classical
means using only its expression: when α = 1 it gives the arithmetic mean,
when α = −1, the harmonic mean, when α = 2, the quadratic mean and
when α→ 0, the limit is the geometric mean.
Quasi-arithmetic means lead also to more “unusual” means as the radical
mean and the trigonometric means.
Example 5.5.1. Let a ∈ R such a > 0 and a 6= 1, then, setting φ(x) = a1/x
we obtain the radical mean [Bullen et al., 1988]:
M(n)φ (x1, . . . , xn) =
{
loga
(
1
n
n∑
i=1
a1/xi
)}−1
. (5.31)
Example 5.5.2. If 0 ≤ xi ≤ pi/2, for i = 1, . . . , n, then we obtain the
trigonometric means, setting φ(x) = sin(x), φ(x) = cos(x), φ(x) = tan(x)
or φ(x) = cot(x) ([Bonferroni, 1927], [Pratelli, 1940], and [Jecklin, 1953]):
S(n)(x1, . . . , xn) = arcsin
(
1
n
n∑
i=1
sin(xi)
)
, (5.32)
C(n)(x1, . . . , xn) = arccos
(
1
n
n∑
i=1
cos(xi)
)
, (5.33)
T (n)(x1, . . . , xn) = arctan
(
1
n
n∑
i=1
tan(xi)
)
, (5.34)
CT (n)(x1, . . . , xn) = arccot
(
1
n
n∑
i=1
cot(xi)
)
. (5.35)
Example 5.5.3. [Beliakov et al., 2007] gives trigonometric means defined
in IR setting φ(x) = sin(pi2x), φ(x) = cos(
pi
2x), φ(x) = tan(
pi
2x) or φ(x) =
cot(pi2x):
S(n)(x1, . . . , xn) =
2
pi
arcsin
(
1
n
n∑
i=1
sin(
pi
2
xi)
)
, (5.36)
C(n)(x1, . . . , xn) =
2
pi
arccos
(
1
n
n∑
i=1
cos(
pi
2
xi)
)
, (5.37)
T (n)(x1, . . . , xn) =
2
pi
arctan
(
1
n
n∑
i=1
tan(
pi
2
xi)
)
, (5.38)
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CT (n)(x1, . . . , xn) =
2
pi
arccot
(
1
n
n∑
i=1
cot(
pi
2
xi)
)
. (5.39)
In the following we will give only the properties of the means which are
interesting for our purpose, and more precisely on the relations between the
different means [Hardy et al., 1934] [Bullen et al., 1988].
First of all, two trivial, but important properties about the value of a
quasi-arithmetic mean [Bullen et al., 1988].
Proposition 5.5.2. LetMφ be a quasi-arithmetic mean defined on a closed
real interval [a, b], and n ∈ IN. If for all 1 ≤ i ≤ n, we have xi ≤ yi, then
M(n)φ (x1, . . . , xn) ≤M(n)φ (y1, . . . , yn)
with equality iff xi = yi, ∀i.
Proposition 5.5.3. LetMφ be a quasi-arithmetic mean defined on a closed
real interval [a, b], and n ∈ IN, then
min(x1, . . . , xn) ≤M(n)φ (x1, . . . , xn) ≤ max(x1, . . . , xn).
Two quasi-arithmetic means are equivalent if their generators are linked
by a linear transformation [Hardy et al., 1934].
Proposition 5.5.4. Let Mφ, Mϕ be two quasi-arithmetic means, then
Mφ(x1, . . . , xn) =Mϕ(x1, . . . , xn) ∀(x1, . . . , xn) ⇐⇒ φ = αϕ+ β
where α and β are constants, and α 6= 0.
If the arithmetic mean of a set {x1, . . . , xn} is m, then, the arithmetic
mean of the set {αx1, . . . , αxn} is αm, i.e. the arithmetic mean is homo-
geneous. The following proposition shows that, only the root-power mean
family (see table 5.1) has this property [Hardy et al., 1934].
Proposition 5.5.5. Suppose that φ(x) is continuous in the open interval
]0,∞[, and that
Mφ(αx1, . . . , αxn) = αMφ(x1, . . . , xn) (5.40)
for all set of positives {x1, . . . , xn} and all α > 0, then φ(x) = xα, in other
words, the root power means are the only homogeneous means.
Now, given two functions φ and ψ, an interesting question is: is it
possible to compare the quasi-arithmetic means Mφ and Mψ in all cases
[Hardy et al., 1934] and [Bullen et al., 1988]?
5.5. QUASI-ARITHMETIC MEANS 179
Definition 5.5.2. The two quasi-arithmetic means generated by the two
continuous and strictly monotonic functions φ and ψ defined on the real
interval [a, b], are comparable if one of the two following inequalities is
always true:
M(n)φ (x1, . . . , xn) ≤ M(n)ψ (x1, . . . , xn) (5.41)
M(n)φ (x1, . . . , xn) ≥ M(n)ψ (x1, . . . , xn) (5.42)
for all sets {x1, . . . , xn}.
Proposition 5.5.6. If ψ and φ are continuous and strictly monotonic, and
φ is increasing, then a necessary and sufficient condition that
M(n)ψ (x1, . . . , xn) ≤M(n)φ (x1, . . . , xn)
for all sets {x1, . . . , xn} is that φ ◦ ψ−1 should be convex.
Corollary 5.5.7. If ψ is continuous, convex and strictly monotonic, and if
1 denotes the identity function 1 (x) = x, then
M(n)ψ (x1, . . . , xn) ≤M(n)1 (x1, . . . , xn) (5.43)
for all sets {x1, . . . , xn}. In other words the quasi-arithmetic mean M(n)ψ is
less or equal to the arithmetic mean, when ψ is convex.
Proof. By proposition 4.4.2 (p.106) ψ−1 is convex, and then 1 ◦ ψ−1 is
convex.
Intuitively it is easy to extend quasi-arithmetic means defined in the
discrete case (see expression (5.30)) to the continuous case. Suppose there
exists a function f defined on a real intervalD such ∀i ∈ {1, . . . , n} f(ti) = xi
then we can compute
M(n)φ (f(t1), . . . , f(tn)) = φ−1
[
1
n
n∑
i=1
φ(f(ti))
]
. (5.44)
If the ti are equidistant, i.e. for all i ∈ {1, . . . , n− 1}:
tni+1 − tni =
|D|
n
= ∆t
then the following expression
M(D)φ (f) = limn→∞φ
−1
[
1
|D|
n∑
i=1
φ(f(ti))∆t
]
. (5.45)
leads us directly to a Riemann integral which could define the continuous
case of quasi-arithmetic means. However, we can directly define this contin-
uous case using the Lebesgue integral [Hardy et al., 1934].
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Definition 5.5.3. Let D and I be two real closed intervals, f a real func-
tion defined on D with values in I (i.e. f ∈ ID ), φ a continuous strictly
monotonic function defined on I. Then, the continuous quasi-arithmetic
mean of f is defined by
M(D)φ (f) = φ−1
[
1
|D|
∫
D
φ (f(t)) dt
]
. (5.46)
Propositions 5.5.2, 5.5.3, 5.5.6 and corollary 5.5.7 are easily extended in
the continuous case [Hardy et al., 1934].
Proposition 5.5.8. Let M(D)φ be a quasi-arithmetic mean defined on a
closed real interval [a, b]. If for all a ≤ x ≤ b, we have f(x) ≤ g(x), then
M(D)φ (f) ≤M(D)φ (g)
with equality iff f = g.
Proposition 5.5.9. Let M(D)φ be a quasi-arithmetic mean defined on a
closed real interval [a, b], then
min
t∈D
(f) ≤M(D)φ (f) ≤ maxt∈D (f).
Proposition 5.5.10. If ψ and φ are continuous and strictly monotonic,
and φ is increasing, then a necessary and sufficient condition that
M(D)ψ (f) ≤M(D)φ (f)
for any function f ∈ ID is that φ ◦ ψ−1 should be convex.
Corollary 5.5.11. If ψ is continuous, convex and strictly monotonic, and
if 1 denotes the identity function 1 (x) = x, then
M(D)ψ (f) ≤M(D)1 (f) (5.47)
for any function f ∈ ID. In other words the quasi-arithmetic mean Mψ is
less or equal to the arithmetic mean, when ψ is convex.
The theorem 5.5.1 leads directly to the definition 5.5.1 of quasi-
arithmetic means, which lead naturally to definition 5.5.3 for the continuous
case. These two definitions can be rewritten in a more general form. Thus,
expression (5.30) and (5.46) can be rewritten, respectively
M(n)φ,p(x1, . . . , xn) = φ−1
[
n∑
i=1
piφ(xi)
]
(5.48)
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and
M(D)φ,p (f) = φ−1
[∫
D
p(t)φ (f(t)) dt
]
. (5.49)
where pi = 1/n for all i, and p(t) = 1/|D| for all t ∈ D. Of course, these
two conditions imply that, respectively
n∑
i=1
pi = 1 (5.50)
∫
D
p(t)dt = 1. (5.51)
If we use, respectively, expressions (5.50) and (5.51) as conditions in def-
initions of quasi-arithmetic means, then we obtain the notion of quasi-
arithmetic weighted means.
Definition 5.5.4. Let [a, b] be a closed real interval, and n ∈ N0. A quasi-
arithmetic weighted mean is a functionM(n)φ,p : [a, b]n → [a, b] which satisfies
(5.48) where φ is any continuous strictly monotonic function on [a, b], and
such the set {p1, . . . , pn} satisfying the expression (5.50).
Definition 5.5.5. Let D and I be two real closed intervals, f a real func-
tion defined on D with values in I (i.e. f ∈ ID ), φ a continuous strictly
monotonic function defined on I. Then, the continuous quasi-arithmetic
weighted mean of f , denoted M(D)φ,p (f), is defined by the expression (5.49),
where p(t) is the function defined on D such as the expression (5.51) is
satisfied.
It seems natural, for the values pi in expression (5.50), and the function
p(t) in expression (5.51), to think, respectively, about discrete and continu-
ous probabilities, even if it is not necessary.
Propositions 5.5.2, 5.5.3, 5.5.6 and 5.5.7 for the discrete case, and propo-
sitions 5.5.8, 5.5.9, 5.5.10 and 5.5.11 for the continuous case are easily ex-
tended [Hardy et al., 1934].
Proposition 5.5.12. LetMφ,p be a quasi-arithmetic weighted mean defined
on a closed real interval [a, b], and n ∈ IN. If for all 1 ≤ i ≤ n, we have
xi ≤ yi, then
M(n)φ,p(x1, . . . , xn) ≤M(n)φ,p(y1, . . . , yn)
with equality iff xi = yi, ∀i.
Proposition 5.5.13. Let Mφ,p be a quasi-arithmetic mean defined on a
closed real interval [a, b], and n ∈ IN, then
min(x1, . . . , xn) ≤M(n)φ,p(x1, . . . , xn) ≤ max(x1, . . . , xn).
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Proposition 5.5.14. If ψ and φ are continuous and strictly monotonic,
and φ is increasing, then a necessary and sufficient condition that
M(n)ψ,p(x1, . . . , xn) ≤M(n)φ,p(x1, . . . , xn)
for all sets {x1, . . . , xn} is that φ ◦ ψ−1 should be convex.
Corollary 5.5.15. If ψ is continuous, convex and strictly monotonic, and
if 1 denotes the identity function 1 (x) = x, then
M(n)ψ,p(x1, . . . , xn) ≤M(n)1 ,p(x1, . . . , xn) (5.52)
for all set {x1, . . . , xn}. In other words the quasi-arithmetic mean M(n)ψ,p is
less or equal to the arithmetic mean, when ψ is convex.
Proposition 5.5.16. LetM(D)φ,p be a continuous quasi-arithmetic mean de-
fined on a closed real interval [a, b]. If for all a ≤ x ≤ b, we have f(x) ≤ g(x),
then
M(D)φ,p (f) ≤M(D)φ,p (g)
with equality iff f = g.
Proposition 5.5.17. LetM(D)φ,p be a continuous quasi-arithmetic mean de-
fined on a closed real interval [a, b], then
min
t∈D
(f) ≤M(D)φ,p (f) ≤ maxt∈D (f).
Proposition 5.5.18. If ψ and φ are continuous and strictly monotonic,
and φ is increasing, then a necessary and sufficient condition that
M(D)ψ,p (f) ≤M(D)φ,p (f)
for any function f ∈ ID is that φ ◦ ψ−1 should be convex.
Corollary 5.5.19. If ψ is continuous, convex and strictly monotonic, and
if 1 denotes the identity function 1 (x) = x, then
M(D)ψ,p (f) ≤M(D)1 ,p(f) (5.53)
for any function f ∈ ID. In other words the quasi-arithmetic mean Mψ is
less or equal to the arithmetic mean, when ψ is convex.
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5.6 QAMM: Joint Distributions
We have seen in section 5.5 that the property 1 is fulfilled by the quasi-
arithmetic means, because they are idempotent aggregation operators (def-
inition 5.4.2, p.173).
And to fulfill property 2, it suffices that
M(n)φ (GX ,D[t1;u], . . . ,GX ,D[tn;u]) be a joint probability, then it is
still a probability. But not a joint distribution in the classical meaning,
i.e. without the Kolmogorov’s Extension Theorem’s second compatibility
condition (see expression 3.48 p.50).
We have seen that quasi-arithmetic means share some properties with
the classical joint distributions, they are
• continuous and strictly increasing in each argument (definition 5.4.3
p.174),
• symmetric (definition 5.4.4, p.174), which is equivalent to the first
compatibility condition of the Kolmogorv Extension theorem, see ex-
pression (3.47), p.50.
Moreover the proposition 5.5.3 ensures us that the result of the aggregation
is
min
i
GX ,D[ti;u] ≤M(n)φ (GX ,D[t1;u], . . . ,GX ,D[tn;u]) ≤ maxi GX ,D[ti;u]
and then the limit (5.24) will not always be zero.
Thus, the question is: under what condition the following expression is
a joint distribution:
φ−1
[
1
n
n∑
i=1
φ (GX ,D [ti;u])
]
?
We show below that if we use a generator for Archimedean copulas to com-
pute a quasi-arithmetic mean, then we define a cumulative distribution func-
tion built from one-dimensional distributions. It’s easy to prove the following
lemma.
Lemma 5.6.1. Let n ∈ N0, X be a real random variable, and FX its one
dimensional cdf. If φ is a generator of Archimedean copula, then
F ∗X(y) = ψ
(
1
n
φ (FX(y))
)
(5.54)
is also a cdf. And, if FX is a strictly increasing cdf, then F
∗
X is the cdf of
the random variable Y given by:
Y = αφ,X(X) (5.55)
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where
αφ,X(t) = QX [ψ(nφ[FX(t)])] (5.56)
Moreover αφ,X(t) is a strictly increasing function.
Proof. As FX is right continuous and φ is continuous, it is easy to see that
F ∗X(y) is right continuous.
For the increasing property we have
y1 < y2 ⇔ FX(y1) ≤ FX(y2)
⇔ 1
n
φ (FX(y1)) ≥ 1
n
φ (FX(y2))
⇔ F ∗X(y1) ≤ F ∗X(y2).
In the same way:
lim
y→−∞FX(y) = 0 ⇔ limy→−∞
1
n
φ (FX(y)) = +∞
⇔ lim
y→−∞F
∗
X(y) = 0
and
lim
y→−∞FX(y) = 1 ⇔ limy→−∞
1
n
φ (FX(y)) = 0
⇔ lim
y→−∞F
∗
X(y) = 1
So F ∗ is a cdf .
Now, suppose that F ∗X is the cdf of the real random variable Y = α(X), i.e.
F ∗X(y) = P [Y ≤ y]
= P [α(X) ≤ y]
= P [X ≤ α−1(y)]
= FX [α
−1(y)]
then, using expression (5.54), we have
ψ
(
1
n
· φ (FX(y))
)
= FX [α
−1(y)].
thus
α−1(y) = QX
[
ψ
(
1
n
· φ (FX(y))
)]
and finally
α(t) = QX [ψ(nφ[FX(t)])].
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Now, let us prove that α is strictly increasing:
t1 < t2 ⇔ FX(t1) < FX(t2)
⇔ nφ [FX(t1)] > nφ [FX(t2)]
⇔ ψ (nφ [FX(t1)]) < ψ (nφ [FX(t2)])
⇔ Q [ψ (nφ [FX(t1)])] < Q [ψ (nφ [FX(t2)])]
⇔ α(t1) < α(t2).
In various situations one can apply transformations to the data with-
out destroying the underlying dependence structure. The lemma 5.6.1
shows that there is an increasing transform αφ,X associated to the trans-
form applied to the margins. Moreover, if the one dimensional distributions
FX1 , . . . , FXn are strictly increasing, then this lemma also proves that ap-
plications αφ,Xi are strictly increasing, and so theorem 4.3.7 (p.93) shows
that the copula of the real random variables {αφ,X1(X1), . . . , αφ,Xn(Xn)} is
the same copula that {X1, . . . , Xn}, i.e. αφ,Xi functions do not change the
underlying dependence structure.
Let us show now, that a quasi-arithmetic mean using a generator of an
Archimedean copula in conjunction with univariate CDFs gives us a joint
distribution of the wanted type.
Proposition 5.6.2. Let n ∈ N0, {Fi|1 ≤ i ≤ n} be a set of one dimensional
cdf, and φ a generator of Archimedean copula, then
HQAMM (y1, . . . , yn) = ψ
(
1
n
n∑
i=1
φ (Fi(yi))
)
(5.57)
is a multivariate cdf.
Moreover the underlying copula of HQAMM is the Archimedean copula of
generator φ.
Proof. By the above lemma we know that the functions F ∗i (x) are cdf , and
as φ is an “Archimedean generator” so:
ψ
(
n∑
i=1
φ(ui)
)
is a copula, and then
ψ
(
n∑
i=1
φ(F ∗i (yi))
)
= ψ
(
1
n
n∑
i=1
φ (Fi(yi))
)
is a multivariate cdf .
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Definition 5.6.1. Let n ∈ N0, {Fi|1 ≤ i ≤ n} be a set of one dimensional
cdf, and φ a generator of Archimedean copula, then the multivariate cdf
given by (5.57) is called a Quasi-Arithmetic Mean of Margins (QAMM).
Moreover, if X1, . . . , Xn are real random variables, then the associated
QAMM will be denoted HQAMM,X1,...,Xn.
Proposition 5.6.2 shows that the two following expressions are two joint
distributions sharing the same structure dependence:
ψ
(
n∑
i=1
φ(Fi(yi))
)
& ψ
(
1
n
n∑
i=1
φ(Fi(yi))
)
.
But, the first one respects the second compatibility condition for the Daniell-
Kolmogorov theorem, while the second one respects the conservation of func-
tional quantiles1.
Then we have found an aggregation operator which also gives a joint
probability. And this operator fulfill property 1 and property 2 (p.172):
if un is a quantilized function following expression (5.15), then if UX ,D,p is
a functional quantile of order p, then, for any i ∈ {1, . . . , n} we have
UX ,D,p(s) = p ∀s ∈ [ti, ti+1[
and then
FX ,D (un) = M(n)φ
(FX ,[t1,t2[ (UX ,D,p) , . . . ,FX ,[tn,tn+1[ (UX ,D,p))
= M(n)φ (GX ,D[t1;u], . . . , GX ,D[tn;UX ,D,p])
= M(n)φ (p, . . . , p)
= p
moreover M(n)φ (GX ,D[t1;UX ,D,p], . . . ,GX ,D[tn;UX ,D,p]) is a QAMM distri-
bution, and then a probability.
Definition 5.6.2. Let n ∈ IN:
• X be an frv and u a function, both belonging to ID,
• GX ,D the surface of margins associated to X ,
• φ a generator of an Archimedean copulas (and ψ its inverse),
• {t1, . . . , tn+1} ⊂ D, n+ 1 equidistant points dividing D in n intervals
of equal length, and, such t1 = min(D) and tn = max(D).
1In fact the second type of distribution respects the second compatibility condition,
but for the F ∗i margins.
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Figure 5.20: The transformation f(u) = ψ
(
1
nφ (u)
)
.
If un is the following quantilized approximation of u:
un(t) =
n∑
i=1
VX ,D,pi(t)1[ti,ti+1[(t) (5.58)
where for all i ∈ {1, . . . , n}, VX ,D,pi is a functional quantile of order pi =
GX ,D[ti;u].
Then, the Quasi-Arithmetic Mean of Margins distribution of un is given by
FX ,D(un) = HQAMM,Xt1 ,...,Xtn (u(t1), . . . , u(tn)) (5.59)
= ψ
[
1
n
n∑
i=1
φ (GX ,D[ti;u])
]
. (5.60)
The figure 5.20 gives an example of the transformation φ−1(1/nφ(.))
using the Clayton’s generator, with a parameter equal to 3 and several values
of n. And the figure 5.21 shows the same transformation applied to the
Gaussian cdf. We see clearly in these two figures, the “acceleration” toward
1 of the results, and this to compensate the volumetric behavior of the
classical joint distributions.
Recall that a classical probability distribution of dimension n defines a
probability measure on IRn. If (y1, . . . , yn) ∈ IRn, then
HClassical(y1, . . . , yn) = P {]−∞, y1]× . . .×]−∞, yn]}
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)
for the normal distribution.
i.e. the classical joint distribution computed in (y1, . . . , yn) is a probability
measure of the n-cube ]−∞, y1]× . . .×]−∞, yn].
While, if we work in the functional data analysis framework, then we
suppose that there exists a set of n equidistant points {t1, . . . , tn+1} ⊂ D
and a surface of distributions GX ,D, and a function u such (y1, . . . , yn) =
(u(t1), . . . , u(tn)), and the following quantilized function is considered as an
approximation for u:
un(t) =
n∑
i=1
VX ,D,GX ,D(ti,yi)(t) 1[ti,ti+1[(t)
where GX ,D(ti, yi) is the surface of distributions calculated for the point
(ti, yi) (remember that GX ,D[t;u] = G(t, u(t))).
Then a QAMM distribution define the following probability measure on
a portion of IR2: D × IR:
HQAMM (y1, . . . , yn) = ψ
(
1
n
n∑
i=1
GX ,D(ti; yi)
)
= ψ
(
1
n
n∑
i=1
GX ,D[ti;un]
)
= FX ,D (un)
= P {(t, y) ∈ D × IR : y ≤ un(t)} .
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Remark 5.6.1. Quasi-arithmetic means in conjunction with a sur-
face of margins respect the conservation of functional quantiles,
while it is not the case when we use a copula, and a fortiori, when
we use an Archimedean copula.
However the proposition 5.6.2 shows us that a QAMM dis-
tribution with a generator φ has the dependence structure of the
Archimedean copula generated by φ.
This point is very important, because a QAMM distribution
will share the same properties and weaknesses of the associated
Archimedean copulas.
We are, now, able to show that, the condition of conservation of func-
tional quantiles which has led us to the use of quasi-arithmetic means, leads
us also to the “stability” of this kind of joint distribution for different values
for n.
Proposition 5.6.3. Suppose that for n ∈ N, we divide D in n+ 1 intervals
of equal length, i.e.
• {tn1 , . . . , tnn+1} are equidistant points of D
• tn1 = inf(D) and tnn+1 = sup(D),
• ∀i ∈ {1, . . . , n} ∣∣tni+1 − tni ∣∣ = |D|n = ∆t.
Then for u ∈ ID and for any n ∈ IN, we have:
q ≤ ψ
[
1
n
n∑
i=1
φ (GX ,D [tni ;u])
]
≤ p (5.61)
with: q = min {GX ,D[x;u]|x ∈ D} and p = max {GX ,D[x;u]|x ∈ D}.
Proof. It is a direct consequence of the proposition 5.5.3 (p.178).
Then taking the limit of expression (5.60) does not always leads us to a
zero limit like in the classical case.
The following result is about the comparison between the arithmetic
mean and the quasi-arithmetic means.
Proposition 5.6.4. Let n ∈ N0, {Fi|1 ≤ i ≤ n} be a set of one dimensional
cdf, and φ a generator of Archimedean copula, then
ψ
(
1
n
n∑
i=1
φ (Fi(yi))
)
≤ 1
n
n∑
i=1
Fi(yi) (5.62)
Proof. The proof is straightforward using the proposition 4.4.1 p.105 and
the complete monotonicity of φ.
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Original contribution(s) 8. In this section we show that, if the generator
of a quasi-arithmetic mean is also a generator of Archimedean copulas, then
the quasi-arithmetic mean of a set of univariate cdfs, gives a multivariate
cdf. We called these distributions, QAMM distributions (Quasi-Arithmetic
Mean of Margins). But this kind of joint distribution do not fulfill anymore
the second compatibility condition of the Daniell-Kolmogorov’s extension the-
orem.
We show then, that the QAMM distribution calculated for a quantilized
function is equal to the corresponding fcdf calculated in this latter. We show
also that, a QAMM distribution computed in any quantilized version of a
function is always bounded, and its limits depend only of the function, and
not of the number of discretization points. Then, the limit of a sequence
of QAMM calculated in quantilized functions converging toward a chosen
function, is not always equal to zero, like in the classical case.
5.7 QAMML: Distributions for functional data
Definition 5.7.1. Let X be an frv, and u a function, both belonging to
ID, GX ,D the Surface of Margins associated to X , and φ a generator of
Archimedean Copulas. We define the Quasi-Arithmetic Mean of Margins
Limit (QAMML) distribution of X by:
P [X ≤D u] = FX ,D,φ(u) = ψ
[
1
|D|
∫
D
φ (GX ,D [t;u]) dt
]
(5.63)
If θ is the parameter for GX ,D and α is the parameter (numbers or vec-
tors) for the function φ, then we will use the following notation when it is
necessary for disambiguation: FX ,D,θ,α(u).
QAMML distributions are directly defined in the non denumerable set
D and then permit to handle questions which are not treatable with the
framework of finite dimensional distributions (see the Kolmogorov’s objec-
tion p.51).
Proposition 5.7.1. Let X be an frv, the Quasi-Arithmetic Mean of Margins
Limit distribution of X is a fractal and quantile based distribution.
Proof. Let us show that the three properties of the definition 5.3.1 are ful-
filled.
Property 1:
Let S a closed interval of D, and VX ,D,p a functional quantile of order
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p ∈ [0, 1]:
FX ,S,φ(VX ,D,p) = ψ
[
1
|S|
∫
S
φ (GX ,D [t;VX ,D,p]) dt
]
= ψ
[
1
|S|
∫
S
φ (GX ,S [t;VX ,D,p]) dt
]
= ψ
[
1
|S|
∫
S
φ (p) dt
]
= ψ [φ(p)]
= p.
Property 2:
Let un a quantilized function belonging in ID defined by the following
partition of D: A = {A1, . . . , An} closed intervals of equal length, and a set
of probabilities p = (p1, . . . , pn):
un(t) =
n∑
k=1
VX ,D,pk(t)1Ak(t) ∀t ∈ D
then
FX ,D,φ(un) = ψ
[
1
|D|
∫
D
φ (GX ,D [t;un]) dt
]
= ψ
[
1
|n|
n∑
i=1
n
|D|
∫
Ai
φ (GX ,D [t;un]) dt
]
= ψ
[
1
|n|
n∑
i=1
1
|Ai|
∫
Ai
φ (GX ,Ai [t;un]) dt
]
= ψ
[
1
|n|
n∑
i=1
φ
{
ψ
[
1
|Ai|
∫
Ai
φ (GX ,Ai [t;un]) dt
]}]
= ψ
[
1
|n|
n∑
i=1
φ {FX ,Ai(un)}
]
= M(n)φ (FX ,A1(un), . . . ,FX ,An(un))
= M(n)φ (FX ,A1(VX ,D,p1), . . . ,FX ,An(VX ,D,pn))
= M(n)φ (FX ,A1(VX ,A1,p1), . . . ,FX ,An(VX ,An,pn))
= M(n)φ (p1, . . . , pn) .
Property 3: If, for a given function u belonging in ID, then quantilized
approximation un of u is given by the expression 5.58, using n+1 equidistant
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points ti in D:
lim
n→∞FX ,D,φ(un) = limn→∞ψ
[
1
n
n∑
i=1
φ (GX ,D [ti;u])
]
= lim
n→∞ψ
[
1
|D|
n∑
i=1
|D|
n
· φ (GX ,D [ti;u])
]
= lim
n→∞ψ
[
1
|D|
n∑
i=1
∆t · φ (GX ,D [ti;u])
]
= ψ
[
1
|D|
∫
D
φ (GX ,D [t;u]) dt
]
= FX ,D,φ(u).
Now, let us show that QAMML distributions have basic properties sim-
ilar to the real case (see proposition 3.2.2, p.38).
Proposition 5.7.2. Let X be an frv, FX ,D,φ its fcdf and u, v ∈ ID, then
FX ,D,φ has the following properties:
1. FX ,D,φ is monotone increasing, i.e.
u <D v ⇒ FX ,D,φ(u) ≤D FX ,D,φ(v),
2. if φ is strictly monotone, then FX ,D,φ is “right-continuous”, i.e. ∀u ∈
ID we have
∀ε > 0, ∃δ ∈ ID : δ >D 0 : u <D v <D u+δ ⇒ |FX ,D,φ(v)−FX ,D,φ(u)| < ε,
3. lim
u→−∞FX ,D,φ(u) = 0,
4. lim
u→+∞FX ,D,φ(u) = 1.
Proof. 1. If u <D v then as cdf are monotone increasing (see proposition
3.2.2) we have
∀t ∈ D : GX ,D[t;u] ≤ GX ,D[t; v],
and then using proposition 5.5.8 we have
FX ,D,φ(u) ≤D FX ,D,φ(v).
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2. Let ε > 0, to build δ >D 0 such u <D v <D u + δ ⇒ |FX ,D,φ(v) −
FX ,D,φ(u)| < ε we are going to define a number η, used to build a
function γ, and use this latter to obtain δ. Thus let us define
η = ψ
{
1
|D|
∫
D
φ (GX ,D[t;u]) dt− φ (FX ,D,φ(u) + ε)
}
. (5.64)
Like
FX ,D,φ(u) < FX ,D,φ(u) + ε
⇔ ψ
(
1
|D|
∫
D
φ (GX ,D[t;u]) dt
)
< FX ,D,φ(u) + ε
⇔ 1|D|
∫
D
φ (GX ,D[t;u]) dt > φ (FX ,D,φ(u) + ε)
and then
0 <
1
|D|
∫
D
φ (GX ,D[t;u]) dt− φ (FX ,D,φ(u) + ε) ≤ max
t∈[0,1]
φ(t)
thus 0 ≤ η < 1.
Now, for any t ∈ D, we define
γ(t) = ψ [φ (GX ,D[t;u])− φ(η)]−GX ,D[t;u] (5.65)
and like φ(η) > 0
φ (GX ,D[t;u])− φ(η) < φ (GX ,D[t;u])
⇔ ψ [φ (GX ,D[t;u])− φ(η)] > GX ,D[t;u]
⇔ ψ [φ (GX ,D[t;u])− φ(η)]−GX ,D[t;u] > 0
and then, like 0 ≤ φ(t),GX ,D[t;u] ≤ 1, ∀t, we have that 0 < γ(t) < 1.
Now, we set
δ(t) = QX ,D (t, γ(t) + GX ,D[t, u])− u(t) (5.66)
where QX ,D(t, .) is, for a fixed t the lowest functional quantile for
GX ,D(t, .). Again like γ(t) > 0, we have
γ(t) + GX ,D[t, u] > GX ,D[t;u]
⇔ QX ,D (t, γ(t) + GX ,D[t, u]) > u(t)
and then δ >D 0.
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Now we compute the following expression
FX ,D,φ(u+ δ) = ψ
[
1
|D|
∫
D
φ (GX ,D [t;u+ δ]) dt
]
= ψ
[
1
|D|
∫
D
φ (γ(t) + GX ,D[t, u]) dt
]
by (5.66)
= ψ
[
1
|D|
∫
D
{φ (GX ,D[t, u])− φ(η)} dt
]
by (5.65)
= ψ
[
1
|D|
∫
D
φ (GX ,D[t, u]) dt− φ(η)
]
= ψ [φ (FX ,D,φ(u) + ε)] by (5.64)
= ε+ FX ,D,φ(u)
and finally
FX ,D,φ(u+ δ)−FX ,D,φ(u) = ε
which implies
u <D v <D u+ δ ⇒ |FX ,D,φ(v)−FX ,D,φ(u)| < ε.
3. We have to prove that
∀ε > 0∃δ ∈ ID : v ≤D δ ⇒ FX ,D,φ(v) ≤ ε.
If 0 < ε < 1, then it suffices to set δ = QX ,D,ε.
4. We have to prove that
∀ε > 0∃δ ∈ ID, : v ≥D δ ⇒ |1−FX ,D,φ(v)| ≤ ε.
If 0 < ε < 1, then it suffices to set δ = QX ,D,1−ε.
Remark 5.7.1. Let us note that in the expression (5.63) of the
QAMML distribution we need to compute or estimate the surface
of margins GX ,D (x, y), and it is impossible if there is no dispersion.
We can say that the domain of the QAMML model is the set of
real numbers such that the statistical dispersion is greater then
zero. Thus, from here, we suppose that D ⊆ {x ∈ R : σ(x) > 0} ,
and we call D the model’s domain.
The corollary 5.5.11 implies that QAMML distributions have the same
relation with the classical arithmetic mean that QAMM distributions.
Proposition 5.7.3. Let X be an frv, GX ,D its surface of margins and FX ,D
its QAMML distribution.
If u ∈ ID, then
FX ,D,φ(u) ≤ 1|D|
∫
D
GX ,D [t;u] dt (5.67)
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The proposition 5.5.9 implies directly the following proposition, equiva-
lent to the proposition 5.6.3 in the discrete case.
Proposition 5.7.4. Let X be an frv, and u a function, both belonging to
ID, GX ,D the Surface of Margins associated to X , and φ a generator of
Archimedean Copulas.
Then, the QAMML of X is such that
q ≤ FX ,D,φ(u) ≤ p (5.68)
with: q = min {GX ,D[t;u]|t ∈ D} and p = max {GX ,D[t;u]|t ∈ D}.
At the end of the section 4.8 we have explained the main weaknesses of
the classical approach using finite dimensional distributions:
1. the “volumetric behavior” which implies the instability of estimations
depending of the dimension and the vanishing toward 0 when n tends
to infinity,
2. the quasi-impossibility, in real situations, to share the same cylinder,
3. the precision issue in case of high dimensionality.
By definition the QAMML distributions are defined, not on cylinders like
finite dimensional distributions, but directly in the infinite dimensional space
ID. Thus the problem of sharing the same cylinder is solved very simply:
we avoid this kind of approximation.
The fulfillment of the Property 1 and the propositions 5.6.3 and 5.7.4
ensure us the stability of the probability:
• for functional quantiles VX ,D,p, we know the FX ,D,φ(VX ,D,p) = p,
• for any other function u ∈ ID we know that the QAMML is always
between min {GX ,D[x;u]|x ∈ D} and max {GX ,D[t;u]|t ∈ D}.
These latter points also solve the precision issue, because the value of the
fcdf does not depends of any order of the estimation.
Moreover Property 2 and Property 3 allow us to use QAMM dis-
tributions as an approximation of the nth order to compute the QAMML
distribution of a function u.
Let us suppose that we have to deal with N functional data like the
Tecator data (see section 2.3), directly given by n measures in n points of
D:
(uk(t1), . . . , uk(tn)), 1 ≤ k ≤ N.
Then we can compute directly the following (5.60) approximation
FX ,D,φ(uk) ≈ FX ,D,φ(uk,n) = ψ
[
1
n
n∑
i=1
φ (GX ,D[ti;uk])
]
.
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where expression (5.58) give a quantilized approximation for uk:
uk,n(t) =
n∑
i=1
VX ,D,pi(t)1[ti,ti+1[(t)
with pi = GX ,D[ti;uk] for all i ∈ {1, . . . , n}.
Thus, even if QAMML distributions are defined directly in the infinite
dimensional functional space, it is possible to work with any discrete ap-
proximation of a function u, and in this way avoid using the numerical
approximation of the integral included in definition 5.7.1.
The following proposition gives another kind of approximation for the
QAMML of the fcdf of an frv X , and shows how the variations between
a function u and an associated functional quantile VX ,D,m, where m is the
arithmetic mean of GX ,D[t;u] along D, link the arithmetic mean to the
QAMML distribution.
Proposition 5.7.5. Let u be a function defined on D, GX ,D a surface of
distribution for D. If we define
m =
1
|D|
∫
D
GX ,D [t;u] dt (5.69)
and
m [t;u] = GX ,D [t;u]−m (5.70)
then
FX ,D,φ(u) = ψ
[
φ (m) +
φ′′ (m)
2
var (GX ,D [ . ;u]) + E
(
o(2m)
)]
(5.71)
Proof. We can use the following Taylor’s approximation for all t (recall that
0 ≤ GX ,D [t;u] ≤ 1):
φ (GX ,D [t;u]) = φ (m+ m [t;u])
= φ(m) + φ′(m)m [t;u] +
φ′′(m)
2
2m [t;u] + o
(
2m [t;u]
)
and then
FX ,D,φ(u)
= ψ
[
1
|D|
∫
D
φ (GX ,D [t;u]) dt
]
= ψ
[
1
|D|
∫
D
{
φ(m) + φ′(m)m [t;u] +
φ′′(m)
2
2m [t;u] + o
(
2m [t;u]
)}
dt
]
= ψ
[
φ (m) + φ′ (m) E (p) +
φ′′ (m)
2
var (m) + E
(
o(2m)
)]
= ψ
[
φ (m) +
φ′′ (m)
2
var (GX ,D [ . ;u]) + E
(
o(2m)
)]
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The relation given by expression (5.71) gives us a formula for a quick
approximation for FX ,D,φ(u), and allows us to understand for a function u,
the relation between the QAMML, m the arithmetic mean of GX ,D[t;u] and
functional quantiles VX ,D,m.
By the proposition 5.7.3 we know that
FX ,D,φ(u) ≤ m = 1|D|
∫
D
GX ,D [t;u] dt
and then by expression (5.71) we see that FX ,D,φ is equal to m if and only
if var (GX ,D [ . ;u]) = 0, i.e. only when u is a functional quantile.
Thus we can consider the four remarkable values for a given function u:
p = max {GX ,D[t;u]|t ∈ D} (5.72)
m =
1
|D|
∫
D
GX ,D [t;u] dt (5.73)
M = FX ,D,φ(u) (5.74)
q = min {GX ,D[t;u]|t ∈ D} (5.75)
And we have the following relation between these values
q ≤M ≤ m ≤ p (5.76)
which implies the following relation between corresponding functional quan-
tiles
VX ,D,q ≤D VX ,D,M ≤D VX ,D,m ≤D VX ,D,p. (5.77)
And, of course, we have the following relation
VX ,D,q ≤D u ≤D VX ,D,p. (5.78)
To illustrate this relation, we have chosen a function u of the Tecator
dataset (section 2.3, figure 2.11), and we have computed the four following
values: q, m, M and p (expressions (5.72), (5.73), (5.74) and (5.75)), when
the surface of margins GX ,D is given by a normal distribution: GX ,D(t, .) =
FXt(.) = FN (µ(t),σ(t))(.). These values are shown in the top left of the figure
5.22, and figure shows the three following associated functional quantiles:
QX ,D,p (top dotted line), QX ,D,m (dashed line) and QX ,D,q (bottom dotted
line).
An interesting implication of the formula given by the expression (5.71)
is that FX ,D,φ(u) decreases when var (GX ,D [ . ;u]) increases, and it is due
to the fact that φ and φ′′ are always positive functions, and ψ is a decreasing
function. Therefore the value of the QAMML distribution computed for a
function u, is directly influenced by the “variance” of u around any functional
quantile VX ,D,m. To illustrate this fact, using the normal surface of margins
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Figure 5.22: A functional data and 3 associated functional quantiles: QX ,D,p,
QX ,D,m and QX ,D,q.
for the Tecator data, we have taken the functional quantile QX ,D,m shown
in figure 5.22 with m = 0.7834597, and then we have added to this function
several artificial perturbations δ(t), to define u(t) = QX ,D,m(t) + δ(t). And,
in each case, we have chosen δ(t) such
1
|D|
∫
D
GX ,D [t;QX ,D,m + δ] dt = m,
but with different values for σ (GX ,D [.;QX ,D,m + δ]) > 0.
Figures from 5.23 to 5.26 show in the bottom parts, graphs of the chosen
δ, and in the top parts, solid lines show the graph of u(t) = QX ,D,m(t)+δ(t),
and dashed lines show the original functional quantile: QX ,D,m(t).
The table 5.2 shows the values of the QAMML distribution computed
in u(t) = QX ,D,m(t) + δ(t) . The first column gives the standard deviation
of u around its functional quantile QX ,D,m: σ (GX ,D [.;u]), and the first row
gives the different values of the parameter of the Archimedean copulas used
for the QAMML distribution, here the Clayton copula (see example 4.4.1,
p.108).
Firstly, we have here an illustration of the fact that the QAMML is
always less or equal to the arithmetic mean of margins (see proposition
5.67, p.194), because all values of this table are less than m = 0.7834597.
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Figure 5.23: Variations around QX ,D,m, when m = 0.7834597, with
σ (GX ,D [.;u]) = 0.005.
Secondly we can see how the increasing of σ (GX ,D [.;u]) implies a de-
creasing of the QAMML value (see proposition 5.71 p.196).
And finally, we can see also, the influence of the parameter. We have
not yet studied the interpretation of the value of this latter, but we have an
interpretation in the copula case (see example 4.4.1, p.108). At this point
it is very important to recall the strong link between Archimedean copulas
and QAMM/QAMML distributions.
In the remark 5.6.1 (p.189) we have emphasized how proposition 5.6.2
(p.185) implies the fact that the QAMM distributions share dependence
structures of Archimedean copulas. Proposition 5.7.1 shows that for any n
the QAMM distribution is an approximation of the QAMML distribution.
Then the two kinds of distributions will capture the same type of dependence
structure.
Let us recall that the three important copulas W (expressions (4.18) and
(4.76), pp.85 and 125), Π (expressions (4.20) and (4.77)) and M (expressions
(4.19) and (4.78)) give a direct interpretation of the dependence structure
(see remark 4.3.1 p.95 for the bidimensional case and theorem 4.5.6 p.125
for higher dimensions).
In the case of the Clayton copula, small values of θ correspond to weak
dependence structures between the real random variables, while higher val-
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Figure 5.24: Variations around QX ,D,m, when m = 0.7834597, with
σ (GX ,D [.;u]) = 0.010.
ues correspond to strong positive dependence between the real random vari-
ables. In the first case the copula is close to Π and in the second case the
copula tends toward M = min. For the sake of illustration the last column
of table 5.2 gives the value of mint∈D GX ,D[t, u].
σ \ θ 0.5 2 10 100 1000 ∞
0.005 0.78343 0.78341 0.78327 0.78186 0.77747 0.77472
0.010 0.78336 0.78326 0.78273 0.77773 0.76920 0.76585
0.020 0.78306 0.78266 0.78056 0.76573 0.75120 0.74776
0.040 0.78187 0.78028 0.77197 0.73552 0.71349 0.71021
Table 5.2: Influence on the QAMML value of σ (GX ,D [.;u]) and of the
parameter θ of the Archimedean copula (here Clayton).
If QAMM distributions share dependence structures of Archimedean
copulas, then they also share the limitation of these latter ones.
The theorem 4.6.3 (p.129) states that for dimensions higher than 2,
Archimedean copulas can only capture dependence structures comprised
between independence (Π copula) and completely positive dependence (M
copula).
Then, if there exists a partition {A,B} of D such for:
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Figure 5.25: Variations around QX ,D,m, when m = 0.7834597, with
σ (GX ,D [.;u]) = 0.020.
• ∀s, t ∈ A, there is a positive dependence between Xs and Xt (comono-
tonic real random variables),
• ∀s, t ∈ B, there is a positive dependence between Xs and Xt (comono-
tonic real random variables),
• ∀s ∈ A and ∀t ∈ B, there is a negative dependence between Xs and
Xt (anti-comonotonic real random variables),
the QAMM and QAMML distributions will not be able to capture this latter
kind of dependence.
When we use the QAMM approximation it is easy to see if there is this
kind of dependence, it suffices to take a look at the sign of the Kendall’s tau
τ (definition 4.3.11, p.97) between t1 and the other ti. The Kendall’s tau
is a measure of association (definition 4.3.10, p.97) and is directly linked to
the generator φ of an Archimedean copula (theorem 4.4.7 p.110).
Figures 5.27, 5.28 and 5.29 show the different types of situation. In the
original data, fig. 5.27, all the measures of association made with τ are
positives, then there is only dependence structures using copulas “greater”
than the independence.
For the first derivatives, fig. 5.28, we have is two main zones: A =
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Figure 5.26: Variations around QX ,D,m, when m = 0.7834597, with
σ (GX ,D [.;u]) = 0.040.
[850, 930] ∪ [968, 1038] and B = [932, 966] ∪ [1040, 1048]2
For the second derivative, fig. 5.29, there are more subdivisions: the
first zone is A = [850, 886]∪ [896, 910]∪ [936, 952]∪ [984, 1008]∪ [1022, 1030]
and the second zone is given by B = [888, 894] ∪ [912, 934] ∪ [954, 982] ∪
[1010, 1020] ∪ [1032, 1048].
In these two latter cases, generators of Archimedean copulas of dimen-
sions higher than two are not able to capture the dependence structure. In
practice the best settings will be the lowest possible bound for Archimedean
copulas, when n > 2: the independence copula Π.
To solve this problem, let us remark that bidimensional Archimedean
copulas do not have this limitation: some of these copulas can take values
from W to M , passing by Π (see examples 4.4.1 and 4.4.2).
If FX ,D,φ denotes the fcdf using the generator φ, then in any case we can
always divide D in two arbitrary sub-domains A and B, and do the following
2We have computed the Kendall’s tau on discrete values, that is why we do not really
know what it happen in [930, 932], [966, 968] and [1038, 1040].
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Figure 5.27: Set of comonotonoticity for the Tecator Dataset
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Figure 5.28: Sets of comonotonoticity for first derivatives of the Tecator
Dataset
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Figure 5.29: Sets of comonotonoticity for second derivatives of the Tecator
Dataset
transformation:
FX ,D,φ(u) = ψ
[
1
|D|
∫
D
φ (GX ,D[u; t]) dt
]
= ψ
[
1
|D|
∫
A
φ (GX ,D[u; t]) dt+
1
|D|
∫
B
φ (GX ,D[u; t]) dt
]
= ψ
[ |A|
|D|ψ ◦ φ
{
1
|A|
∫
A
φ (GX ,D[u; t]) dt
}
+
|B|
|D|ψ ◦ φ
{
1
|B|
∫
B
φ (GX ,D[u; t]) dt
}]
= ψ
( |A|
|D|φ [FX ,A,φ(u)] +
|B|
|D|φ [FX ,B,φ(u)]
)
. (5.79)
Then FX ,D,φ(u) is the weighted mean of FX ,A,φ(u) and FX ,B,φ(u).
In the above expression the three fcdf : FX ,D,φ(u), FX ,A,φ(u) and
FX ,B,φ(u) use the same generator φ, but if we use two generators of
Archimedean copulas of higher dimensions φA and φB for the fcdfs in A
and in B, and a generator φ2 of a bidimensional Archimedean copula for
the weighted mean of FX ,A,φA(u) and FX ,B,φB (u), and then we will be
able to capture a negative dependence structure between FX ,A,φA(u) and
FX ,B,φB (u). That’s how we define the generalization of the QAMML.
Definition 5.7.2. Let an frv X and u both belonging to ID. If there exists
a partition {A,B} of D such for:
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• ∀s, t ∈ A, there is a positive dependence between Xs and Xt (comono-
tonic real random variables),
• ∀s, t ∈ B, there is a positive dependence between Xs and Xt (comono-
tonic real random variables),
• ∀s ∈ A and ∀t ∈ B, there is a negative dependence between Xs and Xt
(anti-comonotonic real random variables),
then we define the Generalized Quasi-Arithmetic Mean of Margins Limit
(GQAMML) by
FX ,D(u) = ψD
( |A|
|D|φD [FX ,A,φA(u)] +
|B|
|D|φD [FX ,B,φB (u)]
)
(5.80)
where
• FX ,A,φA(u) is the fcdf of X computed in u on the subset A, using φA
a generator of Archimedean n-dimensional (n > 2) copula,
• FX ,B,φB (u) is the fcdf of X computed in u on the subset B, using φB
a generator of Archimedean n-dimensional (n > 2) copula,
• φD is a generator of an bidimensional Archimedean copula, and ψD
its inverse.
GQAMML distributions are a generalization of QAMML distributions,
which are able to capture positive and negative dependence structures of
an frv . Moreover expression (5.79), shows that GQAMML are equal to
QAMML when there is only positive dependence structures for an frv .
Original contribution(s) 9. In this section we define the QAMML distri-
butions (Quasi-Arithmetic Mean of Margins Limit) which are fcdfs directly
defined in the infinite dimensional space of functions. We show then, that
QAMML distributions are fractal and quantile based distributions, have simi-
lar properties to univariate cdfs and are always less or equal to the arithmetic
mean of margins. We show also that, the QAMML distribution calculated
in a function u depends of the standard deviation of u compared to the its
own functional quantile (functional quantile based on the arithmetic mean
of margins for u).
We propose also a generalized version of QAMML distributions, the
GQAMML distributions. These latter can capture comonotoniticity and an-
ticomonotoniticity, which is not the case for QAMML distributions.
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5.8 Gateaux Density
Even if a probability distribution is a precious tool for statistical applica-
tions, an fcdf is an incomplete tool for data analysis without an associate
density. Then in this section we propose to deal with the density of QAMML
distributions.
As long as we use finite dimensional distributions (4.122) or QAMM
distributions (5.59), we can use the classical multivariate density function
(4.83):
h(x1, ..., xn) =
∂n
∂x1 . . . ∂xn
H(x1, . . . , xn)
But this definition can not be used when n→∞.
Let us recall that our definition of an fcdf (3.30) looks like the classical
definition for univariate distributions, and when we compare the proposition
5.7.2 (p.192) we can see that the properties of the QAMML distributions
are closer to the classical univariate case than to the classical multivariate
case.
Let us recall that, for continuous real random variable (univariate case),
the density fX is used because it is not possible to use P [X = i] as in the
discrete case, and this because, in the continuous case, for a given rrv X
and a given real r, we always have
P [X = r] = lim
δ→0
P [r − δ ≤ X ≤ r + δ] (5.81)
= lim
δ→0
{FX(r + δ)− FX(r − δ)} (5.82)
= 0. (5.83)
And, it suffices to divide the above expression by 2δ to define the density
fX(r) = lim
δ→0
P [r − δ ≤ X ≤ r + δ]
2δ
(5.84)
= lim
δ→0
FX(r + δ)− FX(r − δ)
2δ
. (5.85)
Which can be re-written as follows
fX(r) = lim
δ→0
P [r − δ ≤ X ≤ r + δ]
d(r − δ, r + δ) (5.86)
= lim
δ→0
FX(r + δ)− FX(r − δ)
d(r − δ, r + δ) (5.87)
where d(x, y) = |x− y|.
In the same way, we propose to search for an adapted derivative for
FX ,D,φ to define an adapted density function. For this, let us, firstly recall
the norm in the L1 space [Lusternik and Sobolev, 1974].
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Definition 5.8.1. The set L1(D), is the set of functions u belonging to ID
such
||u||1 =
(∫
D
|u(t)| dt
)
<∞ (5.88)
where ||u||1 is the norm of u.
In the set L1(D), the distance between two functions u, v ∈ L1(D) is
given by
d1(u, v) = ||u− v||1. (5.89)
Definition 5.8.2. Let X be an frv belonging to ID, and FX ,D its associated
fcdf.
If for a given v ∈ ID, uε and wε are two continuous functions with a
parameter ε > 0 such:
lim
ε→0
uε = v & lim
ε→0
wε = v (5.90)
∀ε ∈ IR, ε > 0 uε ≤D v & v ≤D wε (5.91)
then we define the functional density of X surrounded by {uε} and {wε} by
fX ,D,{uε},{wε}(v) = limε→0
P [uε ≤D X ≤D wε]
d1(uε, wε)
(5.92)
= lim
ε→0
FX ,D(wε)−FX ,D(uε)
d1(uε, wε)
. (5.93)
The proposition 5.7.2 and the condition expressed by (5.91) imply that
the above expression (5.93) is always positive or equal to zero, but,of course,
for a single function u there is an infinity of possible sequences {uε} and
{wε}.
We have already seen how, the functional quantile is a central notion in
the building of our new type of distribution. Then we propose to build the
two required sequences uε and wε using the functions QX ,D.
Lemma 5.8.1. Let X be an frv belonging to ID, GX ,D its surface of margins
and FX ,D its associated fcdf.
If, for a given v ∈ L1(D) , we define
mv = min
t∈D
GX ,D[t; v] (5.94)
and
Mv = max
t∈D
GX ,D[t; v] (5.95)
and then for any numbers q and r of [0, 1] such
0 < p ≤ mv (5.96)
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Mv ≤ r < 1 (5.97)
and, if we define the two sequences
uε = (1− ε) · v + ε ·QX ,D,p (5.98)
wε = (1− ε) · v + ε ·QX ,D,r. (5.99)
Then ∀ 0 < ε < 1, uε, wε ∈ L1(D), and
fX ,D,{uε},{wε}(v) = limε→0
FX ,D(v + ε∆r)−FX ,D(v)
d1(uε, wε)
(5.100)
+ lim
ε→0
FX ,D(v)−FX ,D(v − ε∆p)
d1(uε, wε)
(5.101)
where
∆p = v −QX ,D,p (5.102)
∆r = QX ,D,r − v (5.103)
and
d1(uε, wε) = ||QX ,D,r −QX ,D,p||1. (5.104)
Proof. Firstly, to show that uε, wε ∈ L1(D), we have to recall that L1(D)
is a vector space, then if v, QX ,D,p and QX ,D,r belong to L1(D), then it
is also true for the two sequences. Then it remains to prove that QX ,D,p
and QX ,D,r belong to L1(D). And, like mv ≤ Mv, then like 0 < r < 1,
i.e. 0 < GX ,D[t;QX ,D,r] < 1, thus, like GX ,D is continuous, we must have
−∞ < QX ,D,r(t) < ∞, then ||QX ,D,r||1 < ∞. The same reasoning can be
held for QX ,D,p.
Let us verify that uε and wε fulfill the conditions expressed by the defi-
nition 5.8.2. By expressions (5.95) and (5.97) we have
QX ,D,p ≤D v ⇔ QX ,D,p − v ≤D 0
⇔ ε ·QX ,D,p − ε · v ≤D 0
⇔ ε ·QX ,D,p − ε · v + v ≤D v
⇔ ε ·QX ,D,p + (1− ε) · v ≤D v
⇔ uε ≤D v.
Obviously lim
ε→0
uε = v, and, the same reasoning can be done for the sequence
wε. And both sequences can be re-written as follow
uε = v + ε (QX ,D,p − v)︸ ︷︷ ︸
≤D0
(5.105)
= v − ε (v −QX ,D,p)︸ ︷︷ ︸
≥D0
(5.106)
= v − ε ∆p︸︷︷︸
≥D0
(5.107)
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wε = v + ε (QX ,D,r − v)︸ ︷︷ ︸
≥D0
(5.108)
= v + ε ∆r︸︷︷︸
≥D0
. (5.109)
Then functional density surrounded by {uε} and {wε} become
fX ,D,{uε},{wε}(v) = limε→0
FX ,D(wε)−FX ,D(uε)
d1(uε, wε)
= lim
ε→0
FX ,D(wε)−FX ,D(v) + FX ,D(v)−FX ,D(uε)
d1(uε, wε)
= lim
ε→0
FX ,D(wε)−FX ,D(v)
d1(uε, wε)
+ lim
ε→0
FX ,D(v)−FX ,D(uε)
d1(uε, wε)
= lim
ε→0
FX ,D(v + ε∆r)−FX ,D(v)
d1(uε, wε)
(5.110)
+ lim
ε→0
FX ,D(v)−FX ,D(v − ε∆p)
d1(uε, wε)
(5.111)
where the distance between uε and wε is equal to
d1(uε, wε) = ||uε − wε||1
=
∫
D
|uε(t)− wε(t)| dt
= ε
(∫
D
|∆p(t) + ∆r(t)| dt
)
= ε
(∫
D
|QX ,D,r(t)−QX ,D,p(t)| dt
)
= ε||QX ,D,r −QX ,D,p||1. (5.112)
Expressions (5.100) and (5.101) can be seen as the directional derivatives
of FX ,D,φ computed in v with, respectively, the directions ∆u and ∆w.
The concept of the derivative of a functional F computed in a function
u, in direction of another function h was introduced in functional anal-
ysis by Rene´ Gaˆteaux in two posthumous papers: [Gaˆteaux, 1919a] and
[Gaˆteaux, 1922], and is a generalization of directional derivative (see also
[Atkinson and Han, 2001]).
Definition 5.8.3. Suppose V and W are normed vector spaces, and F an
operator from V to W . The Gaˆteaux differential DF (u; s) of F at u in the
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direction h ∈ V is given by:
DF (u; s) = lim
→0
F (u+  · h)− F (u)

(5.113)
= F ′(u) · s (5.114)
If (5.113) exists ∀h ∈ V then F is Gaˆteaux differentiable and the map F ′(u)
is the Gaˆteaux derivative of F at u.
The following proposition is obvious.
Proposition 5.8.2. Let X be an frv, FX ,D its fcdf, v a function of L1(D),
{uε} and {wε} two continuously indexed sequences of functions defined by
expressions (5.98) and (5.99).
If FX ,D is continuous, then, the functional density surrounded by {uε}
and {wε} is equal to
fX ,D,{uε},{wε}(v) =
DFX ,D(v; ∆r) +DFX ,D(v; ∆p)
||QX ,D,r −QX ,D,p||1 (5.115)
where ∆p and ∆r are given by expressions (5.102) and (5.103).
To give the Gaˆteaux density for the QAMML distribution we need a
result from functional analysis [Lusternik and Sobolev, 1974].
Proposition 5.8.3. Let the following integral transform:
T (f) =
∫ b
a
K (t, s) · g [s, f (s)] ds (5.116)
where the kernel K (s, t) is continuous on [a, b]2, and g (s, t) is a function of
two variables, defined and continuous on [a, b] × ]−∞,+∞[. Then for any
function h ∈ C [a, b] we have
DT (f, h) =
∫ b
a
K (t, s) · g′v [s, f (s)] · h(s) ds (5.117)
Where DT (f, h) is the Gaˆteaux differential of F at f in the direction h.
Theorem 5.8.4. Let X be an frv, FX ,D,φ its QAMML fcdf, v a function
of L1(D). If h ∈ L1(D), then the Gaˆteaux differential of FX ,D,φ in v and in
direction of h is given by:
DFX ,D,φ(v;h) = ψ′
[
1
|D|
∫
D
φ (GX ,D [t; v]) dt
]
(5.118)
·
{
1
|D|
∫
D
φ′ (GX ,D [t; v])gX ,D [t; v]h(t) dt
}
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Proof. It is sufficient to use (5.117) with K (t, s) = 1|D| and g (s, t) =
φ (GX ,D (s, t)) then
FX ,D,φ(v) = ψ [T (u)] = (ψ ◦ T ) (u)
with the following composition schema
FX ,D,φ : L1(D) T→ R ψ→ [0, 1]
thus
DFX ,D,φ (v;h) = ψ [T (v)]′ ·DT (v;h) .
The Gaˆteaux differential is not always linear, but the theorem 5.8.4 im-
plies the linearity of DFX ,D,φ(v;h).
Corollary 5.8.5. Let X be an frv, FX ,D,φ its QAMML fcdf, then Gaˆteaux
differential of a FX ,D,φ is linear for the direction h.
Proof. Let v, h, l ∈ L1(D) and α, β ∈ IR, then
DFX ,D,φ(v;αh+ βl) = ψ′
[
1
|D|
∫
D
φ (GX ,D [t; v]) dt
]
{
1
|D|
∫
D
φ′ (GX ,D [t; v])gX ,D [t;u] (αh+ βl)(t) dt
}
= ψ′
[
1
|D|
∫
D
φ (GX ,D [t; v]) dt
]
·
{
α
|D|
∫
D
φ′ (GX ,D [t; v])gX ,D [t;u]h(t) dt
+
β
|D|
∫
D
φ′ (GX ,D [t; v])gX ,D [t;u] l(t) dt
}
= ψ′
[
1
|D|
∫
D
φ (GX ,D [t; v]) dt
]
· α|D|
∫
D
φ′ (GX ,D [t; v])gX ,D [t;u]h(t) dt
+ψ′
[
1
|D|
∫
D
φ (GX ,D [t; v]) dt
]
β
|D|
∫
D
φ′ (GX ,D [t; v])gX ,D [t;u] l(t) dt
= αDFX ,D,φ(v;h) + βDFX ,D,φ(v; l)
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Now let us suppose that the surface of margins GX ,D is a known theo-
retical distribution F with a scale parameter s and a location parameter3 l
[NIST/SEMATECH, 2008], then we can always express F , its density f and
its quantile function Q using the standard form, i.e. when l = 0 and s = 1:
F (y; l, s) = F
(
y − l
s
; 0, 1
)
(5.119)
f(y; l, s) =
1
s
· f
(
y − l
s
; 0, 1
)
(5.120)
Q(α; l, s) = s ·Q(α; 0, 1) + l. (5.121)
Table 5.3 show six well known distributions with their location and scale
parameters.
In this case the surface of margins GX ,D, the surface of densities gX ,D
and the functional quantiles QX ,D can be written using the standard form
of the functions F , f and Q:
GX ,D(t, y) = F (y; l(t), s(t)) (5.122)
= F
(
y − l(t)
s(t)
; 0, 1
)
(5.123)
gX ,D(t, y) = f(y; l(t), s(t)) (5.124)
=
1
s(t)
f
(
y − l(t)
s(t)
; 0, 1
)
(5.125)
QX ,D,α(t) = Q(α; s(t), l(t)) (5.126)
= s(t) ·Q(α; 0, 1) + l(t) (5.127)
where s, l ∈ ID are the two functional parameters which give the location
and the scale for any t ∈ D.
Then the functional density defined by expression (5.93) is independent
of the randomly chosen values p and r.
Theorem 5.8.6. Let X be an frv, FX ,D,φ its QAMML fcdf, v a function of
L1(D).
If, GX ,D[t; .], the surface of margins of X is a continuous and strictly
increasing distribution ∀t ∈ D and has a location parameter and a scale
parameter, given ∀t ∈ D respectively by l and s both in L1(D), then for any
continuously indexed sequences {uε} and {wε} fulfilling expressions (5.98)
and (5.99) the functional density surrounded by {uε} and {wε} is unique
3The location parameter is not necessarily the mean of the associate rrv , but more a
translation parameter, which permits to “shift” the distribution along the real line.
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Name density: f(t) l s
Normal f(t) =
exp
(
− (t−µ)2
2σ2
)
σ
√
2pi
µ σ
Cauchy f(t) =
1
spi(1 + ((t− l)/s)2) l s
Exponentiala f(t) =
1
β
exp
(
− t− µ
β
)
µ β
Weibullb f(t) =
γ
α
(
t− µ
α
)γ−1
exp−
((
t− µ
α
)γ)
µ α
Gammac f(t) =
(
t−µ
β
)γ−1
exp
(
− t−µβ
)
βΓ(γ))
µ β
Betad f(t) =
(t− a)p−1(b− t)q−1
B(p, q)(b− a)p+q−1 a b− a
afor t ≥ µ; β > 0
bfor t ≥ µ; α > 0
ct ≥ µ; γ, β > 0 and Γ is the gamma function: Γ(a) =
∫
∞
0
ta−1e−tdt.
dfor a ≤ t ≤ b; p, q > 0, and B(p, q) is the beta function: B(p, q) =
∫ 1
0
tp−1(1− t)q−1dt.
Table 5.3: Densities of theoretical distributions with their location l and
scale s parameters.
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( independent of the value p and r) and then simply called the Gaˆteaux
density and denoted fX ,D,φ(v):
fX ,D,φ(v) =
DFX ,D,φ(v; s)
||s||1 . (5.128)
Proof. If GX ,D is a distribution with a location parameter and a scale pa-
rameter, then, in this case ∀t ∈ D using (5.127), we have the following
relation for any α, β ∈ [0, 1]:
QX ,D,α(t)−QX ,D,β(t) = s(t)(Q(α; 0, 1)−Q(β; 0, 1)) (5.129)
and thus
QX ,D,α(t) = QX ,D,β(t) + s(t)Kα,β (5.130)
where Kα,β = Q(α; 0, 1) − Q(β; 0, 1) is a constant which depends only of
α and β and not of the value of t. The sign of Kα,β depends of the order
between α and β.
If we denotes q for the arithmetic means of GX ,D[t;u] over D:
q =
1
|D|
∫
D
GX ,D[t;u]dt (5.131)
and if mv, Mv, p and q are defined by expressions (5.94), (5.96), (5.97) and
(5.95), then by proposition 5.5.9 we have
0 < p ≤ mv ≤ q ≤Mv ≤ r < 1 (5.132)
and thus
QX ,D,p ≤D QX ,D,q ≤D QX ,D,r. (5.133)
Then using the relation 5.129 we have
QX ,D,q(t)−QX ,D,p(t) = s(t)Kq,p︸︷︷︸
≥D0
(5.134)
QX ,D,r(t)−QX ,D,q(t) = s(t)Kr,q︸︷︷︸
≥D0
(5.135)
and thus
QX ,D,p(t) = QX ,D,q(t)− s(t)Kq,p︸︷︷︸
≥D0
. (5.136)
QX ,D,r(t) = QX ,D,q(t) + s(t)Kr,q︸︷︷︸
≥D0
. (5.137)
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Then the functions ∆p and ∆r given by expressions (5.102) and (5.103), can
be written as follow:
∆p = v +QX ,D,q − sKq,p (5.138)
∆r = QX ,D,q + sKr,q − v. (5.139)
Let us remember that, by the proposition 5.8.2 the functional density of X
surrounded by {uε} and {wε} can be written (expression (5.115)):
fX ,D,{uε},{wε}(v) =
DFX ,D,φ(v; ∆r) +DFX ,D,φ(v; ∆p)
||QX ,D,r −QX ,D,p||1 .
But, by the corollary 5.8.5 we know that DFX ,D,φ is linear for the direction,
and then we can write
DFX ,D,φ(v; ∆p) = DFX ,D,φ(v; v)−DFX ,D,φ(v;QX ,D,q)−Kq,pDFX ,D,φ(v; s)
DFX ,D,φ(v; ∆r) = DFX ,D,φ(v;QX ,D,q) +Kr,qDFX ,D,φ(v; s)−DFX ,D,φ(v; v)
and then
DFX ,D,φ(v; ∆p) +DFX ,D,φ(v; ∆p) = (Kr,q +Kq,p)DFX ,D,φ(v; s).
Then it remains to compute the denominator of the expression (5.115):
||QX ,D,r −QX ,D,p||1 =
∫
D
|QX ,D,r(t)−QX ,D,p(t)| dt
=
∫
D
|(Kr,q +Kq,p)s(t)| dt
= (Kr,q +Kq,p)||s||1
and then
fX ,D,φ(v) =
DFX ,D,φ(v; s)
||s||1 .
Thus, when the surface of margins is given by probability distribution
with location and scale parameters, then the Gaˆteaux density in v ∈ L1(D),
is given by the Gaˆteaux differential of FX ,D,φ computed in v, in direction of
the scale parameter s ∈ L1(D), is unique and depends only of v and s.
For the sake of illustration we give in the top part of figures 5.30, 5.31,
5.32 and 5.33, the graph of v and v ± εσ(for a constant v(t) = 3, ∀t),
expressions used in the Gaˆteaux differential to define the Gaˆteau density.
We show also the decile functions of the Tecator data (see 2.11). The bottom
parts show the direction used: the standard deviation of the Tecator data.
If the surface of margins is given by probability distribution with lo-
cation and scale parameters,then, similarly the fact that the QAMML fcdf
in a functional quantile QX ,D,p is always equal to p, we can show that the
Gaˆteaux density of this fcdf is always known for functional quantiles.
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Figure 5.30: Inside the Gaˆteaux differential: graph of v ± εσ, with ε = 1.5.
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Figure 5.31: Inside the Gaˆteaux differential: graph of u± εσ, with ε = 1.
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Figure 5.32: Inside the Gaˆteaux differential: graph of u± εσ, with ε = 0.5.
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Figure 5.33: Inside the Gaˆteaux differential: graph of u± εσ, with ε = 0.25.
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Figure 5.34: Inside the Gaˆteaux differential: graph of u± εσ, with ε = 0.1.
Lemma 5.8.7. Let X be an frv, FX ,D,φ its QAMML fcdf. If, GX ,D, the
surface of margins of X is continuous ∀t ∈ D and is given be the expression
(5.123), and then has a location parameter and a scale parameter, given
∀t ∈ D respectively by l and s both in L1(D), and if QX ,D,p ∈ L1(D) is a
functional quantile of order p then ∀t ∈ D
gX ,D [t;QX ,D,p] · s(t) = pi (5.140)
with
pi = f (Q(p; 0, 1); 0, 1) (5.141)
where f and Q are given by expressions (5.125) and (5.127).
Proof. By hypothesis, and using relations (5.125) and (5.127), we can write
gX ,D[t;QX ,D,p] = f (QX ,D,p(t); l(t), s(t))
=
1
s(t)
f
(
QX ,D,p(t)− l(t)
s(t)
; 0, 1
)
=
1
s(t)
f
(
Q (p; l(t), s(t))− l(t)
s(t)
; 0, 1
)
=
1
s(t)
f
(
s(t)Q(p; 0, 1) + l(t)− l(t)
s(t)
; 0, 1
)
=
1
s(t)
f (Q(p; 0, 1); 0, 1) .
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Figures from 5.35 to 5.43 illustrate the lemma 5.8.7 in the normal case
and give the surfaces gX ,D(t, y) ∗ σ(t).
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Figure 5.35: The normal surface of densities gX ,D(t, y)∗σ(t) for the Tecator
data (see fig. 2.11, p.21).
Proposition 5.8.8. Let X be an frv, FX ,D,φ its QAMML fcdf and fX ,D,φ its
Gaˆteaux density. If, GX ,D[t, .], the surface of margins of X is a continuous
cdf ∀t ∈ D and has a location parameter and a scale parameter, given ∀t ∈ D
respectively by l and s both in L1(D), and if QX ,D,p ∈ L1(D) is a functional
quantile of order p then
fX ,D,φ(QX ,D,p) =
pi
‖s‖2
(5.142)
where pi is given by expression (5.141).
Proof. From the hypothesis, and using the lemma 5.8.7, it comes easily that:
DFX ,D,φ(QX ,D,p; s) = ψ′
[
1
|D|
∫
D
φ (GX ,D [t;QX ,D,p]) dt
]
{
1
|D|
∫
D
φ′ (GX ,D [t;QX ,D,p])gX ,D [t;QX ,D,p] s(t)dt
}
= ψ′
[
1
|D|
∫
D
φ (p) dt
]{
1
|D|
∫
D
φ′ (p)pidt
}
= ψ′ [φ (p)] · {φ′ (p)) · pi}
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Figure 5.36: The normal surface of densities gX ,D(t, y)∗σ(t) for the Tecator
data with high fat content (see fig. 2.22, p.29).
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Figure 5.37: The normal surface of densities gX ,D(t, y)∗σ(t) for the Tecator
data with low fat content (see fig. 2.23, p.30).
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Figure 5.38: The normal surface of densities gX ,D(t, y) ∗ σ(t) for the first
derivative of the Tecator data (see fig. 2.20, p.28).
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Figure 5.39: The normal surface of densities gX ,D(t, y) ∗ σ(t) for the first
derivative of the Tecator data with high fat content (see fig. 2.24, p.30).
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Figure 5.40: The normal surface of densities gX ,D(t, y) ∗ σ(t) for the first
derivative of the Tecator data with low fat content (see fig. 2.25, p.31).
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Figure 5.41: The normal surface of densities gX ,D(t, y) ∗ σ(t) for the first
derivative of the Tecator data (see fig. 2.21, p.28).
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Figure 5.42: The normal surface of densities gX ,D(t, y) ∗ σ(t) for the first
derivative of the Tecator data with high fat content (see fig. 2.21, p.28).
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Figure 5.43: The normal surface of densities gX ,D(t, y) ∗ σ(t) for the first
derivative of the Tecator data with low fat content (see fig. 2.21, p.28).
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and then
fX,D,φ(Qp) =
ψ′ [φ (p)] · φ′ (p)) · pi
‖s‖1
and like ψ (φ (p)) = p, then ψ′ [φ(p)] · φ′(p) = 1
Thus, when GX ,D is given by a parametric distribution with location
and scale parameters, the relation expressed by (5.127) implies the theorem
(5.8.6), and then assures us the uniqueness of the Gaˆteaux density.
But when the univariate distributions of GX ,D are estimated in an em-
pirical way, then we have recalled in section 4.2, how to proceed to the
estimation of the density using the classical kernel estimation (see expres-
sion(4.7)), and using the empirical cumulative distribution (see expression
(4.6)) for the cdf . In these case we not longer have a relation as in the
expression (5.127), and thus no “direction” to define the Gaˆteaux density.
We show below that, if, when using a kernel k for the density estimation, we
use its primitive K, then under some conditions, the functional bandwidth
h can be used for direction in the functional density, and give a Gaˆteaux
density.
Theorem 5.8.9. Let X be an frv, and (X1(t), ...,XN (t)) the sample over
which the estimation is made.
If the surface of densities is estimated by the kernel estimator ĝX ,D given
in expression (4.7), and if for any p ∈ [0, 1] there exists a unique pi ∈ IR+
such ∀t ∈ D
ĝX ,D[t;QX ,D,p] · h(t) = pi (5.143)
where h ∈ L1(D) is the functional bandwidth, and moreover, if the surface
of margins is estimated as follow
ĜX ,D (t, y) =
1
N
N∑
i=1
K
(
y −Xi(t)
h(t)
)
(5.144)
where K is given by
K(x) =
∫ x
−∞
k(t)dt. (5.145)
Then for any p, q ∈ [0, 1] we have the following relation
QX ,D,q(t) = QX ,D,p(t) +Kq,p · h(t) (5.146)
where Kq,p does not depend of t ∈ D, and is solution of an equation of the
following form
Kq,p + o(K
2
q,p) =
q − p
pi
. (5.147)
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Proof. Let us suppose that a real Kq,p which fulfills (5.146) exists, then by
definition of a functional quantile we can write ∀t ∈ D
q = ĜX ,D [t;QX ,D,q]
=
1
N
N∑
i=1
K
(
QX ,D,q(t)−Xi(t)
h(t)
)
=
1
N
N∑
i=1
K
(
QX ,D,p(t) +Kq,p · h(t)−Xi(t)
h(t)
)
=
1
N
N∑
i=1
K
(
QX ,D,p(t)−Xi(t)
h(t)
+Kq,p
)
.
But the first order of Taylors approximation of the kernel K is given by
K (x+ ∆) = K (x) + ∆ · k (x) + o(∆2)
and then we have
q =
1
N
N∑
i=1
{
K
(
QX ,D,p(t)−Xi(t)
h(t)
)
+ Kq,p · k
(
QX ,D,p(t)−Xi(t)
h(t)
)
+ o(K2q,p)
}
=
1
N
N∑
i=1
{
K
(
QX ,D,p(t)−Xi(t)
h(t)
)}
︸ ︷︷ ︸
=ĜX ,D [t;QX ,D,p]
+
Kq,p
N
N∑
i=1
{
k
(
QX ,D,p(t)−Xi(t)
h(t)
)}
︸ ︷︷ ︸
=Kq,p·h(t)·ĝX ,D [t;Qxp]
+
1
N
N∑
i=1
o(K2q,p)
= ĜX ,D[t;QX ,D,p] +Kq,p · h(t) · ĝX ,D[t;Qxp] + o(K2q,p)
= p+Kq,p · pi + o(K2q,p).
Thus
Kq,p + o(K
2
q,p) =
q − p
pi
.
The use of the expression (5.144) to estimate the cdf GX ,D is, a priori,
unusual, but make sense in this case. The non-use of the kernel estimation
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of the cdf has several reasons, and one of these is the fact that the optimal
bandwidth for the kernel density estimation is h ≈ O(N 1/5) (see expres-
sion (4.8)) (where N is the sample size), while the optimal bandwidth for
the kernel cdf estimation is h ≈ O(N 1/3) [Bowman et al., 1998]. However
[Hjort and Walker, 2001] have shown that using a bandwidth h ≈ O(N 1/4)
corrects this point.
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Figure 5.44: The estimated surface of densities gX ,D(t, y)∗h(t) for the Teca-
tor data (see fig. 2.11, p.21).
Then, under the condition expressed by (5.143) the direction of the
Gaˆteaux differential is equivalent to the standard deviation of the data σ̂
when we use the optimal bandwidth (see expression (4.8))
hoptimal(t) = 1.06 · σ̂(t)N−1/5. (5.148)
If GX ,D is expressed using a normal distribution, then the scale parameter s
is also equal to the standard deviation σ, which can be, then, considered like
a preferential direction to determine the direction of the Gaˆteaux density.
Figures from 5.44 to 5.52 illustrate the condition (5.143) and show the
surfaces gX ,D(t, y)∗h(t) in the kernel density estimation case. It is interesting
to compare these graphs and the graphs show in figures 4.10 to 4.18, how
the “factor” h(t) “softens” the surfaces.
Let us remark that the condition expressed by (5.143) can be seen as
“constant shape” condition, because in this case, for a fixed p ∈ [0, 1] the
values of gX ,D depends only of the value of h(t).
If the condition expressed by (5.143) is not fulfilled, then it will be inter-
esting to envisage research on statistical tests on the value of the standard
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Figure 5.45: The estimated surface of densities gX ,D(t, y)∗h(t) for the Teca-
tor data with high fat content (see fig. 2.22, p.29).
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Figure 5.46: The estimated surface of densities gX ,D(t, y)∗h(t) for the Teca-
tor data with low fat content (see fig. 2.23, p.30).
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Figure 5.47: The estimated surface of densities gX ,D(t, y) ∗ h(t) for the first
derivative of the Tecator data (see fig. 2.20, p.28).
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Figure 5.48: The estimated surface of densities gX ,D(t, y) ∗ h(t) for the first
derivative of the Tecator data with high fat content (see fig. 2.24, p.30).
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Figure 5.49: The estimated surface of densities gX ,D(t, y) ∗ h(t) for the first
derivative of the Tecator data with low fat content (see fig. 2.25, p.31).
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Figure 5.50: The estimated surface of densities gX ,D(t, y) ∗ h(t) for the first
derivative of the Tecator data (see fig. 2.21, p.28).
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Figure 5.51: The estimated surface of densities gX ,D(t, y) ∗ h(t) for the first
derivative of the Tecator data with high fat content (see fig. 2.21, p.28).
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Figure 5.52: The estimated surface of densities gX ,D(t, y) ∗ h(t) for the first
derivative of the Tecator data with low fat content (see fig. 2.21, p.28).
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deviation of gX ,D[t;QX ,D,p] · h(t):√
1
|D|
∫
D
(gX ,D[t;QX ,D,p] · h(t)− pi)2 dt (5.149)
where
pi =
1
|D|
∫
D
gX ,D[t;Qxp] · h(t)dt. (5.150)
We have defined the Gaˆteaux density for the QAMML distributions, but
we need to extend it to the case of GQAMML distribution, using the chain
rule.
Definition 5.8.4. Let X be an frv, and u a function, both belonging to
L1(D). If it there exists a partition {A,B} of D such the GQAMML
distribution FX ,D(u) is given by expression (5.80), and if FX ,A,φA and
FX ,B,φB (u) have Gaˆteaux densities with respective directions sA and sB,
then the Gaˆteaux density of FX ,D computed in u is given by the following
expression
fX ,D,Φ(u) = ψ
′
D
( |A|
|D|φD [FX ,A,φA(u)] +
|B|
|D|φD [FX ,B,φB (u)]
)
{ |A|
|D|φ
′
D [FX ,A,φA(u)] fX ,A,φA(u) +
|B|
|D|φ
′
D [FX ,B,φB (u)] fX ,B,φB (u)
}
(5.151)
with
• Φ = (φD, φA, φB),
• fX ,A,φA(u) and fX ,B,φB (u) are the respective Gaˆteaux densities of
FX ,A,φA and FX ,B,φB .
Original contribution(s) 10. In this section we give an original solu-
tion to the difficult problem of define and compute a density function in the
infinite dimensional space of functions.
For this we define a functional density similar to the density function
in the univariate case: the functional density of X surrounded by two para-
metric functions which converge toward the considered function. We show
also that, this density function is linked to the Gaˆteaux derivative, which
is a directional derivative. We give the general expression of the Gaˆteaux
derivative for QAMML distributions.
If the distribution used for the surface of margins has a scale parameter,
then we prove that, the previously defined density for QAMML distributions
is given by the Gaˆteaux derivative of QAMML, in direction of the scale
parameter, divided by the norm of this latter. In this case we call the density:
the Gaˆteaux density. This result in conjunction with the Gaˆteaux derivative
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for QAMML distributions permits to give an expression for the Gaˆteaux
density.
We give also an expression for the Gaˆteaux density computed for a func-
tional quantile. And when the surface of margins is estimated using a kernel
with a scale parameter, then we show that, under some conditions, this scale
parameter is the direction to choose for the Gaˆteaux derivative.
We end this section in given the general expression of the Gaˆteaux density
of GQAMML distributions.
5.9 Parameters Estimation
Before concluding this chapter, let us consider the the parameter estimation
issue for the QAMML (and GQAMML) distributions. In section 4.7 we have
explained the two steps estimation method called IFM for copulas. We pro-
pose to use a similar approach, because QAMM, QAMML and GQAMML
distributions are built on existing margins (i.e. the surface of margins), and
that, it is necessary, to estimate firstly these in the first place. Thus, firstly
we estimate the margins parameters, and then estimate the (G)QAMM(L)
parameter(s).
To estimate the parameters of the surface of margins, we suppose that
the N data are measured in n values of D as shown in table 5.4. Then, firstly
the parameters of GX ,D[ti; .] are estimated for each i ∈ {1, . . . , n} and then
we obtain a vector of parameters: (θ1, . . . , θn), where each θj could be a
single real number, a vector or a function4.
j \ i t1 . . . tn
u1 u1(t1) . . . u1(tn)
...
...
...
...
uN uN (t1) . . . uN (tn)
Table 5.4: Structure of a discrete functional dataset
For the sake of illustration:
• if GX ,D and gX ,D are estimated using the normal distribution, then for
each i we have θ̂i = (µ̂i, σ̂i), and these parameters can be used both
for the surface of margins and for the surface of densities;
• if GX ,D is estimated using the empirical distribution, then GX ,D[ti; .]
itself is the parameter, i.e. θ̂i = (GX ,D[ti; y1], . . . ,GX ,D[ti; ym]), where
(y1, . . . , ym) are m equally distant points of I, or θ̂i = GX ,D[ti; .] where
GX ,D[ti; .] is stored in a functional way (cf.section 2.3);
4The functions “parameters” can be stored in a functional way, or using a sampling of
the function.
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• if GX ,D and gX ,D are estimated using the kernel estimation, then
GX ,D[ti; .] and gX ,D[ti; .] themselves are the parameters, i.e the param-
eter for GX ,D[ti; .] is equal to θ̂G,i = (GX ,D[ti; y1], . . . ,GX ,D[ti; ym]),
where (y1, . . . , ym) are m equally distant points of I, or
θ̂G,i = GX ,D[ti; .] where GX ,D[ti; .] is stored in a functional
way, and the parameters for gX ,D[ti; .] are equal to θ̂g,i =
(gX ,D[ti; y1], . . . ,gX ,D[ti; ym]), or θ̂g,i = gX ,D[ti; .] where gX ,D[ti; .] is
stored in a functional way.
In the case of QAMML distributions, once parameters of the surface of
margins are estimated, we propose to determine the parameters of φ using
the classical maximum likelihood method. The likelihood is naturally given
by the following expression
L(θ) =
N∏
i=1
fX ,D,φθ(xi) (5.152)
where θ are the parameters of φθ. And the log-likelihood is given by
L∗(θ) =
N∑
i=1
log fX ,D,φθ(xi). (5.153)
The estimation of θ is then given by
θ̂ = arg max
θ
L∗(θ). (5.154)
For the GQAMML distribution we must have a three steps estimation
methods, because GQAMMML is mean of QAMMML.
Following is a summary for the estimation of parameters:
1. estimate the (functional) parameters θ̂G,g of surfaces of margins and
densities,
2. estimate the parameters of θ̂φ of the QAMM(L) distribution, based
upon θ̂G,g,
3. estimate the parameters of Θ̂ of the GQAMML distribution, based
upon θ̂G,g and θ̂φ.
Original contribution(s) 11. In this section we give a multi-steps estima-
tion methods, based on the IFM method for copulas. This method, estimate
firstly the functional parameters of the surfaces of margins and densities, and
then use the Gaˆteaux density in a maximum likelihood method to estimate
parameters of QAMML and GQAMML distributions.
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5.10 Conclusions
In this chapter we first showed that any function can be approximated by
quantilized functions, which are parts of quantile functions. Quantilized
functions suppose that, if we know a function un only in n points (t1, . . . , tn):
(un(t1), . . . , un(tn)), then we suppose that the value in [ti, ti+1[ has the same
univariate probability that in ti, i.e. u is such that, for any t ∈ [ti, ti+1[ we
have: GX ,D[t;un] = GX ,D[ti;un]. The concept is, for a quantilized function,
when we know the function in (t1, . . . , tn), then we know the probability for
all t ∈ D.
Adding to this the condition5 that a functional quantile of order p must
have an fcdf equal to p, we were naturally led to define a new kind of distri-
bution as a quasi-arithmetic mean of margins. And these Quasi-Arithmetic
Mean of Margins are joint probability distributions if the generator of the
quasi-arithmetic mean is a generator of an Archimedean copula. The con-
tinuous case, the Quasi-Arithmetic Mean of Margins Limit is then obtained
immediately in taking the limit of the QAMM of a sequence of quantilized
functions tending to the considered function. Thereafter an extended ver-
sion of QAMML is given as a quasi-arithmetic mean of QAMML, and this
because generators of Archimedean copulas higher than 2 are not able to
capture negative dependence structures.
Finally we had to deal with the density issue in the infinite dimensional
space of functions. Like the definition of the fcdf of an frv is very sim-
ilar to the cdf of a single real random variable, we have proposed to de-
fine the functional density using a single derivative. This latter being the
Gaˆteaux derivative which is a functional directional derivative. Using this
directional derivative when the surface of margins has a scale parameter or
when this surface is estimated using the classical kernel estimation, then
using the functional scale parameter or the functional standard deviation
as directions in the Gaˆteaux derivative, we have defined an adapted kind
of density for the functional case: the Gaˆteaux density. Therefore we have,
proposed to use this latter in a several steps maximum likelihood estima-
tion method,inspired by the IFM method for copulas, for the estimation of
parameters in QAMMLS distributions.
It is interesting to remark that, in the univariate case, the cdf and
the density are linked by derivative, and conversely by integration. In
the functional case we define the Gaˆteaux density as a directional deriva-
tive of a fcdf , but do not yet have a formula which expresses the fcdf as
an functional integral of the Gaˆteaux density. However, Rene´ Gaˆteaux,
young promising mathematician, dead too early during the first world
war [Mazliak, 2007], worked on integrals in an infinite number of dimen-
sions [Gaˆteaux, 1919b], and this, independently of Percy John Daniell
5And some other additional conditions.
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[Daniell, 1919b]. After his death, Jacques Hadamard gave the unpub-
lished papers of Gaˆteaux to Paul Le´vy who published them posthumously:
[Gaˆteaux, 1919a], [Gaˆteaux, 1919b] and [Gaˆteaux, 1922]. In [Mazliak, 2007]
, Malziak says: “His ideas were extensively developed later by Le´vy. Among
other things, Le´vy interpreted Gaˆteaux’s integral in a probabilistic framework
that later led to the construction of Wiener measure”. It will be interesting
to see, in the the future, how to connect, the Gaˆteaux density and the fcdf
using an integration in an infinite number of dimensions.
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Chapter 6
Applications
All models are wrong, but some are useful.
George E. P. Box
A large part of mathematics which becomes
useful were developed with absolutely no de-
sire to be useful, and in a situation where
nobody could possibly know in what area it
would become useful
John Von Neumann
La science qui n’aurait en vue que les ap-
plications ne serait plus de la science, elle ne
serait plus que de la cuisine.
Henri Poincare´
6.1 Introduction
The goal of this chapter is, firstly, to show that QAMML distributions and
the Gaˆteau density permit to apply directly, in symbolic data analysis and
in functional data analysis, classical methods of univariate or multivariate
analysis. And, conversely, these results are also a validation of the utility of
all the concepts developed all along this thesis.
We have chosen three classical applications built upon probability dis-
tributions and probability densities: unsupervised classification by mix-
ture decomposition, bayesian supervised classification and construction of
functional confidence intervals. For these three applications, we have just
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“plugged” QAMML distributions and the Gaˆteaux density in these existing
methods. Then, more than the acuity of the performance, the main result
is the fact that QAMML distributions and the Gaˆteaux density can be used
directly in existing methods, with very acceptable results.
We begin in the first section with the unsupervised classification of prob-
ability distribution in the Symbolic Data Analysis framework. In the follow-
ing section we perform a Bayesian supervised classification on the functional
Tecator dataset. And in the third section we propose to build a solution to
the problem of finding confidence bounds in the functional context.
6.2 Unsupervised Classification by Mixture De-
composition
The task of unsupervised classification1 is to divide a set of data into groups
(or clusters) in such a way that objects from the same cluster are more
similar to each other than objects from other clusters. Among the different
existing techniques, those based on mixture decompositions are the more
interesting in our case, because they are based on probability distributions.
In the mixture decomposition classification, we suppose that we have K
random variables X1, . . . ,XK , and N given observations u1, . . . , uN . The
problem is, for each individual ui, to retrieve from which random vari-
able Xk, ui is a realization, and thus what is the best group for ui. Two
main algorithms to solve this problem, are the EM algorithm (Expectation-
Maximization) [Dempster et al., 1977] (and more precisely CEM its classifi-
cation version) and the Dynamical Clustering algorithm [Diday et al., 1974].
In both algorithms, the main idea is to find a repartition of individuals ui,
between groups associated to random variables, which maximizes a likeli-
hood.
The classification version of the EM algorithm is due to
[Celeux and Govaert, 1992] and add a classification step to the EM
algorithm which is devoted to the estimation of the parameters of a
mixture. The mixture is defined as follows: given a realization u of one of
the random variables, the probability of u is given, using the law of total
probability, by the following expression
P (u) =
K∑
k=1
P (u|Xk = u) · P (Xk = u)
=
K∑
k=1
fXk(u) · piXk (6.1)
1The unsupervised classification is also called data clustering (or just clustering),cluster
analysis, automatic classification, numerical taxonomy or unsupervised learning!
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where piXk = P (Xk) = u and fXk(u) = P (u|Xk = u). In the expression (6.1),
we suppose that the densities fX1 , . . . , fXK follow known probability laws,
with for each k ∈ {1, . . . ,K} a parameter θk:
P (u) =
K∑
k=1
fXk(u|θk) · piXk . (6.2)
The likelihood of the mixture is defined as follows:
L(u,Θ,Π) =
N∏
i=1
K∑
k=1
fXk(ui|θk) · piXk (6.3)
where u = {u1, . . . , uN}, Θ = (θ1, . . . , θK) and Π = (piX1 , . . . , piXK ).
A logarithmic version, the log-likelihood, is often used for computational
reasons:
L(u,Θ,Π) =
N∑
i=1
log
(
K∑
k=1
fXk(ui|θk) · piXk
)
. (6.4)
The algorithm starts with a random initial solution Θ0 = (θ01, . . . , θ
0
K)
and Π0 = (pi0X1 , . . . , pi
0
XK ), then the following steps are repeated until the
convergence of the algorithm:
Iteration n (n ≥ 0):
E step (Estimation): compute the following posterior probabilities
tnk(ui) =
pinXkfXk(ui|θnk )∑K
`=1 pi
n
X`fX`(ui|θn` )
(6.5)
for 1 ≤ i ≤ N and 1 ≤ k ≤ K.
C step (Classification): Assign each individual uj to the cluster P
n
k for
which the probability tnk(uj) is maximal:
kn(ui) = arg max
1≤k≤K
tnk(ui) (6.6)
.
M step (Maximization): Compute the estimators (pinXk , θ
n
k ) in the follow-
ing way
pin+1Xk =
|Pnk |
N
, k = 1, . . . ,K (6.7)
Θn+1 = arg max
Θ
L(u,Θ,Πn). (6.8)
240 CHAPTER 6. APPLICATIONS
In the second algorithm, the Dynamical Clustering algorithm, the idea
is to find a partition P = (P1, . . . , PK) of the sample {u1, . . . , uN} such
each cluster Pi can be considered as a sample of the random variable Xk,
following the probability law fXk(.|θk). We suppose that for a given partition
P = (P1, . . . , PK), each set Pk has an associated parameter θk. We firstly
define the likelihood of the set Pk as follows:
L(Pk, θk) =
∏
ui∈Pk
fXk(ui|θk). (6.9)
Then, we define the classifying likelihood by
cl(P,Θ) =
K∏
k=1
L(Pk, θk). (6.10)
Of course the logarithmic version of this latter is often usen
lcl(P,Θ) =
K∑
k=1
∑
ui∈Pk
log (fXk(ui|θk)) . (6.11)
The best partition P is the partition which maximize the lcl criterion. To
find this partition, the classification starts with a random solution, and then
the following steps are repeated until the stabilization of the partition:
Iteration n (n ≥ 1):
Parameter Estimation Step: Find the vector (θ1, . . . , θK) which maxi-
mizes the lcl criterion;
Affectation Step: Build the new partition P n with the parameters found
in the preceding step:
Pnk =
{
uj : k = arg max
`
fX`(uj |θ`)
}
. (6.12)
The Dynamical Clustering has already been used in the Sym-
bolic Data Analysis in conjunction with the Archimedean copulas,
i.e. with finite dimensional distributions given by expression (4.123),
and was firstly proposed in [Diday, 2001] and [Diday, 2002]. Then
it was used on climatological data in [Vrac et al., 2001], [Vrac, 2002],
[Vrac et al., 2004] and [Diday and Vrac, 2005], using the Frank cop-
ula of dimension 2. In [Cuvelier and Noirhomme-Fraiture, 2003] we
have proposed the use of the Clayton copula (cf. formula (4.102))
for any n ≥ 2, and in [Cuvelier and Noirhomme-Fraiture, 2005]
and [Cuvelier and Noirhomme-Fraiture, 2008a] we have applied it
with success. In [Cuvelier and Noirhomme-Fraiture, 2006] and
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Table 6.1: Range of the parameters for the 140 synthetic cdfs.
Name Size Location Scale
Normal 45 [−1.52,−0.86] [0.79, 1.85]
Beta 50 [0.26, 1.2] [8.99, 11.05]
Exp 45 [−0.56, 1.16] [1.15, 2.15]
[Cuvelier and Noirhomme-Fraiture, 2007] we have introduced QAMML
distributions used in Dynamical Clustering of synthetic functional data
in the Symbolic Data Analysis framework. That is why, we have decided
to use the Dynamical Clustering to test the QAMML distributions in a
clustering task. In the following we give the results of two clusterings. In
both cases functional data are distributions functions. The first dataset is
a synthetic dataset of cdfs, and the second one contains cdfs coming from
real data.
To build the synthetic dataset of cdfs in a way to be closer of the case of
real data, we do not choose directly the parameters of the distribution, but
generate them “randomly”, and then we work on an empirical estimation of
the cdfs. Here is the complete generation steps:
1. we have chosen three well known families of distributions: Normal dis-
tributions, Beta distributions and Exponential distribution (cf. table
5.3),
2. for each family of distributions, we have chosen a range for each lo-
cation and scale parameters, which are given in table 6.1 (for Beta
distributions, additional shape parameters p and q were chosen re-
spectively in [1.70, 2.92] and [1.83, 2.93]),
3. to generate one distribution of a given family we have generated:
(a) each parameter in the chosen range,
(b) 500 random numbers with the chosen parameters,
4. we have estimated the empirical cdf of the distribution over the 500
generated numbers.
The resulting set is shown in fig. 6.1. We have used QAMML distribu-
tions with the following parameters:
• Surface of margins G: empirical distribution,
• Surface of densities G: kernel density distribution,
• QAMML and GQAMML generators: Clayton generator.
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Figure 6.1: The 140 original synthetic cdfs.
Then, the Dynamical Clustering algorithm was used with the classifying log-
likelihood criterion (expression (6.11)). The algorithm was applied 20 times
and we have retained the result which gives the best criterion: 107.6513.
The figure 6.2 shows resulting clusters, and we see that almost all dis-
tributions, except in one case, belong to a cluster with the same type of
distributions. The 6.3 figure shows surfaces of margins of the three clusters,
using the level curves, i.e the functional quantiles, of values 0.2, 0.4, 0.6, 0.8
and 1.0. We see clearly that these functional quantiles have shapes close to
the distributions of the corresponding cluster, excepted for the functional
quantile of order 1 in the cluster number 1. Then we can conclude that the
Dynamical Clustering in conjunction with QAMML distributions is able to
create homogeneous clusters of distinct cdfs.
However, in case of real data, clusters are not necessarily so well sep-
arated, and then it is interesting to test the behavior of the Dynamical
Clustering in conjunction with QAMML distributions on real data.
We have chosen to work on the Long-Term Instrumental Climatic
Data Base of the People’s Republic of China (http://dss.ucar.edu/
datasets/ds578.5/data/). This set of data consists of monthly means,
extremes, or totals of 14 meteorological variables observed at 60 sta-
tions in China during several years. The 60 stations are shown in the
figure 6.4, and the 14 variables in the table 6.2. These climatological
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Figure 6.2: Clustering results of the mixture decomposition by dynamical
clustering on synthetic empirical cdf.
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Figure 6.3: Functional Quantile/Surfaces of Margins of the clustering results
of the mixture decomposition by dynamical clustering on synthetic empirical
cdf.
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Variables
Mean Station Pressure (mb)
Mean Temperature (C)
Mean Maximum Temperature (C)
Mean Minimum Temperature (C)
Total Precipitation (mm)
Sunshine Duration (hours)
Mean Cloud Amount (percentage of sky cover)
Mean Relative Humidity (percent)
Snow Days (days with snow cover)
Dominant Wind Direction (degrees)
Mean Wind Speed (m/s)
Dominant Wind Frequency (percent)
Extreme Maximum Temperature (C)
Extreme Minimum Temperature (C)
Table 6.2: The 14 climatological variables of the Long-Term Instrumental
Climatic Data Base of the People’s Republic of China
data were already used in several paper in the Symbolic data, for clus-
tering interval data (see [Chavent et al., 2003], [Chavent et al., 2006] and
[Diday and Noirhomme-Fraiture, 2008], chapter 11), usually with 5 clusters
(we do not discuss this choice here).
We have chosen to work on the “Mean Minimum Temperature” variable,
measured along the following periode: from 1978 to 1988. For each station
we have computed the empirical cdf over these eleven years (i.e. 132 values
for each stations). The resulting cdfs are shown in figure 6.5.
For using the Dynamical Clustering algorithm, with QAMML distribu-
tions we have used the following parameters:
• Surface of margins G: empirical distribution,
• Surface of densities G: kernel density distribution,
• QAMML and GQAMML generators: Clayton generator.
Then, the clustering algorithm was used with the classifying log-likelihood
criterion (expression (6.11)). The algorithm was applied 20 times and we
have retained the result which gives the best criterion: 22.083.
We show the results in the following figures:
• the figure 6.6 shows the overall clustered cdfs,
• the figure 6.7 shows a more detailed view: each cluster of cdf is plotted
in its associated color and the remaining data are plotted in grey,
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Figure 6.4: The 60 climatological stations of the Long-Term Instrumental
Climatic Data Base of the People’s Republic of China.
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Figure 6.5: Empirical cdf for the 60 climatological stations of the Chinese
Climatic Data Base.
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Figure 6.6: Clustering results on empirical cdfs of the climatological of the
Chinese Climatic Data Base using QAMML.
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Figure 6.7: Detailed clustering results of empirical cdfs of the climatological
of the Chinese Climatic Data Base using QAMML.
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Figure 6.8: Means of the clusters of empirical cdfs of the climatological of
the Chinese Climatic Data Base using QAMML.
• the figure 6.8 shows each cluster (plotted in grey) and its center (func-
tional mean) in the associated color,
• the figure 6.9 shows the centers of the clusters in the same graph,
• the figure 6.10 shows each cluster (plotted in grey) and its functional
standard deviations,
• the figure 6.11 represents the stations on the map of China with the
number of the station in the color of its cluster,
• and the figure 6.12 represents the stations on the map of China with
an altitude index (altitude divided by 100m) in the color of its cluster
and we have added the 20th, 30th, 40th and 50th parallels.
For the interpretation of the results, let us firstly look at the figures 6.6
and 6.7. We see that, except for cluster 2, all clusters are homogeneous. For
the cluster 2, it should be noted that this cluster seems homogeneous except
for one cdf which is related to clusters 2, 3 and 4, and “cross” completely
the cluster 3. A look at the figure 6.11 shows that the number of this station
is 27. The range of temperatures of this station is smaller that the ranges of
clusters 2 and 3, and its largest quantiles are smaller than largest quantiles
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Figure 6.9: Centers of the clusters of empirical cdfs of the climatological of
the Chinese Climatic Data Base using QAMML.
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Figure 6.10: Standard deviations of the clusters of empirical cdfs of the
climatological of the Chinese Climatic Data Base using QAMML.
of the cluster 3, ant its smaller quantiles are larger than the larger quantiles
of the 3th cluster.
A look the figure 6.11 seems to show that the stations are grouped more
or less following their latitudes. But the most interesting representation
is in the figure 6.12. In this latter map we can see together clusters and
three parameters that impact the climate of each station: the latitude, the
altitude, the proximity of the sea. We can see that there is some sort of
inverse relation between the altitude and the latitude of the stations inside
of each cluster: the southerly stations of a clusters are stations with higher
altitude. The more extreme case is the station 27 which belong to the cluster
2, formed by the northerly stations. Some stations of the cluster 5 seems to
be exception to this remark, but there are all coastal stations, which involve
a clear influence of the proximity of the sea in the climate.
Finally, the clearest interpretations concern cluster 2 and 5. The cluster
2 is formed by the northernly and/or coldest stations, and the cluster 5
contains the southerly and/or coastal stations. The cluster 3 seems formed
by lowlands and highlands stations; clusters 1 and 4 are harder to interpret,
their climate are maybe influenced by other parameters like precipitations
or hydrology... More deep studies will be interesting in the future.
In introduction to this section, we have recalled the seminal works of
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Figure 6.11: Map of the clustering results on empirical cdfs of the climato-
logical of the Chinese Climatic Data Base using QAMML.
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Figure 6.12: Map of the clustering results on empirical cdfs of the climato-
logical of the Chinese Climatic Data Base using QAMML, with additional
informations about altitudes and latitudes.
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Figure 6.13: Clustering results on empirical cdfs of the climatological of the
Chinese Climatic Data Base using the Clayton copula.
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Figure 6.14: Detailed clustering results of empirical cdfs of the climatological
of the Chinese Climatic Data Base using the Clayton copula.
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Figure 6.15: Means of the clusters of empirical cdfs of the climatological of
the Chinese Climatic Data Base using the Clayton copula.
this thesis, then, for the sake of comparison, we have applied the mixture
decomposition classification, using finite dimensional distributions build on
Clayton copulas, as defined in chapter 4, section 4.8 (p. 139). In other
words, we have used the same algorithm (dynamical clustering), but us-
ing the expression 4.125 (p. 140) to compute fX`(uj |θ`),with the following
parameters:
• Surface of margins G: empirical distribution,
• Surface of densities G: kernel density distribution,
• Archimedean generators: Clayton generator.
We have also chosen the classifying log-likelihood criterion (expression
(6.11)), and again the algorithm was applied 20 times and we have retained
the result which gives the best criterion.
But, first of all, let us remark that, to perform the classification, there
is another mandatory choice to do: the choice of the set {t1, . . . , tn} for
which finite dimensional distributions are computed. And this choice is not
an easy choice, because it will be influential on the quality of the clustering
results.
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Figure 6.16: Centers of the clusters of empirical cdfs of the climatological of
the Chinese Climatic Data Base using the Clayton copula.
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Figure 6.17: Standard deviations of the clusters of empirical cdfs of the
climatological of the Chinese Climatic Data Base using the Clayton copula.
Nowadays, there is no any deterministic algorithm to proceed to this
choice. But in [Cuvelier and Noirhomme-Fraiture, 2008a], we gave the re-
sults of an experimentation performed on synthetic datasets of cdfs, where
the goal was to try to determine heuristics, or guidelines, for helping the
choice of the set {t1 . . . , tn}. In this experimentation, we have build several
datasets of cdfs with very distinct clusters of cdfs, then we have applied the
dynamical clustering, always with the same parameters and starting par-
tition (necessary to compare the results of the classifications), but varying
the number and the locations of the ti
2. And, even if it is very unusual in
unsupervised classification, we have compared each resulting classification
with the known a priori clusters. Then, using basic statistics, we issued the
following heuristics based on the visualization of the data. Choose the set
{t1 . . . , tn} such
1. there is a maximum of distinct data for each ti,
2. there is, if it is possible, a maximum of distinct groups for each ti,
3. the size of the set {t1 . . . , tn} is minimal.
2But we have chosen to use only equidistant ti.
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Figure 6.18: Map of the clustering results on empirical cdfs of the climato-
logical of the Chinese Climatic Data Base using the Clayton copula.
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Figure 6.19: Map of the clustering results on empirical cdfs of the climato-
logical of the Chinese Climatic Data Base using the Clayton copula, with
additional informations about altitudes and latitudes.
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Of course, there is an infinity of choices, but our experience leads us to
remark that the first heuristic is the more important, because, firstly there
is no interest to choose a ti where there is only a few distinct data, and
secondly if all data of a cluster are equals for a given ti, then the algorithm
fails (i.e. the algorithm stop without any result) when it try to estimate
the standard deviation of the cluster for this ti, mandatory to estimate the
density of the cluster in this ti.
In the case of the Chinese Climatic Data Base, if we look closely to the
figure 6.5, we see that, it is difficult to follow the second heuristic, because
we do not see clearly any group in the data. But the first heuristic leads
us to remark that: greater will be a ti (near 20 degrees), greater will be
the probability of having a cluster with a null standard deviation for this
ti. In the same way, lesser will be a ti (near -30 degrees), greater will be
the probability of having a cluster with a null standard deviation for this
ti. That is why we have decided to choose our set of ti in the following
interval:[−5 ◦C, 10 ◦C]. Then we have chosen to use 4 equidistant values for
the ti: {−5 ◦C, 0 ◦C, 5 ◦C, 10 ◦C}.
As in the preceding case, we show the results in the following figures:
• the figure 6.13 shows the overall clustered cdfs,
• the figure 6.14 shows a more detailed view: each cluster of cdf is plotted
in its associated color and the remaining data are plotted in grey,
• the figure 6.15 shows each cluster (plotted in grey) and its center (func-
tional mean) in the associated color,
• the figure 6.16 shows the centers of the clusters in the same graph,
• the figure 6.17 shows each cluster (plotted in grey) and its functional
standard deviations,
• the figure 6.18 represents the stations on the map of China with the
number of the station in the color of its cluster,
• and the figure 6.19 represents the stations on the map of China with
an altitude index (altitude divided by 100m) in the color of its cluster
and we have added the 20th, 30th, 40th and 50th parallels.
The set {−5 ◦C, 0 ◦C, 5 ◦C, 10 ◦C} is plotted in all figures, except for the last
one.
The interpretation of the result is not so clear than in the QAMML case.
Firstly, we see in figure 6.13 that, except for cluster number 3, clusters seem
“interlaced”. This fact is even more obvious in the figure 6.16: clusters 1, 2,
4 and 5 have close centers, but with different slopes, while using QAMML
we see in the figure 6.9 that the clusters have distinct centers, with different
slopes.
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Geographical interpretations of the result in figures 6.18 and 6.19 are
less clear than in the QAMML case. The link between clusters, altitude and
latitude seems broken.
The figure 6.17 is interesting, because it shows that the algorithm, as
expected, minimizes the intra-cluster variance for the set {t1, . . . , tn}, but
ignores what it happens in D \ {t1, . . . , tn}, and then intra-cluster variances
can be higher than in {t1, . . . , tn}.
Finally it would be artificial to proclaim, based on results obtained on
one dataset, that the use of QAMML gives always better results in the
unsupervised classification of cdfs. However, the competitive advantages of
the use of QAMML, are that it is unnecessary to choose a restriction set
{t1, . . . , tn} in the complete domain D, and the fact that QAMML models
take directly into account the problem of a null standard deviation on some
subset of the initial domain (cf. remark 5.7.1).
Original contribution(s) 12. In this section we have shown that a classi-
cal algorithm of clustering in multidimensional data can be used with success
in the functional and symbolic data analysis, when the probability distribu-
tion is a QAMML distribution. QAMML distributions and Gaˆteaux density
permit to build homogeneous clusters of functional data, and have competi-
tive advantages in comparison with classical multidimensional models.
6.3 Bayesian Supervised Classification
Another classical task of data analysis is the supervised classification: as-
sign new individuals to their group, knowing the value(s) of the explicative
variable(s).
Let (ui, yi)i=1,...,n , be n independent observations of the pair of random
variables (X , Y ), valued in ID×{1, . . . ,K}, where yi = k means that the ith
observation belongs to the kth group. The problem is the following: given
xi, what is the best value yi associated to xi ?
Several approaches exist, but the most popular are the Support Vec-
tor Machines (SVM) (see [Vapnik, 1995], [Scholkopf and Smola, 2002] or
[Herbich, 2002]) and the Bayes Classification Rule (see [Hastie et al., 2001]
or [Devroye et al., 1996]). In our probabilistic context, Bayes rules can be
directly used.
With the Bayes rule, given a random variable u, we have firstly to esti-
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mate the K posterior probabilities, defined as follow
pk(u) = P (Y = k|X = u) (6.13)
=
P (X = u|Y = k) · P (Y = k)
P (X = u) (6.14)
=
P (X = u|Y = k) · P (Y = k)∑K
i=1 P (X = u|Y = i) · P (Y = i)
(6.15)
=
fk(u) · pik∑K
i=1 fi(u) · pii
(6.16)
where pik = P (Y = k) and fk(u) = P (X = u|Y = k). Once these K
probabilities are estimated by (p̂1(u), . . . , p̂K(u)), u is assigned to the group
with the highest posterior probability:
ŷ(u) = arg max
k
pk(u). (6.17)
Let us remark that the above expression is equivalent
ŷ(u) = arg max
k
fk(u) · pik (6.18)
since P (X = u) has the same value for all groups for a given u.
In [Ferraty and Vieu, 2003] and [Ferraty and Vieu, 2006] a nonparamet-
ric estimation of the posterior probabilities is proposed. This method, sim-
ilar to the density estimation seen in section 4.2, is based on a kernel esti-
mation:
p̂k(u) = pk,h(u) =
∑
{j:Yj=k}
k(h−1d(u,Xj))
n∑
i=1
k(h−1d(u,Xi))
(6.19)
where k, called the kernel, is a decreasing positive function, and d is a semi-
metric3.
In the QAMML framework we propose naturaly to use the Gaˆteaux
density to compute fk(u):
pk(u) =
fXk,D,s(u) · pik∑K
i=1 fXi,D,s(u) · pii
. (6.20)
If the surface of density GX ,D is given by the normal case (see expression
(4.4) and (4.5), p.55) we are in a parametric case, and we will use the
following direction s = σ (cf. theorem 5.8.6).
And if the surface of density GX ,D is given by the estimation case (see
expression (4.6) and (4.7), p.55) we are then in a semi parametric case, and
in then we will use the following direction s = h (cf. expression(5.148)).
3A semi-metric d is similar to a metric, but such d(x, y) = 0 ; x = y.
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We have performed this Bayesian classification on the spectrometric data
from Tecator (see chapter 2, section 2.3). Let us recall that, these data
consist in 100 channels of spectrum absorbance (wavelength from 850 nm to
1050 nm). The goal is to distinguish data with more than 20% of fat content,
from data with less than 20% of fat content. We have performed a 10-fold
cross validation on these data, the first derivatives, the second derivatives
using the GQAMML distributions with the following parametrization:
• Surface of distributions GX ,D: Normal distribution,
• GQAMML copula: Clayton copula.
For the sake of comparison, using the same 10 subsets, we have also per-
formed the 10-cross validation using the nonparametric density estimation
given by expression (6.19), denoted NPCD (non parametric curve discrimi-
nation in [Ferraty and Vieu, 2003]). The table 6.3 and the figure 6.20 show
the results of these experimentations.
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Figure 6.20: Misclassification rates of a 10-fold cross validation of the
Bayesian supervised classification of the Tecator data (see p.21).
We see in table 6.3 that the best classification is given using the second
derivatives and is performed by the NPCD. The best results for the QAMML
distribution is almost 6% when performing, also on the second derivative,
but it is well known that these derivatives of these data contain the more
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Method mean median sd
QAMML d0 33.51% 34.09% 06.26%
QAMML d1 09.26% 09.54% 06.21%
QAMML d2 05.97% 04.88% 04.29%
NPCD d0 15.31% 16.59% 07.59%
NPCD d1 01.86% 00.00% 03.29%
NPCD d2 01.83% 00.00% 02.37%
Table 6.3: Means, median and standard deviation of misclassification rates
of the 10-fold cross validations using Normal QAMML distribution and non
parametric functional density estimation.
interesting features [Ferraty and Vieu, 2003] and [Rossi and Villa., 2006].
Even if the results of QAMML distributions gives worse results then us-
ing NPCD, these results are promising, firstly because the use of QAMML
gives, in the most interesting case, a mean misclassification rate of 6%, and
secondly, because we must recall that we compare here a parametric method
and a non parametric one. It seems that the choice of the normal distri-
bution and the normal density for the surfaces of margins GX ,D and the
surface of densities gX ,D, is not optimal here, then it will be interesting to
test the same procedure in the semi-parametric case, i.e. when the surface
of margins GX ,D use the empirical cdf, and the surface of densities gX ,D use
the kernel density estimation 4.
Original contribution(s) 13. In this section we have shown that QAMML
distributions and the Gaˆteaux density are directly usable in the classical
Bayesian classification. The results on the classical Tecator dataset are
promising using a complete parametric approach, and we can hope that,
using the more flexible semi-parametric approach, these results could be im-
proved.
4In the preceding section, “Unsupervised Classification by Mixture Decomposition”, we
have used the empirical cdf and the kernel density estimation to compute respectively, the
surface of margins GX ,D and the surface of densities gX ,D, but the code was unsatisfactory,
and was not planned to perform the supervised classification. Then, a complete code was
rewritten from scratch, but the estimation case is not completely operational, mainly due
to slow speed of execution. The problem is how compute quickly GX ,D[t; u] for all t ∈ D,
or for a subset t1, . . . , tn, especially, during the optimization of the (log)likelihood. A
future solution is, given u1, . . . , uN , to compute once GX ,D[t1; uj ], . . . ,GX ,D[tn; uj ] for all
j, and then search for the optimal parameter of the generator φ by maximum likelihood,
using directly these values.
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6.4 Functional Confidence Intervals
In the univariate case, a classical statistical use of the cdf ’s is the construc-
tion of confidence intervals for estimations of parameters. In the functional
case, even if [Ramsay and Silverman, 2005] build confidence intervals based
on the basis functions, there is very few result on this field.
Let us remember the functional mean, variance and standard deviation
of a given functional sample u1, . . . , uN :
m(t) =
1
N
N∑
i=1
ui(t) (6.21)
s2(t) =
1
N − 1
N∑
i=1
[ui(t)−m(t)]2 (6.22)
and the standard deviation function s(t) is naturally the square root of the
variance function.
Let us deal with the easiest case: the estimation of the functional mean
µ(t) in the normal case5, i.e. when the surface of margins GX ,D is given by
the expression (4.4) with functional parameters µ, σ ∈ ID:
GX ,D (t, y) = FN (µ(t),σ(t))(y).
In other words Xt ∼ N (µ(t), σ(t)).
Now, like in the classical case, we search for two functional limits L and
U , both belonging to ID, and such:
P [L ≤D Y ≤D U ] = 1− α (6.23)
for a chosen α ∈]0, 1[.
And , again like in the classical case, let us start consideringM = m− µ
σ/
√
n
,
(where m, µ, σ and M∈ ID).
Then for two functions A,B ∈ ID such B ≤D A, we have that
P [B ≤DM≤D A] = P
[
B ≤D m− µ
σ/
√
n
≤D A
]
(6.24)
= P
[
m−A σ√
n
≤D µ ≤D m−B σ√
n
]
. (6.25)
Then, we can state the problem in the following manner: we search for
A,B ∈ ID, with B ≤D A, such
P
[
m−A σ√
n
≤D µ ≤D m−B σ√
n
]
= 1− α. (6.26)
5We will suppose that σ(t) is known, and µ(t) unknown.
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But
P [B ≤DM≤D A] = P [M≤D A]− P [M≤D B] (6.27)
= FM,D(A)−FM,D(B) (6.28)
then, a solution is to find A and B such
FM,D(A) = 1− α′ (6.29)
FM,D(B) = α′′ (6.30)
with α
′
+ α
′′
= α.
Then if we set
A = QM,D,1−α′ (6.31)
B = QM,D,α′′ (6.32)
the problem is solved, because we have
P
[
m−QM,D,1−α′
σ√
n
≤D µ ≤D m−QM,D,α′′
σ√
n
]
(6.33)
= P
[
QM,D,α′′ ≤DM≤D QM,D,1−α′
]
(6.34)
= FM,D(QM,D,1−α′ )−FM,D(QM,D,α′′ ) (6.35)
= 1− α′ − α′′ (6.36)
= 1− α. (6.37)
It remains to determine QM,D,1−α′ and QM,D,α′′ . But let us recall that a
functional quantile associated to a frv is only determined by the surface of
margins, and then is only determined by what it happens in each t ∈ D, and
in our case we have the following implications
Xt ∼ N (µ(t), σ(t)) ⇒ mt ∼ N (µ(t), σ(t)√
(n)
) (6.38)
⇒ Mt ∼ N (0, 1) (6.39)
and then the surface of margins GM,D, of the frv M is given by
GM,D (t, y) = FN (0,1)(y). (6.40)
Then with this relation (6.40), we have that QY,D,p(t) = QG(1 − α′),
for any t ∈ D and any p ∈ [0, 1], where QG is the quantile of the Gaussian
distribution.
And finally
P
[
m−QG(1− α′) σ√
N
≤D µ ≤D m−QG(α′′) σ√
N
]
= 1− α (6.41)
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with m, µ and σ belonging to ID.
The interesting, but disconcerting, conclusion is the fact that the confi-
dence bounds, according to the QAMML distributions, are built pointwise,
but the expression (6.41) gives the probabilistic justification for this con-
struction, like in the classical univariate case.
For the sake of illustration, figures 6.21 to 6.23 show the confidence
intervals of the mean for the Tecator dataset, using the expression (6.30),
firstly for the original data, and then for the first and second derivatives.
These figures draw the data in gray, and the functional confidence interval
in shaded black. The top centered of the figures show the confidence interval
for µ ∈ ID for all data, and bottom figures show intervals for the two known
groups: the low fat content and the high fat content. In all case, we can see
clearly the (eventually slight) difference between the two groups.
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Figure 6.21: The Confidence Bounds for the mean of Tecator data (N=215).
In section 2.3, we have introduced the Phonemes Data (see figure 2.12).
We have used expression (6.30) again to build the confidence interval for
the mean of these data, but, due to the size of the sample ( N = 4509)
the results shown in figure 6.25 look like a single line, but are confidence
intervals. For the sake of illustration we show in figure 6.24 the functional
quantiles: QX ,D,0.1, QX ,D,0.2, QX ,D,0.3, QX ,D,0.4, QX ,D,0.5, QX ,D,0.6, QX ,D,0.7,
QX ,D,0.8 and QX ,D,0.9, using the empirical cdf (see expression (4.6)).
Original contribution(s) 14. We have shown, that the use of QAMML
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Figure 6.22: The Confidence Bounds for the mean of Tecator data, First
Derivatives (N=215).
distributions and the functional quantiles QX ,D , give, in the functional case,
a solution to the classical statistical problem of building confidence intervals
for functional parameters. And, this solution give exactly a confidence inter-
val which contains the desired functional parameter with a chosen a priori
probability 1− α, like in the classical case.
6.5 Conclusions
Even if QAMML distributions and the Gaˆteaux density bring new theo-
retical tools for probability in the functional and symbolic data analysis
frameworks, the starting point of these researches, was a practical problem:
the unsupervised classification of probability distributions by mixture de-
composition in Symbolic Data Analysis proposed in [Diday, 2002]. During
all the developments of the theoretical model of QAMML, we have kept in
mind this classification use. Moreover, we have decided to test QAMML
distributions for the supervised classification. The primary goal of these
classification tasks was not to prove that the use of QAMML is better than
other methods, but to prove that existing methods in the classical multi-
dimensional case are directly usable in the functional case. And this proof
holds, and open new directions of research: what other classical existing
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Figure 6.23: The Confidence Bounds for the mean of Tecator data, Second
Derivatives (N=215).
procedures can be directly used with QAMML, how improve the results
actually obtained,...
Moreover, in statistics, QAMML distributions bring a formal definition
for the pointwise confidence interval build upon functional quantiles, and
again we can hope that, it is a starting point to develop statistical tests in
the functional case.
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Figure 6.24: The estimated Quantiles QX ,D(p; t) for Phonemes data (see fig.
2.12, p.22).
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Figure 6.25: The Confidence Bounds for mean of Phonemes data.
Chapter 7
Conclusions and Perspectives
Vous savez ce que c’est que la recherche: on
part sur une question et on trouve en cours de
route des faits qui vous en posent une autre.
Philippe Meyer
In this work we propose an elegant solution to an arduous and complex
problem: define and compute easily probability distributions in the infinite
dimensional space of functional random variables (called frv).
For this, after having recalled the very basics of probability and real
random variables in finite dimensional spaces, we have defined clearly the
concept of probability distribution for functional random variable, using the
non strict piecewise order on functions. We have called these distributions
fcdf (functional cumulative distribution function). It should be noted that
fcdfs are not calculable with the finite dimensional distributions used in the
Daniell-Kolmogorov’s extension theorem.
Then, in a first attempt to define the fcdf like the limit of finite di-
mensional distributions, we have, for a given frv X , defined the surfaces of
margins and densities, which give the distribution and the density of Xt for
any t in the domain D. The definition of the surface of margins leads us
to define also the concept of functional quantile which is a function with
a constant probability value for any margin. Like it is easy to obtain the
margins for a given functional random variable, we have recalled how copu-
las decompose finite dimensional distributions, separating the margins from
the dependence structures (the copula). We have focused specifically on the
family of Archimedean copulas, and we have given formulas to calculate the
joint density, valid for any finite dimensions, for the following Archimedean
families: Clayton, Frank, Gumbel-Hougaard and Joe. We have achieved
this attempt showing that for Archimedean copulas, and more broadly for
almost all kinds of copulas, the limit of finite dimensional distributions of a
frv is always equal to zero, and then can not lead to an fcdf directly defined
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in the infinite dimensional space of functions. Then, for a given function
u, it is impossible to calculate the fcdf of an frv X in u, as being the limit
of finite dimensional distributions computed in the discretized values of u.
In other words, it is impossible to reach the fcdf of an frv in the classical
framework, where discretized values of the frv are considered as vectors of
univariate random variables. That is why we have proposed an adapted
framework for the fcdf of an frv .
This new framework is based on the following principles. Firstly we
always consider the function as a whole, even if the function is only known
through discretized values. In this last case we have defined the quantilized
functions which are piecewise functional quantiles. We have also shown
that, when the surface of margins is strictly increasing for each t, then any
function is the limit of at most a sequence of quantilized functions. The
quantilized function of such a sequence are quantilized versions of the limit
function. Functional quantiles determine the second principle: the fcdf of
a functional quantile of order p must be equal to p, and when we work on
discretized versions of functions, this value cannot depend of the number of
discretized values. The third principle, states that the fcdf of a quantilized
function must be calculated as the aggregation of the probability values of
the quantiles which constitute the quantilized function. And finally, the fcdf
of a function must be the limit of the fcdfs of any sequence of quantilized
functions converging toward the considered function. We have called fractal
and quantile based distribution any fcdf which fulfill these principles.
Then, we have shown that the quasi-arithmetic mean of margins of a dis-
cretized version of a frv gives a fractal and quantile based distribution, if the
generator of the quasi-arithmetic mean is also a generator of an Archimedean
copula of dimension higher than two. In the discretized case we have
called these new kinds of distributions Quasi-Arithmetic Means of Margins
(QAMM). By the last principle of this new framework, the limit of QAMM
distributions of a converging sequence of quantilized functions leads us di-
rectly to define the Quasi-Arithmetic Means of Margins Limit (QAMML)
distributions. QAMML distributions are fractal and quantile based dis-
tributions which are directly defined in the infinite dimensional space of
functions. Due to the properties of Archimedean generators, QAMML dis-
tributions are not able to capture all kind of dependence structures, but
only the comonotonicity and not the anticomonotonicity. That is why we
were led to define a generalized version of the QAMML distributions, the
GQAMML distributions which are able to capture the comonotonicity and
the anticomonotonicity.
Once we have reached our first goal, we had to deal with a new problem,
because a lot of data analysis applications use in fact the density of the
probability distributions. And, in an infinite dimensional space, the clas-
sical definition of the density do not hold anymore. To solve this problem
we have proposed a definition of the density function for the QAMML dis-
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tributions which leads us to use a directional derivative called the Gaˆteaux
derivative: it is the derivative of functional1 computed in a function, in the
direction of another function. Using this type of derivative we have defined
the Gaˆteaux density of the QAMML distributions and we have shown that
when the distribution used for the surface of margins has a scale parameter,
this latter one is the direction to choose in the Gaˆteaux derivative. And,
under some conditions, we can choose the same direction when we have to
estimate the surface of margins in an empirical and kernel way. We also gave
the Gaˆteaux density for the GQAMML distributions. Then, for QAMML
and GQAMML distributions, we have also defined a multi-steps parameter
estimation procedure inspired by the IFM method used for copulas.
We have ended this work with three successful applications of
(G)QAMML distributions and the Gaˆteau density: an unsupervised classifi-
cation by mixture decomposition in the Symbolic Data Analysis framework,
a Bayesian supervised classification of a classical functional dataset, and a
functional confidence intervals calculation.
We have chosen these applications because they use directly probability
distributions and density functions. And it was exactly our goal: to define a
probability distribution for functional data directly usable in algorithm and
methods, previously designed for the classical multidimensional case. Then,
QAMML distributions open the door to the experimentation of other classi-
cal methods in the functional data analysis framework, and for probability
distributions in the symbolic data analysis framework.
In addition to these experiments, QAMML distributions open many
questions and outlooks of development.
Firstly, we use for QAMM and QAMML distributions, generators of
Archimedean copulas, and, in the copulas framework, for the main families
of Archimedean copulas there is a direct interpretation of the value of the
generator parameter (see examples 4.4.1 to 4.4.4, pp 108-109). Can we find
such an interpretation for the parameter value in the QAMM(L) case? And
what becomes the QAMML distributions in bounds values of the parame-
ters?
Secondly, we have shown how the use of generators of Archimedean cop-
ulas is essential to assure that QAMM distributions are joint distributions,
but once we have defined QAMML distributions, and if we deal uniquely
with QAMML distributions, can we use other kinds of generators?
Thirdly, apart from standard deviation, is there other possible directions
usable for the Gaˆteaux derivative in the Gaˆteaux density?
Fourthly, let us recall how, for real random variables, parametric densi-
ties are used as kernel in nonparametric density estimation. Is it possible
to use the Gaˆteaux density as kernel in a non parametric density estimation
for functional data?
1Functional is the name given to functions of functions.
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Fifthly, when we define the QAMML distribution in expression 5.63, we
can define it equivalently by the following expression
FX ,D,φ(u) = ψ
[∫
D
φ (GX ,D [t;u]) dUD(t)
]
(7.1)
where UD is the uniform distribution over D. But other distributions over D
can be envisaged depending of the situation where the QAMML distribution
is used.
Sixthly, in the section 5.7, we have introduced the GQAMML distribu-
tions as a matter of flexibility to capture the dependence structures, but this
generalization of QAMML distributions can be used in other situations. Let
us suppose that we know the distribution of X on the interval A = [a, b]:
FX ,A,φA . And let us suppose that, after a while, we know also the distribu-
tion of X on B = [b, c], then we can update our knowledge for D = A ∪ B,
by computing FX ,D,φD using the GQAMML expression:
FX ,D,φD(u) = ψD (pA · φD [FX ,A,φA(u)] + pB · φD [FX ,B,φB (u)]) (7.2)
with pA, pB ∈]0, 1[ and pA + pB = 1.
A direct utility could be found in the study of streaming data, where
the flow of data evolves continuously. If, in the above formula, t represent
the time, A the known past interval and B the new known interval, then
it is possible to update the distribution of X over A ∪ B = [a, c] without
recomputing what it happened in A.
And let us finish with a last interesting path of development: the func-
tional multidimensional extension.
In functional data analysis it is well known that all usable informations
are not always directly available when working on the “raw data” (i.e. the
given functions). If the data are sufficiently “smooth”, it, or its derivatives
can provide interesting work. In our classical example of Tecator data (see
figure 2.11), if we want to proceed to a supervised classification, then first
and second derivatives (see figures 2.20 and 2.21) are more suited to the
achievement of this task (see [Ferraty and Vieu, 2006]). Thus we can work
with FX ,D,φ(u), but also with FX (1),D(u(1)) and/or FX (2),D(u(2)). But, it
could be interesting to gather all this information in one function:
P [X ≤D u,X (1) ≤D u(1), . . . ,X (n) ≤D u(n)].
In the same way if we consider more than one frv : (X1, . . . ,Xn), then it
could be valuable to work on all these data together:
P [X1 ≤D u1, . . . ,Xn ≤D un]. (7.3)
In both cases, knowing FX ,D(u),FX (1),D(u(1)), . . . ,FX (n),D(u(n)), or
FX1,D1(u1), . . . ,FXn,Dn(un), it would be natural to define the multidimen-
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sional version of QAMML distributions using the functional univariate dis-
tributions and a copulas:
P [X ≤D u,X (1) ≤D u(1), . . . ,X (n) ≤D u(n)]
= C
(
FX ,D(u),FX (1),D(u(1)), . . . ,FX (n),D(u(n))
)
(7.4)
or
P [X1 ≤D u1, . . . ,Xn ≤D un] = C (FX1,D1(u1), . . . ,FXn,Dn(un)) . (7.5)
In the same idea it could be interesting to evaluate jointly the probability
distribution of an rrv Y and an frv X :
P [Y ≤ r,X ≤D u] = C (FY (r),FX ,D(u)) (7.6)
where r ∈ IR and u ∈ D. The above joint distribution could lead directly to
the following conditional probability
P [Y ≤ r|X ≤D u] = C (FY (r),FX ,D(u))FX ,D(u) (7.7)
where r ∈ IR and u ∈ D. Then it could be possible to envisage the use of
this above probability to compute the linear regression of the rrv Y with a
given frv X .
Let us recall how, in section 4.3, we explained that copulas are powerful
tools to build distributions with given marginals. This construction was built
upon the lemma 4.3.3, which states that, for a given random real variable
X of distribution F , the distribution of the real random variable F (X) is
an uniform distribution on [0, 1]. And the proof of this lemma was based on
the quantile Q of the continuous distribution F .
In the functional case we no longer have anymore an inverse for the
QAMML distributions. However, if we prove that
P [FX ,D,φ(X ) ≤ p] = p (7.8)
for any p ∈ [0, 1], then the same reasoning could be used. For this it “suf-
fices” to prove that
{ω ∈ Ω : FX ,D,φ(X (ω)) ≤ p} = {ω ∈ Ω : X (ω) ≤D QX ,D,p} . (7.9)
The following inclusion
{ω ∈ Ω : FX ,D,φ(X (ω)) ≤ p} ⊃ {ω ∈ Ω : X (ω) ≤D QX ,D,p} (7.10)
is easy to prove:
X (ω) ≤D QX ,D,p ⇒ FX ,D,φ(X (ω)) ≤ p.
278 CHAPTER 7. CONCLUSIONS AND PERSPECTIVES
But the converse inclusion is not so obvious, because it is possible to have
FX ,D,φ(X (ω)) ≤ p and X (ω) D QX ,D,p, i.e. X (ω) and QX ,D,p are not
comparables.
A possible path to try to prove this second inclusion it to decompose the
second set of (7.9) in the following manner
{ω ∈ Ω : FX ,D,φ(X (ω)) ≤ p}
= {ω ∈ Ω : X (ω) ≤D QX ,D,p}
∪ {ω ∈ Ω : X (ω) D QX ,D,p;FX ,D,φ(X (ω)) ≤ p} (7.11)
and then prove that the measure of the last subset is zero:
P {ω ∈ Ω : X (ω) D QX ,D,p;FX ,D,φ(X (ω)) ≤ p} = 0. (7.12)
This functional multidimensional extension is our main direction for sub-
sequent research because, being able to deal with many frv would be very
interesting, and could leads us to consider jointly frv ’s and their derivatives2.
This could then leads us to more precision in the probabilistic modeling of
functional data and very interesting applications
2When they exist.
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Gaˆteaux density, 214
GQAMML, 205
joint density, 39
joint distribution, 39
marginals, 39
margins, 39
QAMM, 187
QAMML, 190
space, 37
pseudo-inverse, 106
quantile function, 39
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