Abstract. The subject of counting positive lattice points in n-dimensional simplexes has interested mathematicians for decades due to its applications in singularity theory and number theory. Enumerating the lattice points in a right-angled simplex is equivalent to determining the geometric genus of an isolated singularity of a weighted homogeneous complex polynomial. It is also a method to shed insight into large gaps in the sequence of prime numbers. Seeking to contribute to these applications, in this paper, we prove the Yau Geometric Conjecture in six dimensions, a sharp upper bound for the number of positive lattice points in a six-dimensional tetrahedron. The main method of proof is summing existing sharp upper bounds for the number of points in 5-dimensional simplexes over the cross sections of the six-dimensional simplex. Our new results pave the way for the proof of a fully general sharp upper bound for the number of lattice points in a simplex. It also sheds new light on proving the Yau Geometric and Yau Number-Theoretic Conjectures in full generality.
introduction
Let ∆ n be an n-dimensional real right-angled simplex defined by the inequality x 1 a 1 + x 2 a 2 + · · · + x n a n ≤ 1, where x 1 , · · · , x n ≥ 0 and a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 1. Define P n to be the number of positive integral points in ∆ n , or
Similarly, we define Q n to be the number of non-negative integral points in ∆ n , or Q n = # (x 1 , x 2 , · · · , x n ) ∈ (Z + ∪ {0}) n x 1 a 1 + x 2 a 2 + · · · + x n a n ≤ 1 .
The connection, described by Luo, et. al. [10] , is most readily observed by noting that, if p 1 < p 2 < · · · < p k are the primes less than or equal to y, then, k ≤ x, is equivalent to, e 1 log p 1 + e 2 log p 2 + · · · + e k log p k ≤ log x, which can be rewritten as, e 1 log x log p 1 + e 2 log x log p 2
an expression in the format of the condition in the definition of Q n . Hence, enumerating the Dickman-de Bruijn function is equivalent to calculating Q n .
Granville [3] also describes connections between P n and Q n and other areas of number theory, including primality testing, determining large gaps in the sequence of the primes, and discovering new algorithms for prime factorization. Furthermore, Lin, et. al. [9] describes how determining the values of P n and Q n leads to insights in singularity theory.
Chen [1] tells us that the numbers P n and Q n are intimately linked through the equation P n (a 1 , a 2 , · · · , a n ) = Q n (a 1 (1 − a), a 2 (1 − a), · · · , a n (1 − a)),
where a is defined as 1 a 1 + 1 a 2 + · · · + 1 a n . Hence, we can essentially treat the tasks of finding P n and Q n to be equivalent in general. The quest to find and estimate P n and Q n dates back to 1899, when Pick [14] discovered the famous Pick's theorem, or a formula for Q 2 .
where ∆ is a 2-dimensional tetrahedron, or a triangle, ∂∆ represents the boundary of the triangle, and |∂∆ ∩ Z 2 | represents the number of integral points on the boundary. Mordell [13] continued by discovering a formula for Q 3 using Dedekind sums. Erhart [2] followed with the discovery of Ehrhart polynomials, which facilitate the calculation of Q n . However, these polynomials are only useful if every coefficient is known, a condition that is extremely difficult to meet in the general case.
The difficulty of this problem eventually led mathematicians to start trying to bound P n and Q n instead of finding precise formulas. Lehmer [5] found that if a = a 1 = a 2 = · · · = a n , then
where x (round down) denotes the integral part of a real number x. This formula naturally yields a nice definition of sharpness of an estimate R n of Q n . We consider the estimate sharp if and only if R n | a 1 =a 2 =···=an=a∈Z = a + n n .
In other words, any upper or lower bound is sharp if and only if its estimate is exact when a 1 = a 2 = · · · = a n ∈ Z. Another important estimate is the two-part GLY Conjecture, an upper bound for P n formulated by Lin, et. al. [8] . However, to state the GLY Conjecture, we need to first introduce the signed Stirling numbers of the first kind and a notation A n k for elementary symmetric polynomials [21] . Define s(0, 0) = 1 and s(n, 0) = s(0, n) = 0. Definition 1.3. Let a 1 , a 2 , · · · , a n be positive real numbers. We denote
Thus, A n n−k is the elementary symmetric polynomial of a 1 , a 2 , · · · , a n with degree n − k. Conjecture 1.4 (GLY Conjecture). Let P n = # (x 1 , x 2 , · · · , x n ) ∈ Z n + :
where a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 1 are real numbers. If n ≥ 3, then:
(1) Rough (general) upper estimate: For all a n > 1,
(a i − 1).
(2) Sharp upper estimate: For n ≥ 3, if a 1 ≥ a 2 ≥ · · · ≥ a n ≥ n − 1, then n! P n ≤ A , and equality holds if and only if a 1 = a 2 = · · · = a n ∈ Z + .
The sharp GLY Conjecture has been proven to be true for 3 ≤ n ≤ 6 [19, 4, 17, 7] . The rough GLY upper estimate for all n was proven by Yau and Zhang [20] . In this paper, we will use the following theorem (the sharp GLY conjecture for n = 5): Theorem 1.5 (GLY Conjecture for n = 5). Let a 1 ≥ a 2 ≥ a 3 ≥ a 4 ≥ a 5 ≥ 4 be real numbers and P 5 be the number of positive integral solutions of − 50 6 (a 1 a 2 + a 1 a 3 + a 1 a 4 + a 2 a 3 + a 2 a 4 + a 3 a 4 ) + 6(a 1 + a 2 + a 3 + a 4 ).
The quest to determine the general validity of the sharp GLY Conjecture has led to the formulation another conjecture, namely the Yau Number-Theoretic Conjecture (Conjecture 1.6). Conjecture 1.6 (Yau Number-Theoretic Conjecture). Let n ≥ 3 be a positive integer, and let a 1 ≥ a 2 · · · ≥ a n > 1 be real numbers. If P n > 0, then n! P n ≤ (a 1 − 1) · · · (a n − 1) − (a n − 1) n + a n (a n − 1) · · · (a n − (n − 1)), and equality holds if and only if a 1 = · · · = a n ∈ Z. 3 In this paper, we will use the n = 5 case of Conjecture 1.6, proven by Chen, et. al. [1] , extensively. We reproduce it as a theorem below for easy reference. For recent progress of Yau Number-Theoretic Conjecture, one can see [6, 24] . Similar to the Yau Number-Theoretic Conjecture is Conjecture 1.9, or the Yau Geometric Conjecture. In order to state the Yau Geometric Conjecture, we must first define a weighted homogeneous polynomial : Definition 1.8. A polynomial f (x 1 , x 2 , · · · , x n ) is a weighted homogeneous polynomial if it is a sum of monomials x Note that p g counts the number of positive lattice points in the simplex
where the a i are the weights of the weighted homogeneous polynomial f and a 1 ≥ a 2 ≥ · · · ≥ a n > 1 (cf. [11] ). Thus, the equality case of Conjecture 1.9 is a 1 = a 2 = · · · = a n ∈ Z. Furthermore, Saeki [15] tells us that v = a n (i.e. round up) and it is known that µ = (a 1 − 1)(a 2 − 1) · · · (a n − 1) (cf. [12] ). Chen, et. al [1] also proved that the fractional part of a n has to be one of a n a 1 , a n a 2 , · · · , or a n a n−1 . Finally, we can also define the polynomial
. Thus, we have
Conjecture 1.9 has been proven for 3 ≤ n ≤ 5 [1, 18, 8] . In this paper, we prove Conjecture 1.9 for n = 6. It extends the Yau Geometric Conjecture to yet another dimension. In and of itself, this is difficult because the number of cases has increased from 4 in the 5-dimensional case to 6 in the 6-dimensional one, and each case has increased in complexity as well. The number of subcases also posed difficulty in the research, and efforts were made to simplify the proof as much as possible. Nevertheless, much complexity remains. Some new delicate analysis techniques are used to prove our main theorem. This is a significant improvement and it may shed a new light on the solution of arbitrary dimensional Yau Geometric Conjecture.
Because of the difficulty of the proof and the sheer size of the algebraic expressions involved, all computations in this paper were done using Mathematica 10.1 and Maple 2015 for simplicity and accurate calculation. Hence, our main theorem is: Theorem 1.10 (Main Theorem). Let a 1 ≥ a 2 ≥ a 3 ≥ a 4 ≥ a 5 ≥ a 6 > 1 be real numbers and let P 6 be the number of positive integral solutions of
Define µ = (a 1 − 1)(a 2 − 1)(a 3 − 1)(a 4 − 1)(a 5 − 1)(a 6 − 1). If P 6 > 0, then
where v is calculated as v = a 6 . Note that the fractional part β of a 6 is one of 
In fact the condition P 6 > 0 can be removed from the above main theorem, please see section 4.
Two lemmas
We will frequently use the following two lemmas to decide the positivity of polynomials in some restricted domains. 
Lemma 2.1 is easy to use. However, the condition of Lemma 2.1 may not be satisfied in some situation. In that case, we shall make use of the following lemma.
in which all zeros are omitted. If b and c are any numbers (b < c) for which f(x) does not vanish, then the number of the various roots in the interval b ≤ x ≤ c(multiple roots to be counted only once) is equal to
Proof. See [16] .
The condition of Lemma 2.2 is necessary and sufficient, so it can be applied to judge the positivity of any such polynomials in some intervals. The computation in Lemma 2.2 is more complicated than that in Lemma 2.1. Therefore, we prefer Lemma 2.1 when it works.
Proof of Main Theorem 1.10
Note that all computations in this paper were done using Mathematica 10.1 and Maple 2015.
We prove Theorem 1.10 by estimating P 5 on hyperplanes parallel to the x 1 x 2 x 3 x 4 x 5 -plane(i.e. x 6 = 0). We then sum up these estimates to get an upper bound for 6! P 6 . We must then only show that this upper bound for 6! P 6 is less than or equal to the RHS of Theorem 1.10.
In the rest of this paper, we shall refer to the intersection of the simplex in Theorem 1.10 with the hyperplane x 6 = k as the level x 6 = k. Hence, in our simplex, x 6 = k points are in the 5-dimensional tetrahedron defined by
We shall break our proof up into cases based on the ceiling of a 6 : Case I: 1 < a 6 ≤ 2. Thus, a 6 = 2. Case II: 2 < a 6 ≤ 3. Thus, a 6 = 3. Case III: 3 < a 6 ≤ 4. Thus, a 6 = 4. Case IV: 4 < a 6 ≤ 5. Thus, a 6 = 5. Case V: 5 < a 6 ≤ 6. Thus, a 6 = 6. Case VI: 6 < a 6 . All of our cases will eventually reduce to proving some multivariate functions are positive over some domains. We will show a function is positive using a partial differentiation test, which involves calculating the partial derivative with respect to all the variables. We show this partial derivative is positive and then continue to partially differentiate with respect to one less variable for each consecutive step until only first-order partials remain. If we show that these are all positive through the domain of the function, and that the function is positive at the minimum, then we know that the function is positive throughout the domain.
3.1. Case I. In this case, a 6 = 2, so we can plug v = 2 into the statement of Theorem 1.10 to get the following theorem, which we prove in this case: Theorem 3.1. Let a 1 ≥ a 2 ≥ a 3 ≥ a 4 ≥ a 5 ≥ a 6 > 1 be real numbers and let P 6 be the number of positive integral solutions of
Proof. In this case, a 6 ∈ (1, 2], so the only level we have to consider is x 6 = 1. When x 6 = 1, P 6 > 0 implies that (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) = (1, 1, 1, 1, 1, 1) is a solution to the inequality in Theorem 3.1.
because a 6 ∈ (1, 2]. For simplicity, let A i = a i · α for i = 1, 2, 3, 4, and 5. This yields the new inequality 1
Thus, by Theorem 1.7, we have
To apply the partial differentiation test, we must determine the domain of ∆ 2 . We note
, and a similar statement is true involving A 2 and A 1 . Hence, we have
Now that we have a domain established, we can begin applying the partial differentiation test to demonstrate that ∆ 2 is positive. We see that
for all α ∈ (0, 1) (it is easy to check directly that it has minimal value 0.51136 or it can be proved using Lemma 2.2). Thus the partial derivative of ∆ 2 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = 1.
It follows that the partial of ∆ 2 with respect to A 1 , A 2 , A 3 , and A 5 is positive for all
is symmetric in A 4 and A 5 . Hence,
is an increasing function of A 4 , A 5 with a minimum at A 4 = A 5 = 1.
This is positive, so we know that the partial with respect to A 1 , A 2 , and A 3 is positive.
Since the partial with respect to A 1 and A 2 is symmetric with respect to A 3 , A 4 , and A 5 , we know that
and
are positive over the given domain. Hence,
is an increasing function of A 3 , A 4 , and A 5 for all A 3 , A 4 , A 5 ≥ 1 and α ∈ (0, 1).
The minimum is at A 3 = A 4 = A 5 = 1.
Because this is symmetric with respect to A 2 , A 3 , A 4 , and A 5 , we see that
, and
are positive over the given domain. Hence, ∂∆ 2 ∂A 1 is an increasing function of A 2 , A 3 , A 4 , and A 5 that is minimized at A 2 = A 3 = A 4 = A 5 = 1. 
This completes this subcase.
Subcase I (b).
For ∆ 3 , the partial derivative test does not work normally for A 5 -some of the derivatives end up becoming negative. However, we can plot the polynomial ∆ 3 over the interval A 5 ∈ [1, 1.73) and α ∈ (0, 1) using Mathematica and Maple and verify that it is non-negative in the region we consider. Its minimum value is 120, which occurs at (A 5 , α) = (1, 0). Hence, Subcase (b), and consequently Case I, is complete.
3.2. Case II. In this case, a 6 = 3, so we can plug v = 3 into the statement of Theorem 1.10 to get the following theorem, which we prove in this case:
be real numbers and let P 6 be the number of positive integral solutions of
Proof. In this case, a 6 ∈ (2, 3], so we have to consider two levels -x 6 = 1 and x 6 = 2. Since P 6 > 0, there must be solutions at the x 6 = 1 level, so our two subcases are: Subcase II (a): 
because a 6 ∈ (2, 3]. For simplicity, let A i = a i · α for i = 1, 2, 3, 4, and 5. This yields the new inequality 1
As before, we take the difference obtained by subtracting the RHS of the above inequality from the RHS of Theorem 3.2, substituting in a i = A i α . We observe that this difference is equal to ∆ 1 − 63, where ∆ 1 is from Case I above. Since we applied the partial differentiation test on ∆ 2 = ∆ 1 · α 4 (1 − α) in Case I, here we need to show that
is positive. Since ∆ 2 − ∆ 4 is a function in α only, we must check that the value of ∆ 4 at its minimum is positive (because all of the partial derivatives in the test are the same for ∆ 2 and ∆ 4 ). As in Case I, we have
so we must only check that
Since this is true by Lemma 2.2, ∆ 4 is always positive, and this subcase is complete.
Subcase II (b).
In this subcase, we know that P 5 (x 6 = 2) > 0, implying that (1, 1, 1, 1, 1, 2) is a positive integral solution to the inequality in Theorem 3.2. Thus, if
because a 6 ∈ (2, 3]. For simplicity, let A i = a i · α 1 for i = 1, 2, 3, 4, and 5. This yields the new inequality
and,
Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2)), if we let ∆ 5 be the difference obtained by subtracting the sum of the right hand sides of the above inequalities from the RHS 
Just like in Case I, we are trying to show that ∆ 6 is positive for
Although we only need to show this is true for α 1 ∈ (0, 1/3], we will demonstrate it true for the interval α 1 ∈ (0, 1/2] because it will aid us in a later case.
Thus, the first step in the partial differentiation test is determining that ]. Thus the partial derivative of ∆ 6 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = 1.
It follows that the partial of ∆ 6 with respect to A 1 , A 2 , A 3 , and A 5 is positive for all ]. The minimum is at A 3 = A 4 = A 5 = 1.
,
are positive over the given domain. Hence, 
We must show that ∆ 7 is positive over the interval α 1 ∈ (0, 1 2 ] and A 5 ≥ 1. We apply the partial differentiation test normally, beginning by noting that
We then consider
Similarly,
which is positive for α 1 ∈ (0,
ends up becoming negative in the interval α 1 ∈ ( 
Finally, we evaluate ∆ 7 at its minimum:
This completes this subcase, and hence Case II is complete.
3.3. Case III. In this case, a 6 = 4, so we can plug v = 4 into the statement of Theorem 1.10 to get the following theorem, which we prove in this case:
Proof. In this case, a 6 ∈ (3, 4], so we have to consider three levels -x 6 = 1, x 6 = 2, and x 6 = 3. Since P 6 > 0, there must be solutions at the x 6 = 1 level, so our three subcases are: Subcase III (a):
because a 6 ∈ (3, 4]. For simplicity, let A i = a i · α for i = 1, 2, 3, 4, and 5. This yields the new inequality 1
As before, we take the difference obtained by subtracting the RHS of the above inequality from the RHS of Theorem 3.3, substituting in a i = A i α . We observe that this difference is equal to ∆ 1 − 728, where ∆ 1 is from Case I above. Since we applied the partial differentiation test on ∆ 2 = ∆ 1 · α 4 (1 − α) in Case I, here we need to show that
is positive. To apply the partial differentiation test, we must determine the domain of ∆ 8 . By the same logic as in Cases I and II, we have
. Now that we have a domain established, we can begin applying the partial differentiation test to demonstrate that ∆ 8 is positive. We see that
for all α ∈ (0, 1). Thus the partial derivative of ∆ 8 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at
It follows that the partial of ∆ 8 with respect to A 1 , A 2 , A 3 , and A 5 is positive for
is an increasing function of A 4 , A 5 with a minimum at
Since the partial with respect to A 1 and A 2 is symmetric with respect to A 3 , A 4 , and
are positive over the given domain.
Hence,
is an increasing function of A 3 , A 4 , and
We must show that ∆ 9 is positive over the interval α ∈ ( ] and A 5 ≥ α 1 − α . We can apply the partial differentiation test normally. We begin by noting that
We continue by considering
]. Finally, we evaluate ∆ 9 at its minimum:
completing this subcase.
Subcase III (b).
In this subcase, we know that P 5 (x 6 = 2) > 0, implying that (1, 1, 1, 1, 1, 2) is a positive integral solution to the inequality in Theorem 3.3. Thus, if
because a 6 ∈ (3, 4]. For simplicity, let A i = a i · α 1 for i = 1, 2, 3, 4, and 5. This yields the new inequality
Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2)), as before, we take the difference obtained by subtracting the sums of the right hand sides of the above inequalities from the RHS of Theorem 3.3, substituting in a i = A i α 1 . We observe that this difference is equal to ∆ 5 − 665, where ∆ 5 is from Case II above. Since we applied the partial differentiation test on ∆ 6 = ∆ 5 · 16α 5 (1 − α) in Case I, here we need to show that
is positive. Since ∆ 10 − ∆ 6 is a function of α 1 only, we only need to check that the value of ∆ 10 at its minimum is positive (because all of the partial derivatives in the test are the same for ∆ 6 and ∆ 10 ). Recall that we have
Since this is true, ∆ 10 is always positive, and this subcase is complete.
Subcase III (c).
In this subcase, we know that P 5 (x 6 = 3) > 0, implying that (1, 1, 1, 1, 1, 3) is a positive integral solution to the inequality in Theorem 3.3. Thus, if
because a 6 ∈ (3, 4]. For simplicity, let A i = a i · α 2 for i = 1, 2, 3, 4, and 5. This yields the new inequality
as well as
Because 6! P 6 = 6! (P 5 (x 6 = 1)+P 5 (x 6 = 2)+P 5 (x 6 = 3)), if we let ∆ 11 be the difference obtained by subtracting the sum of the right hand sides of the above inequalities from the RHS of Theorem 3.4 and substituting in a i = A i α 2 , then we merely have to apply the partial differentiation test for the expression
Our domain is
Note also that we have α 2 ∈ 0, 1 4 .
To start the partial differentiation test, we see that ]. Thus the partial derivative of ∆ 12 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = 1.
It follows that the partial of ∆ 12 with respect to A 1 , A 2 , A 3 , and A 5 is positive for all ]. The minimum is at A 3 = A 4 = A 5 = 1.
Because this is symmetric with respect to A 2 , A 3 , A 4 , and A 5 , we see that We then consider
which is positive for α 2 ∈ (0, 1 4 ]. We continue by considering
Finally, we evaluate ∆ 13 at its minimum:
Proof. In this case, a 6 ∈ (4, 5], so we have to consider four levels -x 6 = 1, x 6 = 2, x 6 = 3 and x 6 = 4. Since P 6 > 0, there must be solutions at the x 6 = 1 level, so our four subcases are:
Subcase IV (a):
Subcase IV (c):
3.4.1. Subcase IV (a). We are guaranteed that (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) = (1, 1, 1, 1, 1, 1) is a solution to the inequality in Theorem 3.4. Thus, if
because a 6 ∈ (4, 5]. For simplicity, let A i = a i · α for i = 1, 2, 3, 4, and 5. This yields the new inequality
Whereas we previously bounded the number of positive integral solutions to this inequality using the Yau Number Theoretic Conjecture for n = 5, we will now use the Yau Geometric Conjecture for n = 5, proven in [1] . This gives us the bound
where p 5 is the function defined in (1) . Note that since p 5 (v) is increasing for v ≥ 4. Also, since A 5 = a 5 · α > · 4 = 3, we note that A 5 ≥ 4. Thus, we maximize the RHS of (3) by substituting p 5 (4) = 243 in for p 5 ( A 5 ). Hence, we have
As before, we take the difference obtained by subtracting the RHS of (4) from the RHS of Theorem 3.4, substituting in a i = A i α and a 6 = 1 1 − α , yielding
We now proceed with the partial derivative test on ∆ 15 with α ∈ and
like in previous cases.
.
Thus the partial derivative of ∆ 15 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = α 1 − α .
We continue with,
This is positive over our domain, so we know that the partial with respect to A 1 , A 2 , and A 3 is positive. Furthermore,
> 0, and
We also observe that
, and since
which is positive over our desired interval, completing this subcase.
Subcase IV (b).
In this subcase, we know that P 5 (x 6 = 2) > 0, implying that (1, 1, 1, 1, 1, 2) is a positive integral solution to the inequality in Theorem 3.4. Thus, if
because a 6 ∈ (4, 5]. For simplicity, let A i = a i · α 1 for i = 1, 2, 3, 4, and 5. This yields the new inequality
Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2)), as before, we take the difference obtained by subtracting the sums of the right hand sides of the above inequalities from the RHS 
We now proceed with the partial derivative test on ∆ 17 with α 1 ∈ 1 2 , 3 5 and
like in previous cases. .
Thus the partial derivative of ∆ 17 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = 2α 1 1 − α 1 .
Finally, our minimum for ∆ 17 is
Subcase IV (c).
In this subcase, we know that P 5 (x 6 = 3) > 0, implying that (1, 1, 1, 1, 1, 3) is a positive integral solution to the inequality in Theorem 3.4. Thus, if
because a 6 ∈ (4, 5]. For simplicity, let A i = a i · α 2 for i = 1, 2, 3, 4, and 5. This yields the new inequality
Because 6! P 6 = 6! (P 5 (x 6 = 1)+P 5 (x 6 = 2)+P 5 (x 6 = 3)), if we let ∆ 11 be the difference obtained by subtracting the sum of the right hand sides of the above inequalities from the RHS of Theorem 3.4 and substituting in a i = A i α 2 , then we merely have to apply the partial differentiation test for the expression 
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Note also that we have α 2 ∈ 1 4 , 2 5 . We begin with
Thus the partial derivative of ∆ 19 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = 1.
This is positive over our domain, so we know that the partial with respect to A 1 , A 2 , and A 3 is positive. Furthermore, which is positive over our desired interval, completing this subcase.
Subcase IV (d).
In this subcase, we know that P 5 (x 6 = 4) > 0, implying that (1, 1, 1, 1, 1, 4) is a positive integral solution to the inequality in Theorem 3.4. Thus, if
because a 6 ∈ (4, 5]. For simplicity, let A i = a i · α 3 for i = 1, 2, 3, 4, and 5. This yields the new inequality
Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2) + P 5 (x 6 = 3) + P 5 (x 6 = 4)), if we let ∆ 20 be the difference obtained by subtracting the sum of the right hand sides of the above inequalities from the RHS of Theorem 3.4 and substituting in a i = A i α 3 , then we merely 
Once again, our domain is
Note also that we have α 3 ∈ 0, 1 5 . We begin with
Thus the partial derivative of ∆ 21 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = 1.
= −87α We continue with,
= −36α This is positive over our domain, so we know that the partial with respect to A 1 , A 2 , and A 3 is positive. Furthermore,
= −2 36α Finally, our minimum for ∆ 21 is 3.5. Case V. In this case, a 6 = 6, so we can plug v = 6 into the statement of Theorem 1.10 to get the following theorem, which we prove in this case: Theorem 3.5. Let a 1 ≥ a 2 ≥ a 3 ≥ a 4 ≥ a 5 ≥ a 6 > 1 be real numbers and let P 6 be the number of positive integral solutions of
Proof. In this case, a 6 ∈ (5, 6], so we have to consider five levels -x 6 = 1, x 6 = 2, x 6 = 3, x 6 = 4, and x 6 = 5. Since P 6 > 0, there must be solutions at the x 6 = 1 level, so our five subcases are: Subcase V (a):
3.5.1. Subcase V (a). We are guaranteed that (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) = (1, 1, 1, 1, 1, 1) is a solution to the inequality in Theorem 3.5. Thus, if 1
because a 6 ∈ (5, 6]. For simplicity, let A i = a i · α for i = 1, 2, 3, 4, and 5. This yields the new inequality 1
29
Just like in Subcase IV (a), we will now use the Yau Geometric Conjecture for n = 5, proven in [1] . This gives us the bound
where p 5 is the function defined in (1) . Note that since p 5 (v) is increasing for v ≥ 4. Also, since A 5 = a 5 · α > 4 5 · 5 = 4, we note that A 5 ≥ 5. Thus, we maximize the RHS of (5) by substituting p 5 (5) = 904 in for p 5 ( A 5 ). Hence, we have
As before, we take the difference obtained by subtracting the RHS of (6) from the RHS of Theorem 3.4, substituting in a i = A i α and a 6 = 1 1 − α , yielding
We now proceed with the partial derivative test on ∆ 23 with α ∈ and
Thus the partial derivative of ∆ 23 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = α 1 − α .
We must now only test ∆ 23 at its minimum. We observe that if A 5 >= 5, then we have
which is positive over our desired interval. We must now only consider the minimum of ∆ 23 when we have 4 ≤
We observe that since the partial differentiation test told us that all the partial derivatives of ∆ 23 are positive, indicating that to minimize ∆ 23 , we set A 2 = A 3 = A 4 = A 5 = x for some x ∈ (4, 5]. Thus, we have 1
Hence, we consider
It can easily be numerically verified that ∆ 24 ≥ 0 over the interval x ∈ (4, 5), α ∈ 4 5 , 5 6 , completing this subcase.
Subcase V (b).
In this subcase, we know that P 5 (x 6 = 2) > 0, implying that (1, 1, 1, 1, 1, 2) is a positive integral solution to the inequality in Theorem 3.5. Thus, if
because a 6 ∈ (5, 6]. For simplicity, let A i = a i · α 1 for i = 1, 2, 3, 4, and 5. This yields the new inequality
Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2)), as before, we take the difference obtained by subtracting the sums of the right hand sides of the above inequalities from the RHS of Theorem 3.5, substituting in a i = A i α 1 , yielding .
Thus the partial derivative of ∆ 26 with respect to A 1 , A 2 , A 3 , A 4 , and A 5 is positive and minimized at A 5 = 2α 1 1 − α 1 .
We must now only test ∆ 26 at its minimum. We observe that if A 5 >= 3.9, then we have 
≥ 3 still true from before, and A 5 < 3.9 by assumption. With these new bounds on A 1 , A 2 , A 3 , A 4 , and A 5 , we can use the Yau Geometric Conjecture for n = 5 to bound P 6 = P 5 (x 6 = 1) + P 5 (x 6 = 2), like in Subcase V (a). Thus, we get 6! P 5 (
. Hence, our bounds are actually
Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2)), as before, we take the difference obtained by subtracting the sums of the right hand sides of the above inequalities from the RHS of Theorem 3.5, substituting in a i = A i α 1 , yielding 
We note that ∆ 28 and ∆ 26 are defined similarly, with their only difference being an α 1 polynomial that is subtracted. Since ∆ 28 − ∆ 26 is a function of α 1 only, all the partial derivatives have already been shown positive. Hence, we only need to deal with showing that the minimum value of ∆ 28 is non-negative. We note that 3.5.3. Subcase V (c). In this subcase, we know that P 5 (x 6 = 3) > 0, implying that (1, 1, 1, 1, 1, 3) is a positive integral solution to the inequality in Theorem 3.5. Thus, if
because a 6 ∈ (5, 6]. For simplicity, let A i = a i · α 2 for i = 1, 2, 3, 4, and 5. This yields the new inequality
Because 6! P 6 = 6! (P 5 (x 6 = 1)+P 5 (x 6 = 2)+P 5 (x 6 = 3)), if we let ∆ 29 be the difference obtained by subtracting the sum of the right hand sides of the above inequalities from the RHS of Theorem 3.5 and substituting in a i = A i α 2 , then we merely have to apply the partial differentiation test for the expression 
Our domain is
Note also that we have α 2 ∈ 2 5 , 1 2 . We begin with Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2) + P 5 (x 6 = 3) + P 5 (x 6 = 4)), if we let ∆ 20 be the difference obtained by subtracting the sum of the right hand sides of the above inequalities from the RHS of Theorem 3. 4 Because 6! P 6 = 6! (P 5 (x 6 = 1) + P 5 (x 6 = 2) + P 5 (x 6 = 3) + P 5 (x 6 = 4) + P 5 (x 6 = 5)), if we let ∆ 33 be the difference obtained by subtracting the sum of the right hand sides of the above inequalities from the RHS of Theorem 3.5 and substituting in a i = A i α 4 , then is always positive. We continue, noting that, Thus, we must only test the minimum value of ∆ 37 , which is:
indicating that ∆ 37 is non-negative, and that this case is complete.
Conclusion
We have thus proven the six-dimensional case of the Yau Geometric Conjecture. The statement of the Conjecture contains a condition that P 6 > 0 for it to hold. However, Yau and Zuo [22, 23] proved a similar statement in the case that p g = 0 (the geometric genus of the singularity is zero). Thus, this paper completely solves the problem of finding a sharp upper bound in the six-dimensional case.
This research project raises a number of interesting questions regarding further study of P n and Q n . For instance, can the Yau Geometric Conjecture be proven in general using the methods outlined in this paper (splitting the simplex into smaller levels and summing upper estimates)? Can the general case of the Yau Number-Theoretic Conjecture be approached similarly?
It is also important to consider lower bounds of P n and Q n . Currently, upper bounds have been extensively studied (as evidenced by the number of conjectures and theorems on the topic), but relatively little is known about lower bounds. A lower bound for P n and Q n is still interesting for the applications outlined in the Introduction of this paper. In fact a sharp lower bound can be used to estimate the geometric genus of weighted homogeneous isolated complete intersection singularities.
