Ensemble Feature Ranking Applied to Medical Data  by Santos, Vítor et al.
 Procedia Technology  17 ( 2014 )  223 – 230 
Available online at www.sciencedirect.com
ScienceDirect
2212-0173 © 2014 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of ISEL – Instituto Superior de Engenharia de Lisboa, Lisbon, PORTUGAL.
doi: 10.1016/j.protcy.2014.10.232 
Conference on Electronics, Telecommunications and Computers – CETC 2013
Ensemble feature ranking applied to medical data
Vı´tor Santosa, Nuno Datiaa, M.P.M. Patoa,∗
aISEL, Rua Conselheiro Emı´dio Navarro 1, 1959-007 Lisbon, Portugal
Abstract
Reduce the feature space in classiﬁcation is a critical, although sensitive, task since it depends on a certain deﬁnition of relevance.
Feature selection has been the motivation for many researchers. In medical datasets, relevant attributes are often unknown a priori.
Feature selection provides the features that contribute most to the classiﬁcation task per si, which should therefore be used by any
classiﬁer to produce a classiﬁcation model. However, the dimension of the feature space may not allow the application of feature
selection algorithms, due time and space complexity. In this work, we are concerned on the application of an eﬃcient feature
ranking algorithm for a given breast cancer dataset, that overcome the dimensionality of the data.
c© 2014 The Authors. Published by Elsevier Ltd.
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1. Introduction
Currently, the motivation for applying feature selection (FS) techniques has been increasing, becoming a prere-
quisite for modelling most datasets [16,37]. In recent years, data has become increasingly larger in both number of
instances and number of feature in many scientiﬁc disciplines such as medicine [1,2,8,14,34], engineering [15,19],
customer relationship management [3,4,31], image retrieval [11,30,36] and others. This is a challenge that present
and future research face, when apply knowledge discovery techniques to real–world problems.
High dimensional data can contain redundant or irrelevant information which may degrade the performance of
learning algorithms [26]. Ranking is a way to evaluate which features are relevant. Selected a minimal set of features,
given a speciﬁc criteria, will produce simpler models, that take less time to compute and become more understand-
able. Furthermore, by requiring less resources, predict a sample becomes more aﬀordable. Many machine learning
algorithms are designed to learn which are the most appropriate attributes to use for making their decisions, that is,
search in the space of attributes for the subset that is most likely to better predict the class. Essentially, when there
are too many features in the problem, dimensionality reduction, through weak feature removal is highly desirable.
Recent research has shown common machine learning algorithms to be adversely aﬀected by irrelevant and redundant
training information.
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The number of training examples needed to reach a given accuracy level grows exponentially with the number
of irrelevant attributes [20,23,24]. Sample complexity for decision tree algorithms can grow exponentially on some
concepts (such as parity) as well. The Naı¨ve Bayes classiﬁer can be adversely aﬀected by redundant attributes due to
its assumption that attributes are independent given the class [23]. Decision tree algorithms such as C4.5 [28,29] can
sometimes overﬁt training data, resulting in large trees. In many cases, removing irrelevant and redundant information
can result in C4.5 producing smaller trees [21]. Experiments show that feature ranking using linear Support Vector
Machine (SVM) models yields good performance, even when training and testing data are not identically distributed
[16,17]. For such reasons, it is usual to set FS as a fundamental data preparation process in any data mining tasks
[16,37]. But what happens when a dataset is so large, that FS algorithms are impossible to apply, due to space and
time complexity?
This work concerns on the application of FS techniques in such situations, namely, using feature ranking (FR)
algorithms. In contrast to other dimensionality reduction techniques, like those based on projection (e.g. principal
component analysis) or compression (e.g. using information theory), FS techniques do not alter the original represen-
tation of the variables, but merely select a subset of them. Thus, they preserve the original semantics of the variables,
hence, oﬀering the advantage of interpretability by a domain expert.
In the next section, we ﬁrst review models of FS to reduce the dataset and explain why a ﬁlter solution is suitable
for high dimension feature spaces. Section 3 describes our feature ranking approach. In section 4, we evaluate the
eﬃciency and eﬀectiveness of this algorithm with other representative FS algorithms, and discuss the implications
of the ﬁndings. Finally, section 5 discusses the merits and disadvantages of the various performances measures.
Moreover, we conclude with some possible extensions.
2. Dimensionality reduction
In most learning algorithms, the complexity depends on the number of input features, d, as well as on the size of the
data sample, N. Decreasing d also decreases the complexity of the inference algorithm during testing, as it holds out
the possibility of more eﬀective and rapid operation of data mining algorithms. In some cases, as a result of feature
selection, accuracy on classiﬁcation can be improved, with an easily interpreted model representation [18].
There are two main methods for reducing dimensionality of feature space: (i) feature selection, and (ii) feature
extraction. The objective of FS is to identify some features in the dataset as important, and discard the remaining,
unimportant dimensions [17,18]. The best subset, or the novel set, contains the least number of dimensions that most
contributes to accuracy. On the other hand, the objective of feature extraction is ﬁnding a new set of k dimensions
that are combinations of the original d dimensions [16]. Feature extraction and dimension reduction can be combined
in one step using principal component analysis (PCA), linear discriminant analysis (LDA), or canonical correlation
analysis (CCA) techniques as a preprocessing stepIn machine learning this process is also called low–dimensional
embedding [5,35]. Figure 1 shows the systematics of dimension reduction arguments.
2.1. Feature selection
Feature selection algorithms fall into three broad categories, (i) the ﬁlter, (ii) the wrapper, or (iii) embedded [10,32].
Filter methods [9,38] select the best features according to some prior knowledge (commonly, feature evaluation metric
score) and use the selected features instead of the error rate to score a feature subset. Filters select the features
independently of the classiﬁer and basically serve as a preprocessing step of feature pruning to ease the burden of
classiﬁcation. In general, ﬁlter methods are less computationally intensive, since they do not incorporate learning, but
they produce a feature set which is not tuned to a speciﬁc type of predictive model. Many ﬁlters provide a feature
ranking rather than an explicit best subset, and the cut oﬀ point in the ranking is chosen via cross-validation.
Wrapper methods [21], on the other hand, do not rely only on prior knowledge, but evaluate the feature subsets in
a real classiﬁer and evaluate their classiﬁcation performance to select the features. Each novel subset is used to train a
model, which is tested on a hold-out set. Wrapper methods use a search algorithm along with evaluation measures to
ﬁnd the optimal reduced feature set. Wrapper methods are very computationally intensive, since they typically need
to run and evaluate the feature subsets in the classiﬁer at every iteration. However, they provide the best performing
feature set for that particular type of model.
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Fig. 1. Taxonomy for dimension reduction reasons.
In embedded methods [17,22], the search for the optimal feature subset is built into the classiﬁer construction, and
can be seen as a search in the combined space of feature subsets and hypotheses. Like wrapper approaches, embedded
methods are also classiﬁer speciﬁc. As the embedded methods incorporate FS in the training of the classiﬁer and
enable eﬃcient algorithms to reach the optimum, these are faster than the wrapper methods. The example of this
approach is the recursive feature elimination algorithm, commonly used with SVM to repeatedly construct a model and
remove features with less weights. These approaches tend to be between ﬁlters and wrappers in terms of computational
complexity.
As described above, on this work feature selection problem is a sub problem of dimension reduction. Feature
ranking can be used in FS by ﬁrst determining which available features are most inﬂuential for a classiﬁcation task.
In the feature ranking algorithm, a subset of features is often selected from the top of a ranking list. The process
of selection involves two phases. The algorithm begins with a phase where features are individually evaluated, and
provide a ranking according to a ﬁlter criterion. Afterwards, a feature evaluator is applied to a ﬁxed number from the
previous ranking, that is greater than a threshold value or the ﬁrst k features (k < d).
3. Feature ranking approach
In this paper, we have developed an eﬃcient FR algorithm for selecting the more relevant features prior to derivation
of classiﬁcation predictors. It uses a scoring function as ranking criterion to evaluate the correlation measure between
each feature and the classes. This function comprises three measures for each class: the statistical between-class
distance, the interclass overlapping measure, and an estimate of class impurity. In order to compute the statistical
parameters used in these measures, a normalized form of histogram, obtained for each class, is employed as its a
priori probability density. Since the proposed algorithm examines each feature individually, it provides a fast and
cost-eﬀective method for FR. We have tested the eﬀectiveness of our approach on some benchmark data sets with
high dimensions. For this purpose, some top-ranked features are selected and are used in some rule-based classiﬁers
as the target data mining task.
The solution adopted was to run the same four FR algorithms several times with a random, small, subset in each
iteration. The result of each run is a rank order for each feature, that is combined with the results from previous runs,
acting as a ensemble FR, as shown in Figure 2. This technique is inspired in the Monte Carlo algorithm, which states
that an outcome can be achieved by combining random successive approximations to the same result [12,27].
The ranks of each attribute in each iteration are combined, using a weight function, inﬂuenced by the position of
the attribute in the partial rank. The result of the function gives a rank order for each feature, that is used to select
the most important feature for determine the dependent variable, as illustrated in Algorithm 1. By deﬁnition, the last
feature is the dependent variable.
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Fig. 2. Schematic process for the ensemble feature ranking.
Algorithm 1 Ensemble feature ranking
Input: data - The dataset for feature ranking, represented as a matrix;
N - The number of iterations;
sampleS ize - The size of the sample for each iteration;
W - A vector containing the weights for each rank position;
algo - A vector of feature ranking functions
Output: A vector with the rank of each feature
EnsembleFeatureRanking(data,N, sampleS ize,W, algo)
1 // A matrix of weights. Each row i represents the weights of the j features, given each algorithm in algo
2 weights = vector(algo. length)
3 for each f un in algo
4 localWeights = vector(N)
5 for n = 1 to N
6 randomData = SamplingWithReplacement(data, sampleS ize)
7 localWeights.add( f un(randomData))
8 weights.add(calculateWeightedRank(localWeights,W))
9 rank =vector with the sum of all weights j
10 return rank
calculateWeightedRank(weights,W)
1 weightedRank = vector(W. length)
2 set 0 in all weightedRank[i]
3 for i = 1 to N
4 weightedRank+ = W indexed by weights[i]
5 return weightedRank
3.1. Data analysis
The dataset used in this work is available at the KDD Cup 2008 website1. The challenge focuses the problem of
early detection of breast cancer from X-ray images of the breast. We have settled six diﬀerent datasets, from [T1..T6],
1 http://www.kdd.org/kdd-cup-2008-breast-cancer
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as it is shown in Table 1. They include a combination of instance selection (IS) and FS, and are used to compare the
classiﬁcation performance with and without FR. In the case of FS, three approaches are used: (i) select all features,
(ii) remove the redundant features based on correlation and, (iii) select the top 66 features with our FR approach.
Table 1. Dataset combination.
Undersampling SMOTE
Feature Ranking T1 T4
Feature Selection T2 T5
All Features T3 T6
Two techniques are used to select instances, such as, random undersampling [13] and SMOTE [7]. In the ﬁrst case,
we produce datasets with 1246 instances, which contains all positive cases and 623 randomly negative instances. In
the second one, the datasets have 2000 instances, with approximate class distribution.
The learning algorithms used in this experimental comparison are: the Support Vector Machines (SVM), Bagging
using the RPART function (BAG), Random Forest (RF) and Naı¨ve Bayes (NB). These algorithms are available in
R2 environment. The classiﬁers are compared using: Area Under the Curve (AUC), sensitivity (Patient), and false
positive (FPR) rate (instance) based on work of Santos [33].
4. Results and discussion
The objective of this section is to evaluate our proposed algorithm in terms of number selected features, and learning
accuracy on selected features. Feature selection requires metrics for evaluating the importance of the individual
features. Several evaluation metrics have been used in diﬀerent tasks. We use three criteria to compare the classiﬁers:
AUC, sensitivity, and FPR. The best classiﬁer is the one that, simultaneously
sensitivity = 100% ∧max(AUC) ∧min(FPR) (1)
We made the experiments using sampleS ize = 50, 000, N = 50 and W setted as a decreasing sequence from 123
to 50, and from that point further a value equal to 1. This gives more importance for the ﬁrst ranking positions and
less from the last ones. The FR algorithms used in the ensemble are: Information gain [6], Gain Ratio, Symmetrical
Uncertainty [37] and Chi-square [25].
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Fig. 3. AUC for diﬀerent dataset constructions.
2 http://www.r-project.org
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Fig. 4. FP rate for diﬀerent dataset constructions.
In general, the proposed method for FR is the best, or among the best for producing classiﬁcation models for the
given dataset. Figure 3 shows the AUC variation in each of the dataset types, for all algorithms. As we can see, the
datasets with FR (T1 e T4) produces better AUCs. T1 gets an overall better performance. Besides, the NB and SVM
seems to beneﬁt most with the selection of features, using the proposed approach. Nevertheless, for the FPR, T1 gives
small variance in performance, but it is with T5 that we get the best FPR value (see Figure 4). Relative to sensitivity,
the best results are obtained for T3, followed by T1, as shown in Figure 5. Do notice the two best models, using
the constraint in (1) are achieved with algorithm 1. Even for the RF algorithm, that includes its own feature ranking
procedure, our FR approach achieved slightly better results in terms of AUC, as we can see in table 2.
5. Conclusions
This paper has given an account of and the reasons for the usage of FS techniques in classiﬁcation problems. Prior
studies have also noted the importance of FS as an important tool to improve classiﬁcation. The purpose of the current
study was to report an ensemble FS that can be used in large datasets, that are intractable as is, by some available
FS procedures. This study has shown the usefulness our approach, towards the development of better classiﬁcation
models. We use a set of classiﬁcation algorithms that covers the state-or-the-art learning schemes, evaluated using
AUC, sensitivity and FPR. Based on our results, the AUC appears to be one of the best ways to evaluate a classiﬁer
performance. The following conclusions can be drawn from the present study. Our approach enables the usage of
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Fig. 5. Pacient sensitivity for diﬀerent dataset constructions.
229 Vı´tor Santos et al. /  Procedia Technology  17 ( 2014 )  223 – 230 
Table 2. Best combinations for maximising AUC and sensitivity.
Algo+Dataset AUC Patient sensitivity FPR
NB+T1 0.955 100% 0.074
SVM L+T1 0.932 100% 0.102
SVM L+T2 0.925 100% 0.097
SVM P+T1 0.931 100% 0.106
SVM P+T3 0.912 100% 0.075
RF+T1 0.931 95% 0.101
RF+T3 0.925 97.5% 0.100
RF+T6 0.920 95% 0.086
SVM R+T1 0.930 97.5% 0.100
SVM R+T5 0.850 87.5% 0.047
BAG+T1 0.920 97.5% 0.123
BAG+T3 0.908 100% 0.124
BAG+T6 0.900 95% 0.102
known FR in large datasets. The result lead to the best results in AUC and FPR, in the tested dataset. We ﬁnd that
NB achieved the best performance with higher AUC and lower FPR. The evidence from this study suggests that FR is
able to reduce the correlated variables, on many cases, responsible for the NB poor performance.
The current investigation was limited to one dataset. Our idea is to expand our testing, applying the same method-
ology in other datasets, to conﬁrm the robustness of our FS method. Further work needs to be done to settle some
parameters by default, namely, the size of the samples and the weights for the ranking procedure.
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