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Re´sume´ - Abstract
Re´sume´
Les trois chapitres de ce texte traitent quatre proble`mes de nature ge´ome´trique, dynamique
ou alge´brique, ayant un lien avec le proce´de´ de suspension (ou “mapping-torus”). Le premier
chapitre pre´sente un the´ore`me de combinaison ge´ne´ral pour les graphes de groupes relativement
hyperboliques (Gromov, Farb). Le deuxie`me chapitre aborde deux questions de dynamique
topologique : d’une part la ge´ne´ralisation, aux applications continues de graphes, de la notion
de type d’orbite (Sharkovskii, Boyland) ; d’autre part la caracte´risation de l’existence d’une
structure de suspension pour certaines surfaces branche´es (Williams). Le troisie`me chapitre
traite de la recherche de caracte´risations, combinatoires ou dynamiques, des automorphismes
ge´ome´triques parmi les automorphismes du groupe libre.
Abstract
The three chapters of this text present four distinct problems, of geometrical, dynamical or
algebraical nature, around the mapping-torus construction. The first chapter is about a general
combination theorem for graphs of relatively hyperbolic groups (Gromov, Farb). The second
chapter deals with two questions of topological dynamics : a generalization, to graph-maps, of
the type of a periodic orbit (Sharkovskii, Boyland) ; a characterization of the existence of a
mapping-torus structure for certain branched surfaces (Williams). The third chapter presents
some combinatorial and dynamical characterizations of geometric automorphisms among the
automorphisms of the free group.
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Introduction
1. Pre´ambule
Le titre de ce me´moire “Quatre proble`mes ge´ome´triques, dynamiques ou alge´briques autour
de la suspension” refle`te assez fide`lement son contenu. Le chapitre I traite d’un proble`me de
ge´ome´trie des groupes, plus pre´cise´ment de l’hyperbolisation relative de graphes de groupes.
Le chapitre II pre´sente deux proble`mes de dynamique topologique. Le chapitre III traite essen-
tiellement d’automorphismes de groupes libres et de 2-complexes. La suspension (au sens des
dynamiciens) est un fil conducteur aise´ auquel le lecteur pourra se raccrocher a` tout moment. Il
y a pourtant un aspect du me´moire que le titre choisi n’illustre pas de fac¸on convenable. C’est
la pre´sence, dans chacun des articles pre´sente´s, d’une notion de dynamique. C’est la raison pour
laquelle nous revenons un bref moment, apre`s ce petit pre´ambule, sur la the´orie des syste`mes
dynamiques.
Le lecteur trouvera dans chacun des chapitres le rappel des notions ne´cessaires pour en
appre´hender le contenu spe´cifique. Le re´sultat le plus important aux yeux de l’auteur est le
the´ore`me d’hyperbolisation relative des graphes de groupes du chapitre I (article [G6]), on
y re´soud en effet l’un des proble`mes ouverts (Q. 1.13 page 3) de la liste de M. Bestvina [6].
Il ne s’agit cependant la` que d’une opinion tre`s subjective. Par ailleurs, nous avons inclus,
dans un petit chapitre suivant cette introduction, quelques rappels sur les surfaces et groupes
libres. Chacun des objets, ou presque, qui y apparaˆıt refait surface dans plusieurs des chapitres
suivants.
2. Un peu de dynamique
Vers la fin du XIXesie`cle, H. Poincare´ introduit l’e´tude qualitative des e´quations diffe´rentielles
dans [77], publication que l’on peut conside´rer comme l’acte de naissance de la the´orie des
syste`mes dynamiques. E´tudier un syste`me dynamique n’est plus alors tenter de trouver des
solutions analytiques les plus exactes possibles, mais plutoˆt s’inte´resser aux proprie´te´s asymp-
totiques ou globales du syste`me (par exemple, pour les premie`res, son entropie ou bien, pour
les secondes, l’ensemble de toutes ses orbites pe´riodiques).
La the´orie des syste`mes dynamiques connut de nouveaux et importants de´veloppements
dans les anne´es soixante, sous l’influence de Lorenz, Ruelle et Takens [55, 54, 80] d’une part
et de Smale [85] (voir aussi [90]) d’autre part. Les premiers furent a` l’origine des “attracteurs
chaotiques” (et des premie`res “surfaces branche´es” que l’on retrouvera, sous une autre forme,
dans les chapitres II et III). La de´finition, par Smale, de l’hyperbolicite´ (voir [84] par exemple)
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se re´ve´la tout aussi essentielle : un diffe´omorphisme f d’une varie´te´ me´trique M est hyperbo-
lique sur un ensemble invariant S si le fibre´ tangent TMx en chaque point x de S se de´compose
en deux sous-espaces invariants par Tfx, dilate´s d’un facteur λ > 1, l’un pour les ite´rations
ne´gatives et l’autre pour les ite´rations positives. La de´composition en tels fibre´s, nomme´s res-
pectivement stables et instables, de´pend continuˆment du point conside´re´. Pour un flot apparaˆıt
un troisie`me facteur, de dimension 1 : l’espace tangent au flot. On traduit sche´matiquement
l’hyperbolicite´ par l’existence de varie´te´s stables et instables “feuilletant” l’espace et s’intersec-
tant transversalement. Une caracte´ristique importante d’un syste`me hyperbolique, aussi bien
pour les mathe´maticiens que pour les physiciens, est d’eˆtre structurellement stable, c’est a` dire
insensible aux petites perturbations ou, en termes plus mathe´matiques : “si f ∈ Diff k(M) est
hyperbolique, il existe un ouvert de Diff k(M) autour de f dont les e´le´ments sont topologique-
ment conjugue´s a` f”. C’est par ailleurs un principe que l’hyperbolicite´ entraˆıne le chaos, ou` le
chaos dans un syste`me dynamique peut se traduire par une entropie strictement positive. Selon
le contexte, on dispose de diffe´rentes notions d’entropie (topologique, me´trique, mesurable), qui
peuvent co¨ıncider sous certaines conditions [15, 29]. L’entropie n’apparaˆıtra cependant dans
les re´sultats pre´sente´s (par exemple en liaison avec le proble`me alge´brique de caracte´risation
des automorphismes “ge´ome´triques” du groupe libre - voir le chapitre III) que sous une forme
simple, i.e. comme le rayon spectral d’une matrice (voir le chapitre de rappels). Nous nous
abstiendrons donc ici de plus de pre´cision.
Ces travaux ont eu une grande influence en dehors du domaine strict des syste`mes dyna-
miques. Pour ne citer qu’un ou deux exemples (parmi de nombreux autres) d’interactions avec
topologie, alge`bre et ge´ome´trie : le groupe des classes d’isotopie d’home´omorphismes d’une 3-
varie´te´ hyperbolique compacte, sans bord, est fini (c’est une conse´quence de [35] et du fait que
le groupe d’automorphismes externes d’une varie´te´ hyperbolique sans bord est fini [4] - une
me´trique hyperbolique est une me´trique riemanienne a` courbure sectionnelle constante stricte-
ment ne´gative, de´finie sur M si M est ferme´e et sur l’inte´rieur de M si M a du bord) ; et
la version alge´brique de ce re´sultat : il n’y a d’automorphismes hyperboliques sur un groupe
hyperbolique sans torsion que si ce groupe est un produit libre de groupes libres et de groupes
fondamentaux de surfaces hyperboliques ferme´es (conse´quence de la JSJ-de´composition de [13]
- voir aussi [79]).
Dans ce me´moire, on retrouvera l’hyperbolicite´ dynamique, ou des analogues alge´briques
de cette hyperbolicite´, a` de nombreuses reprises. Notamment en liaison avec une hyperbolicite´
ge´ome´trique, ou plutoˆt une version alge´brique de l’hyperbolicite´ ge´ome´trique.
3. La suspension : un “cas d’e´tude”
Il s’agit ici de la suspension du dynamicien, dite aussi mapping-torus, ou bien encore tore
d’application, et non de la suspension du topologue alge´briste [86].
De´finition. Soit X un espace et f : X → X une application de X dans lui-meˆme. La
suspension de X par f , note´e Xf , est le produit carte´sien X × [0, 1] quotiente´ par la relation
d’e´quivalence (x, 1) ∼ (f(x), 0).
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Supposons que X soit un espace topologique dont le groupe fondamental G est bien de´fini
et admet une pre´sentation finie : G =< x1, · · · , xn ; R1, · · · , Rk >. Supposons alors que f
est une application continue sur X, et notons f# un endomorphisme induit par f sur G.
Le groupe fondamental de la suspension Xf de X par f admet alors une pre´sentation de la
forme < x1, · · · , xn, t ; t−1xit = f#(xi), i = 1, · · · , n, R1, · · · , Rk >. C’est une HNN-extension
ascendante si f# est injectif et un produit semi-direct de G par Z si f# est un automorphisme.
Dans ces deux derniers cas, on dira que c’est un groupe suspension.
On sera principalement inte´resse´ au cas ou` X est un graphe et f une application continue
(disons line´aire par morceaux) de ce graphe, et au cas ou` X est une surface compacte et f
un home´omorphisme de cette surface. Dans le premier cas, la suspension est un 2-complexe
cellulaire muni d’un semi-flot non singulier, c’est a` dire une action libre du semi-groupe des
re´els additifs. Dans le second cas, la suspension est une varie´te´ compacte de dimension 3 (a` bord
si la surface a du bord et ferme´e sinon) munie d’un flot non singulier (tangent au bord s’il y
en a). Topologiquement, dans le second cas, on a une fibration localement triviale sur le cercle,
dont la fibre est la surface et dont la monodromie est la classe d’isotopie de l’home´omorphisme.
Tandis que dans le premier cas, on a seulement une fibration au sens de Serre [86]. Dans les
deux cas, le syste`me dynamique admet, par construction, une section globale : un graphe dans le
premier cas, une surface dans le second cas, qui intersecte toutes les orbites du syste`me en temps
fini, transversalement et dans le meˆme sens. Dans les deux cas, cela se traduit alge´briquement
par l’existence d’une classe de cohomologie dans H1(Xf ,Z) qui est strictement positive sur tout
cycle obtenu en fermant un segment d’orbite, dont les extre´mite´s sont dans la section, par un
chemin quelconque contenu dans la section. De plus, le noyau de cette classe contient le groupe
fondamental de la section et, lorsque f# est un automorphisme (ce qui est toujours ve´rifie´ dans
le second cas), il lui est en fait e´gal.
3.1. Ge´ome´trie des suspensions. Soit S une surface compacte et soit h un home´omor-
phisme de S. La suspension Sh de S par h est une varie´te´ compacte de dimension 3. Depuis
la conjecture de ge´ome´trisation de Thurston, on sait l’importance de la ge´ome´trie dans l’e´tude
de ces varie´te´s. Parmi les huit possibles [83], la ge´ome´trie hyperbolique est certainement la
plus importante. Parmi les varie´te´s hyperboliques, une autre conjecture de Thurston assure
une place de premie`re importance aux suspensions : toute 3-varie´te´ hyperbolique, compacte et
sans bord est, a` reveˆtement fini pre`s, une suspension. A` quelle condition alors la suspension Sh
sera-t-elle une varie´te´ hyperbolique ? Pour simplifier la discussion, la surface S est oriente´e et
l’home´omorphisme h pre´serve l’orientation. Un the´ore`me de Thurston, voir [73] pour une preuve
comple`te, apporte la re´ponse : la suspension Sh d’un home´omorphisme h d’une surface compacte
S est une varie´te´ hyperbolique si et seulement si la classe d’isotopie de h est pseudo-Anosov. Le
lecteur se rapportera au chapitre suivant pour la de´finition de pseudo-Anosov, la conse´quence
la plus significative e´tant qu’il existe, dans la classe d’isotopie de h, un home´omorphisme qui est
un diffe´omorphisme hyperbolique en dehors d’un nombre fini, non nul, d’orbites pe´riodiques.
D’un point de vue alge´brique, que peut-on dire du groupe fondamental de la varie´te´ sus-
pension Sh ? Si S n’a pas de bord, et si la classe d’isotopie de h est pseudo-Anosov, alors c’est
un groupe hyperbolique a` la Gromov [43]. Re´ciproquement, si Sh n’a pas de bord et si son
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groupe fondamental est un groupe hyperbolique non e´le´mentaire (le groupe fondamental de la
suspension d’une sphe`re est, en effet, toujours hyperbolique, de fac¸on triviale), alors la classe
d’isotopie de h est pseudo-Anosov. Bestvina-Feighn ont fourni pour les suspensions d’automor-
phismes de groupes hyperboliques un analogue du the´ore`me de Thurston pour les suspensions
d’home´omorphismes de surfaces [7, 8]. En fait leur the´ore`me s’e´nonce pour des graphes de
groupes hyperboliques. On a ici un cas particulier ou` le graphe est un cercle, le groupe de
sommet est le groupe fondamental d’une surface ferme´e hyperbolique et l’endomorphisme de
recollement est un automorphisme. On nomme commune´ment de tels the´ore`mes the´ore`mes de
combinaison. Que se passe-t-il si la surface S a du bord ? alors seul l’inte´rieur de la varie´te´
suspension Sh porte une me´trique hyperbolique et son groupe fondamental n’est pas hyperbo-
lique du fait des sous-groupes associe´s aux tores de bord. Un tel exemple indique la ne´cessite´
de disposer d’une classe plus large que les groupes hyperboliques. Gromov a ainsi introduit une
notion d’hyperbolicite´ relative dans [43], notion qui ne s’est ve´ritablement de´veloppe´e que suite
a` sa reformulation par d’autres [31, 14, 72]. Qu’en est-il alors d’un the´ore`me de combinaison
pour l’hyperbolicite´ relative ?
Proble`me 1, the´ore`mes I.2.1, I.3.4, I.4.3, I.5.3, I.6.1, I.6.3 aux pages 27, 30, 33, 34, 35,
36, articles [G6, G5, G4] : e´noncer un crite`re de pre´servation de l’hyperbolicite´ relative
par HNN-extension et produit amalgame´. Plus ge´ne´ralement, donner un crite`re d’hyper-
bolicite´ relative pour des graphes de groupes relativement hyperboliques (the´ore`me de
combinaison).
C’e´tait une question ouverte (Q 1.13 page 3) dans [6]. Le point de de´part est une nouvelle
preuve, dans le cadre des suspensions de groupes libres, du the´ore`me de Bestvina-Feighn cite´
plus haut. Notons que, si de nombreuses autres preuves ont e´te´ publie´es, qui couvrent des cas
particuliers dits acylindriques, la preuve propose´e ici est la seule distincte de celle de Bestvina-
Feighn dans le cadre non acylindrique. Et c’est aussi seulement dans un tel cadre qu’intervient
la dynamique de l’application de recollement.
3.2. Types d’orbites. Un the`me classique en syste`mes dynamiques, voir par exemple
[81, 28, 17] du coˆte´ des mathe´maticiens et [41] pour les physiciens, est de chercher a` caracte´riser
un syste`me, et sa complexite´, via les types d’orbites pe´riodiques qu’on y trouve. C’est a` dire que
l’on va de´finir des classes d’orbites pe´riodiques puis tenter de re´pondre a` des questions de la
forme : si tel syste`me pre´sente tel type x d’orbite pe´riodique, peut-il, ou doit-il, pre´senter le type
y ? un syste`me de telle ou telle forme peut-il pre´senter tous les types d’orbites pe´riodiques ? Mais
les syste`mes provenant du monde physique ne sont souvent de´finis qu’a` de petites pertubations
pre`s, ce qui a amene´ a` la question suivante : les classes d’orbites pe´riodiques que je de´finis
vont-elles persister si je modifie l’application ou le flot tout en restant dans une certaine classe,
par exemple classe d’homotopie, d’isotopie, . . . ? Ce genre de questions a mene´ a` l’introduction
des “repre´sentants minimaux”, c’est a` dire des applications, dans une classe donne´e, qui ont la
proprie´te´ de voir leurs types d’orbites pe´riodiques persister a` travers toute la classe.
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Le syste`me dynamique de´fini par la donne´e d’un home´omorphisme h d’une surface a` bord
S est semi-conjugue´ a` un syste`me dynamique de´fini par la donne´e d’une application continue
surjective ψ d’un graphe Γ dans lui-meˆme. Ou`, par semi-conjugaison, on entend une application
continue r : S → Γ telle que r ◦ h = ψ ◦ r. Cette application est une e´quivalence d’homotopie
entre S et Γ. Dans le cas ou` h est pseudo-Anosov, la semi-conjugaison peut eˆtre choisie pour
induire une bijection, a` ensembles finis pre`s, entre l’ensemble des orbites pe´riodiques de h et
l’ensemble des orbites pe´riodiques de ψ. C’est une conse´quence du fait que h est hyperbolique
sur le comple´mentaire, dans l’inte´rieur de S, d’un nombre fini de points. Cependant, a priori,
rien n’assure l’unicite´ du couple (ψ,Γ), qui de´pendra de la re´traction conside´re´e. Le graphe Γ
notamment n’est de´fini qu’a` e´quivalence d’homotopie pre`s. Si l’on s’inte´resse aux questions de
type d’orbite, on est ainsi invite´ a` conside´rer le proble`me suivant :
Proble`me 2, the´ore`me II.1.4 a` la page 43, article [G3] : comparer les ensembles d’orbites
pe´riodiques de deux applications ψ, φ quelconques de´finies sur deux graphes distincts.
Plus pre´cise´ment, de´finir une notion adapte´e de type d’orbite et de repre´sentant minimal.
La suspension, par l’interme´diaire de laquelle peuvent eˆtre de´finies diverses notions de classes
d’orbites pe´riodiques [51], fournit un outil a priori se´duisant pour aborder cette question. En
effet, si l’on conside`re deux graphes distincts, de meˆme groupe fondamental, et deux applica-
tions continues sur ces graphes induisant le meˆme endomorphisme, a` changement de base pre`s,
sur ce groupe fondamental, alors les groupes fondamentaux des suspensions sont isomorphes.
La suspension d’une orbite pe´riodique de´finit une classe de conjugaison dans ce groupe. Une
possibilite´ e´vidente est donc de de´finir la classe d’une orbite pe´riodique comme e´tant cette classe
de conjugaison. Mais cette de´finition, trop grossie`re, ne´cessite d’eˆtre raffine´e et on lui a pre´fe´re´
une approche plus alge´brique.
3.3. Recherche de sections globales. Un autre the`me classique en dynamique topolo-
gique est la recherche de sections globales a` des flots sur des varie´te´s [82, 33]. En d’autres
termes, e´tant donne´ un flot sur une varie´te´ Mn de dimension n ≥ 2, ce flot est-il le flot sus-
pension d’un home´omorphisme d’une varie´te´ Mn−1 ? Moins classique et moins e´tudie´e (voir
cependant [34]) dans le cadre de semi-flots sur des 2-complexes, cette question y est pourtant
tout aussi naturelle. Par exemple, si (φt) est hyperbolique sur l’inte´rieur de M
3 et rentrant le
long du bord pour les t positifs (en termes plus techniques, M3 est le voisinage isolant d’un at-
tracteur hyperbolique), il existe toujours une semi-conjugaison entre le syste`me (M3, (φt)t∈R+) et
un syste`me (W , (σt)t∈R+), ou`W est une surface branche´e (un 2-complexe muni d’une structure
diffe´rentiable) et (σt)t∈R+ un semi-flot non singulier surW [23]. Conse´quence de l’hyperbolicite´
du syste`me, la semi-conjugaison re´alise une bijection entre l’ensemble des orbites pe´riodiques
du flot et l’ensemble des orbites pe´riodiques du semi-flot.
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Proble`me 3, the´ore`mes II.2.10 et II.2.16 aux pages 49 et 51, article [G2] : donner un crite`re
effectif d’existence de sections globales a` des semi-flots sur des 2-complexes. Caracte´riser
les suspensions d’applications continues de graphes parmi ces 2-complexes.
3.4. Sur les automorphismes de groupes libres. On a toujours une semi-conjugaison
entre une suspension d’home´omorphisme de surface a` bord et une suspension d’application
continue de graphe. Un syste`me de ce dernier type provient-il toujours d’un syste`me du premier
type ? Pose´e comme cela, la re´ponse est e´videmment non, car la plongeabilite´ d’un 2-complexe
dans une 3-varie´te´ est une proprie´te´ tre`s forte, pouvant se briser par de simples homotopies
locales. Que se passe-t-il au niveau alge´brique ? Le groupe fondamental de la suspension d’une
application continue de graphe est-il alors toujours celui d’une suspension d’home´omorphisme
de surface ? Il faut bien e´videmment demander que l’application par laquelle on fait la sus-
pension du graphe induise un automorphisme sur son groupe fondamental. Supposons cette
condition satisfaite. Les groupes fondamentaux d’une suspension d’home´omorphisme de sur-
face a` bord et d’une suspension d’application continue de graphe sont alors tous deux des
produits semi-directs d’un groupe libre par Z. Si le groupe fondamental du graphe, un groupe
libre donc, est de rang 2, en d’autres termes si la caracte´tistique d’Euler du graphe est e´gale a`
−1, la re´ponse a` notre question est “oui”. En effet, tout automorphisme du groupe libre de rang
2, note´ F2, est ge´ome´trique, c’est a` dire induit par un home´omorphisme d’une surface compacte
a` bord de groupe fondamental F2. Ce n’est cependant plus vrai lorsque le rang du groupe libre
est supe´rieur ou e´gal a` 3. La question ge´ne´rale est la suivante :
Proble`me 4, the´ore`mes III.3.1 et III.4.3 aux pages 55 et 56, article [G1] : e´noncer des
proprie´te´s permettant de distinguer automorphismes ge´ome´triques et automorphismes
non ge´ome´triques parmi les automorphismes de groupes libres Fn, n ≥ 3.
On a aborde´ le proble`me ci-dessus en de´finissant une classe d’automorphismes combina-
toirement semblables aux pseudo-Anosov de surface sans singularite´s inte´rieures. Les re´sultats
obtenus sont proches dans leur formulation de re´sultats re´cents de Handel-Mosher [50] (et relie´
[49]) et Guirardel [46], mais ils concernent une classe d’automorphismes distincte de la leur
(sans en eˆtre disjointe cependant). Notre approche, totalement diffe´rente de celle adopte´e par les
auteurs cite´s, passe par une de´singularisation combinatoire de la suspension d’une application
continue de graphe. On prouve notamment qu’un automorphisme α dans la classe conside´re´e
est ge´ome´trique si et seulement si l’“entropie” de α est e´gale a` celle de son inverse (pour un
automorphisme de groupe libre on parlera plutoˆt de son facteur de dilatation).
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Rappels sur les surfaces et groupes libres
Surfaces et groupes libres reviendront dans chacun des trois chapitres suivants. C’est pour-
quoi, plutoˆt que de disse´miner des rappels a` travers tout le document, on a pre´fe´re´ les re´unir a`
un meˆme endroit.
4. Surfaces, groupes modulaires et re´seaux ferroviaires
Sauf mention explicite du contraire, une surface est toujours connexe.
4.1. Classification de Nielsen-Thurston. La re´fe´rence en franc¸ais est le livre de Fathi-
Laudenbach-Poenaru [32].
De´finition 4.1. [32] Soit S une surface compacte. Un home´omorphisme h de S est pseudo-
Anosov s’il existe λ > 1 et une paire de feuilletages singuliers (Fu, µs), (Fs, µu) de S, transverses
l’un a` l’autre, transversalement mesure´s, tels que :
(a) h(Fu, µs) = (Fu, 1λµs) et h(Fs, µu) = (Fs, λµu),
(b) les singularite´s, en nombre non nul, sont du type de la quadratique diffe´rentielle zn−2dz2
(selles avec n ≥ 3 se´paratrices).
La convention adopte´e ici pour les mesures transverses aux feuilletages n’est pas celle de
[32]. Notre choix permet d’avoir la mesure instable (resp. stable) dilate´e par les ite´rations
positives (resp. ne´gatives) de l’home´omorphisme.
Lorsque la surface a du bord, on sera parfois amene´ a` distinguer singularite´s inte´rieures et
singularite´s de bord, c’est a` dire sur le bord de la surface. Lorsque l’on a un home´omorphisme
pseudo-Anosov d’une surface a` bord, toute composante de bord de la surface contient au moins
une singularite´ de bord. Par ailleurs, chaque feuille re´gulie`re d’un feuilletage invariant de pseudo-
Anosov est dense dans la surface. Ces feuilles sont home´omorphes a` R.
Le groupe des classes d’isotopie d’home´omorphismes d’une surface S est nomme´ groupe
modulaire et note´, selon la terminologie anglaise, MCG(S). Lorsque la surface a du bord, les
isotopies pre´servent le bord, mais on ne demande pas qu’elles le fixent point par point.
De´finition 4.2. Soit S une surface compacte.
Une classe d’isotopie [h] ∈ MCG(S) est d’ordre fini s’il existe n ≥ 1 tel que hn est isotope
a` l’identite´.
Une classe d’isotopie dans MCG(S) est d’ordre infini si elle n’est pas d’ordre fini.
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Rappelons qu’une courbe essentielle dans une surface compacte est une courbe qui est
homotopiquement non triviale et qui n’est pas homotope a` une composante de bord de la
surface.
De´finition 4.3. Soit S une surface compacte.
Une classe d’isotopie dans le groupe modulaire de S est une classe pseudo-Anosov si un
home´omorphisme dans la classe est un home´omorphisme pseudo-Anosov.
Une classe d’isotopie [h] ∈ MCG(S) est une classe re´ductible si elle est d’ordre infini et
s’il existe une collection finie, non vide, de courbes simples, ferme´es et essentielles, invariante
a` isotopie pre`s sous l’action de h.
Le the´ore`me ci-dessous motive ces de´finitions.
The´ore`me 4.4. (Nielsen-Thurston [32]) Soit S une surface compacte. Toute classe d’iso-
topie dans le groupe modulaire de S est soit d’ordre fini, soit pseudo-Anosov, soit re´ductible.
Meˆme si ce ne sera jamais essentiel, notons qu’un home´omorphisme pseudo-Anosov est
unique, a` conjugaison pre`s, dans sa classe d’isotopie.
4.2. Re´seaux ferroviaires. L’opuscule [22] pre´sente la the´orie des re´seaux ferroviaires
invariants associe´s aux pseudo-Anosov de surfaces. On pourra aussi se re´fe´rer a` [74] pour tout
savoir sur ces objets. Ces deux ouvrages sont loin de constituer les seules re´fe´rences disponibles.
On expose ici les rudiments de cette the´orie, la classique proposition 4.7 e´tablissant le lien entre
home´omorphismes pseudo-Anosov et re´seaux ferroviaires.
Sauf mention explicite du contraire, dans cette partie, les graphes sont connexes et finis.
On supposera leurs areˆtes oriente´es. Si e est une areˆte d’un graphe Γ, e−1 de´signe l’areˆte avec
l’orientation oppose´e. En tant que CW-complexe cependant, Γ a une unique 1-cellule pour
chaque paire {e, e−1}. Soit e une areˆte d’un graphe Γ. Soit v un sommet de Γ auquel elle est
incidente. Soit N(v) un voisinage compact contractible de v dans Γ, ne contenant aucun autre
sommet que v. Un germe de e en v est la fermeture d’une composante connexe de (e∩N(v))\{v}.
Si e admet v comme sommet initial et terminal, alors, e´tant donne´ N(v), e a deux germes
distincts en v. C’est le seul cas.
Si v est un sommet de Γ, St(v) de´signe l’ensemble des areˆtes oriente´es ayant v pour sommet
initial. Si x est un point inte´rieur a` une areˆte, on commence par subdiviser Γ en x. C’est a`
dire que l’on ajoute x a` l’ensemble des sommets de Γ, et que l’on modifie l’ensemble des areˆtes
en conse´quence. La notation St(x) de´signe alors l’ensemble des areˆtes oriente´es de ce nouveau
graphe, qui admettent x pour sommet initial. Un tournant a` un sommet v d’un graphe Γ est
une paire d’areˆtes oriente´es dans St(v). Un chemin p dans Γ emprunte un tournant (e, e′) a` un
sommet v si p contient conse´cutivement un germe de e en v et un germe de e′ en v.
On dira qu’un graphe Γ est muni d’une structure lisse si un espace tangent TxΓ de dimension
1 est de´fini en tout point x de Γ, de telle fac¸on que les TxΓ varient continuˆment en fonction
de x. Ceci permet de distinguer deux classes d’areˆtes dans St(v), v un sommet quelconque de
Γ : celles qui ont leurs germes, au sommet initial v, du coˆte´ gauche de v et celles qui ont leurs
germes, au sommet initial v, du coˆte´ droit de v. En fait, on peut de´finir ainsi, de fac¸on plus
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combinatoire, une structure lisse sur Γ : c’est la donne´e, en chaque sommet de Γ, de deux classes
d’e´quivalence sur St(v), nomme´es “gauche” et “droite”. Si x est un point inte´rieur a` une areˆte,
les notions de gauche et droite en x sont naturelles. On notera StG(x) (resp. StD(x)) les coˆte´s
gauche et droit d’un point quelconque x de Γ.
De´finition 4.5. Un re´seau ferroviaire est un graphe muni d’une structure lisse.
Une mesure sur un re´seau ferroviaire τ est une collection de poids positifs sur les areˆtes de
τ , qui satisfont les “conditions de switch” : la somme des poids sur les areˆtes a` gauche d’un
sommet est e´gale a` la somme des poids sur les areˆtes a` droite de ce sommet. Une mesure sur
un re´seau ferroviaire est une mesure de support total si tous les poids sont strictement positifs.
Un chemin porte´ par un re´seau ferroviaire τ est un chemin localement injectif dans τ , tel
que chaque tournant de τ qu’il emprunte est compose´ d’une areˆte a` gauche et d’une areˆte a`
droite du point conside´re´.
Une application continue ψ d’un re´seau ferroviaire τ pre´serve la structure lisse de τ si l’image
par ψ de tout chemin porte´ est un chemin porte´. C’est une notion qu’il est possible de de´finir
combinatoirement. Demander que ψ pre´serve la structure lisse de τ est, en effet, e´quivalent a`
demander que, pour tout point x de τ , l’application ψ induise une bijection entre l’ensemble
a` deux e´le´ments {StG(x), StD(x)} et l’ensemble a` deux e´le´ments {StG(ψ(x)), StD(ψ(x))}. Plus
pre´cise´ment, si l’image sous ψ d’un germe d’areˆte a` gauche de x est un germe d’areˆte a` gauche
(resp. a` droite) de ψ(x), alors :
– l’image d’un germe de chaque areˆte a` gauche de x est un germe d’areˆte a` gauche (resp. a`
droite) de ψ(x),
– l’image d’un germe de chaque areˆte a` droite de x est un germe d’areˆte a` droite (resp. a`
gauche) de ψ(x).
On peut finalement donner la :
De´finition 4.6. Un re´seau ferroviaire invariant est une paire (ψ, τ) telle que τ est un re´seau
ferroviaire et ψ est une application de τ pre´servant la structure lisse.
L’usage de de´finir un re´seau ferroviaire invariant comme une paire “(application pre´servant
une structure lisse, graphe muni d’une structure lisse)” vient plus de la communaute´ des
mathe´maticiens e´tudiant les automorphismes de groupes libres, que de celle des spe´cialistes
de la dynamique sur les surfaces.
Par un “plongement lisse d’un re´seau ferroviaire τ dans la surface S”, on entend que S
est munie d’une structure lisse, et que l’application de τ dans S conside´re´e est un plongement
de classe C1, dont la diffe´rentielle est injective en tout point. La proposition ci-dessous est
classique, et motive toutes les de´finitions qui pre´ce`dent.
Proposition 4.7. Soit S une surface compacte. Soit h un home´omorphisme pseudo-Anosov
de S, de feuilletages invariants (Fu, µs) et (Fs, µu). Alors il existe un re´seau ferroviaire inva-
riant (ψ, τ), une sous-surface compacte S∆ ⊂ S, pre´serve´e a` isotopie pre`s par h, des plonge-
ments lisses i, φ : τ → S, dont les images sont contenues dans S∆ et transverses a` Fs ∩ S∆,
satisfaisant les proprie´te´s suivantes :
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(a) le comple´mentaire de S∆ dans S est une union de disques, contenant chacun exactement
une singularite´ inte´rieure, et d’anneaux dont une composante de bord co¨ıncide avec une
composante de bord de S ;
(b) en identifiant chaque feuille de Fs ∩ S∆ a` un point, S∆ se re´trate sur i(τ) ; on note r
cette re´traction, qui est une e´quivalence d’homotopie ;
(c) φ(τ) est contenu dans S∆ et co¨ıncide avec h(i(τ)) ; de plus, r ◦ φ = i ◦ ψ et r re´alise
une bijection entre un sous-ensemble cofini de l’ensemble des orbites pe´riodiques de h
et un sous-ensemble cofini de l’ensemble des orbites pe´riodiques de ψ ;
(d) si L est une feuille de Fu ∩ S∆, il existe un chemin c porte´ par τ tel que r(L) = i(c).
De´finition 4.8. Avec les notations introduites dans la proposition 4.7, on dit que (ψ, τ)
est un re´seau ferroviaire invariant de l’home´omorphisme h.
Avec les notations de la proposition 4.7, si h n’a pas de singularite´s inte´rieures (la surface S a
alors force´ment du bord), r re´alise en fait une bijection entre l’ensemble des orbites pe´riodiques
de h et l’ensemble des orbites pe´riodiques de ψ. De plus, le groupe fondamental de S∆ est alors
isomorphe au groupe fondamental de S. Notons que, dans tous les cas, cette surface S∆ est
home´omorphe au voisinage re´gulier de i(τ) dans S. Par ailleurs, que S soit ferme´e ou pas, on
peut toujours demander, en plus des proprie´te´s e´nonce´es, d’une part que l’application ψ envoie
sommet de τ sur sommet de τ ; et, d’autre part, qu’il existe une mesure de support total sur τ .
Son existence provient du fait que les feuilletages invariants du pseudo-Anosov sont transversale-
ment mesure´s et que chaque feuille re´gulie`re est dense. Nous reviendrons dans le chapitre III sur
les proprie´te´s combinatoires satisfaites par les re´seaux ferroviaires invariants de pseudo-Anosov.
Dans [11], les auteurs fournissent un algorithme fini permettant, d’une part de de´cider si un
home´omorphisme “donne´” est dans une classe d’isotopie pseudo-Anosov, et d’autre part, si tel
est le cas, de construire un re´seau ferroviaire invariant de l’home´omorphisme pseudo-Anosov.
On de´crit ci-dessous, tre`s brie`vement, cet algorithme. Ce type d’algorithme a en fait d’abord
e´te´ introduit pour les automorphismes de groupes libres [10], ce qui explique que certains des
objets auxquels on fait allusion ci-dessous ne soient de´finis que dans la section suivante. Le
lecteur pourra pre´fe´rer d’abord lire celle-ci, avant de revenir sur la petite parenthe`se ci-dessous.
Donne´e de l’algorithme : Soit S une surface compacte a` bord, de caracte´ristique d’Euler
strictement ne´gative. Une classe d’isotopie du groupe modulaire de S est de´finie, de fac¸on
unique, par l’automorphisme externe qu’elle induit sur le groupe fondamental, un groupe libre
de rang n note´ Fn. Plutoˆt que l’home´omorphisme lui-meˆme, on ne conside`re ainsi que son action
sur le groupe fondamental de S, a` automorphisme interne pre`s. Plus pre´cise´ment, soit iS un
isomorphisme entre le groupe fondamental de S et le groupe libre Fn, et soit α l’automorphisme
externe de Fn de´fini, via cet isomorphisme, par l’action de la classe d’isotopie conside´re´e. Soit
i un plongement d’un graphe Γ dans S qui induise un isomorphisme i# entre le groupe fonda-
mental de Γ et le groupe fondamental de S. La donne´e de l’algorithme est alors un plongement
ϕ de Γ dans un voisinage re´gulier de i(Γ) dans S tel que, si ϕ# est l’endomorphisme induit au
niveau des groupes fondamentaux, alors ϕ# est un isomorphisme et iS ◦ ϕ# ◦ i−1# ◦ i−1S est un
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automorphisme de Fn dans la classe α. Le plongement ϕ est de´crit par une collection de mots
dans les areˆtes du graphe Γ. Si r de´signe une re´traction du voisinage re´gulier sur i(Γ), alors il
existe un morphisme ψ de Γ dans lui-meˆme tel que i ◦ ψ = r ◦ φ.
Principe de l’algorithme : L’algorithme de [11] consiste alors a` modifier le quadruplet
(Γ, i, ϕ, ψ), tout en gardant le meˆme automorphisme externe α induit sur Fn, par des e´quivalences
d’homotopie de graphes bien particulie`res, dont la proprie´te´ essentielle est de ne jamais faire
croˆıtre l’entropie de l’application ψ (donne´e comme le rayon spectral de la matrice d’incidence
- voir plus bas). Parmi les transformations qui interviennent, les plus importantes sont celles
de´rive´es des plis 1 de Stallings [88], dont on peut donner la formulation topologique suivante :
De´finition 4.9. Soit Γ un graphe. Soit ψ une application continue de Γ dans lui-meˆme,
localement injective en restriction aux areˆtes. Soient p, p′ deux chemins localement injectifs, de
meˆme sommet initial v, et autrement disjoints. Supposons que les images de p et p′ sous ψ
co¨ıncident et que, de plus, les parame´trages de p et p′ soient tels que ψ(p(t)) = ψ(p′(t)) ≡ c(t)
pour tout t ∈ [0, 1], avec p(0) = p′(0) = v et p(1), p′(1) les points terminaux de p et p′.
Soit alors R la relation d’e´quivalence de´finie par :
xRy ⇔ ∃ t ∈ [0, 1], x = p(t) et y = p′(t).
Plier ψ le long de c signifie transformer la paire (ψ,Γ) en la paire (ψ,Γ), ou` Γ est le graphe
quotient Γ/R et ψ est l’application quotient ψ : Γ→ Γ,
Les auteurs de [11] ont modifie´ la de´finition de pli de Stallings en conside´rant ψ : Γ → Γ
plutoˆt que l’application ψ. Ainsi l’automorphisme externe induit sur le groupe fondamental
ne change pas. Si le tournant auquel on plie est emprunte´ par l’image d’une areˆte sous un
ite´re´ de ψ, il apparaˆıt un “fer a` cheval”, ou annulation (ee−1)±1, dans l’image de la nouvelle
application. On peut supprimer cette annulation par une homotopie. Moralement parlant, on
a ainsi “simplifie´” le syste`me dynamique. Le lecteur prendra garde que, tant du point de vue
de l’entropie que du point de vue des orbites pe´riodiques, cette simplification n’est, en fait, pas
si e´vidente. L’algorithme se termine lorsqu’il n’est plus possible de faire de´croˆıtre strictement
l’entropie. Dans le cas ou` la classe d’isotopie repre´sente´e est pseudo-Anosov, on a alors obtenu
un repre´sentant efficace, comme de´fini plus bas. Ce repre´sentant efficace est plonge´, et tel que
la reconstruction d’un re´seau ferroviaire invariant du pseudo-Anosov est alors “canonique”, par
lissages et explosions de sommets. La figure 1 illustre ces transformations pour un sommet
trivalent du graphe du repre´sentant efficace. Il y a un simple lissage lorsque ce sommet corres-
pond a` une singularite´ de bord du pseudo-Anosov, et une explosion lorsqu’il correspond a` une
singularite´ inte´rieure. Tout est de´termine´ a` partir de l’application du repre´sentant efficace. On
dit qu’on a un repre´sentant efficace du pseudo-Anosov. Plus loin dans le texte, on de´finit les
repre´sentants efficaces d’automorphismes externes. Un repre´sentant efficace de pseudo-Anosov
1Stallings de´montre dans [88] que tout morphisme de graphe est une composition de plis et d’un morphisme
localement injectif. Ce morphisme est un isomorphisme si et seulement si l’endomorphisme induit sur le groupe
fondamental est un automorphisme.
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Fig. 1. D’un repre´sentant efficace a` un re´seau ferrovaire
Lissage
Explosion
de surface a` bord est en particulier un repre´sentant efficace de l’automorphisme externe induit
sur le groupe fondamental de la surface.
5. Ge´ome´tricite´, irre´ductibilite´, hyperbolicite´ et automorphismes de groupes
libres
Le groupe libre de rang n ≥ 2 est note´ Fn. On note Aut(Fn) le groupe des automorphismes
de Fn, Inn(Fn) le groupe des automorphismes internes et Out(Fn) = Aut(Fn)/Inn(Fn) le groupe
des automorphismes externes.
5.1. Groupes de surfaces et ge´ome´tricite´. Un groupe G est un groupe de surface s’il
existe un isomorphisme entre G et le groupe fondamental d’une surface compacte S. Soit G
un groupe de surface ferme´e, c’est a` dire qu’il existe un isomorphisme entre G et le groupe
fondamental d’une surface compacte sans bord S. Alors G admet une pre´sentation de la
forme < a1, · · · , ag, b1, · · · , bg, z1, · · · , zr ;
∏g
i=1[ai, bi] =
∏r
j=1 z
2
j > et la surface S est unique a`
home´omorphisme pre`s. Elle est home´omorphe a` la sphe`re S2 prive´e de 2g + r disques ouverts,
a` laquelle on a recolle´, le long de leurs bords, g cylindres et r bandes de Mo¨bius. Supposons
maintenant que G soit un groupe de surface a` bord, c’est a` dire qu’il existe un isomorphisme
entre G et le groupe fondamental d’une surface compacte a` bord S. Puisque cette surface S
se re´tracte par une e´quivalence d’homotopie sur un graphe, son groupe fondamental, et donc
aussi le groupe G, est un groupe libre Fn. Dans ce cas, a` home´omorphisme pre`s, il existe un
nombre fini de surfaces compactes a` bord, dont le groupe fondamental est isomorphe a` G.
Soit S une surface compacte. Toute classe dans le groupe modulaire de S induit un auto-
morphisme externe sur le groupe fondamental de S. Qu’en est-il de la re´ciproque ?
De´finition 5.1. Soit G un groupe de surface. Un automorphisme externe de G est ge´ome´tri-
que s’il est induit par un e´le´ment du groupe modulaire d’une surface compacte de groupe fon-
damental G.
Souvent, par abus, on parle d’“automorphisme ge´ome´trique” en lieu et place d’“automorphis-
me externe ge´ome´trique”. Dans ce cas, c’est e´videmment a` la classe d’automorphisme externe
de´finie par l’automorphisme conside´re´ que l’on pense.
Supposons que G soit un groupe de surface ferme´e. Alors tout automorphisme de G est
ge´ome´trique (et, d’apre`s ce qui pre´ce`de, est re´alisable sur une unique surface). En effet, dans le
cas d’une surface ferme´e S, tout automorphisme externe du groupe fondamental de S est induit
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par un home´omorphisme de S [70, 25, 24]. En particulier, si l’on s’inte´resse a` la dynamique
des automorphismes de groupes de surfaces, on dispose donc, dans ce cas, de la classification
de Nielsen-Thurston.
Supposons maintenant que G soit un groupe de surface a` bord, c’est a` dire un groupe
libre Fn. Les classes du groupe modulaire d’une surface a` bord de groupe fondamental Fn
correspondent exactement aux automorphismes externes de Fn pre´servant, a` conjugaison et
changement d’orientation pre`s, les e´le´ments associe´s aux courbes de bord. C’est, a` nouveau,
un vieux the´ore`me de Nielsen [70] (on revient avec plus de de´tails sur ce re´sultat dans le
chapitre III). Dans ce cas, il n’y a donc pas ne´cessairement une correspondance bijective entre
les automorphismes externes de G, un groupe libre donc, et les classes du groupe modulaire
d’une surface. Notons, cependant, que tout automorphisme externe de F2 est ge´ome´trique. Tous
peuvent eˆtre re´alise´s sur le tore prive´ d’un disque : la courbe de bord est alors un commutateur,
force´ment pre´serve´, ou envoye´ sur son inverse, par l’automorphisme. Mais le cas de F2 est un
cas tre`s particulier. En effet, pour les groupes libres Fn de rang n ≥ 3, on peut affirmer que les
automorphismes ge´ome´triques sont rares [38]. C’est donc bien dans le cadre des groupes libres
que la question de la ge´ome´tricite´ des automorphismes trouve tout son inte´reˆt.
5.2. Automorphismes irre´ductibles. Si l’on s’inte´resse a` la dynamique des automor-
phismes de groupes libres, la situation est bien plus complexe que pour les home´omorphismes
de surfaces : la trichotomie ordre fini, re´ductible et pseudo-Anosov donne´e par le the´ore`me de
Nielsen-Thurston n’a en effet pas, en ge´ne´ral, d’analogue clair au niveau des automorphismes
(externes) du groupe libre. On distingue tout de meˆme diffe´rentes classes :
De´finition 5.2. Soit α un automorphisme de Fn.
– α est re´ductible s’il existe une de´composition de Fn en facteurs libres, note´e Fn = F1 ∗
· · · ∗ Fr ∗G, telle que :
– pour chaque i dans {1, · · · , r} il existe σ(i) dans {1, · · · , r} et un e´le´ment hi de Fn
avec α(Fi) = h
−1
i Fσ(i)hj,
– l’application i 7→ σ(i) re´alise une permutation de {1, · · · , r}.
– α est irre´ductible s’il n’est pas re´ductible.
– α est comple`tement irre´ductible (ou IWIP) si αk est irre´ductible pour tout k ≥ 1.
Les termes ci-dessus sont introduits pour les automorphismes du groupe libre. Ils auraient
cependant aussi bien pu eˆtre de´finis pour les automorphismes externes du groupe libre. En
effet, si un automorphisme appartient a` l’une de ces trois cate´gories, alors tout automorphisme
dans la meˆme classe d’automorphisme externe appartient a` cette meˆme cate´gorie. On utilisera
ainsi ces notions aussi bien pour les automorphismes que pour les automorphismes externes du
groupe libre.
L’acronyme “IWIP” semble plus classique en langue anglaise que l’appellation “completely
irreducible”, qui n’apparaˆıt essentiellement que dans [50]. Mais cette dernie`re a l’avantage de
se traduire facilement en franc¸ais.
Notons que, dans la de´finition d’automorphisme re´ductible, aucune condition n’est de-
mande´e au facteur G, excepte´ bien suˆr d’eˆtre un facteur libre. Par exemple, l’automorphisme
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α de F2 =< a, b > donne´ par α(a) = a et α(b) = ab est re´ductible : on prend F1 =< a >
et G =< b >. Le lecteur notera e´galement qu’une notion de re´ductibilite´ (et par conse´quent
d’irre´ductibilite´) a de´ja` e´te´ introduite pour les home´omorphismes de surfaces. Il faut prendre
garde que, dans le cas d’un automorphisme ge´ome´trique, elles ne co¨ıncident pas force´ment avec
celles introduites ci-dessus pour les automorphismes de groupes libres.
Quels sont donc les liens entre les automorphismes re´ductibles et (comple`tement) irre´ducti-
bles de´finis ci-dessus, et les automorphismes ge´ome´triques induits par des classes d’isotopie
d’ordre fini, pseudo-Anosov ou re´ductibles (voir de´finitions 4.2 et 4.3) ?
Soit S une surface compacte a` bord. Une classe d’isotopie d’ordre fini dans le groupe mo-
dulaire de S peut induire aussi bien un automorphisme irre´ductible qu’un automorphisme
re´ductible sur le groupe fondamental de S. Il en est de meˆme pour une classe pseudo-Anosov. Par
exemple, conside´rons un automorphisme de tresse, c’est a` dire induit par un home´omorphisme
du disque D2 prive´ de n disques ouverts. Cet automorphisme pre´serve l’e´le´ment associe´ a` la
courbe de bord du disque D2. Or cet e´le´ment appartient a` une base du groupe fondamental
de notre surface, le groupe libre Fn. Un automorphisme de tresse est donc toujours re´ductible.
En conside´rant un automorphisme de tresse induit par un pseudo-Anosov, on obtient ainsi
un automorphisme de groupe libre re´ductible, induit par une classe d’isotopie pseudo-Anosov.
Pourtant, un automorphisme de groupe libre induit par un pseudo-Anosov de surface compacte
avec une seule composante de bord est irre´ductible. En effet, conse´quence de la de´finition d’un
pseudo-Anosov, les seuls sous-groupes libres de rang fini invariants a` conjugaison pre`s (sous
une puissance de l’home´omorphisme) sont les sous-groupes cycliques de´finis par les courbes de
bord ; or, dans notre cas, l’unique courbe de bord est un produit de commutateurs ; ce dernier
ne peut engendrer un facteur libre d’une de´composition de Fn comme souhaite´e car il ne peut
eˆtre membre d’une base de Fn (son abe´lianise´ est trivial or l’abe´lianise´ d’une base de Fn est une
base de rang n de l’abe´lianise´). Le meˆme raisonnement s’applique s’il y a plusieurs composantes
de bord, toutes permute´es en un seul cycle. Mais la` l’automorphisme ne sera pas comple`tement
irre´ductible alors qu’il l’est toujours dans le premier cas.
Par ailleurs, de meˆme qu’un automorphisme d’ordre fini ge´ome´trique est force´ment induit
par une classe d’isotopie d’ordre fini, un automorphisme irre´ductible d’ordre infini, s’il est
ge´ome´trique, est ne´cessairement induit par une classe pseudo-Anosov.
On exhibe dans le lemme suivant la seule correspondance bijective trouve´e :
Lemme 5.3. Tout automorphisme de groupe libre ge´ome´trique et comple`tement irre´ductible
est induit par un pseudo-Anosov d’une surface avec une seule composante de bord. Re´ciproque-
ment, tout pseudo-Anosov de surface avec une seule composante de bord induit un automor-
phisme comple`tement irre´ductible sur le groupe fondamental de la surface.
Cette assertion sert sans doute de justification au fait que, souvent, on parle des automor-
phismes comple`tement irre´ductibles comme les “analogues” des pseudo-Anosov sur les surfaces.
5.3. Repre´sentants efficaces. Il existe cependant un autre point commun entre home´o-
morphismes pseudo-Anosov et automorphismes irre´ductibles : tous peuvent eˆtre repre´sente´s
combinatoirement par des repre´sentants efficaces. Ces objets ont e´te´ introduits pour la premie`re
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fois dans [10] sous le nom de train-track map. L’appellation “efficient representative” est beau-
coup moins courante. Essentiellement, elle n’apparaˆıt que dans [56]. Mais elle a l’avantage
d’e´viter des confusions avec les re´seaux ferroviaires. On va rappeler brie`vement la nature de ces
objets. L’ensemble des sommets (resp. des areˆtes) d’un graphe Γ sera note´ V (Γ) (resp. E(Γ)).
Les graphes conside´re´s sont toujours connexes et finis.
De´finition 5.4. Soit α ∈ Out(Fn).
Un repre´sentant de α est une paire (ψ,Γ) ou` :
(a) Γ est un graphe de groupe fondamental Fn,
(b) ψ est une application continue de Γ induisant α sur le groupe fondamental.
Un repre´sentant topologique de α est un repre´sentant (ψ,Γ) de α tel que :
– ψ(V (Γ)) ⊂ V (Γ),
– ψ est localement injective en restriction aux areˆtes.
Un repre´sentant efficace de α est un repre´sentant topologique (ψ,Γ) de α tel que, pour tout
k ≥ 1, (ψk,Γ) est un repre´sentant topologique de αk.
Comme pour les automorphismes ge´ome´triques, on parlera souvent, par abus de langage, de
“repre´sentant (topologique ou efficace) d’un automorphisme” en lieu et place de “repre´sentant
(topologique ou efficace) d’un automorphisme externe”.
Soit (ψ, τ) un re´seau ferroviaire invariant tel que ψ induise un automorphisme α sur le
groupe fondamental, et tel que ψ envoie sommet sur sommet. Alors, il est facile de voir que
(ψ, τ) est un repre´sentant efficace de α. En particulier, soit (ψ, τ) un re´seau ferroviaire invariant
d’un pseudo-Anosov h d’une surface compacte S, tel que ψ envoie sommet sur sommet. Alors
(ψ, τ) est un repre´sentant efficace de l’automorphisme induit par h sur le groupe fondamental
de la surface S∆ de la proposition 4.7.
Mais il est faux en ge´ne´ral qu’un repre´sentant efficace (ψ,Γ) quelconque soit un re´seau
ferroviaire invariant. Supposons qu’il existe un sommet trivalent v de Γ tel que les trois tournants
a` v soient emprunte´s par les images de certaines areˆtes. Alors il est impossible de lisser a` v
de telle fac¸on que la structure lisse soit pre´serve´e. En effet, quelle que soit la structure lisse, il
existe une areˆte de Γ dont l’image par ψ emprunte un tournant forme´ de deux areˆtes du meˆme
coˆte´ de v.
Un trait marquant de ces repre´sentants efficaces est qu’ils permettent de calculer tre`s fa-
cilement le facteur de dilatation de l’automorphisme qu’ils repre´sentent, comme l’exprime le
lemme ci-dessous :
Lemme 5.5. [10] Soit (ψ,Γ) un repre´sentant efficace d’un automorphisme externe de groupe
libre α. Soit M(ψ,Γ) = (mij)i,j=1,··· ,Card(E(Γ)) la matrice d’incidence de ψ de´finie par :
mij = nombre d’occurences de l’areˆte e
±1
j dans l’image de l’areˆte ei.
Alors, le logarithme de la plus grande valeur propre re´elle positive de M(ψ,Γ) est e´gale au
facteur de dilatation de α.
Rappelons les de´finitions de ces quantite´s :
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De´finition 5.6. Le facteur de dilatation λ(α) de α ∈ Out(Fn) est de´fini par :
λ(α) = sup
C∈Fn
lim sup
n→+∞
ln(|αn(C)|)
n
,
ou` |.| de´signe la longueur du mot cycliquement re´duit.
Lorsque l’on dispose d’un repre´sentant efficace d’un home´omorphisme pseudo-Anosov, on
obtient ainsi a` partir de la matrice d’incidence le coefficient de contraction - dilatation des
feuilletages stables - instables.
5.4. Automorphismes hyperboliques. D’une toute autre nature, mais susceptibles eux
aussi de pre´senter des similitudes avec les pseudo-Anosov :
De´finition 5.7. [43] Un automorphisme α d’un groupe discret finiment engendre´ est hy-
perbolique s’il existe λ > 1 et j ≥ 1 tel que la longueur de tout e´le´ment est dilate´e d’un facteur
au moins λ soit par αj soit par α−j.
Ou`, par longueur d’un e´le´ment γ d’un groupe discret G engendre´ par {xi}i=1···n, on entend
le nombre minimal de lettres x±1i ne´cessaires pour former un mot repre´sentant l’e´le´ment γ. Si
G est le groupe libre Fn, c¸a n’est rien d’autre que le nombre de lettres de l’unique mot re´duit
repre´sentant γ. Notons que, la` encore, on pourra parler d’automorphisme externe hyperbolique.
Il est en effet clair que, si un automorphisme est hyperbolique, tout automorphisme dans la
meˆme classe d’automorphisme externe l’est e´galement.
Le the´ore`me ci-dessous donne une caracte´risation des automorphismes hyperboliques des
groupes libres.
The´ore`me 5.8. [7, 19] Un automorphisme de Fn est hyperbolique si et seulement s’il ne
laisse invariant aucun ensemble fini, non vide, de classes de conjugaison.
Notons qu’une implication de ce the´ore`me est triviale, et reste vraie en dehors du groupe
libre : si α ∈ Aut(Fn) laisse invariant un ensemble fini, non vide, de classes de conjugaison,
alors α n’est pas hyperbolique 2.
En un certain sens, les automorphismes hyperboliques sont les analogues des pseudo-Anosov
sur les surfaces ferme´es. Le lemme 5.9 ci-dessous pre´cise cette analogie. Contrairement au
the´ore`me 5.8, et graˆce a` la classification de Nielsen-Thurston, l’e´quivalence entre les items (b)
et (c) de ce lemme n’est pas quelque chose de tre`s profond (celle entre les items (a) et (c) est
tout au plus une observation).
2 Supposons, sans perte de ge´ne´ralite´, l’existence de γ ∈ Fn et h ∈ Fn tels que α(γ) = h−1γh. Alors, pour
tout n ∈ N, α(γn) = h−1γnh. Et, pour tout j ∈ N, αj(γn) = αj−1(h−1)αj−2(h−1) · · ·h−1γnhα(h) · · ·αj−1(h).
On note |.| la longueur d’un e´le´ment pour une base fixe´e de ge´ne´rateurs du groupe libre. Il s’ensuit l’existence
de C(j) ≥ 1 tel que |αj(γn)| ≤ 2C(j) + |γn|, pour tout j ≥ 1 et tout n ≥ 1. On a une ine´galite´ similaire pour
tout entier j ≤ −1. On a ainsi |αj(γn)| ≤ |γn|(1 + 2C(j)|γn| ) pour tout j ∈ Z et tout entier n ≥ 1. La longueur
de γn tend vers l’infini lorsque n tend vers l’infini. Donc, pour tout j ∈ Z, pour tout λ > 1, il existe n ≥ 1 tel
que |αj(γn)| < λ|γn|. D’ou` la non hyperbolicite´ de α. Cette implication reste valable si l’on substitue au groupe
libre un groupe discret finiment engendre´ sans torsion.
16
Lemme 5.9. Soit S une surface compacte ferme´e. Soit α un automorphisme du groupe
fondamental de S. Soit [h] ∈ MCG(S) qui induit la classe d’automorphisme externe de α sur
le groupe fondamental de S. Alors les proprie´te´s suivantes sont e´quivalentes :
(a) [h] est pseudo-Anosov ;
(b) α est hyperbolique ;
(c) α ne laisse invariant aucun ensemble fini, non vide, de classes de conjugaison.
Indication de preuve : Si [h] n’est pas pseudo-Anosov, la classification de Nielsen-Thurston
nous donne imme´diatement que l’automorphisme α laisse invariant un ensemble fini, non vide,
de classes de conjugaison. On a ainsi (c) ⇒ (a). Par ailleurs, l’implication (b) ⇒ (c), facile, a
e´te´ de´montre´e pre´ce´demment (voir la note du bas de la page 16).
Prouvons (a) ⇒ (b). On note h l’home´omorphisme pseudo-Anosov de la classe, de feuille-
tages invariants (Fu, µs) et (Fs, µu). On munit S de la me´trique |dµu| + |dµs|. C’est a` dire
que la longueur d’un chemin p, note´e |p|F , dans S est e´gale a` la somme de ses variations, en
valeur absolue, dans les directions transverses aux feuilletages invariants du pseudo-Anosov,
mesure´es avec les mesures transverses de ces feuilletages. En notant ces variations |p|s et |p|u,
on a |p|F = |p|u + |p|s.
On suppose le groupe fondamental de S base´ en un point x, qui est un point fixe pour
h ; quitte a` substituer h par l’une de ses puissances, un tel point fixe existe toujours. Chaque
e´le´ment γ du groupe fondamental de S est repre´sente´ par une courbe ferme´e, note´e C(γ),
minimisant la fonction longueur ci-dessus. On de´finit la longueur de γ par |C(γ)|F . Remarquons
que |hj(C(γ))|F = |C(αj(γ))|F . Par de´finition, le pseudo-Anosov dilate la mesure µu d’un
facteur λ > 1 et contracte la mesure µs du facteur
1
λ
. En e´crivant les ine´galite´s correspondantes,
on obtient un entier N ≥ 1, inde´pendant de γ, tel que soit |C(αN(γ))|F ≥ λ|C(γ)|F , soit
|C(α−N(γ))|F ≥ λ|C(γ)|F . Le premier cas correspond au cas ou` |C(γ)|u ≥ |C(γ)|s, le second au
cas ou` |C(γ)|s ≥ |C(γ)|u. Remarquons que, lorsque les variations stables et instables co¨ıncident,
on a dilatation apre`s N ite´rations dans les deux directions.
D’autre part, du fait que le groupe fondamental d’une surface compacte est finiment en-
gendre´, il existe µ ≥ 1 tel que, pour tout e´le´ment γ de pi1(S, x), on a 1µ |γ| ≤ |C(γ)|F ≤ µ|γ|, ou`
|γ| de´signe la longueur de γ, pour un syste`me fini de ge´ne´rateurs de pi1(S, x). Par conse´quent,
quitte a` passer a` un ite´re´ plus grand, la dilatation constate´e pour la me´trique introduite est
aussi valable pour la me´trique du mot, et l’automorphisme α est bien hyperbolique. ¤
Si l’on regarde rapidement le the´ore`me 5.8 et le lemme 5.9, on a envie de dire qu’il n’y a gue`re
de diffe´rence entre les automorphismes hyperboliques de groupes libres et les home´omorphismes
pseudo-Anosov de surfaces compactes. He´las, cette analogie tombe lorsque l’on conside`re une
surface a` bord, puisqu’alors l’ensemble des classes de conjugaison associe´es aux courbes de bord
est pre´serve´ par l’automorphisme :
Lemme 5.10. Aucun home´omorphisme de surface compacte a` bord n’induit un automor-
phisme hyperbolique sur le groupe fondamental de cette surface.
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C’est pourtant bien le cas ou` le groupe fondamental de la surface est un groupe libre
et ou` l’on voudrait que l’analogie entre “automorphisme hyperbolique” et “automorphisme
induit par un pseudo-Anosov” tienne. Une formulation e´quivalente pour ce lemme est : aucun
automorphisme ge´ome´trique du groupe libre n’est hyperbolique.
Par ailleurs, quels sont les liens entre automorphismes de groupes libres (comple`tement)
irre´ductibles et automorphismes hyperboliques ? aucun malheureusement : un pseudo-Anosov
d’une surface avec une composante de bord induit un automorphisme comple`tement irre´ductible
sur le groupe fondamental et cet automorphisme n’est pourtant pas hyperbolique. D’autre part,
un automorphisme hyperbolique n’est pas ne´cessairement irre´ductible : il suffit de de´finir α
comme un automorphisme hyperbolique de F3, puis de construire β sur le produit libre F3 ∗F3
e´gal a` α sur chaque facteur. On a bien que β est un automorphisme hyperbolique et, pourtant,
β est re´ductible par construction . . .
Pour ne pas quitter ce chapitre sur de telles de´ceptions, on terminera avec un analogue
du lemme 5.9 pour les repre´sentants efficaces d’automorphismes du groupe libre. Rappelons
tout d’abord les de´finitions des repre´sentants efficaces expansifs et des chemins de Nielsen
pe´riodiques. Ces termes se retrouveront dans le chapitre II.
De´finition 5.11. Un repre´sentant efficace (ψ,Γ) est expansif s’il existe une me´trique sur
Γ telle que toute areˆte e de Γ soit dilate´e d’un facteur λ > 1 par ψ.
Un chemin p dans le graphe Γ d’un repre´sentant topologique (ψ,Γ) est un chemin de Nielsen
pe´riodique s’il existe un entier k ≥ 1 tel que :
– ψk(p) et p ont meˆmes extre´mite´s ;
– ψk(p) est homotope a` p relativement aux extre´mite´s de p.
Lemme 5.12. Tout automorphisme de groupe libre admettant un repre´sentant efficace ex-
pansif n’ayant aucun chemin de Nielsen pe´riodique est un automorphisme hyperbolique.
Le lemme ci-dessus est imme´diat en faisant appel a` 5.8. On propose cependant une preuve
directe. Elle est similaire a` la preuve de l’implication (a) ⇒ (b) du lemme 5.9. On peut aussi
la conside´rer comme une preuve, dans un cas particulier, de l’implication difficile du the´ore`me
5.8. On introduit un de´coupage, en sous-chemins “stables - instables”, des chemins localement
injectifs dans le graphe d’un repre´sentant efficace. Le repre´sentant efficace expansif sans che-
min de Nielsen pe´riodique joue le roˆle de l’home´omorphisme pseudo-Anosov. Cela illustre bien
a` la fois la similarite´ entre le travail sur les automorphismes de groupes libres et celui sur les
home´omorphismes de surfaces, et la complexite´ beaucoup plus grande des techniques utilise´es
dans le premier cadre.
Indication de preuve : On note (ψ,Γ) le repre´sentant efficace expansif conside´re´. Nommons
tournant ille´gal a` un sommet v de Γ un tournant (e, e′) a` v tel que des segments initiaux de e et
e′ sont identifie´s sous un ite´re´ de ψ. Nommons chemin le´gal un chemin localement injectif dans
Γ n’empruntant aucun tournant ille´gal. On note |p| la longueur d’un chemin p dans Γ. On note
[p] l’unique chemin localement injectif dans la classe d’homotopie de p, relative aux extre´mite´s
de p.
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La de´finition de repre´sentant efficace implique que l’image d’un chemin le´gal est un chemin
le´gal. Par de´finition de l’expansivite´, tout chemin le´gal est dilate´ du facteur λ0 > 1 par ψ.
D’autre part, on a une borne supe´rieure sur la longueur des chemins localement injectifs dans
Γ dont l’image par ψ est homotopiquement triviale. C’est une conse´quence du fait que (ψ,Γ)
repre´sente un endomorphisme injectif (avec le langage du chapitre I, ψ est une quasi isome´trie).
Il s’ensuit l’existence de constantes K ≥ 0 et n ≥ 1 telles que, si p est un sous-chemin le´gal
maximal de c1pc2 de longueur supe´rieure a` K, alors [ψ
n(c1pc2)] contient un chemin le´gal de
longueur supe´rieure a` λ0|p|. Conside´rons maintenant un chemin re´duit c emprutant exactement
un tournant ille´gal. L’hypothe`se sur la non existence de chemins de Nielsen pe´riodiques implique
l’existence de m ≥ 1, inde´pendant de c, tel que [ψm(c)] n’a aucun tournant ille´gal. Conside´rons
alors un chemin localement injectif c tel que tous les sous-chemins le´gaux maximaux de [ψm(c)]
sont de longueur infe´rieure a` la constante K exhibe´e auparavant. Il s’ensuit de la remarque
pre´ce´dente que le nombre de tournants ille´gaux dans c est λ1 fois le nombre de tournants
ille´gaux dans [ψm(c)], pour une certaine constante λ1 > 1 inde´pendante de c. Mais les sous-
chemins le´gaux maximaux de c sont eux aussi de longueur infe´rieure a` K. Par conse´quent, il
existe λ2 > 1 tel que |c| ≥ λ2|[ψm(c)]|.
Conside´rons maintenant un chemin ferme´ localement injectif quelconque, note´ p. On nomme
instable l’union de tous ses sous-chemins le´gaux maximaux de longueur supe´rieure a` K. On la
note pu. On nomme stable le comple´mentaire ferme´ de cette union dans p. On le note ps. D’apre`s
la discussion qui pre´ce`de, il existe N ≥ 1 et λ > 1 telles que |[ψN(pu)]| ≥ λ|pu|, tandis que
|pNs | ≥ λ|ps|, ou` pNs est un chemin localement injectif satisfaisant [ψN(pNs )] = ps. On est donc
exactement dans la meˆme situation que dans le cas des surfaces, et les arguments sont alors
exactement les meˆmes, menant a` la meˆme conclusion. ¤
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CHAPITRE I
Hyperbolicite´, hyperbolicite´ relative et the´ore`mes de combinaison
I.1. Pre´liminaires
I.1.1. Groupes et ge´ome´trie. Si, pour un alge´briste, un groupe est un ensemble muni
d’une loi ve´rifiant certaines proprie´te´s, pour un ge´ome`tre un groupe sera un espace me´trique.
Explicitons brie`vement ce point de vue. Soit G un groupe muni d’un syste`me de ge´ne´rateurs S,
que l’on suppose syme´trique. Tout e´le´ment γ de G est le produit d’un nombre fini d’e´le´ments de
S. On de´finit la longueur de γ dans le syste`me de ge´ne´rateurs S, note´e |.|S, comme le nombre
minimal de ge´ne´rateurs ne´cessaires pour e´crire un mot repre´sentant γ. La distance entre deux
e´le´ments γ0, γ1, note´e dS(γ0, γ1), est alors |γ−10 γ1|S. Le couple (G,S), muni de la fonction distance
dS(., .), devient ainsi un espace me´trique. La de´finition faisant intervenir le syste`me ge´ne´rateur
choisi, l’espace me´trique ainsi de´fini n’a, a priori, rien d’intrinse`que. Cependant, lorsque S est
fini, on a la :
Proposition I.1.1. [43, 40] Soient S et S ′ deux syste`mes de ge´ne´rateurs finis d’un meˆme
groupe G. Alors (G, dS) et (G, dS′) sont quasi isome´triques.
En ge´ome´trie des groupes, on n’e´tudiera ainsi pas les groupes a` isomorphisme pre`s, mais a`
quasi isome´trie pre`s. Rappelons-en la de´finition :
De´finition I.1.2. [43, 40] Soient (X, d) et (X ′, d′) deux espaces me´triques, et λ ≥ 1, µ ≥ 0
deux constantes re´elles. L’application f : X → X ′ est une (λ, µ)-quasi isome´trie entre (X, d) et
(X ′, d′) si :
(a) pour tous x, y ∈ X,
1
λ
d(x, y)− µ ≤ d′(f(x), f(y)) ≤ λd(x, y) + µ ;
(b) pour tout y ∈ X ′, il existe x ∈ X avec
d′(f(x), y) ≤ µ.
Si seule la proprie´te´ (a) est satisfaite, on dit que f est un (λ, µ)-plongement quasi-isome´trique.
Les espaces (X, d) et (X ′, d′) sont quasi isome´triques s’il existe λ ≥ 1, µ ≥ 0 et une (λ, µ)-
quasi isome´trie de (X, d) a` (X ′, d′).
Notons que, dans le cadre de la proposition I.1.1, la constante additive peut eˆtre choisie
nulle.
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On peut faire remonter les origines de la ge´ome´trie des groupes a` Max Dehn, dans les
quinze premie`res anne´es du XXesie`cle. Cependant, pendant la majeure partie du XXesie`cle,
c’est plutoˆt l’approche combinatoire qui a domine´ dans la the´orie des groupes discrets [62, 61].
Ce n’est qu’au de´but des anne´es 80 qu’a vraiment e´te´ formalise´e l’approche ge´ome´trique, avec
l’introduction par Gromov [43] non seulement de la notion de quasi isome´trie mais aussi des
maintenant classiques groupes hyperboliques :
De´finition I.1.3. [43] Un espace me´trique (X, d) est δ-hyperbolique s’il est ge´ode´sique et
satisfait la proprie´te´ des triangles δ-fins, c’est a` dire :
Pour tout triplet x, y, z ∈ X, toute ge´ode´sique de x a` y, note´e [x, y], est contenue dans le
δ-voisinage d’une concate´nation [x, z][z, y] de ge´ode´siques de x a` z et de z a` y.
On dit que (X, d) est Gromov hyperbolique s’il existe δ ≥ 0 tel que (X, d) soit δ-hyperbolique.
Un groupe hyperbolique (ou Gromov hyperbolique) est un groupe discret qui agit cocom-
pactement, proprement discontinuˆment et isome´triquement sur un espace Gromov hyperbolique
propre.
On rappelle qu’un espace me´trique est propre si ses boules ferme´es sont compactes.
Notons qu’un groupe hyperbolique est ainsi finiment pre´sente´, c’est a` dire qu’il existe un
nombre fini de ge´ne´rateurs S et de relations R tels que G =< S ; R >. On peut donc reformuler
la de´finition d’hyperbolicite´ a` la Gromov de la fac¸on suivante : soit G un groupe discret muni
d’un syste`me fini de ge´ne´rateurs S ; soit ΓS(G) le graphe de Cayley pour G associe´ a` S ; G est
hyperbolique si et seulement si ΓS(G) est Gromov hyperbolique. On rappelle que ΓS(G) est le
graphe dont les sommets sont en bijection avec les e´le´ments de G et une areˆte joint le sommet
g au sommet g′ si et seulement si g = g′s, avec s ∈ S. Une fois ces areˆtes de´cre´te´es isome´triques
a` [0, 1], ΓS(G) devient un espace me´trique ge´ode´sique propre.
On a la
Proposition I.1.4. [43, 40] Si G et G′ sont deux groupes discrets quasi isome´triques, G
est hyperbolique si et seulement si G′ l’est e´galement.
Les plus simples des groupes hyperboliques sont les groupes finis et les groupes virtuellement
cycliques infinis. On dit que ce sont les groupes hyperboliques e´le´mentaires. On n’y attache que
peu d’inte´reˆt dans le cadre de cette the´orie.
Les premiers groupes hyperboliques non triviaux sont les groupes libres : le graphe de Cayley
de Fn, pour un syste`me ge´ne´rateur a` n e´le´ments, est un arbre, espace me´trique 0-hyperbolique.
Les groupes fondamentaux de varie´te´s hyperboliques compactes sans bord fournissent une autre
collection d’exemples de groupes hyperboliques : ils agissent comme il le faut sur le reveˆtement
universel de la varie´te´, qui est l’espace hyperbolique usuel ; et cet espace hyperbolique est
Gromov hyperbolique [26].
L’hyperbolicite´ a` la Gromov entraˆıne bon nombre de proprie´te´s alge´briques et / ou ge´ome´tri-
ques : pre´sentation finie, re´solubilite´ des proble`mes du mot et de conjugaison, nombre fini de
classes de conjugaisons d’e´le´ments de torsion, pas de Z⊕Z sous-groupes (le centralisateur d’un
e´le´ment d’ordre infini est virtuellement cyclique), croissance exponentielle des boules pour les
groupes hyperboliques non e´le´mentaires, . . .[40]. Leur classe est cependant tre`s large. Dans
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un certain sens, on peut meˆme affirmer que “presque tout” groupe de pre´sentation finie est
hyperbolique [44, 71].
I.1.2. Hyperbolicite´ relative. Malgre´ cela, on rencontre tre`s vite des groupes non hyper-
boliques : le groupe fondamental d’une 3-varie´te´ orientable, compacte, a` bord, d’inte´rieur hyper-
bolique et de volume fini, par exemple. Il contient en effet des Z⊕Z sous-groupes, correspondant
aux tores de bord. Cet exemple n’a pourtant rien d’exotique : la fermeture du comple´mentaire
d’un voisinage tubulaire du noeud de 8 dans S3, l’un des noeuds les plus simples, rentre dans
cette classe. Sans chercher beaucoup plus loin, on peut aussi citer la plupart des groupes mo-
dulaires, donc des groupes de tresses : si la surface conside´re´e n’est ni S2 − D(j), j ≤ 4, ni
T − D(1) avec D(n) une union de n disques disjoints (pour simplifier, on ne parle ici que de
surfaces orientables), les groupes modulaires ne sont pas hyperboliques. En effet, deux twists
de Dehn le long de courbes simples ferme´es, essentielles, disjointes commutent. Si ces courbes
sont, de plus, non isotopes, ceci entraˆıne la pre´sence de Z ⊕ Z sous-groupes dans le groupe
modulaire, d’ou` sa non hyperbolicite´. C’est pour cette raison que, de`s son article originel sur
les groupes hyperboliques, Gromov proposa une de´finition d’hyperbolicite´ relative [43]. Cette
premie`re tentative n’a tout d’abord eu qu’un e´cho limite´, jusqu’aux travaux de Farb [31]. Ce
dernier proposa une nouvelle approche, plus combinatoire, de cette notion. Bowditch [14] puis
Osin [72] ont ensuite a` leur tour propose´ de nouvelles de´finitions. Puisque c’est l’approche de
Farb qui a e´te´ privile´gie´e dans les travaux pre´sente´s ici, c’est celle qui va eˆtre expose´e ci-dessous.
Ensuite seront pre´cise´s les liens entre les diverses notions d’hyperbolicite´ relative qui coexistent
actuellement.
De´finition I.1.5. [31] Soit G un groupe finiment engendre´, de syste`me ge´ne´rateur S, et
soit H = {H1, · · · , Hr} une famille finie de sous-groupes de G finiment engendre´s.
Si ΓS(G) de´signe le graphe de Cayley de G associe´ au syste`me ge´ne´rateur S, le graphe de
Cayley relatif a` H, note´ ΓHS (G), est le graphe dont :
(a) l’ensemble des sommets est l’union de l’ensemble des sommets de ΓS(G) avec un en-
semble de sommets exceptionnels en bijection avec les classes a` droite suivant les
Hk ∈ H, note´s v(gHk),
(b) l’ensemble des areˆtes est l’union de l’ensemble des areˆtes de ΓS(G) avec un ensemble
d’areˆtes, dites areˆtes exceptionnelles, qui joignent chaque sommet de ΓS(G) aux r som-
mets exceptionnels associe´s aux classes a` droite auxquelles il appartient,
(c) chaque areˆte de ΓHS (G) contenue dans ΓS(G) est rendue isome´trique a` [0, 1], chaque
areˆte exceptionnelle est rendue isome´trique a` [0, 1
2
].
Remarque I.1.6. Dans la de´finition ci-dessus, comme dans certains des re´sultats donne´s
dans ce chapitre, les conditions de finitude sur la famille H, comme sur les syste`mes ge´ne´rateurs
de G et des Hk ∈ H, ne sont pas ne´cessaires. Elles sont implicitement utilise´es dans l’affirma-
tion que les automorphismes relativement hyperboliques de´finis plus loin dans ce chapitre sont
des quasi isome´tries.
Avec les notations ci-dessus, soit γ une (λ, µ)-quasi ge´ode´sique de ΓHS (G). Rappelons qu’une
(λ, µ)-quasi ge´ode´sique est l’image d’un intervalle re´el par un plongement (λ, µ)-quasi isome´trique.
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On dit que γ est sans aller-retour si γ passe au plus une fois par chaque sommet exceptionnel.
Les points d’entre´e de γ dans une classe a` droite gHk sont les sommets de ΓS(G) associe´s a`
cette classe, appartenant a` γ et pre´ce´dant imme´diatement le sommet exceptionnel v(gHk) le
long de γ. Si γ est sans aller-retour, il y a au plus un point d’entre´e dans chaque classe.
De´finition I.1.7. [31] Avec les hypothe`ses et notations de la de´finition I.1.5, le graphe de
Cayley relatif ΓHS (G) satisfait la proprie´te´ de pe´ne´tration borne´e s’il existe C(λ, µ) telle que
si γ, γ′ sont deux (λ, µ)-quasi ge´ode´siques sans aller-retour, de meˆme point initial et dont les
points terminaux sont a` distance infe´rieure ou e´gale a` 1 dans ΓS(G),
alors :
si γ et γ′ pe´ne`trent dans une meˆme classe gHk, leurs points d’entre´e dans cette classe sont a`
distance infe´rieure ou e´gale a` C(λ, µ) dans ΓS(G).
Ce n’est pas la formulation exacte de [31]. La de´finition originale de pe´ne´tration borne´e de-
mande que deux conditions distinctes soient satisfaites. Le fait que l’une de ces deux conditions
implique l’autre m’a e´te´ signale´ par I. Kapovich.
D’un point de vue ge´ome´trique, cette proprie´te´ implique qu’il n’y a pas de longs (au sens
de la me´trique absolue) chemins paralle`les proches l’un de l’autre et passant a` travers deux
classes distinctes de la partie relative. D’un point de vue alge´brique, elle entraˆıne facilement
la presque malnormalite´ de la famille H. La malnormalite´ d’un sous-groupe est une notion
classique, exprimant l’oppose´ de la notion de normalite´ : un sous-groupe H d’un groupe G est
malnormal dans G si pour tout w ∈ G−H, w−1Hw∩H = {1}. Pour la presque malnormalite´ de
H, on autorise l’existence d’un nombre fini d’e´le´ments a` l’intersection de H et de ses conjugue´s :
il existe M > 0 tel que, pour tout w ∈ G − H, le cardinal de w−1Hw ∩ H est infe´rieur a` M .
E´videmment, s’il n’y pas de torsion dans le groupe, la presque malnormalite´ se re´duit a` la
normalite´. Pour la presque malnormalite´ d’une famille de sous-groupes, on a la :
De´finition I.1.8. Une famille de sous-groupe {H1, · · · , Hr} est presque malnormale si :
(a) chaque Hk est presque malnormal,
(b) il existe M ≥ 0 tel que pour tout j 6= k, pour tout g ∈ G, Card(g−1Hkg ∩Hj) ≤M .
Revenons maintenant aux de´finitions d’hyperbolicite´ relative :
De´finition I.1.9. [31] Avec les hypothe`ses et notations introduites dans la de´finition I.1.5 :
(a) Le groupe G est faiblement hyperbolique relativement a` H si le graphe de Cayley relatif
a` H est Gromov hyperbolique.
(b) Le groupe G est fortement hyperbolique relativement a` H si le graphe de Cayley relatif
a` H est Gromov hyperbolique et satisfait la proprie´te´ de pe´ne´tration borne´e.
A. Szczepan´ski [89] a montre´ que les deux de´finitions ci-dessus ne sont pas e´quivalentes :
Z⊕Z est faiblement hyperbolique relativement a` l’un des deux facteurs Z mais il ne l’est pas au
sens fort. En fait, Dahmani [27] puis Alibegovic´ [1] (avec une me´thode plus directe) ont montre´
plus tard l’e´quivalence entre la de´finition originelle de Gromov et celle de l’hyperbolicite´ relative
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forte donne´e ci-dessus. Cette e´quivalence avait e´te´ annonce´e par Bowditch dans un article [14].
Il y proposait d’autres formulations de l’hyperbolicite´ relative, pour certaines e´quivalentes a`
l’hyperbolicite´ relative faible, pour d’autres e´quivalentes a` l’hyperbolicite´ relative forte, comme
de´finies ci-dessus.
Un inte´reˆt majeur de l’hyperbolicite´ relative forte re´side dans le fait que le groupe he´rite des
proprie´te´s importantes des sous-groupes de la partie relative. Par exemple, si G est fortement
hyperbolique relativement a` un sous-groupe H, alors une ine´galite´ isope´rime´trique pour H est
une ine´galite´ isope´rime´trique pour G [31]. Si H a des proble`mes du mot ou de conjugaison
re´solubles, il en est de meˆme pour G (voir [20, 31, 72, 78]). Ce n’est pas ve´rifie´ dans le cas
de l’hyperbolicite´ relative faible. Celle-ci a cependant pu eˆtre parfois exploite´e avec profit, par
exemple pour apporter une solution au proble`me de conjugaison dans les groupes modulaires
[66].
I.1.3. Introduction aux the´ore`mes de combinaison. On suppose connues les notions
classiques de HNN-extensions, produits amalgame´s et plus ge´ne´ralement de graphes de groupes,
ainsi que les e´quivalents topologiques de ces constructions alge´briques [83]. On rappelle tre`s
brie`vement les bases du proce´de´ de HNN-extension, puisque c’est sur elles (plus pre´cise´ment,
en fait, sur les produits semi-direct par Z qui sont des cas particuliers de HNN-extension) que
l’accent a e´te´ mis dans ce me´moire. Soient G et H deux groupes avec deux morphismes injectifs
i0, i1 de H dans G. La HNN-extension de G au dessus de (H, i0, i1) est le groupe obtenu en
ajoutant un ge´ne´rateur, note´ t, a` G ainsi que les relations t−1i0(w)t = i1(w) pour tout w ∈ H. Le
graphe de groupes associe´ a un sommet de groupeG et une areˆte de groupeH. Topologiquement,
on re´alise cette HNN-extension en conside´rant X et Y deux espaces topologiques de groupes
fondamentaux respectifs G et H, puis en recollant a` X le cylindre Y ×[0, 1] le long de Y ×{0, 1},
de telle fac¸on que les applications de recollement fk : Y × {k} → X, k = 0, 1, induisent les
injections ik au niveau des groupes fondamentaux. Les produits semi-directs G o Z sont des
cas particulier de HNN-extension, lorsque i0 et i1 sont des isomorphismes. Plus ge´ne´ralement,
lorsque le domaine de i1 ◦ i−10 (i.e. l’image de i0) est e´gal a` G, on parle de HNN-extension
ascendante. On retrouve alors les groupes suspensions, annonce´s dans l’introduction. Soient
X un espace topologique de groupe fondamental G, et f : X → X une application continue
induisant un endomorphisme injectif f# sur G. La suspension Xf de X par f est bien une
re´alisation topologique de la HNN-extension ascendante de G au dessus de (G, IdG, f#), ou` IdG
est le morphisme identite´ de G dans lui-meˆme. C’est une re´alisation topologique du produit
semi-direct Gof# Z si f# est un automorphisme.
Refermons cette parenthe`se, et revenons aux the´ore`mes de combinaison. Conside´rons un
graphe de groupes dont les groupes de sommets sont des groupes hyperboliques. Une question
naturelle est de savoir sous quelle(s) condition(s) son groupe fondamental sera hyperbolique. La
meˆme question se pose, bien suˆr, si les groupes de sommets sont relativement hyperboliques.
La re´ponse sera cependant ne´cessairement plus complique´e puisque l’on doit, dans ce cas,
pre´ciser les sous-groupes a` inclure dans la partie relative. Pour que la re´ponse ait un inte´reˆt,
ces sous-groupes doivent eˆtre les plus “petits” possibles. En effet, tout groupe est hyperbolique
relativement a` lui meˆme, mais ce n’est gue`re enrichissant de le savoir.
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De tels re´sultats sont nomme´s the´ore`mes de combinaison. Les plus classiques de ces the´ore`mes
concernent les groupes Kleiniens [64, 65, 63]. Plus proche de nous, comme on l’a de´ja` e´voque´, le
the´ore`me de Bestvina-Feighn [7] traite le cas des graphes de groupes hyperboliques. Le lecteur
pourra se reporter a` [52] pour une exposition claire de leur the´ore`me.
D’autres preuves, plus e´le´mentaires, sont ensuite parues, mais traitant uniquement des cas
acylindriques [42, 53]. Soit G un groupe agissant sur un arbre T . On dit que l’action de G
sur T est acylindrique s’il existe une borne uniforme sur la longueur des ge´ode´siques de T de
stabilisateurs non triviaux sous l’action de G. Lorsque l’on se donne un graphe de groupes, G
n’est rien d’autre que le groupe fondamental de ce graphe de groupes, tandis que T de´signe son
reveˆtement universel. Par exemple, un produit libre est e´videmment un cas acylindrique. Pour
donner un exemple un peu plus sophistique´, soient H1, H2 deux sous-groupes d’un groupe G
tels que la famille {H1, H2} soit malnormale dans G. Alors, une HNN-extension de G sur H1
telle que t−1H1t = H2 est aussi un cas acylindrique.
A` l’oppose´, l’exemple typique de cas non acylindrique est le produit semi-direct d’un groupe
infini G par Z, en d’autres termes le groupe suspension d’un automorphisme d’un groupe infini
G. En effet, dans un tel cas, le graphe de groupes est un cercle, son groupe fondamental G est
le produit semi-direct GoZ, son reveˆtement universel T est une droite, et cette droite est fixe´e
point par point sous l’action du sous-groupe G de G.
Une conse´quence bien connue de la JSJ-de´composition pour les groupes hyperboliques,
librement inde´composables et sans torsion [13], est la suivante :
Proposition I.1.10. Soit G un groupe hyperbolique infini sans torsion, tel que G o Z est
hyperbolique. Alors G est un produit libre de groupes de surfaces hyperboliques ferme´es et de
groupes libres.
En reconside´rant, a` la lumie`re de ce re´sultat, la proble´matique d’un the´ore`me de combi-
naison pour les suspensions d’automorphismes de groupes hyperboliques, il apparaˆıt que l’on
a essentiellement deux cas non acylindriques a` traiter : les suspensions d’automorphismes de
groupes libres et les suspensions d’automorphismes de groupes fondamentaux de surfaces hy-
perboliques ferme´es. Ce sont les cas traite´s respectivement dans [G4] et [G5]. Comme il a
de´ja` e´te´ e´crit, seul le the´ore`me de Bestvina-Feighn les couvrait jusqu’alors. L’approche adopte´e
dans [G4] et [G5] diffe`re totalement de celle de [7]. La` ou` [7] fait appel a` la caracte´risation
de l’hyperbolicite´ a` la Gromov par l’existence d’une ine´galite´ isope´rime´trique line´aire (en fait
subquadratique), on utilise la caracte´risation de cette hyperbolicite´ par la proprie´te´ des tri-
angles fins. Le principe ge´ne´ral est de calculer une approximation des quasi ge´ode´siques dans
un arbre de groupes relativement hyperboliques. Si cette approche a l’inconve´nient d’eˆtre appa-
remment plus calculatoire que l’approche de Bestvina-Feighn, elle a l’avantage de se ge´ne´raliser
directement au contexte de l’hyperbolicite´ relative.
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I.2. Suspensions de groupes libres et hyperbolicite´
I.2.1. E´nonce´ du re´sultat. Le the´ore`me prouve´ dans [G4] pour les groupes libres est le
suivant :
The´ore`me I.2.1. (voir [G4]) Soit α un endomorphisme injectif du groupe libre Fn. Si α
est hyperbolique et d’image malnormale, alors le groupe suspension de α est hyperbolique.
On est revenu, dans le chapitre de rappels, sur les automorphismes hyperboliques du groupe
libre. Pour les endomorphismes injectifs :
De´finition I.2.2. Soit Fn le groupe libre de rang n. On note |.| la longueur d’un e´le´ment
de Fn pour un syste`me fixe´ de n ge´ne´rateurs.
Un endomorphisme injectif de Fn est hyperbolique s’il existe λ > 1 et j ≥ 1 tels que,
pour tout e´le´ment γ ∈ Fn, parmi l’ensemble des e´le´ments µ ∈ Fn satisfaisant αj(µ) = γ ou
αj(γ) = µ, au plus un ne satisfait pas |µ| ≥ λ|γ|.
Comme on l’a de´ja` e´crit, le the´ore`me ci-dessus est implicite dans [7], mais la preuve que
l’on propose ici diffe`re totalement de celle propose´e dans [7].
I.2.2. Un (contre)-exemple instructif, les Baumslag-Solitar. Les groupes de Baums-
lag-Solitar, BS(1,m) =< a, t ; t−1at = am >, forment une famille d’exemples tre`s simples
pour laquelle l’endomorphisme de groupe libre dont on fait la suspension a un comportement
dynamique hyperbolique, sans que pourtant cette suspension le soit. Le groupe libre en question
ici est le groupe Z =< a > et l’endomorphisme est a 7→ am. Cet exemple va permettre de
comprendre deux phe´nome`nes cle´s. On prend pour simplifier m = 2 et on travaille dans le
graphe de Cayley associe´ au syste`me ge´ne´rateur {a, t} introduit ci-dessus. Pour joindre l’e´le´ment
1 a` l’e´le´ment a2
n
on peut choisir d’aller de 1 a` t−n+1, puis de t−n+1 a` t−n+1a2, puis de revenir a`
a2
n
= t−n+1a2tn−1 par le chemin tn−1. On a ainsi re´alise´ un chemin c0 de longueur 2(n−1)+2 =
2n. On peut aussi choisir d’aller de 1 a` a, puis de a a` at−n+1, puis de at−n+1 a` at−n+1a2, puis de
la` a` at−n+1a2tn−1 = a2
n+1 et enfin on termine a` a2
n
= a2
n+1a−1. On a ainsi re´alise´ un chemin c1
de longueur 1 + (n− 1) + 2+ (n− 1) + 1 = 2n+2. Le chemin c0 est une ge´ode´sique tandis que
c1 est une (1, 2)-quasi ge´ode´sique. Or plus n est grand, plus c0 et c1 s’e´loignent l’un de l’autre,
au sens de la distance de Hausdorff. En effet, l’e´le´ment t−n+1 de c0 est a` distance n− 1 du plus
proche point de c1. D’ou` la non hyperbolicite´ du groupe (les bigones (λ, µ)-quasi ge´ode´siques
doivent eˆtre δ(λ, µ)-fins). Quels sont les phe´nome`nes a` noter ?
(a) Un chemin le plus court pour joindre 1 a` a2
n
, le chemin c0, implique une de´viation
dans la direction du “temps” t. C’est une conse´quence de la dilatation exponentielle
et cela se de´duit des trivialite´s suivantes : l’ine´galite´ 2t + λ−tL < aL + b admet une
solution en t de`s que L est suffisamment grand (L repre´sente la distance entre les
deux points conside´re´s si l’on reste au meˆme niveau) ; la quantite´ 2t + λ−tL admet
un minimum en t, logarithmique en L. De tels arguments ne pourront e´videmment
s’appliquer directement dans le cas ge´ne´ral : d’une part car alors on peut connaˆıtre
un phe´nome`ne de re-dilatation avant d’avoir mene´ la contraction a` son terme ; mais
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surtout d’autre part car on a ici une dilatation uniforme de facteur λ > 1 qui n’existe
e´videmment pas telle quelle dans le cas ge´ne´ral (on a alors seulement une dilatation
d’intervalles suffisamment grands, sans controˆle sur ceux de taille petite).
(b) La non hyperbolicite´ vient d’une contraction exponentielle dans deux directions diffe´ren-
tes : celle de la classe a` droite Im(α), et celle de la classe a` droite a Im(α). Ces deux
classes se chevauchent le long de longues ge´ode´siques dans Z. L’hypothe`se de malnor-
malite´, qui n’est pas satisfaite ici, interdit ces longs chevauchements.
I.2.3. La me´trique te´lescopique. On reprend ici les notations du the´ore`me I.2.1. Pour
simplifier, on va supposer que α est un automorphisme du groupe libre Fn.
Soit (ψ,Γ) un repre´sentant topologique de α. Le reveˆtement cyclique de la suspension de
(ψ,Γ) est l’espace obtenu a` partir de Z copies du cylindre Ci = Γ× [0, 1] en recollant le Γ×{1}
du cylindre Ci au Γ × {0} du cylindre Ci+1 via l’application ψ. Soit T le reveˆtement universel
de Γ et soit ψ˜ un releve´ de ψ sur T . Le reveˆtement universel X˜ de la suspension de (ψ,Γ) se
construit en recollant Z copies Ti de T × [0, 1] : l’arbre T × {1} de Ti est identifie´ a` l’arbre
T × {0} de Ti+1 via l’application ψ˜.
Cet espace X˜ porte donc un semi-flot non singulier (σt)t∈R+ transverse a` un feuilletage
en arbres : les arbres sont des copies de T ; les orbites du semi-flot sont des recollements
d’intervalles, ou` deux intervalles {x} × [0, 1], {y} × [0, 1], appartenant respectivement a` deux
copies conse´cutives Ti et Ti+1 de T×[0, 1], sont joints par leurs extre´mite´s {x}×{1} et {y}×{0}
si ψ˜(x) = ψ˜(y).
On a une projection pi : X˜ → R telle que chaque pre´-image pi−1(t), une strate, soit un arbre
T × {t}. Si on munit Γ d’une me´trique, par exemple en rendant chaque areˆte isome´trique a`
[0, 1], elle se rele`ve en une me´trique sur T : on nommera distance horizontale, et on notera
dhor, cette me´trique sur les T × {t}. Si deux points ne sont pas dans une meˆme strate, leur
distance horizontale est infinie. D’autre part, l’application pi re´alise une semi-conjugaison entre
le semi-flot (σt) et le semi-flot sur R donne´ par les translations de re´el positif. D’ou` une distance
naturelle sur les segments d’orbites du semi-flot, celle de R. Chaque orbite du semi-flot est un
arbre oriente´ qui se projette surjectivement sur R par l’application pi. Deux points quelconques
dans une orbite sont joints par une concate´nation finie de segments d’orbites. On de´finit la
distance entre ces deux points comme la somme des longueurs de ces segments d’orbites : on
obtient ainsi une distance verticale, note´e dvert. La distance verticale est infinie pour deux points
n’appartenant pas a` une meˆme orbite.
De´finition I.2.3. Un chemin te´lescopique est une concate´nation finie de chemins non
triviaux contenus dans des orbites, dits chemins verticaux, et de chemins contenus dans des
strates, dits chemins horizontaux.
La longueur te´lescopique d’un chemin te´lescopique est la somme des longueurs horizontales
et verticales de ses sous-chemins maximaux horizontaux et verticaux.
La distance te´lescopique dtel(x, y) entre deux points x, y de X˜ est l’infimum des longueurs
des chemins te´lescopiques joignant x a` y.
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Le groupe suspension agit isome´triquement, proprement discontinuˆment (et cocompacte-
ment) sur X˜ muni de cette me´trique te´lescopique. Muni d’un syste`me de ge´ne´rateurs fini, il est
donc quasi isome´trique a` (X˜, dtel). Pour prouver son hyperbolicite´, il suffit ainsi de prouver la
Gromov hyperbolicite´ de (X˜, dtel) lorsque l’automorphisme α est hyperbolique. Pour cela, on
traduit cette condition d’hyperbolicite´ de l’endomorphisme au niveau du semi-flot.
Dans le cas ge´ne´ral d’une HNN-extension ascendante, c’est a` dire lorsque α est seulement
un endomorphisme injectif, on a les meˆmes de´finitions. Mais la description de l’espace est un
peu plus complique´e, car on a un espace non connexe au dessus de chaque point de R.
Nous de´taillons plus a` la section suivante le cas des suspensions de surfaces. La principale
diffe´rence avec le cas conside´re´ la`-bas est qu’ici un semi-flot accompagne la suspension et non
un flot. La projection sur une strate, le long du semi-flot, d’une ge´ode´sique horizontale n’est
pas, en ge´ne´ral, une ge´ode´sique horizontale. D’autre part, deux chemins horizontaux peuvent
intersecter une meˆme orbite sans que leurs points d’intersection avec cette orbite soient dans le
futur ou le passe´ l’un de l’autre. Car, en ge´ne´ral, l’orbite d’un point sous le semi-flot contient
strictement l’union des orbites future et passe´e de ce point. Tout ceci se traduit par l’existence
d’annulations, c’est a` dire de ge´ode´siques horizontales connectant deux points d’une meˆme
orbite. La principale difficulte´, du moins avec l’approche de [G4] car [G6] propose une autre
approche peut-eˆtre plus conceptuelle, est donc de sortir les chemins conside´re´s des annulations.
Pour re´sumer, on ne peut pas utiliser si facilement la 0-hyperbolicite´ des strates qui rend
pourtant, a priori, le proble`me plus simple que pour les surfaces.
I.3. Hyperbolicite´ relative des suspensions d’home´omorphismes de surfaces
I.3.1. E´nonce´ du re´sultat.
De´finition I.3.1. Soit H = {H1, · · · , Hr} une famille de sous-groupes d’un groupe G. Soit
α un endomorphisme de G.
On dit que α pre´serve H a` conjugaison pre`s si, pour chaque k = 1, · · · , r, il existe σ(k) ∈
{1, · · · , r} et hk ∈ G tels que :
– α(Hk) = h
−1
k Hσ(k)hk,
– l’application k 7→ σ(k) est une permutation de {1, · · · , r}.
On dit que α fixe H a` conjugaison pre`s s’il existe pour chaque k ∈ {1, · · · , r}, un e´le´ment
hk de G tels que α(Hk) = h
−1
k Hkhk.
Avec les notations ci-dessus, si α pre´serve H a` conjugaison pre`s, il existe un entier N ≥ 1
tel que αN fixe H a` conjugaison pre`s.
De´finition I.3.2. Soit H = {H1, · · · , Hr} une famille de sous-groupes d’un groupe G. Soit
α un endomorphisme de G qui fixe H a` conjugaison pre`s.
La suspension de la famille H par α est la collection de sous-groupes HkoαZ, k = 1, · · · , r.
Le the´ore`me e´nonce´ ci-dessous est moins ge´ne´ral que celui re´ellement prouve´ dans [G5]. La
JSJ-de´composition [13] nous permet, en effet, d’e´tendre tre`s facilement les re´sultats pre´sente´s
ici au cas des suspensions de groupes hyperboliques librement inde´composables et sans torsion.
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Le prix a` payer est une formulation tre`s lourde, inconve´nient habituel de tout travail faisant
appel a` ces re´sultats de JSJ-de´composition (et plus ge´ne´ralement aux graphes de groupes).
De´finition I.3.3. Soit S une surface compacte et soit h un home´omorphisme de S.
Une famille canonique invariante pour h, note´e F(h), est une famille maximale de sous-
groupes du groupe fondamental de S forme´e des trois types de sous-groupes suivants :
(a) les sous-groupes cycliques associe´s aux courbes de bord,
(b) les sous-groupes associe´s aux sous-surfaces maximales sans composantes pseudo-Anosov,
(c) les sous-groupes cycliques associe´s aux courbes de re´duction, qui ne sont pas de´ja` conte-
nus dans les sous-groupes du type (b).
Une famille canonique invariante est bien de´finie a` conjugaison pre`s.
The´ore`me I.3.4. (voir [G5]) Soit S une surface compacte et soit h un home´omorphisme
de S. Soit F(h) une famille canonique invariante pour h (voir de´finition I.3.3).
Le groupe fondamental de la suspension de (h, S) est faiblement hyperbolique relativement
a` la famille F(h).
Soit N ≥ 1 tel que hN# fixe F(h) a` conjugaison pre`s. Le groupe fondamental de la suspension
de (hN , S) est fortement hyperbolique relativement a` la suspension de F(h) par hN#.
Pour l’hyperbolicite´ relative forte, on a ici besoin de substituer hN a` h du fait de la de´finition
donne´e de “suspension d’une famille de sous-groupes”. A` la diffe´rence des articles [G5] et [G6],
on garde dans cette suspension des sous-groupes conjugue´s par h. Ceci interdit au groupe fon-
damental de la suspension de (h, S) d’eˆtre fortement hyperbolique relativement a` la suspension
de F(h). En effet, soit h# l’automorphisme externe induit par h sur le groupe fondamental de
S et soit t le ge´ne´rateur du sous-groupe Z du groupe suspension, agissant par h# sur le groupe
fondamental de S. Alors le groupe suspension contient des sous-groupes Hj, Hk, k 6= j, avec
t−1Hjt ∩Hk 6= {1}. La proprie´te´ de pe´ne´tration borne´e, qui requiert la malnormalite´ (il n’y a
pas de torsion dans les groupes conside´re´s ici), n’est donc pas satisfaite.
I.3.2. Sche´ma de preuve. La preuve est techniquement plus facile que dans le cas des
groupes libres, ce qui permet de la ge´ne´raliser imme´diatement a` l’hyperbolicite´ relative. La
me´thode ge´ne´rale est la suivante :
(a) on traite le cas de l’hyperbolicite´ a` la Gromov des suspensions de pseudo-Anosov de
surfaces ferme´es ;
(b) on e´tend directement le cas pre´ce´dent aux surfaces a` bord graˆce a` l’existence de la
me´trique horizontale associe´e aux mesures transverses des feuilletages invariants du
pseudo-Anosov : on obtient ainsi l’hyperbolicite´ relative des suspensions de pseudo-
Anosov de surfaces a` bord.
(c) le cas d’une suspension quelconque revient a` la suspension d’un arbre de groupes telle
que :
– les groupes de sommets de l’arbre sont les groupes de (sous)-surfaces associe´es a`
la famille F(h),
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– les groupes d’areˆtes sont des groupes cycliques associe´s aux courbes de bord de
la surface et aux courbes de re´duction,
– l’application de suspension envoie sommet sur sommet et areˆte sur areˆte.
On explicite le point (a). Le reveˆtement universel de la suspension de (h, S) admet une
structure similaire a` celle apparaˆıssant dans le cas des groupes libres, si bien que la terminologie
introduite pre´ce´demment reste valable ici. Il est cependant important de noter :
– d’une part que les strates ne sont plus des arbres mais des disques de Poincare´,
– d’autre part qu’un ve´ritable flot s’est substitue´ au semi-flot.
Horizontalement, c’est a` dire dans les strates, on n’utilise pas la me´trique hyperbolique :
De´finition I.3.5. Soit D2 le disque de Poincare´ e´quippe´ de deux feuilletages singuliers
(Fu, µs) et (Fs, µu), transverses l’un a` l’autre, et transversalement mesure´s. Si x, y sont deux
points de D2, on note Γxy l’ensemble des chemins de x a` y dans D2.
La distance du(x, y) = inf
γ∈Γxy
∫
γ
|dµu| (resp. ds(x, y) = inf
γ∈Γxy
∫
γ
|dµs|) est la distance instable
(resp. distance stable) entre x et y.
La distance dF(x, y) = du(x, y) + ds(x, y) est la distance feuillete´e entre x et y.
On parlera de fac¸on similaire de longueurs feuillete´es, stables et instables.
Le deuxie`me point du lemme ci-dessous va permettre de travailler comme si l’on e´tait
dans un arbre, et non dans un espace δ-hyperbolique quelconque. Le troisie`me point est la
cle´ de la simplification de la preuve par rapport au cas des suspensions de groupes libres. Il
permet d’obtenir une ge´ode´sique horizontale par projection sur une strate, le long du flot,
d’une ge´ode´sique te´lescopique ou horizontale. Le quatrie`me point nous donne le phe´nome`ne de
dilatation - contraction indispensable a` toute la de´marche.
Lemme I.3.6. Avec les notations pre´ce´dentes, supposons que (Fu, µs) et (Fs, µu) soient
les releve´s des feuilletages invariants d’un pseudo-Anosov. On note h un releve´ de ce pseudo-
Anosov, laissant invariant (Fu, µs) et (Fs, µu). Alors :
(a) L’espace (D2, dF) est un espace δ-hyperbolique.
(b) Trois points quelconques de D2 sont les sommets d’un tripode ge´ode´sique pour la distance
feuillete´e.
(c) Pour la distance feuillete´e, l’image par h d’une ge´ode´sique est une ge´ode´sique.
(d) Il existe λ > 1 et N ≥ 1 tels que la longueur feuillete´e de tout chemin est dilate´e du
facteur λ > 1 soit par N ite´rations de h, soit par N ite´rations de h−1.
De´finition I.3.7. Avec les notations pre´ce´dentes, soit w une ge´ode´sique horizontale.
Une ge´ode´sique w-relative est un chemin te´lescopique dans X˜ minimisant la longueur
te´lescopique parmi tous les chemins te´lescopiques de X˜ qui se projettent sur w le long du flot.
Un bigone ge´ode´sique w-relatif est un bigone de X˜ dont les coˆte´s sont des ge´ode´siques
w-relatives.
Dans une premie`re e´tape, on prouve :
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Proposition I.3.8. Il existe une constante ρ ≥ 0 telle que, pour toute ge´ode´sique horizon-
tale w, tout bigone ge´ode´sique w-relatif est ρ-fin.
Dans une deuxie`me e´tape :
Proposition I.3.9. Il existe une constante µ ≥ 0 telle que tout bigone ge´ode´sique de
(X˜, dtel) est contenu dans le µ-voisinage te´lescopique d’un bigone ge´ode´sique w-relatif, quelle
que soit la ge´ode´sique horizontale w conside´re´e joignant les orbites des extre´mite´s du bigone.
On a vu l’existence d’un tripode ge´ode´sique horizontal, de coˆte´s note´s w1, w2, w3, entre trois
orbites donne´es. La proposition I.3.9 permet d’en de´duire que tout triangle ge´ode´sique de X˜
est proche d’un triangle forme´ de ge´ode´siques wi-relatives. On conclut graˆce a` la finesse des
bigones ge´ode´siques wi-relatifs donne´e par la proposition I.3.8.
Pour e´tendre cette preuve au cas des surfaces a` bord, il suffit de modifier la me´trique
horizontale en une pseudo-me´trique en de´clarant les courbes de bord comme des feuilles a` la
fois stables et instables. Ainsi, leur diame`tre est nul. Une fois cette de´finition e´tablie, tous les
arguments expose´s ci-dessus fonctionnent de la meˆme fac¸on. Il est en effet clair que le groupe
fondamental de la surface a` bord, un groupe libre, muni de la me´trique relative associe´e aux
sous-groupes cycliques des courbes de bords, est quasi isome´trique au disque muni de la pseudo-
me´trique indique´e.
I.4. Hyperbolicite´ relative des suspensions d’automorphismes de groupes
hyperboliques
L’objectif de la Note [G12] e´tait de donner une preuve courte pour l’hyperbolisation relative
des suspensions de groupes hyperboliques, en utilisant la JSJ-de´composition de [13]. Celle-ci
permet, en effet, de se ramener essentiellement au cas du groupe libre. On va e´noncer un cas
particulier de [G12]. En contrepartie de l’utilisation d’une machinerie lourde comme la JSJ-
de´composition, et a` la diffe´rence de [G12], la preuve du the´ore`me donne´ plus bas est imme´diate
a` partir des re´sultats pre´ce´dents.
Le lemme pre´liminaire ci-dessous est classique. Si G est un graphe de groupes dont les
groupes d’areˆtes sont triviaux, le graphe combinatoire associe´ a` G est le graphe Γ obtenu a`
partir de G en substituant le groupe trivial a` chaque groupe de sommet. Le groupe fondamental
de Γ est un groupe libre.
Lemme I.4.1. Soit G un groupe hyperbolique sans torsion. Alors G est le groupe fondamental
d’un graphe de groupes G tel que :
(a) les groupes de sommets de G, note´s Gi, sont des groupes librement inde´composables,
hyperboliques et sans torsion ;
(b) les groupes d’areˆtes sont triviaux ;
(c) si α est un automorphisme externe de G, si Γ est le graphe combinatoire associe´ a` G,
alors :
– α induit une bijection sur l’ensemble des sommets de G ;
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– si n ≥ 1 est tel que l’action de αn sur G fixe chaque sommet, alors αn induit un
automorphisme, note´ αni , sur chaque groupe de sommet Gi ;
– α induit un automorphisme externe, note´ αΓ#, sur le groupe fondamental de Γ (un
groupe libre).
Par ailleurs, rappelons la
De´finition I.4.2. Soit G un groupe muni d’une fonction longueur sur les classes de conju-
gaisons note´e |.|. Soit α un automorphisme de G.
Un e´le´ment γ ∈ G est a` croissance line´aire sous α s’il existe une fonction line´aire f : Z→ N,
telle que, pour tout n ∈ Z :
|αn(γ)| ≤ f(n)|γ|.
Un sous-groupe de G est un sous-groupe a` croissance line´aire sous α s’il existe une fonction
line´aire satisfaisant la proprie´te´ ci-dessus pour tout e´le´ment γ du sous-groupe.
Notons que, si H est un sous-groupe a` croissance line´aire sous α, alors, bien suˆr, H est aussi
un sous-groupe a` croissance line´aire sous une puissance quelconque de α, ou meˆme de tout
automorphisme dans la meˆme classe d’automorphisme externe. On peut maintenant e´noncer le
re´sultat de cette section :
The´ore`me I.4.3. Soit G un groupe hyperbolique sans torsion. Soit G le graphe de groupes
donne´ par le lemme I.4.1. On note Gi les groupes de sommet de G.
Soit α un automorphisme de G. Soit n ≥ 1 tel que l’action de αn sur G fixe chaque sommet.
Soit αni l’ automorphisme induit sur le groupe de sommet Gi. On note Fi(α) une famille maxi-
male de sous-groupes maximaux de Gi a` croissance line´aire sous α
n
i . Soit F(α) la famille de
sous-groupes de G qui est l’union des Fi(α). Il existe N ≥ 1 tel que αN fixe F(α) a` conjugaison
pre`s.
Soit Γ le graphe combinatoire associe´ a` G, et soit αΓ# l’automorphisme induit par α sur le
groupe fondamental de Γ.
Si αΓ# est un automorphisme hyperbolique, alors :
(a) le groupe suspension de α est faiblement hyperbolique relativement a` F(α) ;
(b) le groupe suspension de αN est fortement hyperbolique relativement a` la suspension de
F(α) par αN .
Ce the´ore`me est une ge´ne´ralisation directe du the´ore`me donne´ pour les suspensions d’home´o-
morphismes de surfaces. En effet, la famille de sous-groupes donne´e dans ce cadre est une famille
maximale de sous-groupes maximaux a` croissance line´aire sous l’automorphisme induit. On
aurait pu de´crire dans le the´ore`me ci-dessus, comme on l’a fait dans le contexte des surfaces,
la collection de sous-groupes a` inclure dans la partie relative. Cependant, cela nous aurait
demande´ d’expliciter plus en de´tail la JSJ-de´composition, et aurait ne´cessite´ une formulation
encore plus fastidieuse.
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I.5. Hyperbolicite´ relative des suspensions d’automorphismes de groupes
relativement hyperboliques
De´finition I.5.1. (voir [G6]) Soient G =< S > un groupe de syste`me ge´ne´rateur S et H
une collection de sous-groupes de G. Un automorphisme α de G est hyperbolique relativement
a` H si α pre´serve H a` conjugaison pre`s et s’il existe λ > 1, N ≥ 1 tels que pour tous w ∈
G−
⋃
Hk∈H
Hk :
λ||w||H ≤ max(||αN(w)||H, ||α−N(w)||H),
ou` ||.||H de´signe la me´trique du mot associe´e au syste`me ge´ne´rateur qui est l’union de S avec
l’ensemble des e´le´ments de G appartenant aux sous-groupes de H.
Lorsque H est vide, on retrouve la de´finition d’automorphisme hyperbolique [43]. Le lemme
suivant illumine le lien entre le the´ore`me I.3.4 et les re´sultats a` venir :
Lemme I.5.2. Tout home´omorphisme h de surface compacte induit un automorphisme hy-
perbolique relativement a` une famille canonique invariante F(h) (voir de´finition I.3.3).
Indication de preuve : La preuve reprend les arguments employe´s pour de´montrer qu’un
pseudo-Anosov h de surface compacte sans bord S induit un automorphisme hyperbolique sur
le groupe fondamental de S, voir la preuve du lemme 5.9. Supposons maintenant que la surface
a du bord : on modifie la me´trique introduite la`-bas en conside´rant que les courbes de bord
appartiennent aux deux feuilletages. Leur diame`tre est donc nul. L’home´omorphisme induit
toujours une quasi isome´trie pour la nouvelle me´trique, et tous les arguments s’appliquent.
On a simplement un troisie`me type de chemins, de diame`tre nul, pre´serve´s. Le cas ge´ne´ral se
de´duit imme´diatement, avec les meˆmes arguments. Il est cependant important de noter que l’on
a une longueur minimale sur tout morceau traversant une composante pseudo-Anosov (deux
sous-surfaces de la partie relative ne peuvent eˆtre arbitrairement proches). ¤
Le the´ore`me pour les suspensions de groupes relativement hyperboliques s’e´nonce comme
suit :
The´ore`me I.5.3. (voir [G6]) Soit G un groupe faiblement hyperbolique relativement a` une
famille finie de sous-groupes finiment engendre´s H. Si α ∈ Aut(G) est hyperbolique relativement
a` H alors la suspension de G par α est faiblement hyperbolique relativement a` H. C’est en
particulier vrai si G est un groupe hyperbolique et H est quasi convexe dans G.
Soit G un groupe fortement hyperbolique relativement a` une famille finie de sous-groupes
finiment engendre´s H. Soit α ∈ Aut(G) un automorphisme de G, hyperbolique relativement a`
H. Soit N ≥ 1 tel que αN fixe H a` conjugaison pre`s. Alors la suspension de G par αN est
fortement hyperbolique relativement a` la suspension de H par αN . C’est en particulier vrai si
G est un groupe hyperbolique et H est quasi convexe et presque malnormale dans G.
Rappelons qu’un sous-groupe H d’un groupe hyperbolique G est quasi convexe dans G
s’il existe une constante C ≥ 0 telle que les ge´ode´siques de G joignant des points de H sont
34
contenues dans le C-voisinage de H. Le lien entre la premie`re et la deuxie`me partie du the´ore`me
tient dans la proposition suivante, maintenant classique :
Proposition I.5.4. Un groupe hyperbolique G est faiblement (resp. fortement) hyperbolique
relativement a` une famille finie de sous-groupes finiment engendre´s H si et seulement si H est
quasi convexe (resp. quasi convexe et presque malnormale) dans G.
I.6. Vers un the´ore`me de combinaison ge´ne´ral
Dans [G6], on prouve un the´ore`me de combinaison complet pour les groupes relativement
hyperboliques. On re´sout ainsi l’un des proble`mes ouverts, Q. 1.13 page 3, de la liste de M.
Bestvina [6]. La formulation de ce the´ore`me est assez lourde. C’est pourquoi on a pre´fe´re´
exposer ici un cas particulier emble´matique : celui des extensions de groupes relativement
hyperboliques par des groupes libres. C’est le cas le plus sophistique´ de produit semi-direct que
peut traiter notre the´ore`me de combinaison. Il en est de meˆme, dans le cadre hyperbolique, pour
le the´ore`me de Bestvina-Feighn. Pour aller plus loin, on doit e´crire un the´ore`me de combinaison
pour les 2-complexes de groupes. Pour des exemples ou caracte´risations d’extensions de groupes
hyperboliques par des groupes libres, on pourra se re´fe´rer a` [69] ou [48].
I.6.1. E´nonce´s des re´sultats.
On va tout d’abord pre´senter un re´sultat traitant de HNN-extensions ascendantes de groupes
relativement hyperboliques, i.e. de suspensions d’endomorphismes injectifs de groupes relative-
ment hyperboliques.
La de´finition d’un endomorphisme injectif relativement hyperbolique est une adaptation
directe de la de´finition d’un automorphisme relativement hyperbolique. Cette adaptation est
la meˆme que pour passer des automorphismes hyperboliques aux endomorphismes injectifs
hyperboliques.
Par ailleurs, on dit qu’un sous-groupe H d’un groupe G est presque malnormal relativement
a` une famille H s’il existe une borne supe´rieure uniforme sur la longueurH-relative des e´le´ments
dans l’intersection g−1Hg ∩H, pour tout g /∈ H.
The´ore`me I.6.1. (voir [G6]) Soit G un groupe fortement hyperbolique relativement a` une
famille finie de sous-groupes finiment engendre´s H. Soit α un endomorphisme injectif de G, qui
est hyperbolique relativement a` H, et dont l’image est presque malnormale relativement a` H.
Supposons que α fixe H a` conjugaison pre`s. Alors le groupe suspension de G par α est fortement
hyperbolique relativement a` la suspension de H par α.
Une particularite´ de ce the´ore`me est qu’il ne traite pas de l’hyperbolicite´ relative faible.
C’est parce qu’il est faux dans ce contexte. En effet, la presque malnormalite´ relative n’est pas,
dans le cadre de l’hyperbolicite´ relative faible, une condition suffisante pouvant se substituer a`
la condition de malnormalite´ dans le cadre de l’hyperbolicite´ a` la Gromov usuelle. On renvoit
le lecteur a` l’article [G6].
Comme on l’a dit plus haut, le principal re´sultat expose´ ici est celui de l’extension d’un
groupe relativement hyperbolique par un groupe libre.
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De´finition I.6.2. (voir [G6]) Soit G un groupe et soit H une collection de sous-groupes
de G. Un groupe libre Fn =< α1, · · · , αn > d’automorphismes de G est un groupe d’automor-
phismes uniforme´ment hyperboliques relativement a` H si les αi pre´servent H a` conjugaison
pre`s et s’il existe λ > 1, N ≥ 1 tels que, pour tous w ∈ G−
⋃
Hk∈H
Hk, l’ine´galite´
λ||w||H ≤ ||α(w)||H
n’est pas satisfaite par au plus un automorphisme α de longueur N dans les ge´ne´rateurs αi.
Avec les notations ci-dessus, supposons que chaque αi fixe H a` conjugaison pre`s. On de´finit
alors l’extension de H par Fn =< α1, · · · , αn > de la meˆme fac¸on que l’on avait de´fini la
suspension d’une famille de sous-groupes par un automorphisme, voir la de´finition I.3.2.
The´ore`me I.6.3. (voir [G6]) Soit G un groupe faiblement hyperbolique relativement a` une
famille finie de sous-groupes finiment engendre´s H. Soit A =< α1, · · · , αn > un groupe libre
d’automorphismes de G, uniforme´ment hyperboliques relativement a` H. Alors G oA Fn est
faiblement hyperbolique relativement a` H.
Soit G un groupe fortement hyperbolique relativement a` une famille finie de sous-groupes
finiment engendre´s H. Soit A =< α1, · · · , αn > un groupe libre d’automorphismes de G, uni-
forme´ment hyperboliques relativement a` H. Soient N1, · · · , Nn des entiers tels que αNii fixe H
a` conjugaison pre`s, pour i = 1, · · · , n. Soit A′ le sous-groupe de A engendre´ par les αNii . Alors
GoA′ Fn est fortement hyperbolique relativement a` l’extension de H par A′.
Pour illustrer ce the´ore`me, on a la
Proposition I.6.4. Soit S une surface compacte a` bord. On se donne n home´omorphismes
pseudo-Anosov h1, · · · , hn engendrant un groupe libre et on note α1, · · · , αn les automorphismes
induits sur le groupe fondamental de S par h1, · · · , hn. Alors il existe k1, · · · , kn tel que
< αk11 , · · · , αknn > soit un groupe d’automorphismes uniforme´ment hyperboliques relativement a`
la famille des sous-groupes cycliques associe´s aux courbes de bord.
Indication de preuve : On conside`re les feuilletages invariants (F iu, µis) et (F is, µiu) des pseudo-
Anosov αi. On note |.|i les me´triques associe´es, comme dans la preuve du lemme I.5.2. Si γ
de´signe un e´le´ment du groupe fondamental de S, on note Ci(γ) des ge´ode´siques repre´sentant
γ pour chacune de ces me´triques |.|i. On pose ||γ|| =
n∑
i=1
|Ci(γ)|i. La me´trique ||.|| est quasi
isome´trique a` la me´trique du mot pour un syste`me ge´ne´rateur S∪H (S est le syste`me ge´ne´rateur
usuel, H la collection de sous-groupes cycliques engendre´s par les courbes de bord), en effet les
e´le´ments des sous-groupes cycliques engendre´s par les courbes de bord sont de longueur nulle.
La proposition repose sur le fait suivant : il existe ri > 1 et Ai(r) ≥ 1 telle que, pour tout γ
hors de H, si |Ci(γ)|i ≥ ri et si le rapport entre |Ci(γ)|iu et |Ci(γ)|is est plus grand que r ≥ ri
ou plus petit que 1
r
alors, pour tout j 6= i, le rapport entre |Cj(γ)|js et |Cj(γ)|ju est compris entre
1
Ai(r)
et Ai(r). Conside´rons maintenant un e´le´ment γ quelconque du groupe fondamental, hors
de H. Si, pour chaque Ci(γ), le rapport entre |Ci(γ)|iu et |Ci(γ)|is est compris entre 1a et a (a un
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re´el supe´rieur a` 1 choisi pour le moment arbitrairement), chaque αi dilate |Ci(γ)|i d’un facteur
λi > 1 apre`s ki(a) ite´rations positives et ne´gatives, c’est dans la preuve du lemme I.5.2. On a
ainsi la dilatation de γ dans toutes les directions. Supposons maintenant qu’un Cj(γ) ne satis-
fasse pas a` l’hypothe`se ci-dessus. Quitte a` choisir a plus grand, on peut supposer |Cj(γ)|j ≥ rj.
En choisissant a > maxi{ri}, on peut faire appel a` notre assertion et, apre`s avoir substitue´ les
αi par les puissances convenables, on obtient la dilatation de γ dans toutes les directions sauf
au plus une. D’ou` la proposition. ¤
L’inte´reˆt de cette proposition est que les groupes libres de pseudo-Anosov abondent. Mosher
[69] prouve ce re´sultat dans le cas absolu, pour les surfaces ferme´es.
I.6.2. Sche´ma de preuve. On va seulement e´voquer le cas des extensions de groupes
relativement hyperboliques par des groupes libres. La notion de corridor, essentielle a` la preuve,
est en effet aise´e a` formuler dans ce cadre. C’est loin d’eˆtre vrai pour les HNN-extensions
ascendantes traite´es par le the´ore`me I.6.1. Beaucoup d’autres notions, comme celle d’orbite,
sont aussi plus claires que dans le cadre ge´ne´ral de [G6]. Rappelons en effet que cet article
donne un the´ore`me de combinaison ge´ne´ral, et est en fait meˆme e´nonce´ pour des objets un peu
plus ge´ne´raux que les graphes de groupes.
Les notations utilise´es plus bas sont celles introduites dans le the´ore`me I.6.3. Pour simplifier,
on suppose que A fixe H a` conjugaison pre`s.
Soit ΓHS (G) le graphe de Cayley de G relatif a` H. On nomme fi : ΓHS (G) → ΓHS (G) une
application continue, line´aire par morceaux, envoyant sommet sur sommet, qui re´alise l’auto-
morphisme ai sur ΓS(G) ⊂ ΓHS (G), et e´tend naturellement cet automorphisme sur le graphe
relatif. Rappelons qu’un graphe de Cayley relatif ΓHS (G) contient des sommets exceptionnels :
le sommet exceptionnel v(gHk) correspond a` la classe a` droite de g suivant le sous-groupe Hk,
ou` Hk est l’un des sous-groupes contenus dans la famille H. Chaque ge´ne´rateur ai de A fixe Hk
a` conjugaison pre`s. C’est a` dire qu’il existe hik ∈ G avec ai(Hk) = h−1ik Hkhik. L’application fi
de´finie pre´ce´demment envoie ainsi le sommet exceptionnel v(gHk) sur le sommet exceptionnel
v(ai(g)h
−1
ik Hk). Par ailleurs, si x est le sommet de ΓS(G) ⊂ ΓHS (G) associe´ a` l’e´le´ment g de G,
alors fi(x) est le sommet de ΓS(G) ⊂ ΓHS (G) associe´ a` l’e´le´ment ai(g) de G. Puisque la famille
H est finie et que G est finiment engendre´, il existe des constantes K ≥ 1, L ≥ 0 telles que les
fi sont des (K,L)-quasi isome´tries.
Le graphe de groupes pour G oA Fn est le bouquet de n cercles. Le groupe de l’unique
sommet, et le groupe de chaque areˆte, est le groupe G. Les areˆtes oriente´es seront nomme´es ei :
le groupe G de l’areˆte ei s’envoie par l’identite´ dans le groupe G du sommet initial de ei, et
par l’automorphisme ai dans le groupe G du sommet terminal de ei. On conside`re maintenant
le reveˆtement universel, note´ T , de ce graphe de groupes. On construit un espace topologique,
note´ X˜, muni d’une projection naturelle pi : X˜ → T , de la fac¸on de´crite ci-dessous.
– pour chaque sommet v de T , on a une copie de ΓHS (G) ;
– pour chaque areˆte oriente´e e˜i de T , on a une copie de Γ
H
S (G)× [0, 1] ;
soit e˜i une areˆte oriente´e de T , de sommet initial v et de sommet terminal w :
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– le graphe ΓHS (G) associe´ a` v est identifie´ au graphe Γ
H
S (G) × {0} de la copie de
ΓHS (G)× [0, 1] associe´e a` e˜i ;
– cette copie est recolle´e, le long de ΓHS (G) × {1} et par l’application fi, au graphe
ΓHS (G) associe´ a` w.
L’application pi : X˜ → T est l’application continue qui identifie chaque ΓHS (G) × {t} a` un
point de T , de telle fac¸on que :
– chaque ΓHS (G)× {0} et chaque ΓHS (G)× {1} a pour image un sommet de T ;
– une fois chaque areˆte e˜i parame´tre´e par l’intervalle (0, 1), chaque Γ
H
S (G)× {t} de chaque
copie de ΓHS (G)× (0, 1) a pour image le point de parame`tre t dans l’areˆte e˜i associe´e.
Il s’ensuit que l’on a une notion de strate naturelle : ce sont les ΓHS (G) × {t}. La notion
d’orbite l’est tout autant. On va cependant pre´ciser quelque peu :
De´finition I.6.5. Avec les notations ci-dessus :
Une orbite de sommets dans X˜ est l’image d’une section continue σ : T → X˜ de pi satisfai-
sant la proprie´te´ suivante :
Soit e˜i une areˆte de T , de sommet initial v et de sommet terminal w. Alors σ(e˜i) connecte
un sommet x de pi−1(v) au sommet fi(x) de pi−1(w) et l’inte´rieur de σ(e˜i) co¨ıncide avec le
segment {x} × (0, 1) de X˜.
Une orbite exceptionnelle dans X˜ est une orbite de sommets exceptionnels.
Puisque l’on a des strates et des orbites, comme dans le cas des semi-flots et des flots, on
peut de´finir les distances horizontales, distances verticales et distances te´lescopiques.
Remarque I.6.6. A` la projection pi : X˜ → R des pre´ce´dentes sections, on a substitue´ une
projection pi : X˜ → T , ou` T est un arbre.
Il est facile de voir que le groupe GoA Fn, muni de la me´trique relative associe´e a` la famille
H, est quasi isome´trique a` l’espace X˜ construit ci-dessus, muni de la distance te´lescopique.
On peut alors donner la de´finition essentielle suivante :
De´finition I.6.7. Soient σ, σ′ deux orbites de sommets. Un corridor C(σ, σ′) est une union
de ge´ode´siques horizontales, exactement une dans chaque strate, connectant σ a` σ′.
Toute paire d’orbites de sommets borde un corridor.
Lemme I.6.8. Il existe λ > 1, et M,N ≥ 0 tels que, si C(σ, σ′) est un corridor entre deux
orbites de sommets σ, σ′, alors :
(a) pour tout point t0 ∈ T tel que dhor(σ(t0), σ′(t0)) ≥M , l’ine´galite´
λdhor(σ(t0), σ
′(t0)) ≤ dhor(σ(t), σ′(t))
est vraie pour tout t ∈ T avec dT (t, t0) = N , sauf au plus un ;
(b) si, de plus, σ et σ′ sont des orbites exceptionnelles, alors la meˆme conclusion tient pour
tout t0 ∈ T .
Par ailleurs, on prouve la “quasi convexite´” des corridors :
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Proposition I.6.9. Soient a ≥ 1, b ≥ 0 deux constantes re´elles. Il existe C(a, b) ≥ 0
telle que, si g est une (a, b)-quasi ge´ode´sique allant d’une orbite de sommets σ a` une orbite
de sommets σ′, si C(σ, σ′) est un corridor entre σ et σ′, alors g est contenue dans le C(a, b)-
voisinage horizontal de C(σ, σ′).
On peut alors prouver le the´ore`me I.6.3 dans le contexte de l’hyperbolicite´ relative faible.
On conside`re un bigone (a, b)-quasi ge´ode´sique B entre deux sommets de X˜. Soient σ, σ′ les
orbites de ces sommets. La proposition I.6.9 nous donne un voisinage de taille borne´e d’un
corridor C(σ, σ′) et contenant B. Le point (a) du lemme I.6.8 nous permet alors d’approcher,
comme on l’a fait pour les surfaces et groupes libres, les deux coˆte´s du bigone par un syste`me
d’horizontales suffisamment longues dans le corridor, dilate´es exponentiellement dans toutes les
directions apre`s un temps fini. C’est bien a` nouveau l’argument cle´ de dilatation et contraction
exponentielle, explicite´ pour les Baumslag-Solitar, que l’on retrouve. On cache ici une difficulte´
technique : un corridor n’est pas un sous-espace ge´ode´sique de X˜, pour la me´trique te´lescopique.
Cependant, les applications de recollement fi sont des (K,L)-quasi isome´tries. Il s’ensuit qu’un
corridor est un sous-espace quasi ge´ode´sique pour la me´trique te´lescopique.
Conside´rons maintenant le the´ore`me I.6.3 dans le cadre de l’hyperbolicite´ relative forte.
On modifie l’espace X˜ de la fac¸on suivante : on rajoute un sommet pour chaque orbite ex-
ceptionnelle ; on connecte, par une areˆte de longueur 1
2
, chaque sommet exceptionnel de X˜ au
nouveau sommet associe´ a` son orbite exceptionnelle. L’espace me´trique ainsi obtenu est quasi
isome´trique au groupe G oA Fn, muni de la me´trique relative associe´e a` l’extension de H par
Fn. Il satisfait la proprie´te´ de pe´ne´tration borne´e si et seulement si le graphe de Cayley relatif
correspondant la satisfait e´galement.
Pour montrer l’hyperbolicite´, ainsi que la proprie´te´ de pe´ne´tration borne´e, pour ce nouvel
espace, on a besoin de la remarque suivante :
Lemme I.6.10. Il existe une constante C telle que, si C(σ, σ′) est un corridor, si σ est une
orbite exceptionnelle, alors :
– la partie de σ(T ) contenue dans le C-voisinage horizontal de C(σ, σ′) est l’image σ(T0)
d’un sous-arbre T0 de T ;
– la distance horizontale de σ(t) a` C(σ, σ′) croˆıt exponentiellement avec la distance de t a`
T0 dans T .
Ce lemme I.6.10 permet de nous assurer que la quasi convexite´ des corridors reste satisfaite
une fois les orbites exceptionnelles incluses dans la partie relative. La ve´rification de la proprie´te´
de pe´ne´tration borne´e repose ensuite sur le lemme I.6.8. Elle fait appel de fac¸on essentielle au
point (b) de ce lemme.
I.7. Dans la continuation des travaux pre´ce´dents . . .
I.7.1. Une re´ciproque des the´ore`mes de combinaison. La condition donne´e pour
l’hyperbolicite´ relative d’un graphe de groupes relativement hyperboliques est-elle une condition
ne´cessaire ? La re´ponse a` cette question est OUI, du moins pour l’hyperbolicite´ relative forte.
Dans un travail en commun avec M. Heusener [36], nous ge´ne´ralisons au contexte relatif une
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approche de l’hyperbolicite´ a` la Gromov due a` Gersten [39]. Apre`s avoir de´fini une notion de
cohomologie relative, nous prouvons en effet que la cohomologie relative d’un groupe fortement
relativement hyperbolique est nulle. Nous en de´duisons alors la ne´cessite´ de notre condition
d’hyperbolisation relative. Notons que pour l’hyperbolicite´ relative faible, il n’y a pas force´ment
annulation de notre cohomologie relative.
I.7.2. Une caracte´risation pour les suspensions de groupes libres. La question est :
quels sous-groupes doivent eˆtre inclus dans la partie relative pour s’assurer de l’hyperbolicite´
relative de la suspension d’un automorphisme de groupe libre ? Pour les surfaces, on a vu
que c’e´tait les sous-groupes a` croissance line´aire sous l’home´omorphisme (ou leur suspension
pour l’hyperbolicite´ relative forte). On a donc la re´ponse dans le cas ou` l’automorphisme est
ge´ome´trique. Mais qu’en est-il en ge´ne´ral ? Dans un travail en commun avec M. Lustig [37], nous
de´montrons que ce sont les sous-groupes a` croissance polynomiale sous l’automorphisme (ou leur
suspension, selon que l’on parle d’hyperbolicite´ relative faible ou forte). Les techniques utilise´es
reposent sur des calculs similaires a` ceux des preuves des lemmes 5.9 et 5.12, mais en beaucoup
plus e´labore´s. Un premier point crucial est de trouver l’analogue des feuilles stables - instables
lorsque l’on travaille sur des repre´sentants d’automorphismes de groupes libres. La preuve du
lemme 5.12 pour les repre´sentants efficaces sans chemins de Nielsen pe´riodiques permet d’avoir
une ide´e de ce que seront les de´coupages stables - instables. Mais un automorphisme de groupe
libre quelconque n’admet pas ne´cessairement un repre´sentant efficace. Nous devons donc utiliser
des objets combinatoirement beaucoup plus e´labore´s et difficiles a` manipuler [59, 60].
Une conse´quence de ce travail est une nouvelle preuve d’un re´sultat re´cent, tre`s ge´ne´ral, de
Bridson-Groves [18] : la suspension d’un automorphisme de groupe libre admet une ine´galite´
isope´rime´trique quadratique.On doit cependant faire appel au cas particulier suivant du Bridson-
Groves : la suspension d’un automorphisme polynomial de groupe libre admet une ine´galite´
isope´rime´trique quadratique. Ce re´sultat est beaucoup plus e´le´mentaire que le cas ge´ne´ral.
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CHAPITRE II
Deux proble`mes de dynamique topologique
II.1. Types d’orbites
On pre´sente ici l’article [G3] du me´moire, qui traite de type d’orbites pour les applications
continues de graphes.
II.1.1. De Sharkovskii a` Boyland. La notion de type d’orbite remonte a` Sharkovskii
[81] pour les applications continues de l’intervalle (on notera C(I) leur ensemble). Pour Shar-
kovskii, le type d’une orbite pe´riodique est sa pe´riode. Il existe un ordre C sur les entiers naturels
tel que, si pC q, alors tout f ∈ C(I) ayant une orbite pe´riodique de pe´riode q admet aussi une
orbite pe´riodique de pe´riode p. Dans cet ordre, l’entier 3 est le plus grand entier naturel, ce
qui permet de donner un sens a` la formule usuelle “Pe´riode 3 implique chaos” : tout f ∈ C(I)
ayant une orbite de pe´riode 3 a une orbite de chaque pe´riode.
Si l’on raffine un peu la notion de type en la de´finissant comme la permutation induite sur
les points de l’orbite pe´riodique (avec l’ordre naturel sur l’intervalle), on obtient le re´sultat
suivant : e´tant donne´e une orbite pe´riodique P , parmi l’ensemble des f ∈ C(I) posse´dant une
orbite pe´riodique du type de P , il en existe une, note´e f0, ve´rifiant la proprie´te´ de minimalite´
suivante : si Q est une orbite pe´riodique de f0, alors toute application f , admettant une orbite
pe´riodique du type de P , admet aussi une orbite pe´riodique du type de Q [2].
Boyland [16, 17] a e´tendu ce genre de re´sultats en dimension 2, sur les surfaces. La pe´riode
ne suffit alors plus a` caracte´riser les orbites. Pour s’en convaincre, il suffit de conside´rer des
home´omorphismes du disque a` n trous1 qui permutent les trous en un seul cycle. On peut
toujours trouver un tel home´omorphisme qui soit d’ordre n : il suffit de prendre la rotation
d’angle 2pi
n
sur le disque unite´ de R2, les trous e´tant dispose´s sur un cercle centre´ a` l’origine de
rayon 1
2
. Pourtant, on sait bien qu’il existe sur le disque a` n trous des home´omorphismes qui,
d’une part, permutent cycliquement les trous et, d’autre part, ont une dynamique complexe :
les pseudo-Anosov. Or un pseudo-Anosov n’est jamais isotope a` un home´omorphisme d’ordre
fini (voir la classification de Nielsen-Thurston, the´ore`me 4.4). Par exemple, dans le disque a` 3
trous, on peut permuter les trois trous en un seul cycle par un home´omorphisme d’ordre fini
dans la classe d’isotopie associe´e a` la tresse2 σ1σ2 (voir la note du bas de la page 42), mais aussi
1On sort ici du strict contexte des surfaces compactes a` bord. On aurait pu s’y cantonner en conside´rant le
disque D2 prive´ de n disques ouverts Di. Mais il est plus naturel, pour les questions aborde´es ici, de travailler
avec des surfaces troue´es ou avec des surfaces a` points marque´s.
2On de´signe par σi les ge´ne´rateurs usuels du groupe de tresses a` n brins : Bn =< σ1, · · · , σn−1 ; σiσj =
σjσi si |i− j| ≥ 2, σiσi+1σi = σi+1σiσi+1 > ; ici n = 3.
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par un home´omorphisme pseudo-Anosov dans celle associe´e a` la tresse σ1σ
−1
2 . En dimension 2,
la pe´riode n’est donc pas une caracte´ristique suffisamment significative. Boyland a propose´ la
de´finition suivante :
De´finition II.1.1. [17] Soit S une surface compacte, munie d’un ensemble fini de n points,
note´ Xn. Le type d’une orbite pe´riodique P de cardinal n d’un home´omorphisme h de S, isotope
a` l’identite´ dans S, est la classe de conjugaison de [φ−1hφ] ∈ MCG(S − Xn), ou` φ est un
home´omorphisme de S envoyant Xn sur P .
Il est important de noter que le type est de´fini dans le groupe modulaire de la surface prive´e
de n points, et non dans le groupe modulaire de la surface elle-meˆme. Les home´omorphismes
ne seront pas isotopes a` l’identite´ dans MCG(S −Xn).
Avec la de´finition ci-dessus, on peut ge´ne´raliser, en l’affaiblissant cependant, le the´ore`me
de Sharkovskii [17] : il existe un ordre partiel, note´ ≺, sur les classes de conjugaison dans
MCG(S − Xn) tel que si G,H sont deux classes de conjugaison dans MCG(S − Xn), avec
G ≺ H, si f est un home´omorphisme de S et P une orbite pe´riodique de f de type H, alors f
admet une orbite pe´riodique de type G. Mais surtout on peut ge´ne´raliser, sans affaiblissement,
la notion de repre´sentant minimal. Le re´sultat s’e´nonce plus facilement dans le cas d’une classe
d’isotopie pseudo-Anosov :
The´ore`me II.1.2. [17],[47] Soit f0 un home´omorphisme pseudo-Anosov d’une surface com-
pacte S. Si Q est une orbite pe´riodique de f0, alors tout home´omorphisme isotope a` f0 admet
une orbite pe´riodique du type de Q. De plus, a` un nombre fini d’exceptions pre`s, deux orbites
pe´riodiques de meˆme type co¨ıncident.
En d’autres termes, les home´omorphismes pseudo-Anosov jouent le roˆle de repre´sentants
minimaux dans leurs classes d’isotopie. Pour donner une illustration un peu concre`te de cette
the´orie, conside´rons un home´omorphisme du disque et une orbite pe´riodique P de cet home´omor-
phisme. Du fait de la correspondance entre groupe modulaire du disque a` n trous et groupe
de tresses a` n brins3, le type de P s’identifie a` une classe de conjugaison de tresses. La tresse
pseudo-Anosov la plus simple est la tresse σ1σ
−1
2 de B3, de´ja` apparue plus haut. On prouve
dans [G7] qu’elle force tous les autres types, c’est a` dire que, si un home´omorphisme du disque
a une orbite pe´riodique du type σ1σ
−1
2 , alors toute classe de conjugaison de tresses est le type
d’une orbite pe´riodique de cet home´omorphisme. Si l’on conside`re le flot suspension, tout noeud
de S3 (en fait meˆme tout entrelac) sera repre´sente´ parmi ses orbites pe´riodiques [G7].
II.1.2. E´nonce´ du re´sultat.
De´finition II.1.3. (voir [G3]) Soient Γ un graphe et f : Γ→ Γ une application continue.
On appelle type d’une orbite pe´riodique P de f la classe de conjugaison de l’endomorphisme
3 On prendra garde que l’on n’impose pas aux isotopies de fixer le bord du disque point par point. Ainsi,
le groupe modulaire s’identifie au quotient du groupe de tresses par son centre [12]. C’est ce qui explique
que la classe d’isotopie associe´e a` σ1σ2 par cette identification est d’ordre fini, alors que σ1σ2 n’est pas un
automorphisme d’ordre fini : (σ1σ2)
3 est dans le centre du groupe de tresses a` 3 brins.
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induit par f sur le groupo¨ıde fondamental de (Γ, P ), qui est le groupo¨ıde naturel dont les unite´s
correspondent aux points de P .
The´ore`me II.1.4. (voir [G3]) Soit α ∈ Out(Fn), repre´sentable par un repre´sentant efficace
expansif (f0,Γ).
Il existe une famille finie ξ d’orbites pe´riodiques de f0 telle que, pour toute orbite pe´riodique
Q hors de ξ, nous avons :
(a) tout repre´sentant topologique de α posse`de une orbite pe´riodique du type de Q ;
(b) tout repre´sentant efficace de α posse`de le meˆme nombre d’orbites pe´riodiques du type
de Q que le repre´sentant (f0,Γ).
De plus, le cardinal de ξ est borne´ par une constante ne de´pendant que de n.
Ce the´ore`me est donc une ge´ne´ralisation directe, pour les automorphismes de groupes libres,
des re´sultats valables pour les home´omorphismes de surfaces. Cette ge´ne´ralisation est cependant
un peu affaiblie puisque l’on perd l’unicite´ de l’orbite pe´riodique d’un type donne´.
II.1.3. Quelques mots sur la preuve. La preuve reprend en partie certains des outils
utilise´s dans le cas des surfaces, a` savoir les notions de classes de Nielsen et d’indices de points
fixes ou pe´riodiques. Ces notions jouent un roˆle central dans l’e´tude des points fixes de syste`mes
dynamiques du type (M, f), ou` M est un complexe cellulaire et f est un endomorphisme de ce
complexe. Le lecteur pourra se reporter a` [51] pour un traitement approfondi et relativement
exhaustif. Rappelons simplement que deux points pe´riodiques sont dans une meˆme classe de
Nielsen s’ils sont les extre´mite´s d’un chemin de Nielsen pe´riodique. Il est cependant important
de noter que la notion de type que l’on de´finit n’est pas simplement “eˆtre dans la meˆme classe
de Nielsen”. En effet, d’une part cette expression n’a pas vraiment de sens dans notre contexte,
puisque l’on veut pouvoir comparer des orbites sur des graphes diffe´rents. D’autre part, lorsque
l’on travaille sur un seul graphe, il peut exister des orbites ayant meˆme type dans notre sens,
mais appartenant a` des classes de Nielsen diffe´rentes (voir [G3]).
L’indice d’un point pe´riodique peut se de´finir axiomatiquement [51]. Cependant cette notion
s’exprime ge´ome´triquement tre`s simplement pour les applications de graphes qui sont continues
et line´aires par morceaux :
Soient Γ un graphe et f : Γ→ Γ une application continue, line´aire par morceaux. Soit x un
point de Γ, de pe´riode n pour f . Quitte a` subdiviser Γ en x, on peut supposer que x est un
sommet de Γ. Notons N le nombre d’areˆtes oriente´es de sommet initial x, et dont un segment
initial I ⊂ e satisfait fn(I) = e. Alors l’indice de x est N − 1.
Trac¸ons en deux mots le sche´ma de la preuve (le lecteur pourra se reporter a` [G11]).
Une premie`re e´tape consiste a` de´montrer la perpe´tuation, par e´quivalence d’homotopie, des
orbites pe´riodiques dont la classe de Nielsen est d’indice non nul. La seconde e´tape utilise
l’expansivite´ du repre´sentant efficace pour prouver que, a` l’exception d’un nombre fini, toute
orbite pe´riodique est dans une classe d’indice non nul, et est seule dans sa classe. On obtient
ainsi imme´diatement la premie`re partie du the´ore`me. Pour la deuxie`me partie, il faut observer
que, pour prouver la perpe´tuation des classes d’indice de Nielsen non nuls, on prouve en fait
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l’injectivite´ de l’application qui suit ces classes au cours des e´quivalences d’homotopie amenant
d’un repre´sentant topologique a` un autre. Avec le fait que chaque orbite est seule dans sa classe
de Nielsen pour un repre´sentant efficace, on a bien ainsi le point (b).
II.2. Suspensions et sections globales
A` l’exception du the´ore`me qui la cloˆt, cette partie concerne l’article [G2] du pre´sent
me´moire. Les objets sur lesquels on travaille ici furent introduits dans ma the`se [G8], [G9].
II.2.1. Complexes standards et surfaces branche´es. Les 2-complexes standards ou
spe´ciaux [21, 67] se sont de´veloppe´s en topologie, pour l’e´tude des 3-varie´te´s et groupes de
pre´sentation finie. La motivation reposait sur le fait que toute 3-varie´te´ compacte a` bord est
l’e´paississement d’un 2-complexe standard, et tout groupe de pre´sentation finie est le groupe
fondamental d’un tel 2-complexe. La caracte´ristique attrayante de ces 2-complexes standards
e´tant leur combinatoire locale extreˆmement rudimentaire, voir la figure 1.
Proprie´te´ locale fondamentale : tout point d’un 2-complexe standard admet un voisinage home´o-
morphe au voisinage d’un point a` l’inte´rieur du coˆne sur le 1-squelette du te´trae`dre.
Fig. 1. Le coˆne sur le 1-squelette du te´trae`dre
Cette simplicite´ locale avait en contrepartie une complexite´ globale significative : par exemple,
le 2-complexe standard, non trivial, le plus simple pour la boule est la ce´le`bre “maison de Bing
avec deux chambres” (“Bing’s house with two rooms”). Cela n’a pas empeˆche´ des avance´es dans
la compre´hension des 3-varie´te´s. Le lecteur pourra se reporter aux travaux et algorithmes de
Matveev ou Petronio [68, 76, 75] par exemple.
Paralle`lement a` ces 2-complexes standards, les surfaces branche´es se de´veloppaient en syste`-
mes dynamiques, sous l’impulsion de Williams notamment. Les premie`res surfaces branche´es
sont apparues, nume´riquement, dans l’e´tude de certains syste`mes atmosphe´riques par Lo-
renz, comme les gabarits d’attracteurs hyperboliques. L’ide´e a` la base de leur introduction
en mathe´matiques [91] fut de substituer de jolis espaces cellulaires compacts aux espaces quo-
tients de feuilletages que l’on e´tudiait habituellement et qui avaient l’inconve´nient d’eˆtre en
particulier non se´pare´s. A` la suite des travaux de Williams et Thurston dans les anne´es 70, les
surfaces branche´es firent leur apparition en topologie de dimension 3 de`s le de´but des anne´es
80, avec par exemple les travaux de Floyd et Oertel (suivis de Gabai et beaucoup d’autres).
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Une surface branche´e ge´ne´rique de Williams [91] est un 2-complexe standard muni d’une
structure lisse, et re´ciproquement. Malgre´ cela, ces deux the´ories sont reste´es sans communi-
cation jusqu’au de´but des anne´es 90. Christy fut le premier a` les re´unir dans un meˆme travail,
pre´publication cependant apparemment jamais ve´ritablement acheve´e. Ses surfaces branche´es
dynamiques furent introduites dans [23], le the`me ge´ne´ral e´tant l’e´tude des attracteurs hyper-
boliques :
De´finition II.2.1. Soit (φt)t∈R un flot sur une 3-varie´te´ compacte M . Un attracteur hy-
perbolique de (φt) dans M est un sous-ensemble Λ ⊂ M hyperbolique pour (φt) et qui admet
un voisinage ferme´ N , sous-varie´te´ de M , appele´ voisinage isolant, ve´rifiant les proprie´te´s sui-
vantes :
(a) (φt)t∈R+ est rentrant le long du bord de N ,
(b) Λ =
⋂
t≥0
φt(N),
(c) Λ est l’ensemble des points non errant de la restriction du flot a` N .
En s’inspirant des travaux de Williams ([91, 92, 45] parmi d’autres . . .), Christy prouvait
dans [23] que tout attracteur hyperbolique se projette sur un tel 2-complexe en identifiant les
points d’un meˆme segment stable. Cette re´traction est une e´quivalence d’homotopie du voisinage
isolant de l’attracteur sur le 2-complexe, qui re´alise une semi-conjugaison entre le flot et un
semi-flot non singulier, transverse au lieu singulier de la surface branche´e. Semi-conjugaison qui
elle-meˆme re´alise une bijection entre orbites pe´riodiques du flot et du semi-flot.
Actuellement, les surfaces branche´es ont fait leur apparition dans d’autres domaines, comme
l’e´tude des pavages [3].
II.2.2. De´finitions des objets e´tudie´s. Le vocabulaire ayant connu quelques variations
au long des anne´es et des articles, pre´cisons qu’ici un 2-complexe standard sera un 2-complexe
satisfaisant la proprie´te´ locale fondamentale donne´e plus haut. Nommons point singulier tout
point d’un 2-complexe standard dont aucun voisinage n’est home´omorphe a` un disque. Cette
proprie´te´ locale implique notamment que l’ensemble des points singuliers est une union de
cercles immerge´s dont les intersections sont transverses. On le nommera graphe singulier et on
le notera S.
Le bord de chaque composante connexe D du comple´mentaire de S se de´compose naturel-
lement en 0-cellules et en 1-cellules oriente´es : ce sont les copies des sommets de S et des areˆtes
oriente´es de S le long desquelles D est attache´e. Un attracteur (resp. re´pulseur) dans ∂D est
une 0-cellule dans ∂D qui est le point terminal (resp. initial) des deux 1-cellules oriente´es de
∂D qui lui sont incidentes.
De´finition II.2.2. (voir [G8]) Un 2-complexe dynamique est un 2-complexe standard tel
que :
– les composantes connexes du comple´mentaire du graphe singulier S (voir ci-dessus) sont
des disques Di, des anneaux ou des bandes de Mobius Aj ;
– les areˆtes sont munies d’une orientation satisfaisant les deux proprie´te´s suivantes :
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(a) chaque sommet de S est le sommet initial d’exactement 2 areˆtes,
(b) le bord de chaque disque Di contient exactement un attracteur et un re´pulseur, tandis
que le bord des autres composantes Aj ne contient ni attracteur ni re´pulseur.
Dans [G2], on utilise une sous-classe particulie`re de ces objets :
De´finition II.2.3. (voir [G2]) Une surface branche´e dynamique spe´ciale est un 2-complexe
dynamique dont les composantes connexes du comple´mentaire de l’ensemble singulier sont des
disques, et qui admet une structure lisse compatible avec l’orientation des areˆtes.
Pre´cisons ce que l’on entend par cette dernie`re assertion. On pourra se reporter a` la figure 2.
On a une structure lisse sur un 2-complexe lorsque l’on a un plan tangent de´fini en tout point,
qui varie continuˆment en fonction du point. Si l’on regarde un sommet v du graphe singulier,
l’ensemble des 4 germes d’areˆtes de S incidentes a` v se de´compose en deux intervalles I1, I2 le
long desquels le 2-complexe est lisse.
Fig. 2. Structure lisse compatible avec l’orientation
I I1 2
De´crivons plus pre´cise´ment ces intervalles Ij. Chacun des Ij est l’union de deux germes
d’areˆtes en v, de telle fac¸on que les intervalles I1 et I2 s’intersectent transversalement en v.
Une proprie´te´ facile du coˆne sur le 1-squelette du te´trae`dre est que, si un intervalle plonge´ dans
l’ensemble singulier du coˆne contient son sommet, alors cet intervalle est contenu dans le bord
d’exactement une 2-cellule de ce coˆne. Par conse´quent, chacun des intervalles Ij est contenu
dans le bord d’exactement une 2-cellule de la surface branche´e. On note C(j) cette 2-cellule. En
tout point de Ij distinct du sommet v, il y a 3 germes de 2-cellules incidentes. Puisque l’on a
un plan tangent de´fini en tout point, on peut ainsi distinguer deux coˆte´s en tout point x de Ij,
distinct du sommet v : un coˆte´ avec deux germes de 2-cellules incidentes et un coˆte´ avec un seul
germe de 2-cellule incidente. Les intervalles Ij sont tels que la 2-cellule C(j) avec ∂C(j) ⊃ Ij
est du coˆte´ a` deux germes en tout point de Ij \ {v}.
Dire que la structure lisse est compatible avec l’orientation des areˆtes de S, c’est dire que :
(a) chacun des intervalles Ij contient un germe d’areˆte rentrante et un germe d’areˆte sor-
tante au sommet conside´re´ ;
si g+(j) est le germe d’areˆte sortante contenu dans Ij, il y a exactement deux 2-
cellules contenant dans leur bord la concate´nation en v de g+(j) avec une composante
connexe de Ij′ \ {v}, j, j′ = 1, 2 et j 6= j′. Notons les D1(j) et D2(j).
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(b) Pour j = 1, 2, les 2-cellules D1(j) et D2(j) sont du coˆte´ a` 1 germe en tout point de
Ij′ \ {v}, j′ 6= j et j′ ∈ {1, 2}.
Les diffe´rences entre une surface branche´e dynamique spe´ciale et une surface branche´e dy-
namique de [23] sont de deux ordres :
(a) d’un point de vue combinatoire, une surface branche´e dynamique spe´ciale est une sur-
face branche´e dynamique sans anneaux ni bandes de Mobius et qui est aussi un 2-
complexe dynamique pour l’orientation des areˆtes induite par la structure lisse ;
(b) d’un point de vue topologique, une surface branche´e dynamique spe´ciale, a` la diffe´rence
d’une surface branche´e dynamique de [23], n’admet pas ne´cessairement de plongement
dans une varie´te´ de dimension 3.
Un semi-flot combinatoire sur une surface branche´e dynamique spe´ciale est un semi-flot non
singulier, transverse au lieu de branchement et satisfaisant notamment les proprie´te´s suivantes :
– ses segments d’orbites a` l’inte´rieur d’un voisinage du graphe singulier S sont oriente´s du
coˆte´ a` 2 germes de S vers le cote´ a` 1 germe ;
– son orientation dans le voisinage de S co¨ıncide avec l’orientation des areˆtes ;
– il est C∞ a` l’inte´rieur des 2-cellules dans le comple´mentaire de S.
Une fois de´finie cette classe de semi-flots, on s’inte´resse a` la question de caracte´riser, en
terme de combinatoire du 2-complexe, l’existence de sections globales a` un tel semi-flot. On
va pre´ciser ce que l’on entend par la`. Cela ne´cessite tout d’abord l’introduction des graphes
proprement plonge´s.
De´finition II.2.4. Soit K un 2-complexe standard.
Un graphe proprement plonge´ dans K est un graphe trivalent Γ plonge´ dans K, transver-
salement au graphe singulier S, et de telle fac¸on que :
(a) chaque areˆte de Γ est contenue dans une composante connexe du comple´mentaire de S
dans K ;
(b) si v est un sommet de Γ :
– v est dans l’inte´rieur d’une areˆte de S ;
– il y a exactement un germe d’areˆte de Γ en v dans chaque germe de 2-cellule de
K en v.
On peut maintenant donner la de´finition d’une section globale a` un semi-flot combinatoire :
De´finition II.2.5. Soit W une surface branche´e dynamique spe´ciale et (σt)t∈R+ un semi-
flot combinatoire sur W. Une section globale a` (σt) est un graphe proprement plonge´ dans
W, qui intersecte transversalement, en temps fini et dans le meˆme sens, toutes les orbites du
semi-flot.
Soit K un 2-complexe standard. On dira qu’un graphe Γ proprement plonge´ dans K est a`
deux coˆte´s dans K si un voisinage re´gulier de Γ dans K est home´omorphe a` Γ × [0, 1]. Toute
section globale a` un semi-flot combinatoire est un graphe a` deux coˆte´s.
Il est facile de voir que tout graphe proprement plonge´, et a` deux coˆte´s, dans K de´finit un
1-cocycle a` coefficients entiers dans C1(K,Z) : il suffit de conside´rer son nombre d’intersection
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alge´brique avec chaque areˆte oriente´e du graphe singulier deK. Re´ciproquement, si l’on se donne
un 1-cocycle a` coefficients entiers, on peut construire un graphe proprement plonge´, et a` deux
coˆte´s, dans K qui de´finisse ce cocycle. Par un abus de langage, on parlera du graphe proprement
plonge´ associe´ au cocycle ou bien du graphe proprement plonge´ repre´sentant le cocycle.
Remarque II.2.6. En fait, un graphe proprement plonge´, et a` deux coˆte´s, dans un 2-
complexe standard K est la pre´-image d’un point re´gulier sous une application continue surjec-
tive f : K → S1. Le lien note´ ci-dessus, entre les graphes proprement plonge´s a` deux coˆte´s et les
cocycles de C1(K,Z), s’ensuit imme´diatement en conside´rant le morphisme induit au niveau
des premiers groupes d’homologie.
Pour caracte´riser l’existence de sections globales, on est amene´ a` conside´rer divers types de
1-cocycles a` coefficients entiers. On a d’abord besoin d’une de´finition pre´liminaire :
De´finition II.2.7. Soit W une surface branche´e dynamique spe´ciale. Un circuit de W est
une boucle dans le graphe singulier le long de laquelle W est lisse.
On en arrive ainsi a` la de´finition de nos cocycles. Pre´cisons, pour e´viter toute confusion
possible au lecteur anglophone, ou habitue´ a` l’usage anglo-saxon, que, dans la suite, le mot
“positif” (pour un nombre re´el) est utilise´ au sens de “non negative” (i.e. positif ou nul).
De´finition II.2.8. (voir [G2]) Soit W une surface branche´e dynamique spe´ciale.
Une classe de cohomologie positive est une classe de cohomologie dans H1(W ,Z) qui prend
une valeur positive sur toute boucle positive du graphe singulier.
Une classe de cohomologie strictement positive deW est une classe de cohomologie positive,
qui prend une valeur strictement positive sur toute boucle positive du graphe singulier.
Une jolie classe de cohomologie positive est une classe de cohomologie positive qui prend
une valeur strictement positive sur toute boucle positive du graphe singulier qui n’est pas un
circuit.
Un cocycle positif de W est un 1-cocycle a` coefficients entiers positifs.
Un cocycle strictement positif de W est un cocycle positif dans une classe de cohomologie
strictement positive.
Un joli cocycle positif de W est un cocycle positif dans une jolie classe de cohomologie
positive.
Il n’y a gue`re de diffe´rence entre classe de cohomologie positive et cocycle positif, comme le
souligne la proposition ci-dessous :
Proposition II.2.9. (voir [G2]) Soit W une surface branche´e dynamique spe´ciale. Toute
classe de cohomologie positive de W contient un cocycle positif.
II.2.3. Existence de sections globales. SoitW une surface branche´e dynamique spe´ciale.
Pour u ∈ C1(W ,Z) un cocycle, de´finissons |u| comme le minimum, en valeur absolue, des ca-
racte´ristiques d’Euler des graphes proprement plonge´s dans W repre´sentant u. Posons [u] la
classe de u dans H1(W ,Z). Si, pour c ∈ H1(W ,Z), l’on de´finit ||c|| = inf [u]=c |u|, il est facile de
montrer que, si u est un cocycle positif, alors ||[u]|| = |u|. Le re´sultat obtenu est le suivant :
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The´ore`me II.2.10. (voir [G2]) Soit W une surface branche´e dynamique spe´ciale et soit
(σt)t∈R+ un semi-flot combinatoire sur W.
(a) (σt) admet une section globale si et seulement s’il existe un joli cocycle positif (ou une
jolie classe de cohomologie positive).
(b) Si W admet un plongement dans une 3-varie´te´, tout joli cocycle positif est strictement
positif ; l’existence d’une section globale a` (σt) est donc e´quivalente a` l’existence d’une
classe de cohomologie strictement positive (ou d’un cocycle strictement positif).
(c) Toute jolie classe de cohomologie positive c ∈ H1(W ,Z) de´finit une section globale Γ a`
(σt) telle que l’application de retour de (σt) sur Γ induise un endomorphisme injectif
sur le groupe fondamental de Γ. Ce groupe fondamental est un groupe libre de rang
1 + ||c||. Cet endomorphisme est un automorphisme si et seulement si c est positive.
Si W est plonge´e dans une 3-varie´te´ M alors :
– le voisinage re´gulier N(W) de W dans M est le voisinage isolant d’un attracteur hyper-
bolique d’un flot de´fini sur N(W), transverse et rentrant le long de ∂N(W) ;
– une re´traction r de N(W) sur W de´finit une semi-conjugaison entre ce flot et le semi-flot
(σt) ;
– toute section globale a` (σt) se rele`ve, par la re´traction r, en une section globale a` ce flot.
Un premier inte´reˆt de ce the´ore`me est un tre`s le´ger pas en avant dans l’e´tude des attrac-
teurs hyperboliques en dimension 3. E´tant donne´ un tel attracteur A se re´tractant sur une
surface branche´e dynamique spe´ciale, le the´ore`me II.2.10 donne en effet une condition suffi-
sante pour que le voisinage isolant N(A) de A, une 3-varie´te´ compacte, soit la suspension d’un
home´omorphisme de surface. Le flot suspension est alors isotope a` un flot sur N(A), qui admet
A pour attracteur hyperbolique.
Les crite`res d’existence de section globale que l’on donne sont aise´ment ve´rifiables en pra-
tique. C’est une conse´quence de la proposition II.2.9. Il suffit en effet de chercher les solutions
entie`res strictement positives d’un syste`me line´aire a` coefficients entiers, de second membre
nul. La matrice de ce syste`me est la matrice du premier ope´rateur de cobord δ1 : C1(W ,Z)→
C2(W ,Z), ou`W est la surface branche´e dynamique spe´ciale conside´re´e. L’ensemble de ces solu-
tions est engendre´ par un nombre fini d’entre elles. C’est a` dire qu’il existe k solutions c1, · · · , ck
strictement positives telles que, pour toute autre solution strictement positive c, il existe des
entiers positifs λi avec c =
∑k
i=1 λici.
Un autre inte´reˆt est de mettre en lumie`re une diffe´rence entre le “cas plonge´” et le cas “non
plonge´”. Dans ce deuxie`me cas, un phe´nome`ne apparaˆıt, pour l’existence d’une section globale
a` un semi-flot, qui n’existe pas dans le premier cas.
Remarque II.2.11. Dans le the´ore`me II.2.10 ci-dessus, on suppose donne´ un semi-flot com-
binatoire. On lui construit alors une section globale pour chaque classe de cohomologie joliment
positive. On aurait pu e´noncer le re´sultat diffe´remment, en partant d’une telle classe de coho-
mologie, et d’un graphe proprement plonge´ repre´sentant un cocycle positif de cette classe. On
aurait alors conclu a` l’existence d’un semi-flot combinatoire admettant ce graphe pour section
globale.
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II.2.4. Quelques indications sur la preuve. Elle repose en partie sur la proposition
suivante, qui se de´montre par une analyse de´taille´e de la combinatoire d’une surface branche´e
dynamique spe´ciale :
Proposition II.2.12. (voir [G2]) Soit W une surface branche´e dynamique spe´ciale. Toute
boucle positive du graphe singulier de W qui n’est pas un circuit est homotope a` une orbite
pe´riodique.
Il s’ensuit imme´diatement que toute section globale a` un semi-flot combinatoire de´finit une
jolie classe de cohomologie positive. Puisqu’il est imme´diat que toute orbite pe´riodique est
homotope a` une courbe positive dans le graphe singulier, on obtient le point (a) du the´ore`me.
Les points (b) et (c) reposent sur une construction explicite du feuilletage en graphes compacts
du 2-complexe comme dans [G8] et [G9]. Plus pre´cise´ment, on prouve la proposition II.2.14
ci-dessous. Avant de l’e´noncer, on a besoin d’une de´finition pre´liminaire :
De´finition II.2.13. Soit K un 2-complexe standard. Un graphe simplement plonge´ dans
K est un graphe plonge´ dans K transversalement au graphe singulier S, de telle fac¸on que le
point (a) de la de´finition II.2.4 est satisfait et :
(a) l’item (b)de la de´finition II.2.4 est satisfait pour tout sommet v distinct d’un certain
sommet, note´ ω ;
(b) ω est un sommet de valence 4 pour Γ ;
(c) ω co¨ıncide avec un sommet de S ;
(d) il y a au plus un germe d’areˆte de Γ en ω dans chaque germe de 2-cellule de K en ω.
Enfin, rappelons qu’un mouvement de Whitehead sur un graphe Γ consiste a` e´craser une
areˆte e non ferme´e, puis a` exploser au sommet re´sultant. On obtient ainsi un nouveau graphe
Γ′, et une e´quivalence d’homotopie de Γ vers Γ′, qui est l’identite´ en dehors d’un voisinage
contractible de e.
Proposition II.2.14. Soit W une surface branche´e dynamique spe´ciale, muni d’un semi-
flot combinatoire (σt)t∈R+. Soit u ∈ C1(W ,Z) un cocycle strictement positif de W. On note N
le nombre de sommets du graphe singulier S.
Alors il existe un feuilletage en graphes compacts (Γr)r∈[0,1] de W satisfaisant les proprie´te´s
suivantes :
(a) a` l’exception de N d’entre eux, chaque graphe Γr est proprement plonge´ et est une
section globale a` (σt) ;
(b) si r1 < · · · < rN sont les temps pour lesquels Γri n’est pas proprement plonge´, alors :
– le graphe Γri est simplement plonge´ (voir de´finition II.2.13) ;
– Pour tout ² > 0 suffisamment petit, Γri+² s’obtient de Γri−² par un mouvement
de Whitehead.
D’apre`s la proposition II.2.14 ci-dessus, l’application de retour du semi-flot est homotope
a` une composition de mouvements de Whitehead. Elle induit donc un automorphisme sur le
groupe fondamental de la section.
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Lorsque le cocycle conside´re´ n’est pas strictement positif, mais seulement joliment positif,
on construit e´galement un feuilletage en graphes compacts de la surface branche´e. Mais au
moins une feuille de ce feuilletage, note´e Γr∗ , contient un circuit. L’application induite par le
semi-flot de Γr∗−² a` Γr∗+² est localement injective, et n’est pas un home´omorphisme. D’ou` la non
surjectivite´ de l’endomorphisme induit sur le groupe fondamental. En effet, on a le fait suivant,
duˆ a` Stallings [88] (de´ja` e´voque´ dans le chapitre de rappels) : un morphisme localement injectif
d’un graphe dans lui-meˆme induit un automorphisme sur le groupe fondamental si et seulement
si c’est un isomorphisme du graphe. Dans le cas contraire, il induit un endomorphisme injectif,
non surjectif du groupe fondamental.
II.2.5. Une autre caracte´risation des suspensions. On a jusqu’a` pre´sent cherche´ a`
caracte´riser les surfaces branche´es dynamiques spe´ciales W dont les semi-flots combinatoires
admettent une section globale. Lorsque W se plonge dans une 3-varie´te´, son voisinage re´gulier
est alors la suspension d’un home´ormorphisme pseudo-Anosov sans singularite´s inte´rieures. Le
the´ore`me suivant comple`te cette e´tude, en justifiant a posteriori (du moins dans le cas de
suspensions de surfaces orientables) la restriction a` ce type de 2-complexes.
De´finition II.2.15. Soit M une 3-varie´te´ compacte a` bord. Un squelette de M est un
2-complexe K plonge´ dans M , tel que M se re´tracte sur K par une e´quivalence d’homotopie.
The´ore`me II.2.16. (voir [G1]) Soient S une surface compacte a` bord, oriente´e, et h un
home´omorphisme pseudo-Anosov de S sans singularite´s inte´rieures, pre´servant l’orientation.
Alors :
(a) la suspension Sh de (h, S) admet comme squelette une surface branche´e dynamique
spe´ciale W munie d’un cocycle strictement positif ;
(b) ce cocycle strictement positif de´finit un re´seau ferroviaire invariant (ψ, τ) de l’home´omor-
phisme h ;
(c) la re´traction de Sh sur son squelette W peut eˆtre choisie pour re´aliser une semi-
conjugaison entre un flot hyperbolique transverse au bord, isotope au flot suspension
de h, et un semi-flot sur W admettant τ pour section globale et ψ pour application de
premier retour.
L’hypothe`se d’orientabilite´ est ne´cessaire dans la preuve du the´ore`me. S’il a sa place dans
ce chapitre du fait de son sujet, la recherche de structures de suspensions, cette preuve fait
cependant appel aux techniques de´veloppe´es dans le chapitre suivant.
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CHAPITRE III
Ge´ome´tricite´ d’un automorphisme de groupe libre
Ce chapitre concerne l’article [G1] du me´moire.
III.1. Introduction au proble`me de ge´ome´tricite´
Les automorphismes ge´ome´triques ont e´te´ de´finis dans le chapitre de rappels. Nielsen [70]
(voir aussi [24] ou [25]) en donne une caracte´risation, que l’on peut exprimer de la fac¸on
suivante :
The´ore`me III.1.1. Un automorphisme α de Fn est ge´ome´trique si et seulement s’il existe
une base B = {x1, · · · , xn} de Fn, deux familles finies L = {l1, · · · , lk} et C = {w1, · · · , wk}
de mots re´duits dans B ∪ B−1, une permutation σ de l’ensemble {1, · · · , k}, des entiers ², ²i ∈
{−1, 1}, i = 1, · · · , k, et un morphisme µ : Fn → Z/2Z = {−1, 1} ve´rifiant les proprie´te´s
suivantes :
(a) l’union des e´le´ments de L∪L−1 contient exactement deux fois chaque lettre de B∪B−1 ;
(b) pour chaque i = 1, · · · , k, α(li) = w−1i l²iσ(i)wi ;
(c) µ(wi)²i = ².
Lorsque l’automorphisme est ge´ome´trique, la famille L correspond aux courbes de bord ; le
morphisme µ est celui qui envoie tout e´le´ment de Fn repre´sente´ par une courbe a` deux coˆte´s
sur 1, et les autres sur −1 ; il est constant dans le cas d’une surface orientable.
Ce the´ore`me fait apparaˆıtre la difficulte´ du proble`me de “ge´ome´tricite´” : on sait qu’il existe
une base B dans laquelle les courbes de bord de la surface s’expriment de fac¸on simple, mais
comment trouver cette base ? Par exemple, soit α ∈ Aut(F3), F3 =< a, b, c >, donne´ par
α(a) = aca−1, α(b) = a et α(c) = c−1bc. On ve´rifie aise´ment que {a, b, c, abc} fournit une
famille L d’e´le´ments satisfaisant toutes les proprie´te´s souhaite´es : si on pose l1 = a, l2 = b,
l3 = c et l4 = abc, on a w1 = a
−1, w2 = 1, w3 = c, w4 = 1, σ(1) = 3, σ(2) = 1, σ(3) = 2,
σ(4) = 4 ; tous les ²i ainsi que ² sont e´gaux a` 1, et le morphisme µ est constant e´gal a` 1. Ainsi,
d’apre`s le the´ore`me de Nielsen, α est induit par un home´omorphisme d’une surface compacte a`
bord. Cette surface est le disque prive´ de trois disques ouverts. En effet, elle est orientable, avec
4 composantes de bord et de caracte´ristique d’Euler −2. Conside´rons maintenant β ∈ Aut(F3),
avec F3 =< A,B,C >, donne´ par β(A) = BCA−1B−1AC−1A−1B2, β(B) = BCA−1, β(C) = B.
Le lecteur ve´rifiera qu’aucune famille finie ne satisfait, pour la base B = {A,B,C}, les proprie´te´s
demande´es pour la famille L par le the´ore`me III.1.1. Pourtant β est conjugue´ a` α par le
changement de base a 7→ ac−1b ≡ A, b 7→ a ≡ B, c 7→ b ≡ C, et est donc bien ge´ome´trique.
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Mais la famille finie pre´serve´e a` conjugaison pre`s est maintenant {B,C,CA−1B,BCCA−1B}.
Il n’y en a aucune autre : en effet, l’automorphisme conside´re´ est dans la classe de conjugaison
de l’automorphisme de tresse σ1σ
−1
2 , qui est une tresse pseudo-Anosov. Le the´ore`me III.1.1 ne
permet donc pas de conclure dans ce cas, puisque les lettres B et C apparaˆıssent 4 fois dans
cette famille. Cela vient du fait que le changement de base effectue´ n’est pas ge´ome´trique.
Le proble`me de ge´ome´tricite´ des automorphismes de groupes libres a e´te´ aborde´, plus
re´cemment, par divers auteurs. Le lecteur pourra se reporter a` [9, 30, 57, 58, 87], en sus
des articles cite´s plus loin dans ce chapitre. On ne garantit pas l’exhaustivite´ de cette liste.
III.2. Bons re´seaux ferroviaires invariants
Pour expliquer ce qu’est un bon re´seau ferroviaire invariant, et motiver leur introduction, on
va e´nume´rer quelques proprie´te´s remarquables satisfaites par les re´seaux ferroviaires invariants
d’un home´omorphisme pseudo-Anosov sans singularite´s inte´rieures :
Proposition III.2.1. Soient S une surface compacte a` bord et h un home´omorphisme
pseudo-Anosov de S sans singularite´s inte´rieures. Alors il existe un re´seau ferroviaire invariant
(ψ, τ) de h satisfaisant les proprie´te´s ci-dessous. On note K le cardinal de l’ensemble des
sommets de τ , qui est e´gal a` 2 ∗ rang(pi1(S))− 2.
(a) Le groupe fondamental de τ est isomorphe au groupe fondamental de S. L’automor-
phisme externe induit par h sur le groupe fondamental de S s’identifie, par cet isomor-
phisme, a` l’automorphisme externe induit par ψ sur le groupe fondamental de τ .
(b) Tous les sommets de τ sont trivalents et τ porte une mesure de support total.
(c) Il existe une famille W = {w1, · · · , wK} de chemins oriente´s re´duits dans τ tels que :
–
⋃K
i=1wi recouvre τ ;
– tout sommet de τ est le point terminal d’exactement l’un des chemins wi ;
– une puissance de l’application ψ peut eˆtre totalement plie´e le long de W .
Quitte a` passer a` une puissance suffisante (infe´rieure ou e´gale a` K!) de h, on peut
supposer de plus :
(d) Si (p, q), (p′, q′) sont deux paires de chemins le long des images desquelles l’application
ψ est plie´e (i. e. ψ(p) = ψ(q) et ψ(p′) = ψ(q′) sont contenus dans deux chemins re´duits
wi, wj de W ), ni p ni q ne contient p
′ ou q′ comme sous-chemin oriente´.
On de´finit alors les re´seaux ferroviaires a` cycles et les bons re´seaux ferroviaires a` partir des
proprie´te´s combinatoires donne´es dans la de´finition ci-dessus. On laissera de coˆte´ le fait que
(ψ, τ) est un re´seau ferroviaire invariant d’un pseudo-Anosov de surface. En particulier, bien
suˆr, on n’imposera pas l’existence des plongements i, φ de la proposition 4.7. Ainsi un re´seau
ferroviaire a` cycles sera-t-il, en quelque sorte, l’analogue combinatoire d’un re´seau ferroviaire
invariant d’un home´omorphisme pseudo-Anosov sans singularite´s inte´rieures.
De´finition III.2.2. (voir [G1]) Un re´seau ferroviaire a` cycles est un re´seau ferroviaire
invariant satisfaisant les proprie´te´s (b) et (c) de la proposition III.2.1.
Un bon re´seau ferroviaire est un re´seau ferroviaire a` cycles satisfaisant la proprie´te´ (d) de
la proposition III.2.1.
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Si h est un home´omorphisme pre´servant l’orientation d’une surface compacte a` bord oriente´e,
alors il est inutile de passer a` une puissance dans la proposition III.2.1 et h lui-meˆme admet un
bon re´seau ferroviaire invariant. D’autre part, si α ∈ Out(Fn) est repre´sentable par un re´seau
ferroviaire a` cycles, alors une puissance (infe´rieure ou e´gale a` (2n− 2)!) de α est repre´sentable
par un bon re´seau ferroviaire invariant.
Finalement :
De´finition III.2.3. On note BRF(Fn) l’ensemble des automorphismes externes du groupe
libre repre´sentables par un bon re´seau ferroviaire invariant.
III.3. Premier re´sultat
The´ore`me III.3.1. (voir [G1])
Soit α ∈ BRF(Fn) (voir de´finition III.2.3). Les proprie´te´s suivantes sont e´quivalentes :
(a) α est ge´ome´trique ;
(b) si (ψ, τ) est un bon re´seau ferroviaire invariant repre´sentant α, alors l’application
ψ pre´serve, a` homotopie et changement d’orientation pre`s, une collection de courbes
ferme´es dans τ dont l’union passe exactement deux fois par chaque areˆte de τ ;
(c) α−1 ∈ BRF(Fn) ;
(d) le facteur de dilatation de α est e´gal a` celui de α−1.
Dans [G1], on donne des exemples d’automorphismes dans BRF(Fn) qui ne sont pas ge´ome´tri-
ques.
Handel et Mosher [50] prouvent des re´sultats similaires pour la classe des automorphismes
externes dits parage´ome´triques. Cette classe d’automorphismes externes a une intersection non
vide avec BRF(Fn), mais aucune des deux ne contient l’autre. Les automorphismes externes
parage´ome´triques sont en effet comple`tement irre´ductibles par de´finition alors qu’un e´le´ment
de BRF(Fn) peut eˆtre re´ductible. Notons enfin que l’on peut trouver, dans [50], un exemple
d’automorphisme non ge´ome´trique dont le facteur de dilatation est e´gal a` celui de son inverse
(on a ve´rifie´ dans [G1] que ce n’e´tait pas un automorphisme de BRF(Fn)). Cela signifie en
particulier que l’on ne peut espe´rer ge´ne´raliser inconside´re´ment les re´sultats ci-dessus.
III.4. Ge´ome´tricite´ et surfaces branche´es
Dans [G1], l’outil essentiel est une de´singularisation combinatoire de la suspension d’une
application de graphe (ψ,Γ). La motivation pour l’introduction des bons re´seaux ferroviaires a
e´te´ la suivante : lorsque l’on applique le proce´de´ de de´singularisation combinatoire a` la suspen-
sion d’un bon re´seau ferroviaire, on obtient une surface branche´e dynamique spe´ciale comme
introduite dans la section II.2. On peut alors exploiter la combinatoire simple de ces objets.
SoitK un 2-complexe compact et soit G son groupe fondamental. Une classe de cohomologie
entie`re u ∈ H1(K,Z) repre´sente un automorphisme externe α du groupe libre Fn si Ker(u) = Fn,
G/Ker(u) = Z et si α est l’automorphisme externe de Ker(u) associe´ a` la suite exacte scinde´e
1→ Ker(u)→ G→ Z→ 1.
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De´finition III.4.1. Un automorphisme externe α du groupe libre Fn est repre´sentable par
un cocycle strictement positif d’une surface branche´e dynamique spe´ciale s’il existe une surface
branche´e dynamique spe´ciale W et une classe de cohomologie strictement positive de W qui
repre´sente l’automorphisme externe α de Fn.
Dans [G1], on prouve :
Proposition III.4.2. (voir [G1]) Tout automorphisme dans BRF(Fn) est repre´sentable par
un cocycle strictement positif d’une surface branche´e dynamique spe´ciale, et re´ciproquement.
Ainsi, tout automorphisme repre´sentable par un cocycle strictement positif de surface
branche´e dynamique spe´ciale n’est pas ne´cessairement ge´ome´trique. En effet, comme on l’a
de´ja` dit auparavant, on trouve, dans [G1], des exemples d’automorphismes non ge´ome´triques
dans BRF(Fn). D’apre`s cette proposition III.4.2, ce sont des automorphismes non ge´ome´triques
repre´sentables par des cocycles strictement positifs de surfaces branche´es dynamiques spe´ciales.
Dans [G1], on donne a` la fois la pre´sentation par un bon re´seau ferroviaire invariant, et par
un cocycle strictement positif d’une surface branche´e dynamique spe´ciale. On e´voque, dans la
section suivante, le moyen de prouver la proposition III.4.2.
On e´nonce maintenant notre the´ore`me concernant les automorphismes repre´sentables par
des cocycles strictement positifs de surfaces branche´es dynamiques spe´ciales :
The´ore`me III.4.3. (voir [G1]) Soit α ∈ Out(Fn) repre´sente´ par un cocycle strictement po-
sitif d’une surface branche´e dynamique spe´cialeW. Alors les proprie´te´s suivantes sont e´quivalen-
tes :
(a) α est ge´ome´trique ;
(b) W admet un plongement dans une 3-varie´te´ compacte ;
(c) le 2-complexe sous-jacent a` W, e´quippe´ de l’orientation inverse sur les areˆtes de son
graphe singulier, admet une structure compatible de surface branche´e dynamique spe´ciale.
Le point (b) du the´ore`me III.4.3 repre´sente une avance´e pour le proble`me de ge´ome´tricite´
car le crite`re de plongeabilite´ d’une surface branche´e dynamique spe´ciale est, en plus d’eˆtre
simple a` exprimer et aise´ment manipulable, un crite`re algorithmique. En effet, une telle surface
branche´e est en particulier un 2-complexe standard [21]. L’article [5] donne un tel crite`re de
plongeabilite´ pour cette cate´gorie de 2-complexes.
III.5. Commentaires sur la preuve
L’e´quivalence entre les items (a), (b), (c) et (d) du the´ore`me III.3.1 repose sur l’e´quivalence
entre les items (b) et (c) du the´ore`me III.4.3. Le point cle´ est ensuite l’implication :
non-existence d’une structure lisse compatible avec l’orientation inverse des areˆtes
⇓
λ(α−1) < λ(α).
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Pour passer des re´seaux ferroviaires aux surfaces branche´es dynamiques spe´ciales, on de´finit
une de´singularisation combinatoire du proce´de´ de suspension. Son principe repose sur la re´alisa-
tion topologique d’un pliage a` la Stallings [88].
Soit α ∈ Out(Fn) un automorphisme externe dans BRF(Fn) et soit (ψ, τ) un bon re´seau
ferroviaire invariant qui repre´sente α. La construction e´voque´e ci-dessus, applique´e a` (ψ, τ),
nous donne en particulier :
(a) une surface branche´e dynamique spe´ciale W dont le groupe fondamental est le groupe
suspension de l’automorphisme α,
(b) un cocycle strictement positif u associe´ a` une structure de produit semi-direct FnoαZ.
Remarque III.5.1. C’est ainsi que l’on prouve la proposition III.4.2. C’est e´galement graˆce
a` cette construction que l’on montre le the´ore`me II.2.16 du chapitre II.
On va noter Γ un graphe proprement plonge´ associe´ au cocycle strictement positif u. On a
vu dans la proposition II.2.14 que u de´finit une suite Γ = Γ0 → Γ1 → · · · → ΓN = Γ de graphes
Γi proprement plonge´s dansW , telle que Γi s’obtient de Γi−1 par un mouvement de Whitehead
wi, pour i = 1, · · · , N . Renversons l’orientation des areˆtes du graphe singulier et notons K le
2-complexe muni de cette nouvelle orientation des areˆtes. Si ce n’est plus ne´cessairement une
surface branche´e dynamique spe´ciale, c’est cependant toujours un 2-complexe dynamique (voir
de´finition II.2.2). Le cocycle −u est un cocycle strictement positif de K. Conside´rons la suite de
graphes proprement plonge´s Γ = ΓN → ΓN−1 → · · · → Γ1 → Γ0 = Γ. L’automorphisme externe
repre´sente´ par −u est celui induit par w′1 ◦ · · · ◦ w′N sur Γ, ou` w′i est l’inverse homotopique de
wi. Ainsi, en tant que cocycle strictement positif du 2-complexe dynamique K, −u repre´sente
l’automorphisme (externe) α−1.
Le cocycle strictement positif u de W de´finit en fait un bon re´seau ferroviaire invariant
(ψα, τα) qui repre´sente l’automorphisme α conside´re´. Le re´seau ferroviaire τα n’est rien d’autre
que le graphe Γ muni de la structure lisse induite par celle de W . L’application ψα est de´finie
combinatoirement, comme une composition d’applications e´le´mentaires associe´es aux mouve-
ments de Whitehead wi correspondant aux passages a` travers les sommets du graphe singulier de
W . Chacune de ces applications e´le´mentaires, et par conse´quent e´galement ψα, envoie sommet
sur sommet.
Le cocycle strictement positif −u de K de´finit, de la meˆme fac¸on, un repre´sentant topolo-
gique (f,Γ) de l’automorphisme inverse α−1. Mais ce repre´sentant ne sera pas ne´cessairement
un bon re´seau ferroviaire invariant, ni meˆme en fait un repre´sentant efficace. En effet, dans le
cas ou` le 2-complexe K n’admet pas de structure de surface branche´e dynamique compatible
avec l’orientation de ses areˆtes, on obtient une annulation pour un ite´re´ de (f,Γ). C’est une
conse´quence de l’impossibilite´ de lisser le 2-complexe de fac¸on compatible avec l’orientation des
areˆtes.
Ainsi des annulations apparaˆıssent pour un certain fk, k ≥ 1, alors que tout ψjα, j ≥ 1,
est re´duite, i.e. localement injective en restriction aux areˆtes. On montre par ailleurs que les
matrices d’incidence de ψjα et de f
j ont meˆme volume pour tout j ≥ 1. En re´duisant f j a` chaque
e´tape, on a une croissance exponentielle moindre pour le volume des matrices d’incidence ainsi
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obtenues que pour le volume des matrices d’incidence des ψj, lorsque j tend vers l’infini. Puisque
les (f j,Γ), comme leurs re´ductions bien e´videmment, sont des repre´sentants topologiques des
α−j, ou` j ≥ 1, tandis que les (ψjα, τα) sont des repre´sentants efficaces des αj, l’ine´galite´ stricte
sur les facteurs de dilatation respectifs de α et α−1 s’ensuit.
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ANNEXE A
Ge´ome´trie des groupes
[G6] Geodesics in trees of hyperbolic and relatively hyperbolic groups.
[G5] Relative hyperbolicity of (one ended hyperbolic)-by-cyclic groups.
[G4] Hyperbolicity of mapping-torus groups and spaces.
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Geodesics in trees of hyperbolic and relatively hyperbolic groups
Abstract : We present a careful approximation of the geodesics in trees of
hyperbolic or relatively hyperbolic groups. As an application we prove a combi-
nation theorem for finite graphs of relatively hyperbolic groups, with both Farb
and Gromov definitions, so providing an answer to one of the problems raised
in Bestvina’s list.
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Relative hyperbolization of (one ended hyperbolic)-by-cyclic groups
with M. Lustig (Aix-Marseille III)
Abstract : We show that the semi-direct product of a one-ended torsion-free
word-hyperbolic group with Z, given through an automorphism α : G → G, is
a hyperbolic group relative to certain canonical subgroups of G on which α acts
periodically or with linear growth.
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Hyperbolicity of mapping-torus groups and spaces
Abstract : This paper deals with the geometry of metric “two dimensional”
spaces, equipped with semi-flows admitting transverse foliations by forests. Our
main theorem relates the Gromov-hyperbolicity of such spaces, for instance
mapping-telescopes of R-trees, with the dynamical behaviour of the semi-flow.
As a corollary, we give a new proof of the following theorem : Let α be an
hyperbolic injective endomorphism of the rank n free group Fn. If the image of
α is a malnormal subgroup of Fn, then Gα = Fn oα Z is a hyperbolic group.
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ANNEXE B
Dynamique topologique
[G3] Patterns and minimal dynamics for graph-maps.
[G2] Cross-sections to semi-flows on 2-complexes.
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Patterns and minimal dynamics for graph-maps
with Ll. Alseda` (U.A.B., Barcelone), J. Guaschi (Universite´ de Toulouse III), J. Los (Universite´
d’Aix-Marseille I), F. Man˜osas (U.A.B., Barcelone) et P. Mumbru´ (Universite´ de Barcelone).
Abstract : We study the rigidity problem for periodic orbits of (continuous)
graph maps belonging to the same homotopy equivalence class. Since the un-
derlying spaces are not necessarily homeomorphic, we define a new notion of
pattern which enables us to compare periodic orbits of self-maps of homotopy-
equivalent spaces. This definition unifies the known notions of pattern for other
spaces. The two main results of the paper are : given a free group endomor-
phism, we study the persistence under homotopy of the periodic orbits of its
topological representatives, and in the irreducible case, we prove the minima-
lity (within the homotopy class) of the set of periodic orbits of its efficient
representatives.
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Cross-sections to semi-flows on 2-complexes
Abstract : A dynamical 2-complex is a 2-complex equipped with a set of
combinatorial properties which allow to define non-singular semi-flows on the
complex. After giving a combinatorial characterization of the dynamical 2-
complexes which define hyperbolic attractors when embedded in compact 3-
manifolds, one gives an effective criterion for the existence of cross-sections
to the semi-flows on these 2-complexes. In the embedded case, this gives an
effective criterion of existence of cross-sections to the associated hyperbolic at-
tractors. We present a similar criterion for boundary-tangent flows on compact
3-manifolds which are constructed by means of our dynamical 2-complexes.
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ANNEXE C
Automorphismes du groupe libre
[G1] Combinatorial mapping-tori, branched surfaces and free group automor-
phisms.
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Combinatorial mapping-tori, branched surfaces and free group automorphisms
Abstract : The core of the paper is a combinatorial construction of the mapping-
torus of a graph-map. When applied to a particular kind of graph-map, the
resulting 2-complex is a standard spine equipped with a structure of dynamic
branched surface (and also a dynamical 2-complex). As an application, we give
a characterization of the geometric automorphisms in a certain class of (not
necessarily irreducible) free group automorphisms. When the automorphism
considered is geometric, then it is induced by a pseudo-Anosov homeomor-
phism without interior singularities and our construction gives a combinatorial
description of the invariant unstable lamination of the suspension flow.
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