In a traditional compressed sensing framework, a n-dimensional signal x ( ) is recover from its m linear projection measurement b, where b ≔ Ax ( ) .Here, the m-dimensional vector b is called the measurement vector, the m × n matrix A is called the measurement matrix (or sensing matrix). When the ground true signal is sparse or approximately sparse, and the measurement matrix satisfies some properties, e.g., the restricted isometry property (RIP), then Typical recovery guarantee of (0.1) with these kinds of measurement matrices are : 1) when A is sub-Gaussian matrix, then the solution of (0.1) exactly recover x ( ) with high probability provided that m ≥ O kln [3] . 2) when A is partial BOS, then the recovery of (0. 
Introduction
In a traditional compressed sensing framework, a n-dimensional signal x ( ) is recover from its m linear projection measurement b, where b ≔ Ax ( ) .Here, the m-dimensional vector b is called the measurement vector, the m × n matrix A is called the measurement matrix (or sensing matrix). When the ground true signal is sparse or approximately sparse, and the measurement matrix satisfies some properties, e.g., the restricted isometry property (RIP), then Some typical classes of measurement matrix which satisfy RIP are, namely, sub-Gaussian matrix [3] , and partial Bounded Orthogonal System (BOS) [4] where the matrix is formed by selecting rows uniformly at random from a BOS matrix.
Typical recovery guarantee of (0.1) with these kinds of measurement matrices are : 1) when A is sub-Gaussian matrix, then the solution of (0.1) exactly recover x ( ) with high probability provided that m ≥ O kln [3] . 2) when A is partial BOS, then the recovery of (0.1) is exact 1 with high probability given that m ≥ O(kln (n)) [5] . Here, k is a positive constant that stands for the upper bound of the cardinality of x ( ) , e.g., k = max 1, x ( ) .
Although the recovery guarantee of (0.1) is promising, when the measurement vector b involve some corruptions or irrelevant measurements in its entries (which unfortunately is prevalent in practice [6] [7] [8] ), exact recovery of (0.1) fails to be guaranteed.
Motivated by this, another line of works (called compressed sensing with corruptions [7] or corrupted sensing [9] ), try to model the corruptions as a sparse m-dimensional vector f ( ) , and propose to recover x ( ) and f ( ) through the below re-weighted ℓ minimization:
min , ‖x‖ + λ‖f‖ , s. t. Ax + f = b (0.2)
Where λ > 0 in (0.2) serves as a weighting factor, in the case when A is sub-Gaussian matrix, the recovery guarantee of (0.2) is almost as promising as those of (0.1). E.g., [10] show that the recovery of (0.2) is possible when a constant fraction of the measurement vector b is corrupted by f ( ) , provided that m ≥ O x ( ) log (n) This is understandable, since [A, I] satisfies the RIP with high probability [11] .
Is this holds when A is partial BOS matrix? More specifictly, we'd like to ask, under what circumstance, the recovery guarantee of (0.2) is as good as those of (0.1) when A is partial BOS matrix?
At a first glance, ∧ (s ) being a random subset of [n] seems to be a necessary requirement, here ∧ denotes the row indices set (corresponding to the Fourier basis matrix) of A, s denotes the support of f ( ) , with s to be the complement of s . Since otherwise, successful recovery of (0.2) implies the successful recovery of (0.1) with ∧ unnecessary to be a random subset 2 of [n], which leads to a stronger conclusion than typical CS literatures [5, 12] . So a more practical question we attempt to ask should be: We argue that if we choose the weighting factor λ ≤ 1 in (0.2) then the answer to Q (0.1) is negative.
Consider the a special instance where A is a Fourier matrix (which is a special case of partial BOS), let ( ) = being a Dirac comb vector, and ( ) = 0 being a zero vector.
Where the Dirac comb vector [13] is a n-dimensional vector defined as,
Remarkably, the Fourier transform of (denoted by ) is also itself: = d .
In this case, obviously (0.2) fails to admit ( ) = , ( ) = 0 as its optimal solution, since x = 0, f = is a feasible point of (0.2) with smaller or equal objective value than ( ) , ( ) when we choose λ ≤ 1. Whether answers to Q (0.2) with λ > 1 exist remains to be an open problem to the best of our knowledge.
Having this simple counter example in mind, it is quite understandable that existing literatures study answers to Q (0.1) require extra assumptions, e.g., [7, 8, 13] assume that the signs or supports of non-zero entries in ( ) to be random.
It's more practical appealing to allow the support and signs of ( ) to be fix, in this paper, we proved that exact recovery of (0.2) is possible, provided that the assumption in Q (0.1) holds and m ≥ O(|s |log (n)). Here, s denotes the support of x ( ) , and |s | denotes the cardinality of s . The only extra assumption we impose on Q (0.1) is that n (which denotes the dimension of x ( ) ) is prime, which disables the existence of the Dirac comb vector in this case. We state our finding of this paper formally in theorem 1.1 of section 1.
Recently, [14] also study the same problem Q (0.1) and achieves asymptotically similar results as in this paper. Both of the papers try to prove the recovery guarantee of (0.2) based on the dual certification, e.g., proving the existence of a viable dual vector which satisfies the dual certificates conditions in lemma 2.2.2. However this paper takes a different approach of proving the existence of the dual vector as elaborated below.
Firstly, it construct an "approximately feasible" dual vector q through a golfing scheme as in section 2.3.1, then the vector q is further modified to be a viable dual vector by adding a modification vector ∆q, with the existence of this modification vector ∆q be proved in section 2.3.2, which is argued by contradiction. Therefore, the proof of the existence of the viable dual vector in this paper is inherently non-constructive, which is different from other approaches in literatures [1, 7] , where the viable q is directly constructed through golfing schemes.
Another difference of our approach is that we based on the exact duality with a simple extract golfing step as in our previous work [10] . Finally, thanks to the golfing scheme, all constants in theorem 1.1 are deterministic while in [14] they are not.
Although the results in this paper and [14] are similar, we believe that the methods and ideas involved in the proof of this paper have importance and interest in their own right, and hopefully, they can give some insights of proving other problems in the CS community. This is the motivation of developing this paper.
The remaining parts of this paper are organized as following, in section 1 we proposed our main theoretical result, which is stated formally in theorem 1.1. Section 2 is dedicated to illustrate the proof of theorem 1.1: In section 2.1, we adapt a de-randomized technique [13, 15] , which allows us to impose an extra assumption on f ( ) without affecting the proof of recovery guarantee of (0.2), section 2.1 states the dual certification on which we develop the proof of theorem 1. For the convenience of the readers, we introduce some notations that will be used in the remaining parts of this paper.
Notations. In this paper, [n] denotes the indices set {1,2, … , n} if n represents an integer, k + [n] denotes the translated indices set {k + 1, k + 2, … , k + n} if both k and n represent integers. ‖x‖ denotes the number of non-zero entries of vector x (or the cardinality of x) if x denotes a vector. |s| denotes the cardinality of set s if s denotes a set. M * denotes the conjugate of M if M denotes a matrix with complex entries. I denotes a N × N identity matrix, where N is a positive integer.
Main results
Suppose we have a m-dimensional measurement vector b which can be written as: 
Definition 1.1 (random subset) An indices set = { , … , } with cardinality m is called a random subset of [n], if ⊆ [ ] and S is selected randomly and uniformly from all subset of [n] with cardinality m.
In this paper, our goal is to recover x ( ) , f ( ) through the below ℓ minimization:
E.g., let x , f denote the solution of (1.2), then λx , f are estimations of x ( ) , f ( ) , respectively, here λ > 0 severs as a parameter of (1.2).
We prove that the solution of (1.2) can recover x ( ) and f ( ) exactly with high probability provided that A , x ( ) and f ( ) satisfy certain conditions, which are stated formally in below theorem 1.1. 
Remark:
In theorem 1.1, it shows that (1.2) can recover the ground true signal x ( ) even when a positive fraction γ (which can be arbitrarily close to 1) of the measurements are arbitrarily corrupted by f ( ) , provided that m ≥ O(|s | log ( )) 3 . This asymptotical bound can further be improved as m ≥ O(|s |log (n)) by using the weak duality results in {Candes, 2011 #18}. Here we obtain a slightly worse upper bound on m because for the simplicity and convenience of convey the roadmap of our proof, we adapt the golfing scheme as presented in {Foucart, 2013 #6} chp 12, instead the one in {Candes, 2011 #18}.
Proof roadmap of theorem 1.1
The structure of this section is organized as follows, firstly, in section 2.1 (which follows directly from a de-randomize technique introduced in [15] ), we show that imposing an extra assumption that signs of f ( ) (s ) are independent random variables take values in {−1, +1} uniformly at random would not affect the correctness of theorem 1.1, and hence in the remaining parts of this section, we'll develop our proof of theorem 1.1 by adding this extra assumption.
Secondly, we develop our proof for theorem 1.1 based on the dual certification as introduced in section 2.2, more specifically, if we can prove the existence of a dual vector q which satisfies the dual certificate conditions as elaborated in lemma 2.2.2, then one can prove theorem 1.1.
To this end, firstly, in section 2.3.1, we construct a vector q which approximately satisfies the condition in lemma 2.2, the vector q is constructed by a golfing scheme which is derived from the golfing scheme introduced in [4] . And then in section 2.3.2, we prove the existence of a vector ∆q, such that q + ∆q satisfies the conditions in lemma 2.2. Finally, the conclusion of theorem 2.1 is proved by putting the results of section 2.1~2.3 altogether. 3 Treating ε = O(n) in theorem 1.1
Derandomizing the signs of ( )
According the assumptions in theorem 1.1, ∧ is a random subset of [n], one can easily infer that ∧ is also a random subset of [n] . In this section, by applying a recently developed derandomize technique in [15] , we show that without affecting the recovery guarantee of (1.2), one can impose an extract assumption on the corrupted noise vector f ( ) that all non-zero entries in f ( ) take signs {+1, -1} independently and uniformly at random.
Hence for convenience and without loose of generality, in the remaining section 2.2~2.3 of this paper where we present the proof of theorem 1.1, we assume the non-zero entries of f ( ) in (1.2) also take signs {+1, -1} uniformly at random.
Definition 2.1.1 [15] we say that ′ is a trimmed version of if ( ) ⊂ ( ) and ( ) = ( ) whenever ∈ ( ).
The below theorem is obtained following arguments similar in [15] . Let x , f be the solution of (1.2) with ground true x ( ) , f ( ) ′, then we have,
Here, we denote s′ as the support set of f ( ) ′, accordingly s denotes its complement set, then (2.1.1) implies,
Applying the triangle rule, (2.1.2) yields,
By the optimality of unicity of x ( ) , f ( ) , one inevitably have x = x ( ) and f = f ( ) ′ according to (2.1.3), which proves the conclusion of the theorem.∎
In theorem 1.1, it requires that ∧ (s ) is a random subset of [n], where ∧ denotes the rows indices set of A with respective to F (the n × n Fourier basis matrix). Since it's more convenient to work with the Bernoulli model in this section without affecting the recovery guarantee of theorem 1.1 [4] . We assume that elements in ∧ (s ) are sampled in [n] according to a Bernoulli model with parameter ρ ∈ (0,1) as described below. 
Dual certification
In this section, we'll prove theorem 1.1 base on the dual certification.The starting point of the proof is the so called "dual certification" as presented in the following lemma 2. 2) and the fact that ‖q‖ < 1 proves the conclusion of the lemma. ∎
In summary, if we can prove the matrix B defined in lemma 2.2.1 is full rank and there exist a vector q as stated in lemma 2.2.2 with high probability, then we can reach a final proof of theorem 1.1 according to lemma 2.2.1. The proof of B in lemma 2.2.1 being full rank is simple and it is provided in appendix D, while the proof of the existence of q requires more efforts, we outline the proof steps of the existence of q in next section, with the necessary supporting lemmas provided in appendix A.
Existence of q in lemma 2.2
We achieve the goal of this section in 2 phases: in the first phase, we obtain a q which approximately satisfies (2.2.2), as described below in (2.3.1).
For notational convenience, we denote the matrix
as Φ, and denote the vector In the second phase, we prove the existence of a ∆q, such that: Φ(q + ∆q) = w, ‖q + ∆q‖ < 1 (2.3.2) And such ∆q is constructed in section 2.3.2.
For convenience, we state the results in section 2.3.1 and 2.3.2 formally as theorem 2.3.1 and theorem 2.3.2 as stated in section 2.3.1, section 2.3.2, respectively. Putting these theorems together with lemma 2.2 and lemma 2.1, then it naturally leads to the conclusion of theorem 1.1.
Constructing in (2.3.1) through a golfing scheme
Let | = λ , , then we propose the below golfing scheme to construct q . Firstly, we partition s into 2 subset with equal sizes as mentioned in previous section: s = s ∪ s , |s | = |s | so that ∧ (s ) and ∧ (s ) are both random subset of [n]. With c = c to be some constant where γ ∈ (0,1) and α ∈ (4,6).
"Approaching
We summarize our conclusion of this section in the below theorem 2.3.1.1. 
With probability at least 1 − 6 . Where = , with = 842 , ∈ (4,6) to be constants, 
Proof:
Firstly, notice that ‖q ([|s |])‖ = ‖h(s )‖ , according to lemma A.2 and theorem C.1, the follow event,
