In this note we shall be considering what may be called a branching process with random environment (B.P.R.E.); it will be a sequence {Zn} of random variables forming a particular sort of Markov chain.
Let {r,; } be a sequence of independent and identically distributed n random variables, to be known as environment variables, taking values in some (possibly abstract) space E. Suppose that every point r,;EE has associated with it a probability generating function~r,;(s), 0~s < 1, of an integer-valued random variable.
The B.P.R.E. develops as follows: Zo· 1; Zn+l is the total number of offspring resulting from Z parents, each such parent having a random number n of offspring governed by the p.g.f.~r,;
(s) independently of other parents n+l and of the environment variables other than r,; +. This model is clearly the n 1 same as the classical Galton-Watson branching process except that we allow family-size distributions to vary stochastically from generation to generation. However, all families of a given generation are governed by the same distribution of family size. Thus the separate family trees springing from different parents in a given generation, which are independent in the classical Galton-Watson process, a fact which renders the classical GaltonWatson process so tractable, are dependent in the B.P.R.E.
The B.P.R.E. will be discussed more fully elsewhere (Smith and Wilkinson, 1967) . In the present note we are concerned with proving one theorem which, taken with Theorem A below (whose proof will b~given in the aforementioned reference), settles at an acceptable level of generality the question: under what circumstances will the B.P.R.E. almost surely become extinct? extinction is not almost sure.
We can now quote:
for the probability that a parent of the nth generation shall have no offn • 1,2,···,
. lim n+l n def sll 1 -s
We shall additionally suppose that {n } constitutes a sequence of n The B.P.R.E. {Z } will almost surely become extinct, b.~. The theorem we prove in this paper is as follows: extinction is~almost certain, and if ellog~nl <~, then it is necessary that the following two conditions both hold:
Theorem 1 If there is a c > 0 such that p{Z > O} > c for all n, i.e. if n --We need two preparatory lemmas.
The method of proof in the present note is~tirely different from that used by Smith and Wilkinson (1967) to prove Theorem A. It will be noted that both theorems prove that extinction of the B.P.R.E. is almost sure if , log~< 0; thus two different methods are available for proving this npartial result.
All this work, it should be noted, assumes the family size distributions have, almost surely, finite mean values. Work remains to be done for cases when this assumption is invalid. In this connection we close this note with a specific example of such a situation, and.show that, for this special example, the necessary and sufficient conditions for almost certain extinction are quite different from those obtained in Theorems A and 1. 
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We are now ready to prove the theorem. We begin by observing that
It is an easy exercise to verify that The proof of (2.6) has depended only on the environment variables for all n~nO. But (2.4) implies for all n. By a well-known result on infinite products this implies the so we discover that If p < 0 we can choose~1 < 1 and obtain a contradiction with Lemma 2.1.
Thus if p < 0 extinction must be almost sure.
Thus the theorem is proved except for the case p = O. In this case we set n Sn =~1 log~r' and note that If p > 0 then (2.8) converges for some~1 > 1. Lemma 2.1 then shows that we must have tI 10g(1-n n ) I <~. (s» In place of (2.6) we then have and in place of (2.7) we obtain requires the convergence of Suppose a is a real constant, 0 < a < 1, an4 that the environment
