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O presente trabalho e um estudo comparativo de algo-
ritmos de integração direta para problemas lineares bi-dimensio-
nais de condução de calor transiente. 
A discretização espacial do sistema de equaçoes dife-
renciais do problema foi feita utilizando o Metada dos Elementos 
Finitos, em particular, para o elemento isoparametrico parabÕli 
co. 
Na discretização temporal foram utilizados os 
ritmos Hermitianos de Integração Numerica. 
Algo-
Um programa de computador em FORTRAN foi desenvolvido 
para a resolução dos exemplos ilustrativos e de aplicação prãti-
ca no sentido de estudar as propriedades e eficiencia computaci~ 
nal das expansões linear e cúbica dos Algoritmos Hermitianos. 
V 
ABSTRACT 
A comparative study of direct integration algorithms 
was developed in this work for linear two-dimensional transient 
heat conduction problems. 
The system of diferential equations of the problem 
was integrated, in space, by the use of the Finite Element 
Discretization Technique, using the curved isoparametric 
"quadrilateral" element. For time discretization, the 
Hermitian,-Operators were used. 
The development of a digital computer program in 
FORTRAN was done and several examples were given to illustrate 
the properties and computational effort of the linear and cubic 
expansions of the Hermitian ,-operators. 
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Processos envolvendo transferência de calor sao nor-
malmente encontrados em engenharia. Transferência de calor e 
uma ciência de processos irreversíveis de propagação de calor no 
espaço. Entende-se por propagação de calor, a troca de energia 
interna entre elementos individuais e considerando regiões do 
meio que os cercam. 
Calor pode ser transmitido de tres maneiras: por con-
dução, convecçao e radiação. A condução de calor ê identificada 
como um processo de transporte molecular de calor em corpos, ou 
entre corpos, devido ã variação de temperatura no meio considera 
do. 
O estudo da condução transiehte de calor t~m inümeras 
aplicações em engenharia. Em particular, vãrios elementos estr~ 
turais de um prêdio de reator de Usinas Nucleares devem ser di-
mensionados para resistir a altas temperaturas, tanto em condi-
ções normais de operação quanto especialmente, no caso de aciden 
tes postulados nas tubulações do circuito primãrio. Este fato 
motivou o início desta pesquisa, na qual ê apresentado um estudo 
linear de condução de calor transiente. 
A têcnica de discretização por Elementos Finitos e 
usada para reduzir a solução contínua espacial a um nümero fini-
to de incõgnitas, dependentes do parâmetro tempo. O mêtodo ê de 
senvolvido em detalhes para estruturas bi-dimensionais, as quais 
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foram idealizadas por sistema de elementos isoparamétricos para-
bÕlicos. 
Para a integração numérica no tempo foram utilizadas 
as expansões linear e cúbica dos Algoritmos Hermitianos de Inte-
graçao. Os diversos operadores de tempo foram investigados indl 
vidualmente no que diz respeito ã precisão, estabilidade e efeti 
vidade computacional. 
O objetivo desta pesquisa foi o estudo comparativo 
dos algoritmos de integração direta quanto as propriedades cita-
das anteriormente. Para isso, um programa de computador em 
FORTRAN foi desenvolvido e vãrios exemplos foram feitos para i-




Ao contrário da grande quantidade de publicações so-
bre soluções analíticas das equações diferenciais de calor, exis 
tem apenas algumas contribuições esporádicas da solução por ele-
mentos finitos para problemas de condução de calor transiente. 
t fato tambêm, que existem poucas publicações a res-
peito dos problemas de operadores de tempo e suas propriedades 
nos resultados por elementos finitos. A maioria dos artigos e-
xistentes apresenta um, ou alguns algoritmos, de uma maneira esp~ 
cifica e aplicado a um problema em particular, para ilustrar uma 
eficiência superior. Pouco ê discutido a respeito da precisão e 
estabilidade dos operadores em relação a sua eficiê~cia compu-
taci ona 1. 
As primeiras publicações a respeito de soluções por~ 
lementos finitos de problemas transientes de condução de calor 
foram baseadas em modificações da regra trapezoidal (Crank -
Nicolson Scheme) no sentido de estabilizar suas tendências osci-
latõrias 121, 131- Por outro lado, as virtudes sobre a estabili 
dade do algoritmo Backward foram redescobertas repetidamente 141. 
Ao mesmo tempo, o mêtodo dos elementos finitos foi usado para a-
proximar, globalmente, a solução no intervalo de tempo ~t 151. 
Assim, o problema foi expresso na forma de mêtodos residuais ou 
expansões de Galerkin similares 161, 171. Várias expansões fo-
ram propostas para aumentar a precisão dos mêtodos usando expan-
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soes de ordem superi ar [ 8 [. 
A primeira tentativa de unificar diferentes pontos de 
vista sobre anãlise numérica e programas computacionais de enge-
nharia, para a solução de problemas de condução de calor transi-
ente, foi escrita em 1977, na Alemanha f l f. Neste trabalho foi 
desenvolvida uma aproximação no domínio do tempo, tal que, uma 
precisão de alta ordem e estabilidade foram conseguidas através 
de uma melhora da expansão linear do algoritmos de integração. 
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CAPITULO III 
CONCEITOS BASICOS DA CONDUÇAO DE CALOR TRANSIENTE 
- Campo de Temperatura 
O fenômeno da condução de calor ê um processo de pro-
pagaçao da energia térmica por contato direto entre as particu-
las de um corpo, ou entre corpos com temperaturas diferentes. 
Qualquer fenômeno fisico ê geralmente acompanhado por 
uma mudança, no tempo e espaço, das suas grand~zas fisicas. O 
processo de condução de calor, como outros tipos de transferên-
cia de calor, ocorre apenas quando diferentes pontos de um corpo 
(ou de um sistema de corpos) estão com temperaturas diferentes. 
Logo, a condução em corpos sõlidos geralmente ocorre com varia-
çoes de temperatura no espaço e no tempo. 
T = f(x, y, z, t) (III-1) 
A equaçao (III-1) ê a expressao matemãtica para o cam 
pode temperatura que atua sobre um corpo em um determinado mo-
mento. 
Este tipo de equaçao ê caracteristica da condução de 
calor transiente, na qual a temperatura varia com o tempo (t) e 
em cada ponto do corpo de coordenadas x, y e z. 
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- Gradiente de Temperatura 
Se todos os pontos de um corpo, tendo a mesma tempe-
ratura, são ligados, nõs obtemos uma superfície de temperaturas 
iguais, chamada de isoterma. Jã que nenhum ponto de um corpo 
possui simultaneamente diferentes temperaturas, superfícies iso-
termas nao se interceptam. 
A interseção das superfícies isotermas por um plano 
nos dã uma familia de isotermas neste plano. A figura III-1 re-
presenta uma familia de isotermas diferindo por uma variação de 








FIG. III-1 - FAM1LIA DE ISOTERMAS 
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A temperatura de um corpo varia somente em direções 
nao tangentes ãs superficies isotermas. A maior diferença. de 
temperatura por unidade de comprimento ê observada na 
normal ã superficie isoterma. Um aumento de temperatura 
direção e chamado de gradiente de temperatura. 
direção 
nesta 
O gradiente de temperatura ê um vetor normal ã super-
ficie isoterma e ê positivo na direção do aumento de temperatu-
ra. Numericamente é igual a derivada da temperatura nesta dire-
çao: 
+ 
grad T = n (IIl-2} 
onde: 
+ 
n = vetor unitário hormal ã superficie isoterma e positivo na 
direção do aumento de temperatura. 
= derivada da temperatura ao longo da normal h. 
- Lei de Fourier 
De acordo com a lei de Fourier, a quantidade de calor 
dq, passando atravês de um elemento de uma superficie isoterma 
dF por intervalo de tempo dt, ê proporcional ao gradiente de 
temperatura~, de acordo com a equação (III-3): an 
dq = - Kl ~~ dF dt (III-3) 
O fator de proporcionalidade Kl da equaçao (III-3) 
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foi provado experimentalmente ser uma propriedade fisica da subs 
tância. Ele define a capacidade da substância de conduzir ca-
lor e e chamado de condutividade têrmica. 
Definindo agora, fluxo de calor como sendo a quantid~ 
de de calor transferido atravês de uma area unitãria da superfi-
cie isoterma por unidade de tempo, chegamos a um vetor definido 
pela seguinte relação: 
+ + 
q = - n (111-4) 
+ 
O vetor q ê normal ã superficie isoterma e ê positivo 
na direção da diminuição de temperatura, uma vez que a transfe-
rência de calor se passa das regiões mais quentes de um corpo 
+ 
para as mais frias. Consequentemente, os vetores q e gradT po~ 
suem a mesma direção mas sentidos opostos (ver fig. III-1). Isto 
explica o sinal negativo das equações (III-3) e (III-4). 
+ 
O escalar correspondente ao fluxo de calor q ê igual 
a: 
(III-5) 
E suas projeções sobre os eixos coordenados valem: 
qx = - Kl aT ax 
qy = - Kl 
3T (III-6) ay 
Kl 
élT 
qz = - é)Z 
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Assim,os fluxos de calor expressos nas equaçoes (III-
6) sao componentes do vetor representando a variação do fluxo de 
+ calor q, de um corpo. 
( I I I - 7 ) 
- Equação Diferencial da Condução de Calor 
A meta do estudo de qualquer fenômeno fisico ê estabe 
lecer uma relação entre as quantidades ou propriedades caracte-
rísticas do fenômeno considerado. Em processos fisicos mais com 
plexos, isto ê dificultado devido as propriedades variarem consi 
deravelmente com o espaço e o tempo. Nestes casos assume-se pe-
quenos intervalos de tempo e somente um volume elementar do cor-
po e considerado. Isto torna possível ignorar variações em cer-
tas características do processo, e simplifica consideravelmente 
sua anãlise. 
o volume elementar (dv) e o intervalo de tempo 
elementar (dt) selecionados são suficientemente grandes para de! 
prezarmos a estrutura discreta do corpo e o considerarmos como 
um meio contínuo. Integrando esta equação diferencial, nos po-
demos obter a relação analítica entre valores para todo o limite 
de integração e para qualquer intervalo de tempo considerado. 
Para facilitar este estudo, as seguintes 
çoes sao feitas: 
a) o sõlido ê homogêneo e isotrÕpico; 
b) os parãmetros físicos são constantes; 
considera-
lo 
c) a deformação do volume considerado, devido ã variações de tem 
peratura, e muito pequena em relação ao volume; 
d) as fontes internas de calor são uniformemente distribuidas p~ 
lo sôlido. 
A equaçao diferencial da condução de calor e baseada 
na lei da conservaçao de energia que pode ser formulada da se-
guinte maneira: 
"A quantidade de calor dQ adquirida na condução, por 
um volume elementar dv, durante um intervalo de tempo dt, e i-
gual a mudança de energia interna (ou entalpia) da substância 





_ = quantidade de calor absorvida por condução 
dQ
2 
= quantidade de calor liberada do volume elementar pelas fon 
tes internas de calor 
dQ = variação da energia interna da substância contida no volu-
me d~ no intervalo de tempo dt. 
Para acharmos os termos da equaçao (Ill-8), conside-
remos um paralelepTpedo elementar num corpo com lados dx, dy e 
dz (fig. III-2) de forma que seus lados sejam paralelos aos cor-

















dQx, dQY e dQ
2 
sao as quantidades de calor absorvidas pelo vol~ 
me elementar dv, num intervalo de tempo dt, na direção dos eixos 
x, y e z respectivamente. dQx+dx' dQy+dy e dQz+dz sao as quan-
tidades de calor removidas pelos lados opostos do paralelepipe-
do. 
onde, 
Podemos dizer que: 
= q dy dz dt 
X 
(111-9) 
qx = projeção da variação do fluxo de calor na direção x do pla-
no indicado na figura 
l 2 
Da mesma forma, dizemos que: 
dQx+dx = qx+dx dy dz dt (III-10) 
A diferença entre dQx e dQx+dx nos dã a quantidade de 
calor dQxi· Assim: 
dQxl = qx dy dz dt - qx+dx dy dz dt (III-11) 
Como qx+dx e continuo no intervalo dx considerado,po-
demos expandi-lo na serie de Taylor: 
dx + + ••• (III-12) 
2 '. 
Substituindo a equaçao (III-12) na equaçao (III-11) e 
desprezando os termos de ordem superior, temos: 
dx dy d z d t (III-13) 
Da mesma maneira podemos achar os valores de dQyl e 
dQzl. · Assim, o valor final para dQ 1 sera: 
dQl = - ( + + 
ílq z 
ílz ) dx dy dz dt 
(III-14) 
O segundo termo da equaçao (III-8) e dado por: 
dQ 2 = qv dv dt (III-15) 
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onde, 
qv = quantidade de calor emitida pelas fontes internas de calor 
num volume elementar por unidade de tempo. 
O terceiro termo da equação {111-8} depende da nature 
za do processo termo-dinâmico no qual estã sujeito o sistema. 
No caso de um processo a volume constante, todo oca-
lor transferido para o volume elementar e gasto para mudar a e-
nergia interna da substância contida neste volume. Assim: 
dQ = dU 
onde, 
dt dv = c p ar ----"ãt dt dv 
(111-16) 
c = capacidade de calor a volume constante por unidade de massa 
ou calor espec1fico. 
p = densidade da substância. 
Substituindo equaçoes {111-14), (111-15) e (lll-16}na 
equaçao (111-8), nõs obtemos: 
cp + + 
(111-17) 
ou 
aT + cp ;rr- =-div q + qv (111-18) 
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A equaçao (III-18) e a equaçao diferencial para pro-
cessos de transferência de calor a volume constante. 
Em sõlidos, a transferência de calor obedece a ''Lei 
de Fourier'', que diz: 
+ 




+ q = quantidade de calor por unidade de area isoterma por u-
nidade de tempo. 






= gradiente de temperatura. 
As projeções do vetor, que representa a quantidade de 
calor q, sobre os eixos x, y, z nos dã: 
qx = -
l 8 ) , nos 
K,e 
aT 












aT (III-20) ay ' qz = - az 
equaçoes (III-20) na equaçao (II I -
+ - 0-( K ...B:_ 0 az l az '.J 






A equaçao (III-21), tal como a equaçao (III-22), e 
chamada de Equação Diferencial da Condução de Calor. 
Assumindo as características físicas e têrmicas cons-
tantes (K,e, c e p), a equação (III-21) toma a seguinte forma: 
oT 
= at + + ) + (III-23) 
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CAPITULO IV 
APLICAÇAO DO MtTODO DOS ELEMENTOS FINITOS 
NA AN~LISE DA CONDUÇAO DE CALOR 
As vantagens do Método dos Elementos Finitos sao inú-
meras quando comparadas a outras aproximações numéricas. O meto 
do é completamente geral com respeito a geometria e as proprie-
dades do material. Por esse motivo, a técnica de discretização 
por Elementos Finitos é usada para reduzir a solução continua es 
pacial (equação III-23) num numero finito de incõgnitas, depen-
dentes apenas do tempo. As condições de contorno de temperatura 
ou de fluxo de calor podem ser especificadas em qualquer 
dentro do sistema dos Elementos Finitos. 
ponto 
Serão apresentados dois métodos para se achar a formu 
lação integral do problema de condução de calor a partir da equ! 
ção diferencial: Método dos Residuos Ponderados de Galerkin e 
um Principio Variacional. O meio continuo sera então discretiza 
do espacialmente pelo Método dos Elementos Finitos e as formula-
ções integrais degeneram então, num sistema de equações diferen-
ciais de 1ª ordem. 
IV.l - Método dos Residuos Ponderados de Galerkin 
Sendo a equaçao diferencial da condução de calor: 
pcT = div (Kl grad T) + qv (IV-1) 
l 7 
onde, 
aT T =~#O pois T = T(x, y, z, t) 
Na forma matricial chamaremos: 
grad T = DT 
e div (Kt grad T) = ot 
onde, 
D e um vetor 3 x 1 e Dt e o vetor transposto. 





~l e uma matriz 3 x 3 (x, y, x) simétrica: 
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Para materiais isotrõpicos temos: 
K = O -l 
o o 
Assim, a equaçao (IV-1) fica: 
ou 
t 
pcT - O ~l(~T) = qv (IV-2) 
A equaçao (IV-2) e a forma matricial da equaçao (IV-1). 
Para uma solução determinada da equaçao acima precis~ 
mos introduzir as condições de contorno. 
Na superficie do corpo agem temperaturas prescritas 
ou fluxo de calor prescritos como função do espaço e do 
Com isso, temos as seguintes condições de contorno: 
T(x, t) = f(x, t) 
tempo. 
(IV-3) 
As condições de contorno agem numa superficie F, onde 





FIG. IV-1 - CONDIÇOES DE CONTORNO DE TEMPERATURA E 
FLUXO DE CALOR PRESCRITOS. 
(IV-4) 
FT representa a parte da superfície com temperatura 
prescrita, enquanto Fq representa a parte na qual qF é prescri-
to. 
qn é a quantidade de calor que percorre o elemento 
por unidade de tempo, por unidade de superfície dF com a normal . q 




O vetor gn contem os cossenos diretores da normal n 
em um ponto da superficie Fq' na qual, é especificada um forneci 
mente de calor prescrito qF(x, t). Nesta mesma superficie Fq p~ 
de, ao inves do fornecimento de calor prescrito qF, existir uma 
troca de calor com o meio que a cerca. Sendo T
00 
a temperatura 
do meio eh o coeficiente de transmissão de calor entre a super-
ficie e o meio, temos: 
(IV-6) 
Como o fluxo de calor percorre o elemento da zona de 
temperatúra mais alta para a mais baixa, o sinal de qh estã de-
terminado na equação {IV-6), isto e, serã negativo se T
00 
> T e 
positivo se T
00
< T, conforme mostra a figura (IV-2). 




'1----+-"'''\ T < T 
00 
FIG. IV-2 - CONVENÇAO DE SINAL PARA qF. 
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Da mesma forma convencionaremos o sinal do fluxo de 
calor prescrito qF, conforme a figura IV-2. 
Temos então, as seguintes condições de contorno: 
T(x, t) = f(x, t) em FT 
(IV-7) 
e ~l ( QT) = h 
Segundo o mêtodo dos res1düos ponderados, o resTduo 
da equaçao (IV-2) precisa, no sentido da integral, desaparecer. 
Em analogia ao princ1pio dos trabalhos virtuais, no 
mêtodo de Galerkin escolhemos como função peso um campo de temp~ 
ratura virtual oT, que preenche exatamente as condições de con-
torno de temperatura FT. 
A equação geral da transferência de calor (IV-2) ê de 
finida então, incluindo as condições de contorno (IV-7) de Fq, 
dessa forma: 
(IV-8) 
Se nos definirmos a seguinte relação: 





E usarmos o teorema de Gauss da seguinte forma: 
Desenvolvendo então, a equaçao {IV-8), temos: 
+ J óT Q~ ~l {QT)dF 
Fq 
oT h{T - T
00
}dF + 
Aplicando {!V-9} ao segundo termo da equaçao 
+ Jv 
( QoT) t ~l (QT)dv + JF 




oT h(T - T }dF + 
JF 





Usando agora, o teorema de Gauss ao segundo termo da 
equaçao acima, temos: 
Jv 
oT(pcT - q ) dv - J oT Dt ~,e (QT)dF + V -n 
Fq 
+ Jv 
(QoT)t ~,e (QT)dv + J oT 
Dt ~,e(QT)dF + -n 
Fq 
+ J oT h(T - T ) dF + f oT qF dF = o "' 
Fq Fq 
Assim, a equaçao (IV-8) ficarã: 
+ JF oT h(T - T"')dF + JF oT qF dF = o 
q q 
(IV-11) 
Subdividimos entio, o volume ''V" em elementos fini-
tos. O campo de temperatura ê aproximado nessa sub-região atra-
vés de funções polinomiais que sio expressas por funções de in-
terpolação dos valores desconhecidos nos nõs. As funções qua-
drãticas para o elemento isoparamêtrico parabõlico usado no pro-
grama de computador, foram tiradas de 1151 e 1191. Aqui nos li-
mitamos a um resumo curto das interdependências bãsicas. 
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Considerando: 
T (x, t) = w !e (IV-12) 
( l X l ) ( l xm) ( mx l ) 
onde, 
w = w(x) e, -
!e = !e(t) 
''T '' significa o vetor das temperaturas nos m nos dos -e 
elementos e "w" representa o esquema de interpolação no espaço, 
que preenche exatamente as condições de contorno da temperatu-
ra. 
Assim, substituindo a equaçao {IV-12) na equaçao (IV-
11) e sabendo que ôT = ~ ô!e• ou seja, ôT = ô!! wt temos para 
um elemento: 




-e w P c ".!!e ÔT
t t 
-e w qv dv + 
ôTt wt h{T - T )dF + -e oo e 
+ f F ô!! wt qFdFe = O 
e 
(IV-13) 




wt h T dF 
"' e 
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(º~) t K (D )T d -l -~ -e V+ 
wt q dv + 
V 
(IV-14) 
Esta equaçao e, a nível de elemento, a equaçao discre 
ta de equilíbrio de energia nos nõs desconhecidos de temperatura 
!e• ou seja, as suas derivadas !e· 
Na forma matricial são conduzidas a um sistema de e-
quaçoes diferenciais acopladas de primeira ordem, que regem a 
troca de calor no elemento. 
Equilíbrio no elemento: 
A matriz de Capacidade Têrmica C e: -e 
fe = J pc wt w dv 
ve 
A Matriz de Condutividade Têrmica K e: -e 






O vetor de Cargas Térmicas 9e e: 
9e = J 
ve 
dF - (IV-18) 
A montagem dos elementos em uma estrutura se sucede 
através da matriz de montagem de Boole 11 ''!'', que define a inter 
dependencia entre "m'' graus de liberdade do elemento e "n''graus 
de liberdade da estrutura. Assim: 
T = -e 
( mx 1 ) 
a T (IV-19) 
(mxn) (nxl) 
Por motivos de invariância a transformação conjugada 
dã a interdependencia das forças motrizes a nível de elemento e 
de estrutura, ou seja: 
g = a t 9e 
(nxl} (nxm) (mxl} 
(IV-20) 
A troca de calor para toda a estrutura segue, com 
isso, dessa forma: 
e T + K T = g (IV-21) 
onde, 
e = l: at e a -e -e 
K = l: at K a (IV-22} -e -e 




IV.2 - Formulação Variacional 
Adotando o seguinte funcional, de acordo com as refe-
rências [2[, [21[: 
íl(T) = + J v~cT 2 + (QT)t ~,e DT - 2qv T + 
- 2pcT O r] (x, t) dv + J F [qF n r] (x, t) dF (IV-23) 
onde, 
V = volume do meio continuo 
F = contorno 
T = T(x, t) = campo de temperatura 
X = coordenada generalizada, x = (x, y, z) 
= matriz de condutividades têrmicas 
p = densidade 
e = calor especifico 
= fonte interna de calor 
TO (x) = distribuição inicial de temperatura 
qF(x, t)= fluxo de calor prescrito na superficie 
n = cosseno diretor da normal ã superficie F 
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t = tempo 
DT = vetor gradiente de temperaturas 
O funcional definido em {IV-23) e do seguinte tipo: 
íl{T) = Jv l(T, Tx, x, y, z)dv + JF l(T, x, y, z)dF 
A l~ variação do funcional, de acordo com l 16 I, sera: 
cl íl J [-R -_d_( a1 )JclT dv + aI clT = + 
V oT dx aT- aT-X X F 
+ JF 
ar cl T d F o (rV-24) 
~ = 
Calculando agora, as parcelas da equaçao (rV-24) e 









Substituindo as equaçoes (IV-25) na equaçao (IV-24), 
vem: 
+ ~l DT + JF qF n oT dF = o (IV-26) 
Usando o teorema de Green na ultima parcela da equa-
çao (IV-26), chegamos a: 
e 
n ôT dF 
Assim, a equaçao (IV-26) fica: 
o íl = J GcT-qv-pcT 0-ºt(~1QT)Jor dv + 
V 
Como oT e arbitrãrio, chegamos as seguintes equaçoes: 
(IV-27) 
(IV-28) 
A equaçao (IV-27) e a equaçao de Euler-Lagrange para 
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o funcional proposto, e a equaçao (IV-28) representa as 
ções de contorno naturais do problema. 
Consideremos agora, a seguinte identidade: 
t 
[pc r] (x, t) -I pcT(x, T)dT = - o 
condi-
Derivando a identidade acima em relação a Te substi-
tuindo em (IV-27), chegamos a: 
pcT - Dt(K DT) - q = O 
- -l- V 
(IV-29) 
A equaçao (IV-29) ê uma forma usual da equaçao da con 
dução de calor transiente, portanto o uso do funcional (IV-23), 
para o problema da condução de calor transiente, ê vãlido. 
Usaremos agora, o Mêtodo dos Elementos Finitos para 
a obtenção das soluções aproximadas. 
Adotaremos a mesma equaçao matricial do mêtodo de 
Galerkin, equaçao (IV-12}, para representar a temperatura em 
qualquer ponto de um elemento: 
T(x, t) = ~(x) T ( t) -e (IV-30) 




-2- wT WT --e - e 
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Arrumando a expressao acima, temos: 
J V[+ pC Tt t !e+-}- !!(º~)t(º~)~l !e+ w w -e 
- Tt 
-e qv 
wt - Tt 




pc wt w dv -
K -e = 
IV 
(º~)t ~l(º~) dv 
Çe 
IV 
qv wtdv J F qF 
t dF = n w 




A la variação da equaçao acima nos dã: 
fe [!e - !o] + K -e !e = Qe 
e Te + K T = Qe (IV-33) -e -e -e 
Incluindo o caso de troca de calor com o meio que cer 
ca o corpo, teremos mais uma parcela para ~e e Qe· Seja: 
onde: 
T = temperatura do meio 
o, 
T = temperatura da superficie do corpo 
h = coeficiente de transmissão de calor 
Este efeito e considerado somando-se a integral de su 
perifice abaixo, ã equação (IV-23): 
{IV-34) 
O efeito final da inclusão da equaçao (IV-34) na ex-
pressao do funcional ê o seguinte: 
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~e= Jv 
wt h T dF 
o, 
A matriz C nao se altera. -e 
Assim, o sistema de equaçoes diferenciais da condução 
de calor transiente discretizado espacialmente fica, a nível de 
elemento, da seguinte forma: 
onde: 
fe = matriz de capacidade têrmica 
~e = matriz de condutividade têrmica 
Çe = vetor de cargas têrmicas 
A n1vel de estrutura, podemos efetuar a montagem dos 




SOLUÇAO DE SISTEMAS DE PRIMEIRA ORDEM DA 
ANALISE TRANSIENTE DA CONDUÇAO DE CALOR 
Apõs a discretização espacial por elementos fi r'!i tos 
das formulações integrais da condução de calor transiente, o 
problema consiste agora, na integração numêrica no tempo de um 
sistema de equações diferenciais de 1ª ordem. 
O tratamento para sistemas de equaçoes diferenciais 
de ordens superiores ê equivalente, jã que estes são sempre pos-
síveis de serem reduzidos para um sistema de 1ª ordem. 
Seja a formulação por elementos finitos do equilíbrio 
têrmico respresentado pelo seguinte sistema de equações: 
CT + KT = Ç ( V-1 ) 
onde: 
c = matriz de capacidade têrmica 
K = matriz de condutividade têrmica 
º = vetor de cargas têrmicas 
T = !(t) = vetor desconhecido das temperaturas nos nos, variando 
com o tempo (t) 
Todos os mêtodos de integração numêrica fazem uso de 
processos incrementais, os quais obtêm a solução do problema a-
travês de uma aproximação, dentro de um determinado intervalo 
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de tempo, da variação de temperatura. Assim, o sistema de equa-
ções diferenciais (V-1) é transformado para a seguinte forma al-
gébrica: 
* ~ It+Llt = Qp + gH (V-2) 
onde: 
* K = matriz efetiva 
Qp = vetor de cargas térmicas devido a solução particular de 
( V- 1 ) 
gH = vetor de cargas térmicas devido a solução homogênea de 
(V-1). 
- Solução de Sistemas de Primeira Ordem 
Como a matriz C do sistema de equaçoes (V-1) é positi 
va definida, a equação discretizada da condução de calor pode 
ser normalizada da seguinte forma: 
T + AT = P {V-3} 
onde: 
Com as seguintes condições iniciais em t = t 0 : 
Io = I(t 0 ) (V-4) 
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A solução exata desse sistema de primeira ordem e com 
posta de duas componentes: solução homogênea e solução particu-








A matriz exponencial e e então, expandida numa se-
rie de potências de Taylor, da seguinte forma: 
-At 
e = I - tA + A3 + ... + __ (_-_t~)_n An + ... (V-6) 
2 ! 3 ! n ! 
Esta serie converge lentamente para grandes 
de t. Entretanto, nõs utilizamos a equação (V-5) na sua 
valores 
forma 
incremental expressando a solução num tempo t+6t em termos dos 
valores no inicio do intervalo de tempo 6t e do atual incremento 
de carga. Dessa forma a equação (V-5) fica: 
-A 6t 
It+nt = e (V-7) 
A solução acima ainda e exata, pois nao foi feita ne-
nhuma aproximação. Pode-se observar que a equação (V-7) contem 
ainda, um termo exponencial de decaimento e um termo adicional, 







exponencial de decaimento da solução homogênea, 
ser expandida numa serie de potências, a qual con-
verge mais rapidamente devido aos pequenos valores de nt. 
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No aspecto computacional, o principal problema e uma 
avaliação eficiente da expansão por sêries (V-6). 
Existem duas aproximações bãsicas para a determinação 
-A Llt 
da matriz exponencial e São elas: 
i) Anãlise Modal, onde a matriz A e diagonalizada por decomposl 
ção espectral. 
-A Llt 
ii) Têcnica da Integração Numêrica, onde o termo e -e apro-
ximado truncando-se a série de potências (V-6) apõs os pri-
meiros termos: 
V.l - Anãlise Modal 
No caso de~ e~ serem independentes do tempo e da 
temperatura, ê interessante fazer uma mudança de base na equa-
ção (·V-1) que ortonormaliza a parte homog~nea da equaçao. Seja 
então: 
CT + KT = O {V-8) 
e 
T = xe (V-9) 
Supondo a solução da equaçao {V-8) igual a: 
-At 
T = e X 
A primeira derivada de T sera: 
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-At 
T = - A e X 
Substituindo a equaçao acima na equaçao (V-8), temos: 
-At 
CA e X + K 
KX = CXA 
-At 
e X = O 
Como A= c- 1K, a equaçao (V-10) fica: 
AX = AX 
1~ -~!1~ = 0 
(V-10) 
(V-11) 
A matriz~ e diagonalizada por decomposição espectral 
e obtemos então, a matriz espectral do sistema, formada com os 
autovalores de A. Logo: 
Os correspondentes autovetores ~ desacopla o sistema 
de equações diferenciais (V-1), como estã demonstrado abaixo: 
Substituindo (V-9) em {V-8), vem: 
cxe + KXe = o 
-1 Pré-multiplicando por C , temos: 
xe + AXe = o 
39 
Prê-multiplicando agora, por Xt, vem: 
como AX = AX, temos: 
E sendo~ uma matriz diagonal, podemos simplificar o 
sistema acima da seguinte maneira: 
e + A e = o (V-12) 
O sistema de equaçoes (V-12) esta portanto, desacoplado, pois 
A e uma matriz diagonal. 
Desse modo, a solução foi reduzida para repetidas in-
tegrações de equações simples de 1ª ordem. 
Cada modo têrmico e controlado pela seguinte expres-
sao: 
e + À8 = f (V-13) 
A solução final e obtida por superposição das respos-
tas em cada modo. 
O esforço computacional para a solução por autovalo-
res pode ser reduzido, na maioria dos problemas de engenharia, 
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porque a resposta ê geralmente obtida atravês dos modos fundamen 
tais. Assim, o cãlculo dos autovalores pode se limitar a alguns 
modos da matriz espectral. 
V.2 - Integração Numêrica 
No caso de sistemas nao lineares, as matrizes C e K 
variam com o tempo e a temperatura. Assim, o autovetor. X da e-
quaçao (V-10) tem que ser, em geral, ortonormalizado repetidame~ 
te para manter o sistema desacoplado. 
Repetidos cãlculos de autovalores aumenta considera-
velmente os custos computacionais. Por este motivo, a 
da Integração Numêrica ê preferida. 
Têcnica 
Nesta têcnica usamos aproximações da matriz exponen-
-A ~t 
cial e no intervalo de tempo ~t. Este assunto, serã discu-
tido detalhadamente no cap1tulo seguinte. 
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CAPITULO VI 
OPERADORES HERMITIANOS DE INTEGRAÇAO 
Existem vãrias possibilidades de introduzir expansoes 
polinomiais para aproximar a dependência do tempo. Por exemplo: 
uma serie de operadores de tempo de vãrias ordens podem ser de-
senvolvidos de acordo com a expansão polinomial (expansões li-
near, quadrãtica, cúbica, etc ... ) e de acordo com o tipo de in-
terpolação polinomial (Mêtodos Lagrangeanos ou Hermitianos). En 
tretanto, no sentido de manter a ordem das matrizes C e K do sis 
* tema inicial para a matriz K do sistema efetivo, serã usada in-
terpolação Hermitiana para!= !(t), jã que os nõs estão locali-
zados no início e no final do intervalo de tempo 6t e porque as 
derivadas nodais das expansões de alta ordem ! , ! , etc ... , sao 
rapidamente expressas em termos dos valores! da função. Usando 
a equação de equilíbrio (V-1), nÕs chegamos, para sistemas linea 
res, ao seguinte: 
T = -AT + P e T = -AT + P (VI-1) 
Para cada ordem, a Interpolação Hermitiana reduz o 
sistema diferencial de primeira ordem (V-1) a um sistema (NxN) 
de equações algêbricas anãlogo a equação (V-2). 
Ao contrãrio, a Interpolação Lagrangeana aumenta a or 
dem das equações algêbricas por causa dos nõs adicionais dentro 
do intervalo de tempo 6t, a nao ser que sejam aplicadas têcnicas 
de condensação dos nõs [ 16 [, [ 25 [. Assim, este caso não sera 
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mais considerado. 
No caso mais simples nos expandimos as temperaturas 
nodais num polinômio Hermitiano no intervalo de tempo ~t: 
(VI-2) 
As funções de interpolação w1 e w2 descrevem a varia-
çao do tempo no intervalo normalizado [O, 1]. 
VI. l - Expansão Linear 






FIG. VI-1 - DISTRIBUIÇIIO LINEAR DE TEMPERATURA EM [t, t + ~t]. 
De acordo com a figura VI-1, temos: 
T. = Tt qd9 ç = O 
1; 
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A seguinte expressao satisfaz as equaçoes acima: 
Assim, a expansao linear do algoritmo Hermitiano aca! 
reta um polinômio linear para os valores escolhidos Tt' 
com as seguintes funções de interpolação: 
Tt+tit 
{VI-3) 
Este caso corresponde a familia dos métodos lineares, 
nos quais a temperatura nodal varia linearmente dentro do inter-
valo de tempo tit. 
Substituindo as equaçoes {VI-3) na equaçao {VI-2) che 
gamos a: 
I' = [1 - ', ,J (VI-4) 





T l 1] ..:t 
!t+llt 
(VI-5) 
Sendo a equaçao homogênea do equilibrio têrmico igual 
CT + KT = O 
--Ç --Ç 
Substituindo agora, as equaçoes (VI-4) e (VI-5) na equaçao aci-
ma, temos: 
e 
[_L - (1 - ç)KlT llt ~J-t 
Multiplicando toda a equaçao por C-l e sabendo-se que c- 1K = A, 
chegamos a: 
(VI-6) 
onde I = matriz identidade. 
Chamando: 
= ç e = ç - 1 
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onde w2 e a derivada de w2 em relação a tç. 
A equaçao (VI-6) fica então: 
(VI-7) 
* A matriz efetiva do sistema ~l e definida pelo lado esquerdo da 
equação (VI-7). Assim: 
* ~l = [! + ªl At ~] (VI-7a) 
O vetor de cargas iniciais gH e definido pelo lado direito da 
mesma equaçao: 
Valores particulares de ç colocam a equaçao (VI-7) 
num especifico instante dentro do intervalo de tempo At. Esco-
lhendo ç = O, 1, 1/2 ou 2/3 chega-se aos conhecidos algorit-
mos Forward, Backward, Trapezoidal e Galerkin respectivamente. 
Para a parte da solução particular da equação do equi 
librio, ~!ç + ~!ç = gç, assumiremos que o vetor gç(t) pode ser 
idealizado por expansao linear. Assim, num dado intervalo de 
tempo Ato vetor vale: 
(VI-8) 
onde w1 , w2 sao as funções de interpolação linear: 
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o < ç < (VI-8a) 
Assim, a parte nao homogênea e rapidamente deduzida e 
o vetor de cargas Qp e definido da seguinte maneira: 
Onde ~t e ~t+ót valem: 
-1 
~t+nt = ~ gt+nt 
(VI-9) 
(VI-9a) 
No caso de ~t = ~t+t,t = ~t o valor de Qp simplifica: 
Qp = ~t nt (VI-10) 
Finalmente, chegamos ao seguinte sistema de equaçoes 
algebricas lineares de acordo com (V-2): 
(VI-11) 
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A classe dos mêtodos lineares, estudadas neste capítulo, trans-
formam a equação (V-3) na seguinte forma algêbrica: 
para e 
Este operador corresponde a uma aproximação 
-A.!lt 
da seguinte forma: 
Na equaçao (VI-13) ambas as parcelas sao 





A tabela VI-1 abaixo nos mostra os jã conhecidos ope-
radores lineares para ç = O, 1, 1/2 e 2/3. Para cada operador 
são mostradas a aproximação racional e a sua correspondente ex-
pansão em serie de binômios. 
algoritmo ç aproximação racional - . expansao em serie 
Forward o R~=!-Llt~ I-.!ltA -
Backward l Ri= I!+Llt~]-
1 I-LltA+Llt2A2 - - -
• 
Ri/ 2=[!+(.!lt/2) ~j-l [!-(Llt/2)A] !-Llt~+(Llt2/2)82-(Llt3/4)83+ ... Trapezoidal 1/2 
Galerkin 2/3 R~/3=[!+(2.!lt/3) Al-l [!-(Llt/3)~] I-Llt~+( 2nt2 /3 rn2- .•. 
-Atit 
TABELA VI-1 - Aproximações Lineares da Matriz Exponencial e 
4.8 

























© FORWARD - ZETA;Q 
~ TRAPEZOIDAL - ZETA;l/2 
+ GALERK l N - ZETA;Q. 667 
X BACKWARD - ZETA;l 




Seja agora o escalar correspondente da equaçao (VI-
1 3) : 
[l - ( 1 - ~ ) li t (VI-14) 
Para os algoritmos da tabela VI-1, a figura VI-2 ilu~ 
tra o comportamento dos diferentes operadores quando comparados 
-Atit - . -com a curva exata de e , a qua 1, no gra f1 co e representada por 
uma linha cheia. 
Estudemos agora algumas caracteristicas desses quatro 
operadores. 
a) Precisão 
Comparando as expansoes em sêrie dos operadores da ta 
-A/ü 
bela VI-1 com os termos da expansão de Taylor para e equa-
ção (V-6), verificamos que a Regra Trapezoidal (ou Mêtodo de 
Crank-Nicolson) apresenta precisão de segunda ordem, enquanto 
que os outros operadores apresentam uma precisão de primeira or-
dem. 
Esta precisão contudo, ê considerada apenas nas vizi-
nhanças da origem, como mostra a figura VI-2. Isto ê, para in-
tervalos de tempo, tais que: 
ou tit A< I. - -
Para grandes intervalos de tempo, considerações sobre a estabili 




Para grandes intervalos de tempo, isto e, Ànt + oo, o 
método Forward (ç=O) apresenta comportamento instãvel (R~ + 00 ), 
enquanto que os 'Metadas Backward, Regra Trapezoidal e Galerkin 
não amplificam a condição inicial, ou seja, apresentam estabili-
dade absoluta (ou estabilidade-A): 
para O < n t < oo 
Na realidade, o operador Backward (ç=l) se aproxima 
de zero quando nt tende a infinito, Definimos então, estabilida 
de-L como sendo: 
quando nt + oo 
A Regra trapezoidal satisfaz a relação R]/ 2 + -1 qua~ 
do nt + 00 e o método de Galerkin mostra provavelmente a melhor. 
aproximação media para todo o regime de Ànt. 
A A 
Na solução de sistemas rigidos, onde À;ax;~;in pos-
sui vãrias ordens de grandeza, o intervãlo de tempo critico para 
os algoritmos condicionalmente estãveis ê dado por: 
onde chegamos aos a 1 gari tmos com O< ç < 1 /2, como demonstrado 
abaixo: 
-1 < R f = [1 + ç À J -1 [1 - ( 1 - r; ) n t :(] < 1 
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l a d. -- con 1çao: 
l - (1-c;)lit À< l + 1; li t À 
-li t À + 1; li t À - r; li t À < o 
li t À > o 
2ª d. -- con 1çao: 
- l - r; li t À< l - lit li t À 
-2 + lit À - 2 r; li t À < o 
lit À(l - 21;) < 2 
lit (2r;-l)>-2 
Como lit . À e qualquer> O, devemos ter: 
21; ~ l > O .,- 1; > l /2 
Em particular para o método Forward temos que: 
lit Ã(2 X O - l) > - 2 
- lit À> - 2 
litcriti co < 
2 
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c) Comportamento Oscilatõrio 
A estabilidade dos algoritmos incondicionalmente es-
tãveis, não significa necessariamente, que ocorrerã soluções sua 
ves e com boa precisão. De fato, todos os algoritmos que pOS's 
suem curvas para Rf que ultrapassem o eixo horizontal O - À . nt 
{fig. VI-2), tendem a um comportamento oscilatõri-0 para interva-
los de tempo nt, tais que: Ri< O. Assim, a regra trapezoidal 
ê numericamente sensivel para nt > 2/À e o operador max de 
Galerkin para nt > 3/Àmax· Dos operadores lineares, somente o 
algoritmo Backward permanece positivo (Rf > O) para qualquer 
À . nt, e assim garante um comportamento não oscilatõrio embora 
sub-estimando a resposta. 
- Conclusões 
Por essas considerações concluímos que comportamento 
oscilatõrio e precisão são propriedades opostas dos operadores 
de tempo. Nos casos em que queremos assegurar uma boa precisão 
para a solução, no regime fundamental À~ Àmin' devemos usar a 
Regra Trapezoidal (ç = 1/2} que apresenta a maior precisão den-
tre os mêtodos lineares. Contudo, para modos maiores, a escolha 
estaria restrita por causa de seu comportamento oscilatõrio para 
Esta ê a principal razao da grande popularidade do a~ 
goritmo Backward o qual, ê geralmente usado apesar de não alcan-
çar uma boa precisão. 
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VI.2 - Expansão Cúbica 
T T 
- t+t.t . !+Ili --
t+t. t 
FIG. VI-3 - DISTRIBUIÇAO C0BICA DA TEMPERATURA EM [t, t+nt] 
Um polinômio completo do 39 grau em relação ao tempo 
seria: 
T(t) (VI-15) 
De acordo com a figura VI-3 seria aplicado ao polinô-
mio as seguintes condições: 
T(t=O)=T 
1; t 
T(t =,'lt} =T 
1; t + i'.lt 
a T ~~(t =O) = T atz; z; t 
ôT 






Aplicando (VI-16) ao polinõmio (V!-15) vem: 
a 1 = T t (VI-17a) 
ª2 = Tt (VI-17b) 
3 
(Tt+llt - Tt) -
1-(2T + Tt+llt) (Vl-17c) ª3 = llt 2 
-
li t t 
2 
(Tt - Tt+llt) 
1 
(Tt + Tt+llt) (VI-17d) ª4 = llt 3 
+ 
llt 2 
Substituindo os valores (Vl-17) para a1 , a2 , a3 e a4 




w, (z;) = 1 - 3 z; 2 + 21;3 (VI-19a) 
li t w,(z;) llt( z; 
2 + z; 3) (VI-19b) = - 2 z; 
w2(z;) 3 z; 2 3 (VI-19c) = - 2 z; 
llt Wz(1;) = llt(-z; 2 + 1;3) (Vl-19d) 
A expansao Hermitiana de ordem dois acarreta um poli-
nõmio cúbico para os valores de Tt e Tt+llt' assim como para suas 
primeiras derivadas Tt e Tt+llt' com as funções de interpolação 
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(VI-19). 
Matricialmente, podemos escrever a equaçao (VI-18) da 
seguinte maneira: 
Diferenciando a equaçao acima, temos: 
(VI-20) 
Agora, substituindo os valores !ç e !ç na equaçao hó-
mogenea do equilíbrio termico, T + AT = O, e, sabendo-se que 
T = -AT chegamos a : 
~. w' - w2 w' '12A~ T 2 li t A - 2 -.- = w2 w2 - -t+lit 




w' - w2 2 
ª3 = 
w2 











e sabendo que: 
w, 
= 1 , a equação (VI-21) fica: 
w2 
{VI-22) 
Faremos agora, uma interpolação linear para obtermos 
a parte não homogénea da equação do equilibrio térmico no instan 
te tç, definida como: 
Substituindo os valores de !ç e !ç das equaçoes (VI-
18) e (VI-20) respectivamente, na equação do equilibrio térmico, 
chegamos a: 
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= -AT + P na equaçao -~ aci-










w' llt c-lQ - (llt 1 + 1 ~)~t + 




Assim o valor de Qp fica: 
9p = - (t.t + 
(VI-23) 
Fazendo agora uma aproximação linear para ~ç temos: 
mas: 
f 1 - ç = w, - w' - w' l 2 




Substituindo a equaçao (VI-24) na equaçao (VI-23), 
chegamos a: 
(VI-25) 
No caso de ~t = ~t+6t = ~t' Qp simplifica para: 
(VI-26) 
Finalmente, chegamos ao seguinte sistema de equaçoes 
algebricas lineares de acordo com (V-2): 
(VI-27) 
Da mesma forma que na classe dos metodos lineares, 
notamos agora que valores particulares de ç coloca de novo a e-
quaçao (V!-22) em pontos especificas do intervalo :de tempo 6t. 
Para um unico modo termico temos a seguinte aproxima-






A figura VI-4 nos mostra o comportamento dos algorit-
mos Backward, Forward, Regra Trapezoidal e Galerkin, expansão cu 
b . - ' d -À llt 1ca, em comparaçao a curva e e 
Podemos notar, a alta precisão da expansao cübica em 
relação aos métodos tradicionais lineares da figura VI-2. O al-
goritmo para ( = 1/2 (Regra Trapezoidal) corresponde a mãxima 
precisão dentre as expansoes hermitianas cÜbicas, jã que a ex-
1/2 . -pansão em sêrie associada de R3 , apresenta uma prec1sao de 
ordem quando comparada ã expansão em sêrie de Taylor para e-Àllt 
como vemos a seguir: 





l - --}- Àllt + --tz- À2llt 2 
l + l Àllt + l À2llt 2 -z- 12 
serie associada e: 
l Àllt l À2llt 2 l À3llt 3 l - + -z- - -6- + ~ 
1 
1 
À4llt 4 -1 o .>..5 t.tf 
A regra trapezoidal, expansao cübi ca, corresponde ao 
mêtodo de Crank-Nicolson de ordem superior. 
Quanto ao comportamento oscilatõrio, verificamos pela 
figura VI-4 que tanto a regra trapezoidal quanto 
Galerkin não apresentam oscilação, jã que Rj/ 2 e 
o operador 
R0.629 -3 sao 
de 
maio 
res que zero para todo o regime À.llt, alem de serem incondicio-
nalmente estáveis. 
De novo, o 
tabilidade-L, isto ê, 
mêtodo 
1 R3 + O 
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Backward de 3ª ordem, satisfaz a es 
quanto nt + oo, alêm de ser incondi-
cionalmente estável. Apesar disto, apresenta um comportamento 
oscilatõrio para À.nt>3 que leva a valores de Rj menores que ze-
ro, como mostra a figura (Vl-4). 
O limite de Rj quando ç se aproxima de 1, nos dá: 
1 
1 - ~ À llt 
Para \ llt < 3 
Aspectos computacionais das expansoes linear e cubi-
ca para os diversos operadores serão mostrados no prõximo capi-
tulo. 
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Neste capítulo serao mostrados alguns exemplos ilus-
trativos e de aplicação prãtica, que serviram como base para es-
tudo da eficiência computacional dos Algoritmos Hermitianos. 
Dentre as propriedades dos algoritmos verificou-se: 
precisão, estabilidade e comportamento oscilatõrio (ou não). Os 
aspectos computacionais estudados foram: intervalo de tempo uti-
lizado, tempo de processamento e custo total (USC do tempo de 
processamento+ use de entrada e saída+ use de memõria utiliza 
da). Para um mesmo operador, as expansões linear e cübica foram 
comparadas. 
O exemplo numero 1 ê um caso de fonte interna de ca-
lor e ilustra muito bem as propriedades dos diversos operadores 
hermitianos {lineares e cúbicos). Neste exemplo foi usado o Mê-
todo de Rayleigh para reduzir o sistema a um grau de liberdade. 
Os exemplos 2 a 6 foram resolvidos atravês do progra-
ma ''HEAT'', desenvolvido durante a tese. Este programa resolve 
problemas de condução de calor transiente em placas, usando o 
elemento isoparamêtrico parabÕlico para discretização no espaço 
e os algoritmos hermitianos de integração no tempo. O ''manual 
do usuãrio", para o programa HEAT, estã descrito no apêndice A. 
Os casos de fonte interna de calor, fluxo prescrito 
de calor e troca de calor com o meio ambiente foram ilustrados 
64 
nos exemplos 2, 3 e 4 respectivamente. 
Os exemplos 5 e 6 sao exemplos de aplicação prãtica e 
que serviram de base para estudo da eficiência computacional dos 
algoritmos. 
- Exemplos Ilustrativos 
Exemplo l: A estrutura consiste de uma parede ·de 
2l(-l< x< l) e que possui uma fonte interna de calor 
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Neste exemplo foi utilizado o Mêtodo de Rayleigh e 
dentre as inúmeras funções de forma w(x) que satisfazem as condi 
ções iniciais e de contorno, a função abaixo foi assumida para 
o problema, por melhor se aproximar da solução anal'ítica: 








Esta função satisfaz as condições iniciais T(x, O) = O e as 
condições de contorno T~!, t) = O do problema. 
Os seguintes valores foram adotados: 
l = q = l 00 
V Kl = p = c = 1. 
Como a estrutura ê simêtrica, apenas o trecho para 
O < x < l foi resolvi do, e as propriedades dos algoritmos foram 
estudadas no ponto mêdio da parede (x = O). 
As figuras VII-1 ã VII-5 nos mostram a distribuição 
da temperatura ao longo da espessura da placa, para diversos tem 
pos e usando Lit = 0.1 (À. Lit = 0.25). Comparando as curvas ob-
tidas para os diversos algoritmos lineares (figs. VII-2 ã VII-5) 
com as curvas obtidas a partir da solução exata (fig. VII-1), p~ 
demos verificar que uma boa aproximação da solução exata foi co~ 
seguida ao longo de toda a espessura da placa. Como o intervalo 
de tempo usado nos leva a um valor de À • Lit < 1 o mêtodo For-
ward linear (zeta = O) nao apresentou oscilação, apesar de nao 
ter sido alcançada uma boa precisão. 
Fixando agora, o ponto x = O, e usando ainda 
Lit = O.l(À. Lit = 0.25), podemos observar na figura VII-6 o com-
portamento dos diversos algoritmos lineares em relação ã solução 
exata (curva contínua). Os mêtodos de Galerkin (zeta = 2/3) e 
trapezoidal (zeta = 1/2) apresentam a melhor aproxima~ão ao lon-
go do tempo, enquanto o mêtodo Forward apresenta a pior precisão 
dentre os algoritmos lineares. Comparando agora a figura VII-7 
ã figura VII-6 verificamos a excelente precisão obtida para a 
expansao cúbica dos algoritmos em relação ã expansão linear. 
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Aumentando-se o valor do intervalo de tempo (õt) para 
0.5 obtemos um valor de À . ~t = 1.25. Como neste caso, À.õt>l 
verificamos um comportamento oscilatõrio para o algoritmo For-
ward (fig. VII-8), enquanto que os demais algõritmos (fig. VII-
9) não apresentam oscilações. Aumentando-se ainda mais o intervalo 
de tempo (õt = 0.9), chegamos a um valor para À.ôt igual a 2.24 
(fig. VII-10). Neste ponto o Mêtodo Forward jã apresenta insta-
bilidade, isto ê, diverge da solução exata ao longo do tempo. 
Como À.õt > 2, o mêtodo trapezoidal apresenta ligeira oscila-
çao, mas converge rapidamente para a solução exata. 
Visivelmente, o mêtodo Backward mostrou a pior preci-
sao dentre os algoritmos lineares incondicionalmente 
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Exemplo 2: O mesmo problema do exemplo l foi resolvido agora, 
usando o método dos elementos finitos para discretização no esp~ 
ço. Foi utilizada uma malha com 10 elementos isoparametricos, 
parabÕlicos porem, como a estrutura e simétrica, apenas 
da estrutura foi representada. 
y,, 
3 5 8 10 13 '" 18 20 2· 25 ' 
l!) 
o 
ó 2 1 7 2 12 3 17 4 22 5 
§ 
ó 1 4 6 9 11 ,A 16 19 21 24 
' 
o.os l o.os l 
. 
e 
, 1 'I ·1 
0.5 






As figuras VII-12, Vll-13 e VII-14 ilustram o compo~ 
tamento dos diversos algoritmos (expansão linear) em relação a 
solução exata para diferentes valores de bt e no ponto x=O. Para 
esses mesmos valores de bt, a expansao cúbica dos diversos alg~ 
ritmos é mostrada nas figuras VII-15 ã VII-17. 
A mesma anãlise para os diversos operadores lineares 
mostrada no exemplo l, pode ser verificada neste exemplo. 
Cabe ressaltar aqui, além da grande precisão alcança-
da na expansão cúbica em relação ã linear, a ausência de oscila-
ção para o método trapezoidal e de Galerkin, expansao cúbica {fi 
guras VII-15 e VIl-16). 
Alguns aspectos computacionais foram estudados para 
este exemplo usando o método trapezoidal (zeta=l/2) e no ponto 
médio da placa (x=0.0). As curvas bt x Erro {fig. VII-18), bt x 
tempo de processamento {fig. VII-19) e Erro x tempo de processa-
mento (fig. VII-20) foram plotadas. O erro para um determinado 
intervalo de tempo foi 
E= IT - TEFI . 100 
T 
T = temperatura exata 
calculado, em cada tempo, pela fÕrmula: 
onde, 
TEF = temperatura obtida usando o Método dos Elementos Finitos 
e os algoritmos de integração. 
O erro médio ao longo do tempo foi calculado fazendo-
se a integral de Simpson dos erros encontrados para cada tempo. 
O tempo de processamento estã expresso em segundos e foi obtido 
através do comando TIME do B6700. 
Podemos observar a grande diferença de precisão da 
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expansao cubica em relação ã linear a medida em que o valor do 
intervalo de tempo aumenta (fig. VII-18). 
O tempo de processamento gasto na expansao cúbica pa-
ra este exemplo é, em media, quatro vezes maior que o tempo gas-
to na expansão linear. Apesar disto, como o exemplo tem apenas 
25 graus de liberdade e o tempo de processamento mãximo observa-
do tenha sido de 11.2 segundos, este fator não é decisivo para 
a escolha da expansao a utilizar. 
A figura VII-20 nos mostra que os erros médios encon-
trados para a expansão cubica do algoritmo com Zeta = 1/2 para 
o maior intervalo de tempo utilizado (~t = 0.25) não alcançaram 
o menor erro médio obtido na solução linear (~t = 0.05), dificul 
tando com isso uma comparaçao em termos de tempo de processame~ 
to gasto, para um determinado erro media percentual. 
ª·º 
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Exemplo 3: Este exemplo consiste de uma placa de espessura i-
gual a l(l=l), a qual possui temperatura inicial igual a zero 
(T 0 = OºC) e estã submetida a um fluxo de calor constante (qF = 
= 100) no lado x = l. O outro lado da placa e mantido ã tempe-
















FIG. VII-21 - ESTRUTURA E MALHA DE ELEMENTOS FINITOS DO EXEMPLO 3. 
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Caracter,sticas do material: K = 1 l 
p c = 1 
A solução anal,tica para este problema uni-dimensio-
nal, de acordo com 120, p. 1131, vale: 
T(x, t) = 
á, 
l 
n=O (2n+l) 2 






A solução numérica foi idealizada com um unico elemen 
to isoparamétrico parabólico (fig. VII-21). Esta idealização 
com 5 graus de liberdade representa um probl~ma de raio espec-
tral muito pequeno e corresponde ao estudo de sistemas de 
grau de liberdade. O cãlculo dos autovalores de K e C nos mos-
tra a seguinte relação aproximada para Àmax/Àmin: 
K 
A À;ax 6.8929 
À;ax " = o. 1225 = 56.26 
À;i n . 
K 




Assim: max 40 A " 
À;in 
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A distribuição da temperatura no ponto x=l foi anali-
dada ate um tempo t=l com 10 intervalos de tempo iguais a 0.1 
(tit=O.l). 
A figura VII-22 mostra o comportamento dos algoritmos 
lineares Galerkin, Backward e o metodo trapezoidal em relação a 
solução analitica, que foi desenvolvida com 1000 termos para ob-
termos um alto grau de precisão. 
Neste exemplo o metodo de Galerkin (ç=2/3) apresentou 
uma precisão geral um pouco superior que a regra trapezoidal 
(ç=l/2). Esta ultima apresentou uma ligeira oscilação no inicio 
do intervalo de integração no tempo, jâ que o valor de tit usado 
acarreta um valor de À.tit maior que 2. Porem essa oscilação ra 
pidamente decresceu com o tempo. 
A curva para o metodo Forward nao foi plotada, pois 
este algoritmo dive_rge rapidamente com oscilações cada vez maio-
res, jâ que À.tit>2. 
O algoritmo Backward apresentou o maior erro 
os metodos lineares. 
dentro 
A figura VII-23 ilustra o comportamento dos operado-
res de alta ordem (expansão cubica). Comparando a figura VIIº22 
ã figura VII-23 podemos notar tlaramente a grande precisão apre-
sentada pela expansão cubica em relação ã expansão linear. Esta 
precisão pode ser avaliada tambem, observando-se as curvas tempo 
X erro da expansão linear {fig. VII-24) e da expansão ·cubica 
{fig. VII-25). 
Uma análise dos erros para diferentes valores ~e tit 
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foi feita, como pode ser visto na figura VII-26, com s = 1/2. 
A figura VII-27 mostra as curvas At X tempo de pro-
cessamento (segundos) das expansões linear e cubica do algoritmo 
trapezoidal. Podemos notar que o aumento do tempo de processa-
mento da expansão cubica em relação ã linear foi 
pequeno para este exemplo. 
relativamente 
Finalmente, a figura VII-28 mostra as curvas erro X 
tempo de processamento para o algoritmo trapezoidal. 
Neste figura, podemos observar que se desejarmos ob-
ter um erro medio de ate 3%, o tempo de processamento da expan-
sao cubica e inferior ao tempo gasto na expansão linear para o 
mesmo erro. E, a medida que este erro diminui, esta diferença 
e ainda maior. 
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Exemplo 4: Neste exemplo, uma parede de concreto e subitamente 
exposta a um gas quente a uma temperatura T . A temperatura ini . . g 
cial da parede e T0 e o coeficiente de transmissão de calor no 
lado quente eh. O outro lado da parede estâ completamênte iso-






FIG. VII-29 - ESTRUTURA DO EXEMPLO 4. 
1 O 1 
Os seguintes valores foram adotados: 
Kl = 0.9368 W/m ºe 
e = 0.8374 KJ/kg ºe 
p = 2307 Kg/m 3 
TO = 40°C 
Tg = 900ºC 
h = 29.075 W/m 2 ºe 
l = 0.3m 
As equaçoes que resolvem o problema sao: 
* T = D 
D = (sen À)/À 
1 sen 2À -z- + 4À 
onde: 
B . numero de Biot hl = = -K-1 
* X 
X = -r 
* a t z = l2 
T - T 
T* = g 
TO - T g 
l 02 
a= coeficiente de difusão têrmica = 
pC 
A curva da solução anal1tica foi obtida considerando 
os seis primeiros valores para Àn extra1dos da bibliografia 191. 
Para a solução numêrica foi escolhida a seguinte ma-
lha: 
5 8 10 ,_ 13 15 ·- 18 20 23 - -
"' c5 
~ 1 7c, 2 12, 3 17 4 22, 
LO 
o 
s:--1 4 6 9~ 11 14- 16 19 21 - - - " 
0.3 
FIG. VII-30 - MALHA DE ELEMENTOS FINITOS DO EXEMPLO 4. 
Os autovalores de K e C foram calculadas e uma anãli-
se sobre os autovalores de A foi feita aproximadamente, da se-
guinte maneira: 
A À~ 6.9756 
À;ax " 
max 115.9974 = = 
À-. 0.0601 m1n 







Este ê um exemplo tipico de sistemas rTgidos. Neste 
tipo de problema, as altas frequências são excitadas no inicio 
do intervalo de integração no tempo, exigindo pequenos interva 
A 
los de tempo, 6t, correspondentes a À;ax· A proporção que o te~ 
po passa, os modos têrmicos fundamentais controlam o comportame~ 
to da solução, podendo ser usados intervalos de tempo 
A 
correspondentes a À;in" 
maiores, 
As figuras VII-31, VII-32 e VII-33 mostram as curvas 
tempo X temperatura para valores de 6t iguais a 2.0, 1.0 e 0.5 
respectivamente. Essas curvas foram estudadas na face da parede 
submetida ao gas quente (x = 0.3m) e para um tempo de atê 20 ho-
ras. 
Podemos observar na fig. VII-31 que a curva para o 
mêtodo trapezoidal ·(Zeta = 1/2) oscila em torno da solução exa-
ta, jã que para 6t = 2.0 teremos um valor de Àmax·6t>>2.0. Ao 
contrãrio, o algoritmo Backward (Zeta = l) amortece bem as altas 
frequências, apresentando para o mesmo intervalo de tempo 6t, 
uma solução melhor que a do mêtodo trapezoidal. Porêm, a medida 
que diminuo o intervalo de tempo 6t, (figuras VII-32 e VII-33), 
o mêtodo trapezoidal passa a apresentar soluções melhores que o 
algoritmo Backward. 
Logo, para um estudo de sistemas rTgidos ê importante 
fazer uma escolha cuidadosa do intervalo de tempo 6t e do algo-
ritmo a utilizar, dependendo do ponto de intervalo de integração 
no tempo onde se deseja estudar o problema. t conveniente, nes-
tes tipos de problemas, variar o intervalo de tempo 6t. Por e-
xemplo, começar com um pequeno valor para 6t, o qual ê aumenta-
do gradativamente a proporção que o tempo cresce. Dessa forma, 
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conseguiremos manter uma boa precisão do algoritmo em todo ore-
gime de integração, alem de reduzir consideravelmente os custos 
computacionais, quando a solução precisa ser extendida por lon-
gos intervalos de tempo. 
As figuras VII-34 ã VII-36 ilustram o comportamento 
dos tres algoritmos (Zeta = 1/2, 0.629 e 1.0), expansão cúbica, 
para os mesmos valores do intervalo de tempo (ilt = 2,1 e 0.5) e 
para o mesmo ponto x = 0.3m. A expansão cubica desses ~lgorit-
mos apresenta uma precisão bem acima da expansão linear, alem 
de não apresentar oscilação para os algoritmos trapezoidal e de 
Galerkin. Neste caso, o metodo Backward apresenta um ligeiro 
comportamento oscilatõrio (figura VII-34) jã que para ilt = 2 ob-
temos um valor de À.ilt maior que 3. 
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Exemplo 5: Este e ô primeiro exemplo de aplicação prãtica da 
tese. 
Os componentes mecânicos (estrutura) de uma usina nu-
clear, precisam ser dimensionados não sõ, atravês das cargas op~ 
racionais que sobre eles atuam, como tambêm para resistir a va-
ries ciclos de resfriamento que por ventura sejam necessãrios. 
Um resfriamento de emergência desses componentes in-
troduzem temporariamente altos gradientes de temperaturas, os 
quais são responsãveis por concentrações locais de tensões e 
consequentemente, responsãveis por deformações irrevers,veis. 
Este exemplo foi baseado num estudo experimental fei-
to no MPA da Universidade de Stuttgart. Neste estudo um bloco 
de metal foi aquecido uniformemente a uma temperatura de 320°C. 
Apôs isto, um jato de agua a 20°c ê atirado sobre uma area de 
contato do bloco de 1cm de diâmetro. 
A malha idealizada para o plano mêdio do bloco sob o 
ponto de contato do jato de ãgua, simulando o restante do corpo 
através de condições de contorno apropriadas, pode ser vista na 
figura Vl!-37. Nesta figura tambêm estã representàda a distri-
buição e,tãtica de temperatura na placa para um tempo igual a 
600 segundos. 
A anãlise têrmica transiente, considerando o coefici-
ente de transferência de calor com o meio ambiente, foi iniciada 
com um intervalo de tempo de 0.002 segs., este intervalo foi au-
mentado gradualmente atê 1 ,10, 100 e finalmente 600 segs., per-
mitindo uma anãlise para estudo do processo têrmico atê 1200 
11 2 
segs., usando 8 intervalos de tempo. Contudo, como esperado, 
nao ocorreram mudanças significantes da temperatura apõs 100 se-
gundos. 
As constantes f1sicas para o problema, tiradas de 
J20J, sao: 
K.t =ª46.046 W/mºC 
78.5 Kg/m 2 p = 
c = 0.4941 KJ/KqºC 
h = 1. 67 44 X 10 4 w;m 20 c 
Para estudo da eficiência computacional dos algorit-
mos hermitianos, regra trapezoidal (~=l/2), foi escolhido o no 
142 da malha de elementos finitos e os seguintes intervalos de 
tempo: tit = 10, 5, 2 e l segundo, atê o tempo t = 100 segundos. 
As figuras VII-38, VII-39 e VII-40 mostram os erros 
percentuais, das expansões linear e cubica do algoritmo, ao lon-
go do tempo. Notamos nitidamente que a dispersão dos erros da 
expansão cubica ê menor que da expansão linear, alem dos erros 
da expansao cúbica caírem rapidamente para n1veis tolerãveis, ao 
ao longo do tempo. 
A diferença entre os erros mêdios percentuais para 
as expansoes linear e cúbica, aumenta a medida que o intervalo 
de tempo {llt) cresce, como mostra a figura VII-41. Para um in-
tervalo de tempo de 10 segundos a expansao linear apresenta um 
erro médio ao longo do tempo de 18.89%, enquanto que a expansao 
cúbica do algoritmo apresenta um erro médio de 8.49%, portanto 
11 3 
quase duas vezes e meia maior. Analisando agora, os erros para 
~t = 15 segs., esta diferença cresce ainda mais, sendo que a ex-
pansão linear apresenta um erro mêdio de 38.22% em relação a 
9.76% da expansão cúbica, isto e, quase 4 vezes maior. 
Apesar da grande precisão apresentada pela expansao 
cúbica do algoritmo, o tempo de processamento (TP) gasto e os 
custos computacionais avaliados tambêm são superiores, tornando 
na maioria das vezes inviãvel a sua aplicação para problemas 
lineares de muitos graus de liberdade. Isto pode ser verificado 
nas figuras V!I-42 e VII-43. 
Neste exemplo em particular, ê interessante notar que 
se desejamos obter a solução estacionãria com certa precisão, 
isto ê conseguido rapidamente, para grandes intervalos de tempo 
e com poucos passos, pela expansao cúbica, com custos menores jã 
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Exemplo 6: Neste segundo exemplo de aplicação pritica, o progr! 
ma "HEAT'' foi usado para calcular a distribuição de temperatura, 
ao longo de uma parede de concreto do prêdio de um reator nu-
clear, apõs úm acidente de perda de resfriamento (LOCA: Loss-of-
coolant accident). 
r importante determinar esta distribuição de tempera-
tura apos o acidente, para posterior cãlculo da estabilidade da 
estrutura de concreto do reator. 
A estrutura do exemplo ê uma parede espessa de concr~ 
to que estã localizada no tanque de armazenamento de combustível 
e que esti em contato com igua de ambos os lados. Para efeito 
de cãlculo, o aumento da temperatura da ãgua do tanque apõs o 
acidente, foi assumido igual para os dois lados da parede e pode 
ser visto na figura VII-44. 
Apõs "LOCA'', o sistema de resfriamento do tanque de 
armazenamento do combustível ê interrompido. Com isso, atempe-
ratura da ãgua que inicialmente era de 28°c, atinge so 0 c, 15 ho-
ras apõs o acidente. Neste momento, um segundo sistema de segu-
rança ê acionado automaticamente e a temperatura do tanque volta 
a baixar. Ver figura VII-44. 
As propriedades físicas do material foram seleciona-
das de acordo com DIN4108 para um concreto de classe> 8160 e 
estio listadas abaixo: 
Kl = 0.00204 Kw/mk 
p = 2400 Kg/m 2 
c 
h 
= 2.66688 X ,o- 4 Kwh/KgK 
2 
= l Kw/m K 
1 2 2 
A malha de elementos finitos escolhida, estã represe~ 
tada na figura VII-45. Como a estrutura e simetrica, apenas me-
tade da parede foi representada. Os elementos junto ã face da 
parede são mais estreitos de forma a poder representar melhor o 
maior gradiente de temperatura nesta região da parede. 
y 
5, ' 10• " 1" 18 20 23 25 28 30 33 35 38 40 43 
(1) 7 (2) 12 (J) 17 (4) 2~ (5) 27 (6) 32 (J) 37 (8) 42 
~ 
o 1 4 6 9 11 14. 16 19 2· ?4 26 29 31 34 36 39 41 
rr<! 0.7 
FIG. VII-45 - MALHA DE ELEMENTOS FINITOS DO EXEMPLO 6. 
Os resultados foram estudados na face externa da par~ 
de (nôs 1, 2, 3), com zeta = 1/2 (regra trapezoidal) e num peri~ 
do de ate 30 horas apôs o acidente. Neste momento, os gradien-
tes de temperatura na parede podem ser considerados estacionã-
rios. 
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Na figura VII-46 estão plotadas as curvas da distri-
buição de temperatura ao longo da parede, para diversos tempos 
e para um intervalo de tempo igual a 0.1. A distribuição ini-
cial de temperatura é de 28°C e estã representada por uma linha 
cheia cont"ínua. 
Para estudo comparativo dos algoritmos hermitianos fo 
ram usaàos os seguintes intervalos de tempo: bt = 2.5, 5.0, 7.5 
e 15 horas. A solução exata foi considerada tomando-se um inter 
valo de tempo igual a 0.1. Neste intervalo, as expansões linear 
e cubica do algoritmo apresentaram exatamente a mesma 
para a distribuição de temperatura. 
A figura V!I-47 mostra as curvas do erro 
resposta 
percentual 
ao longo do tempo para as duas expansões do algoritmo e para os 
intervalos de tempo citados acima. t interessante notar a gran-
de precisão apresentada pela expansao cubica. Verificamos que 
mesmo aumentando o intervalo de tempo até bt = 7.5 hs., a expan-
sao cubica apresentou soluções melhores que a expansao linear 
com bt = 2.5 hs .. Esta diferença também pode ser observada na 
figura VII-48, onde estão plotadas as curvas dos erros 
percentuais para as duas expansões. 
médios 
Nas figuras VII-49 e VII-50 estão as curvas comparatl 
vas do tempo de processamento gasto e do custo total respectiva-
mente, para as duas expansões. Apesar ,da expansao cübica apr~ 
sentar ainda, tempos de processamento superiores ã expansão li-
near, verificamos que esta diferença jã é proporcionalmente me-
nor que a diferença apresentada no exemplo n9 5. Da"í concluir-
mos que a medida que o problema possui menos graus de liberdade, 
a diferença em termos de tempo de processamento e consequenteme~ 
124 
te custo total diminui consideravelmente, especialmente se e exi 
gida uma grande precisão para a resposta. 
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Uma precisão de alta ordem foi obtida em todos os e-
xemplos, para a expansao cubica dos algoritmos hermitianos em re 
lação.ã expansão linear. 
Dentre os operadores incondicionalmente estãveis 
(ç = 1/2, 2/3, 0.629 ou l), o operador cubice com ç = 1/2 exibe, 
alem de um considerãvel aumento de precisão, uma estabilização 
das tendências oscilatõrias da regra trapezoidal linear. Contu 
do, a escolha da expansão, bem como do intervalo de tempo a uti 
lizar, vai depender do problema em estudo e do tempo onde se de-
seja obter a solução. 
Um estudo comparativo das expansoes linear e cubica 
do algoritmo mostrou que apesar da grande precisão alcançada pe-
la expansão cubica, a perda das caracteristicas de banda nos 
produtos e -1 -~ g, necessarios ã implementação do algori! 
mo, nos leva, para problemas lineares com muitos graus de liber-
dade, a um elevado gasto computacional em termos de memõria uti-
lizada e de tempo de processamento sendo preferivel, na maioria 
das vezes, o uso da expansão linear. 
Uma têcnica para a eliminação de ~2 no sistema de e-
quaçoes algebricas lineares (VI-27) foi proposta por Serbin em 
1241. Atravês do uso de numeres complexos, ele consegue manter 
as caracteristicas de banda das matrizes e resolver o sistema 
de equaçoes. Esse estudo não foi tratado no presente trabalho, 
132 
mais pode vir a ser uma alternativa para tornar mais efetiva a 
expansão cúbica dos algoritmos hermitianos. 
133 
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APENDICE A 
MANUAL DO USUÃRIO DO PROGRAMA ''HEAT'' 
O programa ''HEAT'' foi desenvolvido para determinar a 
distribuição transiente da temperatura de placas em problemas li 
neares, isto e, problemas onde os parâmetros f1sicos são constan 
tes. 
A discretização espacial da estrutura e feita pelo M~ 
tôdo dos Elementos Finitos, e o elemento utilizado e o isoparam~ 
trico parabolico (8 nos). 
A discretização no tempo e feita pelos Algoritmos Her 
mi ti anos de Integração, expansões linear e cübica. 
Os seguintes casos da condução de calor transiente sao 
resolvidos pelo programa HEAT: placas com fonte interna de ca-
lor, condições de contorno de calor prescrito, temperatura pres-
crita e/ou troca de calor com o meio que cerca a estrutura. Nes 
te Ültimo caso, a temperatura do ambiente pode ser constante ou 




O programa e composto pelas seguintes subrotinas: 
leitura e impressão dos dados gerais referentes a es-
trutura. 
cãlculo e impressão da semi-largura de banda (LF} das 
matrizes de condutividade e capacidade termicas. 
leitura e impressão dos carregamentos da estrutura. 
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MATRIX - formação das matrizes de condutividade térmica, capa-
ASSEM 
BOUND 
cidade térmica e do vetor de cargas térmicas para o 
elemento. 
montagem das matrizes da estrutura. 
introdução da condição de contorno de temperatura pre~ 
crita nas matrizes da estrutura. 
TRIANl - triangulariza uma matriz NEQXLF, onde NEQ e o 
de equações do problema. 
numero 




Gauss, onde~ e a matriz triangularizada em TRIANl. 
aplicação do algoritmo hermitiano linear. 
transforma uma matriz NEQXLF numa matriz NEQXNEQ. 
-1 1 calcula os produtos ~f ~. e f- Ç, necessãrios ã apli-
cação da expansão cübica do algoritmo hermitiano. 
TRIAN2 - triangulariza uma matriz NEQXNEQ. 
RESOL2 - resolve um sistema de equações~~=§ pelo método de 
Gauss, onde~ é a matriz triangularizada em TRIAN2. 
HERMIC - aplicação do algoritmo hermitiano cübico. 
O programa principal utiliza os vetores de trabalho 
A e Al para dimensionamento das principais matrizes do progra-
ma, economizando assim, espaços na memõria. 
NPROB 
Descrição dos Dados de Entrada 
numero do problema a ser rodado. Se NPROB=O, a execu-
ção do programa é terminada. 
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IVTA Se IVTA=l, a temperatura do ambiente ê constante com 
o tempo. Se IVTA=n(il), a temperatura do ambiente va-
ria linearmente com o tempo e nê o numero de colunas 
da matriz que determina a temperatura em cada tempo, 
montada pelo programa. 
TITl titulo do exemplo a ser resolvido. 
NNOS numero de nõs da estrutura. 
NELMS numero de elementos da estrutura. 
NTM numero de tipos diferentes de matetial da estrutura. 
NCOOR numero de coordenadas espaciais por nõ da estrutura. 
NETNOS - numero de nos lidos para geraçao automãtica das coorde 
nadas dos nos. 
NCODE numero de nõs de fronteira carregados. 
IELMl e IELM2 - controlam a geração de incidência dos elementos. 
Se numero os nos na mesma direção da numeração dos elementos en 
tão, IELMl = e IELM = 2. Se numero os nõs numa direção e 
os elementos na outra direção então, IELMl = IELM2 = diferença 
entre dois nõs correspondentes de dois elementos consecutivos. 
Obs.: O eixo X deve corresponder a direção da numeração dos ele-
mentos: 
COORD{K, l) - coordenada X do elemento de numero K. 
COORD(K, 2) - coordenada Y do elemento de numero K. 
ICNO incremento de nõ para geração automãtica das coordena-
das X ou Y (ê usado tambêm para geração dos cõdigos e 




valor do incremento da coordenada. 
numero de nõs que voü gerar coordenadas automaticamen-
te a partir do nõ K (ê usado tambêm na geração dos cõ-
digos e das temperaturas prescritas). 
ICODE(K)- cÕdigo do no carregado. 
O cõdigo do nõ carregado sera igual ao numero do lado 





IELMS(K, !), I = l, 8 - l1sta de incidência dos 8 nos do elemen 
to K. 
IMAT(K) - indice do material do elemento K. 
THICK{K)- espessura do elemento K. 
CTERM(IMAT, l) - condutividade têrmica do material (K.e.). 




numero de elementos com fonte interna de calor. 
numero de lados carregados com fluxo de calor prescri-
to. 
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NNTP numero de nos com temperatura prescrita. 
NULETP - numero de nos lidos para geração automãtica da temper~ 
tura prescrita. 
NULACO - numero de lados com a condição de troca de calor com o 
meio ambiente. 
ICOQUI - Se ICOQI = 1 todos os elementos possuem fonte interna 
de calor igual, se ICOQUI f. 1 posso ter cada no de ca 
da elemento com um valor para a fonte interna de ca-
l ar; 
QINT valor da fonte interna de calor quando ICOQI = 1. 
QI(NELC, J), J=l ,8 - valor da fonte interna de calor em cada no 
do elemento de numero NELC, quando ICOQI f. J. 
NOl, N02 e N03 - primeiro, segundo e terceiro nos respectivamen-
te, carregados com calor prescrito. 
QF(NOl), QF(N02) e QF(N03) - fluxos de calor prescrito nos 3 
TP{K) 
nos, do lado carregado, obedecendo a convenção de si-
nal adotada no capitulo IV-1. 
temperatura prescrita do nõ K. 
NUMINT - numero de intervalos com diferentes inclinações, da 






Xl I X 3 1 
.~------'"-"é------L-----~-' 
,; 1 = 1 
ex: NUMINT= 3 
ICONT 
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se ICONT=O tenho mais de um lado com os mesmos valo-
res para o coeficiente ,de transferência de calor e P! 
ra a temperatura ambiente e estes são gerados automa-
ticamente. 
CONVEC(K, L, l, l) - coeficiente de transferência de calor do e-
lemento K, lado L. 
v1 e v2- valores inicial e final da temperatura ambiente para 
cada intervalo NUMINT. 
Xl e X2- valores inicial e final do tempo para cada 
NUMINT. 
intervalo 
VINCRE - incremento de tempo onde a temperatura ambiente e ger! 
da (=6t) dos: Se IVTA = l coloco: 
NUMINT = 1 
VINCRE = O 
Yl=Y2 = temperatura do ambiente 
X2 = qualquer valor diferente de zero. 
TI temperatura inicial em cada no. 
NNTID numero de nõs com temperatura inicial diferente de TI. 
T(K, 1)- temperatura inicial do nõ K, se NNTID j O. 
NZ para quantos operadores hermitianos vou resolver o pr~ 
blema (numero de zetas). 
NDT numero de diferentes intervalos de tempo para um mesmo 
zeta. 






valor de zeta, dependendo do operador hermitiano 
se queira utilizar. 
numero de etapas total para cada zeta. 
numero de diferentes intervalos de tempo numa 
etapa. 
DELTAT - valor do intervalo de tempo. 
Se NDTD 1 O: 
NETAPl - etapa inicial para cada DELTAT diferente. 
NETAP2 - etapa final para cada DELTAT diferente. 
que 
mesma 
As variãveis de entrada do programa "HEAT" estão di-
mensionadas conforme a lista abaixo, podendo-se alterar este di 
mensionamento quando o problema assim exigir. 
T!Tl{20), COORD(250,2), IELMS(l00,8), IMAT{lOO), THICK 
(100), CTERM{3,2), IC0DE(250), QI(50,8), NECFI(lOO), QF(l00,8), 
NDNTP{lOO), TP{lOO}, CONVEC(lO, 4, 2, 50), DLT{250). 
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Fotmato para Entrada dos Dados 
. r ~ 
CARTIIO FORMATO 
NPROB, IVTA 2!5 
T!Tl 20A4 
NNOS, NELMS, NTM, NCOOR, NETNOS, 
NCODE, IELMl, IELM2 6 I 1 O, 2!5 
K, COORD(K, 1 ) ' COOR(K, 2 ) ' INCNO, 
VINCX, NINC. !10, 2Fl0.0, I 1 O, Fl0.0, I1 o 
Se NCODE f. O 
K, ICODE(K), INCNO, NINC 4 I 1 O 
M' IELMS(M, I ) ' I = 1 , 8 , IMAT(M), 
THICK(M) 1 OI 5, FlO.O 
IMAT, CTERM(IMAT, 1 ) ' CTERM(IMAT, 
2 ) I 1 O , 2F10.0 
NELFI, NULAC, NNTP, NULETP, NULACO 5Il0 
Se NELFI # o 
ICOQI, QINT !10, FlO.O 
Se ICOQI f. l + NELC, QI(NELC,J), 
J = l , 8 I8, 8F8.0 
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Se NULAC f. o 
NELC, NOl, N02, N03 4 I l O 
QF(.NOl), QF{N02), QF(N03) 3Fl0.0 
Se NNTP f. o 
K, TP(K), INCNO, NINC 110, Fl0.0, 2Il0 
Se NULACO f. o 
NUMINT 11 O 
K, L, ICONT 3 Il O 
CONVEC(K, L , l , l ) FlD.O 
y l , Y2, Xl, X2, VINCRE 5Fl0.D 
TI , NNTIO FlO.O, I l O 
Se NNTID # o 
K, T(K, l ) I l D , FlO.O 
NZ, NOT, NPASS 3 I l O 
ZETA FlO.O 
NETAP, NOTO, OELTAT 2 I l O, FlO.O 
Se NOTO # o 
NETAPl, NETAP2, OELTAT 211 O, Fl0,0 
.. 
NPROB (=0 para parada do programa) I 5 
