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Статистичнi критерiї для перевiрки гiпотез вiдносно параметрiв нормального
розподiлу дають множину значень параметрiв, для яких гiпотеза не вiдхиляєть-
ся. Для вибору значень, найбiльш вiдповiдних вибiрцi, застосована теорiя нечiтких
множин.
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Статистические критерии для проверки гипотез относительно параметров нор-
мального распределения дают множество значений параметров, для которых ги-
потеза не отклоняется.Для выбора значений, наиболее соответствующих выборке,
использована теория нечетких множеств.
Ключевые слова: проверка гипотез, нечеткие множества.
Statistical criteria to test hypotheses concerning the parameters of the normal distri-
bution give set of parameter values for which the hypothesis is not rejected. In this
article to select values that are more consistent with the sample, using the theory of
fuzzy sets.
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1. Уточнення середньго нормального розподiлу
Нехай ξ(ω) = (ξ1(ω), ξ2(ω), ..., ξn(ω)) — реалiзацiя вибiрки iз нормального
розподiлу з параметрами (a, σ2), значення дисперсiї σ2 вважається вiдомим,
значення параметра a невiдоме. Гiпотеза H0 : a = a0 перевiряється за допомогою
критерiю Стьюдента [2]. Для уточнення значення параметра a розподiлу, з якого
отримана вибiрка, використаємо теорiю нечiтких множин[1].
Нехай A0 = {a0 ∈ R|φa0 < nα,0,1} — множина значень тих параметрiв, для яких
критерiй не вiдхилив гiпотезу, де nα,0,1 — верхня α-межа N0,1-розподiлу,
φa0 =
∣∣ξ¯(ω)− α0∣∣
σ/
√
n
, ξ¯ =
1
n
n∑
i=1
ξi(ω).
Будемо розглядати A0 як носiй нечiткої множини значень параметра a0 для
розподiлу, з якого отримана вибiрка.
c© С. Є. БЄЛЬКОВ, В. I. РУБАН 67
С. Є. БЄЛЬКОВ, В. I. РУБАН
Визначимо значення функцiї приналежностi нечiткiй множинi з носiєм A0 для
кожного елементу iз A0. При цьому врахуємо такi факти: внаслiдок похибок при
вимiрюваннях та обчислюваннях одержанi значення φa0 вiдрiзняються вiд справж-
нiх i тi значення, якi потрапили близько до α-меж насправдi можуть бути поза
ними; iмовiрнiсть того, що N0,1-розподiлена випадкова величина набуде значень
з околу 0 бiльша, нiж iмовiрнiсть, що ця величина набуде значень з околу iншої
точки.
Для двосторонньої альтернативи a 6= a0 визначимо значення функцiї прина-
лежностi для a ∈ A0 наступним чином:
µ(a0) = 1−
∣∣∣∣∣∣∣
1√
2piσ2
φa0∫
−∞
e−
x2
2 dx− 1
2
∣∣∣∣∣∣∣ . (1)
Якщо a > a0:
µ(a0) =
3
2
−
φa0∫
−∞
e−
x2
2 dx. (2)
Якщо a < a0:
µ(a0) =
1
2
+
φa0∫
−∞
e−
x2
2 dx. (3)
Тепер будемо вважати обидва параметри a та σ невiдомими.
Нехай множина A1 утворюється аналогiчно множинi A0, за виключенням того,
що використовується статистика
ta0 =
∣∣ξ¯ − a0∣∣
s/
√
n
.
При двобiчнiй альтернативi визначимо значення функцiї приналежностi для кож-
ного a0 ∈ A1 за формулою
µ(a0) = 1−
∣∣∣∣∣∣
ta0∫
−∞
e−
x2
2 dx− 1
2
∣∣∣∣∣∣ . (4)
Якщо альтернатива однобiчна, a > a0, то
µ(a0) =
3
2
−
ta0∫
−∞
e−
x2
2 dx. (5)
Нарештi, при альтернативi a < a0
µ(a0) =
1
2
+
ta0∫
−∞
e−
x2
2 dx. (6)
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2. Уточнення дисперсiї нормального розподiлу
Нехай ξ(ω) = (ξ1(ω), ξ2(ω), ..., ξn(ω)) — реалiзацiя вибiрки iз нормального
розподiлу з параметрами (a, σ2). Значення параметрiв a, σ2 невiдомi. Гiпотеза
H0 : σ
2 = σ20 перевiряється за допомогою критерiю Стьюдента [2]. Для уточнення
значення параметра σ2 використаємо теорiю нечiтких множин[1].
Нехай A2 =
{
σ20| s
2
σ20
∈
(
1
n−1χ
2
(1−α);(n−1);
1
n−1χ
2
α;(n−1)
)}
— множина значень тих
параметрiв σ20, для яких критерiй не вiдхилив гiпотезу. Аналогiчно попередньому
пункту будемо розглядати A2 як носiй нечiткої множини. Визначимо функцiю
приналежностi для кожного значення параметра з A2 за таким законом:
якщо альтернатива двобiчна:
µ(σ20) = 1−
∣∣∣∣∣∣
k∫
−∞
p(x)dx−
x0∫
−∞
p(x)dx
∣∣∣∣∣∣ ; (7)
якщо альтернатива однобiчна σ2/σ20 > 1:
µ(σ20) = 1−
k∫
x0
p(x)dx. (8)
Нарештi, при альтернативi σ2/σ20 < 1:
µ(σ20) = 1−
x0∫
k
p(x)dx. (9)
Тут p(x) — щiльнiсть 1
n−1χ
2
(n−1)-розподiлу, k = s
2/σ20, x0 — точка максимуму p(x),
s2 = 1
n−1
n∑
i=1
(ξi − ξ¯)2.
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