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Abstract
We study optimal liquidation in the presence of linear temporary and tran-
sient price impact along with taking into account a general price predicting
finite-variation signal. We formulate this problem as minimization of a cost-risk
functional over a class of absolutely continuous and signal-adaptive strategies.
The stochastic control problem is solved by following a probabilistic and convex
analytic approach. We show that the optimal trading strategy is given by a
system of four coupled forward-backward SDEs, which can be solved explicitly.
Our results reveal how the induced transient price distortion provides together
with the predictive signal an additional predictor about future price changes.
As a consequence, the optimal signal-adaptive trading rate trades off exploiting
the predictive signal against incurring the transient displacement of the execu-
tion price from its unaffected level. This answers an open question from Lehalle
and Neuman [27] as we show how to derive the unique optimal signal-adaptive
liquidation strategy when price impact is not only temporary but also transient.
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1 Introduction
The trading costs of executing large orders on an electronic trading platform often
arise from the notion of price impact. Price impact refers to the empirical fact that
the execution of a large order affects the risky asset’s price in an adverse manner
leading to less favorable prices. This typically induces additional execution costs for
the trader. As a result, a trader who wishes to minimize her trading costs due to price
impact has to split her order into a sequence of smaller orders which are executed
over a finite time horizon. At the same time, the trader also has an incentive to
execute these split orders rapidly because she does not want to carry the risk of an
adverse price move far away from her initial decision price. This trade-off between
price impact and market risk is usually translated into a stochastic optimal control
problem where the trader aims to minimize a risk-cost functional over a suitable
class of execution strategies. The corresponding optimal order execution problem has
been extensively studied in the literature and continues to be of ongoing interest in
research and practice. We refer to the monographs [13], [24], [28], as well as the
survey papers [19] and [21] for a thorough account for the developed price impact
models.
In practice, apart from focusing on the aforementioned trade-off between price
impact and market risk, many traders and trading algorithms also strive for using
short term price predictors in their dynamic order execution schedules. Most of such
documented predictors relate to orderbook dynamics as discussed in [26, 27, 29, 31].
An example of such price predicting indicator is the order book imbalance signal,
measuring the imbalance of the current liquidity in the limit order book; see, e.g.,
Section 4 of [27] and references therein. Another signal which was studied in the
literature in the context of optimal order execution is the order flow imbalance; we
refer to [12, 31, 7, 8] and references therein. More examples of trading signals being
used in practice can be found in a presentation by Almgren [2].
Consequently, one of the main challenges in the area of optimal trading with price
impact deals with the question of how to incorporate short term predictive signals
into a stochastic control framework of cost-risk minimization. Among the first to
address this issue were Cartea and Jaimungal [12] who showed how to account for a
Markovian signal in an optimal execution problem in the presence of linear tempo-
rary and permanent price impact of Almgren and Chriss [3] type. Their framework
was then further generalized by Lehalle and Neuman [27], Section 3, and by Belak
et al. [9] who also allowed for non-Markovian finite variation signals. Subsequently, a
Markovian signal and transient price impact for a general class of impact decay ker-
nels as proposed by Gatheral et al. [20] were first confronted in Lehalle and Neuman
[27], Section 2. In contrast to purely temporary price impact transient impact on
execution prices persists and decays over a certain period of time after each trade.
As a consequence, optimal trading strategies in the presence of purely transient price
impact are typically singular. Indeed, they tend to trigger a displacement of the
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market price from its unaffected level via an instantaneous non-infinitesimal block
trade in order to systematically exploit the successively decaying impact at a finite
trading rate as, e.g., illustrated by the explicit results in Obizhaeva and Wang [30].
Mathematically, this renders the analysis of optimal signal-adaptive trading strate-
gies with transient price impact much more intricate. A remedy, employed by the
authors in [27], consists of confining to deterministic (or static) strategies which only
use information of the predictive signal at initial time. The important question about
existence and characterization of an optimal signal-adaptive strategy with transient
price impact was left open. In fact, in Bellani et al. [10] it was shown that a strategy
which is updated by information from the signal several times during the liquidation
period can significantly improve the trading performance compared to an optimal
static strategy.
The main result in the present paper gives an answer to the open question from [27].
Specifically, in order to optimize trading costs in the presence of exponentially decay-
ing transient price impact as proposed by Obizhaeva and Wang [30] over a sensible
set of strategies adapted to the signal’s filtration, we adopt the price impact model
from Gârleanu and Pedersen [18]. We incorporate into the trader’s cost-risk func-
tional besides a linear transient price impact component à la Obizhaeva-Wang also
a linear temporary price impact component of Almgren-Chriss type. This unifying
framework with temporary and transient price impact quadratically smoothens the
problem and rules out singular optimizers by naturally constraining strategies to be
absolutely continuous. Moreover, it turns out that the probabilistic and convex an-
alytic calculus of variations approach from Bank et al. [6] can be brought to bear
to compute explicitly optimal signal-adaptive strategies, also in a setup which allows
for more general non-Markovian signals compared to [27, 18]. Following the analy-
sis in [18], the crucial idea is to introduce the displacement of the execution price
from its unaffected level due to transient price impact as an additional state variable.
Then, similar to [6] the optimal control is characterized by a system of coupled linear
forward-backward stochastic differential equations (FBSDEs) which is augmented by
a linear forward equation for the transient price distortion as well as an associated ad-
joint linear backward SDE. This linear system can be decoupled and solved in closed
form. Its solution provides an explicit description of the optimal trading rate. It turns
out that the transient price distortion provides together with the predictive signal an
additional predictor for future price changes. Accordingly, the optimal trading rate
compensates the exploitation of the predictive signal with the incurred transient price
impact.
Our explicit solution generalizes the results from Cartea and Jaimungal [12] and Be-
lak et al. [9] as we additionally allow for transient price impact. Our findings also
complement the analysis carried out on optimal portfolio choice problems in Gârleanu
and Pedersen [18] and Ekren and Muhle-Karbe [16]. Unlike the optimal execution
framework, in this class of problems the trading time horizon is infinite, and the agent
invests simultaneously in a few assets, where each asset has its own signal. Both [18]
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and [16] study a Markovian setup via dynamic programming techniques of a port-
folio optimizing agent that tries to exploit partially predictable returns while facing
linear temporary and transient price impact. Gârleanu and Pedersen [18] describes
the optimal trading rate where the predictable returns are driven by a jump-diffusion
process. Ekren and Muhle-Karbe [16] studies the case where the signal is a Markovian
diffusion process which interacts with the asset prices through their drift vector and
covariance matrix. They derive an asymptotic optimal trading strategy in the case
when both temporary and transient price impact tend to zero. Other work which is
related to our setup comprises Graewe and Horst [22], and Chen et al. [14]. They
study optimal liquidation with terminal liquidation constraint and both types of price
impact, but without a predictive signal.
The rest of the paper is organized as follows. In Section 2 we introduce our
optimal execution problem with temporary and transient price impact and predictable
finite-variation signal. Our main result, an explicit solution to our optimal stochastic
control problem, is presented in Section 3. Section 4 contains some illustrations. The
technical proofs are deferred to Section 5.
2 Model setup and problem formulation
Motivated by Lehalle and Neuman [27] we introduce in the following a variant of
the optimal signal-adaptive trading problem with transient price impact which was
studied in Section 2 therein.
Let T > 0 denote a finite deterministic time horizon and fix a filtered prob-
ability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the usual conditions of right continu-
ity and completeness. The set H2 represents the class of all (special) semimartin-
gales P = (Pt)0≤t≤T whose canonical decomposition P = M¯ + A into a (local) mar-
tingale M¯ = (M¯t)0≤t≤T and a predictable finite-variation process A = (At)0≤t≤T
satisfies
E
[〈M¯〉T ]+ E [(∫ T
0
|dAs|
)2]
<∞. (2.1)
We consider a trader with an initial position of x > 0 shares in a risky asset. The
number of shares the trader holds at time t ∈ [0, T ] is prescribed as
Xut , x−
∫ t
0
usds (2.2)
where (us)s∈[0,T ] denotes her selling rate which she chooses from a set of strategies
A ,
{
u : u progressively measurable s.t. E
[∫ T
0
u2sds
]
<∞
}
. (2.3)
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We assume that the trader’s trading activity causes price impact on the risky asset’s
execution price in the sense that her orders are filled at prices
St , Pt − λut − κY ut (0 ≤ t ≤ T ), (2.4)
where P denotes some unaffected price process in H2 and
Y ut , e−ρty + γ
∫ t
0
e−ρ(t−s)usds (0 ≤ t ≤ T ) (2.5)
with some y > 0. Specifically, motivated by Gârleanu and Pedersen [18] the trader’s
trading not only instantaneously affects the execution price in (2.4) in an adverse
manner through linear temporary price impact λ > 0 à la Almgren and Chriss [3];
it also induces a longer lasting price distortion Y u because of linear transient price
impact κ > 0 and γ > 0 as proposed by Obizhaeva and Wang [30]. We assume that
the transient price impact, which starts from an initial value y > 0, persists and
decays only gradually over time at some exponential resilience rate ρ > 0. Also note
that the unaffected price process P ∈ H2 includes a general signal process A which
is observed by the trader.
We now suppose that the trader’s optimal trading objective is to unwind her
initial position x > 0 in the presence of temporary and transient price impact, along
with taking into account the asset’s general price signal A, through maximizing the
performance functional
J(u) , E
[∫ T
0
(Pt − κY ut )utdt− λ
∫ T
0
u2tdt+X
u
TPT
− φ
∫ T
0
(Xut )
2dt− %(XuT )2
] (2.6)
via her selling rate u ∈ A. The interpretation is as follows (cf. also Remark 2.1.1.)
below). The first three terms in (2.6) represent the trader’s terminal wealth; that
is, her final cash position including the accrued trading costs which are induced by
temporary and transient price impact as prescribed in (2.4), as well as her remaining
final risky asset position’s book value. The fourth and fifth terms in (2.6) implement
a penalty φ > 0 and % > 0 on her running and terminal inventory, respectively. Also
observe that J(u) <∞ for any admissible strategy u ∈ A.
Our main goal in this paper is to solve the corresponding optimal stochastic control
problem
J(u)→ max
u∈A
. (2.7)
Remark 2.1. 1. In case of purely temporary price impact, i.e., κ = 0, the perfor-
mance functional in (2.6) and the associated optimization problem in (2.7) is
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quite standard in the literature on optimal trading and execution problems. It
was first introduced by [1, 17] and then subsequently studied, e.g., in [32, 4, 23,
12, 27, 9].
2. Our problem formulation in (2.6) with temporary and transient price impact is
very similar to the framework introduced in Gârleanu and Pedersen [18] which
was then further analyzed by Ekren and Muhle-Karbe [16]. In contrast to their
setup, we focus on a finite time horizon T <∞. We also allow for more general
price signal processes A and not only a linear factor process as in [18] or a
Markovian diffusion-type process as in [16]. Moreover, we obtain an explicit
solution to our optimization problem in (2.7), akin to the results established
by [18] in their simpler framework, and do not necessitate an asymptotic analysis
as carried out in [16].
3. As mentioned at the beginning of this section our framework presented above
also aims at following up on the optimal signal-adaptive trading problem in
the presence of transient price impact which was studied in Section 2 of [27].
Therein, the authors confine themselves to analyze only deterministic optimal
strategies. Indeed, optimal strategies in a purely transient price impact setup are
typically singular (cf., e.g., [30, 20, 5]) which renders the analysis for signal-
adaptive strategies mathematically much more intricate. As a remedy, we adopt
the approach from [18]. We incorporate into the cost functional in (2.6) in
addition to the transient price impact also a temporary impact component via
λ > 0 rules out singular optimizers. This quadratically smoothens the problem
and very naturally constrains strategies to be absolutely continuous. Also note
that we do not require the signal processes A to be an integrated Markov process
as in [27].
4. For A ≡ 0, that is, without price signal process, but with terminal liquidation
constraint XuT = 0 P-a.s. the above optimization problem in (2.7) was studied
in Graewe and Horst [22] allowing for stochastic resilience and temporary price
impact processes (ρt)0≤t≤T and (λt)0≤t≤T , respectively. For the corresponding
explicitly available deterministic solution in the case of constant coefficients and
φ = 0 we refer to [14] . As, e.g, in [12, 27, 9], we do not incorporate a terminal
state constraint in our optimization problem in (2.7). Note, however, that the
terminal penalty % > 0 on the remaining risky asset position allows to virtually
enforce a liquidation constraint by choosing a large value for % (see also the
illustrations in Section 4 below).
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3 Main result
Our main result is an explicit description of the optimal strategy for problem (2.7).
To state our result it is convenient to introduce for
A ,

0 0 −1 0
0 −ρ γ 0
−φ/λ κρ/(2λ) 0 ρ/(2λ)
0 0 κγ ρ
 ∈ R4×4 (3.1)
the functions S(t) = (Sij(t))1≤i,j≤4 given by the matrix exponential
S(t) , eAt (t ≥ 0). (3.2)
We further define G(t) = (Gi(t))1≤i≤4 as
G(t) , (%/λ,−κ/(2λ),−1, 0)S(t) (t ≥ 0) (3.3)
and let
v0(t) ,
(
1− G4(t)
G3(t)
S4,3(t)
S4,4(t)
)−1
, v1(t) ,
G4(t)
G3(t)
S4,1(t)
S4,4(t)
− G1(t)
G3(t)
,
v2(t) ,
G4(t)
G3(t)
S4,2(t)
S4,4(t)
− G2(t)
G3(t)
, v3(t) ,
G4(t)
G3(t)
(3.4)
for all t ∈ [0,∞). The functions (S4,j(t))1≤j≤4 and (Gi(t))1≤i≤4 can be computed
explicitly and are given in (5.25)-(5.28) and (5.29)-(5.32), respectively, in Section 5.2
below. Lemma 5.5 therein also shows that v1(·), v2(·), v3(·) are well-defined. In addi-
tion, we make following assumption below (see also Remark 3.4.1.).
Assumption 3.1. We assume that the set of parameters ξ , (λ, γ, κ, ρ, %, φ, T ) ∈ R7+
are chosen such that
G3(T − t)S4,4(T − t) 6= G4(T − t)S4,3(T − t) (0 ≤ t ≤ T ). (3.5)
Finally, let Et denote the expectation conditioned on Ft for all t ∈ [0, T ]. We are
now ready to state our main theorem.
Theorem 3.2. Under Assumption 3.1, there exists a unique optimal strategy uˆ ∈ A
to problem (2.7). It is given in linear feedback form via
uˆt = v0(T − t)
(
v1(T − t)X uˆt + v2(T − t)Y uˆt
+
1
2λ
(
v3(T − t)Et
[∫ T
t
S4,3(T − s)
S4,4(T − t) dAs
]
− Et
[∫ T
t
G3(T − s)
G3(T − t) dAs
])) (3.6)
for all t ∈ (0, T ).
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The proof of Theorem 3.2 is deferred to Section 5.1. We observe that the optimal
trading rate uˆ in (3.6) is affine-linear in both the current inventory X uˆ as well as
the current price distortion Y uˆ. The affine part comes from the general predictive
signal A. In particular, it turns out that the transient price displacement from the
unaffected level serves as an additional predictor for future price changes. As a conse-
quence, the optimal trading rate trades off exploiting the predictive signal A against
incurring transient price distortion Y uˆ. These findings generalize the observations
made in Gârleanu and Pedersen [18] for optimal portfolio choice problems with in-
finite horizon in a Markovian setup. Put differently, the optimal stock holdings X uˆ
prescribed by the optimal selling rate uˆ in (3.6) together with the optimally con-
trolled price distortion Y uˆ in (2.5) solve a two-dimensional system of coupled linear
(random) ordinary differential equations. Its solution can be computed numerically
via the associated fundamental solution. Specifically, introducing the process
ζˆt ,
v0(T − t)
2λ
(
v3(T − t)Et
[∫ T
t
S4,3(T − s)
S4,4(T − t) dAs
]
−Et
[∫ T
t
G3(T − s)
G3(T − t) dAs
])
(3.7)
as well as the matrix-valued function
B(t) ,
(−v0(T − t)v1(T − t) −v0(T − t)v2(T − t)
γv0(T − t)v1(T − t) γv0(T − t)v2(T − t)− ρ
)
(3.8)
for all t ∈ [0, T ], we obtain following
Corollary 3.3. Under Assumption 3.1, let Φ(t) ∈ R2×2 be the unique nonsingular
fundamental solution to the matrix differential equation
Φ(0) = I, Φ˙(t) = B(t)Φ(t) (0 ≤ t ≤ T ) (3.9)
with identity matrix I ∈ R2×2 and B as defined in (3.8). Then the optimal stock
holdings X uˆ and the corresponding optimally controlled price distortion Y uˆ of the
optimal strategy uˆ from Theorem 3.2 are given by(
X uˆt
Y uˆt
)
= Φ(t)
((
x
y
)
+
∫ t
0
ζˆs Φ
−1(s) b ds
)
, (3.10)
where b , (−1, γ)> ∈ R2.
Again, the proof of Corollary 3.3 can be found in Section 5.1.
Remark 3.4. 1. Assumption 3.1 merely ensures that v0(·) in (3.4) is well-defined.
In fact, showing that (3.5) holds for any values of parameters ξ ∈ R7+ seems
intractable. However, given a set of parameters ξ and verifying that (3.5) is sat-
isfied is an easy task by using the explicit formulas for S4,3, S4,4, G3, G4 in (5.27),
(5.28), (5.31), (5.32). We numerically checked this for all ξ ∈ [0, 100]7, which
includes all reasonable values of parameters.
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2. The special case where κ = 0 in the performance functional in (2.6), i.e., consid-
ering only temporary price impact, corresponds to Belak et al. [9], and Lehalle
and Neuman [27], Section 3. One can check with the explicit expressions from
Section 5.2 that our result in Theorem 3.2 retrieves the optimal solution from [9],
Theorem 3.1, as well as, in a Markovian setting, from [27], Proposition 3.2, in
the limiting case when κ tends to zero.
3. Note that our optimal strategy in Theorem 3.2 is adapted to the underlying
filtration (Ft)0≤t≤T and hence steadily updates its information about the price
signal process A. This is in stark contrast to the signal-adaptive optimal trad-
ing framework with transient price impact studied in Lehalle and Neuman [27],
Section 2, where strategies are confined to be static (i.e., deterministic), taking
only the information of the price signal at initial time 0 into account.
4 Illustration
Similar to Lehalle and Neuman [27] we will illustrate in this section our main result
in the special case where the signal process A is given by
At =
∫ t
0
Isds (t ≥ 0) (4.1)
with I = (It)t≥0 following an autonomous OrnsteinâĂŞUhlenbeck process with dy-
namics
I0 = ι, dIt = −βIt dt+ σ dWt (t ≥ 0). (4.2)
Here, W = (Wt)t≥0 denotes a standard Brownian motion which is defined on our
underlying filtered probability space and β, σ > 0 are some constants. Having at
hand our general result from Theorem 3.2 we immediately obtain following optimal
trading strategy in this case.
Corollary 4.1. Assume that the signal process A is given by (4.1). Then the unique
optimal trading rate uˆ ∈ A from Theorem 3.2 simplifies to
uˆt = v0(T − t)
(
v1(T − t)X uˆt + v2(T − t)Y uˆt (4.3)
+
It
2λ
(
v3(T − t)
∫ T
t
e−β(s−t)
S4,3(T − s)
S4,4(T − t) ds−
∫ T
t
e−β(s−t)
G3(T − s)
G3(T − t) ds
))
.
for all t ∈ (0, T ).
Remark 4.2. Observe that the optimal trading rate in (4.3) is signal-adaptive, i.e.,
adapted to the filtration generated by I, in contrast to the optimal solution presented
in Section 2.3 of [27].
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In Figures 1 and 2 we plot the signal-adaptive optimal liquidation inventory Xˆ ,
(X uˆt )0≤t≤T with initial position x = 10 along with the optimally controlled price
distortion Yˆ , (Y uˆt )0≤t≤T with y = 0 obtained from Corollary 4.1 (by using also
Corollary 3.3) for three different realisations of the signal process (At)0≤t≤T in (4.1).
The trader’s planning horizon is T = 10. As for the model parameters, we fix the
values
κ = 1, γ = 1, ρ = 1, λ = 0.5, φ = 0.1, % = 10, (4.4)
as well as
ι = 1, β = 0.1, σ = 0.5, (4.5)
similar to the parameters in [27] (cf. also the empirical analysis in Section 4.2 therein).
As mentioned in Remark 3.4.1. above, one can easily check that Assumption 3.1
holds true with this set of parameter values. We also compare graphically our signal-
adaptive optimal liquidation strategy Xˆ with (i) the inventory X˜ , (X˜t)0≤t≤T and
corresponding induced price distortion trajectory Y˜ , (Y˜t)0≤t≤T which ignores the
price signal, i.e., I ≡ 0 in (4.3); (ii) the optimal signal-adaptive inventory trajectory
X¯ , (X¯t)0≤t≤T for the purely temporary price impact case from Theorem 3.1 in [9].
Note that the former is simply the optimal strategy for the maximization problem
in (2.7) where the trader presumes that the unaffected price process P has no signal,
and the latter corresponds to the optimal strategy where κ = 0 in (2.6), i.e., the
trader ignores transient price distortion.
Figure 1 on the upper panel shows a realization of the Ornstein-Uhlenbeck signal
rate process (It)0≤t≤T as in (4.2) in solid grey together with the resulting price signal
process (At)0≤t≤T from (4.1) in dashed green. On the lower panel, we compare the
optimal signal-adaptive inventory Xˆ and corresponding price distortion Yˆ (depicted
in solid and dashed blue, respectively) for the same price signal trajectory with the
optimal inventory X˜ and price distortion Y˜ ignoring the signal (depicted in solid and
dashed red, respectively). We also plot in solid yellow the optimal inventory X¯ for
the purely temporary price impact case. Interestingly, one can observe some differ-
ences between the optimal strategies within the different frameworks. As expected,
in contrast to the strictly decreasing inventory X˜ ignoring the price signal process,
the signal-adaptive inventories Xˆ and X¯ utilize their information about the upward
trend of the latter and slow down the liquidation of the risky asset midway. More-
over, the inventory X¯ taking into account only temporary price impact does so more
aggressively which results in trading also in the opposite direction and buying some
shares of the risky asset amid its liquidation schedule.
Figure 2 illustrates in similar fashion the optimal inventory and price distortion
trajectories for two extreme scenarios: A strongly decreasing price signal (upper
panel) and a strongly increasing price signal (lower panel). Again, we observe that in
a purely temporary price impact setup the trader tends to take more risks by trading
more boldly in the opposite direction to her selling intentions in order to profit from
the perceived information about the price signal’s tendencies. In fact, recall that
10
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price signal At
optimal signal-adaptive inventory X t
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inventory X˜ t w/o signal
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time t
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Figure 1: Upper panel: Realization of the signal rate It (solid grey) and corre-
sponding signal process At (dashed green). Lower panel: Comparison between the
optimal signal-adaptive inventory (solid blue) and corresponding price distortion
(dashed blue) with the optimal inventory (solid red) and corresponding price dis-
tortion (dashed red) ignoring the signal, as well as with the optimal signal-adaptive
inventory with purely temporary price impact (solid yellow) for the same signal pro-
cess (dashed green) as in the upper panel.
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the feedback form of the optimal selling rate uˆ in (4.3) compensates for the induced
price distortion Y uˆ. It is therefore sensible to expect that this results in the observed
deceleration of the overall turnover rate as shown by the graphs in Figures 1 and 2.
5 Proofs
5.1 Proof of Theorem 3.2
In fact, the probabilistic and convex analytic calculus of variations approach from Bank
et al. [6] can be brought to bear to prove our main Theorem 3.2. Indeed, note that
for any u ∈ A the map u 7→ J(u) in (2.6) is strictly concave. Therefore, it admits a
unique maximizer characterized by the critical point at which the Gâteaux derivative
〈J ′(u), α〉 , lim
ε→0
J(u+ εα)− J(u)
ε
(5.1)
of the functional J vanishes for any direction α = (αt)0≤t≤T ∈ A; see, e.g., [15]. The
Gâteaux derivative in (5.1) can be readily computed.
Lemma 5.1. For u ∈ A we have
〈J ′(u), α〉 = E
[∫ T
0
αs
(
Ps − κY us − κ
∫ T
s
e−ρ(t−s)γutdt− 2λus
+ 2φ
∫ T
s
Xut dt+ 2%X
u
T − PT
)
ds
] (5.2)
for any α ∈ A.
Proof. Let ε > 0 and u, α ∈ A. Note that Xu+εαt = Xut − ε
∫ t
0
αsds and Y u+εαt =
12
price signal At
optimal signal-adaptive inventory X t
optimal price distortion -Y t
inventory X˜ t w/o signal
price distortion -Y˜ t w/o signal
optimal inventory X t from Belak et al.
2 4 6 8 10
time t
-10
-5
5
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price signal At
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inventory X˜ t w/o signal
price distortion -Y˜ t w/o signal
optimal inventory X t from Belak et al.
2 4 6 8 10
time t
5
10
15
20
Scenario 3
Figure 2: Similar to the lower panel of Figure 1, comparison of the different optimal
inventory and corresponding price distortion trajectories for a strongly decreasing
price signal (upper panel) and a strongly increasing price signal (lower panel).
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Y ut + εγ
∫ t
0
e−ρ(t−s)αsds for all t ∈ [0, T ]. Next, since
J(u+ εα)− J(u)
= ε E
[∫ T
0
(Pt − κY ut )αtdt− κ
∫ T
0
ut
(∫ t
0
e−ρ(t−s)γαsds
)
dt
− 2λ
∫ T
0
utαtdt+ 2φ
∫ T
0
Xut
(∫ t
0
αsds
)
dt
+ 2%XuT
∫ T
0
αsds− PT
∫ T
0
αsds
]
+ ε2 E
[
− κγ
∫ T
0
(∫ t
0
e−ρ(t−s)αsds
)
αtdt− λ
∫ T
0
α2tdt
− φ
∫ T
0
(∫ t
0
αsds
)2
dt− %
(∫ T
0
αsds
)2 ]
we obtain the desired result in (5.2) after applying Fubini’s theorem twice. Also
observe that all terms are finite since u, α ∈ A.
Given the explicit expression of the Gâteaux derivative in (5.2) we can now derive
a first order optimality condition. It takes the form of a coupled system of linear
forward backward stochastic differential equations.
Lemma 5.2. A control uˆ ∈ A solves the optimization problem in (2.7) if and only if
the processes (X uˆ, Y uˆ, uˆ, Z uˆ) satisfy following coupled linear forward backward SDE
system
dXut = − utdt, Xu0 = x
dY ut = − ρY ut dt+ γutdt, Y u0 = y
dut =
dPt
2λ
+
κρY ut
2λ
dt− φX
u
t
λ
dt+
ρZut
2λ
dt+ dMt, uT =
%XuT
λ
− κY
u
T
2λ
,
dZut = ρZ
u
t dt+ κγutdt+ dNt, Z
u
T = 0,
(5.3)
for two suitable square integrable martingales M = (Mt)0≤t≤T and N = (Nt)0≤t≤T .
Remark 5.3. Let us mention that the appearance of the auxiliary process Zu in the
above FBSDE system (5.3) is very natural in our setup because of the two-dimensional
controlled state variable (Xu, Y u) in (2.2) and (2.5). In fact, the two processes u
and Zu satisfying the BSDEs in (5.3) correspond to the two associated so-called ad-
joint processes which are arising in Pontryagin’s stochastic maximum principle; see,
e.g., Carmona [11], Chapter 4.2.
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Proof. Since we are maximizing the strictly concave functional u 7→ J(u) over A, a
necessary and sufficient condition for the optimality of uˆ ∈ A with corresponding
controlled state processes X uˆ and Y uˆ in (2.2) and (2.5), respectively, is given by
〈J ′(uˆ), α〉 = 0 for all α ∈ A;
cf., e.g., [15]. By Lemma 5.1 this condition is equivalent to
E
[∫ T
0
αs
(
Ps − κY uˆs − κ
∫ T
s
e−ρ(t−s)γuˆtdt− 2λus
+ 2φ
∫ T
s
X uˆt dt+ 2%X
uˆ
T − PT
)
ds
]
= 0
(5.4)
for all α ∈ A. In the following we will argue that uˆ ∈ A with (X uˆ, Y uˆ) satisfies the
first order condition in (5.4) if and only if (X uˆ, Y uˆ, uˆ, Z uˆ) satisfy the FBSDE system
in (5.3).
Necessity: Assume that uˆ ∈ A maximizes J , i.e., the first order condition in (5.4)
is satisfied. Then, by applying optional projection we also obtain that
E
[∫ T
0
αs
(
Ps − κY uˆs − κEs
[∫ T
s
e−ρ(t−s)γuˆtdt
]
− 2λuˆs
+Es
[
2φ
∫ T
s
X uˆt dt+ 2%X
uˆ
T − PT
])
ds
]
= 0
(5.5)
for all α ∈ A. But this implies that
Ps − κY uˆs − κeρsEs
[∫ T
s
e−ρtγuˆtdt
]
− 2λuˆs + Es
[
2φ
∫ T
s
X uˆt dt+ 2%X
uˆ
T − PT
]
= Ps − κY uˆs − κeρs
(
Es
[∫ T
0
e−ρtγuˆtdt
]
−
∫ s
0
e−ρtγuˆtdt
)
− 2λuˆs
+ Es
[
2φ
∫ T
0
X uˆt dt+ 2%X
uˆ
T − PT
]
− 2φ
∫ s
0
X uˆt dt
= 0 dP⊗ ds-a.e. on Ω× [0, T ].
(5.6)
Now, by introducing the square integrable martingales
M˜s , Es
[
2φ
∫ T
0
X uˆt dt+ 2%X
uˆ
T − PT
]
, N˜s , Es
[∫ T
0
e−ρtγuˆtdt
]
, (5.7)
as well as the auxiliary square integrable process
Z uˆs , κeρs
(∫ s
0
e−ρtγuˆtdt− N˜s
)
(5.8)
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for all s ∈ [0, T ] (note that PT ∈ L2(Ω,FT ,P) because of (2.1); and that u ∈ L2(P×
[0, T ]) which also implies X uˆT ∈ L2(Ω,FT ,P)), we can rewrite (5.6) as
Ps − κY uˆs − κeρs
(
N˜s −
∫ s
0
e−ρtγuˆtdt
)
− 2λuˆs + M˜s − 2φ
∫ s
0
X uˆt dt
= Ps − κY uˆs + Z uˆs − 2λuˆs + M˜s − 2φ
∫ s
0
X uˆt dt
= 0 dP⊗ ds-a.e. on Ω× [0, T ].
(5.9)
Note that Z uˆ in (5.8) satisfies the BSDE
dZ uˆt = ρZ
uˆ
t dt+ κγuˆtdt− κeρtdN˜t, Z uˆT = 0. (5.10)
Also observe that the controlled forward dynamics of Y uˆ in (2.5) satisfy
Y uˆ0 = y, dY
uˆ
t = −ρY uˆt dt+ γuˆtdt. (5.11)
Hence, it follows from the representation in (5.9) that uˆ satisfies the BSDE
duˆs =
dPs
2λ
− κ
2λ
dY uˆs −
φX uˆs
λ
ds+
ρZ uˆs
2λ
ds+
κγ
2λ
uˆsds+
dM˜s
2λ
− κe
ρs
2λ
dN˜s
=
dPs
2λ
+
κρY uˆs
2λ
ds− φX
uˆ
s
λ
ds+
ρZ uˆs
2λ
ds+
dM˜s
2λ
− κe
ρs
2λ
dN˜s,
uˆT =
ρX uˆT
λ
− κY
uˆ
T
2λ
.
(5.12)
Consequently, together with the forward dynamics of X uˆ in (2.2), we can conclude
from (5.11), (5.12) and (5.10) that the processes (X uˆ, Y uˆ, uˆ, Z uˆ) satisfy the FBSDE
system in (5.3) with suitably chosen square integrable martingales M = (Mt)0≤t≤T
and N = (Nt)0≤t≤T in terms of M˜ = (M˜t)0≤t≤T and N˜ = (N˜t)0≤t≤T given in (5.7).
Sufficiency: Let us now assume that (X uˆ, Y uˆ, uˆ, Z uˆ) is a solution to the FBSDE
system in (5.3) and uˆ ∈ A. We have to show that uˆ with controlled states (X uˆ, Y uˆ)
satisfies the first order condition in (5.4) or, equivalently, in (5.5). To this end, first
note that the unique strong solution uˆ to the associated linear backward SDE in (5.3)
is indeed given by (5.9), i.e.,
2λuˆs = Ps − κY uˆs − κeρs
(
N˜s −
∫ s
0
e−ρtγuˆtdt
)
+ M˜s − 2φ
∫ s
0
X uˆt dt
with M˜ and N˜ as defined in (5.7). Plugging this into (5.4) and applying Fubini’s
theorem yields
E
[∫ T
0
αs
(
κeρs
(
N˜s −
∫ T
0
e−ρtγuˆtdt
)
− M˜s + 2φ
∫ T
0
X uˆt dt+ 2%X
uˆ
T − PT
)
dt
]
= E
[∫ T
0
αs
(
κeρs
(
N˜s − N˜T
)
− M˜s + M˜T
)
dt
]
= E
[∫ T
0
αs
(
κeρs
(
N˜s − Es[N˜T ]
)
+ Es[M˜T ]− M˜s
)
dt
]
= 0
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for all α ∈ A since N˜ and M˜ are martingales. Consequently, the first order condition
in (5.4) is satisfied and uˆ ∈ A is optimal.
Proof of Theorem 3.2. Step 1: In view of Lemma 5.2 we have to solve the linear
FBSDE system in (5.3). One possibility to achieve this is to adapt the approach
in [9]. Introducing
Xut ,

Xut
Y ut
ut
Zut
 , Mt ,

0
0
Pt − 2λMt
2λNt
 (0 ≤ t ≤ T ), (5.13)
the linear system in (5.3), together with matrix A in (3.1), can be written as
dXut = AX
u
t dt+
1
2λ
dMt (0 ≤ t ≤ T ) (5.14)
with initial conditions Xu,10 = x, X
u,2
0 = y and terminal conditions
(%/λ,−κ/(2λ),−1, 0)XuT = 0 and (0, 0, 0, 1)XuT = 0. (5.15)
Observe that the unique solution of (5.14) can be represented in terms of the matrix
exponential S(t) = exp(At) = (Sij(t))1≤i,j,≤4 introduced in (2.4) as
XuT = S(T − t)Xut +
1
2λ
∫ T
t
S(T − s)dMs (0 ≤ t ≤ T ). (5.16)
Next, following the same idea as in the proof of Theorem 3.1 in [9], we use the first
terminal condition in (5.15) and multiply (5.16) by (%/λ,−κ/(2λ),−1, 0) to obtain
0 = G(T − t)Xut +
1
2λ
∫ T
t
G(T − s)dMs
= G1(T − t)Xut +G2(T − t)Y ut +G3(T − t)ut +G4(T − t)Zut
+
1
2λ
∫ T
t
G3(T − s)(dPs − 2λdMs) +
∫ T
t
G4(T − s)dNs (0 ≤ t ≤ T )
with G = (Gi)i=1,...,4 as defined in (3.3). Since G3(T − t) 6= 0 for all t ∈ [0, T ] (see
Lemma 5.5 (iii) below) we get
ut =− G1(T − t)
G3(T − t)X
u
t −
G2(T − t)
G3(T − t)Y
u
t −
G4(T − t)
G3(T − t)Z
u
t
− 1
2λ
∫ T
t
G3(T − s)
G3(T − t) (dPs − 2λdMs)−
∫ T
t
G4(T − s)
G3(T − t) dNs (0 ≤ t ≤ T ).
17
Taking conditional expectation in the latter equation and using the fact that P ∈ H2,
as well as that M , N are square integrable martingales, we arrive at the identity
ut =− G1(T − t)
G3(T − t)X
u
t −
G2(T − t)
G3(T − t)Y
u
t −
G4(T − t)
G3(T − t)Z
u
t
− 1
2λ
Et
[∫ T
t
G3(T − s)
G3(T − t) dAs
]
(0 ≤ t ≤ T ).
(5.17)
Moreover, using also the second terminal condition in (5.15) and multiplying (5.16)
by (0, 0, 0, 1) gives us
0 = S4,·(T − t)Xut +
1
2λ
∫ T
t
S4,·(T − s)dMs
= S4,1(T − t)Xut + S4,2(T − t)Y ut + S4,3(T − t)ut + S4,4(T − t)Zut
+
1
2λ
∫ T
t
S4,3(T − s)(dPs − 2λdMs) +
∫ T
t
S4,4(T − s)dNs (0 ≤ t ≤ T ),
where we used the notation S4,· = (S4,1, S4,2, S4,3, S4,4). Since S4,4(T − t) 6= 0 for all
t ∈ [0, T ] (see Lemma 5.5 (ii) below), solving for Zu and taking once more conditional
expectation as above yields
Zut =−
S4,1(T − t)
S4,4(T − t)X
u
t −
S4,2(T − t)
S4,4(T − t)Y
u
t −
S4,3(T − t)
S4,4(T − t)ut
− 1
2λ
Et
[∫ T
t
S4,3(T − s)
S4,4(T − t) dAs
]
(0 ≤ t ≤ T ).
(5.18)
Finally by (3.5), v0 in (3.4) is well-defined. Hence, plugging (5.18) into (5.17) and
solving for u yields
ut = v0(T − t)
(
G4(T − t)
G3(T − t)
S4,1(T − t)
S4,4(T − t) −
G1(T − t)
G3(T − t)
)
Xut
+ v0(T − t)
(
G4(T − t)
G3(T − t)
S4,2(T − t)
S4,4(T − t) −
G2(T − t)
G3(T − t)
)
Y ut
+
1
2λ
v0(T − t)
(
G4(T − t)
G3(T − t)Et
[∫ T
t
S4,3(T − s)
S4,4(T − t) dAs
]
− Et
[∫ T
t
G3(T − s)
G3(T − t) dAs
])
as claimed in (3.6).
Step 2: It remains to argue that uˆ in (3.6) belongs toA. First, due to Lemma 5.5 (i)
and assumption (3.5) we can conclude that
sup
0≤t≤T
|v0(T − t)| <∞.
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Together with Lemma 5.5 (ii) and (iii) it then follows that the coefficients in front of
X uˆ and Y uˆ in (3.6) are bounded on [0, T ]. By the same arguments we obtain that
there exists a constant C > 0 such that
sup
0≤t≤T
{
G4(T − t)
G3(T − t)Et
[∫ T
t
S4,3(T − s)
S4,4(T − t) dAs
]
− Et
[∫ T
t
G3(T − s)
G3(T − t) dAs
]}
≤ C E
[∫ T
0
|dAt|
]
<∞
due to (2.1). Together with (2.2) and (2.5) we use these bounds in (3.6) to get
E[uˆ2t ] ≤ C1 + C2
∫ T
0
E[uˆ2s] ds (0 ≤ t ≤ T )
for some positive constants C1, C2. From Gronwall’s lemma it then follows that
sup
0≤t≤T
E[uˆ2t ] <∞,
so clearly uˆ ∈ A by Fubini’s theorem.
Proof of Corollary 3.3. Simply observe that the optimally controlled state variable
Xuˆ = (X uˆ, Y uˆ) prescribed in (3.6) and (2.5) satisfies following two-dimensional linear
(random) ordinary differential equation
Xuˆ0 = (x, y), dXuˆt = B(t)Xuˆt dt+ ζˆt b dt (0 ≤ t ≤ T ) (5.19)
with (ζˆt)0≤t≤T as given in (3.7) and b = (−1, γ)> ∈ R2. Hence, it follows from
standard existence and uniqueness results for linear ODEs (cf., e.g., Karatzas and
Shreve [25], Section 5.6, and the references therein) that Xuˆ is given by
Xuˆt = Φ(t)
(
Xuˆ0 +
∫ t
0
ζˆs Φ
−1(s) b ds
)
(0 ≤ t ≤ T ),
where Φ denotes the unique nonsingular solution to the matrix differential equation
in (3.9).
5.2 Computing the matrix exponential
To compute the matrix exponential S(t) = (Sij(t))0≤i,j≤4 = eAt for all t ∈ [0,∞) in
(3.2) we diagonalize matrix A in (3.1), i.e., decompose A = UDU−1 with diagonal
matrix D ∈ R4×4 and invertible matrix U ∈ R4×4. Then, it follows that
S(t) = UeDtU−1 (t ≥ 0), (5.20)
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where eDt ∈ R4×4 is again a diagonal matrix. Introducing the constants θ , λρ2 +
ρκγ + φ, as well as
c1 ,
θ
λ
> 0, c2 ,
√
(θ − 2φ)2 + 4φρκγ
λ2
> 0, (5.21)
it can be easily checked that the eigenvalues of A are given by
ν1 , −
√
c1 − c2
2
, ν2 , −ν1, ν3 , −
√
c1 + c2
2
, ν4 , −ν3, (5.22)
with corresponding eigenvectors
vi ,

ρ−νi
κγνi
νi−ρ
κ(νi+ρ)
νi−ρ
κγ
1
 (i = 1, 2, 3, 4).
Also note that c1− c2 > 0 in (5.22): Indeed, c1 > c2 is equivalent to θ2 > (θ− 2φ)2 +
4φρκγ and hence to −4φλρ2 < 0, which is satisfied. Consequently, we obtain that
D ,

ν1 0 0 0
0 −ν1 0 0
0 0 ν3 0
0 0 0 −ν3
 , U ,

−ν1−ρ
κγν1
−ν1+ρ
κγν1
−ν3−ρ
κγν3
−ν3+ρ
κγν3
ν1−ρ
κ(ν1+ρ)
ν1+ρ
κ(ν1−ρ)
ν3−ρ
κ(ν3+ρ)
ν3+ρ
κ(ν3−ρ)
ν1−ρ
κγ
−ν1+ρ
κγ
ν3−ρ
κγ
−ν3+ρ
κγ
1 1 1 1
 (5.23)
satisfy A = UDU−1 with
U−1 =
1
4ρ2(ν21 − ν23)
−2γκν1ν23(ν1 + ρ) −κ(ν21 − ρ2)(ν23 − ρ2) 2γκρ2(ν1 + ρ) −(ν23 − ρ2)(ν1 + ρ)2
−2γκν1ν23(ν1 − ρ) −κ(ν21 − ρ2)(ν23 − ρ2) −2γκρ2(ν1 − ρ) −(ν23 − ρ2)(ν1 − ρ)2
2γκν21ν3(ν3 + ρ) κ(ν
2
1 − ρ2)(ν23 − ρ2) −2γκρ2(ν3 + ρ) (ν21 − ρ2)(ν3 + ρ)2
2γκν21ν3(ν3 − ρ) κ(ν21 − ρ2)(ν23 − ρ2) 2γκρ2(ν3 − ρ) (ν21 − ρ2)(ν3 − ρ)2
 .
Thus, the matrix exponential S(t) = (Sij(t))1≤i,j≤4 in (3.2) is given by
S(t) = U

eν1t 0 0 0
0 e−ν1t 0 0
0 0 eν3t 0
0 0 0 e−ν3t
U−1 (t ≥ 0). (5.24)
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In particular, due to the fact that all entries in the last row of U in (5.23) are equal
to one, we easily get that the functions (S4,j(T − t))1≤j≤4 are given by
S4,1(T − t) = γκν1ν3
ρ2(ν21 − ν23)
(
ν1ν3 cosh(ν3(T − t))− ν1ν3 cosh(ν1(T − t))
+ ρν1 sinh(ν3(T − t))− ρν3 sinh(ν1(T − t))
)
, (5.25)
S4,2(T − t) = κ(ν
2
1 − ρ2)(ν23 − ρ2)
2ρ2(ν21 − ν23)
(
cosh(ν3(T − t))− cosh(ν1(T − t))
)
, (5.26)
S4,3(T − t) = γκ
ν21 − ν23
(
ν1 sinh(ν1(T − t))− ν3 sinh(ν3(T − t))
+ ρ cosh(ν1(T − t))− ρ cosh(ν3(T − t))
)
, (5.27)
S4,4(T − t) = 1
2ρ2(ν21 − ν23)
((
ν21 − ρ2
)(
ν23 + ρ
2
)
cosh(ν3(T − t))
− (ν21 + ρ2)(ν23 − ρ2) cosh(ν1(T − t))
+ 2ρν3
(
ν21 − ρ2
)
sinh(ν3(T − t))
− 2ρν1
(
ν23 − ρ2
)
sinh(ν1(T − t))
)
(5.28)
for all t ∈ [0, T ]. In addition, slightly more involved but still elementary computations
reveal that the functions G(t) = (Gi(t))1≤1≤4 = (%/λ,−κ/(2λ),−1, 0)S(t) introduced
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in (3.3) are given by
G1(T − t) = 1
2λρ2(ν21 − ν23)
(5.29)((
2%ν23(ν
2
1 − ρ2) + γκν21ν23
)
cosh(ν1(T − t))
+
(
2λν1ν
2
3(ν
2
1 − ρ2)− γκρν1ν23
)
sinh(ν1(T − t))
− (2%ν21(ν23 − ρ2) + γκν21ν23) cosh(ν3(T − t))
− (2λν21ν3(ν23 − ρ2)− γκρν21ν3) sinh(ν3(T − t))),
G2(T − t) = 1
4γλρ2ν1ν3(ν21 − ν23)
(5.30)(
ν1ν3(ν
2
3 − ρ2)
(
2(ν21 − ρ2)(%− λρ) + γκ(ν21 + ρ2)
)
cosh(ν1(T − t))
− ν3(ν23 − ρ2)
(
2(ν21 − ρ2)(%ρ− λν21) + 2γκρν21
)
sinh(ν1(T − t))
− ν1ν3(ν21 − ρ2)
(
2(ν23 − ρ2)(%− λρ) + γκ(ν23 + ρ2)
)
cosh(ν3(T − t))
+ ν1(ν
2
1 − ρ2)
(
2(ν23 − ρ2)(%ρ− λν23) + 2γκρν23
)
sinh(ν3(T − t))
)
,
G3(T − t) = 1
2λν1ν3(ν21 − ν23)
(5.31)(
ν1ν3
(
γκρ− 2λ(ν21 − ρ2)
)
cosh(ν1(T − t))
− ν3
(
γκν21 + 2%(ν
2
1 − ρ2)
)
sinh(ν1(T − t))
− ν1ν3
(
γκρ− 2λ(ν23 − ρ2)
)
cosh(ν3(T − t))
+ ν1
(
γκν23 + 2%(ν
2
3 − ρ2)
)
sinh(ν3(T − t))
)
,
G4(T − t) = (ν
2
1 − ρ2)(ν23 − ρ2)
4γκλρ2ν1ν3(ν21 − ν23)
(5.32)(
ν1ν3
(
2%+ γκ+ 2λρ
)
cosh(ν1(T − t))
+ 2ν3
(
ρ%+ λν21
)
sinh(ν1(T − t))
− ν1ν3
(
2%+ γκ+ 2λρ
)
cosh(ν3(T − t))
− 2ν1
(
ρ%+ λν23
)
sinh(ν3(T − t))
)
for all t ∈ [0, T ]. Finally, let us collect some useful properties of the eigenvalues ν1
and ν3 and the functions S4,j(·), Gj(·) for all j ∈ {1, . . . , 4}.
Lemma 5.4. For any positive constants λ, γ, κ, ρ, φ we have
ν21 ≤ ρ2 ≤ ν23 (5.33)
with ν1 and ν3 given in (5.22).
22
Proof. First, from (5.21) and (5.22) we get
ν21 − ρ2 =
φ+ γκρ− λρ2 −√4γκφρ+ (φ− ρ(γκ+ λρ))2
2λ
and we argue that
ν21 − ρ2 < 0 (5.34)
by considering following two cases: if φ + γκρ− λρ2 ≤ 0, then (5.34) holds trivially.
Otherwise, if φ + γκρ− λρ2 > 0, then (5.34) is equivalent to −4λρ3κγ < 0, which is
satisfied. Next, again due to (5.21) and (5.22) we have
ν23 − ρ2 =
φ+ γκρ− λρ2 +√4γκφρ+ (φ− ρ(γκ+ λρ))2
2λ
,
and we obtain similarly that
ν23 − ρ2 > 0. (5.35)
Indeed, if φ+γκρ−λρ2 ≥ 0, then (5.35) holds trivially. Otherwise, if φ+γκρ−λρ2 < 0,
then (5.35) is again equivalent to −4λρ3κγ < 0, which is satisfied. Finally, (5.34)
and (5.35) imply (5.33).
Lemma 5.5. For any positive constants λ, γ, κ, ρ, %, φ, T we have
(i)
sup
0≤t≤T
|S4,j(T − t)| <∞ and sup
0≤t≤T
|Gj(T − t)| <∞ (j ∈ {1, . . . , 4}),
(ii)
1 ≤ inf
0≤t≤T
S4,4(T − t) ≤ sup
0≤t≤T
S4,4(T − t) <∞,
(iii)
−∞ < inf
0≤t≤T
G3(T − t) ≤ sup
0≤t≤T
G3(T − t) < −1.
Proof. (i): This follows directly from the explicit expressions in (5.25)–(5.32).
(ii): It suffices to show that the continuously differentiable mapping t 7→ S4,4(T−t)
in (5.28) is decreasing on [0, T ] with S4,4(0) = 1. To achieve this, it is convenient to
introduce
I1(t) , (ν21 − ρ2)(ν23 + ρ2) cosh(ν3(T − t)),
I2(t) , − (ν21 + ρ2)(ν23 − ρ2) cosh(ν1(T − t)),
I3(t) , 2ρν3(ν21 − ρ2) sinh(ν3(T − t)),
I4(t) , − 2ρν1(ν23 − ρ2) sinh(ν1(T − t))
(5.36)
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for all t ∈ [0, T ] and to rewrite S4,4 in (5.28) as
S4,4(T − t) = 1
2ρ2(ν21 − ν23)
(
I1(t) + I2(t) + I3(t) + I4(t)
)
. (5.37)
We claim that
d
dt
S4,4(T − t) = 1
2ρ2(ν21 − ν23)
(I ′1(t) + I
′
2(t) + I
′
3(t) + I
′
4(t)) ≤ 0 (5.38)
for all t ∈ [0, T ]. First, since c2 > 0 in (5.21) we have that ν21 − ν23 = −c2 < 0 and
hence
1
2ρ2(ν21 − ν23)
< 0. (5.39)
Moreover, by virtue of Lemma 5.4, together with the fact that ν1, ν3 < 0 in (5.22),
which also implies sinh(ν1(T − t)) ≤ 0 and sinh(ν3(T − t)) ≤ 0 for all t ∈ [0, T ], it
follows that
I ′1(t) = −ν3(ν23 + ρ2)(ν21 − ρ2) sinh(ν3(T − t)) ≥ 0,
I ′2(t) = ν1(ν
2
1 + ρ
2)(ν23 − ρ2) sinh(ν1(T − t)) ≥ 0,
I ′3(t) = −2ρν23(ν21 − ρ2) cosh(ν3(T − t)) ≥ 0,
I ′4(t) = 2ρν
2
1(ν
2
3 − ρ2) cosh(ν1(T − t)) ≥ 0
and thus our claim in (5.38). Finally, observe that S4,4(0) = 1.
(iii): First, we emphasize the dependence of G3(·) in (5.31) on % by writing
G3(T − t; %) ,G3(T − t)
=
1
2λν1ν3(ν21 − ν23)(
ν1ν3
(
γκρ− 2λ(ν21 − ρ2)
)
cosh(ν1(T − t))
− ν3
(
γκν21 + 2%(ν
2
1 − ρ2)
)
sinh(ν1(T − t))
− ν1ν3
(
γκρ− 2λ(ν23 − ρ2)
)
cosh(ν3(T − t))
+ ν1
(
γκν23 + 2%(ν
2
3 − ρ2)
)
sinh(ν3(T − t))
)
(0 ≤ t ≤ T ).
Note that similar to (5.39) above ν1, ν3 < 0 implies
1
2λν1ν3(ν21 − ν23)
< 0. (5.40)
Moreover, using Lemma 5.4 and having in mind that sinh(ν1(T − t)) ≤ 0 and
sinh(ν3(T − t)) ≤ 0 for all t ∈ [0, T ], one can easily check that
G3(T − t; %) ≤ G3(T − t; 0) (0 ≤ t ≤ T ). (5.41)
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Next, introducing
K1(t) , ν1ν3
(
γκρ− 2λ(ν21 − ρ2)
)
cosh(ν1(T − t)),
K2(t) , − γκν3ν21 sinh(ν1(T − t)),
K3(t) , − ν1ν3
(
γκρ− 2λ(ν23 − ρ2)
)
cosh(ν3(T − t)),
K4(t) , γκν1ν23 sinh(ν3(T − t))
for all t ∈ [0, T ] allows us to write
G3(T − t; 0) = 1
2λν1ν3(ν21 − ν23)
(
K1(t) +K2(t) +K3(T ) +K4(t)
)
(0 ≤ t ≤ T ).
Let us also define
G˜3(T − t) , 1
2λν1ν3(ν21 − ν23)
(
K1(t) +K3(t)
)
. (5.42)
Since |ν1| < |ν3| in (5.22) we obtain
K2(t) +K4(t) = −γκν3ν21 sinh(ν1(T − t)) + γκν1ν23 sinh(ν3(T − t)) ≥ 0 (5.43)
for all t ∈ [0, T ]. Together with (5.40) we can therefore conclude that
G3(T − t; %) ≤ G3(T − t; 0) ≤ G˜3(T − t) (0 ≤ t ≤ T ). (5.44)
We will now argue that the continuously differentiable mapping t 7→ G˜3(T−t) in (5.42)
is increasing on [0, T ]. The bounds on G3 in (ii) will then follow from (5.44) together
with G˜3(0) = −1. To this end, simply observe that
K ′1(t) = −ν21ν3(γκρ− 2λ(ν21 − ρ2)) sinh(ν1(T − t)) ≤ 0,
K ′3(t) = ν1ν
2
3
(
γκρ− 2λ(ν23 − ρ2)
)
sinh(ν3(T − t)) ≤ 0,
because of Lemma 5.4, (5.22) and the fact that γκρ − 2λ(ν23 − ρ2) ≤ 0, which holds
true due to a similar reasoning as in the proof of Lemma 5.4 above. Consequently,
recalling (5.40) we obtain in (5.42) that
d
dt
G˜3(T − t) ≥ 0 (0 ≤ t ≤ T )
as desired.
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