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ABSTRACT
There have been discussions in the recent literature regarding the accuracy of the
available electron impact excitation rates (equivalently effective collision strengths Υ)
for transitions in Be-like ions. In the present paper we demonstrate, once again, that
earlier results for Υ are indeed overestimated (by up to four orders of magnitude), for
over 40% of transitions and over a wide range of temperatures. To do this we have
performed two sets of calculations for N IV, with two different model sizes consisting
of 166 and 238 fine-structure energy levels. As in our previous work, for the determi-
nation of atomic structure the grasp (General-purpose Relativistic Atomic Structure
Package) is adopted and for the scattering calculations (the standard and parallelised
versions of) the Dirac Atomic R-matrix Code (darc) are employed. Calculations for
collision strengths and effective collision strengths have been performed over a wide
range of energy (up to 45 Ryd) and temperature (up to 2.0×106 K), useful for appli-
cations in a variety of plasmas. Corresponding results for energy levels, lifetimes and
A-values for all E1, E2, M1 and M2 transitions among 238 levels of N IV are also
reported.
Key words: atomic data – atomic processes
1 INTRODUCTION
Emission lines from Be-like ions have provided useful elec-
tron density and temperature diagnostics for a variety of as-
trophysical plasmas. Many ions in this series, such as C III,
N IV, Ti XIX and Fe XXIII, are also important for the
study of fusion plasmas. For N IV Chaplin et al. (2009)
have measured the 2s2 1S0–2s2p
1Po1 line at 76.5 nm in the
Swarthmore Spheromak Experiment to diagnose the plasma
impurities. Similarly, Machida et al. (2009) have measured
three impurity lines of N IV (λ 765, 923 and 1719 A˚) in the
NOVA-UNICAMP tokamak plasma. However, for plasma
modelling accurate atomic data are required, particularly for
energy levels, radiative rates (A-values), and excitation rates
or equivalently the effective collision strengths (Υ), which
are obtained from the electron impact collision strengths
(Ω). Given that, we have already reported such data for a
number of Be-like ions, namely C III, Al X, Cl XIV, K XVI,
Ti XIX and Ge XXIX – see Aggarwal & Keenan (2015a,b)
and references therein. In this paper we focus our attention
on N IV.
Several emission lines of N IV have been observed in
? E-mail: K.Aggarwal@qub.ac.uk (KMA); F.Keenan@qub.ac.uk
(FPK); Kerry.Lawson@ukaea.uk (KDL)
the Sun (Dufton, Doyle & Kingston 1979). In addition, for-
bidden lines, mostly belonging to the 2s2 1S – 2s2p 3Po
multiplet (λλ 1483,1486 A˚), have been observed in the ul-
traviolet spectra of low-density astrophysical plasmas, such
as planetary nebulae and symbiotic stars – see for example,
Feibelman, Aller & Hyung (1992) and Doschek & Feibel-
man (1993). These doublet lines are also detected in Lyα
emitting galaxies (Fosbury et al. (2003) and Vanzella et al.
(2010)) and in low-mass and low-luminosity galaxies (Stark
et al. 2014).
An early analysis of solar emission lines of N IV was
undertaken by Dufton et al. (1979). In the absence of
direct calculations of collisional data, they interpolated
Υ from the existing results for C III and O V. Subse-
quently, Ramsbottom et al. (1994) calculated such data
adopting the R-matrix code. These calculations are in LS
coupling (Russell-Saunders or spin-orbit coupling) and in-
clude the 12 states of the 2s2, 2s2p, 2p2 and 2s3` config-
urations. Subsequent results for fine-structure transitions
were obtained through an algebraic re-coupling scheme, and
stored in an earlier version of the CHIANTI database at
http://www.chiantidatabase.org/.
Recently, Ferna´ndez-Menchero, Del Zanna & Badnell
(2014) have performed much larger calculations for a series
of Be-like ions, including N IV. They have considered 238
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fine-structure levels, belonging to the n 6 7 configurations.
For the generation of wave functions, i.e. to determine en-
ergy levels and A-values, they adopted the AutoStructure
(AS) code of Badnell (1997) and for the subsequent calcula-
tions of Ω and Υ, the R-matrix code of Berrington, Eissner
& Norrington (1995). However, they also primarily obtained
Ω in LS coupling, and the corresponding results for fine-
structure transitions were determined through their interme-
diate coupling frame transformation (ICFT) method, similar
to the one adopted by Ramsbottom et al. (1994). The AS
code does not include higher-order relativistic effects, which
are important for heavier systems (such as Ge XXIX), but
not for a comparatively light ion, such as N IV. Therefore,
their calculations should represent a significant extension
and improvement over the earlier results of Ramsbottom et
al. (1994). However, our work on a number of Be-like ions
(Al X, Cl XIV, K XVI, Ti XIX and Ge XXIX) indicated that
the data of Ferna´ndez-Menchero et al. (2014) were highly
overestimated for a significant number of transitions, and
over a wide range of electron temperatures (Aggarwal &
Keenan 2015a). These Be-like ions are comparatively highly
ionised, but similar discrepancies have also been noted for
transitions in C III (Aggarwal & Keenan 2015b) as well as
for Al-like Fe XIV (Aggarwal & Keenan 2014), and most
recently for Ar-like Fe IX (Tayal & Zatsarinny 2015).
No two independent atomic data calculations are ever
exactly the same, but there are two major differences be-
tween our work and that of Ferna´ndez-Menchero et al.
(2014), namely the methodology and the size. For the scat-
tering calculations we have adopted the fully relativistic
Dirac atomic R-matrix code (darc), in comparison to their
semi-relativistic R-matrix method through the ICFT ap-
proach. However, in principle both approaches should pro-
vide comparable results for a majority of transitions and
over a wide range of temperature, as has already been ob-
served in several cases – see for example the work of Badnell
& Ballance (2014) on Fe III and references therein. There-
fore, the discrepancies noted in the values of Υ for a range
of Be-like ions are perhaps not due to the methodologies
but their implementation, as already discussed in detail by
us (Aggarwal & Keenan 2015a). Since such large discrep-
ancies are worrying and need to be addressed so that data
can be confidently applied to plasma modelling, Ferna´ndez-
Menchero et al. (2015) made an extensive analysis of these
discrepancies taking Al X as an example. They rather con-
cluded that the differences in the calculations of Υ lie in
the corresponding differences in the determination of atomic
structure, and not in the implementation of the scattering
methods as we suggested. Since they could perform much
larger calculations than us (and indeed others such as Tayal
& Zatsarinny (2015)), they not only defended their work but
also concluded their results to be more accurate. In general,
it is undoubtedly true that a larger calculation should be
superior (i.e. comparatively more accurate), because of the
inclusion of resonances arising from the higher-lying levels
of the additional configurations. However, these should not
increase values of Υ by orders of magnitude, and not for a
significant number of transitions and over an entire range
of temperatures. Unfortunately, until now it was not pos-
sible for us to match the size of the Ferna´ndez-Menchero
et al. (2014) calculations, because of the limitations of the
computational resources available to us. However, one of
our colleagues (Dr. Connor Ballance) has now implemented
the parallelised version of the DARC code and therefore
we are able to perform as large a calculation as Ferna´ndez-
Menchero et al. (2014, 2015). We do this for an important
Be-like ion, i.e. N IV, to make direct comparisons with their
work.
2 ENERGY LEVELS
As in our earlier work on other Be-like ions, we have
employed the fully relativistic grasp (General-purpose
Relativistic Atomic Structure Package) to determine the
atomic structure, i.e. to calculate energy levels and A-
values. Measurements of energy levels for N IV have
been compiled and critically evaluated by the NIST
(National Institute of Standards and Technology) team
(Kramida et al. 2015) and are available at their website
http://www.nist.gov/pml/data/asd.cfm. However, these
energies are restricted to mostly low-lying levels and are
missing for many of the n > 4 configurations – see Table 1.
Theoretical energies have been determined by several work-
ers – see for example, Gu (2005) and references therein –
but these are also restricted to a few lower levels, mostly up
to n = 3. However, as stated earlier, Ferna´ndez-Menchero
et al. (2014) have determined energies for 238 levels be-
longing to the n 6 7 configurations. In our work, we have
performed two sets of calculations, i.e. GRASP1: which in-
cludes 166 levels of 27 configurations, namely (1s2) 2`2`′,
2`3`′, 2`4`′ and 2`5`′. These calculations are similar to those
for C III (Aggarwal & Keenan 2015b), but larger than for
other Be-like ions we have investigated (Aggarwal & Keenan
2015a), which were confined to the lowest 98 levels. For the
other (GRASP2) calculation we include the same 238 lev-
els as by Ferna´ndez-Menchero et al. (2014), the additional
72 levels belonging to (1s2) 2s6s/p/d, 2p6s/p/d, 2s7s/p/d,
and 2p7s/p/d, i.e. 39 configurations in total. Both calcu-
lations have been performed in an ‘extended average level’
approximation and include contributions from the Breit and
QED (quantum electrodynamic) effects. These energies are
listed in Table 1 along with those of NIST and Ferna´ndez-
Menchero et al. (2014).
The GRASP1 and GRASP2 energies are nearly the
same, in both magnitude and ordering. Similarly, there is
a general agreement (within 0.02 Ryd or 1% for all lev-
els) between our GRASP and the earlier AS energies of
Ferna´ndez-Menchero et al. (2014), and the orderings are also
nearly the same for most levels with only a few exceptions
– see for example, levels 94–95, 98–101 and 149–151. How-
ever, differences with the NIST energies are significant (up
to 6%), particularly for the lowest 10 levels of the 2s2p and
2p2 configurations – see Fig. 1. Fortunately, discrepancies
for the remaining levels are smaller than 1%. We also note
that level 107 (2p4p 3S1) is an exception, because its placing
in the NIST listings is anomalous with results to that from
GRASP and AS, and theoretical energies for this level are
lower by ∼0.1 Ryd. In the absence of any other calculation it
is difficult to resolve its position, and results for C III do not
help because the level orderings of the two ions are very dif-
ferent – see table 1 of Aggarwal & Keenan (2015b). However,
all four J=1 levels of the 2p4p configuration, i.e. 94 (1P1),
96 (3D1), 107 (
3S1) and 109 (
3P1), are highly mixed, and in-
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Table 1. Energy levels (in Ryd) of N IV and their lifetimes (s). a±b ≡ a×10±b.
Index Configuration Level NIST GRASP1 GRASP2 AS GRASP1(τ , s) GRASP2(τ , s)
1 2s2 1S0 0.00000 0.00000 0.00000 0.00000 .......... .........
2 2s2p 3Po0 0.61246 0.61845 0.61794 0.62331 .......... ..........
3 2s2p 3Po1 0.61303 0.61898 0.61848 0.62408 2.471−03 2.423−03
4 2s2p 3Po2 0.61434 0.62024 0.61974 0.62563 8.439+01 8.447+01
5 2s2p 1Po1 1.19097 1.26289 1.25872 1.26008 3.670−10 3.689−10
6 2p2 3P0 1.59960 1.62677 1.62620 1.63781 5.290−10 5.290−10
7 2p2 3P1 1.60026 1.62740 1.62683 1.63857 5.285−10 5.285−10
8 2p2 3P2 1.60140 1.62845 1.62788 1.64009 5.277−10 5.277−10
9 2p2 1D2 1.72122 1.78923 1.78560 1.79966 4.304−09 4.315−09
10 2p2 1S0 2.14484 2.26067 2.25835 2.26451 2.796−10 2.797−10
...
...
...
NIST: http://www.nist.gov/pml/data/asd.cfm
GRASP1: Energies from the grasp code for 166 level calculations
GRASP2: Energies from the grasp code for 238 level calculations
AS: Energies from the AS calculations (Ferna´ndez-Menchero et al. 2014) for 238 levels
Table 2. Transition wavelengths (λij in A˚), radiative rates (Aji in s
−1), oscillator strengths (fij , dimensionless), and line strengths (S,
in atomic units) for electric dipole (E1), and Aji for E2, M1 and M2 transitions in N IV. a±b ≡ a×10±b. See Table 1 for level indices.
Complete table is available online as Supporting Information.
i j λij A
E1
ji f
E1
ij S
E1 AE2ji A
M1
ji A
M2
ji
1 3 1.473+03 4.128+02 4.030−07 1.955−06 0.000+00 0.000+00 0.000+00
1 4 1.470+03 0.000+00 0.000+00 0.000+00 0.000+00 0.000+00 1.180−02
1 5 7.240+02 2.711+09 6.391−01 1.523+00 0.000+00 0.000+00 0.000+00
1 7 5.602+02 0.000+00 0.000+00 0.000+00 0.000+00 6.996−03 0.000+00
1 8 5.598+02 0.000+00 0.000+00 0.000+00 7.809−02 0.000+00 0.000+00
1 9 5.103+02 0.000+00 0.000+00 0.000+00 3.787+03 0.000+00 0.000+00
...
...
...
terchanging their positions will not resolve the discrepancy
in the energies, as none has a value closer to that of NIST.
Additionally, the level mixing is strong only in jj coupling
and there is no ambiguity in LSJ coupling. Finally, we ob-
serve better agreement between theoretical and experimen-
tal energies for the levels of N IV than for C III (Aggarwal
& Keenan 2015b), but scope remains for improvement. An
inclusion of pseudo orbitals in the generation of wave func-
tions may improve the accuracy of energy levels, but it will
give rise to pseudo resonances in the subsequent scattering
calculations for Ω. Therefore, both ourselves and Ferna´ndez-
Menchero et al. (2014) have avoided this approach because
the focus is on electron impact excitation.
3 RADIATIVE RATES
Generally, A-values for electric dipole (E1) transitions alone
are not sufficient for plasma modelling applications, even
though they have larger magnitudes in comparison to other
types, namely electric quadrupole (E2), magnetic dipole
(M1) and magnetic quadrupole (M2). Hence for complete-
ness and also for the accurate determination of lifetimes (see
section 4) we have calculated A-values for all four types
of transitions. Furthermore, although A-values are often di-
rectly employed in plasma modelling calculations, it is the
absorption oscillator strength (fij) which gives a general idea
about the strength of a transition. However, the two param-
eters, for all types of transition i → j, are related by the
following expression:
fij =
mc
8pi2e2
λ2ji
ωj
ωi
Aji = 1.49× 10−16λ2jiωj
ωi
Aji (1)
where m and e are the electron mass and charge, re-
spectively, c the velocity of light, λji the transition en-
ergy/wavelength in A˚, and ωi and ωj the statistical weights
of the lower (i) and upper (j) levels, respectively. Similarly,
these two parameters are related to the line strength S (in
atomic unit, 1 a.u. = 6.460×10−36 cm2 esu2) by the follow-
ing expression for E1 transitions:
Aji =
2.0261× 1018
ωjλ3ji
SE1 and fij =
303.75
λjiωi
SE1. (2)
Similar equations for other types of transition may be found
in Aggarwal & Keenan (2012).
As for energy levels, we have also calculated A-values
from both the GRASP1 and GRASP2 models. In Table 2 we
list our calculated energies/wavelengths (λ, in A˚), radiative
c© 2016 RAS, MNRAS 000, 1–??
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rates (Aji, in s
−1), oscillator strengths (fij , dimensionless),
and line strengths (S, in a.u.) for all 8212 E1 transitions
among the 238 levels of N IV. These results are in the length
form because of their comparatively higher accuracy. The
indices used to represent the lower and upper levels of a
transition are defined in Table 1. Similarly, there are 10 301
E2, 8136 M1 and 10 353 M2 transitions among the same
238 levels, i.e. the GRASP2 model. Corresponding results
from the GRASP1 model among 166 levels can be obtained
from the first author (KMA) on request. Additionally, only
the A-values are listed in Table 2 for the E2, M1 and M2
transitions, and the corresponding results for f- values can
be easily obtained through Eq. (1).
A general criterion to assess the accuracy of A-values is
to look at the ratio (R) of their velocity and length forms.
If R is close to unity then the A- (or f-) value is considered
to be accurate, although it is only a desirable criterion, not
a necessary nor indeed sufficient one. For most (strong) E1
transitions with f > 0.01, the two forms normally give R∼1
and their magnitudes do not significantly vary with differ-
ing amount of CI (configuration interaction) and/or meth-
ods. Among comparatively strong E1 transitions in N IV,
for about a third R differs from unity by more than ±20%.
For most such transitions R is within a factor of two, but for
a few it has values up to an order of magnitude. Examples
of transitions for which R is large are: 5–217 (f = 0.021),
9–81 (f = 0.012) and 20–185 (f = 0.014), i.e. all such tran-
sitions are invariably weak. For a few very weak transitions
(f ∼ 10−5 or less) the two forms of f- values differ by up to
several orders of magnitude, as also noted for transitions of
C III (Aggarwal & Keenan 2015b) and other Be-like ions.
Nevertheless, such transitions with very small f-values are
unlikely to significantly affect the modelling of plasmas.
Most of the A-values available in the literature for N IV
involve levels of the n 6 3 configurations – see for example,
Safronova et al. (1999a) and Safronova, Johnson & Dere-
vianko (1999b). However, as for energy levels and collisional
data, Ferna´ndez-Menchero et al. (2014) have reported re-
sults for a larger number of E1 transitions. For most transi-
tions there is satisfactory agreement between the two calcu-
lations, but for a few weak(er) ones there are discrepancies
of over 50%. Some examples are shown in Table 3, in which
results from both the GRASP1 and GRASP2 models are
listed. Such discrepancies for weak(er) transitions between
any two calculations are quite common (see for example Ag-
garwal & Keenan (2015b) for transitions of C III) and often
arise due to the different levels of CI as well as the method
adopted – see particularly the weak transitions 2–37, 3–37
and 4–37. Differences in CI may result in cancellation or ad-
dition of different matrix elements and hence affecting the
A-(f-) values, particularly for the weak (inter-combination)
transitions. However, both the GRASP and AS calculations
include the same CI and therefore, the differences noted for
transitions in Table 3 are mainly due to the methodology
adopted. The A-values for a few M1 transitions are also
available in the literature, by Glass (1983) and Safronova
et al. (1999b), and in Table 4 we compare our A-values
(from GRASP1 and GRASP2) for the transitions in com-
mon. As for the weak E1 transitions, for the M1 ones there
are also large discrepancies for a few, although the GRASP1
and GRASP2 A-values are very similar. In general, there is
a closer agreement between our calculations and those of
Glass (1983), and the corresponding results of Safronova et
al. (1999b) differ by up to an order of magnitude (see for
example the 7–9 transition).
4 LIFETIMES
In contrast to energy levels, there are no direct measure-
ments of radiative rates to compare with theoretical results.
However, the A-values are related to the lifetime τ as follows:
τj =
1∑
i
Aji
(3)
and several measurements for levels of N IV are available
in the literature. Furthermore, if a single transition domi-
nates the contributions then one can effectively obtain an
‘indirect’ measurement of the A-value. Therefore, in Table 1
we have also listed our calculated lifetimes, from both the
GRASP1 and GRASP2 models. As noted earlier, A-values
for E1 transitions are often larger in magnitude and hence
dominate the determination of τ . However, we have also in-
cluded the contributions from E2, M1 and M2 transitions,
which can be important for those levels which do not have
any dominating E1 connection.
Measurements of τ for levels of N IV (up to 1990) have
been compiled by Allard et al. (1990), and are compared
in Table 5 with our results from both the GRASP1 and
GRASP2 models. Both models yield almost the identical
results for all the levels listed in this table, except one, i.e.
2s5p 1Po1. For this, our GRASP2 value of τ is closer to the
measurement. There are several measurements for some lev-
els and therefore we have listed the range of values, with
specific results given in table IIIa of Allard et al. (1990). En-
gstro¨m et al. (1981) have also measured τ for the 2s2p 1Po1
level which was not included by Allard et al. (1990). Their
measured value of 0.425±0.015 ns is closer to the lower end
of the range (0.44 – 0.53 ns) listed by Allard et al. (1990),
and is only larger than our calculation by 14% (0.37 ns). Sim-
ilarly, for most of the levels listed in Table 5, there is reason-
able agreement (within a few percent) between theory and
measurements. However, there are two exceptions, namely
2p3p 3P and 2s4s 3S. For the former, the measured value of
7.83±0.08 ns by Desesquelles (1971) is much larger than the
0.18±0.02 ns of Buchet & Buchet-Poulizac (1974) and our
result of 0.183 ns, and hence appears to be incorrect. In the
case of 2s4s 3S, our calculation of ∼3 ns is larger than the
measurement (0.12± 0.01 ns) of Buchet & Buchet-Poulizac
(1974) by a factor of 25. However, the theoretical results
are consistent over a period of time. For example, the dom-
inating contributing E1 transitions are: 2s3p 3Po0,1,2–2s4s
3S1 (i.e. 14/15/16–37) for which our A-values (from both
GRASP1 and GRASP2) are 2.8×107, 8.8×107 and 1.6×108
s−1, respectively, whereas those calculated by Tully, Seaton
& Berrington (1990) and stored in the NIST database are
3.01×107, 9.02×107 and 1.50×108 s−1, respectively, i.e.
agreeing to better than 10% with our results. Similarly, the
A-values of Ferna´ndez-Menchero et al. (2014) for the cor-
responding transitions are 2.9×107, 9.4×107 and 1.76×108
s−1, respectively, again agreeing within 10% with our calcu-
lations. Finally, the f-value calculated for the 2s3p 3Po–2s4s
3S transition by Nussbaumer (1969) is 0.014 whereas our
result is 0.016. Therefore, we are confident of our (and other
c© 2016 RAS, MNRAS 000, 1–??
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Figure 1. Percentage differences between experimental and theoretical energy levels of N IV. Triangles: present GRASP2 calculations
and circles: calculations of Ferna´ndez-Menchero et al. (2014) with AS.
Table 3. Comparison of A-values for a few E1 transitions of N IV. a±b ≡ a×10±b. See Table 1 for level indices.
I J f (GRASP1) A (GRASP1) f (GRASP2) A (GRASP2) A (AS) R1 R2
1 43 1.699−05 9.638+05 1.8916−05 1.0730+06 1.930+06 2.0 1.8
2 37 1.753−06 7.183+04 2.3612−08 9.6752+02 2.720+06 37.9 2811.3
3 12 1.401−08 2.868+03 1.2904−08 2.6423+03 1.680+03 1.7 1.6
3 20 2.740−07 1.441+04 2.7037−07 1.4225+04 2.480+04 1.7 1.7
3 30 7.638−05 2.770+07 8.0979−05 2.9377+07 1.430+07 1.9 2.1
3 37 1.425−07 1.750+04 2.3799−06 2.9248+05 4.000+06 228.6 13.7
3 62 3.799−09 1.735+03 4.3647−10 1.9925+02 7.850+02 2.2 3.9
3 77 1.012−07 9.545+03 5.2196−08 4.9224+03 4.370+03 2.2 1.1
4 37 1.489−05 3.048+06 2.5151−05 5.1482+06 1.110+05 27.5 46.4
4 70 1.151−12 1.287−01 9.8121−13 1.0976−01 3.960−01 3.1 3.6
5 6 1.836−07 5.859+02 1.8553−07 6.0372+02 1.010+03 1.7 1.7
5 7 3.061−08 3.267+01 3.1353−08 3.4126+01 5.560+01 1.7 1.6
5 8 2.819−06 1.816+03 2.9598−06 1.9440+03 2.820+03 1.6 1.5
5 11 1.590−07 5.976+03 1.6108−07 6.0762+03 9.430+03 1.6 1.6
5 18 3.059−07 9.634+03 3.1387−07 9.9192+03 2.030+04 2.1 2.0
5 31 1.932−05 4.890+06 1.6592−05 4.2118+06 2.860+06 1.7 1.5
5 48 4.877−08 4.489+03 4.9811−08 4.5969+03 6.980+03 1.6 1.5
5 49 4.652−09 2.569+02 5.2655−09 2.9157+02 1.180+03 4.6 4.0
5 61 3.258−09 3.558+02 3.7610−09 4.1155+02 2.760+03 7.8 6.7
5 67 1.938−08 2.200+03 1.9257−08 2.1914+03 4.250+03 1.9 1.9
5 68 6.116−09 4.166+02 8.6323−09 5.8942+02 2.890+03 6.9 4.9
GRASP1: Present 166 level calculations with the grasp code
GRASP2: Present 238 level calculations with the grasp code
AS: Calculations of ICFT (Ferna´ndez-Menchero et al. 2014) with the as code
R1: ratio of GRASP1 and AS A-values, the larger of the two is always in the numerator
R2: ratio of GRASP2 and AS A-values, the larger of the two is always in the numerator
c© 2016 RAS, MNRAS 000, 1–??
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Table 4. Comparison of A-values for a few M1 transitions of N IV. a±b ≡ a×10±b. See Table 1 for level indices.
I J GRASP1 GRASP2 Glass (1983) Safronova et al. (1999b)
1 7 6.967−3 6.996−3 4.627−3 5.82−3
2 3 3.713−6 3.734−6 4.283−6 4.74−6
2 5 1.255−2 1.249−2 1.315−2 6.36−3
3 4 3.535−5 3.545−5 3.762−5 4.11−5
3 5 1.052−2 1.046−2 3.720−2 5.42−3
4 5 1.637−2 1.630−2 1.629−2 8.42−3
6 7 6.143−6 6.169−6 6.855−6 7.29−6
7 8 2.041−5 2.057−5 2.440−5 2.81−5
7 9 2.325−3 2.286−3 2.055−3 3.33−4
7 10 1.318−1 1.319−1 1.572−1 5.51−2
8 9 7.064−3 6.939−3 6.586−3 1.01−3
GRASP1: Present 166 level calculations with the grasp code
GRASP2: Present 238 level calculations with the grasp code
Table 5. Comparison of lifetimes (τ , ns) for a few levels of N IV.
Configuration/Level GRASP1 GRASP2 Allard et al. (1990)
2s2p 1Po 0.367 0.369 0.44–0.53
2p2 3P 0.529 0.529 0.60–0.70
2p2 1D 4.304 4.315 3.10–4.73
2p2 1S 0.280 0.280 0.34
2s3s 3S 0.109 0.109 0.13
2s3s 1S 0.316 0.326 0.38–0.40
2s3p 3Po 7.845 7.898 7.3–11.5
2s3d 3D 0.033 0.033 0.033–0.043
2s3d 1D 0.053 0.053 0.050–0.14
2p3s 3Po 0.135 0.136 0.15–0.30
2p3s 1Po 0.112 0.113 0.13–0.30
2p3p 1P 0.111 0.115 0.10–0.12
2p3p 3P 0.183 0.183 0.18–7.83
2p3p 1D 0.103 0.103 0.082–0.11
2p3p 3D 0.257 0.261 0.22–0.355
2p3d 3Do 0.027 0.028 0.031–0.23
2p3d 3Po 0.064 0.064 0.078–0.62
2p3d 1Fo 0.044 0.045 0.067
2s4s 3S 2.991 2.960 0.12
2s4p 1Po 0.140 0.150 0.16–0.55
2s4p 3Po 0.203 0.200 0.17
2s4d 3D 0.087 0.087 0.093–0.17
2s4d 1D 0.121 0.128 0.12–0.9
2s4f 3Fo 0.238 0.238 0.294–0.35
2s4f 1Fo 0.058 0.058 0.075
2s5s 3S 0.326 0.359 0.37
2s5p 1Po 0.132 0.204 0.32
2s5f 3Fo 0.444 0.438 0.43–2.4
2s5f 1Fo 0.337 0.384 0.48
2s5g 3G 0.918 0.918 0.82–1.22
2s5g 1G 0.922 0.922 1.11–1.35
GRASP1: Present 166 level calculations with the grasp code
GRASP2: Present 238 level calculations with the grasp code
theoretical) results and suspect that the τ measurements for
the 2s4s 3S level, are in error.
Tachiev & Froese Fischer (1999) have calculated A-
values for transitions among the lowest 20 levels of Be-
like ions, including N IV. They did not report the corre-
sponding τ values, but these are available on their web-
site: http://nlte.nist.gov/MCHF/view.html. Our results
are compared with their calculations in Table 6 and there
are no discrepancies.
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Table 6. Comparison of lifetimes (τ , s) for the lowest 20 levels of N IV. a±b ≡ a×10±b.
Index Configuration Level GRASP1 GRASP2 Tachiev & Froese Fischer (1999)
1 2s2 1S0 ..... ......... .....
2 2s2p 3Po0 ..... .......... .....
3 2s2p 3Po1 2.471−03 2.423−03 1.726−03
4 2s2p 3Po2 8.439+01 8.447+01 8.606+01
5 2s2p 1Po1 3.670−10 3.689−10 4.306−10
6 2p2 3P0 5.290−10 5.290−10 5.606−10
7 2p2 3P1 5.285−10 5.285−10 5.660−10
8 2p2 3P2 5.277−10 5.277−10 5.651−10
9 2p2 1D2 4.304−09 4.315−09 4.266−09
10 2p2 1S0 2.796−10 2.797−10 3.399−10
11 2s3s 3S1 1.085−10 1.090−10 1.108−10
12 2s3s 1S0 3.158−10 3.261−10 3.826−10
13 2s3p 3Po0 7.606−11 7.690−11 7.589−11
14 2s3p 3Po1 8.132−09 8.135−09 8.339−09
15 2s3p 3Po2 7.352−09 7.503−09 8.078−09
16 2s3p 1Po1 8.084−09 8.087−09 8.276−09
17 2s3d 3D1 3.338−11 3.329−11 3.295−11
18 2s3d 3D2 3.339−11 3.330−11 3.296−11
19 2s3d 3D3 3.341−11 3.332−11 3.298−11
20 2s3d 1D2 5.270−11 5.322−11 5.400−11
GRASP1: Energies from the grasp code for 166 level calculations
GRASP2: Energies from the grasp code for 238 level calculations
Table 7. Collision strengths for resonance transitions of N IV. a±b ≡ a×10±b. See Table 1 for level indices. Complete table is available
online as Supporting Information.
Transition Energy (Ryd)
i j 10 15 20 25 30 35 40 45
1 2 1.178−02 6.958−03 4.491−03 3.131−03 2.317−03 1.806−03 1.449−03 1.318−03
1 3 3.535−02 2.089−02 1.349−02 9.412−03 6.968−03 5.438−03 4.369−03 3.975−03
1 4 5.886−02 3.477−02 2.244−02 1.564−02 1.157−02 9.023−03 7.240−03 6.582−03
1 5 6.292+00 7.242+00 7.928+00 8.462+00 8.902+00 9.282+00 9.617+00 9.976+00
1 6 2.418−04 1.257−04 7.227−05 4.522−05 3.020−05 2.110−05 1.583−05 1.238−05
1 7 7.228−04 3.751−04 2.149−04 1.340−04 8.904−05 6.185−05 4.611−05 3.587−05
1 8 1.207−03 6.295−04 3.631−04 2.284−04 1.537−04 1.085−04 8.242−05 6.545−05
1 9 1.423−01 1.372−01 1.344−01 1.328−01 1.319−01 1.313−01 1.311−01 1.320−01
1 10 3.503−02 3.359−02 3.174−02 2.997−02 2.833−02 2.658−02 2.463−02 2.233−02
...
...
...
5 COLLISION STRENGTHS
The collision strength for electron impact excitation (Ω),
a symmetric and dimensionless quantity, is related to the
better-known parameter collision cross section (σij), by a
simple equation (7) given in Aggarwal & Keenan (2012). As
stated in section 1 (and our work on many Be-like ions),
we have adopted the relativistic darc code (standard and
parallelised versions) for the scattering calculations. This
code is based on the jj coupling scheme and uses the Dirac-
Coulomb Hamiltonian in an R-matrix approach. Two sets of
calculations have been performed, one (DARC1) with 166
levels of the GRASP1 model, and another (DARC2) with
238 levels of GRASP2. The DARC1 calculations for N IV
are larger than those performed for other Be-like ions with
13 6 Z 6 32 (see Aggarwal & Keenan (2015a) and refer-
ences therein) but are similar to those for C III (Aggarwal
& Keenan 2015b). Our DARC2 calculations are even larger,
and exactly match in size with those of Ferna´ndez-Menchero
et al. (2014). For N IV, the adopted R-matrix radius (Ra)
and the number of continuum orbitals for each channel angu-
lar momentum (NRANG2) are 21.6 au and 55, for DARC1.
Correspondingly, the maximum number of channels gener-
ated for a partial wave is 828 which leads to the Hamiltonian
(H) matrix size of 45 714. For the DARC2 calculations, Ra
and NRANG2 are 35.2 au and 88, respectively. The max-
imum number of channels generated in this calculations is
1116 and the corresponding H-size is 98 478. To achieve con-
vergence of Ω for most transitions and at (almost) all ener-
gies, all partial waves with angular momentum J 6 40.5
have been included in both calculations. Furthermore, in
both, the contribution of higher neglected partial waves has
c© 2016 RAS, MNRAS 000, 1–??
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been included through a top-up procedure, based on the
Coulomb-Bethe (Burgess & Sheorey 1974) and geometric
series approximations for allowed and forbidden transitions,
respectively. Thus care has been taken to ensure the accu-
racy of our calculated values of Ω, as for other Be-like ions.
Finally, values of Ω have been calculated up to energies of
35 and 45 Ryd for DARC1 and DARC2, respectively. Sub-
sequently, the values of effective collision strength Υ (see
section 6) are calculated up to Te = 1.5×106 K in DARC1,
and up to Te = 2.0×106 K in DARC2. The temperature of
maximum abundance in ionisation equilibrium for N IV is
only 1.26 ×105 K (Bryans, Landi & Savin 2009), and hence
both calculations should cover all plasma applications.
Unfortunately, prior theoretical (or experimental) data
for Ω are not available for comparison with our results. At
energies above thresholds, Ω varies smoothly and therefore
in Table 7 we list our values of Ω for resonance transitions
of N IV at energies in the 10–45 Ryd range. These Ω are
from our DARC2 calculations and will hopefully be useful
for future comparison with experimental and other theo-
retical results. However, a comparison of Ω made with the
DARC1 calculations, for the lowest 78 levels, shows a satis-
factory agreement within ∼10%, except for the 1–58 (2s2 1S0
– 2p3p 1S0) transition for which the differences are 50%. By
contrast, the threshold energy region is often dominated by
numerous closed-channel (Feshbach) resonances, as shown
in fig. 2 of Ferna´ndez-Menchero et al. (2014) for four tran-
sitions, namely 1–3 (2s2 1S0 – 2s2p
3Po1), 1–4 (2s
2 1S0 –
2s2p 3Po2), 1–5 (2s
2 1S0 – 2s2p
1Po1) and 1–9 (2s
2 1S0 – 2p
2
1D2) for three Be-like ions, C III, Mg IX and Fe XXIII.
Similarly, resonances have been shown by us (Aggarwal &
Keenan 2012) for six transitions of Ti XIX and two of C III
(Aggarwal & Keenan 2015b). Regarding N IV, Ramsbot-
tom et al. (1994) have shown resonances for four transitions,
namely 2s2 1S–2s2p 3Po, 2s2 1S–2p2 1S, 2s2 1S–2s3p 1Po and
2s2p 3Po–2s2p 1Po. We discuss these resonances in the next
section.
6 EFFECTIVE COLLISION STRENGTHS
Since Ω does not vary smoothly with energy in the thresh-
olds region, its values are averaged over a suitable distribu-
tion of electron velocities to determine the ’effective’ colli-
sion strength (Υ). For most plasma modelling applications,
a Maxwellian distribution of electron velocities is assumed,
to obtain Υ from:
Υ(Te) =
∫ ∞
0
Ω(E) exp(−Ej/kTe) d(Ej/kTe), (4)
where k is Boltzmann constant, Te the electron temperature
in K, and Ej the electron energy with respect to the final (ex-
cited) state. Once the value of Υ is known the corresponding
results for the excitation q(i,j) and de-excitation q(j,i) rates
can be easily obtained from the following equations:
q(i, j) =
8.63× 10−6
ωiT
1/2
e
Υ exp(−Eij/kTe) cm3s−1 (5)
and
q(j, i) =
8.63× 10−6
ωjT
1/2
e
Υ cm3s−1, (6)
where ωi and ωj are the statistical weights of the initial (i)
and final (j) states, respectively, and Eij is the transition
energy.
Often, the contribution of resonances over the back-
ground collision strengths (ΩB) is significant (by up to an
order of magnitude or even more), but this strongly depends
on the type of transition, such as forbidden, semi-forbidden
and inter-combination. Similarly, values of Υ are affected by
the resonances more at low(er) temperatures than at higher
ones. Therefore, it is important to resolve resonances in a
fine energy mesh so that their contribution can be prop-
erly taken into account. If the energy mesh is too broad
then either some of the resonances may be missed (and sub-
sequently Υ may be underestimated) or one may get two
consecutive peaks, leading to an overestimation of Υ. On
the other hand, if the energy mesh is too fine and the reso-
nances are not too dense, as in the case of C III (Aggarwal
& Keenan 2015b), then one may unnecessarily spend time in
computational effort without gaining any advantage. There-
fore, a careful balance is required in determining the mesh
size, and this is important considering the large size of the
H matrix.
Since we want to resolve discrepancies between our
calculations of Υ and those by Ferna´ndez-Menchero et al.
(2014), we have performed two full calculations, i.e. DARC1
and DARC2. Our DARC1 calculations are similar to those
for C III (Aggarwal & Keenan 2015b), i.e. the energy reso-
lution (∆E) is generally 0.001 Ryd, although in a few small
energy ranges it is 0.002 Ryd. Resonances have been re-
solved at a total of 3622 energies in the thresholds region.
By comparison, our DARC2 calculations are much more ex-
tensive because over most of the energy range ∆E is as small
as 0.000 045 Ryd. Thus the DARC2 calculations have been
performed at over 52 000 energies. Clearly, our DARC1 cal-
culations are (comparatively much) coarser, but have still
taken several months to compute. Similarly, the DARC2 cal-
culations have also taken several months in spite of using a
parallelised version of the code for this work, as this calcula-
tion is much larger, in both the size of the H matrix as well
as the energy resolution.
Before we discuss our results of Υ, in Fig. 2 (a, b and
c) we show resonances (from the DARC2 calculations) for
three transitions, namely 2s2 1S0–2s2p
3Po1 (1–3), 2s
2 1S0–
2p2 1S0 (1–10) and 2s2p
3Po1–2s2p
1Po1 (3–5). The first is
an inter-combination transition whereas the other two are
forbidden. Similar dense resonances have been detected for
many more transitions. Our calculated values of Υ (DARC2)
are listed in Table 8 over a wide temperature range up to
2×106 K, suitable for application to a wide range of astro-
physical (and laboratory) plasmas. Data at any intermedi-
ate temperature can be easily interpolated, because (unlike
Ω) Υ is a slowly varying function of Te. Our correspond-
ing results from DARC1 are not listed here but can be ob-
tained from the first author (KMA) on request. As noted
in section 1, the most recent and extensive corresponding
data available for Υ are those by Ferna´ndez-Menchero et al.
(2014). Similar to our work, they have adopted the (semi-
relativistic) R-matrix code, resolved resonances in a fine en-
ergy mesh (∼0.000 09 Ryd), averaged Ω over a Maxwellian
distribution of electron velocities, and reported results for
(fine-structure) transitions among 238 levels, over a wide
range of electron temperature up to 3.2×107 K. However,
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Figure 2. Collision strengths for the (a) 1–3 (2s2 1S0–2s2p 3Po1), (b) 1–10 (2s
2 1S0–2p2 1S0) and (c) 3–5 (2s2p 3Po1–2s2p
1Po1) transitions
of N IV.
Figure 2. ..... continued.
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Figure 2. ..... continued.
Table 8. Effective collision strengths for transitions in N IV. a±b ≡ a×10±b. Complete table is available online as Supporting Information.
Transition Temperature (log Te, K)
i j 4.50 4.70 4.90 5.10 5.30 5.50 5.70 5.90 6.10 6.30
1 2 1.010−01 8.868−02 7.776−02 6.804−02 5.905−02 5.022−02 4.153−02 3.331−02 2.588−02 1.945−02
1 3 2.969−01 2.620−01 2.307−01 2.025−01 1.761−01 1.500−01 1.242−01 9.967−02 7.748−02 5.826−02
1 4 4.745−01 4.236−01 3.761−01 3.321−01 2.901−01 2.479−01 2.056−01 1.653−01 1.286−01 9.674−02
1 5 3.066+00 3.146+00 3.258+00 3.417+00 3.642+00 3.954+00 4.373+00 4.909+00 5.523+00 6.001+00
1 6 2.157−03 2.081−03 2.089−03 2.105−03 2.011−03 1.777−03 1.459−03 1.131−03 8.381−04 5.996−04
1 7 6.481−03 6.243−03 6.258−03 6.291−03 6.002−03 5.297−03 4.347−03 3.368−03 2.497−03 1.786−03
1 8 1.088−02 1.045−02 1.045−02 1.048−02 9.989−03 8.816−03 7.237−03 5.610−03 4.160−03 2.978−03
1 9 1.842−01 1.887−01 1.931−01 1.949−01 1.918−01 1.846−01 1.753−01 1.659−01 1.568−01 1.460−01
1 10 4.429−02 4.453−02 4.585−02 4.614−02 4.487−02 4.272−02 4.049−02 3.846−02 3.645−02 3.374−02
...
...
...
they divided their calculations into two parts. For J 6 11.5
they performed electron exchange calculations but neglected
this for higher J values. This should not affect the accu-
racy of the calculations. However, for higher J their ∆E was
coarser (0.009 Ryd), which sometimes may be a limiting
source of error in calculating Υ. By contrast, our calcula-
tions have the same energy resolution for all partial waves.
Similarly, they calculated values of Ω up to an energy of
about 17 Ryd, and beyond that dipole and Born limits were
used to extrapolate results up to infinite energy, whereas we
have determined Ω up to 35 and 45 Ryd for DARC1 and
DARC2, sufficient to calculate Υ in the temperature range
of interest. This is (perhaps) a crucial difference between
the two methodologies and hence a major source of discrep-
ancy, as already noted in Aggarwal & Keenan (2015a). To
address the discrepancies in Υ, we now undertake detailed
comparisons between different sets of results.
We first compare our values of Υ from DARC1 and
DARC2, to test the conclusion of Ferna´ndez-Menchero et
al. (2015) that differences in atomic structure (i.e. the size
of a calculation) can give rise to the large discrepancies
noted by them. We confine this comparison to transitions
among the lowest 78 levels, because all calculations have the
same ordering for these, as seen in Table 1. We have made
these comparisons at three temperatures of: TE1=3.2×103,
TE2=1.6×105 and TE3=8.0×105 K. TE1 is the lowest tem-
perature at which Ferna´ndez-Menchero et al. (2014) have
calculated their results and TE2 is closer to the most ap-
propriate value for astrophysical applications (Bryans et al.
2009). At TE1, among the lowest 78 levels (3003 transi-
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Figure 3. Comparison of DARC1 and DARC2 Υ for transitions of N IV at Te = 1.6×105 K. Negative R values indicate that ΥDARC2
> ΥDARC1 and only those transitions are shown which differ by over 20%.
Figure 4. Comparison of DARC2 and ICFT values of Υ for transitions of N IV at (a) Te = 3.2×103 K, (b) Te = 1.6×105 K, and (c
and d) Te = 1.6×106 K. Negative R values plot ΥICFT/ΥDARC2 and indicate that ΥICFT > ΥDARC2. Only those transitions are shown
which differ by over 20%.
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Figure 4. ..... continued.
Figure 4. ..... continued.
tions), the Υ from DARC1 and DARC2 differ by over 20%
for 21% of the transitions. For most, ΥDARC2 are larger,
generally within a factor of two, but for about 1% of the
transitions the discrepancies are up to a factor of 10. These
differences are clearly understandable, mainly because (i)
this is a very low temperature and hence sensitive to the po-
sition and magnitude of resonances, (ii) our ∆E in DARC1
is coarse (0.001 Ryd equivalent to 158 K) and hence not
suitable for calculations at such low temperatures, and (iii)
our DARC2 calculations include more resonances.
c© 2016 RAS, MNRAS 000, 1–??
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Figure 4. ..... continued.
Figure 5. Comparison of DARC2 and ICFT Υ for transitions of N IV at (a) Te = 3.2×103 K, (b) Te = 1.6×105 K, and (c and d) Te =
1.6×106 K. Negative R values plot ΥICFT/ΥDARC2 and indicate that ΥICFT > ΥDARC2. Only those transitions are shown which differ
by over 20%.
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Figure 5. ..... continued.
A similar comparison at TE2 shows discrepancies for
only 8% of the transitions, mostly within a factor of two as
shown in Fig. 3. For about half of the transitions, ΥDARC2
> ΥDARC1, and the reverse is true for the rest. In fact, all
those transitions which show (comparatively) larger discrep-
ancies (less than a factor of 4) belong to levels higher than
70, and this is clearly due to the inclusion of resonances
from additional levels in DARC2. A similar conclusion ap-
plies at TE3, as for only 7% of the transitions are there dif-
ferences of over 20%, and almost all agree within a factor of
c© 2016 RAS, MNRAS 000, 1–??
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Figure 5. ..... continued.
two. Indeed, if the same fine(r) energy resolution had been
adopted in DARC1, then the differences between the two
sets of Υ might have been even less. Therefore, our conclu-
sion is clearly different (see Aggarwal & Keenan (2015b) and
particularly their fig. 3) from those of Ferna´ndez-Menchero
et al. (2015). A larger calculation certainly improves the ac-
curacy of the calculated Υ, but for most transitions (and
particularly at temperatures of relevance) the discrepancies
are generally within ∼20%. We now compare our values of Υ
from DARC2 with the ICFT results of Ferna´ndez-Menchero
et al. (2014).
In Fig. 4 (a, b and c) we show the ratio R =
ΥDARC2/ΥICFT (negative values plot ΥICFT /ΥDARC2 and
indicate ΥICFT > ΥDARC2) for all transitions among
the lowest 100 levels of N IV at three temperatures of
TE1=3.2×103, TE2=1.6×105 and TE3=1.6×106 K. The ra-
tio R is shown as a function of transitions from lower levels
I. At TE1, values of Υ for about 22% of the 4950 transitions
differ by over 20%, and for a majority of these the ΥICFT
are larger (by up to a factor of 6). For transitions for which
ΥDARC2 are larger the factor is generally below 3, except
for three – see Fig. 4a. Considering the fine energy resolu-
tion in both calculations and the inclusion of the same num-
ber of levels, such discrepancies are not expected. At TE2,
a more relevant temperature for plasma modelling applica-
tions, the discrepancies are even worse because the ΥICFT
are larger by up to a factor of 25 in most cases – see Fig.
4b. This comparison, although similar to the one shown and
discussed earlier (Aggarwal & Keenan 2015a,b) for other Be-
like ions, we believe, calls into question the reliability of the
calculations by Ferna´ndez-Menchero et al. (2014). TE3 cor-
responds to ∼10 Ryd, and therefore the contribution of res-
onances should not be as dominant as at lower temperatures
(note that the highest threshold considered is at 6.1 Ryd –
see Table 1). Therefore, one would expect a (comparatively)
better agreement between ΥDARC2 and ΥICFT . Unfortu-
nately, the discrepancies become even greater than at lower
Te, as shown in Fig. 4c, because ΥICFT are larger by up to
a factor of 80 in some instances. To obtain a clearer view of
the discrepancies we show these again in Fig. 4d, in which
the negative vertical scale has been reduced to 30. The Υ of
Ferna´ndez-Menchero et al. (2014) appear to be anomalous
for many transitions and over a wide range of temperatures.
We discuss these further below.
Ferna´ndez-Menchero et al. (2015) have argued that in-
stead of the lower levels I in Fig. 4, one should use the upper
levels J to obtain a better comparison of the two calcula-
tions, because in a larger calculation the transitions among
the lower levels should not be (much) affected – see their
fig. 5b. That should indeed be the case, although it does not
apply in the present instance because both calculations are
of the same size. Nevertheless, in Fig. 5 (a, b, c and d) we
show similar comparisons as those in Fig. 4, but replacing I
with J. Only transitions among the lowest ∼50 levels show
a reasonably satisfactory agreement, and discrepancies are
very large for those belonging to higher levels. This is ex-
tremely unsatisfactory, considering that there are 188 levels
above the lowest 50. Since both calculations have the same
size of atomic structure and use the same R-matrix method
a better agreement for transitions among a larger number
of levels is expected.
The comparisons of Υ shown in Figs. 4 and 5 are only for
transitions among the lowest 100 levels, as the aim is to pro-
vide a clear idea of the discrepancies. Considering all 28 203
transitions among the 238 levels, about 41%, 38% and 44%
of these differ by over 20% at TE1, TE2 and TE3, respec-
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tively. Furthermore, not only are the values of ΥICFT larger
in a majority of cases, the discrepancies are also greater
than shown in Figs. 4 and 5, namely up to four orders of
magnitude. Examples of such transitions are 59 – 79/85/86
(2p3d 1Po1 – 2s6s
3S1, 2s6d
3D1, 2s6d
3D2) and there is no
ambiguity in the ordering of these levels in our calculations
and those of Ferna´ndez-Menchero et al. (2014). All of these
(and many other) are inter-combination transitions, but the
A- values between the two sets of calculations agree within
20%. Furthermore, the f-values for these are ∼10−6 and
therefore, such weak transitions should behave as forbidden.
Indeed this is the case in our calculations but not in those of
Ferna´ndez-Menchero et al. (2014). Additionally, since one of
the authors (Luis Ferna´ndez-Menchero) has kindly provided
the Ω data for these transitions, we can confirm that the
differences in Υ values are not due to resonances. Neverthe-
less, their Υ at TE3 are 2.4×10−1, 1.4×10−1 and 2.3×10−1,
respectively, compared to our results of 3.1×10−3, 2.5×10−3
and 4.1×10−3, respectively. Similar discrepancies are found
towards the lower end of the temperature range, and are
partly due to different ΩB , but mostly due to incorrect
trends.
Finally, we discuss just one more example. For the
30–232/233/235 (2s4s 1S0 – 2p7d
3Do3,
3Po2,
3Po0) transi-
tions, the values of ΥICFT are larger than ΥDARC2 by
about two orders of magnitude. These transitions are for-
bidden and resonances have (practically) zero contribution.
Therefore, both Ω and Υ should decrease with increas-
ing energy/temperature. This is the case in our work, but
not that of Ferna´ndez-Menchero et al. (2014). Between Te
= 3.2×103 and 1.6×106 K, the Υ of Ferna´ndez-Menchero
et al. (2014) increase from 1.08×10−3, 8.38×10−4, and
1.77×10−4 to 9.43×10−3, 1.07×10−2 and 2.18×10−3, re-
spectively, whereas our results decrease from 5.24×10−4,
5.83×10−4, and 1.13×10−4 to 7.99×10−5, 1.13×10−4 and
2.11×10−5, respectively. Unfortunately, for these transitions
also neither the ΩB nor the trends in the ICFT calculations
are correct. Therefore, based on the comparisons shown here
in Figs. 4 and 5, and the above discussion as well as those in
Aggarwal & Keenan (2015a,b), we confidently believe that
the Υ results listed by Ferna´ndez-Menchero et al. (2014)
are indeed overestimated for a large number of transitions
and over the entire range of temperatures. The reasons for
this could be several as already stated (Aggarwal & Keenan
2015a,b). To recapitulate, these may be: (i) using two dif-
ferent ranges of partial waves with differing amount of ∆E
in the thresholds region, (ii) extrapolation of Ω over a very
large energy range, and/or (iii) presence of some very large
spurious resonances. In particular, we stress that the errors
may be in the implementation of the ICFT, not the method-
ology itself. Indeed this is (in a way) confirmed by the Ω
data provided by Luis Ferna´ndez-Menchero, because (i) is
unlikely to be a major source of error and the authors of the
ICFT calculations have checked for (iii), which also does not
apply particularly to the 30–232/233/235 transitions. Apart
from the high energy behaviour of Ω in the ICFT calcu-
lations, their approach (of converting the LS results into
LSJ) unreasonably affects the background values of Ω for
some inter-combination transitions.
7 CONCLUSIONS
In this work we have performed two sets of calculations for
energy levels, radiative rates, collision strengths, and most
importantly effective collision strengths (equivalently elec-
tron impact excitation rates) for transitions in Be-like N IV.
In the first model, 166 levels of the n 6 5 configurations are
considered, whereas the second one is larger with 238 levels,
up to n = 7. This is mainly to assess the impact of a larger
model over that of a smaller one on (particularly) the de-
termination of Υ and to make a direct comparison with the
similar calculations of Ferna´ndez-Menchero et al. (2014).
For the determination of energy levels and A-values,
the grasp code has been adopted, and (the standard and
parallelised versions of) darc for the scattering calculations.
These calculations are similar in methodology to our earlier
work on other Be-like ions (Aggarwal & Keenan 2015a,b),
but much larger. For the lowest 10 levels, discrepancies in
energies with measurements are up to 6%, but agreement is
better than 1% for the remaining 228. Additionally, there are
no significant discrepancies, in both magnitude or orderings,
between our work and that of Ferna´ndez-Menchero et al.
(2014). The A-values for E1, E2, M1 and M2 transitions have
also been reported. For most transitions there are no (major)
discrepancies between the two models or with other available
data, particularly for a majority of the strong E1 transitions.
Lifetimes calculated with these A-values are also found to
be in good agreement with other available theoretical and
experimental work, and hence (to an extent) confirm the
accuracy of our calculations. Based on several comparisons
as well as the ratio of the velocity and length forms of the
A-values, our listed results are probably accurate to better
than 20% for a majority of the strong E1 transitions.
Data have also been reported for collision strengths
over a wide range of energy, but only for resonance tran-
sitions. However, corresponding results for effective collision
strengths are listed for all transitions among the 238 levels of
N IV and over a wide range of temperature up to 2.0×106 K,
well in excess of what should be needed for modelling astro-
physical and fusion plasmas. In our smaller model (DARC1)
the energy resolution for resonances in thresholds region is
comparatively coarser (0.001 Ryd), but is very fine in the
larger one, i.e. 0.000 045 Ryd. Nevertheless, for most tran-
sitions among the lowest 78 levels, there are no major dis-
crepancies between the two sets of Υ. However, discrepancies
with the corresponding results of Ferna´ndez-Menchero et al.
(2014) are very large (up to four orders of magnitude) for
over 40% of the transitions, and over the entire tempera-
ture range. These discrepancies are similar to those already
found for other Be-like ions (Aggarwal & Keenan 2015a,b),
and do not support the conclusion of Ferna´ndez-Menchero et
al. (2015) that these are due to the size of a calculation. Our
assessment is that for a majority of transitions, particularly
among most of the lower levels, a larger calculation may im-
prove the accuracy of Υ, but the differences should not be
very large. Therefore, the discrepancies found for transitions
in many Be-like ions are not due to differences in the size of
the atomic structure, but rather the implementation of the
method for calculating data. Based on several comparisons
shown here and in previous papers, we confidently believe
that for most transitions the Υ data of Ferna´ndez-Menchero
et al. (2014) for Be-like ions are much overestimated. As this
c© 2016 RAS, MNRAS 000, 1–??
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is perhaps most likely due to the implementation of ICFT,
rather than the code itself, a re-examination of their calcu-
lations would therefore be helpful.
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