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We adapt a method, originally developed for continuous gravitational-wave searches, to directly
detect dark photon dark matter. The method involves optimally choosing the analysis coherence
time as a function of the frequency band analyzed, such that all of the signal’s power will be confined
to one frequency bin during the observation time. We describe the dark photon signal in detail,
and show that due to its narrowband and continuous nature, methods used to search for isolated
neutron stars can be powerful tools to search for dark photons. We derive a theoretical estimate
of the sensitivity, and show that it is consistent with both the empirical sensitivity determined
through software injections, and a cross-correlation method already developed. Additionally, we
provide an end-to-end search design and estimate its computational cost, and show how follow-up
techniques used in continuous wave searches are adapted to confirm or rule out dark photon dark
matter candidates.
I. INTRODUCTION
In the last five years, LIGO-Virgo [1, 2] have detected
the first binary black hole [3] and binary neutron star
mergers [4], opening the era of gravitational-wave (GW)
astronomy. To detect GWs, LIGO-Virgo use laser inter-
ferometers that measure very small changes in the po-
sitions of test masses (O(10−18) m at 100 Hz), which
requires mitigating the many noise sources that affect
our detectors (e.g. seismic noise due to the tides, earth-
quakes, etc). But GWs are not the only kind of signal
that we could see with our instruments: LIGO-Virgo are
so sensitive to small displacements that we may be able
to place direct constraints on the interactions of ultra-
light dark matter (DM), with mass mA ∼ 10−13 − 10−11
eV/c2. It is indeed possible that DM could be extremely
light: the lower bound on its mass is around 10−22 eV/c2,
derived from constraints on dispersion velocities of mat-
ter in dwarf galaxies [5].
There are many types of new physics that we could de-
tect with laser interferometers [6]. GWs from annihilat-
ing scalar or vector boson clouds that form around black
holes have garnered a lot of interest over the last few years
[7–11]. Methods have been developed [12–14] and one
search has been performed [15] for scalar bosons around
black holes. Even constraints have been placed on the
boson mass, as a function of the mass of the black holes,
based on upper limits on continuous gravitational wave
(CW) emission [16]. There has also been a search for
DM inside our solar system from compact dark objects
that form in binaries [17]. Additionally light (planetary
mass) inspiraling systems could make up a fraction of
DM, and emit detectable GWs [18–21]. Indeed a search
for subsolar mass black holes has already been done using
data from LIGO’s second observing run [22]. Scalar DM
particles could directly induce time-dependent changes in
the fundamental constants, such as the electromagnetic
coupling or electron mass [23–25], by interacting non-
gravitationally with standard model fields, which may
cause freely suspended pieces of the interferometers, such
as the beam splitter or mirrors, to change in size, altering
the paths of the light rays down each arm [26]. Axions
may also cause changes in the phase velocities of circu-
larly polarized photons that compose the lasers that shine
down the beam cavities, which would create a phase dif-
ference at the detector output [27, 28]. Many other in-
teresting ideas to detect different kinds of DM with GW
detectors exist as well [29–32]; here we focus on a similar
interaction of dark photon dark matter (DPDM) parti-
cles (vector bosons) with our detector.
The DP, a gauge boson of the U(1)B or U(1)B−L
groups, is a candidate for DM, and could arise from the
misalignment mechanism [33–35], tachyonic instability of
a scalar field [36–39], or from cosmic string network de-
cays [40]. The misalignment mechanism would produce
DPs if the field is initalized at a non-minimum vacuum
value, and as the field approaches its minimum, it os-
cillates about the minimum and releases energy in the
form of particles. A tachyonic instability would occur if
a negative mass term existed in the potential of the early
universe, which would mean that changes in this field
could cause particles to be emitted.
The DPDM background behaves as a classical super-
position of many plane waves, because the occupation
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2number is huge [41]. The DPs will couple to the baryons
and/or leptons in LIGO-Virgo’s mirrors, inducing a clas-
sical force on them that acts like a GW signal. For
the range of frequencies to which ground-based detectors
are sensitive, the DP’s coherence length is much larger
than the detectors’ separation [41], meaning that cross-
correlation techniques typically used in stochastic GW
and CW searches can be applied [42]. Constraints have
already been placed on the strength of the coupling of
the DPs to the LIGO mirrors using data from LIGO’s
first observing run (O1) [43, 44].
Though each scenario described for DM thus far arises
from a different mechanism, and even induces a different
strain on our detectors, all of the signals have important
common traits: the signals are quasi-monochromatic and
quasi-infinite. The nature of this signal makes CW tech-
niques, originally designed to look for asymmetrically ro-
tating, isolated neutron stars [45, 46], optimal to search
for these forms of DM.
Typically CW methods are classified in the follow-
ing ways: searches for isolated neutron stars can either
be fully coherent [47], when we know exactly the posi-
tion and the source frequency and spindown, or semi-
coherent, when we wish to perform blind all-sky searches
or directed ones [48–50]. Semi-coherent techniques [51–
53] were developed primarily to circumvent high com-
putational costs, which arise because each sky position
leads to different frequency modulations of the signal at
the detector due to the earth’s and revolution around the
sun and rotation. For DPs, the Doppler effect is different:
we sit in a “wind” without a preferred direction of DPs,
and rotate with respect to them. In other words, the
DPs are already at the detector, and the concept of “sky
direction” does not exist in a DPDM search, in contrast
to CW searches. Moreover, the intrinsic frequency varia-
tion of DPs is stochastic and extremely small. It should
therefore be possible to adapt CW techniques to search
for DPs: indeed, the cross-correlation, also a continuous
wave technique [54], has already been applied to detect
DPs [44].
Though cross-correlation has already been applied to
search for DPs, there is not yet a comprehensive method
tailored to detecting DPs: an an end-to-end analysis
scheme and search design does not yet exist. There is
also very little discussion in the literature about follow-
up techniques, ways to discriminate noise lines from DP
signals, candidate selection or implications of a detection.
The noise lines in particular make this search very dif-
ficult, since the DPDM signal will look exactly like one
(on short enough time scales). Unlike in CW searches, we
cannot Doppler-correct the data for a potential source’s
sky position, which spreads out the power of a noise
line into many frequency bins. Therefore, this noise
line/signal discrimination is of paramount importance.
Despite the similarity between the signal and noise lines,
our goal is to show that existing CW techniques can be
applied to detect DPDM, but must be done carefully and
differently.
The layout of this paper is as follows: in section II,
we describe the model of the DP signal, the causes for
the intrinsic frequency variations, and the imprint the
signal leaves on the detector. In section III, we outline
our proposed method to search for DPs, which involves
carefully choosing the Fast Fourier Transform (FFT) du-
ration used as a function of frequency band, selecting can-
didates and performing follow-ups of potential signals. In
section IV, we calculate the theoretical sensitivity for our
method and perform injections to verify that calculation.
Finally we discuss some conclusions and future steps for
our work in section V.
II. DARK PHOTON DARK MATTER
We describe here the physics of DPDM. In section II A
we elucidate the properties of ultralight DM, and justify
why we can treat them as a classical field. Section II B de-
tails the model for the signal we expect to appear on our
detector. Afterwards we show what kinds of frequency
modulations to expect in section II C. The derivations
and signal model shown in this section are taken primar-
ily from [41] and [42], though we provide more details
and explanations.
A. Ultralight dark matter
We consider DM that is extremely light (mA < 10
−11
eV/c2). The properties of these types of particles dif-
fer with respect to other heavier DM candidates, such
as weakly interacting massive particles (WIMPs) on the
GeV/c2 mass scale, which would appear as a dilute gas
composed of single particles [55]. Most importantly, the
number of ultralight DM particles in a region of space,
i.e. the occupation number No, is huge. If we consider
the DM density as ρDM = 4.00× 1014 eV/m3 [56] and a
cube of volume λ3, attributing all of the DM energy to
the rest energy of the DP, we have:
No = λ
3 ρDM
mAc2
=
(
2pi~
mAv0
)3
ρDM
mAc2
,
≈ 1.69× 1054
(
10−12 eV/c2
mA
)4
, (1)
where λ is the De Broglie wavelength of the DP, ~ is
Planck’s reduced constant, v0 ' 7.667 × 10−4c is the
virial velocity (the circular velocity of DM orbiting at
our distance from the center of the Milky Way) [57] and
mA is the mass of the DP, in which mA = 10
−12 eV/c2
is equivalent to a frequency f0 ' 242 Hz [41].
It is evident that masses smaller than mA ' 10−1
eV/c2 have large occupation numbers, which means that
we can treat ultralight DM as a classical field: a super-
position of many plane waves, whose velocities follow a
Maxwell-Boltzmann (MB) distribution with a cutoff at
3the escape velocity for DM vesc = 1.8×10−3c [57], whose
phases are uncorrelated, and whose propagation and po-
larization directions are isotropic (as long as the DM has
fully virialized).
In fact, DPDM can be approximated as a single coher-
ent sinusoidal wave with characteristic frequency ω over a
coherence length Lcoh during a coherence time Tcoh [41]:
Lcoh =
2pi~
mAv0
= 1.6× 109 m
(
10−12 eV/c2
mA
)
, (2)
Tcoh =
4pi~
mAv20
= 1.4× 104 s
(
10−12 eV/c2
mA
)
, (3)
where Tcoh is derived from the classical kinetic energy of
the DM particles. If the observation time is longer than
Tcoh, the approximation of the DPDM as a sinusoidal
wave breaks down, and we must instead consider a su-
perposition of many sinusoidal waves, each with a slightly
different frequency and velocity, which is discussed fur-
ther in the next section.
B. The signal
The DP is a gauge boson, meaning that like the or-
dinary photon, we can describe its contribution to the
standard model action with a four-vector potential [36].
Within a coherence time, we can write the dark four-
vector potential Aµ(t, ~x) of a field created by DPDM as:
Aµ(t, ~x) = (A0)µ sin(ωt− ~k · ~x+ φ) kg · m/(s·C), (4)
where (A0)µ is the four-amplitude of Aµ, ~k is the
wavevector, t is time, φ is a random phase, and ~x is the
position at which Aµ is measured. The index µ can refer
to the time component or any spatial component.
Typically the Lorentz gauge is chosen, meaning that
∂µAµ = 0. In this gauge, we note that:
(A0)0
| ~A0|
=
v0
c
' 7.667× 10−4, (5)
where | ~A0| is the magnitude of the spatial components of
Aµ, normalized by the present DM density of the universe
(see appendix A). Equation 5 means that the dark scalar
potential is about three orders of magnitude smaller than
the dark vector potential. Therefore, we will neglect the
time-component of the four-vector potential, and only
consider from here a standard (three-) vector potential.
From ~A, the dark electric and magnetic fields can be
derived [42]:
~E = ∂0 ~A− ~∇A0 ' ω ~A0 cos(ωt− ~k · ~x+ φ), (6)
~B = ~∇× ~A = −~k × ~A0 cos(ωt− ~k · ~x+ φ), (7)
noting that ~∇A0 ∼ −~k(A0)0 ∼ v0~v0c3 ω| ~A0|. This term is
O(
v20
c2 ) times smaller than ∂0
~A. Our calculation further
underscores that we can safely neglect contributions to
the electric field due to the dark scalar potential.
Next, we would like to compare the relative amplitudes
of ~E and ~B:
~E
~B
∼ ω
|~k|
=
c2
|~v| ∼ 10
3c. (8)
We see that the dark electric field is much stronger than
the dark magnetic field, and hence we also neglect the
contribution to the DPDM from ~B.
From the above discussion, the DPs have an associated
dark electric field, and this dark electric field will cause
a force on a particular test mass with which the DPs
interact. We imagine that the DPs will interact with the
particles in each of the four mirrors that comprise LIGO-
Virgo’s arms, denoted by j, in the LIGO-Virgo detectors,
causing an acceleration [42, 44]:
~aj(t, ~xj) =
~Fj(t, ~xj)
Mj
' e qj
Mj
ω| ~A0|Aˆ cos(ωt− ~k · ~xj + φ),
2 =
αDP
α
, (9)
where αDP is the DP coupling constant,  refers to the
strength of the particle/DP coupling that is normalized
by the electromagnetic coupling constant α, and qj and
Mj are the dark charge and the mass of the jth mirror. If
the DP couples to the baryon number, qj is the number of
protons and neutrons in each mirror. If it couples just to
the baryon-lepton number, qj is the number of neutrons
in each mirror. Each mirror is in a different location ~x
and thus experiences a different acceleration, causing a
differential strain on the LIGO-Virgo detectors. For a
Silica mirror, qj/Mj = 5.61× 1026 charges/kg for baryon
coupling and qj/Mj = 2.80×1026 charges/kg for baryon-
lepton coupling. Since the mirrors are identical, we drop
the subscript j, so qj/Mj = q/M . It should be noted
that this ratio is fixed based on the material: decreasing
the mass of the mirrors cannot increase the acceleration,
meaning the sensitivity to the DP background does not
improve.
Equation 9 is valid for any number of DPs that interact
with the mirrors in LIGO-Virgo for less than a coherence
time. However, because we will observe for longer than
a coherence time, we need a different way of modelling
the DPDM signal that will be observed at the detector.
Following [42], we choose to simulate the DPDM back-
ground as a superposition of plane waves, each with its
own dark vector potential ~Ai(t, ~x).
~Ai(t, ~x) = | ~Ai0|Aˆi sin(ωit− ~ki · ~x+ φi), (10)
~Atot =
N∑
i=1
~Ai(t, ~x), (11)
4where | ~Ai0| is the magnitude of the ith DP’s dark vec-
tor potential (explained further in appendix A), the sub-
script 0 refers only to the fact that ~Ai0 is an amplitude,
Aˆi is a unit vector pointing in the polarization direction
of a DP, N is the total number of DPs, φi is a random
phase of one DP wave, ~ki is the wavevector of one DP
wave fixed by the De Broglie equation, and ωi is the an-
gular frequency of one DP wave fixed by a dispersion
relation for a massive particle:
(~ωi)2 = (~c|~ki|)2 + (mAc2)2, (12)
~ki =
mA~vi
~
, (13)
ωi =
mAc
2
~
(
1 +
1
2
|~vi|2
c2
+O
( |~vi|4
c4
))
. (14)
By integrating equation 9 twice over time, and averaging
over random polarization and propagation directions, the
amplitude of a DPDM signal interacting with our detec-
tor can be derived [42]:
h0 = C
q
M
~e
c4
√
0
√
2ρDMv0

f0
, (15)
' 6.56× 10−24
( 
10−20
)(100 Hz
f0
)
, (16)
where C =
√
2/3 is a geometrical factor obtained by
averaging over all possible DP propagation and polar-
ization directions (the calculation for C is shown in the
appendix of [42]), and the corresponding DP mass for
this frequency is mA = 4.13× 10−13 eV/c2.
Figure 1 shows the times series h(t) and the resulting
amplitude spectral density of a simulated DPDM signal.
In the time series, there is a lot of visible structure due
to simulating the signal for longer than a coherence time.
In the amplitude spectrum, the splitting of the signal
across many frequency bins is evident because the Fast
Fourier Transform (FFT) time TFFT is much larger than
the signal coherence time Tcoh, signifying the importance
of appropriately selecting TFFT such that the signal’s fre-
quency spread is contained in one frequency bin.
C. Frequency modulations by dark photon signals
To effectively run a semi-coherent search for CWs, we
typically require that the power due to a signal is confined
to one frequency bin during TFFT. If a signal were purely
monochromatic, and the Earth did not rotate or orbit the
sun, TFFT could be as long as we can observe. However,
due to the earth’s rotation and revolution, CW signals
are Doppler shifted based on where they may come from
in the sky, and hence in all-sky searches, we must restrict
TFFT carefully based on this Doppler modulation to avoid
a huge computational cost.
For DPs, there are two sources of frequency variations:
(1) the MB-distributed velocities of individual DPs, and
(2) the earth’s revolution around the sun and rotation
relative to the direction of DPs. The DPDM background
is present at the detector: there is no notion of “sky” and
therefore the antenna pattern function of the detector
[53] does not enter our analysis. In other words, there is
no sky-dependent frequency shift of the DPDM signal: in
our analysis, we will not “point” to a particular direction
in the sky and correct the data for the Doppler shift
from a source in that location, as is normally done in
CW searches.
1. Dark photon velocities
Based on equation 14, we can determine the overall
frequency variation due to individual DP particles. The
signal will peak near the minimal frequency f0 given by
[41, 42]:
f0 =
mAc
2
2pi~
, (17)
with a positive deviation from f0 of:
∆fv =
1
2
(v0
c
)2
f0 ≈ 2.94× 10−7f0. (18)
This frequency deviation occurs because the velocities of
the DPs are assumed to follow a MB distribution- see
appendix A for more details.
2. Earth/dark photon Doppler effect
The earth rotates and moves around the sun rela-
tive to whichever direction the DPs are coming from.
The sum of the earth’s orbital and rotational velocities,
vE = vorb + vrot = ωorbRorb + ωrotRE ≈ 10−4c, induces
a change in kinetic energy (KE) of the incoming DPs
with respect to the detector. Here we calculate the max-
imum change possible by considering the magnitudes of
the earth’s rotational and the DP velocities:
KEDP =
1
2
mAv
2
0 , (19)
KEDP+E =
1
2
mA(v0 + vE)
2, (20)
∆KE = KEDP+E −KEDP ≈ mAv0vE , (21)
where KEDP is the intrinsic kinetic energy of DPs,
KEDP+E is the maximum kinetic energy of DP with re-
spect to the Earth, and ∆KE is the maximum change
in the DP intrinsic kinetic energy due to the earth’s ro-
tation. We have neglected the O(v2E) term because it is
a factor of vE/(2v0) ∼ 0.07 smaller than mAv0vE . The
5(a) (b)
FIG. 1. The left-hand plot shows the strain time series h(t) of the DPDM signal. The right-hand plot shows the resulting
amplitude spectral density by performing a single FFT on the complete time series, so ∆f = 10−5 Hz . The structure in the
frequency domain is a result of the superposition of 1000 DPs each traveling with a slightly different speed following an MB
distribution centered around the virial velocity v0 ' 7.667× 10−4c, causing small frequency deviations away from the minimal
frequency f0 = 722.907 Hz (mA = 2.990× 10−12 eV/c2). The coherence time and lengths of this signal are: Tcoh = 4706.89 s
and Lcoh = 5.409× 108 m. The amplitude is h0 = 9.075× 10−24, which is calculated using equation 16, for a coupling strength
of  = 1× 10−19 and | ~Ai0| = 2.649× 10−2 kg·m/(s·C). The signal is simulated with a time step of dt = 1 s and for a duration
of 100000 s.
change in KE of the DPs, given by equation 21, produces
a change in frequency:
∆fe =
1
2pi
v0vE
c2
f0 ≈ 10−8f0. (22)
The earth/DP Doppler shift is an order of magnitude
smaller than the frequency shift induced by many DPs
travelling at slightly different speeds. Therefore, equa-
tion 18 limits the TFFT we can take.
III. SEARCH METHOD
We describe our adaptation of a method, originally de-
veloped to look for the GW emission from depleting bo-
son clouds around black holes [12], to search for DPDM.
An overview of the search is shown in figure 2. The input
to the search are Band Sampled Data (BSD) files, which
contain complex time series sampled at 0.1 s in 10 Hz
bands, the so-called “reduce analytic signal” [50, 58]. We
take FFTs of this data, whose durations are specifically
calculated such that the signal power is confined to one
frequency bin. From these power spectra, we construct a
time/frequency “peakmap”, in which we have selected lo-
cal maxima above a certain threshold, described further
in section III A. We use different FFT durations to make
peakmaps in different portions of the frequency space.
The optimal FFT durations, which differ greatly from
the standard CW case, are explained further in section
III B. We project all peakmaps onto the frequency axis
and select candidates, as detailed in section III C. We
repeat this process for each detector, and then look for
candidates that have similar parameters within a given
confidence window. Candidates present in both detec-
tors are followed up to confirm their authenticity with
certain techniques, as seen in section III D. Finally in sec-
tion III E we calculate the computational cost of doing a
real search.
A. Construction of time/frequency peakmaps
We describe briefly the creation of time/frequency
peakmaps that are the input to this analysis, which is
explained in much more detail in [59] and [58]. From the
time-domain strain data, we create databases of FFTs
of four durations [59]. From these so-called short FFT
Databases (SFDBs), we create the BSDs [58], which rep-
resent the data as a reduced analytic signal. Within the
BSD framework, the data are stored in 10 Hz/1 month
stretches in time, and it is very easy to control TFFT
based on the frequency band we consider. We then take
50% interlaced FFTs of varying length on the complex
time-domain data stored in BSDs, estimate the average
spectrum using an autoregressive method [59], and select
local maxima above a certain threshold θthr = 2.5 on the
equalized spectrum. This procedure is done in each FFT
6FIG. 2. Scheme of the analysis pipeline for DPs. Step 1:
the BSDs, which contain the reduced analytic time series, are
constructed and combined over the whole observation time
in 10 Hz bands. The BSDs are the input to our analysis.
Step 2: for each 10 Hz band, we create a time/frequency
peakmap by selecting local maxima in the equalized spectrum
above a certain threshold θthr = 2.5 with an optimally chosen
TFFT,max. Steps 3 and 4: the peakmap is projected onto the
frequency axis, and candidates are selected uniformly in fre-
quency. Steps 1-4 are completed for each detector separately:
once candidates are selected in each detector, coincidences in
frequency are done (step 5), and candidates present in two or
more detectors are subject to a follow-up procedure (step 6).
we take. An example peakmap is shown in figure 3(a)
for an injected DPDM signal. The color represents the
power spectra at each time 0, 12TFFT, TFFT, etc. in a
particular frequency band.
B. Creating databases of peakmaps
In the beginning stages of an analysis, we wish to sim-
ply be able to detect a signal, not necessarily infer all
of its properties. We want to take advantage of the fact
that the DP signal is essentially monochromatic up to
variations in frequency given by equations 18 and 22.
Moreover, we would like to account for the fact that v0
and vesc are not known exactly: in fact, there is a range of
possible values for both of them [57]. Given these uncer-
tainties, we should find the maximum TFFT we can take
such that for a particular TFFT, the signal will be confined
to one frequency bin, meaning that it is monochromatic
during each TFFT and that the maximum TFFT we can
take is frequency (or mass) dependent. Note that if we
want to obtain the maximum TFFT, we must allow for
the maximum variation due to the DPs’ velocities. Since
TFFT = 1/∆f , we must consider for the largest possible
∆f , which means that we allow v0 → vesc in equations
18 and 22 :
∆fv + ∆fe ≤ ∆f = 1
TFFT,max
, (23)
TFFT,max /
2
f0
c2
v2esc
' 6× 10
5
f0
s. (24)
We plot TFFT,max as a function of frequency allowing for
uncertainty in v0 and the earth/DP relative motion in
figure 4. Our estimate of TFFT,max is the most conserva-
tive:
Note that in contrast to [12], we do not need nearly
as many as peakmaps, because we are not correcting for
the sky position of the source. Our use of this method
to DPs is in fact less computationally demanding than
searching for boson clouds around isolated black holes.
C. Peakmap projection and candidate selection
The peakmap can be viewed as a collection of ones
and zeros, where ones represent frequencies at which the
power in the equalized spectrum has exceeded a given
threshold at a particular time. For this part of the anal-
ysis, the power (the color on the peakmap in figure 7(a))
does not mater: only the presence of a peak or not. In
CW searches, we neglect the power to avoid being blinded
by instrumental artifacts, and to obtain a good sensitiv-
ity even if the detector is off for some times during the
analysis. Unlike in CW searches, we consider the DPDM
background to be present on earth, so there is no need
to correct the peakmap for different sky locations, which
means that we can save greatly on computing resources,
so we are actually able to run a search using the opti-
mal TFFT for a given frequency range. However we have
to ensure that known noise lines are cleaned from the
peakmap: in CW searches, correcting for a given sky lo-
cation has the secondary effect of spreading out power in
noise lines to many frequency bins. We cannot perform
this correction for DPDM searches.
The core of the search is a projection of the peakmap
onto the frequency axis. An example of this projection,
which is a histogram of the frequencies across all times,
is shown in the figure 3(b). Once the projection is done,
we calculate a detection statistic, called the critical ratio
CR:
CR =
x− µ
σ
, (25)
where x is the number of peaks at a particular frequency,
and µ and σ are the mean and standard deviation of the
number of peaks across the frequency band, respectively.
The CR gives us an estimate of significance for each can-
didate. Moreover, we divide the frequency band into sub-
bands and select one or two candidates per sub-band with
the higher CRs to avoid being blinded by disturbances,
and to ensure we select uniformly in the frequency do-
main.
7(a) (b)
FIG. 3. The left-hand plot shows a zoom of the peakmap (time/frequency map), constructed with TFFT = 1024 s, of a strong
DPDM signal. The color represents the whitened power. This injection is for illustrative purposes only: we expect a true
DPDM signal to be much weaker and much longer than that shown here. The right-hand plot shows the result of the projection
on the peakmap on the frequency axis. The strongest candidate’s frequency was only 0.290 bins from the injection.
FIG. 4. Maximum allowed TFFT as given by equation 24. The
shaded area represents the 90% uncertainty in the measure-
ments of the escape velocity (the maximum velocity of DPs)
given by the RAVE collaboration [57]. Though the velocities
of the DPs are distributed around the virial velocity, our sim-
ulations have shown that the escape velocity should be used
to set the maximum TFFT because it is the maximum velocity
that an individual DP particle can have.
This projection and candidate selection is repeated for
each detector separately, and coincidences are done be-
tween the recovered candidates’ frequencies. For coinci-
dences, unlike in [51], we only consider one parameter:
the frequency. This “distance” d for candidates from two
detectors with frequencies f1 and f2 is simply:
d =
|f2 − f1|
∆f
. (26)
In the subsequent analysis, we use a coincidence distance
threshold dthr = 1 bin; however due to the small com-
putational cost of a search, we foresee using a higher
threshold to select candidates within two or three bins of
each other. See [51] for more details regarding the theory
of coincidences.
D. Follow-up
In CW searches, the follow-up step involves correct-
ing for the phase modulations due to the Doppler effect
and the intrinsic spindown of the source based on the
candidates returned by the initial search. Demodulat-
ing the signal then allows longer FFTs to be taken, since
the major causes of frequency variations have been re-
moved. Ideally, a signal whose frequency changes in time
becomes monochromatic after the demodulation if the
correct source parameters are used [60]. Here, we unfor-
tunately do not know the exact velocity distribution of
the DPs, which is the major cause of frequency varia-
tions, which means that we cannot correct the data for
the expected frequency evolution of the signal. However,
we can still use follow-up techniques from CW searches,
just in a different way. We can:
1. increase TFFT slowly to see an expected signal-to-
noise ratio increase and then decrease after power
8splitting occurs, as done in standard CW searches,
e.g. [61];
2. average many power spectra, looking for the statis-
tical peak at f0
(
1 + 12
v20
c2
)
by assuming v0;
3. veto candidates whose frequency spread is too
small;
4. perform a matched filter using parameters that lie
within a small window( a few frequency bins) of
those recovered by the initial search.
When applying the first technique, we can use the ex-
pected frequency spread shown in equation 18 to see if we
experience a loss of SNR as we increase TFFT. Until this
point our method has focused on containing the power to
one frequency bin to ensure an essentially monochromatic
signal during the observation time. Once we have a po-
tential candidate, we can increase TFFT to see if we can
observe the power spreading shown in figure 1(b). We
expect that if TFFT < TFFT,max , increasing TFFT will
increase the CR by around the fourth root of the ratio of
the longer TFFT to the original one (for a fixed observa-
tion time). However, once TFFT ' TFFT,max, the power
will start spreading into nearby frequency bins around f0
and the CR will decrease. By increasing TFFT, we can
determine if this behavior is present and veto the can-
didate if the signal does not follow either of these two
behaviors.
We demonstrate this stark difference signals in figure
5. The CR is calculated as a function of TFFT for an
injected DP signal into real O2 Livingston data [43, 62].
We create a peakmap for every value of TFFT, perform
the projection, select the candidates within one bin of
the injection’s frequency, and calculate their CRs. The
behavior of the CR is as expected: the optimal TFFT,
the one with the highest CR, differs from TFFT,max, since
most of the DPs are not travelling at vesc. When TFFT
is smaller than the optimal TFFT, the signal is still re-
covered but with lower significance. Above ∼ 2TFFT,max,
we see the effects of the DPs’ frequency modulations on
the CR. The CR decreases as TFFT increases well be-
yond TFFT,max. Moreover, for TFFT > 10TFFT,max, the
candidate returned by our method is farther than one
frequency bin from the injection, and its significance is
far less than that derived from using TFFT = TFFT,max.
For comparison, the theoretical behavior of the CR for a
narrowband, monochromatic signal (e.g. a noise line) is
shown.
The second technique takes advantage of the statis-
tical properties of DPs. Statistically we expect that
for many measurements of the DPDM background, the
power spectrum will be peaked at at a frequency ftrue =
f0
(
1 + 12
v20
c2
)
. While there is only really one realization
of the DPDM background, if we average power spectra on
shorter timescales than the observation time, but longer
timescales than TFFT,max, we should be able to see this
peak. The major caveat is that the signal would need to
FIG. 5. The CR is shown as a function of a factor of
TFFT,max for both DPs (red, from real O2 Livingston data)
and a monochromatic noise line (green, theoretical). For
DPs, we see that the CR peaks at 2TFFT,max and decreases
as TFFT > 2TFFT,max. In contrast, the CR of a monochro-
matic signal will increase with the fourth root of TFFT. For
TFFT < TFFT,max, we see that the CR tends to build up-
wards towards its maximum at 2TFFT,max. We can therefore
use the CR as a function of TFFT to distinguish narrow noise
lines from DPDM signals, and veto candidates whose CRs
do not behave similarly to the red curve. Note that beyond
TFFT > 10TFFT,max, the candidate is no longer recoverable,
since its frequency is farther than one bin from the injec-
tion. For this injection, f0 = 740.436 Hz 
2 = 1× 10−42, and
h0 = 8.86× 10−26.
have been detected in the initial analysis. In the second
technique, assuming a value for v0, we can verify if a can-
didate does indeed have a peak at the correct frequency:
if it does not, it will be vetoed.
To illustrate the second technique, we simulate a sig-
nal with a minimal frequency f0 = 740.436 Hz lasting
for 233.793 days without noise. Based on the relation
in equation 24, the maximum TFFT possible without los-
ing signal power is TFFT,max = 806 s. Starting from
TFFT,max, we increase TFFT by various factors, ranging
from 5 to 50, and average the resulting power spectra
per TFFT. We know that the signal power will be spread
for TFFT > TFFT,max, which can help us to rule out pos-
sible false candidates, but when we average the power
spectra, the “true” peak at ftrue becomes apparent. In
figure 6, we show the error in frequency bins between
ftrue and the frequency corresponding to the maximum
in the averaged power spectrum as a function of the fac-
tor by which we increase TFFT (black circle curve). The
blue, square curve shows the number of FFTs used in the
spectral averaging procedure. We can see that the error
in bins is very small for smaller TFFT, and gets worse as
we increase TFFT, corresponding to less FFTs to average
(the signal duration is fixed). We can therefore expect
to see a peak at ftrue within one frequency bin of ftrue
9FIG. 6. The black curve shows the error in frequency bins
between the true frequency and the peak in the signal-only
averaged power spectrum, as a function of the factor by which
we have increased TFFT from TFFT,max. We also plot in blue
the number of FFTs we average for each TFFT. The afore-
mentioned error, which is less than 1 frequency bin up to
TFFT ≤ 50TFFT,max, is much smaller than that derived from
taking a single power spectrum, which is at least 2-10 bins off
for the same TFFTs. The evolution of the error indicates that
we can expect that the statistical peak will fall within one
frequency bin of ftrue up to ∼ 50TFFT,max. Despite the fact
that power will spread from taking TFFT > TFFT,max, we can
still use this average to verify if candidates do indeed come
from DPDM. At TFFT > 50TFFT,max, the signal will proba-
bly not fall within one frequency bin of ftrue, and there are
not enough FFTs we can average that could produce reliable
estimates of the error, for a fixed observation time of 233.793
days.
up to 50TFFT,max in this example. However, we must
stress that this technique works well when TFFT is not
too much greater than TFFT,max, because the signal be-
comes too spread out in the frequency domain, and not
enough spectra can be used to recover a consistent peak
at the signal frequency. Indeed, beyond ∼ 50TFFT,max,
we begin to notice this wide power spreading.
The third technique also relies on the statistical prop-
erties of the DPs. The DPs follow a MB distribution,
which means that there is a minimum velocity and there-
fore minimum frequency spread given by equation 14. If
we increase TFFT and we observe that a candidate’s fre-
quency does not spread more than this minimum value,
we can safely say that it is due to a very narrowly-peaked
noise line, or to a CW from a source located near the
ecliptic poles with very small spindown/spinup.
Lastly, the fourth technique is a matched filter, which
is the optimal method to search for any type of signal,
but comes with a high computation cost. We have done
some investigations to apply this technique in our case,
by correlating templates with random polarization and
propagation directions with data that has a signal in it.
We found that while the output of the matched filter is
the best when the template matches exactly (same exact
~A and ~k), the output is still statistically significant for
the other templates compared to the background. Our
preliminary results mean that we will not be limited by
the exact form of the signal (i.e. the exact velocities
of the particles), although we would probably be unable
to constrain the propagation direction of the DP wind.
A comprehensive matched filter follow-up method is the
subject of future work.
E. Search design and computation time
We describe how we plan to set up a search for DPDM.
First we break up the search in 10 Hz bands each cover-
ing the entire observation run. For each band, we take
the optimal TFFT, which is given by the factor in figure
5 multiplied by the maximum TFFT given by the curve
in figure 4 to construct the peakmap, assuming that this
factor is the same for all TFFT,max. Though we created
figure 5 in the context of the follow-up, this figure also
shows that the optimal TFFT is actually greater than
TFFT,max. This difference in optimal versus maximum
FFT durations occurs because TFFT,max was constructed
conservatively using the maximum velocity possible for
a DP particle vesc. In practice, however, most particles
will not have this velocity, so the TFFT can be taken to
be greater than TFFT,max. Even though there will be
some power spreading, the increase in duration of TFFT
improves the sensitivity, which is a larger improvement
than the power lost by taking TFFT > TFFT,max.
By taking this optimal TFFT, we are most sensitive to
a DP whose minimal frequency is at the maximum fre-
quency in the band; however, very little power splitting
will occur for other frequencies analyzed. Note that by
considering 10 Hz bands, we are only losing less than 10%
in sensitivity with respect to dividing the data into 1 Hz
bands, depending on the frequency (at lower frequencies,
we lose more sensitivity than at higher frequencies). A
peakmap is constructed and then projected onto the fre-
quency axis.
To run the core of the search does not require much
time. The data are simply loaded from the BSD files, and
many different peakmaps are created with different TFFT
in 10 Hz bands. To establish a maximum for the com-
putation time, we use the highest frequency part of the
search as an example, which corresponds to the small-
est TFFT. Running on one core of a Xeon CPU E5-2695
v2 to analyze a [1990-2000] Hz band takes only ∼ 350 s
for 6 months of data. Extrapolating to an observation
time of one year for a search between [20-2000] Hz (cor-
responding to 198 bands), we estimate that steps 1-4 in
figure 2 would take no more than 1.6 days running on
one core. Assuming that we can run on 2000 cores at a
time, and minimal overhead time (whose primary cause
would be loading the BSD files), the core of the search
for one detector can be done in O(mins).
The computational cost has been estimated for a single
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detector, though in practice, we will run our search on at
least two detectors. Because we perform a coincidence-
based analysis, the total computational cost scales lin-
early with the number of detectors in our network [51],
which is not true for cross-correlation searches. As the
number of detectors in our network grows to include KA-
GRA [63], LIGO India [64], Einstein Telescope [65] and
Cosmic Explorer [66], our method will have a distinct ad-
vantage over cross-correlation ones from a computational
point of view.
After analyzing all detectors’ data, we impose that any
candidates in coincidence need to have frequencies that
differ by less than one frequency bin.
At this stage, we follow up coincident candidates, with
techniques detailed in section III D.
IV. SENSITIVITY
To calculate the sensitivity of our method, we adapt
formulas given by equations 17 and 67 in [12, 67], re-
spectively, which are used for CW searches from bo-
son clouds around black holes and from isolated neu-
tron stars. Like the other equations, our sensitivity for-
mula assumes that the signal is monochromatic during
one FFT, which should be the case if we choose TFFT
by using equation 24. However, in the deriviation we do
not obtain a factor of 5/2 that accounts for averaging the
detectors’ beam pattern functions over sky position and
GW polarization and inclination angles- see appendix B,
equations B15-B17 in [51] for more details on this average
in the CW case. These averages do not make sense for
the DPDM signal, since the signal is already present at
the detector. However, an average over the polarization
and propagation directions of the N DPs is necessary.
Hence the following formula also differs by a factor of
C =
√
2/3 when compared to equation 67 in [51]:
h0,min ≈ 0.75
N1/4θ
1/2
thr
√
Sn(f)
TFFT,max
(
p0(1− p0)
p21
)1/4√
CRthr −
√
2erfc−1(2Γ),
N =
Tobs
TFFT,max
,
p0 = e
−θthr − e−2θthr + 1
3
e−3θthr = 0.0755 for θthr = 2.5,
p1 = e
−θthr − 2e−2θthr + e−3θthr = 0.0692 for θthr = 2.5, (27)
where N is half the number of FFTs during the ob-
servation time Tobs (because the FFTs are interlaced),
θthr = 2.5 is the threshold for peak selection to create
the peakmap, Sn is the noise power spectral density of
the detector, p0 is the probability of selecting a peak in
the equalized spectrum (above θthr) that is a local max-
imum if the data contains only noise, p1 relates to the
probability of selecting a peak (above θthr) in the pres-
ence of a signal, and Γ is the chosen confidence level.
In CW searches, in addition to a difference of the
prefactor, TFFT,max is replaced with simply TFFT since
the signal itself, once Doppler-corrected, is completely
monochromatic up to extremely small variations caused
by the spindown of a neutron star. In our case, tak-
ing TFFT > 2TFFT,max results in a sensitivity loss due to
power spreading.
In addition to our theoretical sensitivity calculation,
we also perform injections to obtain the true sensitivity in
real O2 Livingston data. 100 injections are done in each
1 Hz band every 50 Hz ([40-41] Hz, [90-91] Hz, etc. up
to [1990-1991] Hz) and only 2 candidates per 1 Hz band
are selected, to be consistent with the 20 candidates/
10 Hz band choice in the proposed search design. The
number of DPs used to generate each injection is 1000,
which are enough to simulate a realistic signal as shown in
[42]. We use a varying TFFT between 149 and 7248 s that
depends on the maximum frequency of each band (higher
frequency implies larger frequency change, so a smaller
TFFT is required). To obtain a conservative estimate of
our sensitivity, we use TFFT,max as calculated in equation
(24).
In figure 7(a), we report the results of our injection
simulations: the minimum coupling 2 as a function of
frequency at 95% confidence (magenta curve). The red
curve is from [44], but because the upper limits were
calculated every ∼ 1 mHz, we averaged them in each 1 Hz
band and computed their standard deviations. The error
bars represent one standard deviation in either direction,
which serves to show the spread of the 2 from [44]. We
also have reduced these upper limits by the square root of
the ratio of observation times (around 40%): in [44], ∼ 37
days (893 hours) of data were used; here, the signals were
simulated for ∼ 233 days. Additionally, our sensitivity is
affected by the maximum velocity we choose to simulate,
which dictates our choice of TFFT. If we had used a
smaller maximum velocity, around 1.8v0 as in [42], we
could have increased TFFT by a factor of 2, improving
the constraints on 2 by
√
2. Moreover, the O1 and O2
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power spectral densities differ by a factor of around 2
on average [68]. Considering all of these factors, we find
that the sensitivity of both methods is comparable.
In figure 7(b), we show the result of equation 27 (green
curve) using the TFFT using a sample amplitude spectral
density curve for O2 Livingston [69]. The parameters
used are CRthr = 5, θthr = 2.5,Γ = 0.95, while we use
TFFT,max. We see that the theoretical and empirical sen-
sitivity estimates are in good agreement.
V. CONCLUSIONS
We have adapted a CW method to detect DPs interact-
ing with GW detectors. This method, based on carefully
selecting an FFT duration as a function of frequency,
was originally designed to detect asymmetrically rotating
neutron stars and depleting boson clouds around black
holes. Our work shows that CW methods can be tuned
to look for DPs, and it provides a complementary method
to the cross-correlation based search for DPs. Addition-
ally, our work is part of the beginning of a movement
to use GW detectors for purposes other than measur-
ing GWs, without having to modify any of the existing
hardware.
The method proposed in this paper is able to optimally
detect signals based on the proposed model by properly
choosing TFFT to match the expected frequency varia-
tion. This idea has been implemented in CW searches,
but not yet in searches for DPDM. Though the method
is not new, the analysis scheme is. We essentially lever-
age CW techniques, both for the core of the search
and in the follow-up, to try to detect DPs interacting
with our interferometers. Moreover, we provide an end-
to-end analysis framework for performing a search for
DPDM signals, beginning with the optimal creation of
time/frequency peakmaps, and ending with follow-up
techniques uniquely tuned to dstinguish between DPs
and CWs, and between DPs and noise lines. The ex-
isting work in the literature does not delve into this level
of detail regarding the analysis scheme.
We stress that this search is very quick, taking about
1.6 days to run on one core of a single Xeon CPU E5-2695
v2. It is potentially quicker than the cross-correlation
search, especially as the number of detectors in our net-
work increases: indeed, the computational cost of our
search scales linearly with the number of detectors, which
is not the case for cross-correlation searches.
For the first time, we present a theoretical estimate
of sensitivity for DPDM searches. It differs from the
CW case due to the intrinsic power spreading of the sig-
nal caused by the MB distributed velocities, and requires
different averaging procedures to obtain. This estimate
provides a baseline of comparison for both the cross-
correlation method and our search, and we show that
it agrees well with the sensitivity achieved through soft-
ware injections.
Future work includes rigorously developing a matched
filter to optimally follow-up candidates returned from the
search pipeline described here. With the matched filter
we will even be able to independently estimate the value
of v0 by constructing templates that allow v0 to vary.
Moreover, the matched filters will help us to distinguish
between the types of DM particles that directly interact
with the detector, as discussed in section I.
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Appendix A: Dark photon dark matter signal
simulations
We simulate a DPDM signal in the same way as in [42].
For each of N DPs we select a random polarization Aˆi
and propagation direction kˆi independently by uniformly
selecting the spherical coordinates cos θi = [−1, 1] and
φi = [0, 2pi].
Aˆi, kˆi = (sin θi cosφi, sin θi sinφi, cos θi). (A1)
To calculate ~ki =
m|~vi|
~ kˆi, we select the magnitude of
velocities |~vi| = v according to a MB distribution that
cuts off at vesc:
f(v) ∼ v2e−v2/v20Θ(vesc − v). (A2)
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FIG. 7. The empirical and theoretical sensitivities for this method are shown above. In the left-hand plot, the coupling 2 is
constrained as a function of frequency at the 95% confidence level. The red curve comes from [44] and is a 95% upper limit
derived from cross-correlated O1 data [43], but has been averaged in 1 Hz bands and adjusted to account for the difference
in observation times used in O1 versus O2. Also, we simulate signals with a higher maximum velocity than in [44], which
cuts our TFFT in half, resulting in a
√
2 difference in 2. In the right-hand plot, the minimum detectable amplitude h0 is
shown empirically and theoretically, demonstrating how constraints on 2 can be mapped to the physical strain detector output
h0, and vice-versa. The stronger variation in h0 and 
2 is visible at higher frequencies because the power spectral density is
estimated using shorter FFTs than at lower frequencies, which means that strong fluctuations in the noise are not averaged
out. The error bars represent the spacing in 2 that was used to inject the signals. The sensitivity is worse at 40 Hz because
there is a noise line there.
We need to normalize equation 11 by the density of DM
in the universe, ρDM By integrating equation 11 over a
coherence volume Vcoh = L
3
coh and a coherence time Tcoh,
we can obtain the magnitude of each DP’s — ~Ai0—.
| ~Ai0| = ~
mAc2
1√
0
√
ρDM
I
, (A3)
where the integral I is:
I =
1
VcohTcoh
∫
Vcoh
∫
Tcoh
∣∣∣∣∣
N∑
i=1
Aˆi0 sin(ωit− ~ki · ~x+ φi)
∣∣∣∣∣
2
dtdV. (A4)
We also can calculate | ~Ai0| directly for any number N of
DPs:
| ~Ai0| ' ~
mAc2
1√
0
√
ρDM
N/2
. (A5)
The numerical integration and direct calculations agree
to within 1% for N = 1000, the desired number of DPs to
simulate. Therefore, to save computation time, we do not
perform the numerical integration. Based on equations
A3 and A5, it should be clear that the integral I ≈ N/2.
Since there are N DPs in the simulation, the amplitude
of the overall dark vector potential will increase by
√
N ,
so:
| ~A0| =
√
N | ~Ai0| ' ~
mAc2
1√
0
√
2ρDM. (A6)
| ~A0| is directly proportional to the amplitude of the sig-
nal, which can also be expressed through the energy den-
sity of DM, as in equation A4 in [42].
Note that as in [42, 44], we simulate the detector mo-
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tion as a function of time, given the locations of the de- tectors relative to the center of the earth [70, 71].
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