The aim of this paper is to establish an ordering related to the inequality for the recently introduced Zenga distribution. In addition to the well-known order based on the Lorenz curve, the order based on I(p) curve is considered. Since the Zenga distribution seems to be suitable to model wealth, financial, actuarial and especially, income distributions, these findings are fundamental in the understanding of how parameter values are related to inequality. This investigation shows that for the Zenga distribution, two of the three parameters are inequality indicators.
INTRODUCTION AND PRELIMINARIES
In a recent paper Zenga, 2010 proposed a new model for economic size distributions which can be used to model income, wealth and non-negative economic or financial variables. It depends on three non-negative parameters µ, α, and θ: the first one is a scale parameter and coincides with the expectation, the other two are shape parameters.
This distribution is a mixture of particular truncated Pareto distributions, analyzed by Polisicchio, 2008 : these densities have the peculiarity that the corresponding inequality I(p) curve is the constant line I(p) = 1 − k, with k ∈ (0, 1). The inequality I(p) curve for a non-negative random variable X with finite expectation and with distribution function F is The mixing function on the parameter k is a Beta density with non-negative parameters α and θ. Since all the conditional densities have expectation equal to µ, the expected value of the Zenga distribution is µ.
The model is characterized by the probability density function: Some features, like the finite expectation for any admissible choice of the parameters, the positive skewness, the existence (under restrictions on parameter α) of the moments, and the Paretian right tail, have already been investigated in Zenga, 2010 and in Zenga et al., 2011 : all these characteristics make this distribution interesting for methodological studies and for applications as well.
This paper aims to analyse the role of the parameters of the Zenga distribution in terms of inequality. In the literature, many papers perform the same analysis for other families of distributions: Taillie (1981) deals with the generalized gamma, Wilfling and Kramer (1993) with the Singh-Maddala, Wilfling (1996) and Kleiber (1999) with the generalized Beta of II kind, and Sarabia et al. (2003) with the Mcdonalds generalized functions.
It is well-known that for many distribution families, depending on one parameter (aside from the scale parameter), the corresponding Lorenz curves do not intersect. Hence, for such families, the order based on the Lorenz curve and hence also the order based on the I(p) curve are linear. Even if this allows the comparison in terms of inequality between any two elements of the family, Taillie (1981) claims that, in some way, the use of such single-parameter families "...would impose upon the fitted curves structural and comparative features not present in the data". A solution to overcome this restriction is the use of distribution families with more than one parameter, such as the Zenga distribution. In the present analysis, µ is excluded, since it is a scale parameter, and it therefore does not affect the inequality. So, the focus is on the two remaining parameters α and θ.
This paper is outlined as follows. The definitions of the considered partial orders and their relations are provided in Section 2. In Section 3 the main findings regarding the partial order based on the Lorenz curve are stated and proved. Section 4 is devoted to the extension to the partial order based on I(p) curve. Section 5 describes an application to real income data. Finally, some remarks and the conclusion are in the last Section.
THE ORDERINGS
This paper considers and compares three partial orderings. The first one is based on the Lorenz curve (≤ L ) and it is the most famous and classical ordering for measuring inequality.
It is strictly related to the Lorenz curve, since two distributions are comparable with respect to this ordering if the corresponding Lorenz curves do not intersect.
Definition 1 Let X 1 and X 2 be two continuous non-negative random variables with finite and positive expectations. Let L X 1 and L X 2 denote their Lorenz curves. Then:
The second ordering considered here is based on the inequality I(p) curve (≤ I ), which appeared recently in the literature. Similarly to the previous case, two distributions are comparable with respect to this ordering if the corresponding I(p) curves do not intersect.
Definition 2 Let X 1 and X 2 be two continuous non-negative random variables with finite and positive expectations. Let I X 1 and I X 2 denote their inequality I(p) curves. Then:
The third and last ordering is the so called convex ordering (≤ CX ), which claims that two distributions are comparable if they are comparable according to the criterion of the expected utility, assuming that the utility function is increasing and concave. It is worthy to note that a concave utility function characterizes a risk averse agent.
Definition 3 Let X 1 and X 2 be two continuous non-negative random variables with finite and positive expectations. Then:
For further detail and features refer to Shaked and Shanthikumar 2007 , Polisicchio and Porro 2009 , Atkinson 1970 . If the two random variables have the same expectation, as claimed in the following proposition, the three orders are equivalent.
Proposition 1 Let X 1 and X 2 be two continuous non-negative random variables with the same finite and positive expectation. Then the following three assertions are equivalent: 
For a proof, see Shaked and Shanthikumar, 2007 .
Lemma 2 Let y be a positive constant. Then the function
h y (x) = Γ(x)/Γ(x + y), x > 0 is monotonically strictly decreasing in x.
Proof
The derivative of the function h y with respect to x is:
where ψ is the digamma function ψ(x) = Γ ′ (x)/Γ(x). It is well-known that for x > 0, the digamma function ψ(x) is monotonically increasing, see Abramowitz and Stegun, 1964 . This implies that dh y (x)/dx < 0 and therefore h y (x) is a monotonically decreasing function. Now, the first proposition regarding the ordering of the Zenga distribution can be stated and proved. In the following, X ∼ Zenga(µ, α, θ) will denote that the distribution of the random variable X has a Zenga distribution with parameters µ, α, θ.
Proposition 2 Let X 1 and X 2 be two continuous random variables such that
and X 2 ∼ Zenga (µ, α 2 , θ), where 0 < α 1 < α 2 , θ > 0 and µ > 0. Then X 2 ≤ L X 1 .
Note that, by hypothesis, the random variables X 1 and X 2 own the same expected value µ. Now, let f i denote the probability density function of X i , i = 1, 2. In order to apply Lemma 1, the sign changes of f 2 − f 1 have to be studied. Let g be the ratio of the two density functions: g(x) = f 1 (x)/f 2 (x). In (0, µ) and in (µ, +∞) g is continuous, since f 1 and f 2 are continuous.
Consider the case x ∈ (0, µ) first. The behavior of g around the extreme values of this interval is described by the two limits that can be evaluated using the De l'Hospital's rule:
For Lemma 2, it follows that lim x→µ − g(x) < 1 for any positive value of θ.
The derivative of function g is:
where
The integrand function in equation (3) is negative for k ∈ (0, x/µ), therefore the value of the integral is strictly smaller than 0. This means that dg(x)/dx is negative and then g is a monotonically strictly decreasing function in (0, µ). The aforementioned considered limits and the monotonicity imply that there exists a unique x 0 ∈ (0, µ) such that g(x 0 ) = f 1 (x 0 )/f 2 (x 0 ) = 1, and equivalently f 2 (x 0 )−f 1 (x 0 ) = 0. This means that the function f 2 −f 1 changes sign only once in the interval (0, µ) with the sign sequence: −, +. Now, let x belong to (µ, +∞) . As before, using the De l'Hospital's rule, the limits of the function g as x approaches to the extreme values of this new interval are
and
Since limit (4) coincides with the previous limit (2), lim x→µ + g(x) < 1 for any positive value of parameter θ.
The derivative of function g in the interval (µ, +∞) is:
Similarly to the previous case, the integrand function in equation (5) is negative for k ∈ (0, µ/x), therefore the value of the integral is strictly smaller than 0; hence dg(x)/dx is positive and then g is a monotonically increasing function in (µ, +∞). Hence there exists a unique x 0 ∈ (µ, +∞) such that g(x 0 ) = f 1 (x 0 )/f 2 (x 0 ) = 1, and equivalently f 2 (x 0 )−f 1 (x 0 ) = 0. Thus, there exists only one sign change of the function f 2 − f 1 for x ∈ (µ, +∞) and the sign sequence is +, −.
The results related to the two intervals (0, µ) and (µ, +∞) guarantee that the function f 2 − f 1 has only two sign changes, with sign sequence −, +, −, hence for Lemma 1, it holds that X 2 ≤ CX X 1 . Finally, applying Proposition 1, it follows that X 2 ≤ L X 1 .
The second proposition regarding the ordering of the Zenga distribution is stated and proved in the following.
Proposition 3 Let X 1 and X 2 be two continuous random variables such that X 1 ∼ Zenga (µ, α, θ 1 ) and X 2 ∼ Zenga (µ, α, θ 2 ), where 0 < θ 1 < θ 2 , α > 0 and µ > 0. Then X 1 ≤ L X 2 .
The plan of proof is very similar to the one of Proposition 2. Also in this case the ratio g of the two probability density functions f i of X i (i = 1, 2) is considered:
The behavior of function g as x tends to 0 and to infinity is described by the two limits
which, for Lemma 2 are smaller than 1. As x tends to µ:
while for 0 < θ 1 ≤ 1 and θ 2 > 1,
For Lemma 2, lim x→µ ± g(x) > 1 for any positive values of θ 1 and θ 2 . Through an analysis of the sign of the derivative, it is possible to show that the function g is strictly monotonic increasing in the interval (0, µ), and strictly monotonic decreasing in (µ, +∞). The procedure is the same as the one of Proposition 2, since, for x ∈ (0, µ):
while for x ∈ (µ, +∞):
Hence dg(x)/dx > 0 if x ∈ (0; µ), and dg(x)/dx < 0 in (µ, +∞).
As in Proposition 2, it can be stated that:
• in (0, µ) there exists only one point where the function f 2 − f 1 changes sign, and the sign sequence is +, −;
• in (µ, +∞) there exists only one point where the function f 2 − f 1 changes sign, and the sign sequence is −, +, hence f 2 − f 1 changes sign only twice with sign sequence +, −, + and for Lemma 1 it follows that X 1 ≤ CX X 2 . As in Proposition 2, the thesis can easily be achieved, using Proposition 1.
Since for the Zenga distribution µ is a scale-parameter, the previous two ordering propositions can be combined, leading to the following theorem.
Theorem 1 Let X 1 and X 2 be two continuous random variables such that
In this theorem, the two random variables X 1 and X 2 can have different means, since the order based on the Lorenz curve does not depend on scale parameters. In effect, if X 1 and X 2 are two random variables satisfying the hypothesis of Theorem 1, consider
and Y 2 = X 2 /µ 2 . Through Propositions 2 and 3, it follows that Y 2 ≤ L Y 1 . But X 1 and X 2 have the same Lorenz curve of Y 1 and Y 2 , respectively: it therefore also holds true that
Theorem 1 also highlights a result related to the well-known Gini index, the most famous inequality index defined by:
where L(p) is the Lorenz curve. Since the order based on the Lorenz curve implies the same ordering in terms of the Gini index, for two random variables X 1 and X 2 satisfying the hypothesis of Theorem 1, the relation between their Gini indices is G X 2 ≤ G X 1 .
EXTENSION TO THE ORDER BASED ON I(P) CURVE
As stated before, since Proposition 1 holds, the results of the previous section related to the order based on L(p) curve can be easily extended to the partial order based on I(p) curve.
This means that the two previous ordering propositions can be stated also for the order based on I(p) curve: the only change is to replace ≤ L with ≤ I . Hence, under the assumptions of Proposition 2, it holds that X 2 ≤ I X 1 , and under the assumptions of Proposition 3, it holds that X 1 ≤ I X 2 . For the sake of completeness, the following summarizing corollary regarding the order based on I(p) curve is reported.
Corollary 1 Let X 1 and X 2 be two continuous random variables such that
This corollary can be clearly interpreted from a geometrical point of view. It states that an inverse variation of the parameters α and θ in the Zenga distribution, implies that the corresponding I(p) curves are ordered: they do not cross each other and one lies below the other.
Let I X denote the index I of the distribution X. By the definition of the inequality index I (see equation (1)), if X 1 and X 2 are two random variables satisfying the hypothesis of Corollary 1, then I X 2 ≤ I X 1 . Hence, Corollary 1 provides the ranking also between the corresponding indices. Table 1 shows the parameter estimates and two inequality indexes (Gini and I) for the fitted models, obtained from three real income distributions, see Arcagni and Porro, 2012 .
AN APPLICATION
The sources of the data are:
• The three distributions can be ranked in terms of their Gini index (or equivalently in terms of their inequality index I), but Theorem 1 can be applied only for the comparison between the USA and the Swiss distributions. This means that the models fitted to USA and Swiss incomes have non-intersecting Lorenz curves, therefore the model fitted to USA incomes is more unequal than the model fitted to Swiss data for all the Lorenz-consistent inequality measures. Regarding all the other pairwise comparisons, Theorem 1 can not be applied, therefore it does not provide information on the ranking of the Lorenz curves for the fitted distributions. Figure 3 shows the Lorenz and the I(p) curves of the fitted distributions.
It is worthy to remark that the curves of Switzerland and Italy do not intersect, while the curves of USA and Italy cross each other in a neighborhood of zero. In both of such cases, Theorem 1 does not apply. 6. CONCLUSIONS This paper shows that for the Zenga distribution, the Lorenz and the I(p) curves are nested as one shape parameter changes. In detail, they prove that α is an inverse inequality indicator, and θ is a direct inequality indicator for these two curves. The bigger the α value, the less unequal the distribution and the bigger the θ value, the more unequal the distribution. Moreover the case where both the shape parameters change is also approached: an inverse variation of them leads to an ordering of the considered inequality curves. Obviously, also the Gini index and the Zenga index I, being related to these two curves, inherit the same ordering. The third parameter of the Zenga distribution, µ is a scale parameter and hence it does not modify the inequality at all. BIBLIOGRAPHY Abramowitz, M., Stegun, I. (1964) . Handbook of mathematical functions. Dover, New York.
