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Abstract: The recent experimental realisation of a one-dimensional Bose gas
of ultra cold alkali atoms has renewed attention on the theoretical properties of
the impenetrable Bose gas. Of primary concern is the ground state occupation
of effective single particle states in the finite system, and thus the tendency for
Bose-Einstein condensation. This requires the computation of the density matrix.
For the impenetrable Bose gas on a circle we evaluate the density matrix in terms
of a particular Painleve´ VI transcendent in σ-form, and furthermore show that
the density matrix satisfies a recurrence relation in the number of particles. For
the impenetrable Bose gas in a harmonic trap, and with Dirichlet or Neumann
boundary conditions, we give a determinant form for the density matrix, a form
as an average over the eigenvalues of an ensemble of random matrices, and in
special cases an evaluation in terms of a transcendent related to Painleve´ V
and VI. We discuss how our results can be used to compute the ground state
occupations.
1. Introduction
Recent advances in the experimental physics of Bose-Einstein condensates [14,
15,6] have led to the experimental realisation of a one-dimensional Bose gas of
ultra-cold alkali atoms. One expects [39] that the microscopic forces are such
that there is an effective one-body confining harmonic potential acting on each
atom individually, and an effective infinitely short range contact potential acting
between neighbouring atoms. Moreover, in a certain physical regime depending
on the ratio of the transverse confinement width to the s-wave scattering length,
it is argued in [39] that the contact potential can be well approximated by the
delta function form U(|x− y|) = gδ(|x− y|), and furthermore g →∞ in the low
energy scattering limit. The limit g →∞ of the delta function interaction Bose
gas is the impenetrable Bose gas, introduced in [12],[32].
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Not surprisingly, there has thus been renewed interest in the theoretical prop-
erties of the ground state of the finite system impenetrable Bose gas [39,13]. With
the 3d Bose gas exhibiting Bose-Einstein condensation, a central question is the
tendency of the finite system confined to 1d to form a Bose-Einstein condensate.
To attack this question is a two step process. First, with the particles confined
to the region Ω ∈ R and the ground state wave function ψ0 real, it is necessary
to compute the one-particle density matrix
ρN (x; y) = N
∫
Ω
dx2 . . .
∫
Ω
dxNψ0(x, x2, . . . , xN )ψ0(y, x2, . . . , xN ), (1.1)
Second, one must solve the eigenvalue problem∫
Ω
ρN (x; y)φk(y) dy = λkφk(x), k ∈ Z≥0. (1.2)
Because this integral operator is idempotent, the λj are non-negative, while
the trace condition
∫
Ω ρN (x;x) dx = N implies
∑
k λk = N . Consequently the
λk have the interpretation as occupation numbers of effective single particle
states φk(x). The simplest case is when Ω = [0, L] with periodic boundary
conditions. The periodicity implies that ρN (x; y) = ρN (x − y; 0). Thus we have
φk(x) =
1√
L
e2piikx/L and so
λk =
∫ L
0
ρN (x; 0)e
2piikx/L dx. (1.3)
However for other geometries and confinements there is no analogue of (1.3) and
one must solve (1.2) numerically.
A number of results are available on ρN (x; 0) for periodic boundary con-
ditions. In particular Lenard [29] has given ρN+1(x; 0) as an N × N Toeplitz
determinant (see (2.5)–(2.15) below), and subsequently obtained the N → ∞
asymptotic expansion [31]
ρN (x; 0) ∼ ρ0A
(
π
N sin(πρ0x/N)
)1/2
, A =
G4(3/2)√
2π
(1.4)
where ρ0 denotes the bulk density and G(x) denotes the Bairn’s G-function, valid
for x/N fixed. Although the analysis of [31] leading to (1.4) was not rigorous, the
setting of the problem as belonging to the asymptotics of Toeplitz determinants
with symbols having zeros on [0, 2π) was identified, and this work inspired a
subsequent rigorous proof [46]. (We remark that the asymptotic form of Toeplitz
determinants of this type was first conjectured by Fisher and Hartwig [7], [16]. )
The result (1.4) substituted into (1.3) gives λ0 ∼ c
√
N for a specific c computable
from (1.4). Thus for large N the fraction of particles in the zero momentum
state is proportional to
√
N . The result (1.4) can also be used to compute the
large N behaviour of λk for any fixed k ≥ 0 [9]. For the impenetrable Bose
gas confined by a harmonic one-body potential, or indeed in other geometries
such as Dirichlet or Neumann boundary conditions, no results of this type are
known. All one has is the recent numerical study of Girardeau et al. [13] in the
case of the harmonic well, who by a Monte Carlo study of system sizes up to
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N = 10 obtained the estimate λ0 ∝ N0.59 for large N . If correct, this result
implies the maximum effective single particle state occupation is dependent on
the geometry/confining potential.
To further study this issue, we take up the first step in the procedure above
to compute the λj , and thus provide formulas suitable for the numerical com-
putation of ρN (x; y). Four cases are considered — when the domain is a circle
(or equivalently periodic boundary conditions); a line with the particles confined
by a harmonic one-body potential; and an interval with Dirichlet or Neumann
boundary conditions. The Toeplitz determinant formulation in the case of peri-
odic boundary conditions is extended to Hankel determinant forms for ρN (x; y)
in the other cases (Section 2.2), and a formulation for efficient Monte Carlo
evaluations by way of expressing the ρN (x; y) as averages over the eigenvalue
probability density function (p.d.f.) of certain matrix ensembles is given (Sec-
tion 2.3). We then give a systematic Fredholm type expansion of ρN(x; y) about
the density ρN (x;x) (Section 2.4).
Beginning in Section 3 we address the issue of closed form evaluations of
ρN (x; y). In the infinite system there are some celebrated instances of such eval-
uations. In particular Jimbo et al. [22] related the problem of evaluating ρ∞(x; 0)
to integrable systems theory, and consequently were able to derive the formula
ρ∞(x; 0) = ρ0 exp
( ∫ piρ0x
0
σV (t)
dt
t
)
, (1.5)
where σV satisfies the non-linear equation
(xσ′′V )
2 + 4(xσ′V − σV − 1)
(
xσ′V − σV + (σ′V )2
)
= 0 (1.6)
subject to the x→ 0 boundary condition
σV (x) ∼
x→0
−x
2
3
+
x3
3π
+O(x4). (1.7)
The differential equation (1.6) is an example of the so-called Jimbo-Miwa-Okamoto
σ-form of the Painleve´ V equation, the latter being essentially the differential
equation obeyed by the Hamiltonian in the Hamiltonian formulation of PV [38],
(th′′V)
2 − (hV − th′V + 2(h′V)2)2 + 4
4∏
k=1
(h′V + vk) = 0 (1.8)
with v1 + v2 + v3 + v4 = 0. Setting
σV (x) + 1/2 = hV(t), x = − it2 (1.9)
shows that (1.6) reduces to (1.8) with (v1, v2, v3, v4) = (1/2,−1/2, 1/2,−1/2). Subse-
quently the characterisation of ρ∞(x; 0) in terms of the solution of a differential
equation was extended by Its et al. [20] (see also [28]) to the characterisation of
ρT∞(x; 0) — the density matrix of the impenetrable Bose gas at non-zero tem-
perature T , as the solution of coupled partial differential equations.
In the same study that (1.6) was obtained, Jimbo et al. evaluated the scaled
probability of an eigenvalue free interval for large GUE randommatrices (random
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Hermitian matrices) in terms of another particular case of the σ-form of PV . In
recent years there has been considerable progress in the evaluation of probabil-
ities and averages in matrix ensembles in terms of Painleve´ transcendents (see
e.g. [11]). Because of the close relationship between the density matrix for im-
penetrable bosons and gap probabilities in matrix ensembles, the random matrix
results can be used to extend the density matrix Painleve´ transcendent evalu-
ation (1.5) to the exact Painleve´ transcendent of ρN (ι(x);x) in the four cases,
where ι(x) denotes the image of x reflected about the centre of the system.
We adopt two distinct strategies to obtain the exact evaluations. In Section
3 we present the first approach where we work directly with the definition of
ρN (x; y) on a circle as a multidimensional integral. It turns out that this integral
is one of a general class which have recently [11] been identified as τ -functions
for certain PVI systems. We show that our PVI transcendent evaluation for the
finite system scales to the infinite system result (1.6). As well as being a special
case of the class of integrals related to PVI systems in [11], the multidimensional
integral formula for ρN (x; y) on a circle is also a special case of a class of integrals
over the unitary group shown to satisfy integrable recurrence relations in [1]. We
will show that these recurrences can alternatively be derived from orthogonal
polynomial theory [33].
Underpinning the second of our strategies is the formulation of Lenard [29]
which allows ρN (x; y) to be expressed in terms of the Fredholm minor of 1−ξKJ ,
where KJ is the integral operator on J = [x, y] with kernel K of Christoffel-
Darboux type. It is this formulation which also underlies the calculation of [22].
The Fredholm minor in turn can be expressed in terms of the product of the
corresponding Fredholm determinant, and the resolvent kernel R(s, t) evaluated
at the endpoints x, y of J . These latter two quantities have been extensively
studied in the context of gap probabilities in random matrix ensembles [42,43,49,
48], allowing us to essentially read off from the existing literature an expression
for ρN (ι(x);x) in terms of Painleve´ transcendents in each case. This is done in
Section 4.
The significance of our results, from the viewpoint of the theory of the ground
state occupation of single particle states for the impenetrable Bose gas, and from
the viewpoint of the Painleve´ theory, is discussed in Section 5.
2. Formulations of ρN (x; y)
2.1. The wave functions. We will first revise the construction of the ground state
wave function for impenetrable bosons on the circle, on the line with a confining
harmonic potential, and on an interval with Dirichlet or Neumann boundary
conditions. The wave function and density matrix will be given a superscript
”C”, ”H”, ”D” and ”N” respectively to distinguish the four cases.
In general the wave function ψ(x1, . . . , xN ) for impenetrable bosons must
vanish at coincident coordinates,
ψ(x1, . . . , xi, . . . , xj , . . . , xN ) = 0 for xi = xj , (i 6= j), (2.1)
and satisfy the free particle Schro¨dinger equation otherwise. But for point parti-
cles without spin the condition (2.1) is equivalent to the Pauli exclusion principle.
This means that for any fixed ordering of the particles,
x1 < x2 < . . . < xN (2.2)
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say, there is no distinction between impenetrable bosons and free fermions [12].
Consequently the ground state wave function ψ0 can, for the ordering (2.2), be
constructed out of a Slater determinant of distinct single particle states. For
other orderings ψ0 is constructed from the functional form for the sector (2.2)
by the requirement that it be a symmetric function of the coordinates.
Consider the case that the particles are confined to a circle of circumference
length L. This means we require
ψ(x1, . . . , xi + L, . . . , xN ) = ψ(x1, . . . , xi, . . . , xN ) (2.3)
for each i = 1, . . . , N . Constructing a Slater determinant obeying (2.3) out of
distinct single particle states with zero total momentum and minimum total
energy gives
ψC0 (x1, . . . , xN ) = (N !)
−1/2L−N/2
{
det[e2piikxj/L] j=1,...,N
k=−(N−1)/2,...,(N−1)/2
N odd
det[e2pii(k+1/2)xj/L] j=1,...,N
k=−N/2,...,N/2−1
N even
= (N !)−1/2L−N/2
∏
1≤j<k≤N
2i sinπ(xk − xj)/L (2.4)
where the factor of (N !)−1/2 is included so that∫ L
0
dx1 · · ·
∫ L
0
dxN
∣∣ψC0 (x1, . . . , xN )∣∣2 = 1.
Excluding the (unitary) factors of i, and recalling (2.2), we note that this state is
non-negative — a property which distinguishes the ground state in Bose systems.
By the requirement that the wave function for a Bose system be symmetrical
with respect to interchanges xj ↔ xj′ (j 6= j′) we see immediately from (2.4)
that for general ordering of particles
ψC0 (x1, . . . , xN ) = L
−N/2(N !)−1/2
∏
1≤j<k≤N
2| sinπ(xk − xj)/L|. (2.5)
In the case of impenetrable bosons on a line with a confining harmonic po-
tential, we take as the Schro¨dinger operator (in reduced units)
−
N∑
j=1
∂2
∂x2j
+
N∑
j=1
x2j . (2.6)
The corresponding normalised single particle eigenstates {φk(x)}k=0,1,... have
the explicit form
φk(x) =
2−k
cHk
e−x
2/2Hk(x), (c
H
k )
2 = π1/22−kk! (2.7)
where Hk(x) denotes the Hermite polynomial of degree k. Forming a Slater
determinant from the minimal energy states (k = 0, 1, . . . , N − 1), making use
of the Vandermonde determinant formula
det[pj−1(xk)]j,k=1,...,N = det[x
j−1
k ]j,k=1,...,N =
∏
1≤j<k≤N
(xk − xj) (2.8)
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for any {pj(x)} with pj(x) a monic polynomial of degree j, and arguing as in
going from (2.4) to (2.5) shows
ψH0 (x1, . . . , xN ) =
1
CHN
N∏
j=1
e−x
2
j/2
∏
1≤j<k≤N
|xk − xj |, (CHN )2 = N !
N−1∏
l=0
(cHl )
2.
(2.9)
Finally we consider the case of impenetrable bosons on the interval [0, L] with
Dirichlet or Neumann boundary conditions, requiring that the wave function or
its derivative vanishes at x = 0, L respectively. The single particle eigenstates
{φk(x)} in these situations are, in increasing order of energy,
φDk (x) =
√
2
L
sin
πkx
L
, (k = 1, 2, . . . ), φNk (x) =


√
1
L
, k = 0√
2
L
cos
πkx
L
, k = 1, . . .
Recalling the C and D type Vandermonde formulas [40]
det[zkj − z−kj ]j,k=1,...,n =
n∏
j=1
(zj − z−1j )
∏
1≤j<k≤n
(zk − zj)
(
1− 1
zjzk
)
det[zk−1j + z
−(k−1)
j ]j,k=1,...,n = 2
∏
1≤j<k≤n
(zk − zj)
(
1− 1
zjzk
)
we see that the corresponding ground state wave functions are
ψD0 (x1, . . . , xN ) =
1√
N !
∣∣∣ det[φDk (xj)]j,k=1,...,N ∣∣∣
=
1√
N !
(
1√
2L
)N N∏
l=1
2 sin(πxl/L)
∏
1≤j<k≤N
2| cosπxk/L− cosπxj/L|, (2.10)
and
ψN0 (x1, . . . , xN ) =
1√
N !
∣∣∣ det[φNk−1(xj)]j,k=1,...,N ∣∣∣
=
1√
N !
1√
L
(
1√
2L
)N−1 ∏
1≤j<k≤N
2| cosπxk/L− cosπxj/L|. (2.11)
2.2. The density matrix as a determinant. The density matrix ρN+1 is defined
as an N -dimensional integral by (1.1). In the cases of the impenetrable Bose
gas wave functions of the previous section, this integral can be reduced to a
computationally simpler N -dimensional determinant. For the circular case, this
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form has already been given by Lenard [29]. Thus using the general Heine identity
N ! det
[∫ 1/2
−1/2
dx w(z)zk−j
]
j,k=1,...,N
=
∫ 1/2
−1/2
dx1 · · ·
∫ 1/2
−1/2
dxN
N∏
l=1
w(zl)
∏
1≤j<k≤N
|zj − zk|2, zj := e2piixj/L (2.12)
we see from (2.5) and (1.1) that
ρCN+1(x; 0) =
1
L
det[aCj−k(x)]j,k=1,...,N (2.13)
aCl (x) :=
∫ 1/2
−1/2
dt |e2piix/L + e2piit||1 + e2piit|e2piilt. (2.14)
Furthermore, the elements aCl have the explicit evaluation [29]
aC0 =
4
π
[
sin
πx
L
+
π
2
(1− 2x
L
) cos
πx
L
]
aC±1 =
1
π
e±ipix/L
[
π(1 − 2x
L
) + sin
2πx
L
]
aC±m =
4
π
(−1)m+2
m(m2 − 1)e
±impix/L
[
cos
πx
L
sin
mπx
L
−m sin πx
L
cos
mπx
L
]
, |m| > 1
(2.15)
In particular, it follows that
ρC1 (x; 0) =
1
L
(2.16)
ρC2 (x; 0) =
4
πL
[π(1/2−
x
L
) cos(
πx
L
) + sin(
πx
L
)] (2.17)
ρC3 (x; 0) =
8
π2L
{
2− 1/2π2(1/2− xL )
2 + 3π(1/2− xL) sin(
πx
L
) cos(
πx
L
)
+ [−5/2+ 2π2(1/2− xL )
2] cos2(
πx
L
) + 1/2 cos
4(
πx
L
)
}
. (2.18)
An essential ingredient underlying the applicability of (2.12) is the factorisa-
tion
ψC0 (x, x1, . . . , xN ) =
1√
N + 1
1√
L
N∏
j=1
(
2| sin(π(x − xj)
L
)|
)
ψC0 (x1, . . . , xN )
observed from (2.5), and their subsequent use of the determinant form in (2.4)
to replace ψC0 on the right hand side. Now we observe from (2.9), (2.10), (2.11)
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that ψH0 , ψ
D
0 , ψ
N
0 in the case of N +1 particles can similarly be factorised. Using
the general identity
N ! det
[∫ ∞
−∞
dt g(t)hj−1(t)hk−1(t)
]
j,k=1,...,N
=
∫ ∞
−∞
dx1 · · ·
∫ ∞
−∞
dxN
N∏
l=1
g(xl) (det[hj−1(xk)]j,k=1,...,N)
2
,
(c.f. (2.12)) we thus obtain analogous to (2.13,2.14) the determinant formulae
ρHN+1(x; y) =
1
(cHN )
2
e−x
2/2−y2/2 det[aHj,k(x; y)]j,k=1,...,N (2.19)
ρDN+1(x; y) =
2
L
sin
πx
L
sin
πy
L
det[aDj,k(x; y)]j,k=1,...,N (2.20)
ρNN+1(x; y) =
1
4L
det[aNj,k(x; y)]j,k=1,...,N , (N ≥ 1) (2.21)
where
aHj,k(x; y) =
2−j−k+2
cHj−1c
H
k−1
∫ ∞
−∞
dt |x− t||y − t|Hj−1(t)Hk−1(t)e−t2 (2.22)
aDj,k(x; y) = 8
∫ 1
0
dt | cos πx
L
− cosπt|| cos πy
L
− cosπt| sinπjt sinπkt (2.23)
aNj,k(x; y) = 8
∫ 1
0
dt | cos πx
L
− cosπt|| cos πy
L
− cosπt| cosπ(j−1)t cosπ(k−1)t.
(2.24)
To simplify further, we note
|x− t||y − t| =
{
(x− t)(y − t), t /∈ [x, y]
−(x− t)(y − t), t ∈ [x, y], (2.25)
and similarly with | cos pixL − cosπt|| cos piyL − cosπt|. Use of such an identity
allows aHj,k(x; y) to be evaluated in terms of incomplete gamma functions, and
aDj,k(x; y), a
N
j,k(x; y) in a form similar to (2.15).
2.3. ρN+1(x; y) and integrals over the classical groups. In general, for a many
body wave function ψ0, |ψ0|2 has the interpretation as a multivariable p.d.f. As
first observed by Sutherland in the cases of ψC0 and ψ
H
0 , a feature of |ψ0|2 for each
of the wavefunctions (2.5), (2.9), (2.10) and (2.11) is that it coincides precisely
with the multivariate p.d.f. for particular classes of random matrices. Thus
|ψC0 |2 = Ev(U(N))|θ=2pix/L
|ψH0 |2 = Ev(GUEN )
|ψD0 |2 = Ev(Sp(N))|θ=pix/L
|ψN0 |2 = Ev(O+(2N))|θ=pix/L
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where Ev(X) denotes the eigenvalue p.d.f. of the ensemble of matrices X , and
U(N) denotes the unitary group with uniform (Haar) measure, GUEN the Gaus-
sian unitary ensemble of N×N complex Hermitian matrices, Sp(N) the group of
symplectic unitary 2N × 2N matrices with Haar measure, and O+(2N) denotes
the group of real orthogonal 2N × 2N matrices with determinant +1 and Haar
measure.
Moreover, it follows from the definition (1.1) of the density matrix, and the
explicit forms of the wave functions, that ρN+1(x; y) in each of the cases can be
written as an average over Ev(X) for appropriate X . Explicitly
ρCN+1(x; 0) =
1
L
〈
N∏
l=1
|2 sin(πx
L
− θl
2
)||2 sin(θl
2
)|
〉
Ev(U(N))
(2.26)
ρHN+1(x; y) =
1
(cHN )
2
e−x
2/2−y2/2
〈
N∏
l=1
|x− xl||y − xl|
〉
Ev(GUEN )
(2.27)
ρDN+1(x; y) =
2
L
sin
πx
L
sin
πy
L
×
〈
N∏
l=1
2| cos πx
L
− cos θl|2| cos πy
L
− cos θl|
〉
Ev(Sp(N))
(2.28)
ρNN+1(x; y) =
1
2L
〈
N∏
l=1
2| cos πx
L
− cos θl|2| cos πy
L
− cos θl|
〉
Ev(O+(2N))
. (2.29)
Because it is straightforward to generate typical members from each of these ma-
trix ensembles (see e.g. [8]), and so compute eigenvalues from the corresponding
p.d.f. Ev(X), these expressions are well suited to evaluation via the Monte Carlo
method.
For future reference we note that the density matrices for the corresponding
free Fermi systems are given by the same averages, except that the absolute
value signs are to be removed. In particular
ρC,FFN+1 (x; 0) =
1
L
〈
N∏
l=1
2 sin(
θl
2
− πx
L
)2 sin(
θl
2
)
〉
Ev(U(N))
. (2.30)
Furthermore it is elementary to compute density matrices for free Fermi systems
as sums over single particle states (a consequence of all energy states below the
Fermi surface having occupation unity), and this implies the explicit evaluation
ρC,FFN+1 (x; 0) =
1
L
sin(π(N + 1)x/L)
sin(πx/L)
. (2.31)
2.4. Systematic small-|x− y| expansion of ρN (x; y). According to the definition
(1.1), the density matrix at coincident points x = y is equal to the particle
density. But the particle density for the impenetrable Bose gas is the same as for
the corresponding free Fermi system and thus simple to compute. In the infinite
system, the translational invariance of the state gives that the particle density
10 P.J. Forrester, N.E. Frankel, T.M. Garoni and N.S. Witte
is a constant. For this case Lenard [30] has shown how to make a systematic
expansion of the density matrix ρ∞(x; y) about the case of coincident points
ρ∞(x;x). Here we will present this expansion for finite Bose gas systems with
ground state wave functions of the form
1
C
N∏
l=1
g(xl)
∏
1≤j<k≤N
|xk − xj |. (2.32)
This form includes the case of the harmonic well (2.9), and after the change of
variables cosπxj/L 7→ xj in (2.10) and (2.11) also includes the case of Dirichlet
and Neumann boundary conditions.
Following Lenard [30], we note that substituting (2.32) in (1.1) and using
(2.25) shows
ρN (x; y) =
Ng(x)g(y)
C
( ∫
Ω
−ξ
∫ y
x
)
dx2 g
2(x2) · · ·
(∫
Ω
dxN − ξ
∫ y
x
)
dxN g
2(xN )
×
N∏
l=2
(x− xl)(y − xl)
∏
2≤j<k≤N
(xk − xj)2
∣∣∣
ξ=2
. (2.33)
One now introduces the Fermi type distribution function
ρFFN (x; y;x2, . . . , xn) =
Ng(x)g(y)
C
n∏
l=2
g2(xl)
∫
Ω
dxn+1 g
2(xn+1) · · ·
∫
Ω
dxN g
2(xN )
×
N∏
l=2
(x− xl)(y − xl)
∏
2≤j<k≤N
(xk − xj)2. (2.34)
(when n = 1 this corresponds to the free fermion one-body density matrix).
Expanding (2.33) in a power series in ξ and using the definition (2.34) shows
ρN (x; y) =
∞∑
n=0
(−ξ)n
n!
∫ y
x
dx2 · · ·
∫ y
x
dxn+1ρ
FF
N (x; y;x2, . . . , xn+1)
∣∣∣
ξ=2
(2.35)
(the summation can be extended to infinity since ρFF(x; y;x2, . . . , xn) = 0 for
n > N).
Next, let {pj(x)}j=0,1,... be monic polynomials of degree j, orthogonal with
respect to the weight function g2(x). Then writing the integrand in (2.34) as a
product of Slater determinants using (2.8) and making use of the orthogonality
of the pj(x), a standard calculation shows
ρFFN (x; y;x2, . . . , xn) = det
[
K(x, y) [K(xj , y)]j=2,...,n
[K(x, xk)]k=2,...,n [K(xj , xk)]j,k=2,...,n
]
=: K
(
x x2 · · · xn
y x2 · · · xn
)
(2.36)
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where, with Nj :=
∫∞
−∞ g
2(x)(pj(x))
2 dx,
K(x, y) := g(x)g(y)
N−1∑
j=0
pj(x)pj(y)
Nj
=
g(x)g(y)
NN−1
pN (x)pN−1(y)− pN−1(x)pN (y)
x− y = ρ
FF
N (x; y). (2.37)
The equality in (2.37) follows from the Christoffel-Darboux summation formula,
and leads to the name Christoffel-Darboux kernel (the latter term is due to a
relationship with integral equations; see Section 4.1) for (2.37). Hence
ρN (x; y) =
∞∑
n=0
(−ξ)n
n!
∫ y
x
dx2 · · ·
∫ y
x
dxn+1K
(
x x2 · · · xn+1
y x2 · · · xn+1
)∣∣∣
ξ=2
:= −1
ξ
∆[x,y]
(x
y
; ξ
)∣∣∣
ξ=2
(2.38)
where
∆[x,y]
(a
b
; ξ
)
:=
∞∑
n=0
(−ξ)n+1
n!
∫ y
x
dx2 · · ·
∫ y
x
dxn+1K
(
a x2 · · · xn+1
b x2 · · · xn+1
)
.
As for |x − y| small each term in (2.38) is proportional to successively higher
powers of |x−y|, this is the sought systematic small |x−y| expansion of ρN (x; y).
We will see in Section 4.1 that the expansion (2.38) forms the basis for Painleve´
transcendent evaluations of ρN (ι(x), x) in the harmonic well, Dirichlet and Neu-
mann boundary condition cases.
3. Jimbo-Miwa-Okamoto τ-functions and orthogonal polynomials
In this section we will provide the finiteN analogue of the Jimbo, Miwa, Mori and
Sato [22] Painleve´ transcendent evaluation (1.5) of ρ∞(x; 0), by similarly evalu-
ating ρCN+1(x; 0), and also presenting a recurrence relation in N for ρ
C
N+1(x; 0).
Our Painleve´ transcendent evaluation of ρCN+1(x; 0) is in terms of the solution
of the Painleve´ VI equation in σ-form. Let us then discuss some of the theory
relating to this equation.
3.1. Hamiltonian formulation of PVI and τ-function sequences. There are six
Painleve´ equations, labelled PI – PVI . They result (see e.g. [18]) from the project
undertaken by Painleve´, Gambier and others to classify solutions to second order
differential equations of the form y′′ = R(y′, y, t), where R is rational in y′,
algebraic in y and analytic in t which are free from movable branch points. It
was shown that the only such equations,excluding those which could be reduced
to first order equations or to linear second order equations, are PI – PVI . Our
interest is in the PVI equation, which has the form
q′′ = 1/2
(
1
q
+
1
q − 1 +
1
q − t
)
(q′)2 −
(
1
t
+
1
t− 1 +
1
q − t
)
q′
+
q(q − 1)(q − t)
t2(t− 1)2
(
α+ β
t
q2
+ γ
(t− 1)
(q − 1)2 + δ
t(t− 1)
(q − t)2
)
, (3.1)
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and its solution, the PVI transcendent q(t). We will see that ρ
C
N+1(x; 0) can be
identified with a τ -function sequence in the PVI system.
The PVI system refers to the Hamiltonian system {q, p;H, t}
q′ =
∂H
∂p
, p′ = −∂H
∂q
(3.2)
where, with α0 + α1 + 2α2 + α3 + α4 = 1,
t(t− 1)H = q(q − 1)(q − t)p2
− [α4(q − 1)(q − t) + α3q(q − t) + (α0 − 1)q(q − 1)]p
+ α2(α1 + α2)(q − t). (3.3)
It has been known since the work of Malmquist in the early 1920’s [34] that the
PVI equation (3.1) results from the Hamiltonian system (3.2), (3.3) by eliminat-
ing p and choosing the parameters so that
α = 1/2α
2
1, β = −1/2α24, γ = 1/2α23, δ = 1/2(1− α20).
One sees that the Hamiltonian can be written as an explicit rational function
of the PVI transcendent and its derivative. This follows from the fact that with
H given by (3.3), the first of the Hamilton equations is linear in p, so p can be
written as a rational function of q, q′ and t.
The τ -function is defined in terms of the Hamiltonian by
H =
d
dt
log τ(t). (3.4)
The utility of being able to identify ρCN+1(x; 0) as a τ -function for the PVI system
is that H , and thus by integration of (3.4) τ(t), can be characterised in terms of
a differential equation.
Proposition 1. [21,37] Rewrite the parameters α0, . . . , α4 of (3.3) in favour of
the parameters
b1 = 1/2(α3+α4), b2 = 1/2(α4−α3), b3 = 1/2(α0+α1−1), b4 = 1/2(α0−α1−1), (3.5)
and introduce the auxiliary Hamiltonian h by
h = t(t− 1)H + e′2[b]t−
1
2
e2[b]
= t(t− 1)H + (b1b3 + b1b4 + b3b4)t− 1
2
∑
1≤j<k≤4
bjbk, (3.6)
where e′j [b] denotes the jth degree elementary symmetric function in b1, b3 and
b4 while ej [b] denotes the jth degree elementary symmetric function in b1, . . . , b4.
The auxiliary Hamiltonian satisfies the Jimbo-Miwa-Okamoto σ-form of PVI
h′
(
t(1− t)h′′
)2
+
(
h′[2h− (2t− 1)h′] + b1b2b3b4
)2
=
4∏
k=1
(h′ + b2k). (3.7)
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A self contained derivation of this result can be found in [11].
One of the main practical consequences of the Hamiltonian formulation is that
it allows for a systematic construction of special solutions via Ba¨cklund trans-
formations – birational mappings which leave the Hamilton equations formally
unchanged [37]. The elementary Ba¨cklund transformations form an extended
affine Weyl group of type D
(1)
4 . By composing certain of these elementary opera-
tors, shift operators can be constructed which have the effect of incrementing the
α parameters by ±1 or 0. For example, one such operator of this type, denoted
T3 in [11], has the action
T3α = (α0 + 1, α1 + 1, α2 − 1, α3, α4)
or equivalently, after recalling (3.5)
T3b = (b1, b2, b3 + 1, b4). (3.8)
Although T3 acting on p and q is a non-trivial rational mapping,when acting on
H , T3 has the formal action of acting only on the α’s,
T3H = H
∣∣∣
α7→T3α
.
This motivates introducing a sequence of Hamiltonians
T n3 H = H
∣∣∣
α7→Tn3 α
,
and a corresponding sequence of τ -functions specified by
T n3 H =
d
dt
log τ3[n], τ3[n] = τ3[n](t) = τ(t; b1, b2, b3 + n, b4). (3.9)
A crucial result due to Okamoto [37], which can be derived from the specific
form of the action of T3 and T
−1
3 on H , p and q [25], is that τ3[n] satisfies a
particular differential recurrence relation.
Proposition 2. The τ-function sequence (3.9) satisfies the Toda lattice equation
δ2 log τ¯3[n] =
τ¯3[n− 1]τ¯3[n+ 1]
τ¯23 [n]
, δ = t(t− 1) d
dt
(3.10)
where
τ¯3[n] :=
(
t(t− 1)
)(n+b1+b3)(n+b3+b4)/2
τ3[n]. (3.11)
The significance of this is that an identity of Sylvester (see [35]) gives that if
τ¯3[0] = 1, (3.12)
then the general solution of (3.10) is given by
τ¯3[n] = det
[
δj+k τ¯3[1]
]
j,k=0,1,...,n−1
. (3.13)
Furthermore, restricting the parameter space so that α2 = 0 (which corresponds
to a chamber wall or reflection hyperplane in the affine D
(1)
4 root system), it
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has been shown by Okamoto [37] that τ¯3[1] is given in terms of a solution of
the Gauss hypergeometric equation. Using integral solutions of the latter, the
formula (3.13) was taken as the starting point by Forrester and Witte [11] in an
extensive study of multidimensional integral forms of the τ -function sequence
τ¯3[n]. In particular, results relating to averages of the form (2.26), equivalent to
the following were established.
Proposition 3. Define
AN (u;ω, µ; ξ) =〈 N∏
l=1
(1− ξχ(l)[0,φ))
(
2 sin
θl
2
)2ω ( −1
ueiθl
)µ
(1− ueiθl)2µ
〉
Ev(U(N))
∣∣∣
u=e−iφ
(3.14)
where zl = e
iθl , 0 ≤ θl ≤ 2π, and
χ
(l)
J =
{
1, θl ∈ J
0, θl /∈ J.
Let
b =
(
1/2(N+ω−µ), ω+ 1/2(N+ω+µ), 1/2(N−ω+µ),−µ− 1/2(N+ω+µ)
)
, (3.15)
and write
C1 = e
′
2[b] + µN, C2 =
1/2e2[b] + µN
(recall the definition of e′2[b] and e2[b] from Proposition 1). The PVI system with
parameters (3.15) permits the τ-function sequence
τ3[N ] ∝ uNµ/2AN (u;ω, µ; ξ) (3.16)
where the proportionality factor is independent of u and furthermore
C1u− C2 + u(u− 1) d
du
logAN (u;ω, µ; ξ) = hVI(u;b) (3.17)
where hVI(t;b) is an auxiliary Hamiltonian (3.6) for the PVI system with pa-
rameters (3.15). Consequently (3.17) satisfies the PVI equation in σ-form (3.7)
with parameters (3.15).
To relate (3.14) to (2.26) we note that
(1− 2χ(l)[0,φ))
( −1
ueiθl
)1/2
(1− ueiθl)|u=e−iφ = 2| sin
(θl − φ)
2
|.
Consequently
ρCN+1(x; 0) =
1
L
AN (e
2piix/L; 1/2, 1/2; 2) (3.18)
where we have used the fact that ρCN+1(x; 0) is even in x.
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The choice of the parameters in (3.18) corresponding to ρCN+1 implies a special
structure to the τ -function sequence (3.16). First substituting (3.18) in (3.15)
shows we are considering the PVI system with parameters
b =
(
1/2N, 1 + 1/2N, 1/2N,−1− 1/2N
)
. (3.19)
As noted above, τ3[1] satisfies the Gauss hypergeometric differential equation.
The parameters in the latter are related to the parameters b by
a = b1 + b4, b = 1 + b3 + b4, c = 1 + b2 + b4.
Substituting the special values (3.19) we see that in particular c = 1, which is
the condition for the existence of a logarithmic solution at the origin (u = 0).
For general N , τ3[N ] then corresponds to a generalisation of this logarithmic
solution of the Gauss hypergeometric equation. To illustrate this point, we note
that with b given by (3.19), according to (3.16) and (3.18) we have
τ3[N ](u) ∝ uN/2ρCN+1(x; 0)
∣∣∣
u=e2piix/L
.
Recalling (2.17) and (2.18) we see
τ3[1](u) ∝ (u+ 1)v + 2(u− 1)
τ3[2](u) ∝ 4(u2 + u+ 1)v2 + 12(u− 1)(u+ 1)v
− u−1(u− 1)2(u2 − 14u+ 1)
where v = πi−log u which exhibits the further structure of being a polynomial of
degree N in v, and a Laurent polynomial in u of positive degree N and negative
degree N − 1.
The PVI system with parameters (3.19) also permits a τ -function sequence
which is strictly a polynomial. To anticipate this we relate (3.14) to the free
Fermi average (2.30) by noting
( −1
ueiθl
)1/2
(1− ueiθl)|u=e−iφ = 2 sin
(θl − φ)
2
,
and so deducing
ρC,FFN+1 (x; 0) =
1
L
AN (e
2piix/L; 1/2, 1/2; 0). (3.20)
Recalling (3.16) and (2.31) we see that this corresponds to the τ -function se-
quence
τ3[N ](u) ∝
N−1∑
j=0
uj.
This class of polynomial solutions is a special case of the generalised Jacobi
polynomial solutions identified in [36]. As a final remark on the theme of special
classes of solutions to the PVI system, we note that the specification of the
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parameters (3.19) is a particular example which permits elliptic solutions [26,5,
17]. More generally the latter occur when
t1 = 1 + b3 − b4 = 2 +N ∈ Z
t2 = b1 + b2 = 1 +N ∈ Z
t3 = b1 − b2 = −1 ∈ Z
t4 = 1 + b3 + b4 = 0 ∈ Z
4∑
k=1
tk = 2(N + 1) ∈ 2Z.
Substituting (3.18) into (3.17) of Proposition 3 and replacing N by N − 1
throughout gives the sought evaluation of ρCN (x; 0) in terms of a solution of the
PVI equation in σ-form.
Corollary 1. Define
σN (u) := u(u− 1) d
du
log ρCN (x; 0)|e2piix/L=u (3.21)
so that
ρCN (x; 0) = ρ0 exp
(
2πi
∫ x/L
0
dt
e2piit − 1σN (e
2piit)
)
. (3.22)
The quantity σN (u) satisfies the particular PVI σ-form differential equation
u2(u− 1)2(σ′′N )2
+ [σN − (u− 1)σ′N + 1]
{
4σ′N (σN − uσ′N)− (N2 − 1)[σN − (u− 1)σ′N ]
}
= 0
(3.23)
subject to the boundary condition
σN (u) ∼
u→1
N2 − 1
12
(u− 1)2 + (N
2 − 1)(iN − π)
24π
(u− 1)3 + . . . (3.24)
The formula (3.23) also holds for ρC,FFN (x; 0), except that σ
FF
N (u) is now subject
to the boundary condition
σFFN (u) ∼
u→1
N2 − 1
12
(u− 1)2 − N
2 − 1
24
(u − 1)3 + . . .
Proof - This is immediate from Proposition 3 and (3.18), (3.20), except for
the boundary conditions. The latter in the free Fermi case follows by substi-
tuting the exact evaluation (2.31) in (3.21). Use is also made of the free Fermi
density matrix exact evaluation (2.31) to deduce the boundary condition in the
impenetrable Bose gas case. Thus according to (2.36)–(2.38) we have
ρCN (x; 0) = ρ
CFF
N (x; 0)− 2
∫ x
0
det
∣∣∣∣ ρCFFN (x; 0) ρCFFN (x2; 0)ρCFFN (x;x2) ρCFFN (x2;x2)
∣∣∣∣ dx2 + · · ·
∼
x→0
ρ0
(
1− (N − 1)(N + 1)
6
(πx
L
)2
+
(N − 1)N(N + 1)
9π
(πx
L
)3
+ . . .
)
,
(3.25)
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where the second line follows after substituting (2.31) and expanding the first
term to O(x2) (this term only contains even powers of x), and the second term
to its leading order, O(x3). Finally we substitute (3.25) in (3.21) to deduce the
expansion (3.24). 
One immediate consequence of Corollary 1 is that it allows the small x ex-
pansion to easily be extended. Thus it follows that the corrections to (3.25) at
order x4 and x5 are
+
(N − 1)(N + 1)[3N2 − 7]
360
(πx
L
)4
− (N − 1)N(N + 1)[11N
2 − 29]
1350π
(πx
L
)5
(3.26)
The results (1.5), (1.6) of Jimbo et al [22] follow simply from our results
(3.22), (3.23). Thus defining σV (t) = limN→∞ σN (e2it/N ) we obtain (1.5) from
(3.22), while substituting u = e2it/N in (3.23), replacing σN (e
2it/N ) with σV (t)
and equating the leading order terms in N (which are O(1)) to zero gives (1.6).
The boundary condition (1.7) corresponds to the scaled limit of (3.24).
3.2. Orthogonal polynomials on the unit circle. A feature of a number of re-
cent studies [10,11,1,3,4] relating Hankel and Toeplitz determinants to Painleve´
transcendents has been the characterisation of the former not only as the so-
lution of nonlinear differential equations, but also as the solution of nonlinear
difference equations. Here we will show a difference equation characterisation is
also possible for ρCN (x; 0).
For this purpose we adopt an orthogonal polynomial approach, similar to that
used in [19]. The characterisation of the density matrix as a Toeplitz determinant
with a non-negative and bounded symbol (2.13,2.14) immediately implies an
underlying orthogonal polynomial system defined on the unit circle. The weight
appearing in (2.14) is the special case a = b = 1/2 of the generalised Jacobi
weight
w(z) =
C
2π
|1 + z|2a|1 + uz|2b, a, b ∈ C, z ∈ T (3.27)
where C is the normalisation
C
2π
∫
T
dz
iz
|1 + z|2a|1 + uz|2b = 1. (3.28)
Associated with (3.27) is a system of orthonormal polynomials {φn(z)}∞n=0,1,...,∫
T
dz
iz
w(z)φn(z)φm(z) = δm,n.
In obtaining a recurrence relation for
DN−1 := det
[ ∫
T
dz
iz
w(z)zk−j
]
j,k=1,...,N
,
and thus since
ρCN+1(x; 0) =
1
LCN
DN−1|a=b=1/2 (3.29)
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for the density matrix, one focuses attention on the leading two coefficients κn,
ln in φn(z), and the trailing coefficient φn(0),
φn(z) = κnz
n + lnz
n−1 + . . .+ φn(0). (3.30)
The relevance of κn, φn(0) are seen from the Szego¨ relations [41]
κ2n =
Dn−1
Dn
, κ2n =
n∑
k=0
|φk(0)|2
which show in particular that
1− |rN |2 = DN−2DN
D2N−1
, rn :=
φn(0)
κn
. (3.31)
We will see that for the weight (3.27), the Freud equations – which are recurrence
relations among the successive coefficients κn, φn(0) – have a special structure
which leads to a recurrence equation for rn, and thus according to (3.29) and
(3.31), for ρCN (x; 0).
Proposition 4. Consider the special case a = b = 1/2 of (3.27), in which case
according to (3.29) the relation (3.31) reads
1− |rN |2 =
ρCN+2ρ
C
N
(ρCN+1)
2
. (3.32)
The ratios rn, and thus via (3.32) the successive density matrices, are determined
by the third order difference equation with respect to N
2 cos
πx
L
+ 2r˜N+1r˜N =
1− r˜2N+1
r˜N+1
[(N + 3)r˜N+2 + (N + 1)r˜N ]
− 1− r˜
2
N
r˜N
[(N + 2)r˜N+1 +Nr˜N−1]
(3.33)
where rn := e
ipi(1−x/L)nr˜n ∈ R. The initial members of this sequence of r˜n
required to start the recurrence are
r˜0 = 1 (3.34)
r˜1 = 1/4
π − 2πx/L+ sin(2πx/L)
1
2 (π − 2πx/L) cos(πx/L) + sin(πx/L)
(3.35)
(substituting these values in (3.33) with N = 0 allows r˜2 to be computed). Also,
the initial members of the ρCN sequence are specified by (2.16) and (2.17) (with
these values given ρC3 is computed from (3.32) with N = 1).
Proof - Magnus has found a recurrence relation [33] for the ratios rn applicable
to the generalised Jacobi weight (3.27)
(n+1+ a+ b)rn+1+(n− 1+ a+ b)u¯rn−1 = u¯l¯n/κn + ln/κn − n(u¯+ 1)
1− |rn|2 (3.36)
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However this involves both rn and ln and we require a further relation to deter-
mine ln. This relation is
ln
κn
− u¯ l¯n
κn
=
(a− b)n
n+ a+ b
(u¯ − 1), (3.37)
and follows from telescoping the identity
(n+ a+ b+ 1)
[
ln+1
κn+1
− u¯ l¯n+1
κn+1
]
− (n+ a+ b)
[
ln
κn
− u¯ l¯n
κn
]
= (a− b)(u¯− 1),
which in turn is derived by evaluating∫
T
dz
iz
(1 + z)(1 + uz)w′(z)φn(z)φn(z)
in two different ways. Then (3.33) follows after setting a = b = 1/2 and extracting
a phase factor of eipi(1−x/L)n.
The initial conditions (3.34), (3.35) can be determined by a Gram-Schmidt
type construction of the orthonormal polynomials {φn(z)}n=0,1,.... First, due to
the normalisation of the weight (3.28) we have φ0(z) = 1 and thus (3.34) follows.
With
〈f, g〉 :=
∫
T
dz
iz
w(z)
∣∣∣
a=b=1/2
f(z)g(z),
the orthogonality 〈φ1(z), φ0(z)〉 = 0, explicit value φ0(z) = 1 and (3.30) give
κ1〈z, 1〉+φ1(0) = 0. The value of 〈z, 1〉 can be read off from (2.15), thus implying
(3.35). 
We note that the special cases corresponding to x at either the end points
(x = 0, L and thus u = 1) or the midpoint (x = L/2, and thus u = −1) allow
simple explicit formulas for the rn. Thus we have [19]
u = 1, rN = (−1)N 1
N + 1
u = −1, rN=2p = 1
N + 1
, rN=2p+1 = 0
(3.38)
which clearly satisfy (3.33). The density matrix at these points also has a closed
form evaluation,
ρCN (0; 0) =
N
L
ρCN=2p(L/2; 0) =
1
L
(
4
π
)N−1
4(p−1)(2p−1)
G(p+ 2)G6(p+ 1)G(p)
G2(2p+ 1)
ρCN=2p+1(L/2; 0) =
1
L
(
4
π
)N−1
4p(2p−1)
G4(p+ 1)G4(p+ 2)
G2(2p+ 2)
,
where G(x), the Barnes G-function, has the explicit form G(x) = (x − 2)!(x −
3)! . . . 1! for x ∈ Z≥2. Here the former evaluation follows from the general fact
that at coincident points the density matrix is equal to the particle density, while
the latter makes use of results from [19] on the explicit form of the κn’s for the
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weight (3.27), κ2n = κ2n+1 = (2n + 1)!/2
2n(n!)2
√
n+ 1, in the case u = −1,
a = b. The small x expansion of ρCN (x; 0), (3.25) and (3.26), substituted into
(3.32) allow the corresponding small x expansion of r˜n to be computed up to a
sign, which in turn can be determined using (3.38). This shows
r˜n ∼ (−1)n
{
1
n+ 1
+
n(n+ 2)
6(n+ 1)
(πx
L
)2
− n(n+ 2)
3π
(πx
L
)3
+ . . .
}
.
A feature of the explicit forms (3.38) is that |rN | → 0 as N →∞. According
to (3.31) this is a necessary condition for the convergence of ρCN (x; 0) as N →∞.
Here we note that with |rN | small the difference equation (3.33) simplifies to read
2 cos
πx
L
= BN+1 −BN , BN := (N + 2)r˜N+1 +Nr˜N−1
r˜N
. (3.39)
It follows from (3.39) that BN = 2N cosπx/L + C, where C is independent of
N . Noting that this implies BN ∼ 2(N+1) cosπx/L for N large, we thus obtain
the recurrence
(N + 2)r˜N+1 +Nr˜N−1 = (N + 1)r˜N2 cosπx/L, (3.40)
which with AN := (N + 1)r˜N , cosπx/L := t reads
AN+1 +AN−1 = 2tAN . (3.41)
This is precisely the three term recurrence satisfied by the Chebyshev polyno-
mials [41]). Thus (3.33) can be regarded as a non-linear generalisation of the
Chebyshev recurrence (3.41).
Although it is not obvious from the derivation, the equations (3.32) and (3.33)
remain valid in the free Fermi case. This can be seen by substituting the exact
evaluation (2.31) into (3.32) to deduce
r˜n =
sinπx/L
sinπ(n+ 1)x/L
and then verifying that this is an exact solution of (3.33). Unlike r˜n in the Bose
case, (3.2) does not obey the inequality |r˜n| < 1 for all x.
As our final point of the difference equation, we remark that recently Adler
and van Moerbeke [1] have constructed essentially the same pair of coupled re-
currences (3.36), (3.37) from their theory of the Toeplitz lattice and its Virasoro
algebra. In the particular case at hand their weight is specialised to α = β = 1,
and ξ−2 = u = e2piix/L. Their variables are related to ours by xn = r˜n and
through the use of their relation (0.0.14), which is the analogue of (3.37), then
one can show yn = xn. The other recurrence in their work, (0.0.15) is the ana-
logue of (3.36) and can be shown to lead to
(1− x2n) [(n+ 2)xn+1xn−1 + n+ 1]− (1− x2n−1) [(n− 1)xnxn−2 + n]
= 1 + 2xn−1xn cos(πx/L) + x2n−1x
2
n
− 1 + (1− x21)(3x2 + 2)− x1(x1 + 2 cos(πx/L)).
Now by clearing denominators and rearranging (3.33) one can recover the first
five terms of the above relation. Furthermore by using the initial conditions of
the recurrence (3.34), (3.35) one can show that the sum of the last three terms
is identically zero and thus the two forms are the same.
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4. Painleve´-type evaluations of ρN (ι(x);x)
4.1. Fredholm formulation. While the unitary average (2.26) defining ρCN+1(x; 0)
is a known τ -function in the Painleve´ theory, the same is not true of the averages
(2.27) – (2.29). Indeed the density matrices in these cases are genuinely functions
of both x and y. These variables play the role of time in the Hamiltonian formu-
lations of the Painleve´ equations, so there being more than one time variable,
we are taken outside this class. However, with y = ι(x), where ι(x) denotes the
reflection of x about the centre of the system (thus ι(x) = −x for the harmonic
well case, and ι(x) = L−x for the case of the Dirichlet and Neumann boundary
conditions) we again have a function of one variable. Although this cannot be
recognised as a single τ -function, it turns out that we can formulate the cal-
culation of ρN (ι(x);x) so that it is expressed in terms of quantities known in
terms of Painleve´ transcendents from random matrix theory. For this one makes
use of a classical operator theoretic interpretation of (2.38) relating to Fredholm
integral equations [30].
It is the latter formulation which has been used in the pioneering work of
Jimbo et al. [22] on the evaluation of the bulk density matrix in terms of a
Painleve´ V transcendent, and the generalisation of this result by Its, Korepin
and coworkers [20,28] to the temperature dependent bulk density matrix. The
key point is that with KJ denoting the integral operator on J = [x, y] with
kernel (2.37), and R(a, b; ξ) denoting the kernel of the resolvent operator R :=
ξKJ(1− ξKJ)−1, it is true in general that (see e.g. [30,22])
∆[x,y]
(a
b
; ξ
)
= −ξ det(1− ξKJ)R(a, b; ξ) (4.1)
(the quantity∆[x,y] is called the first Fredholm minor). Now in the harmonic well
case and the cases of Dirichlet and Neumann boundary conditions (the latter
two after the change of variables cosπxj/L 7→ xj) the wave function is of the
form (2.32) with
g2(x) =
{
e−x
2
, harmonic well
(1− x2)±1/2, Dirichlet and Neumann (4.2)
These weights have the property of being even is x. This implies a special struc-
ture to (4.1) if J is also chosen to be symmetrical about the origin, J = [−x, x]
say. Thus a consequence of g2(x) being even is that the orthogonal polynomi-
als pj(x) are even for j even and odd for j odd, and this from (2.37) implies
K(a, b) = K(−a,−b). Using this latter property, and with J = [−x, x], it is true
in general that (see e.g. [42])
d
dx
log det(1− ξKJ) = −2R(x, x; ξ).
Antidifferentiating and substituting in (4.1) with [x, y] 7→ [−x, x], then substi-
tuting the result in (2.38) shows
ρN (−x;x) = R(−x, x; ξ) exp
(
− 2
∫ x
0
R(t, t; ξ) dt
)∣∣∣
ξ=2
. (4.3)
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The crucial point of the formula (4.3) is that the quantities R(−x, x) and
R(t, t), for Christoffel-Darboux kernels corresponding to the weights (4.2) have
previously been calculated in terms of Painleve´ transcendents as part of studies
into gap probabilities (interval J free of eigenvalues) for random matrix ensem-
bles, the GUE in the case of the harmonic well, and the JUE with a = b = ±1/2
in the case of Dirichlet and Neumann boundary conditions. Although (4.2) and
(4.3) have general validity, the specific integrable nature of the kernel (2.37) [20]
is essential for this characterisation. In the latter case the quantities in (4.3)
were studied in [49], but with J = (−1,−x] ∪ [x, 1) rather than J = [−x, x]. To
overcome this difference in detail, we note we can rewrite (2.33) to read
ρN (x; y) = (1− ξ)N−1Ng(x)g(y)
C
(∫
Ω
+
ξ
1− ξ
(∫ x
−∞
+
∫ ∞
y
))
dx2 g
2(x2)
· · ·
(∫
Ω
+
ξ
1− ξ
( ∫ x
−∞
+
∫ ∞
y
))
dxN g
2(xN )
×
N∏
l=2
(x− xl)(y − xl)
∏
2≤j<k≤N
(xk − xj)2
∣∣∣
ξ=2
.
Repeating the working which led to (4.3) then shows
ρN (−x;x) = (−1)N−1R(−x, x; ξ) exp
(
− 2
∫ ∞
x
R(t, t; ξ) dt
)∣∣∣
ξ=2
(4.4)
where R now denotes the kernel of the resolvent operator R = ξKJ¯(1− ξKJ¯)−1,
J¯ := (−∞,−x] ∪ [x,∞).
4.2. Evaluation of ρHN (−x;x) and ρD,NN (L−x;x). Let us begin by specifying the
quantities in (4.3) in the harmonic well case. From the above discussion, this
corresponds to the interval J being eigenvalue free in the GUE. For this matrix
ensemble, the gap probability for both the interval J = [−x, x], and the interval
J = (−∞,−x]∪ [x,∞) have been studied [43,49], allowing us to use either (4.3)
or (4.4) to deduce an exact expression for ρHN (−x;x). For purposes of specifying
the boundary condition in the corresponding differential equation, it is most
convenient to use the latter.
Proposition 5. For the impenetrable Bose gas on a line, confined by a harmonic
well, we have
ρHN (−x;x) = R˜(x; ξ) exp
(
− 2
∫ ∞
x
R(t; ξ) dt
)∣∣∣
ξ=2
where with h :=
√
s2 − 2R′, R satisfies the equation
sR′′ + 2R′ = 2s(s− h)− 2h
√
(R + sR′)2 − 4s2(s− h)R− 2Ns2(s− h)2
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while R˜ satisfies the equation(
sR˜′′ + 2R˜′ + 8NsR˜− 24s2R˜2
)2
= 4(s− 2R˜)2
(
(R˜+ sR˜′)2 + 8Ns2R˜2 − 16s3R˜3
)
.
The corresponding boundary conditions are
R(s; ξ) ∼
s→∞
R˜(s; ξ) ∼
s→∞
(ξ − 1)N−1ρHN (s; s)
∼
s→∞
(ξ − 1)N−1 2
N−1
π1/2(N − 1)!s
2N−2e−s
2

The two resolvent kernels are not independent being related by
d
ds
R(s; ξ) = −2sR˜(s; ξ)− 2R˜2(s; ξ)
so that h = s+2R˜(s; ξ). Both resolvent kernels have been reduced to a particular
PV transcendent w(x) with parameters
α = 1/8N
2, β = −1/8(N − ǫ)2, γ = 1/2ǫ, δ = −1/2,
where ǫ = ±1. The reductions were found to be
R =
1
8
√
xw(w − 1)2
{
2x
d
dx
w +N(w − 1)2 + (2x− 1)w + 1
}
×
{
2x
d
dx
w −N(w − 1)2 − (2x+ 1)w + 1
}
R˜ = −
√
x
2w(w − 1)
[
ǫ
d
dx
w − w
]
+
N(w − 1) + ǫ
4
√
xw
where s2 = x.
In the case of Dirichlet and Neumann boundary conditions we require R(−t, t)
and R(t, t) for the symmetric JUE with (−1,−t] ∪ [t, 1) eigenvalue free. The
differential equation satisfied by R(t, t) is known from [49], but the equation for
R(−t, t) was not made explicit in that work. We therefore give some details of
the required calculation below.
Proposition 6. The impenetrable Bose gas on the finite interval [0, L] subject
to Dirichlet or Neumann boundary conditions at the ends has the density matrix
ρD,NN (L− x;x) =
π
L
sin
πx
L
RD,N0 (s; ξ) exp
(
−2
∫ 1
s
dtRD,N(t; ξ)
) ∣∣∣
ξ=2
s=cospix/L
where σ(s) := (1− s2)RD,N(s; ξ) satisfies{
s(1− s2)
F
[
(N + α)2s+ 2sσ′ − (1− s2)σ′′]+ (1 + s2)F + 2(N + α)s}2
− {2(1− s2)σ − 2(N + α)s2[(N + α)s+ F ]− s[(N + α)s+ F ]2}2
= −4s2[(N + α)s+ F ]2 {N(N + 2α) + 2sσ + 2(N + α)s[(N + α)s+ F ]}
(4.5)
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where α = ±1/2 and F :=
√
(N + α)2s2 − 2(1− s2)σ′ and with the boundary
condition
RD,N(s; ξ) ∼
s→1
(ξ − 1)N−1ρD,NN (s; s) (4.6)
∼
s→1
(ξ − 1)N−1 (N + α)Γ (N + 2α+ 1)
2α+1(N − 1)!Γ (α+ 1)Γ (α+ 2)(1− s)
α (4.7)
and R0 := R
D,N
0 (s; ξ) satisfies{
s(1 − s2)R′′0 + 2(1− s2)(1− 2s2)R′0
+ 8sR0(2sR0 − (N + α)/2)(2sR0 −N − α)− 2(1− s2 + 2α2)sR0
}2
= 4
{−(N + α)s+ 2(1 + s2)R0}
×
{
(1− s2)2(R0 + sR′0)2 + 4(sR0)2[(2sR0 −N − α)2 − α2]
}
(4.8)
with the boundary condition
RD,N0 (s; ξ) ∼s→1(ξ − 1)
N−1KD,NN (−s, s) (4.9)
∼
s→1
(ξ − 1)N−1 Γ (N + 2α+ 1)
2α+1(N − 1)!Γ 2(α+ 1)(1− s)
α (4.10)
Proof - Both cases come under the symmetric Jacobi weight discussed in
[49] however this study doesn’t contain sufficient details for our purposes. From
Proposition 8 of the above we can derive an integral of the system of differential
equations. Combining (4.26) and (4.27) we have
(1− s2)(qp)′ − [β0 + u(2α1−1)]p2 + [γ0 − w(2α1+1)]q2 = 0 (4.11)
and we can rewrite (4.23) as
σ−[β0+u(2α1−1)]p2−[γ0−w(2α1+1)]q2−2α1sqp−2s−1(1−s2)q2p2 = 0. (4.12)
Adding (4.12) to 2α1 times (4.11) and employing (4.24,25,28) we find the sum
to be a perfect derivative, and given that R0, σ, u, w all vanish as s → 1 the
integral is
[β0 + u(2α1−1)][γ0 − w(2α1+1)]− 2sσ − 4α1(1− s2)qp = β0γ0 = N(N + 2α).
Given this integral we can follow the procedure in the proof of Proposition 11
in [48] to derive second-order differential equations for σ and R0, and equations
(4.5), (4.8) are the results. The boundary conditions are found from the kernels
KN(t, t) =
N !Γ (N + 2α+ 1)
22α+1Γ 2(N + α)
(1 − t2)α
×
[
P
(α+1,α)
N−1 (t)P
(α,α+1)
N−1 (t)− P (α,α)N (t)P (α+1,α+1)N−2 (t)
]
KN (−t, t) = (−)N−1 N !Γ (N + 2α+ 1)
22α+1Γ (N + α)Γ (N + α+ 1)
(1− t2)α
t
P
(α,α)
N−1 (t)P
(α,α)
N (t)
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where the P
(α,β)
N (t) is the standard Jacobi polynomial. 
Again the two resolvent kernels are connected by
d
ds
σ = −2(N + α)sR0 − 2(1− s2)R20
This system was solved in terms of PVI transcendent w(x) with parameters
α = 1/8, β = −1/2(N + α− ǫ/2)2, γ = 0, δ = 1/2(1 − α2)
according to
R0(s) =
ǫ
2
√
xw
d
dx
w − 1
4
√
x(x − 1)
w − 1
w
[ǫ(w + x)− 2(N + α)x]
σ(s) = −
[
2(x− 1) d
dx
w − (w − 1)(w + x)
]2
8
√
xw(w − 1)(w − x)
−
√
x(w − 1)
2w(w − x)
[
N(N + 2α)w − (N + α)2x]
where s =
√
x and ǫ = ±1.
We remark that the thermodynamic form of ρD,NN (x; y) for x and y fixed but
general has been studied in the spirit of the paper of Jimbo et al. by Kojima
[27], although the final characterisations obtained (in terms of an integrable
differential system) does not appear to be amenable to computation.
4.3. Thermodynamic limit. In the thermodynamic limit, Jimbo et al [22] were
able to identify the first Fredholm minor directly as a τ -function, and so had
no need for the formula (4.3). Nonetheless it can be used to evaluate ρ∞(x; 0)
in terms of a solution of (1.8), as we will now demonstrate. First, repeating
the working which lead to (4.3) shows that with KJ the integral operator on
J = (−x, x) with kernelK(x, y) = sin(x−y)/π(x−y) and R = ξKJ(1−ξKJ)−1,
ρ∞(−x;x) = πρ0R∞(−πρ0x, πρ0x; ξ) exp
(
−2
∫ piρ0x
0
R∞(t, t; ξ)dt
) ∣∣∣
ξ=2
.
Furthermore, we know from [22] that
− t
2
R∞(1/4 t, 1/4 t; ξ) = hV(−it; (0, 0, 0, 0)), (4.13)
where hV(t;v) satisfies (1.8), subject to the boundary condition
hV(−it; (0, 0, 0, 0)) ∼
t→0
−ξ t
2π
− ξ2 t
2
4π2
,
and we know too that
d
dt
R∞(t, t; ξ) = 2(R∞(−t, t; ξ))2
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(see e.g. [42]). Consequently ρ∞(x; 0) can be expressed in terms of the transcen-
dent (4.13) according to
ρ∞(x; 0) = πρ0
(
− d
dt
hV(−it; (0, 0, 0, 0))
t
)1/2
× exp
(∫ t
0
hV(−iu; (0, 0, 0, 0))
u
du
) ∣∣∣
t=2piρ0x
ξ=2
. (4.14)
This is to be compared against the evaluation (1.5) due to Jimbo et al [22],
with the substitution (1.9) and the boundary condition (1.7) generalised to be
consistent with (2.38),
ρ∞(x; 0) = ρ0 exp
∫ t
0
−1/2+ hV(−iu; (1/2,−1/2, 1/2,−1/2))
u
du
∣∣∣
t=2piρ0x
ξ=2
, (4.15)
hV(−it; (1/2,−1/2, 1/2,−1/2)) ∼
t→0
1
2
+
t2
12
+
iξt3
48π
. (4.16)
Equating the logarithmic derivatives of (4.14) and (4.16) gives the identity
hV(s; (1/2,−1/2, 1/2,−1/2))
= 1/2+ hV(s; (0, 0, 0, 0)) +
s
2
d
ds
log
(
− d
ds
hV(s; (0, 0, 0, 0))
s
)
.
It remains to derive this directly from the Painleve´ theory. In this regard we note
that an identity with similar characteristics for the PII system can be deduced
from a classical result of Gambier, while the analogous result for the PIII system
has only recently been found [47].
5. Discussion
We will conclude with a discussion of our results. In relation to ρCN (x; 0) the
recurrence relation (3.33) allows rapid and stable tabulation for very large values
of N for all x ∈ [0, L). Hence numerical evaluations of the λk in (1.3) can be
carried out. Although for fixed k the leading behaviour in N of λk are known
from (1.4), of interest is the convergence of the λk (appropriately scaled) to their
thermodynamic value. Furthermore, the differential equation characterisation
of ρCN (x; 0) given in Corollary 1 is well suited to generating the power series
expansion about x = 0. This relates to the behaviour of λk for k large. A
comprehensive study of such issues will be discussed in a forthcoming publication
[9].
Our results show a remarkable Fermi-Bose correspondence at a mathematical
level of characterising the density. It goes back to Girardeau that up to the sign
under permutation of the coordinates, the ground state wave function of the
1d free Fermi and impenetrable Bose systems are identical. This means that
quantities depending only on the absolute value squared of ψ0 are the same
for both systems. The density matrix is not of this type, and so distinguishes
the two systems. Nonetheless, we find that the same differential and difference
equations characterise ρCN (x; 0) for both the Bose and Fermi systems - they are
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only distinguished at this mathematical level by the boundary conditions. For
ρ∞(x; 0) this same property was already observed by Jimbo et al [22]. One would
like to be able to use the differential equation to see how the different prescribed
small x behaviours imply different behaviours at large x. In the case of ρ∞(x; 0),
Jimbo et al [22] were able to do this and so obtain the expansion
ρ∞(x; 0) ∼ ρ0 A√
ρ0x
(
1 +
1
8(πρ0x)2
[cos(2πρ0x)− 1/4] + O( 1x4 )
)
, (5.1)
which was first derived by Vaidya and Tracy [44,45]. A challenging problem is to
use Corollary 1 to deduce higher order terms in the expansion (1.4) of ρCN(x; 0)
for large N , with x/N fixed. Note that in the Fermi case this expansion can be
read off from (2.31).
For the density matrix ρHN (x; y) (and similarly ρ
D,N
N (x; y)) we have the pre-
sented determinant formulation specified by (2.19), (2.22), as well as the formu-
lation (2.27) as an average over the eigenvalues of the GUE. Both these forms
are suitable for the numerical computation of ρHN (x; y) for general x and y. In
the special case that (x; y) 7→ (−x;x) we have given an explicit functional form
in terms of the transcendents related to PV . This provides a much more efficient
numerical scheme for the computation of ρHN (−x;x), and will provide a valuable
test for the accuracy of Monte Carlo evaluation via (2.27).
With this achieved, the next step in the determination of the occupation
numbers is the numerical solution of the integral equation (1.2). In addition to
the numerical evaluation of the occupations, one would like to determine the
exact leading asymptotic behaviour of λi, i fixed, from an asymptotic expression
for ρHN (x; y) analogous to (1.4). Thus we seek the asymptotic expansion of the
determinant specified in (2.19), (2.22), which can be considered as a Hankel
generalisation of a Fisher-Hartwig type Toeplitz determinant, or equivalently
the asymptotic expansion of the random matrix average (2.27). On this latter
viewpoint of the problem, we recall that the original Szego¨ theorem for the
asymptotic form of the Toeplitz determinants with smooth, positive symbols
has been proven by Johansson [23] starting from the analogue of the random
matrix average (2.26) and then generalised to an analogous theorem for Hankel
determinants relating to Jacobi averages [24]. We note too that some mappings of
Fisher-Hartwig symbols in the Toeplitz case to analogous symbols in the Hankel
case are known [2].
Another aspect of the present work which provides the beginning for future
studies is our derivation of the recurrence relation (3.33) using orthogonal poly-
nomial theory. As we have commented, the recurrence obtained via this method
coincides with recurrence obtained by Adler and van Moerbeke using methods
from soliton theory. Of course one would like to understand the underlying rea-
son for this coincidence. Also, recent works of Borodin and Boyarchenko [3], [4],
starting from a formulation in terms of the discrete Riemann-Hilbert problem,
provides alternative recurrences involving discrete Painleve´ equations for closely
related Toeplitz determinants. It remains to understand the relationship between
the different approaches.
Note added: Subsequent to the completion of this work an asymptotic form
analogous to (1.4) has been derived in [9] for the harmonic well case, and from
this it is deduced that, as with periodic boundary conditions, the λk for fixed k
are proportional to
√
N .
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