levels of success in their specific applications, there are still several problems that need to be addressed to effectively and efficiently model land-use change. Solutions to these problems will greatly improve the accuracy and reliability of land-use-change modeling.
First, land-use change is a very complicated process through which humans and natural systems interact. Thus, the factors driving land-use change could be a mixture of continuous and categorical variables. Moreover, most of these causal factors do not usually follow normal assumptions. The modeling methodology should be capable of incorporating these inputs and allowing them to deviate from a normal distribution. Next, the training data that are available to build the land-use-change model may not be used to approximate accurately the underlying distribution of the whole dataset. Consequently, the land-use-change modeling methodology should have certain mechanisms to avoid overfitting and to ensure good generalization performance. Most traditional modeling methods utilize the empirical risk-minimization principle and often come up with a complicated model that tries to describe all details in the training data. However, some details might just be random turbulence and push the model away from correctly describing the underlying distribution. Finally, land-use change is a time-varying process. Thus, changes are generally detected and modeled in a series of relatively short time intervals. During each of the time intervals, the changed land cells account for only a small part of the total land. Therefore, the input data for land-use modeling are an unbalanced dataset. The modeling methodology should be able to handle such an unbalanced dataset, and not only achieve good performances for all of the inputs, but also reveal the patterns behind the minority with high accuracy. Most traditional methods usually give even penalties to the misclassification of all categories in their cost function. They tend to derive an optimal model for all samples but might scarify the performance of modeling the minority (eg changed land cells).
To overcome the above-mentioned limitations of current land-use-change models, and to address better some important issues in land-use-change modeling (eg the imbalance of changed/unchanged land cells), this paper develops a novel approach for land-use-change modeling using support-vector machines (SVMs) and by improving standard SVMs to ensure high performance for unbalanced land-use-change data. The proposed model is distinguished from current land-use-change models in the following aspects:
. The model is set within a theoretical framework in which no assumption for input data distribution or error structure is needed. It owns the capacity to address land-use-change data effectively, which might be a mixture of continuous and categorical variables that are not normally distributed. . The model utilizes the structural risk-minimization principle, which can ensure good generalization performance and avoid the overfitting problems in traditional methods that utilize the empirical risk-minimization principle. . The model can be modified easily to cope with an unbalanced dataset. By changing the penalties for the misclassification of different categories, the model can achieve high prediction accuracy for changed land use, which is a minority of the whole dataset. This fact is especially for land-use-change modeling. The rest of this paper is organized as follows: the methodologies used in this study, which include a brief introduction to land-use-change modeling, standard SVMs, and their improvement for an unbalanced dataset, are described first. The implementation of the SVM land-use-change modeling framework is then provided. This is followed by the experimental results, which include the analysis of the impacts of kernel selection, parameter configuration on the performances of SVMs, and comparisons of SVMs with a spatial logistic regression (SLR) model. A summary is given at the end of the paper.
2 Land-use-change modeling
Causal factors
Land-use change is a complex process influenced by a variety of natural and human activities. Land-use-change modeling aims to explore the dynamics and causal factors of land-use change and to inform policies affecting such change. In general, land-use change is influenced by a number of factors which may be social, economic, or spatial variables. Earlier studies reveal that no single set of factors can explain the changes in different places, since each context is unique. More often than not, land-use studies put forward different causal forces to explain land-use trends in different places. Factor selection should take into account the context of the region and period to be modeled as well as the purpose of the model.
Typically, land-use changes are influenced by a few recurrent parameters that cannot be overlooked. Demographic factors (population size, population growth, and population density) are widely treated as major causal factors of land-use change (Verburg et al, 2002) . Usually a city will grow if its population increases. Consequently, new residential areas will emerge in close proximity to transportation facilities (roads, railways, and bus lines), and commercial centers will also develop concurrently. In the meantime, industrial buildings will develop in the vicinity of those which existed previously. On the whole, urban expansion will transform vacant or low-rent areas into built-up land to accommodate the increasing population with necessary resources for their living, working, and entertainment. Additionally, the agglomeration of developed areas and the availability of exploitable sites will significantly influence land-use-change patterns.
Accessibility is often seen as a significant driving factor for land-use change through its effect on transportation cost and ease of settlement (Geist and Lambin, 2001; Handy and Niemeier, 1997) . Transport technology is an essential force for landuse change from vacant or agricultural land use to urban land use. The widespread use of cars provides a greater possibility for the building up of land parcels in proximity to advanced transportation systems. Moreover, proximity to towns or markets is reported to be an important factor related to land-use change because of increased employment opportunities available to the population. The proximity to a settlement is also reported to be an indispensable factor, because of labor availability (Chomitz and Gray, 1996) . Other literature (Cheng and Masser, 2003; Landis and Zhang, 2000) also reports factors such as investment structure, urban structure (residential, commercial, public and industrial buildings), housing commercialization, land leasing, the decentralized nature of the decision-making process, the existing developed areas, and the constraints imposed by water bodies and other places unfit for urban development.
After examining a summary set of 250 relevant citations, Agarwal et al (2002) gave a summarization of causal factors commonly used in different land-use-change models. They mentioned additional factors: (1) economic factors, such as returns to land use (cost and price), job growth, cost of land-use change, and rent; (2) social factors, such as affluence, human attitudes, and values; (3) collective rule-making factors, such as zoning and tenure; and (4) other factors such as the level of technology.
Modeling techniques
A variety of techniques, such as Markov-chain analysis (Lopez et al, 2001) , multiple regression analysis (Theobald and Hobbs, 1998) , logistic regression (Cheng and Masser, 2003; Wu and Yeh, 1997; Xie et al, 2005) , artificial neural networks (ANNs) (Li and Yeh, 2002; Pajanowski et al, 2002) , cellular automata (CA) (Batty and Xie, 1994; Clarke and Gaydos, 1998; White and Engelen, 1997; Wu, 1998; Yeh and Li, 2001) , and multiagent systems (Brown et al, 2005; Sanders et al, 1997) are employed in land-use-change research. Among these techniques, Markov-chain analysis uses a transition matrix to describe the change of land use but cannot reveal the causal factors and their significance. CA models and multiagent systems focus on the simulation of spatial patterns rather than on the interpretation or understanding of the spatiotemporal processes of land-use change; they are not designed for explaining causal factors and their relative importance (Torrens and O'Sullivan, 2001) . In contrast, statistical approaches (eg multiple regression analysis and logistic regression) can readily identify the influence of the independent variables in the modeling process and also provide some degree of confidence regarding their contribution. However, they are criticized for being less effective in modeling spatial and temporal data, since the spatial and temporal data violate basic assumptions such as the normal or binomial distributions, an appropriated error structure of the variables, the independence of variables, and model linearity (Olden and Jackson, 2001 ). ANNs are a powerful method used to model nonlinear relationships, but they might suffer difficulties with generalization and produce models that may overfit the data (Xie et al, 2005) . The advent of SVMs, however, might provide an innovative solution to overcome these problems, owing to their theoretical advantages and flexibilities. A significant advantage of SVMs is that the solution to an SVM is global and unique, whilst ANNs can suffer from multiple local minima; see Burges (1998) for more details about the comparison of SVMs with ANNs.
Methodology

Standard support-vector machines
SVMs, which were originally developed by Vapnik (1995) , are a new generation of machine learning algorithms that take their inspiration from statistical learning theory (Gunn, 1998) . Unlike traditional methods, which minimize the empirical training error, SVMs aim to minimize an upper bound of the generalization error by maximizing the margin between the separating hyperplane and the data. This can be regarded as an approximate implementation of the structural risk-minimization (SRM) principle, which endows SVMs with good generalization performances, independent of underlying distributions.
The standard SVMs are designed to solve the binary classification problem: suppose we are given empirical observations (hereafter called a training set), (1) where X is the input space of potential observations, Y is the possible decision space, and IR n is n-dimensional real space. We assume that the training set is drawn independently from an unknown (but fixed) probability distribution P(X, Y). The goal of the classification problem is to find a classifier y f(x), which is a map from X to Y based on data in T. Any future case (outside training set T) that is also generated from P(X, Y) will be classified correctly by the map found.
Of course, no classifier can classify every unseen example perfectly. Correctness of the classification is then measured by a loss function L[x, y, f(x)] and a risk function is used to sum up the total loss for the underlying probability distribution.
where f(x, a) is a classifier from a fixed parametric family ff(x, a) : a P Ag and A denotes parameter space. Any choice of a particular a produces a classifier. The goal of statistical learning is to find a classifier with the minimal risk. The difficulty of the task stems from the fact that the underlying probability distribution P(X, Y) is usually unknown and consequently it is impossible to compute and minimize the risk directly. Most traditional methodsöfor example, least squares estimate, maximum likelihood estimate, and artificial neural networköuse the empirical distribution of the training set to approximate the underlying probability distribution P(X, Y) and aim to achieve empirical risk minimization
Since the size of the training set is limited, we are not sure how well the empirical distribution of the training set can approximate the unknown probability distribution P(X, Y). Therefore, minimizing the empirical risk does not always imply a small expected risk. That is, empirical risk minimization might overfit the training set and lead to low generalization performance.
SVMs, on the contrary, find an upper bound for the expected risk and pose a problem for its minimization (structural risk minimization). Vapnik (1995) gave the upper bound for the expected risk:
where R(a) is the expected risk, R emp (a) is the empirical risk, m is the size of the training set, and h is the capacity (also called VC dimension) of the parametric family ff(x, a) : a P Ag. The second term of equation (4) is called the VC confidence interval. The upper bound holds with a probability of at least 1 À d for any underlying distribution provided h`m. Figure 1 shows the relationships between VC dimension and the empirical risk, the VC confidence interval, and the upper bound on the risk, respectively. With the increase of the VC dimension it is possible to find a classifier in the parametric family to fit the training set with finite size better. Therefore, the empirical risk is usually a decreasing function of VC dimension h. However, the VC confidence interval will monotonously increase with the increase of h. As a result, the small training error does not guarantee a small test error. For a given size of training set, there is an optimal value of VC dimension which can achieve a minimal upper bound on the expected risk.
SVMs are a system for efficiently training the linear learning machines in the kernel-induced feature space (Cristianini and Shawe-Taylor, 2000) . The basic idea of SVMs is to map the space S fxg of the input data into a high-dimensional (possibly infinite-dimensional) feature space F fF(x)g and to perform optimal linear separating in the feature space. By choosing an adequate mapping F(x), the data points that cannot be linearly separated in the input space become linearly separable or mostly linearly separable in the high-dimensional feature space. Support-vector machines are able to achieve the goal of minimizing the upper bound of R(a) by minimizing efficiently a bound on the VC dimension h and R emp (a) at the same time, based on parametric families of separating hyperplanes of different VC dimensions. Consider the problem in equation (1) of separating the training set of two separable classes of m examples with a hyperplane parameterized by w and b,
where x is a data point in n-dimensional space, w is an n-dimensional coefficient vector, and b is the offset. The discriminant function of the optimal hyperplane (classifier) is:
There exist many possible separating hyperplanes. According to the structural riskminimization principle, we should select a hyperplane which minimizes the empirical risk and the VC confidence interval at the same time. In order to separate the hyperplane, Vapnik (1995) formulated another theorem to determine a separating hyperplane with the minimal VC dimension:
Theorem: Let R be the radius of the smallest ball B R (a) fx P T : jjx À ajj 4 Rja P Tg containing the training set T f(x 1 , y 1 ), (x 2 , y 2 ), .XX, (x m , y m )g, x P IR n , y P fÀ1, 1g, where y i is a class label, and let
be a canonical hyperplane decision function defined on the training set T. Then the set of separating hyperplanes ff wY b : jjwjj 4 Ag has the VC dimension h bounded by
According to the above theorem, in order to find a hyperplane with minimal VC dimension, we need to minimize the norm of the canonical hyperplane jjwjj. A canonical separating hyperplane satisfies:
Specifically, we can find two hyperplanes parallel to the separating hyperplane and equal distances from it,
These can be combined into a single condition,
As shown in figure 2 , not all training sets can be perfectly linearly separated by a hyperplane. A penalty for the examples that cross the boundaries is introduced to take into account the misclassification errors, and nonnegative slack variables x i are incorporated into constraints (12) to consider misclassification errors:
)
( 1 4 ) Recalling that SVMs perform optimal linear separating in the high-dimensional feature space, and aiming to minimize the trade off between the empirical risk and VC confidence interval in order to minimize the upper bound of the expected risk, we can formulate the SVM problem:
This problem is a convex, quadratic programming problem with linear inequality constraints. Problems of this kind are called constrained optimization problems. It is hard to solve the inequality constraint optimization problem directly. The most commonest way to deal with such problems is to introduce Lagrange multipliers to convert the problem from the primal space to dual space and then solve the dual problem. Introducing m nonnegative Lagrange multipliers a 1 , a 2 , .XX, a m 5 0 associated with the inequality constraints in problem (15), we have the following Lagrangean function: Since only the dot product of two vectors in the feature space appears in the optimization problem, we can define a kernel function K as,
( 1 8 ) Hence, we do not need to know explicitly the mapping function, but can simply use a kernel function of the input space to represent the dot product in the high-dimensional feature space. The use of a kernel function greatly simplifies the mapping problem and improves the computational efficiency. While the mapping function from the input space to the feature space needs to map IR n to IR l (usually n`l ), the kernel function can map IR n Â IR n to IR and thus reduce the computational burden dramatically. A novel algorithm called Sequential Minimal Optimization (SMO) (Platt, 1998) was designed to solve a large-size quadratic optimization problem in problem (17). The strategy of the SMO is to decompose the problem into a series of small tasks that optimize a minimal subset of just two variables at each step. An analytical solution for the two variables optimization problem is given and the original problem can be solved using iteration. With the SMO, the SVM problem can be solved efficiently and a global and, in general, unique optimum can be guaranteed.
After obtaining an optimal solution a Ã (a 1 , a Ã 2 , .XX, a Ã m ) for problem (17), the solution of an optimal coefficient vector w and an offset b for the primal problem (15) can be expressed as:
Generally, we do not need to calculate w Ã explicitly. A new example x can be classified using:
Karush^Kuhn^Tucker complementarity conditions (Taha, 1997) of optimization theory require that:
Therefore, only examples x i that satisfy the equalities in equation (12) can have nonzero coefficients a Ã i . Such examples lie on the two parallel hyperplanes separating two classes. Only these examples determine the optimal separating hyperplanes. Other examples have no contribution to the definition of the optimal separating hyperplanes and thus can be removed from the training set. Therefore, the examples located on two parallel hyperplanes are called support vectors. That is, support vectors are examples whose related coefficients a Ã i are nonzero.
Unbalanced support-vector machines
Unbalanced land-use-change data are those in which the unchanged data overwhelm the changed data. Since the number of unchanged samples is much larger than that of changed samples, the objective function of the optimization problem will initially be dominated by the unchanged samples. The optimization process will sacrifice the performance of changed samples in order to minimize the overall loss.
The literature study showed that, although SVMs are known to perform well regarding misclassification error, they also have been recognized as providing skewed decision boundaries for unbalanced classification losses (Grandvalet et al, 2005) . Huang et al (2002) suggested that replicating the samples of the smaller class, such that the two classes have approximately the same size, can avoid the performance degradation for an unbalanced dataset. However, the replication of the samples will result in an increase in the size of the training set and thus increase the computational burden. Hence, a better approach is required to iron out this problem. In this research an optimal separating hyperplane using different losses for positive and negative examples (Morik et al, 1999 ) was adopted to address unbalanced training data. Considering different weights for positive loss and negative loss, the optimization problem of SVMs is changed to: 
The new problem can be solved using a technique similar to that of the standard SVMs. Another issue for the improved SVMs concerning unbalanced data is the selection of the trade-off between the loss of positive data and negative data. Based on Bayes's decision theory, Lin et al (2002) suggest that the ratio of the coefficients C and C should be equal to the ratio of both the false positive and negative losses. An approximate setting is to let the ratio of the coefficients C and C À equal that of the ratio of the number of negative and positive samples.
Implementation
In order to verify the performance of the proposed model, an SVM land-use-change modeling framework was developed and the land-use changes in Calgary, Canada 1985^2001 were used as a case study. Some practical issues needed to be solved when applying SVMs on a specific application önamely, the regularization parameter selection and the kernel selection were addressed. The performance of the unbalanced SVMs was also compared with that of a well-studied land-use-change modeling approachönamely, spatial logistic regression. The comparison demonstrates better performance by unbalanced SVMs in modeling Calgary's land-use change from 1985 to 2001, especially on the capacity and efficiency to classify the changed land uses.
Study area
Calgary is located in southern Alberta on the eastern edge of the Rocky Mountain foothills at the merging of the Bow and Elbow rivers (figure 3). Calgary is the largest city in Alberta and the fifth largest in Canada. Calgary covers an area of about 720 km 2 and thus a 25 km Â 35 km rectangle should be sufficient to include it. The population in Calgary is nearly 1 000 000.
In the past two decades Calgary has experienced tremendous economic growth. This growth expresses itself not only in a substantial increase in the urban population, but also in the fast expansion of the urban area. The expansion indicates a transformation of vacant and agricultural land use to construction of urban fabrics including residential, industrial, and infrastructure developments.
Data preparation and processing
Considering previous literature, the context of Calgary, and the data availability, this study included the following data in the land-use-change model: chronological land-use data, demographic data, transportation data (major roads and light rail transit lines), elevation data, a community map, a city amenity map, a community service center map, and a shopping center distribution map. The land-use data were classified from Landsat TM (thematic mapper) and ETM (enhanced thematic mapper plus) images. Six Landsat TM and ETM images acquired in the same season were available for the study area for the years of 1985, 1990, 1992, 1999, 2000, and 2001 . They were classified using the eCognition 2.1 software (figure 4). The 1990 TM image was resampled to a new image with pixel size 28.5 m Â 28.5 m, in order to be consistent with other images. The land-use types in each year were classified into`built-up',`non-built-up', and water body', with the same resolution. Water bodies were considered unsuitable for development.
Like most land-use-change models, the model used in this study is also cell based. All these data were processed and compiled in ESRI ArcMap (ESRI Inc., Redlands, CA). Raster layers were constructed using a cell size of 28.5 m, which is consistent with the resolution of land-use images.
These layers were compared in order to map out the changes over different periods. Table 1 lists the numbers of changed and unchanged cells in each period. Clearly, as shown by the change rate (100 Â number of changed cells/number of the total cells), the changed cells only account for a small portion of the whole dataset and the unchanged cells significantly overwhelm the changed cells. Such an unbalance issue was addressed using unbalanced SVMs, as discussed later in this paper. On the basis of the causal factors identified in our previous land-use-change modeling research (Xie et al, 2005; 2006) , nine causal factors were considered in this study. A summary of these causal factors is shown in table 2.
Three categories of causal factors were employed: (1) site-specific characteristics, (2) proximity, and (3) neighborhood characteristics. Since population is a leading force propelling global land-use change, it is considered to be a chief predictor of land-use change. Slope has a great impact on construction feasibility and cost. Also, slope is an important site-specific characteristic which affects land-use-change probability. Proximity is a prime cause of urban expansion. Proximity variables measure the minimum Euclidean distances to the nearest transportation network (road/light rail transit), downtown area, city amenities, community service centers, and shopping malls, respectively. For neighborhood characteristics, the distance decaying mechanism of various factors is signified by the type and size of the selected neighborhood. In this study, an extended Moore neighborhood with a four-cell (about 114 m) radius was selected after evaluating the effect of neighboring impacts in current land-use distribution and its distance decaying effects.
SVM modeling framework
An SVM land-use-change modeling framework was developed using the C programming language. The modeling framework was integrated into ArcMap as an extension so as to make use of ArcMap's powerful spatial data processing and visualization capacity. Figure 5 gives an overview of the main components of the SVM land-use-change modeling framework.
The land-use data and causal-factor data were imported into ArcMap. Land-use layers of different years were then sent to the land-use-change detection module. A postclassification comparison method was developed to detect land-use changes over the periods 1985^90, 1990^92, 1992^99, 1999^2000, and 2000^01 . Bitemporal change maps were generated by overlaying individual classifications. The cells remaining in non-built-up land use and the cells that changed their land use from non-built-up to built-up were collected for the binary land-use change modeling. The causal-factors assembling module linked the related cells in different causal-factor layers of the same year together and constructed an attribute vector for each cell. The attribute vectors were then able to be combined with the land-use changes detected, in order to generate a set of labeled vectors. The vectors were candidates for model training and evaluation. In this study the size of vectors that are valid for training and testing for each period totaled 542 395. A small set of the vectors (ie 10 000 in our case) was selected for training by the spatial sampling module. This training dataset was sent to the SVM Table 2 . Summary of causal factors for the land-use-change model.
Causal factor Description
Pop Dens population density of the cell Slope slope of the cell Dist LRTSta distance from the cell to the nearest light rail transit station Dist Road distance from the cell to the nearest major road Dist CityCen distance from the cell to the downtown area Dist Amenity distance from the cell to the nearest city amenity Dist CommServ distance from the cell to the nearest community service center Dist Shopping distance from the cell to the nearest shopping center Per Avail percentage of available land in the surrounding area classification module to find an optimal separating hyperplane in kernel-incurred high-dimensional feature space. Sequential minimal optimization was implemented to solve the quadratic optimization problem in unbalanced SVMs in order to calculate the optimal Lagrange multipliers for each vector in the training set. A small set of support vectors with nonzero Lagrange multipliers can be detected to represent the boundary between two classes and to predict the possible label of any unseen vector from the same distribution of the training set. In order to evaluate the stability and the generalization performance of SVMs for land-use-change modeling, ten sets of nonoverlapped samples other than the training set were randomly selected from the candidate vectors of each year (ie 542 395 vectors). Each of these ten sets accounted for 5% of the related candidate vectors. The performance evaluation module calculates the percentage of correct prediction (PCP) in three formsöthat is, overall prediction accuracy (PCP o ), change modeling capacity (PCP c ), and change modeling efficiency (PCP e ). Here, PCP o measures the concordance between a classification and the actual land-use change, which indicates the overall modeling accuracy achieved by a classifier. PCP c is measured by the percentage of changed land cells whose land-use change can be predicted by the model. It reveals the capacity of the classifier to detect the land-use change. The higher the PCP c , the more the changed land cells can be correctly predicted. PCP e measures the percentage of correctly predicted changed land cells over the total land cells classified as having changed. It exhibits the efficiency of the classifier to detect the land-use change. A higher PCP e indicates the model can predict the changed land cells with fewer incorrect predictions and thus a higher efficiency.
Experimental results and analysis
Parameter and kernel function selection
The performance of SVMs is sensitive to the configuration of SVMs, which includes the regularization parameter C, kernel function type, and parameter. However, SVM configuration is problem dependent and has to be established for each new training dataset. The regularization parameter C is used to control the trade-off between the empirical risk and the model complexity. A large C will lead to a complex model that minimizes the empirical risk and thus tends to overfit the training set. On the other hand, a small C will lead to a simple model that minimizes the model complexity and thus cannot model the underlying pattern effectively. Therefore, an optimal regularization parameter C should be identified to better trade off the model complexity and the empirical risk, and thus gain the best generalization performance.
Cross-validation should be used to search for the optimal C on a logarithmic scale. In this research C values of 0.1, 1, 10, 100, 1000, and 10 000 were tested to explore the impact of different regularization parameters on the performance of SVMs. Figure 6 shows the PCP (ie PCP o ) of the standard SVMs with dot kernel and different regularization parameters. It is clear that the standard SVMs with regularization parameter C 10 have the best PCP.
The kernel function maps the input space into a high-dimensional feature space and converts the nonlinear boundary between two classes in the input space into a linear one in the feature space. Hence, the efficiency of the kernel function in converting the nonlinear boundary to a linear one will greatly affect the performance of SVMs. The proper selection of a kernel function relies on the understanding of the data pattern, which requires in-depth domain knowledge. Currently, the most commonly used kernel function and parameter selection approach is the grid-search approachöthat is, trying different kernel functions with different parameter settings and comparing their performance. This study uses a similar strategy. First, we compared the performances of SVMs for different parameter settings of two widely used kernel functionsönamely, the polynomial kernel and radial basis function (RBF)öand found the best parameter setting for each kernel type. The performances of different kernel functions öwhich included dot kernel, polynomial kernel, and RBF kernelöwere then evaluated. Figure 7 shows a comparison of the performances of the dot kernel, polynomial kernel, and RBF kernel with optimal parameter settings. It can be seen that the RBF kernel with g 15 could achieve PCPs higher than 96% for all land-use-change training data in different periods. Thus, it can be treated as the optimal setting for the land-use-change modeling of Calgary during the period 1985^2001.
Comparison of SVMs with spatial logistic regression
The experiment results (figure 7) clearly show the high performance of SVMs on modeling land-use change. However, before drawing a conclusion on the suitability of a new method for a specific application, it is important to compare its performance with other widely accepted methods in the same application. SLR, a statistical method widely used in land-use-change modeling for many years, was selected to be compared with SVMs. There were two main reasons for selecting SLR. The first was that SLR has received extensive study and shown great success in land-use-change modeling (Wu and Yeh, 1997; Xie et al, 2005; 2006) . The second reason is SLR's close relation to SVM; both methods aim to solve binary classification problems and use a similar loss function. The major difference is that SLR aims to minimize the empirical risk and SVMs aim to minimize the upper boundary of expected risk (SRM). The performances of SVMs with optimal configuration (regularization parameter C 10; RBF kernel with g 15) were compared with those of SLR. Figure 8 shows the comparison of the mean and standard deviation of overall prediction accuracy (PCP o ), capacity (PCP c ) and efficiency (PCP e ) in predicting land-use change. It should be noted that the indicator, standard deviation, shows the stability of the classifier's performance. The comparison shows SVMs are superior to SLR in terms of the overall prediction accuracy and achieved a more stable performance than SLR. Moreover, SVMs are much better than SLR both in change prediction capacity and in efficiency. Nevertheless, the performance of SVMs depends greatly on the settings of the SVM model parameters and the grid-search approach was adopted in this study. A more efficient approach should be designed to identify the optimal model parameters with regard to a specific dataset. Some other limitations also exist in our case study. For example, only nine causal factors were considered, owing to data unavailability for other factors. The inadequacy in causal factors, especially the missing of socioeconomic factors, may degrade the model performance of SLR and SVMs. Besides these, although the case study showed the outstanding performance of the proposed SVM modeling framework in predicting land-use changes, its weakness in interpreting the relative importance of causal factors has also been observed. While kernel functions are introduced in SVMs to reduce the computational complexity and a set of support vectors are obtained to represent the boundary of two categories and are used for prediction and simulation, it is hard to indicate the relative importance of each causal factor. Therefore, an explicit approach to interpret the patterns from the optimal kernel function and support vectors still needs to be developed in our future work.
