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Abstract— There are many different index structures for service 
repositories, such as sequential index, inverted index and multi-
level indices that includes three deployments. Different service 
sets maybe have different characteristics that may affect perfor-
mance from different aspects. For a given service set, which in-
dex structure is the most optimal one? To address these issues, 
this paper analyses five indexing models and proposes expecta-
tion of traversed service count to estimate performance of service 
retrieval. Based on these expectation formulas, an optimal de-
ployment method can be identified to maximize efficiency of ser-
vice retrieval. Our experiments first validate correctness of the 
proposed formulas and then validate the effective of the optimal 
method. 
Index Terms—Web service; service composition; service discov-
ery; service storage; service management 
I. INTRODUCTION 
The Service-Oriented Computing (SOC) has emerged as a 
computing paradigm that uses the concept of service to sup-
port the development of rapid, low-cost, interoperable, evolv-
able, and massively distributed applications [1]. The applica-
tion of SOC on the Web is manifested by Web services [2]. 
They are modular web based applications that implement a 
collection of functions or operations that are made available 
through standardized web protocols and are described using 
standardized description languages [3]. The emergence of 
Internet-based standards, including the Simple Object Access 
Protocol (SOAP), the Web Services Description Language 
(WSDL) and the Business Process Execution Language for 
Web Services (BPEL4WS) have also promoted the wide ap-
plication of Web service in many areas such as business, fi-
nance and tourism [4]. Big companies like IBM, HP, Mi-
crosoft and Sun successively introduced their Web services 
development tools, such as IBM’s WebSphere, Mi-
crosoft’s .NET, etc., which are all have greatly contributed to 
the increase in the number of Web services. 
As the number of available Web services is rapidly increas-
ing, service discovery and composition become two of most 
important research topics for both industry and academia 
since they can satisfy users' diverse requirements [5-8]. Re-
sponse time is an important factor of Quality of Service 
(QoS). Abundant services can facilitate users' diverse re-
quirements. However, its large quantity increases the response 
time of service discovery and composition. Therefore, it is a 
desired requirement of a storage structure that is easy to use 
and manage and speedup service discovery and composition. 
It means two aspects: one is that the storage structure should 
be easy for service retrieval, addition, deletion and so on; the 
other is that it should be beneficial to both service discovery 
and composition.  
However, unfortunately, there are few works addressing 
this issue except our previous works [9-11] as far as we know. 
Since service composition is time consuming compared 
with service discovery, some works [12-16] proposes their 
service storage structure to reduce composition time. Howev-
er, they do not consider the support to service discovery and 
service manage and maintenance. To address this issue, [10] 
proposes multilevel indices to store services. It is proposed as 
an independent storage model to support service discovery 
and composition. Since it eliminates different redundancies 
contained in the above mentioned methods, its efficiency is 
higher than them and easy to manage and maintenance. [11] 
discusses operations of three index models and their deploy-
ments for different service sets. However, it does not give a 
method to determine which index model is the most optimal 
one for a given service set.  
A difficulty is that there are many different factors that may 
be related with service retrieval performance. For example, 
service count, input parameter count, parameter count in all 
services, how many services share some parameter and how 
many parameters are contained in users' requests. This paper 
tries to give functions to describe their relations between them 
and retrieval performance. If these functions are revealed, an 
optimized index can be selected. This paper analyses perfor-
mance of commonly used service storage structures (including 
sequential and inverted indices) and three multilevel indices 
given in [10, 11], and gives their performance evaluation for-
mulas to help to select an optimal index for a given service 
set. A simulation prototype platform is developed and utilized 
to validate the correctness of the proposed formulas. 
The remainder of this paper is organized as follows. Sec-
tion II reviews related works. Section III introduces three mul-
tilevel index models. Section IV gives performance evaluation 
formulas for five index models. Section V validates correct-
ness of the proposed formulas and optimal method via exper-
iments. Section 6 is conclusion and future work. 
II. RELATED WORK 
Since the number of available services are very large, it be-
comes very important to use a high performance data structure 
  
to store and manage these services and speed up service re-
trieval.  
As mentioned above, there are few works studying service 
storage structure as an independent system. There are only 
some service composition works [3, 8, 12-23] that propose 
storage structure to support their composition methods. These 
proposed methods are generally classified into two categories. 
One is that their storage structures are related with users' re-
quirements, the other is that they are independent of require-
ments. The former method is to construct a structure after re-
ceiving users' requirements, such as [3, 8, 17-22], while the 
latter is to insert a new service into a structure when the ser-
vice is registered, such as [12-16, 23]. 
A composition method proposed by Tang et al. [17] would 
scanning all the registered services in a service repository to 
construct a structure according to a user's requirement. Anoth-
er composition method proposed by Wu and Khoury [19] cre-
ates a tree to represents all possible composition solutions 
according to a user's requirement, which also needs to scan-
ning all services in a repository. Chattopadhyay et al. [3] and 
Shiaa et al. [22] use a graph to represents all possible compo-
sition solution for a given request. Similarly, it also needs to 
obtain the relevant services through scanning all services in a 
repository. Pukhkaiev et al. [18] obtain services with the same 
method as above and then generating list of matching Web 
services and make service composition. From a storage sys-
tem point of view, these structures are not storage structures. 
Their services are stored in a sequence structure actually, or, 
in other words, they do not address the issue of storage. As 
proved by [10, 11], sequence index is time consuming. 
Kwon et al. in [14] and [23] use link index to store ser-
vices. Oh et al. in [13] and [15] use state node network to 
store services. Lee et al. [16] use composition graph to store 
services. Although different names are used, in fact, they 
mean the same structure. This structure is a directed graph, 
where services are its vertexes and edges link different ser-
vices. If a parameter is an output parameter of a service A and 
an input parameter of a service B, then there is an edge point-
ing to B from A. This structure is efficient for service compo-
sition, but it is time-consuming for service addition and dele-
tion and does not support service discovery.  
Chen et al. [8] use an inverted file as data structure to im-
prove the efficiency of construction of Web service composi-
tion tree (WSCT). The inverted file uses parameters as indi-
ces. If a parameter is one of inputs of a service, there is an 
index from this parameter to the service. If it is one of outputs 
of a service, there is an index from the service to this parame-
ter. Then they make a mutual search operation among inputs 
and outputs. Li et al. [12] also use inverted index to store ser-
vices. It stores parameters independently. If a parameter is one 
of inputs of a service, there is an index from this parameter to 
the service. Because of independent storage of parameters, it 
is easy to retrieval service according to parameters. The in-
verted index is an improvement of the above structure and is 
efficient for service composition and discovery and easy to 
maintenance. However, Wu et al. in [10, 11] have pointed that 
the density of service set can lower efficiency of service re-
trieval since its redundancy.  
[10] defines service retrieval that can supports service dis-
covery and composition, and, based on equivalence relation, 
proposes a multilevel index model for service repository. 
Since being free of redundancy, the proposed index is easy for 
maintenance and very efficient for service retrieval, thus to 
service discovery and composition. [11] proposes three mod-
els of the multilevel index for different service sets with dif-
ferent characteristics. It mainly focuses on their operations of 
these models and does not give a directed method to help to 
select them for different service sets. 
This paper, aiming to this purpose, analyses five commonly 
used service storage indices, and gives their performance 
functions to help to select optimal service indices for different 
service sets. 
III. MULTILEVEL INDEX MODEL 
Three models of multilevel indices are proposed by [10]and 
[11] in details. This section gives a brief introduction about 
them. 
A. Framework and Basic Definition 
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Fig. 1.  The framework of the multilevel index. 
 
Fig. 1 shows the framework of the multilevel index. An on-
tology is needed to parse semantic parameters into unique 
characters. For example, a resource space model provides 
such a favorable support[24, 25]. This paper focuses on de-
ployment of the multilevel index. Performance functions of 
different indices are studied to help select an optimized index. 
A service is a black box. It accepts some inputs and pro-
vides some outputs. These input and output parameters can be 
parsed into identifiers by an ontology. Therefore, a service can 
be defined as a simple form. 
Definition 1. A service s=(•s, s•, O), where •s is the set of in-
put parameters, and s• is the set of output parameters. O is a 
set of service attributes, e.g., QoS or description. 
Service retrieval is to find a subset of service according to a 
user's requirement, which can be invoked by service composi-
tion and discovery. Its definition is as follows. 
Definition 2. Service retrieval Re(A, S)={s|•sAsS} 
where A is a given parameter set and S is a service set. 
Definition 3. A user's request can be denoted as Q=(Qp, Qr), 
where Qp is a parameter set provided by the user, and Qr is a 
parameter set required by the user. 
There are two steps to make sure whether a service can sat-
isfy a user's request. The first step is to check whether a ser-
vice s can be invoked by Qp, i.e., •sQp. Service retrieval is to 
find a set of services that can be invoked. The second step is 
to check whether a invoked service can meet Qr, i.e., Qrs•. 
Service discovery is to find a set of services that can meet a 
user's request. Therefore, service retrieval is a necessary step 
of service discovery. A service composition is a series of ser-
vice to meet Qr. therefore, service retrieval can reduce the 
service composition and discovery time. 
There are different kind of redundancies in service sets. 
[10] proposes four level indices, i.e. L4I, L3I, L2I and L1I, to 
deal with them. Since every service repository has different 
characteristics, [11] discusses three deployments in details. 
Each deployment corresponds to an index model. For conven-
ience, nicknames are given to them. Deployment of L4I-L1I is 
called full index. Deployment of L4I-L2I is called partial in-
dex. Deployment of L4I-L3I is called primary index. Next, 
structures of these three models will be briefly introduced. 
B. Full Index 
Full index is deployed by L1I-L4I. It removes information 
redundant to the utmost extent. [10] gives its structure as 
shown in Fig. 2. 
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Fig. 2.  Full index is deployed by L1I-L4I. 
 
S denotes a set of all services in a repository. Cs denotes a 
similar class that is a set of service with the same input and 
output parameters. Cs={s|•si=•sjsi•=sj•, si, sjS}. •Cs and Cs• 
denote a set of parameter, in which •Cs =•s and Cs• =s• for 
sCs. 1 denotes a set of all similar classes. is denotes a set 
of input-similar class with the same •Cs. is={Cs|•Csk=•Csn, 
Csk, Csn1}. •is denote a set of parameter, which •is=•Cs 
for Csis. R2 denotes a set of all input-similar classes. Ck 
denotes a key class that is a set of input-similar class with the 
same key. A key is a parameter used as an index entry. A key 
selection method can select a parameter from the input set of a 
service as a key. Each input-similar class is has a key selected 
from •is. 3 denotes a set of all key classes. К denotes a set of 
all keys. [10] proves a theorem to help to optimize key selec-
tion. Simply, S is a service repository. Services in S are classi-
fied into different similar classes. All services in a similar 
class Cs have the same input and out parameters. Similarly, 
service mapped or covered by an input-similar have the same 
input parameters, and service mapped or covered by a key 
class have the same key. 
L1I is a kind of index between services and similar classes. 
Services with the same input and output parameters are linked 
to a unique similar class. L2I is a kind of index between simi-
lar classes and input-similar classes. similar classes with the 
same input set are linked to a unique input-similar class. L3I is 
a kind of index between input-similar classes and key classes. 
Input-similar classes with the same key are linked to a unique 
key class. L4I is a kind of index between keys and key classes. 
Every key class is linked to the key it has. 
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Fig. 3.  An instance of the full index. 
 
Fig. 3 shows an instance of full index. For convenience, a 
service with {a, b} as its inputs and {c, d} as its outputs is 
written as s:ab®cd.  
Given Q={{a, b}, {c, d}}, we can find that a is a key, but b 
is not a key. Then from the entrance of a, s1 and s2 can be 
found. 
C. Partial Index and Primary Index 
L1I reduces the redundancy caused by services with the 
same input and output parameters. If there are not many ser-
vices with the same inputs and outputs in a repository, L1I 
would have little effect on narrowing the service search space. 
Even it might bring an extra overload. Therefore, the full in-
dex can be compressed into a partial index. It is composed of 
three level indices L2I-L4I. 
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Fig. 4.  Partial index is deployed by L2I-L4I. 
 
Fig. 4 shows the structure of partial index. The level of sim-
ilar classes is removed from the full index. Services with the 
same input parameters are linked to a unique input-similar 
class. Fig. 5 shows an instance of it. 
Since L2I reduces the redundancy caused by the services 
with the same input parameter set. In a service repository, if 
there are not many services shared with the same inputs, simi-
larly to the function of L1I, it would have little effect on nar-
rowing the service search space and might cause an extra 
overload. Then the partial index can be simplified into a pri-
mary index further.  
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Fig. 5.  An instance of partial index. 
 
Fig. 6 shows the structure of primary index. The level of 
input-similar classes is removed from the partial index. Ser-
vices with the same key are linked to a unique key class. Fig. 
7 shows an instance of it. 
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Fig. 6.  Primary index is deployed by L4I-L3I. 
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[10, 11] give their operations including retrieval, addition, 
deletion and replacement. Although [11] proposes these three 
deployment methods, it does not discuss how to select an op-
timal index for a given service set accurately. In this paper, we 
will give their performance formulas. According to them, the 
optimal index can be selected directly and accurately for a 
given service set. 
IV. PERFORMANCE FORMULAS AND OPTIMAL DEPLOYMENT 
METHOD 
There are many different factors that may be related with 
service retrieval performance. For example, service count, 
input parameter count, parameter count in all services, how 
many services share some parameter and how many parame-
ters are contained in users' requests. This section tries to find 
out their relations between them and retrieval performance. If 
these relations are revealed to us, an optimal index can be 
selected for a give service set.  
A. Expected Value of Traversed Service Count 
For a retrieval Re(A, S), there are many services will be 
traversed to be determined whether they are satisfy with the 
retrieval. For different retrieval requests, their traversed ser-
vice counts may be different in a given index model. Howev-
er, different indices have different expected values. Their trav-
ersed service counts vary around the expected value. In other 
word, the expected value is an average value of traversed ser-
vice count. Obviously, if an expected value of index1 is small-
er than one of index2, we can say that efficient of index1 is 
higher than one of index2. Therefore, in this paper, the ex-
pected value of traversed service count is selected as a criteri-
on to determine which index is optimal for a given service 
repository. 
Someone may argue that retrieval time is a more accurate 
and objective value than traversed service count. That is right. 
[11] proposes a sampling test method that uses retrieval time 
as a criterion to make decision. It is an indirect method. Its 
accuracy depends on sample sets. Here, we aim to propose a 
direct, quicker and simpler method to choose index model.  
Different index models have different structures. Therefore, 
their expected values of traversed service count are different. 
Different service sets have different characteristics, such as 
service count and parameter count. According these character-
istics and the proposed formulations of expected values, the 
optimal index can be decided. 
In this section, sequential index, inverted index and three 
multilevel indices are analyzed. Their functions of expected 
value of traversed service count for a retrieval request are pro-
posed based on an assumption that invoked frequencies of all 
services are equal. 
For convenience, the expected value of traversed service 
count for a retrieval request in index1 is called expectation of 
index1. 
B. Expectation of Sequential and Inverted Indices 
Sequential index is also known as non-index. All services 
are stored in a sequential structure, such as list. For a retrieval 
request, all services will be traversed and checked whether 
they match the request. Of course, it is not an efficient index. 
It is as a base line in here. 
Since all services would be traversed, expectation of se-
quential index is easy to be defined, which is shown as fol-
lows. 
| |sE S   (1) 
where Es denotes expectation of sequential index, and |S| 
denotes service count in a service repository S. 
s1:ab®cd s2:ab®cd s3:ad®ce s4:ad®ef s5:cd®gh
 
Fig. 8.  A service set that contains five services. 
 
Fig. 8 presents a service set containing five services. Es=5 
because of |S|=5. 
Inverted index is one of the most popular indices [10-12]. It 
can narrow search space and improve retrieval efficiency. [10, 
11] have discussed its advantages and disadvantages and giv-
en their explanations in details. 
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Fig. 9.  An example of inverted index. 
 
Fig. 9 shows an example of inverted index. There is a link 
between a parameter and a service if the service uses the pa-
rameter as an input parameter. Given Qp={a, b}, from a, s1 
and s4 will be traversed; from b, s1 and s2 will be traversed. 
Finally, s1 will be returned for Re(Qp, S). From the example, 
we can find that only a part of the service set is traversed. This 
is the reason why it can narrow search space. However, s1 is 
accessed twice. This is the reason why it contains redundancy 
that can be eliminated by three multilevel index models.  
Expectation of inverted index can be defined as follows. 
| |
| |
i r
i
p p
E S
P

    (2) 
Where Ei denotes expectation of inverted index, pi denotes 
average count of input parameters of each service in service 
set S, pr denotes average count of parameters of each retrieval 
request, and |P| denotes parameter count of all service inputs. 
Ei can be explained as follows. All services have pi|S| in-
dex items. They are scattered on P. pi|S|/|P| means service 
count linked by a parameter. Then pi|S|pr /|P| denotes how 
many services will be traversed for a retrieval request. 
Clearly, if pi|S| is greater than |P|, its efficiency will lower 
than sequential index. Our experiments also proved this point. 
In Fig. 8, |S|=5, |P|=4 and pi =2. Then Ei=2.5pr. 
C. Expectation of Three Multilevel Indices 
Epr denotes expectation of primary index, and |К| denotes 
key count. Then Epr can be calculated by the following formu-
la. 
| | | |
| | | |
pr r
К S
E p
P К
     (3) 
|К|/|P| means that all keys are scattered on |P|. |К|pr/|P| 
means how many keys are contained in each request. |S|/|К| 
means how many services are linked by a key. Therefore, Epr 
denotes how many services would be traversed in a retrieval.  
After simplification, Epr is as follows. 
| |
| |
r
pr
p
E S
P
    (4) 
If |S| and |P| are fixed, Epr relates to pr only. Since pr|P|, 
then EprEs. Since prpipr, then EprEi . Therefore, in the 
worst case, the efficiency of the primary index is not lower 
than sequential and inverted indices. 
A service set shown in Fig. 8, its Epr=1.25pr. 
Ept denotes expectation of partial index. It can be estimated 
by the following formula. 
2| || |
| | | |
pt r
К
E p
P К

     (5) 
Similar to Epr, |К|pr/|P| means how many keys are con-
tained in each request. In partial index, if an input-similar 
class satisfy a retrieval request, all services contained in the 
class can satisfy the request. Then |S| can be replaced with 
|R2|. The simplified Ept is as follows. 
2| |
| |
r
pt
p
E
P
     (6) 
Since |R2||S|, EptEpr. Therefore, efficiency of the partial 
index is equal to or higher than the one of the primary index. 
However, if there are not many services sharing the same in-
put parameters, the partial index may be slightly slower than 
the primary index since complicated structures. 
A service set shown in Fig. 8, its Ept=0.75pr because of 
|R2|=3. 
Efl denotes expectation of full index. L1I cannot speedup 
service retrieval, thus Efl=Ept. L1I can speedup service discov-
ery, thus it is kept in the full index. 
2| |
| |
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     (7) 
For the same reason, the efficiency of the full index may be 
slightly lower than one of the partial index since complicated 
structures. 
D. Optimal Deployment 
From the above analysis, we know that EsEprEpt=Efl and 
EiEprEpt=Efl. Therefore, the question of selection of an op-
timal index becomes how to select a multilevel index. 
According to the formulas of Epr, Ept and Efl, their differ-
ence are |S| and |R2|. If |S|=|R2|, then Epr=Ept=Efl, and the pri-
mary index should be selected, since its structure is simpler 
than the two others and its addition and deletion operations 
are more efficient than theirs. If |S|>|R2|, then EprEpt=Efl. Par-
tial index or full index should be selected. Their efficiency 
about service retrieval are the same. Addition and deletion of 
partial index is more efficient than that of full index. If 
|S|>|1|>|R2|, Service discovery of full index is more efficient 
than one of partial index. Therefore, there is a tradeoff. Under 
the condition of |S|>|1|>|R2|, if service addition and deletion 
are more than service discovery, partial index is recommend-
ed; if service discovery is more than service addition and dele-
tion, full index is recommended. How to set a threshold for 
this tradeoff is a further question of our work and beyond the 
scope of this paper that focuses on how to select an optimal 
index for service retrieval. 
An efficient method to obtain |R2| and |1| is to create a full 
index. The selection method is as follows. 
Algorithm 1. Selection of an optimal index for service re-
trieval based on expectation. 
Input: S. 
Output: Optimal index. 
Step 1. Create a full index for S and obtain |S|, |R2| and |1|. 
Step 2. If |S|=|R2|, then create a primary index and return it. 
Step 3. If |S|>|1|>|R2| and service discovery is more than 
service addition and deletion, return the full index. 
Step 4. Create a partial index and return it. 
V. EXPERIMENTS 
Performance of query and maintenance operations have 
been tested and discussed in our previous works [10, 11]. Ex-
periments in here are to validate correctness of the proposed 
formulas and the optimal selection method. Next, we first test 
whether the traversed service count conform with expectation.  
Datasets used in experiments are synthetic according to dif-
ferent parameters. Given |S|, |P|, pi, pr and |R2|, expectations of 
five indices can be calculated. Their initial values are set to 
|S|=10000, |P|=1000, pi=10 and pr=32 and. Each test contains 
11 datasets, and each datasets includes 100 retrieval queries. 
For each index, four tests are conducted to verify impacts of 
different parameters. 
A. Validation of Expectation 
Expectation of sequential index Es is simple and obvious. It 
is not tested. Expectation of inverted index Ei is tested as fol-
lows. Fig. 10, shows the inverted index’s expectation Ei and 
its retrieval time changing with |S|. Service count |S| increases 
from 10,000 to 20,000. From the formula of Ei, we know that 
|S| is directly proportional to Ei. Therefore, Ei increase accord-
ingly. The traversed service count very closes to expectation. 
Along with the increasing of traversed service count, retrieval 
time also increases correspondingly. Fig. 11 and Fig. 12 show 
the experimental results of pi and pr separately. pi increases 
from 10 to 20, and pr increases from 20 to 30. They are also 
directly proportional to Ei. Therefore, they have the similar 
experimental results to |S|. Ei, traversed service count and re-
trieval time increase accordingly. The traversed service counts 
very close to the expectations. 
 
Fig. 10.  The inverted index’s expectation Ei and its retrieval time changing 
with |S|. Experimental results show that they conform to the expectation. 
 
 
Fig. 11.  The inverted index’s expectation Ei and its retrieval time changing 
with pi. Experimental results show that they conform to the expectation. 
 
Parameter set size |P| is inversely proportional to Ei. Fig. 13 
shows the results. |P| increases from 1000 to 2000. Ei decreas-
es from 320000 to 160000. The traversed service count also 
conforms to expectation. Retrieval time decreases too. 
Fig. 14, Fig. 15, Fig. 16 and Fig. 17 shows the experimental 
results of the primary index. |S| and pr are directly proportion-
al to expectation Epr. Different from the inverted index, pi 
does not affect Epr. |P| is inversely proportional to Epr. The 
experimental results shown in Fig. 14, Fig. 15, Fig. 16 and 
Fig. 17 prove above conclusions.  
 
 
Fig. 12.  The inverted index’s expectation Ei and its retrieval time changing 
with pr. Experimental results show that they conform to the expectation. 
 
Fig. 13.  The inverted index’s expectation Ei and its retrieval time changing 
with |P|. Experimental results show that they conform to the expectation. 
 
Fig. 14  The primary index’s expectation Epr and its retrieval time changing 
with |S|. Experimental results show that they conform to the expectation. 
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Fig. 15  The primary index’s expectation Epr and its retrieval time changing 
with pi. Experimental results show that they conform to the expectation. 
 
 
Fig. 16  The primary index’s expectation Epr and its retrieval time changing 
with pr. Experimental results show that they conform to the expectation. 
 
 
Fig. 17  The primary index’s expectation Epr and its retrieval time changing 
with |P|. Experimental results show that they conform to the expectation. 
 
Experimental results of the partial index and full index are 
not listed. Because they are very similar to that of primary 
index. The difference is that Ept and Efl change with |R2| in-
stead of |S|.  
B. Verification of Algorithm 
Since the differences of retrieval performance between the 
primary index, partial index and full index are very smaller 
than the differences of retrieval performance between sequen-
tial index, inverted index and multilevel indices, it is hard to 
see clearly to put all the results in a figure. Therefore, the mul-
tilevel indices are compared separately.  
Given |P|=1000, pi=10 and pr=32, |S|=|R2| and |S| changing 
from 10000 to 20000, it is easy to obtain that Epr=Ept=Efl 
<Ei<Es, then the algorithm will return the primary index as the 
optimal index. Fig. 18 and Fig. 19 show the comparisons of 
traversed service count and retrieval time respectively. They 
prove the primary index is the best one among these three 
indices.  
Fig. 20 shows the retrieval time of three multilevel indices. 
Since |S|=|R2|, their retrieval times are very close to each other. 
Given |P|=16, pi=5, |S| changing from 10000 to 20000, and 
|R2| changing from 3942 to 4324, then |S|>|R2|, i.e., 
Epr >Ept=Efl. That means primary index would cost much time 
to retrieval than partial and full indices. Retrieval time of par-
tial and full indices are very close since Ept=Efl. Fig. 21 proves 
these points. 
All experimental results prove that the proposed expecta-
tions and the optimal selection method are correct.  
 
 
Fig. 18  Comparisons of traversed service count of three indices. 
 
 
Fig. 19  Comparisons of retrieval time of three indices. 
 
 
Fig. 20  Comparisons of retrieval time of three multilevel indices. 
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Fig. 21  Comparisons of retrieval time of three multilevel indices. 
 
VI. CONCLUSION 
This work analyses sequential index, inverted index, prima-
ry index, partial index and full index and gives their expecta-
tion formulas of traversed service count for service retrieval. 
These expectation formulas reveal relationships between ser-
vice set size, parameter set size, parameter count of service 
and parameter count of retrieval request and retrieval perfor-
mance. Based on the expectation formulas, a method to select 
the optimal index for service retrieval is proposed for a given 
service set. Experimental results show that traversed service 
counts conform to their expectations and the selection method 
can find the optimal index correctly. 
An assumption for these expectations is that average distri-
bution is based for service invoking. A fact may be that aver-
age distribution perhaps be too ideal because some services 
are "hot" and invoked frequently while others are "cold" and 
seldom invoked. Then a further question is to study their ex-
pectations based on non-average distribution. 
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