In this paper, we present improved inapproximability results for the k-level uncapacitated facility location problem. In particular, we show that there is no polynomial time approximation algorithm with performance guarantee better than 1.539 unless NP is contained in DT IM E(n O(log log n) ) for the case when k = 2. For the case of general k (tendining to infinity) we obtain a better hardness factor of 1.61.
Introduction
Facility location problems are widely researched both in the fields of Operations Research and Theoretical Computer Science. Numerous practical applications of facility location models appear in various contexts such as inventory and supply chain management, web-server placement, tool selections, etc. The most standard and widely known problem is the uncapacitated facility location problem (also known as the simple plant location problem in the OR literature): In this problem we are given a set of potential facility locations F and a set of demand points D. Each point/facility i ∈ F has an associated opening cost f i . Once some facility i ∈ F has been opened it can provide an unlimited amount of supply to the various clients. A client j ∈ D has a demand that must be shipped from one of the open facilities. It is common to assume that transportation costs of demand transferred from facility point i to demand point j are proportional to the distance c ij between them and that c is a metric, i.e., c ii = 0 for all i ∈ F , c ij = c ji for all i, j ∈ D ∪ F and c ij + c jk ≥ c ik for all i, j, k ∈ D ∪ F . The goal is to determine a subset of potential facility points to open that minimizes the sum of total opening costs of facilities and total service costs of all demand points from open facilities. The uncapacitated facility location problem (UFLP) is well-studied from both the theoretical point of view and the practical side -see the following books and surveys for a more detailed exposition [13, 25, 27] . While the general UFLP problem is NP-complete, exact polynomial time algorithms are known only in very restrictive settings [4, 21] . There is also considerable work from the point of view of approximation algorithms. Starting with the work of Shmoys, Tardos and Aardal [26] , UFLP has really served as a test-bed of different techniques such as local search, LP rounding, primal dual and greedy methods [17, 11, 10, 28, 18, 24, 9, 22] . Currently, the best known algorithm due to Li [22] has an approximation guarantee of 1.488. On the negative side, Guha and Khuller [17] proved that for any ε > 0, there is no approximation algorithm with performance guarantee α − ε unless N P ⊆ DT IM E[n O(log log n) ], where α ≈ 1.463. The result uses Feige's inapproximability result [14] for the set cover problem. One of the classical generalizations of the UFLP is the k-level (or multi-level) uncapacitated facility location problem. In this problem we are given a collection of facilities for each of k levels, and a set of clients. Every client j ∈ D has to be serviced by a path that visits a sequence of k open facilities, one from each level (in the order k, k − 1, . . . , 1). The goal is to open a subset of the facilities that minimizes the sum of the total opening cost of the facilities and the total connection cost of the paths servicing the clients. The multi-level uncapacitated facility location problem usually arises when one needs to locate warehouses and distribution centers in a hierarchical distribution network, say modeling supply chains. More applications as well as heuristics and enumerative approaches can be found in [20] , [31] , [30] , [7] , and [2] . The first algorithm with a provable approximation guarantee was due to Aardal, Chudak and Shmoys [1] who designed a 3-approximation algorithm based on randomized rounding of the optimal solution of an LP relaxation. While this algorithm has a polynomially bounded running time and the best known approximation guarantee, it needs to solve an LP relaxation with an exponential number of variables (and hence go via the dual, which admits an efficient separation oracle). Efficient combinatorial approximation algorithms were designed in the sequence of papers [8, 3, 5] albeit with worse approximation guarantees. Subsequently, Gabor and van Ommeren [15] designed a compact linear programming relaxation with polynomially many decision variables and a rounding procedure with the performance guarantee similar to that of [1] . For the special case of k = 2 (i.e. the 2-level facility location problem), Zhang [32] designed a 1.77-approximation algorithm by using a clever combination of randomized rounding and greedy approaches. While prior experimental research for uncapacitated facility location problems seems to indicate that the k-level uncapacitated facility location problem is computationally more difficult than the single level problem there were no theoretical results to support this claim to the best of our knowledge. The only inapproximability result known for the general problem was the negative result for UFLP [17] .
Our Results. In this work we show that there is no polynomial time approximation algorithm for the 2-level uncapacitated facility location problem with performance guarantee better than 1.539 unless N P ⊆ DT IM E(n O(log log n) ). An interesting outcome of our result shows that the two-level problem is computationally harder than the single level problem, since there exists a 1.488-approximation algorithm for the UFLP [22] . Extending this result to higher values of k, we show an inapproximability bound of 1.61 for the general k-level uncapacitated facility location problem (as k → ∞). We present the complete proof of the 2-level case first since (i) it establishes the computational separation from the basic UFLP, and (ii) it provides the necessary groundwork for our general reduction.
Related Work. There are many natural generalizations of the uncapacitated facility location problem motivated by the real-life applications, such as having hard or soft capacities, multiple levels of facilities, dependence of opening costs on the number of clients served, etc. Prior to our work, all negative results for these extensions were shown using the standard set cover hardness [6, 29] , and there were no techniques to have a finer scale of intractability for these models. We believe that our general approach could be used to derive inapproximability bounds for other extensions of the uncapacitated facility location problem.
Preliminaries

Problem Definition
In the k-level facility location problem, we are given a set of potential facility locations F = F 1 ∪ · · · ∪ F k where the F t 's are (possibly overlapping) facility locations at level t, and a set of demand points D. These vertices are connected by a metric c : F ∪ D → R ≥0 . Each facility i ∈ F has an associated opening cost f i . Each client j ∈ D must now be serviced by a sequence of k open facilities i k ∈ F k , i k−1 ∈ F k−1 , . . . , i 1 ∈ F 1 in that order, and it incurs a connection cost equal to the total length of the path connecting the vertices
The goal is to open a subset of the facilities that minimizes the sum of total opening cost of the facilities and the total connection cost of all clients.
Inapproximability of the Max Coverage Problem
An instance I = (X, S) of the classical set cover problem is defined as follows: we are given the ground set X = {e 1 , e 2 , . . . , e n } and S = {S 1 , S 2 , . . . , S m } ⊆ 2 X . The goal is to choose the minimum number of sets O ⊆ S such that ∪ Si∈O S i = X. Feige [14] showed that for any ε > 0 there is no (1 − ε) ln n-approximation polynomial time algorithm for this problem unless N P ⊆ DT IM E(n O(log log n) ); this result tightly matches the performance guarantee of the classical greedy algorithm [12, 19, 23] . An instance of the closely related Max Coverage problem consists of an instance I = (X, S, l) where X is the ground set, S is a collection of subsets of X, and l ≤ m is an integer specifying the budget. The goal is to select l sets S i1 , . . . , S i l and cover as many elements of the ground set as possible. Feige [14] shows that it is NP-Hard to approximate this problem to within a factor better than 1 − 1/e. In particular, he shows that it is NP-hard to distinguish if a given instance has l sets to cover the entire ground set or if any l sets can cover at most (1 − 1/e) fraction of the ground set. Informally, our hardness reduction uses the following separation result (which is an extension of the hardness stated above) for a given Max Coverage instance I = (X, S) with budget l. For any constants B ≥ 1 and ε > 0, it is NP-hard to distinguish between the following two cases: (i) There exist l sets which cover the entire ground set X, or (ii) For all β ∈ (0, B], every collection of βl sets can cover at most (1 − e −β + ǫ)|X| elements. While we strongly believe that the above result is true for the hard instances created in [14] , in this paper, we only formally prove a weaker version of the above statement which is based on on the assumption that N P DT IM E(n O(log log n) ). We begin by stating a reformulation of Feige's result for set cover.
Theorem 2.1 Suppose there exists a polynomial time algorithm, which for some constant δ ′ > 0, can distinguish between the following two cases given a set system (X, S) and a parameter l:
There exists a set cover of the ground set X with l sets, (ii) [Soundness] Any collection of l(1 − δ ′ ) ln n sets does not cover the ground set X completely. Then N P ⊆ DT IM E(n O(log log n) ).
We now formally describe the hardness result for Max Coverage we require.
Theorem 2.2 Suppose there exists a polynomial time algorithm, which for some constants B ≥ 1 and ε > 0 such that ε < e −B has the following property: Given any instance (X, S, l) of Max Coverage with optimal value equal to |X| (i.e., there exist l sets that cover the ground set X completely), the algorithm picks a collection of βl sets for some β ∈ [0, B] which can cover (1 − e −β + ε)n elements. Then N P ⊆ DT IM E(n O(log log n) ). Note that we allow the algorithm to pick different values of β for different instances of the problem.
Proof: Suppose that for some B ≥ 1 and ε > 0, there exists an algorithm A for Max Coverage that picks a collection of βl sets (for some β ∈ [0, B]) that covers at least (1−e −β +ε)n elements on instances with optimal value equal to n. Then we would like to use this algorithm repeatedly to find a valid set cover of size less then l(1 − δ) ln n for some constant δ > 0, which by Theorem 2.1 would imply that N P ⊆ DT IM E(n O(log log n) ) (since we can use this algorithm to distinguish between the two cases). Indeed, suppose we are given a set cover instance I = (X, S) for set cover along with parameter l from Theorem 2.1, such that there is are l sets which can cover the entire universe. Then our algorithm does the following: we repeatedly run A on the Max Coverage instance (Y, S, l), where Y is the currently uncovered set of elements, initially set to Y := X; Furthermore let S ′ = ∅ denote our initial partial solution to the set cover instance I. After the i th run of algorithm A on instance (Y, S, l), suppose it selects a collection S i of β i l sets that cover at least (1 − e −βi + ε) fraction of Y (recall that the optimal l cover can cover all of Y ). We then include the sets in S i in our (partial) set cover solution S ′ and update Y by removing the elements just covered. We stop this process at the first iteration i * when Π i * i=1 (e −βi − ε) < 1/n. Clearly at this point, the fraction of uncovered elements is at most 1/n, and therefore S ′ must be a valid set cover for X. Let us now estimate the worst case size of S ′ using the guarantees of A. Indeed if the algorithm terminates after i * iterations, then it must satisfy the condition Π i=1 (e −βi − ε) = 1/n is that all partial derivatives of the Lagrange Function are set to 0. In particular, we get that all β i 's (for 1 ≤ i ≤ i * − 1) are the same in a maximizer, and therefore get the following bound on i * :
Therefore, the total number of sets picked is at most βl(i * − 1) + Bl ≤ l β ln n/(β − ln(1 − e β ε)) + B , which is at most (1 − δ ′ )l ln n, where δ ′ is some small constant that depends only on B and ε, provided n is sufficiently large (again larger than a constant which depends only on B and ǫ ′ ). Therefore if there is a set cover of size l, we have found one of size at most l ln n(1 − δ ′ ) and therefore we can use such an algorithm to distinguish between the two cases of Theorem 2.1 in polynomial time, for the above parameter δ ′ . But this is impossible unless N P ⊆ DT IM E(n O(log log n) ). Historical Notes. Two similar results were previously proved by Feige [14] (Proposition 5.2) and Guha and Khuller [16] (Lemma 3.1 in the conference version [16] ; does not appear in the journal version [17] ). Feige [14] also proved a stronger non-approximability result for the Max Coverage Problem (Theorem 5.3) which rules out good approximations under the weaker assumption of P = N P . The authors of this paper strongly believe that these techniques can also be extended to yield a similar improvement for Theorem 2.2.
The Two-Level Facility Location Problem
In this section we prove that it is hard to approximate the two-level uncapacitated facility location problem to within a factor of 1.539. In particular, we show that if there is some constant ε > 0 and an approximation algorithm (with factor 1.539(1−ε)) for the two-level facility location problem, then there exist constants B ≥ 1 and ε ′ > 0 and an algorithm A that satisfies the conditions stated in Theorem 2.2. Our inapproximability result then follows under the assumption that N P DT IM E(n O(log log n) ). At a high level, the reduction works via a direct-product style construction in the following way: we "embed" the hard instance of Max Coverage between both the level-1 facilities and level-2 facilities, and the level-2 facilities and clients. It is instructive to think of it in the following manner: there is one layer of the Max Coverage instance between the level-1 facilities and the n client blocks. This is identical to the Facility Location hardness. Now, consider each client block-facility edge in this graph, and place a unique copy of the same Max Coverage instance here, i.e., we create n more clients at location of each original client block and m level-2 facilities on this edge. We then show that the cost of a feasible solution to the facility location instance is small if and only if it encodes a good solution (like one that the algorithm in Theorem 2.2 outputs) to one of the embedded hard instances of Max Coverage. And indeed, because we can place more copies of the Max Coverage instance, the hardness factor is amplified as k gets larger; the details appear below.
Reduction from Max Coverage
Suppose we are given an instance I = (X, S) of the Max Coverage problem with parameter l where X = {e 1 , e 2 , . . . , e n } and S = {S 1 , S 2 , . . . , S m } such that the optimal value is n (i.e., there exist l sets to cover the entire ground set X). Recall that we can assume we know the value of OPT because Theorem 2.2 shows the inapproximability for the promise problem. We then create an instance I f l of the two-level facility location problem as described below.
Clients. There are n 2 clients {u (j1,j2) : 1 ≤ j 1 ≤ n, 1 ≤ j 2 ≤ n}. We can view these as n "blocks" of n clients each: all clients u (j1,j2) with a fixed index j 1 are said to belong to client block j 1 .
Level-1 Facilities. There are m level-1 facilities, one corresponding to each set. We denote the facility corresponding to a set S i1 by v i1 .
Level-2 Facilities. There are m 2 n level-2 facilities {v (i1,j1,i2) :
The m facilities with fixed indices i 1 and j 1 are said to form facility block (i 1 , j 1 ).
Metric. There is an edge of length 1 from client u (j1,j2) to level-2 facility v (i1,j1,i2) if and only if (a) e j1 ∈ S i1 , and (b) e j2 ∈ S i2 . Additionally, there is an edge of length 1 from level-2 facility v (i1,j1,i2) to level-1 facility v i1 for all j 1 , i 2 . All other distances are defined by shortest path computations in the graph constructed as above.
Opening Costs. The opening costs for level-1 and level-2 facilities are f 1 and f 2 respectively. With hindsight, we will set these parameters to be such that lf 1 = Note that we may have created some facility blocks that are not connected to any client. In particular, level-2 facilities in a facility block (i 1 , j 1 ) such that e j1 ∈ S i1 are not directly connected to any client.
Completeness
We now show that there is a low-cost optimal solution for the two-level facility location instance I f l . To this end, suppose there exists a collection of l sets G = {S i1 , S i2 , . . . , S i l } that cover the ground set X (such a collection exists because I is a Max Coverage instance with optimal value n). Let σ(·) : X → G be a function such that σ(e) ∈ G denotes some set which contains e.
Good Solution Opt f . Our facility location solution Opt f is as follows: pick the level-1 facilities corresponding to the sets in G. For the level-2 facilities, pick the vertices indexed by (σ(e j1 ), j 1 , σ(e j2 )) for all (j 1 , j 2 ) where 1 ≤ j 1 , j 2 ≤ n. Observe that the number of level-1 centers opened is exactly l, and the number of level-2 centers opened is exactly nl. This is because there are n client blocks, and for any fixed client block j 1 , the number of distinct values of σ(j 2 ) is |G| = l. Furthermore, the connection cost of each client u (j1,j2) is 2 since it can connect to the open facilities following the path
. Therefore, the total cost incurred by this solution is exactly
Notice from the choice of our parameters that lf 1 = 0.23 c(Opt f ), nlf 2 = 0.09 c(Opt f ) and 2n 2 = 0.68 c(Opt f ) respectively. This will prove to be useful in the final calculations.
Soundness
In this section, we show that if there is a factor 1.539 approximation algorithm for the two-level facility location problem, then we can apply it to the instance I f l and identify a good solution to the Max Coverage instance I. By Theorem 2.2, this would imply that N P ⊆ DT IM E(n O(log log n) ). To this end, suppose there exists an algorithm A F which outputs a solution Alg f for the instance I f l such that c(Alg
To help us recover a good solution to I, we will make some structural observations about the solution Alg f . Without loss of generality, let it open some αl level-1 centers and a total of βnl level-2 centers, for some α, β > 0.
Notation: Directly Served Clients. We begin with some notation. Say that a client (j 1 , j 2 ) is directly served at level 1 if there is some open level-1 facility i 1 such that e j1 ∈ S i1 . In words, there is a direct path of length 2 from the client to an open level-1 facility. Note that we do not require the path to visit an open level-2 facility for it to be called directly served. If no such level-1 facility is open, then the client is not directly served at level 1. Extending this definition, we say that a client block j 1 is directly served at level 1 if there is some client (j 1 , j 2 ) which is directly served at level 1.
Likewise, a client (j 1 , j 2 ) is said to be directly served at level 2 if there is some open level-2 facility (i 1 , j 1 , i 2 ) such that e j1 ∈ S i1 and e j2 ∈ S i2 , i.e., there is a unit length edge connecting the client to this open facility. If no such facility is open, then the client is not directly served at level 2. In the following proposition, we infer a couple of useful facts regarding the connection cost of clients not directly served at the two levels.
Proposition 3.1 Clients that are not directly served at level 1 incur a connection cost of at least 6 to connect to some open level-1 center, and clients not directly served at level 2 incur a cost of at least 4.
Both claims follow easily from the way we have defined the metric connecting vertices in D ∪F . In particular, the first claim follows from the observation that the length of the shortest path from a client to a level-1 facility is either 2 or at least 6. Likewise, the second one follows because the length of the shortest path from a client to a level-2 facility is either 1 or at least 3. See Figure 1 for an illustration of such indirect connections.
Relaxing the Objective Function
Equipped with the above proposition, we now relax the requirement of any feasible solution such that the value of the objective function does not increase, while enabling us to simplify the structure of our solution Alg f . In particular, instead of requiring that every client has a connection path to open facilities at levels 2 and 1, we say that each client has the following options:
• connect to an open level-2 center and open level-1 center, incurring the "true connection cost", or • connect to a closed level-2 center and open level-1 center, incurring a "level-2 relaxed cost" of 4, or • ignore the connection and incur a "level-1 relaxed cost" of 6. Note that if each client chooses the first option above, then the cost of the solution (w.r.t the relaxed objective) is identical to the original objective value, thereby ensuring that it is indeed a relaxation (i.e., it is a lower bound on the true objective value). For the remainder of the section, when we refer to the cost of the solution, we implicitly assume it is with respect to the relaxed objective function, denoted by c(Alg f ).
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Facility Block (1, 1) No direct level-1 connection Figure 1 : Connection cost of 6 for clients not directly serviced by level-1 centers Claim 3.1 We can alter the solution Alg f in polynomial time without increasing its relaxed cost, such that the only clients incurring a true connection cost are those which are directly served at both levels.
Proof: The proof is immediate from the definition of the relaxed costs. Consider a client for which there is no open level-1 facility directly serving it. Then it could choose to pay a level-1 relaxed cost of 6, which is at most its current connection cost (by Proposition 3.1). Similarly if there is no open level-2 facility directly serving it (but there is an open level-1 facility), then it could choose to pay a level-2 relaxed cost of 4. Again by Proposition 3.1, the overall cost does not increase by this change as well. Before we can evaluate the cost of Alg f , we need to make one final modification to its structure. Lemma 3.2 We can alter the solution Alg f in polynomial time such that, for every client block j 1 directly served at level 1, there is at most one level-2 facility block with open facilities that directly serves its clients.
Proof: The proof is a simple swapping argument. Indeed, suppose there are two open level-2 facilities with indices (i 1 , j 1 , i 2 ) and (i
are two open level-1 centers, such that both these facilities directly serve clients in block j 1 at level 2. We call such a pair (i 1 , j 1 ) and (i ′ 1 , j 1 ) a conflicting pair. The natural idea is to swap all open facilities from one block to the other in every conflicting pair while ensuring that the connection cost does not increase; eventually we end up with no conflicts and a solution that satisfies the condition of the Lemma. To this end, we consider the following candidate swap: for all 1
Firstly, it is easy to see that clients in any client block j 3 = j 1 are not affected by such a swap. This is because such clients are not directly served by facilities from facility block (i 1 , j 1 ), by the way we have defined our metric. So either they use other facilities for a true connection (which has to be a direct connection at both levels by Claim 3.1, and therefore cannot use this facility block), or they incur a relaxed cost of 4 or 6 (both of which do not need an open level-2 facility). Moreover, clients in client block j 1 have the same connection cost as before -indeed, if there was a direct connection path through some facility v (i1,j1,i2) to v i1 , it can now route through
. The other two cases (where the client opts for a level-1 or level-2 relaxed path) remain unchanged by switching the open level-2 facilities. See Figure 2 for an illustration.
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Block j 1 originally served by two different level-2 blocks. Therefore, by performing the above swap, we can reduce the number of conflicting pairs without changing the total connection cost. By repeatedly performing such swaps, we would end up with a solution that satisfies Lemma 3.2 and has the same cost as the original optimal solution.
We are now ready to analyze the cost of our modified solution Alg f that satisfies the conditions of Lemma 3.2.
Relaxed Cost of Alg f . Consider a client block j. If it is not directly served at level 1, then all its clients incur a relaxed level-1 cost of 6 (by Claim 3.1). If it is directly served at level 1, then suppose Alg f opens a set of l j level-2 facilities that directly serve n j clients. Then, these n j clients incur a true connection cost of 2 and the remaining (n − n j ) clients incur a relaxed level-2 cost of 4. Let n ′ be the number of client blocks that are directly connected to an open level-1 facility (recall that we have assumed that Alg f opens only αl level-1 centers). Then we can estimate the total value of objective function to be
Note above that we have (without loss of generality) assumed that the client block that are directly served at level 1 are those indexed 1, 2, . . . , n ′ .
Symmetrizing Level 2 Facilities: Now, we simplify the structure of Alg f even more by defining a distribution over "symmetric" solutions (one where all l j are the same) which has the same expected cost. In particular, this would mean that there exists a symmetric solution with cost at most c(Alg f ). Intuitively, we would like to exploit the fact that the "facility block-client block" sub-structures all have identical copies of the Max Coverage instance I embedded in them. To this end, consider the distribution which selects a tuple (l j , n j ) uniformly at random from the collection {(l 1 , n 1 ), (l 2 , n 2 ), . . . , (l n ′ , n n ′ )}. In the symmetrized solution, each of the n ′ client blocks then uniformly picks l j level-2 facilities to directly serve n j of its clients -call this solution Alg f j . Then, for a fixed j, the cost of the resulting solution (w.r.t the relaxed objective) is
Now by a simple averaging argument, it is easy to see that
This combined with the fact that Alg f is an optimal solution implies that c(Alg f j ) = c(Alg f ) for all j. We may therefore assume that Alg f is in fact a symmetric solution of the form described above (say with j = j * ).
Soundness: The Final Bound
To summarize the simplifications done above, we assume that Alg f has the following structure: (i) It opens αl level-1 facilities.
(ii) Each of the client blocks directly served at level 1 chooses one open level-1 facility that covers it, and opens βl = l j * level-2 facilities in the facility block linking the client block with the chosen level-1 facility.
Getting crude bounds on α and β. Before we get to the heart of the analysis, we first establish that α and β are bounded by constants. Indeed, if α > 1.539/0.23, then c(Alg f ) ≥ αlf 1 > 1.539 c(Opt f ) since lf 1 = 0.23c(Opt f ) by construction (Section 3.2, equation 1); this contradicts the bound on the quality of our solution Alg f . Hence we may assume that α ≤ 7 for the rest of this section. We bound β by showing that if β > 15, then c(Alg f ) > 1.539c(Opt f ). Specifically, we get
In the second step, we replaced lf 2 by 0.18n/0.68, which is true by definition. In the last step, we use the fact that 2n 2 = 0.68c(Opt f ) by construction (Section 3.2, equation 1).
Extracting solutions for Max Coverage. We are now ready to extract a good solution for the Max Coverage instance I. For the following, set ε 0 = ε/e 15 . The plan is to show that if neither the level-1 nor level-2 facilities can cover a lot of the clients, then the relaxed cost of the solution is large, contradicting the assumption on the quality of Alg f . Indeed, suppose it is the case that the αl level-1 facilities can directly serve more than (1 − e −α + ε 0 )n client blocks. Then we can return the corresponding collection of sets as the (approximate)
Since the RHS above is monotonically decreasing in n j * , we can replace n j * by its upper bound of (1 − e −β + ε 0 )n. Therefore, we get
We now show that the above lower bound is monotonically non-increasing in n ′ (assuming β ≤ 15). Indeed, the net change if we increase n ′ by 1 is
It is easy to see that the above expression is non-positive if β ≤ 15. As a result, we can lower bound c(Alg f ) by setting n ′ = (1 − e −α + ε 0 )n. Therefore, we get
Here the second step is true because e −α − ε 0 ≥ (1 − ε)e −α (and the corresponding inequality holds for β respectively) since α, β ∈ [0, 15] and by the choice of ε 0 = ε/e 15 . Now we can replace 2n 2 , lf 1 and nlf 2 by 0.68c(Opt f ), 0.23c(Opt f ) and 0.09c(Opt f ) respectively and get
However, the expression on the RHS is minimized when β = β * = ln 0.68/0.09 ≈ 2.02228312 which gives us the following lower bound:
The expression (3) is minimized for α that is a unique root of the equation 
If there exists a constant ε > 0 and polynomial time algorithm which can approximate the two level facility location problem to within a factor of 1.539(1 − ε), then N P ⊆ DT IM E(n O(log log n) ).
The k-level Facility Location Problem
We now generalize our hardness result to the k-level facility location problem. Our approach follows a similar high-level flow to that for the two-level problem: we embed several copies of the Max Coverage instance between every pair of consecutive levels of facilities to create our instance. We then relax the objective function for our facility location problem in order to simplify the structure of feasible solution, while maintaining that the relaxed cost is a lower bound on the actual cost. We then convert any feasible solution (w.r.t the relaxed cost) to one which is highly symmetric. Finally, we argue that if there exists an algorithm with small objective value (it must therefore also have small value w.r.t the relaxed objective), we can recover a good solution for the Max Coverage instance.
We begin by stating some basic notation which will be used throughout. Facilities are indexed using i's and clients, using j's. A p-tuple of client indices will be denoted by j p = (j 1 , j 2 , . . . , j p ), and likewise we use i p for a p-tuple of facility indices. For any vectors j p and j ′ p ′ , we say that j p is a restriction of j
Indices j t (which correspond to clients) will be integers in the interval [1, n] , and indices i t belong to [1, m] (corresponding to facilities).
The Reduction
Given a Max Coverage instance I = (X, S) where X = {e 1 , e 2 , . . . , e n } and S = {S 1 , S 2 , . . . , S m }, we create an instance I ′ of the k-level facility location problem as follows.
• Client Blocks. There are n k clients indexed by tuples of integers of the form j k = (j 1 , j 2 , . . . , j k ), where each j t ∈ [1, n]. A client is denoted by u j k . In general, for any valid tuple j p , all clients u j ′ k for which j p is a restriction of j ′ k are said to form a client block indexed by j p (there are n k−p clients in such a client block).
• Facility Blocks. We now describe how the facilities are structured at each level. There are m level-1 facilities, one corresponding to each set in S. These are denoted by v i1 (ranging over 1 ≤ i 1 ≤ m). In general, for any p = 0, . . . , k − 1, there are m p+1 n p level-(p + 1) facilities indexed by (i p , j p , i p+1 ) ≡ (i 1 , i 2 , . . . , i p , j 1 , j 2 , . . . , j p , i p+1 ). These facilities are denoted by v ip,jp,ip+1 . Furthermore, the set of facilities with indices i p and j p (ranging over all values of i p+1 ) are said to form facility block (i p , j p ) . In an ideal solution, the facilities in facility block (i p , j p ) should be used to serve clients in client block j p at level p.
• Facility Costs. The level-1 facilities cost f 1 each; the level-p (for p ≥ 2) facilities cost
each. With hindsight, we will set these parameters to be such that lf 1 = 
is a restriction of j p , and (c) e jp ∈ S ip . (iii) All other distances are defined by shortest path computations in the above graph. For the remainder of the proof, we shall refer to the unit distance edges as direct edges. The following observation is immediate from the way we defined inter-level connections in item (ii) above; more specifically, the restrictions (a) and (b) in that step enforce that there can be at most one edge to a lower level facility.
Observation 4.1 For all p such that 2 ≤ p ≤ k, any level-p facility has at most one direct connection to a level-(p − 1) facility.
Completeness
Suppose there exists a collection of l sets G = {S i1 , S i2 , . . . , S i l } that covers the entire ground set of elements X. Let σ(·) : n → m be a function such that σ(j) denotes the index of some set which contains e j , i.e if σ(j) = i, then S i ∈ G and e j ∈ S i ; notice that the size of the range of σ is then precisely l by construction. Then, our facility location solution is as follows.
• Level 1. At level 1, open the l facilities corresponding to the sets in G, i.e for S i ∈ G, open facility v i1 where i 1 = (i).
open the facility indexed by (i p−1 , j p−1 , i p ), i.e v (ip−1,jp−1,ip) . The following easy lemmas bound the cost of an optimal solution for the constructed instance I ′ of the k-level facility location problem.
Lemma 4.1 The connection cost of any client is k.
Proof: Consider any client indexed by j k = (j 1 , j 2 , . . . , j k ) and let i k = (i 1 , i 2 , . . . , i k ) = (σ(j 1 ), σ(j 2 ), . . . , σ(j k )). Then, the client u j k can connect to the following open facilities at each level:
The distance between v (ip,jp,ip+1) and v (ip−1,jp−1,ip) is 1 as enforced by the construction of our reduction. Indeed, note that the metric properties in Section 4.1 which define the unit-cost edges are satisfied because of the fact that e jp ∈ S ip by definition of σ. Therefore, the total connection cost of any client is k.
Lemma 4.2 For p = 0, . . . , k − 1, the number of opened level-(p + 1) facilities is exactly ln p .
Proof: By the way we opened facilities, any such open facility must be indexed by (i p , j p , i p+1 ), where i p = (σ(j 1 ), σ(j 2 ), . . . , σ(j p )). Furthermore, i p+1 must be in the range of σ. Therefore, for a fixed j p , there are exactly l centers opened. Varying over all possible indices j p proves the lemma. Therefore, the total cost incurred by this solution is exactly
Here, the second equality uses the fact that f p = f 2 /n p−2 for p ≥ 2. Notice from the choice of our parameters that lf 1 = 0.16 c(Opt f ), nlf 2 (k − 1) = 0.19 c(Opt f ) and kn k = 0.65 c(Opt f ) respectively. This will prove to be useful in the final calculations.
Soundness
In this section, we show that if there is an algorithm for the above instance which has approximation guarantee 1.61(1 − ε), then we can recover a collection of βl sets which cover (1 − e −β + ε ′ ) fraction of the elements of the Max Coverage instance (X, S, l) for some β ∈ [0, B] where B and ε ′ are fixed constants independent of the given Max Coverage instance. We can then apply Theorem 2.2 to get the desired inapproximability result for our problem. We begin by defining a (relaxed) objective function which is always a lower bound on the true cost of feasible solutions.
Relaxing the Objective Function.
While it is required in the facility location problem that every client visits an open facility at each level, we relax this notion by having a penalty for not visiting an open facility at some level. This is done as follows:
(i) Any client indexed by j = (j 1 , j 2 , . . . , j k ) can choose to directly pay a relaxed cost of 3k and need not visit any open facility along its way. (ii) Alternatively a client can choose the following connection path: for each p ≥ 2, it can either traverse from a level-(p + 1) facility to an open level-p facility incurring a connection cost equal to the metric distance between the two facilities, or can choose to traverse from a level-(p + 1) facility to a closed level-p facility incurring a connection cost of 3 times the metric distance between the two facilities. However, the client must visit an open facility at level 1. Henceforth, we denote the relaxed cost of a solution by c(·).
Canonical Structure of Alg f .
By relaxing the objective function, we now show that the path taken by every client is either a direct path of k edges, or it chooses to incur the relaxed cost of 3k. We begin with some definitions. i p ) , and (ii) e jp ∈ S ip . In other words, the path is direct only if it consists of k 'direct edges' from the client to some level-1 facility.
Extending the above definition, we also say that a level-p facility indexed by (i p−1 , j p−1 , i p ) directly serves a client j if and only if e jp ∈ S ip . Informally then, a direct path from a client is one that, at every level, visits a facility that directly serves the client. The following observation is a consequence of the way we defined unit-length edges in the metric.
Good and Bad Clients. Consider the solution Alg f . Say that a client j k is bad if the open level-1 facility it visits does not directly serve it. All other clients are said to be good clients.
Equipped with the above definitions, we are now ready to state our first structural lemma. (ii) any good client takes a direct connection, i.e., the path traverses k direct edges, (iii) the solution cost (w.r.t the relaxed objective) is at most c(Alg f ).
Proof Idea. At a high level, it is based on the idea that if a client traverses from a particular level-p facility to a level-(p − 1) center not at distance 1, then it can instead incur a penalty of 3 and visit the directly reachable facility at a lower level. But such a local argument does not work because the connection path might take a long detour to a different facility block which has several more open centers at lower levels than the current facility block at level p. But we argue that we can amortize the entire length of the detour, by opting to incur a penalty on the direct path itself. The full proof appears in Appendix 4.6. See Figure 4 for an illustration about this intuition.
Therefore, from this point onwards we assume that every client in Alg f either pays the penalty of 3k, or uses direct paths to an open level-1 facility (which may not connect to open facilities at the intermediate levels). Following on the above lemma, we will now show that there is an optimal solution with respect to the relaxed objective where each client block j p connects to exactly one facility block indexed by (i p−1 , j p−1 ) at any level p ≥ 2.
Lemma 4.4 There exists a polynomial-time transformation which modifies Alg f into a solution where all good clients in a client block j p−1 connect to the same facility block indexed by (i p−1 , j p−1 ) at level p, for all p ≥ 2. Furthermore, the relaxed cost of the modified solution is at most c(Alg f ).
Proof Idea.
The argument proceeds as follows: it is an "exchange argument" beginning at level k and working downwards to level 1. If clients connect to two different facility blocks at some level p, then depending on the connection cost from each facility block to the respective level-1 facilities directly reachable, we show that we can completely relocate all facilities from one block (and any higher level facility that is directly reachable) to the other block (and the corresponding higher level facilities) and not increase the total connection cost, while preserving the facility opening cost. Propagating this exchange downwards will complete the proof. The full proof appears in Appendix 4.7.
Lower Bounding the Cost.
We are now equipped to estimate a lower bound on the cost of such a canonical solution. The argument proceeds on a level-by-level basis, starting from the bottom.
• Level 1: Suppose the optimal solution opens m 1 level-1 facilities, and suppose the collection of sets corresponding to these facilities (denoted by M 1 ) can cover a total of n 1 elements. By our assumption that every client either pays a penalty or has a direct connection to an open level-1 facility, we get that for any element e j1 that is not covered by a set in M 1 , the client block
clients is bad and incurs a cost of at least 3k. All the other client blocks incur a connection cost of 1 in connecting to the level-1 facility corresponding to the set covering it. Definition of set "G" of Client Blocks. We note that the parameter n 1 will be used throughout the rest of the analysis. Also, for 1 ≤ p ≤ k, let G(p) denote the set of all client blocks j p = (j 1 , j 2 , . . . , j p ) such that e j1 is covered by a set in M 1 ; i.e., for any p ≥ 1, the client block j p ∈ G(p) iff e j1 ∈ S i1 for some i 1 ∈ M 1 . Because the sets in M 1 can cover a total of n 1 elements, it is easy to see that
In general, for any level p (where 2 ≤ p ≤ k), we have the following.
• Level p: From Lemma 4.4, we know that all clients in client block (j p−1 ) connect to the same facility block, say, (i p−1 , j p−1 ) for some i p−1 which is fixed for every fixed j p−1 . For such a fixed j p−1 , let Alg f opens a set of m jp−1 facilities, denoted by M jp−1 , in facility block (i p−1 , j p−1 ), and suppose the sets corresponding to these facilities cover a total of n jp−1 elements. Then, for all j p such that e jp ∈ S ip for some i p ∈ M jp−1 , the clients in client block (j p−1 , j p ) incur a connection cost of 1 at this level, and clients in every other client block incurs a connection cost of 3.
Getting Row-wise Symmetry. In general, it could be that the optimal solution opens different sets of centers M jp−1 for different client block j p−1 , but we now show that we can symmetrize the entire solution (like we did in the case of the 2-level facility location problem) to make sure that at each level, Alg f opens the same set of centers to serve every client block. In particular, for the current set of open facilities at level p, the total cost of good clients at level p (relaxed connection costs + facility opening costs on this level) can be expressed as:
Instead, if we uniformly randomly select a value j p−1 ∈ G and open the set of facilities M jp−1 to serve all the client blocks, the expected cost is:
In the above, the first equality is obtained by choosing the set M jp−1 of facilities uniformly at random (among all the different facility blocks serving each client block in G(p − 1)), and opening this set in each of the facility blocks indexed by (i
. Since the expectation is exactly equal to C p , we can infer that there exists one set, which when opened across all client blocks achieves a relaxed cost of at most C p . We choose such a set and denote it by M p (and say it can cover n p elements in the set cover instance).
Getting Symmetry across Rows. We now show that the way we have structured the costs, the above symmetrization can even be applied across different rows, except level 1. After the above step, we can express the total cost incurred by the optimal solution as:
We again uniformly randomly select a particular level p ∈ [2, k] with probability 1/(k − 1) and open the set of facilities M p in every facility blocks (serving good clients) at all levels p ′ ≥ 2; the expected cost is:
This shows that there exists a collection of sets/facilities which when opened across all levels achieves a cost of cost(Alg f ). We choose such a set and denote it by M ′ and say it covers n ′ elements in the set cover instance. Equipped with this, we can simplify the cost of the optimal solution as:
Therefore, just like in the section for the two-level facility location problem, henceforth we assume that m 1 = αl for some α > 0 and m ′ = βl for some β > 0.
Soundness: The Final Bound
(ii) For all client blocks directly served at level 1, there is a unique facility block at level l for 2 ≤ l ≤ k which opens βl facilities to serve its clients.
(iii) Its relaxed cost c(Alg f ) ≤ 1.611(1 − ε)c(Opt f ) for some constant ε > 0. The analysis proceeds in an almost identical fashion to the two-level case.
Getting crude bounds on α and β. Before we get to the heart of the analysis, we first establish that α and β are bounded by constants. Indeed, if α > 
In the second step, we replaced lf 2 (k − 1) by 0.19kn k−1 /0.65, which is true by definition (Section 4.1). In the last step, we use the fact that kn k = 0.65c(Opt f ) by construction (Section 4.1, equation 4).
Extracting solutions for Max Coverage. We are now ready to extract a good solution for the Max Coverage instance I. For the following, set ε 0 = ε/e 11 . The plan is to show that if neither facility block at any level can cover a lot of the clients, then the relaxed cost of the solution is large, contradicting the assumption on the quality of Alg f . Indeed, suppose it is the case that the αl level-1 facilities can directly serve more than (1 − e −α + ε 0 )n client blocks. Then we can return the corresponding collection of sets as the (approximate) solution to the Max Coverage instance I. Likewise, if one of the internal facility blocks (for levels 2, 3, . . . , k) which opens βl facilities can serve more than (1 − e −β + ε 0 ) clients directly at the corresponding level, then we can recover the corresponding approximate solution to I. In both cases, α and β are bounded by B = 11 and ε 0 is a constant which only depends on ε. Therefore, we can use Alg f as a black-box to recover an algorithm for MaxCoverage that meets the conditions of Theorem 2.2; However, by Theorem 2.2, this is impossible unless N P ⊆ DT IM E(n O(log log n) ). In what follows, we show that if neither of the above holds, then the solution Alg f has a large cost, resulting in a contradiction on property (iii) above about the cost of c(Alg f ).
Contradiction Argument. To this end, assume that the level-1 centers directly serve at most (1−e −α +ε 0 ) client blocks, and the inner level facility blocks (that have open facilities) directly serve at most (1 − e −β + ε 0 ) client blocks at the corresponding levels. In this case, we argue that c(Alg f ) > 1.611(1 − ε)c(Opt f ), which is a contradiction on its approximation ratio. Before proceeding, we recall (from eq. (7)) the cost of c(Alg f ):
Since the RHS above is monotonically decreasing in n ′ , we can replace n ′ by its upper bound of (1−e −β +ε 0 )n. Therefore, we get
We now show that the above lower bound is monotonically non-increasing in n 1 for any fixed β ≤ 6. Indeed, the net change if we increase n 1 by 1 is
We can verify from the graph below that the above expression is non-positive if β ≤ 6. As a result, we can lower bound c(Alg f ) by also setting n 1 = (1 − e −α + ε 0 )n. Therefore, we get
Recall that the cost of the optimal solution is
Suppose we substitute
We get the above bound considering inequality (8) and substituting e −α − ε 0 ≥ (1 − ε)e −α and likewise for e −β − ε 0 ≥ (1 − ε)e −β , both of which hold because α, β ≤ 11 and ε 0 = ε/e 11 .
Now for large enough k, we can assume that 2(k − 1)/k ≈ 2. We then have
This expression is minimized when β = β * = ln 1.30/0.19 ≈ 1.9231. Plugging this back into the above expression, we have
The expression (11) is minimized for α that is a unique root of the equation 
Theorem 4.5 If there exists a constant ε > 0 and polynomial time algorithm which can approximate the k-level facility location problem to within a factor of 1.611(1 − ε), then N P ⊆ DT IM E(n O(log log n) ).
Proof Of Lemma 4.3
Consider the optimal solution Alg f for the original objective function, and let j k denote the index of some client u.
} denote the connection path from this client u to a level-1 facility (denoted by v 1 ), through the different facilities at each level (denoted by v i for k ≥ i ≥ 1). Notice that some of these edges might have length greater than 1 -these are the indirect edges that are obtained due to metric completion of the original graph (defined in Section 4.1). Now, if we replace every such edge in the connection path by the shortest path in the inducing metric, we will get a walk w
* . An example of one such walk is depicted by the solid edges in Figure 4 is given for illustration. We first handle the case when the connection cost of j k is at least 3k. Clearly, if it is bad, then it could incur the relaxed objective of 3k, and if it is good, it could incur a relaxed objective of no more than 3(k − 1) + 1 < 3k, because it has an open level-1 facility directly serving it by virtue of it being a good client. Therefore, for the remainder of this proof, we assume that its connection cost of at most 3k − 1. To begin the argument, we observe that because each facility has only one direct edge to a lower-level facility (Observation 4.1), the walk can be characterized by a sequence of the following sub-structures (which are illustrated in the figure above) that we call traversals. In the shortest path inducing graph, there are two ways to get from a facility v t at one level to any facility v t−1 at an immediately preceding level (by a path corresponding to an indirect edge): (i) traveling from v t to a lower level facility v t ′ and then traversing back up to v t−1 through the unique direct edge it has to a lower level facility, as shown in the figure at the lower levels, or (ii) if it does not reach v t−1 through its unique lower-level edge, then it has to travel all the way upto some client and reach v t−1 through an upper-level edge. The reason for this is because if we delete all client connections, then Observation 4.1 implies that the facilities are connected in a tree-like manner. Figure 4 depicts a collection of such traversals, forming a walk from the client to a level-1 facility. Now, for the walk w * obtained from p * , let l 1 to be the lowest level down to which traversals of type (ii) reach, i.e. the lowest vertex these paths visit before visiting some client as they connect two facilities at adjacent levels in type (ii) manner. In particuar, this means that if there is a type (ii) transition from level l ′′ → (l ′′ − 1), then l 1 ≤ l ′′ . In the Figure above, l 1 is the level at which v t ′ is located, and l ′′ is the level where v t is located. Proof: Indeed, if l 1 = 1, then some type (ii) trip visited a vertex at level 1. Subsequently this path then visits a client (by definition of l 1 ), and this results in a total connection cost of at least 3k for this client, since it has to eventually come back to some level-1 facility. But this is a contradiction to the statement of the observation. Proof: This follows from the way such traversals are defined. Let us consider any level l ′ s.t l 1 ≤ l ′ ≤ k and count how many times the walk w * must traverse between levels (l ′ + 1) and l (if l ′ = k, then l ′ + 1 is the level where clients are located). The first observation is that because l 1 is the lowest level at which type-(ii) traversals occur, it must be that w * contains a path from l 1 to some client and back down eventually. This crosses the level l ′ we are interested in at least twice. Furthermore, there is also at least one traversal in (originally) reaching level l 1 facility from client j, which incurs an additional crossing at level l ′ . Thus each level from k to l 1 is crossed at least thrice by w * .
Now, let (i
) be the index of the facility last visited by the walk w * at level l 1 . In this figure above, this is depicted by v l1 . 
Proof:
This is because of the following argument. If we trace each edge from the client j k to this vertex along walk w * , each downward traversal preserves the restriction property (by the way we defined the metric, the only edges with unit distance are those where the restriction property is preserved -see Section 4.1). Moreover, any upward traversal does not affect the first l 1 − 1 indices in the vector j ′ r of the facility (i
) for r ≥ l 1 − 1 in the path w * . A traversal to a client and back also preserves the the prefix j ′ l1−1 since the clients which can be accessed are those which belong to client block j ′ l1−1 . Now we would like to claim that we incur a penalty of 3 (and take only direct connections) upto level v l1 and subsequently follow the path. The only issue is that i ′ l1 may not cover j l1 and therefore, this facility may not directly serve the client j k . To resolve this, we go one level further down from v l1 along the walk w * to level (l 1 − 1) and consider the facility with index (i , there are no more upward traversals of type (ii) that go all the way to a client; this means that there exists some direct path P * from this facility to a level-1 facility that directly serves the client, consisting of l 1 − 2 unit cost edges (see figure for an illustration) ; However, the connection path taken by w * may traverse additional edges though if some facilities are not opened along this path. Because of the way we defined direct edges, we know that if this path is denoted by {(i p−1 , j p−1 , i ) and make a direct connection to the client j k paying (in the worst case) 3 at each level from k to l 1 . This can be charged directly with the optimal solution, because of Claim 4.1. It remains to now connect this level-l 1 facility to the the level-1 facility. Ideally we would simply use P * , but not all facilities along this path may be open; so we now argue that P * is still good (w.r.t the relaxed objective). To bound the cost, consider any level l ′ , 2 ≤ l ′ ≤ l 1 − ) is definitely open due to j being a good client. Therefore, we see that the resulting connection is direct and the total cost (including penalties) is at most that incurred by w * , which completes the proof.
Proof of Lemma 4.4
The proof works by an exchange argument beginning at level k and going down to level 1. For the base case, consider level k, and a client block indexed by j k−1 . Suppose there are two different facility blocks that these clients connect to at level k. Let them be indexed by (i k−1 , j k−1 ) and (i ′ k−1 , j k−1 ). Now, notice that all clients which connect to facility block (i k−1 , j k−1 ) incur the same connection cost subsequent to the level-k connection (the level-k connection itself may have been a direct connection to an open facility for some clients, and a direct connection to a closed facility for the others). This is because if clients connect to some two facilities, say, (i k−1 , j k−1 , i k ) and (i k−1 , j k−1 , i ′′ k ), the only direct connection both these facilities have to a level-(k − 1) facility is to the facility indexed by (i k−2 , j k−2 , i k−1 ) by the way our metric is defined. A similar argument can be used for the clients which connect to facility block (i ′ k−1 , j k−1 ) also. For concreteness, let the total connection cost (including the penalties) that the clients encounter subsequent to level k down to level 1 for these facility blocks be C and C ′ respectively. If C ≤ C ′ , then we can simply relocate all the open facilities from facility block (i In general, suppose we are at level p (for p < k). Consider any client block indexed by j p−1 . Suppose there are two different level-p facility blocks that these clients connect to. Let them be indexed by (i p−1 , j p−1 ) and (i ′ p−1 , j p−1 ). Then, consider the total connection cost (including the penalties) from level p down to level 1 for both of these facility blocks, and denote them by C and C ′ respectively.
If C ≤ C ′ , we relocate all open facilities serving clients that connect to the facility block (i ′ p−1 , j p−1 ) at level p to corresponding facilities in block (i p−1 , j p−1 ) (and repeat such swaps for all higher levels from p to k). Such a relocation would also imply that the connection path taken by these clients now visits facility block (i p−1 , j p−1 ) instead of (i
