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Abstract
We introduce and study a “free Kruglov operator”. As an application of this study, we prove an analogue
of the Johnson–Schechtman inequalities in the setting of free probability theory and an arbitrary symmetric
operator space. This extends and complements earlier Lp-results of Junge et al. (2007) [12].
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1. Introduction
The classical Khintchine inequality1
∥∥∥∥∑
k
akrk
∥∥∥∥
p
∼ ‖a‖2, p < ∞,
provides the estimate for Lp-norm of the linear combinations of independent symmetrically
distributed ±1-valued random variables {rk}k1. In [18] Rosenthal generalised the Khintchine
inequality by replacing {rk}k1 with an arbitrary sequence {fk}k1 of independent mean zero
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1 The notation A ∼ B means that there exists a uniform constant C > 0 such that C−1A B  CB .0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
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we have for all n 1
∥∥∥∥∥
n∑
k=1
fk
∥∥∥∥∥
p
∼ max
{∥∥∥∥∥
n∑
k=1
fk
∥∥∥∥∥
2
,
(
n∑
k=1
‖fk‖pp
)1/p}
. (1)
In the setting of symmetric function spaces, Johnson and Schechtman [11] established a far
reaching generalisation of Rosenthal inequality. For this purpose, they introduced a sum of dis-
joint copies of random variables fk , 1 k  n
n⊕
k=1
fk =
n∑
k=1
fk(· − k)χ(k,k+1) ∈ L0(0,∞),
where L0(0,∞) stands for the set of all Lebesgue measurable functions on (0,∞), and observed
that (1) can be rewritten as follows∥∥∥∥∥
n∑
k=1
fk
∥∥∥∥∥
p
∼
∥∥∥∥∥
n⊕
k=1
fk
∥∥∥∥∥
Lp∩L2
, 2 < p < ∞.
For an arbitrary symmetric function space E on (0,1), Johnson and Schechtman introduced
symmetric function spaces2 E1 and E2 on (0,∞) by setting
E1 =
{
x ∈ L0(0,∞): μ(x)χ(0,1) ∈ E, min
{
μ(x),μ(1, x)
} ∈ L1(0,∞)},
E2 =
{
x ∈ L0(0,∞): μ(x)χ(0,1) ∈ E, min
{
μ(x),μ(1, x)
} ∈ L2(0,∞)}.
So-defined spaces E1 and E2 become quasi-Banach symmetric function spaces when equipped
with quasi-norms
‖x‖E1 = max
{∥∥μ(x)χ[0,1]∥∥E,∥∥min{|x|,μ(1, x)}∥∥1},
‖x‖E2 = max
{∥∥μ(x)χ[0,1]∥∥E,∥∥min{|x|,μ(1, x)}∥∥2}.
Under the assumption that the symmetric function space E ⊃ Lp for some p < ∞, Johnson
and Schechtman proved that the estimate
∥∥∥∥∥
n∑
k=1
fk
∥∥∥∥∥
E
∼
∥∥∥∥∥
n⊕
k=1
fk
∥∥∥∥∥
E1
, respectively,
∥∥∥∥∥
n∑
k=1
fk
∥∥∥∥∥
E
∼
∥∥∥∥∥
n⊕
k=1
fk
∥∥∥∥∥
E2
(2)
holds for an arbitrary sequence fk ∈ E, 1  k  n, of independent positive (respectively, mean
zero) random variables.
In this (commutative) setting, the best possible results have been achieved in [1] (see also
[2,4]) on the basis of operator approach introduced in [2] (see a detailed exposition in [3]). This
2 In [11], spaces E1 and E2 are denoted by YX and ZX , respectively. Quasi-norms used in [11] are equivalent to the
ones in our text.
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operator defined in [2] maps the space E into itself.
In this paper, we extend the operator approach of [2] into the realm of (noncommutative)
free probability theory. Specifically, we treat the case of freely independent random variables (as
opposed to the classical independence discussed above) belonging to a given symmetric operator
space E(M) on a finite von Neumann algebra M. This permits us to prove the “free analogue”
of the Johnson–Schechtman inequalities in its most general setting.
Theorem 1. Let M be a finite von Neumann algebra equipped with a faithful normal normalised
trace. Let E(M) be a symmetric (Banach) operator space equipped with a Fatou norm. Suppose
that there exists a sequence Ak ∈ E(M), 1  k  n, of freely independent self-adjoint closed
operators affiliated with M.
(a) If Ak is positive for every 1 k  n, then
1
3
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E1(M⊗l∞)

∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 528
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E1(M⊗l∞)
.
(b) If Ak is symmetrically distributed for every 1 k  n, then
1
3664
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E2(M⊗l∞)

∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 528
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E2(M⊗l∞)
.
Here, E1(M ⊗ l∞) and E2(M ⊗ l∞) are symmetric operator spaces corresponding to the
symmetric function spaces E1 and E2 on the semi-finite von Neumann algebra M ⊗ l∞ (see
Notation 34 below). The assertion of Theorem 1 is a combination of Theorems 35, 37 and 45.
In the special case E = Lp , 1  p ∞, this result was proved by Junge, Parcet and Xu
(see [12, Theorem A]). For p = ∞, it belongs to Voiculescu (see [22] and also [12, p. 2]). The
methods employed in [12] have a strong Lp-flavour and are not applicable in the case of general
symmetric operator spaces. Our approach is based on the study of the “free Kruglov operator”
(see Section 4 below) and is of interest in its own right. It is based on earlier probabilistic ideas
of Kruglov [15] and their adaptation to (commutative) symmetric function spaces by Braverman
[5] and by Astashkin and the first-named author [1–4].
The authors thank the referee for numerous suggestions which improved the text.
2. Preliminaries
2.1. von Neumann algebras
In this paper, M always stands for a finite von Neumann algebra equipped with a faithful
normal trace τ such that τ(1) = 1. Note that every ∗-isomorphism of finite von Neumann factors
(equipped with a faithful normal finite trace) necessarily preserves the trace.
The following important example of von Neumann algebras is taken from [21].
Example 2. For a discrete group G, consider a Hilbert space l2(G). Let λ : G → B(l2(G)) be the
left regular representation of the group G. Define von Neumann algebra L∞(G) to be the weak
closure of the linear span of operators λ(g), g ∈ G.
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group with countably many generators. The latter algebra is known to be a finite factor.
The following definition is [23, Definition 1.4.1].
Definition 3. A von Neumann algebra M is called a free product of von Neumann subalgebras
Mi , i ∈ I (denoted by i∈IMi ) if for every von Neumann algebra N and every set of unital
∗-homomorphisms ψi : Mi → N there exists a unique unital ∗-homomorphism Ψ : M → N
such that ψi = Ψ |Mi .
Example 4. The factor L∞(F∞) satisfies the condition L∞(F∞)  L∞(F∞)  L∞(F∞).
2.2. Freeness
First, we define the primary object in the probability theory, a (noncommutative) random
variable.
Convention 5. Throughout this paper, M denotes a finite von Neumann algebra equipped with a
faithful normal trace τ . A couple (M, τ ) is called a noncommutative probability space. A closed
self-adjoint operator affiliated with M is called a random variable. The set of all random vari-
ables is denoted3 by Lh0(M).
If M= i∈IMi , then the following property holds (see e.g. [23, Proposition 1.5.5]).
Property 6. Let Bj ∈Mnj , 1 j m, and let τ(Bj ) = 0 for every j . If nj1 = nj2 = · · · = njm ,
then τ(B1 · · ·Bm) = 0.
This property motivates the following definition (cf. e.g. [23, Definition 2.5.1]).
Definition 7. Let An ∈ Lh0(M), n ∈ N, and let An be the subalgebra generated by the spec-
tral projections of An. Elements An, n ∈ N, are said to be freely independent if the family of
subalgebras An, n ∈N, possesses the Property 6.
2.3. Free cumulants
A constructive criteria for freeness was proposed by Speicher. We refer the reader to the book
[16] for the details.
We start with a definition of noncrossing partition (see [16, Definition 9.1]).
Definition 8. Partition π of the set {1,2, . . . , n} (that is, equivalence relation on this set) is said
to be
(a) crossing if there exist nk ∈ {1,2, . . . , n}, 1 k  4, such that
n1 < n2 < n3 < n4, n1 ∼π n3, n2 ∼π n4, n1 π n2;
(b) noncrossing otherwise.
The set of all noncrossing partitions is called NC(n).
3 h stands for Hermitian.
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on the set of all partitions (see [16, Definition 9.14]). Moreover, the set NC(n) equipped with
this order is a lattice (see [16, Proposition 9.17]). One can now define the Möbius function of the
lattice NC(n) (see [16, Proposition 10.5]).
Proposition 9. There exists a unique function Moeb : NC(n)×NC(n) →R (called Möbius func-
tion) such that, for all functions f,g : NC(n) →R, the following statements are equivalent
(a) f (π) =
∑
π1π
g(π1), π ∈ NC(n).
(b) g(π) =
∑
π1π
Moeb(π1,π)f (π1), π ∈ NC(n).
In other words, Möbius function is the inverse matrix to the matrix A = (aπ1,π2) π1,π2 ∈
NC(n), given as follows
aπ1,π2 =
{1, π1  π2,
0, π1  π2.
Following [16, Definition 11.3], we define free cumulants κn :M→C by setting
κn(A) =
∑
π∈NC(n)
Moeb(π,1n)
∏
V∈π
τ
(
A|V |
)
, A = A∗ ∈M. (3)
In particular, we have
κ1(A) = τ(A), κ2(A) = τ
(
A2
)− τ 2(A). (4)
Conversely (see [16, Proposition 11.4]), the moments of a random variable A = A∗ ∈M can be
expressed in terms of free cumulants as follows.
τ
(
An
)= ∑
π∈NC(n)
∏
V∈π
κ|V |(A), A = A∗ ∈M. (5)
The collection of functionals κn :M→ C, n  1, plays a role of the classical characteristic
function
t → τ(eitA). (6)
The following assertion can be found e.g. in [16, Proposition 12.3]).
Theorem 10. If A1, . . . ,Am are freely independent random variables, then
κn
(
m∑
k=1
Ak
)
=
m∑
k=1
κn(Ak).
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of ∑nk=1 Ak is uniquely determined by that of Ak , 1 k  n.
Proof. For a given s > 0, the random variables Bks = AkEAk [−s, s], 1 k  n, are also freely
independent. Set Bs =∑nk=1 Bks . We know the distribution of Bks for every 1 k  n. Hence,
we know κm(Bks) for every m ∈ N and for every 1 k  n. By Theorem 10, we know κm(Bs)
for every m ∈ N. By (5), we know τ(Bms ) for every m ∈ N. Thus, we know the characteristic
function (see (6))
t → τ(eitBs )= ∞∑
m=0
(it)m
m! τ
(
Bms
)
of the random variable Bs . Thus, we know the distribution of the random variable Bs (see e.g.
[10, Theorem 2.12.1]).
Note that Bs converges in measure to
∑n
k=1 Ak as s → ∞. The assertion follows now from
Lemma 17. 
2.4. Symmetric operator spaces
Let M be a finite von Neumann algebra. For every A ∈ Lh0(M), the generalised singular
value function μ(A) : t → μ(t,A), t ∈ (0,1), is defined by the formula (see e.g. [9])
μ(t,A) := inf{‖Ap‖: τ(1 − p) t}.
Equivalently, μ(A) can be defined in terms of the distribution function dA of A. Setting
dA(s) := τ
(
EA(s,∞)
)
, A = A∗ ∈ Lh0(M),
where EA denotes the spectral measure of the operator A, one can define μ(A) as the right
inverse of the function d|A|. Random variables A,B ∈ Lh0(M) are said to be equimeasurable if
dA = dB . For such operators, we also have μ(A) = μ(B). If the algebra M coincides with either
L∞(0,1) or L∞(0,∞), then the notion of singular value function coincides with the classical
notion of decreasing rearrangement (see e.g. [11,3]).
Definition 12. Let L0(0,1) stand for the set of all Lebesgue measurable functions on (0,1).
A quasi-Banach space E ⊂ L0(0,1) is called symmetric function space if it satisfies the condi-
tions below.
(a) If x ∈ E and y ∈ L0(0,1) are such that |y| |x|, then y ∈ E and ‖y‖E  ‖x‖E .
(b) If x ∈ E and y ∈ L0(0,1) are such that μ(y) = μ(x), then y ∈ E and ‖y‖E = ‖x‖E .
Definition 13. For a given quasi-Banach symmetric function space E, we define symmetric op-
erator space
E(M) = {A ∈ Lh0(M): μ(A) ∈ E}.
The quasi-norm on E(M) is given by the formula ‖A‖E(M) = ‖μ(A)‖E .
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space E is Banach, then so is E(M).
We need to recall the important notion of uniform Hardy–Littlewood majorisation from [14].
If A,B ∈ L1(M) are positive operators, then B is said to be uniformly majorised by A (written
B A) if and only if there exists m ∈N such that
b∫
ma
μ(s,B)ds 
b∫
a
μ(s,A)ds, ma < b. (7)
The following important result was established in [14]. We use it in Section 6.
Theorem 14. Let A,B ∈ L1(M) be such that B  A. For every ε > 0, the operator (1 − ε)B
belongs to a convex hull of the set {C: μ(C) μ(A)}.
3. Important properties of free independence
The assertions in this section are well-known in the classical probability theory but less known
in the noncommutative probability theory. We provide full details for convenience of the reader.
Lemma 15. For every positive A,B ∈ Lh0(M), we have
τ
(
supp(A +B)) τ(supp(A))+ τ(supp(B)). (8)
Proof. Define projections p,q, r ∈ M by setting p = supp(A), q = supp(B) and r = p ∨ q .
It is clear that 1 − r  1 − p and A(1 − p) = 0. Therefore, A(1 − r) = A(1 − p)(1 − r) = 0.
Similarly, B(1 − r) = 0. Therefore, (A+B)(1 − r) = 0. It follows that supp(A+B) r . Thus,
τ
(
supp(A +B)) τ(r) = τ(p ∨ q) τ(p)+ τ(q). 
Lemma 16. For every self-adjoint operators A,B ∈ Lh0(M), we have
dA+B(s + t) dA(s) + dB(t), s, t  0.
Proof. Set C = (A − s)+ and D = (B − t)+. Clearly, A  C + s, B  D + t and, therefore,
A +B  C +D + s + t . Using the inequality (8), we obtain
dA+B(s + t) dC+D+s+t (s + t) = dC+D(0) = τ
(
supp(C +D))
 τ
(
supp(C)
)+ τ(supp(D))= dC(0) + dD(0) = dA(s) + dB(t). 
Lemma 17. Let Ai,A ∈ Lh0(M) be self-adjoint operators. If Ai → A in measure, then dAi (t) →
dA(t) provided that dA is continuous at the point t .
Proof. Fix ε ∈ (0, t). We have
dA (t) dA(t − ε)+ dA −A(ε)i i
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dA(t + ε) dAi (t) + dA−Ai (ε).
By assumption, we have d|Ai−A|(ε) → 0 as i → ∞. Letting i → ∞, we obtain
dA(t + ε) lim inf
i→∞ dAi (t) lim supi→∞
dAi (t) dA(t − ε).
Since ε is arbitrarily small and since dA(t − 0) = dA(t + 0) = dA(t), it follows that
dA(t) lim inf
i→∞ dAi (t) lim supi→∞
dAi (t) dA(t). 
Lemma 18. Let Ai,A ∈ Lh0(M) be self-adjoint operators. If Ai → A ∈ Lh0(M) in measure, then
EAi (−∞, a] → EA(−∞, a] in Lp(M) for every 1  p < ∞, provided that d|A| is continuous
at the point a.
Proof. Fix ε > 0 and select b > a such that dA is continuous at b and such that |dA(b)− dA(a)|
< ε.
By Lemma 17, dAi (t) → dA(t) provided that dA is continuous at the point t . Select I1 so large
that ∣∣dAi (a) − dA(a)∣∣< ε, ∣∣dAi (b) − dA(b)∣∣< ε, i > I1.
Define a function f by setting
f (t) = 1 −
(
1 − (b − t)+
b − a
)
+
.
Note that 0 f (A) −EA[−∞, a]EA(a, b] and, therefore,
∥∥f (A) −EA(−∞, a]∥∥p  (dA(a) − dA(b))1/p < ε1/p. (9)
Similarly, 0 f (Ai)−EAi (−∞, a]EAi (a, b] and, therefore,∥∥f (Ai)−EAi (−∞, a]∥∥p  (dAi (a) − dAi (b))1/p.
For every i > I1, we have∣∣dAi (a) − dA(a)∣∣+ ∣∣dAi (b) − dA(b)∣∣+ ∣∣dA(b) − dA(a)∣∣< 3ε.
Hence,
∥∥f (Ai)−EAi (−∞, a]∥∥p < 3ε1/p, i > I1. (10)
By the Tikhonov theorem (see [20] or more accessible [8, Theorem 1.1]), the mapping A →
A+ is continuous with respect to the convergence in measure. Therefore, f (Ai) → f (A) in
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so large that
∥∥f (Ai)− f (A)∥∥p < ε1/p, i > I2. (11)
It follows from (11), (9) and (10) that, for i > max{I1, I2}, we have
∥∥EAi (−∞, a] −EA(−∞, a]∥∥p  ∥∥f (A) −EA(−∞, a]∥∥p
+ ∥∥f (Ai)−EAi (−∞, a]∥∥p + ∥∥f (Ai)− f (A)∥∥p
< 5ε1/p. 
Corollary 19. Let Ai ∈ Lh0(M), i  0, be random variables and let Mi be the von Neumann
subalgebra of M generated by Ai for every i  0. If Ai → A0 in measure, then, for every
B ∈M0 and for every p < ∞, there exist Bi ∈Mi , i  0, such that Bi → B in Lp(M).
Proof. Let Ω be the continuity set for the function dA0 . For every t ∈ R, there exist tn ↓ t such
that EA0{tn} = 0 (or, equivalently, tn ∈ Ω). Hence, the linear span of EA0(t,∞), t ∈ Ω , is Lp-
dense in M0.
Let B0 ∈M0. For a given ε > 0, there exist m ∈N, λk ∈R, tk ∈ Ω , 1 k m, such that∥∥∥∥∥B0 −
m∑
k=1
λkEA0(tk,∞)
∥∥∥∥∥
p
< ε.
By Lemma 18, EAi (tk,∞) → EA0(tk,∞) in Lp(M). Select i so large that
∥∥EAi (tk,∞) −EA0(tk,∞)∥∥p < 1mε.
It follows that ∥∥∥∥∥B0 −
m∑
k=1
λkEAi (tk,∞)
∥∥∥∥∥
p
< 2ε. 
The following proposition shows that free independence is compatible with convergence in
measure.
Proposition 20. Let Ak,i ∈ Lh0(M), 1 k  n, be freely independent random variables for every
i  0. If Ak,i → Ak in measure, then Ak , 1 k  n, are freely independent random variables.
Proof. Denote by Mk the von Neumann algebra generated by the operator Ak . Fix m > 0 and
numbers k1 = k2 = · · · = km. Let Bl ∈ Mkl , 1  l  m, be such that τ(Bl) = 0 for every 1 
l m. We claim that τ(B1 · · ·Bm) = 0.
Fix ε > 0 and set M = max1lm ‖Bl‖m. Denote by Mk,i the von Neumann algebra gener-
ated by the operator Ak,i . By Corollary 19, there exists i > 0 and elements Cl ∈Mkl ,i , 1 l m,
such that ‖Bl − Cl‖m  ε for every 1 l m. Since τ(Bl) = 0 for every 1 l m, it follows
2930 F. Sukochev, D. Zanin / Journal of Functional Analysis 263 (2012) 2921–2948that |τ(Cl)|  ε for every 1  l  m. Setting Dl = Cl − τ(Cl), we have ‖Bl − Dl‖m  2ε for
every 1 l m. Clearly,
m∏
l=1
Dl −
m∏
l=1
Bl =
m∑
j=1
(
j−1∏
l=1
Bl
)
(Dj −Bj )
(
m∏
l=j+1
Dl
)
.
By Hölder’s inequality, we have
∥∥∥∥∥
(
j−1∏
l=1
Bl
)
(Dj −Bj )
(
m∏
l=j+1
Dl
)∥∥∥∥∥
1

(
j−1∏
l=1
‖Bl‖m
)
‖Dj −Bj‖m
(
m∏
l=j+1
‖Dl‖m
)
.
Using the triangle inequality, we obtain
∣∣∣∣∣τ
(
m∏
l=1
Dl
)
− τ
(
m∏
l=1
Bl
)∣∣∣∣∣ 2mε(M + 2ε)m−1. (12)
It follows from the assumption of freeness (see Definition 7) and (12) that
∣∣∣∣∣τ
(
m∏
l=1
Bl
)∣∣∣∣∣=
∣∣∣∣∣τ
(
m∏
l=1
Dl
)
− τ
(
m∏
l=1
Bl
)∣∣∣∣∣ 2mε(M + 2ε)m−1.
Since ε is arbitrarily small, the claim follows.
The assertion of the lemma follows now from Definition 7. 
4. Construction and basic properties of the free Kruglov operator
In this section, we define free Kruglov operator using a very elegant construction given in
[17].
Construction 21. Select
(a) von Neumann subalgebras Mi , i = 0,1, of the factor L∞(F∞) such that Mi  L∞(F∞)
and such that L∞(F∞) =M0 M1;
(b) semi-circular random variable Ω ∈M1, that is the random variable with distribution func-
tion supported on the interval (−2,2) and with density 12π (4 − t2)1/2 dt ;
(c) an isometric embedding of L0(0,1) into Lh0(M0).
Kruglov operator K : L0(0,1) → L0(F∞) is the restriction of the operator A → ΩAΩ (from
L0(F∞) to L0(F∞)) to subalgebra L0(0,1) of the L0(F∞).
The main result of [17] can be formulated as follows.
Theorem 22. If xk ∈ L0(0,1), 1 k  n, are disjointly supported functions, then Kxk , 1 k 
n, are freely independent random variables.
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[17]. For the case of unbounded variables, the assertion follows now from Proposition 20. 
Remark 23. If functions x, y ∈ L0(0,1) are equimeasurable, then so are random variables
Kx,Ky ∈ L0(F∞).
Proof. If x, y ∈ L∞(0,1), then the assertion follows from Theorem 3.6.3 in [23]. Indeed, note
that the distribution of Kx coincides with that of |Ω|x|Ω|. Thus, S-transform of Kx is equal
to the product of the S-transform of x and S-transform of Ω2. Hence, S-transforms of Kx and
Ky coincide. Thus, all momenta of Kx and Ky coincide. It follows that characteristic functions
(see (6)) of Kx and Ky coincide, which implies the coincidence of distributions.
In general form, the assertion follows by continuity. 
We need the following technical lemma.
Lemma 24. For every t ∈ (0,1) and for every m ∈N, we have κm(Kχ(0,t)) = t .
Proof. An elementary computation combined with Proposition 9.4 of [16] shows that
τ
(
Ω2m
)= (2m)!
m!(m + 1)! =
∣∣NC(m)∣∣, m 1.
It follows now from (5) that κm(Ω2) = 1 for every m 1.
If t ∈Q, then t = l/n, for some 0 l  n ∈N. We have
Kχ(0,t) =
l∑
k=1
Kχ((k−1)/n,k/n).
By Theorem 22, random variables Kχ((k−1)/n,k/n), 1  k  l, are freely independent. By Re-
mark 23, those random variables are equimeasurable. It follows from Theorem 10 that
κm(Kχ(0,t)) = lκm(Kχ(0,1/n)) = l
n
κm(K1) = l
n
κm
(
Ω2
)= t.
The assertion follows now by continuity. 
The following proposition yields an important technical estimate for the Kruglov operator
which is conveniently stated via dilation operator σs : L0(0,1) → L0(0,1), s ∈ (0,1), given by
(σsx)(t) =
{
x( t
s
), t ∈ (0, s),
0, t ∈ (s,1).
Proposition 25. For every positive x ∈ L0(0,1), we have
2
5
σ1/20μ(x) μ(Kx) 4μ(x).
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hand side inequality.
In order to prove the left hand side inequality, set u = τ(EKχ[0,t] [ 25 ,∞)). By definition of the
Kruglov operator, we have τ(supp(Kχ[0,t])) t . Therefore, u t and τ(EKχ[0,t](0, 25 )) t − u.
By definition of the Kruglov operator, we have μ(0,K1) = ‖Ω2‖∞ = 4. By Lemma 24, we have
κm(Kχ[0,t]) = t for every m ∈N. Thus,
t + t2 = κ2(Kχ[0,t])+ κ21 (Kχ[0,t]) (4)= τ
(
(Kχ[0,t])2
)
 42u +
(
2
5
)2
(t − u).
Solving the inequality above, we obtain u > t/20 and, therefore,
μ
(
t
20
,Kχ[0,t]
)
 2
5
.
It follows that
μ
(
t
20
,Kx
)
 μ
(
t
20
,K
(
μ(t, x)χ[0,t]
))= μ(t, x)μ( t
20
,Kχ[0,t]
)
 2
5
μ(t, x).
Since t ∈ (0,1) is arbitrary, the left inequality follows. 
5. Johnson–Schechtman inequalities: The right hand side
The primary aim of this section is to prove the right hand side inequality of Theorem 1 (see
Theorem 35 below). All the results given here are valid for quasi-Banach symmetric operator
spaces.
In what follows, CE is the concavity modulus for the space E.
Lemma 26. Let E(M) be a symmetric operator space and let Ak ∈ E(M), 1  k  n, be
random variables. We have ∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 2CE
∥∥∥∥∥
n∑
k=1
|Ak|
∥∥∥∥∥
E(M)
.
Proof. It is immediate that
−
n∑
k=1
|Ak|
n∑
k=1
Ak 
n∑
k=1
|Ak|.
Therefore, (
n∑
k=1
Ak
)
+
,
(
n∑
k=1
Ak
)
−

n∑
k=1
|Ak|.
Hence,
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∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 CE
(∥∥∥∥∥
(
n∑
k=1
Ak
)
+
∥∥∥∥∥
E(M)
+
∥∥∥∥∥
(
n∑
k=1
Ak
)
−
∥∥∥∥∥
E(M)
)
 2CE
∥∥∥∥∥
n∑
k=1
|Ak|
∥∥∥∥∥
E(M)
. 
Lemma 27. Let E(M) and E(F∞) be symmetric operator spaces. Let Ak ∈ E(M), 1 k  n,
and Bk ∈ E(F∞), 1  k  n, be freely independent random variables. If Ak,Bk  0 and if
μ(Bk) = σ1/mμ(Ak) for some m ∈N and for every 1 k  n, then∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
mCm−1E
∥∥∥∥∥
n∑
k=1
Bk
∥∥∥∥∥
E(F∞)
.
Proof. Let L∞(F∞) = nk=1Mk with Mk  L∞(F∞) for every 1  k  n. Select pairwise
orthogonal projections pkj ∈Mk such that τ(pkj ) = 1/m for every 1 k  n. Select 0 Ckj ∈
Lh0(Mk) such that supp(Ckj )  pkj and μ(Ckj ) = μ(Bk). It is immediate that
∑m
j=1 Ckj is
equimeasurable with Ak .
For a given 1 j m, the random variables Ckj , 1 k  n, are freely independent. Similarly,
random variables
∑m
j=1 Ckj , 1 k m, are freely independent. It follows from Lemma 11 that
μ
(
n∑
k=1
Ckj
)
= μ
(
n∑
k=1
Bk
)
, 1 j m, μ
(
n∑
k=1
m∑
j=1
Ckj
)
= μ
(
n∑
k=1
Ak
)
. (13)
Therefore,∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
(13)=
∥∥∥∥∥
n∑
k=1
m∑
j=1
Ckj
∥∥∥∥∥
E(F∞)
 Cm−1E
m∑
j=1
∥∥∥∥∥
n∑
k=1
Ckj
∥∥∥∥∥
E(F∞)
(13)= mCm−1E
∥∥∥∥∥
n∑
k=1
Bk
∥∥∥∥∥
E(F∞)
. 
The following proposition contains the key estimate required in the proof of Theorem 35. It
should be compared with [2, Theorem 3.5] and [5, Lemma 4].
Proposition 28. Let E(M) be a symmetric operator space. If Ak ∈ E(M, τ ), 1  k  n, are
freely independent random variables such that
n∑
k=1
τ
(
supp(Ak)
)
 1, (14)
then ∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 400C20E
∥∥∥∥∥
n⊕
k=1
μ(Ak)
∥∥∥∥∥
E
.
2934 F. Sukochev, D. Zanin / Journal of Functional Analysis 263 (2012) 2921–2948Proof. Suppose first that Ak , 1  k  n, are positive. Let L∞(F∞) = nk=1Mk with Mk 
L∞(F∞) for every 1  k  n. Using Proposition 25, select, for a given 1  k  n, positive
operators Bk,Ck ∈ Lh0(Mk) such that
Bk 
5
2
Ck, μ(Bk) = σ1/20μ(Ak), μ(Ck) = μ
(
Kμ(Ak)
)
, 1 k  n.
It follows from Lemma 27 that∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 20C19E
∥∥∥∥∥
n∑
k=1
Bk
∥∥∥∥∥
E(F∞)
 50C19E
∥∥∥∥∥
n∑
k=1
Ck
∥∥∥∥∥
E(F∞)
. (15)
By (14), we may assume that ⊕nk=1 μ(Ak) ∈ L0(0,1). It follows from Theorem 22 and
Lemma 11 that
μ
(
K
(
n⊕
k=1
μ(Ak)
))
= μ
(
n∑
k=1
Ck
)
. (16)
By Proposition 25, we have ‖K‖E→E  4. It follows now from (15) and (16) that∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 50C19E
∥∥∥∥∥K
(
n⊕
k=1
μ(Ak)
)∥∥∥∥∥
E(F∞)
 200C19E
∥∥∥∥∥
n⊕
k=1
μ(Ak)
∥∥∥∥∥
E
. (17)
In general case, note that |Ak|, 1  k  n, are freely independent positive random variables
(see Definition 7). The assertion follows now from the inequality (17) applied to the positive
random variables |Ak|, 1 k  n and Lemma 26. 
Informally speaking, Proposition 28 provides the estimate for the “head part” of
∑n
k=1 Ak ,
whereas Propositions 31 and 32 below provide the estimate for the “tail part” in the “positive”
and “mean zero” case, respectively (see the proof of Theorem 35).
The following lemma (used in the proof of Propositions 31 and 32) provides an upper bound
for the Möbius function of NC(n). We are grateful to Professor Speicher for his comments on
the proof of this lemma.
Lemma 29. Let Moeb be the Möbius function of NC(n). For every π ∈ NC(n), we have
|Moeb(π,1n)| 4n.
Proof. For every π ∈ NC(n), one can consider the order interval [π,1n] ⊂ NC(n). The following
isomorphism is given in [16, Theorem 9.29].
[π,1n]  NC(1)k1 × · · · × NC(n)kn . (18)
It follows from equality 10.18 and Proposition 10.15 in [16, p. 163] that
∣∣Moeb(π,1n)∣∣= n∏
(
1
i
Ci−12(i−1)
)ki

n∏( 1
i + 1C
i
2i
)ki
. (19)i=1 i=1
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the right hand side of (19) is the cardinality of the interval [π,1n]. Hence, |Moeb(π,1n)| does
not exceed the cardinality of the order interval [π,1n]. The latter, obviously, does not exceed
the cardinality of NC(n), which equals 1/(n + 1)Cn2n. Since 1/(n + 1)Cn2n  4n, the assertion
follows. 
The following corollary establishes a useful estimate of free cumulants.
Corollary 30. For every n ∈N, we have |κn(A)| 16nτ (|A|n).
Proof. It follows from (3) and Lemma 29 that
∣∣κn(A)∣∣ 4n ∑
π∈NC(n)
∏
V∈π
∣∣τ(A|V |)∣∣.
Evidently,
∏
V∈π
∣∣τ(A|V |)∣∣ τ(|A|n).
Since the cardinality of NC(n) (that is 1/(n + 1)Cn2n) does not exceed 4n, the assertion fol-
lows. 
Proposition 31. Let Ak ∈M, 1  k  n, be positive freely independent random variables. For
every p ∈N, we have
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
Lp(M)
 64
∥∥∥∥∥
n⊕
k=1
μ(Ak)
∥∥∥∥∥
L1∩L∞
.
Proof. It follows from (5) that
τ
((
n∑
k=1
Ak
)p)
=
∑
π∈NC(p)
∏
V∈π
κ|V |
(
n∑
k=1
Ak
)
. (20)
It follows from Theorem 10 and Corollary 30 that
∣∣∣∣∣κ|V |
(
n∑
k=1
Ak
)∣∣∣∣∣=
∣∣∣∣∣
n∑
k=1
κ|V |(Ak)
∣∣∣∣∣ 16|V |
n∑
k=1
τ
(
A
|V |
k
)= 16|V |
∞∫
0
X|V |(s) ds,
where
X =
n⊕
μ(Ak) ∈ (L1 ∩L∞)(0,∞).
k=1
2936 F. Sukochev, D. Zanin / Journal of Functional Analysis 263 (2012) 2921–2948By induction, we have
∞∫
0
Xm(s) ds  ‖X‖mL1∩L∞, m 1.
Multiplying over all V ∈ π , we obtain∣∣∣∣∣
∏
V∈π
κ|V |
(
n∑
k=1
Ak
)∣∣∣∣∣
∏
V∈π
16|V |‖X‖|V |L1∩L∞ = 16p‖X‖
p
L1∩L∞ .
Since
∣∣NC(p)∣∣= 1
p + 1C
p
2p = τ
(
(K1)p
)
 ‖K1‖p∞ = 4p,
it follows now from (20) that
τ
((
n∑
k=1
Ak
)p)
 16p‖X‖pL1∩L∞ ·
1
p + 1C
p
2p = 16p‖X‖pL1∩L∞‖K1‖
p
p  64p‖X‖pL1∩L∞ .
The assertion follows immediately. 
Proposition 32. Let Ak ∈M, 1 k  n, be mean zero freely independent random variables. For
every p ∈N, we have ∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
L2p(M)
 64
∥∥∥∥∥
n⊕
k=1
μ(Ak)
∥∥∥∥∥
L2∩L∞
.
Proof. It follows from (5) that
τ
((
n∑
k=1
Ak
)2p)
=
∑
π∈NC(2p)
∏
V∈π
κ|V |
(
n∑
k=1
Ak
)
. (21)
If |V | = 1, then, by the assumption,
∣∣∣∣∣κ|V |
(
n∑
k=1
Ak
)∣∣∣∣∣=
∣∣∣∣∣τ
(
n∑
k=1
Ak
)∣∣∣∣∣= 0 16∥∥X2
∥∥1/2
L1∩L∞ , (22)
where
X =
n⊕
k=1
μ(Ak) ∈ (L1 ∩L∞)(0,∞).
If |V | 2, it follows from Theorem 10 and Corollary 30 that
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(
n∑
k=1
Ak
)∣∣∣∣∣=
∣∣∣∣∣
n∑
k=1
κ|V |(Ak)
∣∣∣∣∣ 16|V |
n∑
k=1
τ
(|Ak||V |)= 16|V |
∞∫
0
X|V |(s) ds. (23)
By induction, we have
∞∫
0
Xm(s) ds 
∥∥X2∥∥m/2
L1∩L∞ , m 2.
It follows from (22) and (23) that∣∣∣∣∣
∏
V∈π
κ|V |
(
n∑
k=1
Ak
)∣∣∣∣∣
∏
V∈π
16|V |
∥∥X2∥∥|V |/2
L1∩L∞  16
2p∥∥X2∥∥p
L1∩L∞ .
Since
∣∣NC(2p)∣∣= 1
2p + 1C
2p
4p = τ
(
(K1)2p
)
 ‖K1‖2p∞ = 42p,
it follows now from (21) that
τ
((
n∑
k=1
Ak
)2p)
 162p
∥∥X2∥∥p
L1∩L∞ ·
1
2p + 1C
2p
4p = 162p
∥∥X2∥∥p
L1∩L∞‖K1‖
2p
2p
 642p
∥∥X2∥∥p
L1∩L∞ .
The assertion follows immediately. 
Corollary 33. Let Ak ∈M, 1 k  n be freely independent random variables.
(a) If Ak is positive for every 1 k  n, then∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥∞  64
∥∥∥∥∥
n⊕
k=1
μ(Ak)
∥∥∥∥∥
L1∩L∞
.
(b) If Ak is mean zero for every 1 k  n, then∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥∞  64
∥∥∥∥∥
n⊕
k=1
μ(Ak)
∥∥∥∥∥
L2∩L∞
.
Notation 34. For every symmetric quasi-Banach space E on the interval (0,1), we define sym-
metric quasi-Banach spaces E1, E2 on the semi-axis by setting
‖x‖E1 = max
{∥∥μ(x)χ[0,1]∥∥E,∥∥min{|x|,μ(1, x)}∥∥1},
‖x‖E2 = max
{∥∥μ(x)χ[0,1]∥∥E,∥∥min{|x|,μ(1, x)}∥∥2}.
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The following theorem is the main result of this section. It should be compared with [2,
Theorem 3.5].
Theorem 35. Let M be a finite von Neumann algebra equipped with a faithful normal nor-
malised trace. Let E(M) be a symmetric operator space. Suppose that there exists a sequence
Ak ∈ E(M), 1 k  n, of freely independent random variables.
(a) If Ak is positive for every 1 k  n, then∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 528C21E
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E1(M⊗l∞)
.
(b) If Ak is symmetrically distributed for every 1 k  n, then∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
 528C21E
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E2(M⊗l∞)
.
Proof. We prove only the first assertion. Proof of the second one is identical.
Set
X =
n⊕
k=1
μ(Ak)
and define random variables
A1k = AkEAk
(
μ(1,X),∞), A2k = Ak − A1k, 1 k  n.
The random variables A1k , 1 k  n are freely independent. So are the random variables A2k ,
1 k  n. It is clear that
μ
(
n⊕
k=1
μ(A1k)
)
 μ(X)χ[0,1], μ
(
n⊕
k=1
μ(A2k)
)
min
{
μ(X),μ(1,X)
}
. (24)
Applying Proposition 28, Corollary 33 and (24), we obtain
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E
 CE
(∥∥∥∥∥
n∑
k=1
A1k
∥∥∥∥∥
E
+
∥∥∥∥∥
n∑
k=1
A2k
∥∥∥∥∥
E
)
 400C21E
∥∥∥∥∥
n⊕
k=1
μ(A1k)
∥∥∥∥∥
E
+ 64CE
∥∥∥∥∥
n⊕
k=1
μ(A2k)
∥∥∥∥∥
L1∩L∞
 400C21E
∥∥μ(X)χ[0,1]∥∥E + 64CE∥∥min{μ(X),μ(1,X)}∥∥1 + 64CEμ(1,X)
 464C21
∥∥μ(X)χ[0,1]∥∥ + 64CE∥∥min{μ(X),μ(1,X)}∥∥E E 1
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∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E1(M⊗l∞)
. 
6. Johnson–Schechtman inequalities: The left hand side
The primary aim of this section is to prove the left hand side inequality in Theorem 1 (see
Theorem 37 and Theorem 45 below). We emphasise that all results in this section hold only for
Banach symmetric operator spaces.
Lemma 36. Let Ak ∈ L1(M), 1 k  n, be positive operators. We have
n∑
k=1
Ak ⊗ ek 
n∑
k=1
Ak.
Proof. By Lemma 2.3 from [7], we have
b∫
0
μ
(
s,
n∑
k=1
Ak ⊗ ek
)
ds 
b∫
0
μ
(
s,
n∑
k=1
Ak
)
ds, b > 0. (25)
Setting b = ∞ in Lemma 8.4 from [14], we obtain
∞∫
na
μ
(
s,
n∑
k=1
Ak ⊗ ek
)
ds 
n∑
k=1
∞∫
a
μ(s,Ak) ds.
Since
∞∫
0
μ
(
s,
n∑
k=1
Ak ⊗ ek
)
ds =
n∑
k=1
∞∫
0
μ(s,Ak) ds,
it follows that
na∫
0
μ
(
s,
n∑
k=1
Ak ⊗ ek
)
ds 
n∑
k=1
a∫
0
μ(s,Ak) ds, a > 0. (26)
Subtracting (26) from (25), we obtain
b∫
na
μ
(
s,
n∑
k=1
Ak ⊗ ek
)
ds 
b∫
a
μ
(
s,
n∑
k=1
Ak
)
ds. 
The following theorem provides a converse assertion for Theorem 35 (in the case of positive
random variables). Surprisingly, it does not require freeness at all. If M is a commutative von
Neumann algebra, then the result below significantly strengthens the left hand side inequality in
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used in [11].
Theorem 37. Let M be a finite von Neumann algebra equipped with a faithful normal nor-
malised trace. Let E(M) be a symmetric (Banach) operator space. If Ak ∈ E(M), 1  k  n,
are positive random variables, then∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E1(M⊗l∞)
 3
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
.
Proof. Set
X =
n⊕
k=1
μ(Ak) ∈ (L1 + L∞)(0,∞)
and define random variables
A1k = AkEAk
(
μ(1,X),∞), A2k = Ak − A1k, 1 k  n.
It is clear that
μ(X)χ[0,1] = max
{
μ
(
n⊕
k=1
μ(A1k)
)
,μ(1,X)χ[0,1]
}
 μ
(
n⊕
k=1
μ(A1k)
)
+ ‖X‖1χ[0,1].
Therefore,∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E1(M⊗l∞)
 ‖X‖1 +
∥∥μ(X)χ[0,1]∥∥E 
∥∥∥∥∥
n⊕
k=1
μ(A1k)
∥∥∥∥∥
E
+ 2‖X‖1.
It follows from Lemma 36 and Theorem 14 that∥∥∥∥∥
n⊕
k=1
μ(A1k)
∥∥∥∥∥
E

∥∥∥∥∥
n∑
k=1
A1k
∥∥∥∥∥
E(M)
.
Given obvious inequalities ∥∥∥∥∥
n∑
k=1
A1k
∥∥∥∥∥
E(M)

∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
and
‖X‖L1 =
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
L1(M)

∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
,
the assertion follows. 
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probabilistic) treatment.
Lemma 38. Let E be a symmetric (Banach) function space and let A,B ∈ L∞(F∞) be positive
random variables. If A,B are freely independent, then
‖A‖E(F∞)  ‖A−B‖E(F∞) + τ(B).
Proof. We have L∞(F∞) =M1 M2 with M1 M2  L∞(F∞). Without loss of generality,
A ∈M1 and B ∈M2. Select a family of projections pt ∈M2, t ∈ (0,1) such that τ(pt ) = t and
that
B =
1∫
0
μ(t,B)dpt ∈M2.
Fix ε > 0. By [19, Theorem 22], there exist n ∈ N and positive functions x1, . . . , xn such that
μ(xk) = μ(B), 1 k  n, and that
∥∥∥∥∥
1∫
0
μ(t,B)dt − 1
n
n∑
k=1
xk
∥∥∥∥∥∞  ε.
Define operators Bk ∈M2, 1 k  n, by setting
Bk =
1∫
0
xk(t) dpt .
It follows that
∥∥A − τ(B)∥∥
E(F∞) 
∥∥∥∥∥A− 1n
n∑
k=1
Bk
∥∥∥∥∥
E(F∞)
+
∥∥∥∥∥τ(B) − 1n
n∑
k=1
Bk
∥∥∥∥∥
E(F∞)
 1
n
n∑
k=1
‖A− Bk‖E(F∞) +
∥∥∥∥∥
1∫
0
μ(t,B)dt − 1
n
n∑
k=1
xk
∥∥∥∥∥∞.
For every 1 k  n, the random variables A ∈M1 and Bk ∈M2 are freely independent. Since
μ(B) = μ(Bk) for every 1 k  n, it follows that,
‖A− Bk‖E(F∞) = ‖A− B‖E(F∞), 1 k  n.
Therefore, ∥∥A− τ(B)∥∥
E(F∞)  ‖A−B‖E(F∞) + ε.
Since ε > 0 is arbitrarily small, the assertion follows. 
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(0,1)2 induces a ∗-isomorphism of von Neumann algebras L∞(0,1) and L∞((0,1)2). In partic-
ular, symmetric operator space E((0,1)2) is isometrically isomorphic to E(0,1). This allows us
to consider the Kruglov operator on E((0,1)2) in the following lemma.
Lemma 39. Let E be a symmetric (Banach) function space equipped with a Fatou norm and let
x ∈ E be a positive random variable. We have
‖x‖E  100
∥∥K(x ⊗ r)∥∥
E(F∞) + 50‖x‖1.
Here, r = χ(0,1/2) − χ(1/2,1).
Proof. Fix n ∈N. Set
y = (x ⊗ r)Ex⊗r [0, n], z = −(x ⊗ r)Ex⊗r [−n,0],
u = (x ⊗ r)Ex⊗r (n,∞), v = −(x ⊗ r)Ex⊗r (−∞,−n).
Define positive random variables A,B ∈ L∞(F∞) by setting A = Ky and B = Kz. By Proposi-
tion 25, we have
μ(A) 2
5
σ1/20μ(y) and, therefore, ‖y‖E  50‖A‖E(F∞).
By Theorem 22, A and B are freely independent random variables. It follows now from
Lemma 38 that
‖y‖E  50
(‖A− B‖E(F∞) + τ(B))= 50(∥∥K(y − z)∥∥E(F∞) + ‖z‖1). (27)
We have, y + u − z − v = x ⊗ r . Also, y + v − z − u is equimeasurable with x ⊗ r . It follows
from Lemma 23 that
μ
(
K(y + u − z − v))= μ(K(y + v − z − u))= μ(K(x ⊗ r)).
Thus, it follows from the triangle inequality that
∥∥K(y − z)∥∥
E(F∞) =
1
2
∥∥K(y + u − z − v)+K(y + v − z − u)∥∥
E(F∞) 
∥∥K(x ⊗ r)∥∥
E(F∞).
It follows now from the definition of y and (27) that
∥∥xEx[0, n]∥∥E  2‖y‖E  100
(∥∥K(x ⊗ r)∥∥
E(F∞) +
1
2
‖x‖1
)
.
Since the norm on E is a Fatou norm, the assertion follows by letting n → ∞. 
The following lemma is a symmetrised variant of [6, Proposition 1.5] (see also [19,
Lemma 15]).
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distributed random variables. If μ(y) μ(x), then the closed convex hull of elements equimea-
surable with x contains y.
Proof. Without loss of generality,
x(t) = (−1)[2t]μ({2t}, x), y(t) = (−1)[2t]μ({2t}, y), 0 < t < 1.
Fix n ∈N. Set
z(t) = (−1)[2t]μ({2t}, x) · 1
n
[
nμ({2t}, y)
μ({2t}, x)
]
, 0 < t < 1.
We have
∣∣y(t)− z(t)∣∣= 1
n
μ
({2t}, x) · ∣∣∣∣
[
nμ({2t}, y)
μ({2t}, x)
]
− nμ({2t}, y)
μ({2t}, x)
∣∣∣∣ 1nμ
({2t}, x), t > 0
and, therefore, ‖y − z‖E  ‖x‖E/n.
Define a partition of the interval (0,1) into disjoint sets Ak , 0 k  n, by setting
Ak =
{
t ∈ (0,1):
[
nμ({2t}, y)
μ({2t}, x)
]
= k
}
, 0 k  n.
For a given {0,1}-valued sequence m = (m0, . . . ,mn−1) ∈ {0,1}n, set
xm = xχAn +
n−1∑
k=0
(−1)mkxχAk , λm =
n−1∏
k=0
(
1
2
+ (−1)mk k
2n
)
.
Clearly, every xm is equimeasurable with x and every λm is positive. We have
z =
n∑
k=0
k
n
xχAk = xχAn +
n−1∑
k=0
( ∑
m∈{0,1}n
(−1)mkλm
)
xχAk =
∑
m∈{0,1}n
λmxm. 
Lemma 41. Let M be a finite von Neumann algebra and let E(M) be a symmetric (Banach)
operator space. If A,B,C ∈ E(M) are symmetrically distributed freely independent random
variables such that μ(B) μ(A), then
‖B + C‖E(M)  ‖A+ C‖E(M).
Proof. Without loss of generality, M = L∞(F∞). Fix von Neumann subalgebras M1, M2 in
L∞(F∞) such that L∞(F∞) = M1 M2 and M1  M2  L∞(F∞). Without loss of gener-
ality, A,B ∈M1 and C ∈M2. Let pt ∈M1, t ∈ [0,1], be an increasing family of projections
such that τ(pt ) = t and such that
B =
1∫
y(t) dpt .0
2944 F. Sukochev, D. Zanin / Journal of Functional Analysis 263 (2012) 2921–2948Fix ε > 0. By Lemma 40, there exists n ∈ N and elements xk ∈ E, 1  k  n, equimeasurable
with A such that ∥∥∥∥∥y − 1n
n∑
k=1
xk
∥∥∥∥∥
E
 ε.
Set
Ak =
1∫
0
xk(t) dpt .
Clearly, Ak ∈ E(M1) are equimeasurable with A. Hence, μ(Ak + C) = μ(A + C) for every
1 k  n. Therefore,
‖B + C‖E(M) 
∥∥∥∥∥B − 1n
n∑
k=1
Ak
∥∥∥∥∥
E(M)
+
∥∥∥∥∥1n
n∑
k=1
Ak + C
∥∥∥∥∥
E(M)
=
∥∥∥∥∥y − 1n
n∑
k=1
xk
∥∥∥∥∥
E
+
∥∥∥∥∥1n
n∑
k=1
Ak +C
∥∥∥∥∥
E(M)
 ε + 1
n
n∑
k=1
‖Ak +C‖E(M)
= ‖A+ C‖E(M) + ε.
Since ε > 0 is arbitrarily small, the assertion follows. 
Corollary 42. Let E be a symmetric Banach space and let Ak,Bk ∈ E(M), 1  k  n, be
symmetrically distributed random variables such that μ(Bk)  μ(Ak) for all 1  k  n. If Ak ,
1 k  n, are freely independent and if Bk , 1 k  n, are freely independent, then∥∥∥∥∥
n∑
k=1
Bk
∥∥∥∥∥
E

∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E
.
The idea of the proof below is borrowed from [13, Theorem 3.2]. For convenience of the
reader, we present full details.
Proposition 43. Let M be a finite von Neumann algebra and let Ak ∈ L1(M), 1  k  n, be
freely independent symmetrically distributed random variables. We have
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
(L1+L2)(M⊗l∞)
 64
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
L1(M)
.
Proof. Without loss of generality, M = L∞(F∞). We have L∞(F∞) = nk=1Mk with Mk 
L∞(F∞) for every 1  k  n. Without loss of generality, Ak ∈ L1(Mk). Note that Ak is
equimeasurable with σ1/2μ(Ak) ⊕ (−σ1/2μ(Ak)) for every 1  k  n. For every 1  k  n,
select an increasing family of projections pk,t ∈Mk , t ∈ (0,1), such that τ(pk,t ) = t and
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1/2∫
0
μ(2t,Ak) dpt,k −
1∫
1/2
μ(2t − 1,Ak) dpt,k.
For a given Bk ∈M, set
Ck =
1/2∫
0
μ(2t,Bk) dpt,k −
1∫
1/2
μ(2t − 1,Bk) dpt,k.
It follows that
AkCk =
1∫
0
μ
({2t},Ak)μ({2t},Bk)dpt,k.
Therefore,
τ(AkCk) =
1∫
0
μ
({2t},Ak)μ({2t},Bk)dt =
1∫
0
μ(t,Ak)μ(t,Bk) dt 
∣∣τ(AkBk)∣∣.
Note that μ(Ck) = μ(Bk) and that Ck is symmetrically distributed.
Since the space (L1 + L2)(M⊗ l∞) is isometrically embedded into the Banach dual of the
space (L2 ∩ L∞)(M⊗ l∞), it follows that
∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
(L1+L2)(M⊗l∞)
= sup
{
n∑
k=1
τ(AkBk):
∥∥∥∥∥
n∑
k=1
Bk ⊗ ek
∥∥∥∥∥
(L∞∩L2)(M⊗l∞)
 1
}
.
If k1 = k2, then Ak1 ∈ L1(Mk1) and Ck2 ∈ Mk2 are freely independent random variables. In
particular, τ(Ak1Ck2) = 0 for every k1 = k2. Therefore,
∣∣∣∣∣
n∑
k=1
τ(AkBk)
∣∣∣∣∣
n∑
k=1
τ(AkCk) = τ
((
n∑
k=1
Ak
)(
n∑
k=1
Ck
))

∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
1
·
∥∥∥∥∥
n∑
k=1
Ck
∥∥∥∥∥∞.
Since Ck , 1 k  n, are freely independent symmetrically distributed random variables, it fol-
lows from Corollary 33 that
∥∥∥∥∥
n∑
k=1
Ck
∥∥∥∥∥∞  64
∥∥∥∥∥
n∑
k=1
Ck ⊗ ek
∥∥∥∥∥
(L∞∩L2)(M⊗l∞)
= 64
∥∥∥∥∥
n∑
k=1
Bk ⊗ ek
∥∥∥∥∥
(L∞∩L2)(M⊗l∞)
 64.
The assertion follows immediately. 
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operator space equipped with a Fatou norm. If Ak ∈ E(M), 1 k  n, are freely independent
symmetrically distributed random variables satisfying the condition (14), then∥∥∥∥∥
n⊕
k=1
μ(Ak)
∥∥∥∥∥
E
 3600
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
.
Proof. Without loss of generality, M = L∞(F∞). Fix von Neumann subalgebras Mk , 1 
k  n, such that Mk  L∞(F∞) for all 1  k  n and such that L∞(F∞) = nk=1Mk . Se-
lect Bk ∈ E(Mk), 1 k  n, to be equimeasurable with K(μ(Ak) ⊗ r). Using the definition of
the Kruglov operator and the fact that ‖Ω‖∞  2, we obtain μ(Bk) 4μ(Ak). It follows from
Corollary 42 that
∥∥∥∥∥
n∑
k=1
Bk
∥∥∥∥∥
E(M)
 4
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
. (28)
Due to the condition (14), we may assume that
X =
n⊕
k=1
μ(Ak) ∈ L1(0,1).
It follows from Theorem 22 that
∑n
k=1 Bk is equimeasurable with K(X ⊗ r). By Lemma 39, we
have
‖X‖E  100
∥∥K(x ⊗ r)∥∥
E(M) + 50‖X‖1 = 100
∥∥∥∥∥
n∑
k=1
Bk
∥∥∥∥∥
E(M)
+ 50‖X‖1.
By (28) and Proposition 43, we have
‖X‖E  400
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
+ 3200
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
L1(M)
 3600
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
. 
Theorem 45. Let M be a finite von Neumann algebra equipped with a faithful normal nor-
malised trace. Let E(M) be a symmetric (Banach) operator space equipped with a Fatou norm.
Suppose that there exists a sequence Ak ∈ E(M), 1 k  n, of freely independent symmetrically
distributed random variables. We have∥∥∥∥∥
n∑
k=1
Ak ⊗ ek
∥∥∥∥∥
E2(M⊗l∞)
 3664
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
.
Proof. Set
X =
n⊕
μ(Ak) ∈ (L1 + L∞)(0,∞)
k=1
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A1k = AkE|Ak |
(
μ(1,X),∞), A2k = Ak − A1k, 1 k  n.
The random variables A1k , 1 k  n are freely independent. So are the random variables A2k ,
1 k  n. It is clear that
μ(X)χ[0,1]  μ
(
n⊕
k=1
μ(A1k)
)
+μ(1,X)χ[0,1].
Therefore,
∥∥μ(X)χ[0,1]∥∥E 
∥∥∥∥∥
n∑
k=1
A1k ⊗ ek
∥∥∥∥∥
E(M⊗l∞)
+ μ(1,X).
It follows now from Proposition 44 that
∥∥μ(X)χ[0,1]∥∥E  3600
∥∥∥∥∥
n∑
k=1
A1k
∥∥∥∥∥
E(M)
+μ(1,X).
It follows now from Corollary 42 that
∥∥μ(X)χ[0,1]∥∥E  3600
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
+ ‖X‖L1+L2 .
It follows from the definition of X and Proposition 43 that
∥∥min{μ(X),μ(1,X)}∥∥2  ‖X‖L1+L2  64
∥∥∥∥∥
n∑
k=1
Ak
∥∥∥∥∥
E(M)
.
The assertion follows immediately. 
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