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Abstract. We first prove that, in Vasiliev’s theory, the zero-form charges studied in
1103.2360 and 1208.3880 are twisted open Wilson lines in the noncommutative Z space.
This is shown by mapping Vasiliev’s higher-spin model on noncommutative Yang–Mills
theory. We then prove that, prior to Bose-symmetrising, the cyclically-symmetric higher-
spin invariants given by the leading order of these n-point zero-form charges are equal
to corresponding cyclically-invariant building blocks of n-point correlation functions of
bilinear operators in free conformal field theories (CFT) in three dimensions. On the
higher spin gravity side, our computation reproduces the results of 1210.7963 using an
alternative method amenable to the computation of subleading corrections obtained by
perturbation theory in normal order. On the free CFT side, our proof involves the ex-
plicit computation of the separate cyclic building blocks of the correlation functions of n
conserved currents in arbitrary dimension d > 2 using polarization vectors, which is an
original result. It is shown to agree, for d = 3 , with the results obtained in 1301.3123 in
various dimensions and where polarization spinors were used.
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1 Introduction
The conjectured holographic duality between Higher Spin (HS) gauge theory on AdSd+1
background and free CFTd was spelled out, after the pioneering works [1, 2, 3, 4, 5, 6, 7]
in the references [8, 9, 10, 11], where the last work also contains a simple test of the
conjecture. As stressed respectively in [6] and [9], this holographic correspondence is
remarkable in that it (i) relates two weakly coupled theories and (ii) does not require any
supersymmetry.
If one postulates the validity of the HS/CFT conjecture, the holographic reconstruction
programme undertaken in [12], that starts from the free O(N) model on the boundary,
enabled the reconstruction of all the cubic vertices in the bulk [13] as well as the quartic
vertex for the bulk scalar field [14]. The cubic vertices obtained in this way involve finitely
many derivatives at finite values of the spins. On the other hand, without postulating
the holographic conjecture, the standard tests of the HS4/CFT3 correspondence work
well [15, 16] for the cubic vertices in Vasiliev’s theory that are fully fixed by the rigid,
nonabelian higher-spin symmetry algebra of the vacuum AdS4 solution; for recent results,
see [17, 18].
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The computations of [16] of 3-point functions show divergences in the case of the
Vasiliev vertices that are not fully fixed by the pure higher-spin kinematics. These di-
vergences have been confirmed since then from a different perspective in [19], where all
the first nontrivial interactions around AdS4 have been extracted from the Vasiliev equa-
tions. To date, no regularisation scheme has been shown to tame these divergences in
a completely satisfactory manner; for discussions, see for example [20], and for recent
progress, see [17, 18, 21]. Nonetheless. since the computation of [16] utilises techniques
of AdS/CFT that rely on the existence of a standard action principle on the bulk side,
i.e. an action for which the kinetic terms are given by Fronsdal Lagrangians in AdS4 [22],
it is suggestive of the existence of an effective action of deformed Fronsdal type, but not
necessarily of any underlying path integral measure for self-interacting Fronsdal fields.
Being more circumspect, one can say that, for the Vasiliev’s equations, the issues of
locality and weak-field perturbative expansion around AdS4 are subtle and require more
investigations, see [23, 24, 25, 26, 18, 27, 28, 21] for some preliminary works in that direc-
tion. In fact, taking a closer look at the deformed Fronsdal action, it is more reminiscent
of an effective than a classical action. The weakest assumption would be a duality be-
tween Vasiliev’s equations and the deformed Fronsdal theory, in the sense that the two
theories would be equivalent only at the level of their respective on-shell actions subject
to suitable boundary conditions. However, in view of the matching of 3-point couplings
[11, 16, 17, 18], a more natural outcome would be that Vasiliev’s equations contain a
deformed Fronsdal branch, obtained by a fine-tuned field redefinition [25] possibly related
to a noncommutative geometric framework [29, 30, 31]. As this branch would have to cor-
respond to a unitary (free) CFT, one should thus think of the deformed Fronsdal action as
an effective action, that is, there is no need to quantise it any further — whereas further
1/N corrections can be obtained by altering boundary conditions. Moreover, unlike in
an ordinary quantum field theory, in which the effective action has a loop expansion, the
trivial nature of the 1/N expansion of the free conformal field theory implies that the anti-
holographically dual deformed Fronsdal action has a trivial loop expansion as well. Thus,
rather than to quantise the deformed Fronsdal theory as a four-dimensional field theory
(only to discover that all loop corrections actually cancel), it seems more reasonable to us
that the actual microscopic theory turns to be a field theory based on a classical action
of the covariant Hamiltonian form proposed in [30].
In this paper, we shall examine the issue of locality of unfolded field equations from
a different point of view, by studying higher spin invariants known as zero-form charges
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[32, 33]. It was argued in [34, 35] that rather than asking for locality in a gravitational
gauge theory at the level of the field equations, the question is to determine in which
way the degrees of freedom assemble themselves so as to exhibit some form of cluster
decomposition, in a way reminiscent to glueball formation in the strong coupling regime
of Quantum Chromo Dynamics (QCD). In the body of this paper, we shall present further
evidence for that this heuristic comparison with QCD is not coincidental.
In Vasiliev’s unfolded formulation, where the spacetime dependence of the locally-
defined master fields can be encoded into a gauge function, the boundary condition dic-
tated by the space-time physics that one wishes to address is translated into the choice
of a suitable class of functions in the internal fiber space. Following this line of reasoning,
the authors of [35] proposed that locality properties manifest themselves at the level of
zero-form charges [36], whose leading orders in the expansion in terms of curvatures of
the bulk-to-boundary propagators found in [16] hence ought to reproduce holographic
correlation functions of the dual CFT3 as was later verified in [37] for two- and three-
point functions. A related check was performed in the case of black-hole-like solutions
in [29, 38, 31], whose asymptotic charges are mapped to non-polynomial functions in the
fiber space, that in their turn determine zero-form charges that indeed exhibit cluster-
decomposition properties, whereby the zero-form charges of two well-separated one-body
solutions are perturbatively additive in the leading order of the separation parameter.
The relation between the leading orders of more general zero-form charges and general
n-point functions was then established in [39] following a slightly different approach in
terms of Cayley transforms, reproducing the CFT3 results for the 3-point correlation
functions of conserved currents for free bosons and free fermions obtained in [40, 41].
In [42], the n-point functions involving the conformal weight ∆ = 2 operator were also
computed and a comparison was made between the leading-order zero-form charges of [37]
and the results of [43], showing complete agreement. The authors of [43] used a convenient
twistor basis in order to express the operator product algebra of free bosons and fermions
in various dimensions, and from this they computed all the correlators. The case of free
CFT3 was fully covered, as well as free CFT4 (all Lorentz spins), upon certain truncations
of the sp(8) generalised spacetime coordinates. No expressions were given, however, for
the n-point correlation functions in the free scalar CFTd for arbitrary d . The latter were
conjectured in [13].
We want to stress that the approach to the computation of free CFT correlation
functions initiated in [37] from the bulk side has a priori nothing to do with the usual
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AdS/CFT prescription [44, 45]. From the standard approach in terms of Witten diagrams,
it is rather surprising that the evaluation of some quantities in the bulk (here the zero-
form charges), evaluated on the free theory, could produce n-point correlation functions
on the CFT side, as no information from vertices of order n in the Vasiliev theory is being
used.
It can be somehow reconciled with holography if one uses a non-standard HS action
[46] that reproduces the Vasiliev equations upon variation and is non-standard in the sense
that the Lagrangian density is integrated over a higher-dimensional noncommutative open
manifold containing AdS4 as a submanifold of its boundary, and with kinetic terms that
are not of the Fronsdal type but instead of the BF type usually met in topological field
theory. In this approach, the zero-form charges appear as some pieces of the on-shell
action. The fact that the generating functional in the HS bulk theory reproduces, in the
semi-classical limit, the free CFT generating function of correlation functions, is therefore
not totally odd [37].
In the present paper, one of the tasks we undertake is to pursue the evaluation of zero-
form charges along these lines, using throughout a method that enables one to evaluate
subleading corrections to the free CFT correlators due to the higher orders in the weak
field expansion of Vasiliev’s zero-form master field, postponing the systematic evaluation
of these subleading corrections to a future work. Although the results of [39, 42] already
produced the n-point correlators for free bosons and fermions CFT3 , the fact that the
noncommutative Z variables at the heart of Vasiliev’s formalism [47] were discarded ab
initio does not allow the consideration of subleading corrections in Vasiliev’s equations.
The plan of the paper is a follows: After a review of Vasiliev’s bosonic model in
Section 2, Section 3 contains a description of observables in Vasiliev’s model and the
proof (completed in Appendix A) that the zero-form charges discussed in [35, 36, 37],
are nothing but twisted open Wilson lines in the noncommutative twistor Z space. In
Section 4, we compute the twisted open Wilson lines on the bulk-to-boundary propagator
computed in [16] and derive the corresponding quasi-amplitudes for arbitrary number of
external legs. In the next Section 5, we compute the n-point correlation functions of
conserved currents of the free CFT corresponding to a set of free bosons in arbitrary
dimension d . We show that, even before Bose symmetrisation, the cyclic-invariant pre-
amplitudes obtained from the open Wilson lines at leading order in weak field expansion
correspond to the cyclically-invariant building blocks of the correlators in the free U(N)
model, obtained from the Wick contraction of the nearest-neighbours free fields inside
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the correlation functions. Our notation for spinor indices together with some technical
results are contained in Appendix B, while we relegated some other technical results in
the Appendix C.
2 Vasiliev’s bosonic model
Four-dimensional bosonic Vasiliev’s higher spin theories are formulated in terms of lo-
cally defined differential forms on a base manifold X4 × Z4 , where X4 is a commutative
spacetime manifold, with coordinates xµ, and Z4 is a noncommutative four-manifold co-
ordinatised by Zα, with α = 1, .., 4 . The fields are valued in an associative algebra
generated by oscillators Y α that are coordinates of a noncommutative internal manifold
Y4 . By using symbol calculus, we shall treat Zα and Y α as commuting variables, whereby
the noncommutative structure is ensured by endowing the algebra of functions1 fˆ(x, Z;Y )
with a noncommutative associative product, denoted by ⋆ , giving rise to the following
oscillator algebra:[
Y α, Y β
]
⋆
= 2i Cαβ ,
[
Zα, Zβ
]
⋆
= −2i Cαβ ,
[
Y α, Zβ
]
⋆
= 0 , (2.1)
where Cαβ is an Sp(4) invariant non-degenerate tensor used to raise and lower Sp(4)
indices using the NW-SE convention
V α := Cαβ Vβ , Vα := V
β Cβα . (2.2)
The Sp(4) indices are split under sl(2,C) in the following way:
Y α = (yα, y¯α˙) , Zα = (zα,−z¯α˙) . (2.3)
Correspondingly, the Sp(4) invariant tensor is chosen to be
Cαβ =
ǫαβ 0
0 ǫα˙β˙
 , Cαβ =
ǫαβ 0
0 ǫα˙β˙
 , (2.4)
where ǫ12 = ǫ
12 = 1 and ǫ1˙2˙ = ǫ
1˙2˙ = 1 for the sl(2,C) invariant tensors.
The star product algebra is extended from functions to differential forms on X4 ×Z4
by defining
dZα ⋆ fˆ := dZα fˆ , fˆ ⋆ dZα := fˆ dZα , (2.5)
idem dxµ, where fˆ is a differential form and the wedge product is left implicit. Thus,
the differential forms are horizontal on a total space X4 × Z4 × Y4, sometimes referred
1We put hats on objects that are nontrivial differential forms on Z4 .
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to as the correspondence space, with fiber space Y4, base X4 × Z4 and total horizontal
differential
d̂ := d+ q , d := dxµ∂xµ , q := dZ
α∂Zα , (2.6)
which obeys the graded Leibniz rule
d̂
(
fˆ ⋆ gˆ
)
=
(
d̂fˆ
)
⋆ gˆ + (−)deg fˆ deg gˆfˆ ⋆
(
d̂gˆ
)
, (2.7)
with deg denoting the total form degree. The differential graded star product algebra of
forms admits a set of linear (anti-)automorphisms defined by
π(x, y, y¯, z,−z¯) = (x,−y, y¯,−z,−z¯) , (2.8)
π¯(x, y, y¯, z,−z¯) = (x, y,−y¯, z, z¯) , (2.9)
τ(x, y, y¯, z,−z¯) = (x, iy, iy¯,−iz, iz¯) , (2.10)
and
π(d̂fˆ) = d̂ π(fˆ) , π(fˆ ⋆ gˆ) = π(fˆ) ⋆ π(gˆ) , idem for π¯ , (2.11)
τ(d̂fˆ) = d̂ τ(fˆ) , τ(fˆ ⋆ gˆ) = (−)deg fˆ deg gˆτ(gˆ) ⋆ τ(fˆ) , (2.12)
for differential forms fˆ and gˆ . Let us notice that τ 2 = ππ¯ and demanding that ππ¯(fˆ) = fˆ
amounts to removing all half-integer spin gauge fields on X4 from the model, leaving a
bosonic model whose gauge fields on X4 have integer spin. The hermitian conjugation is
the anti-linear anti-automorphism defined by
(x, y, y¯, z,−z¯)† = (x, y¯, y, z¯,−z) , (2.13)
(d̂fˆ)† = d̂fˆ † , (fˆ ⋆ gˆ)† = (−)deg fˆ deg gˆ gˆ† ⋆ fˆ † . (2.14)
In what follows, we shall use the normal ordered basis for the star product2. Among
the various conventions existing in the literature, we choose to work with the explicit
realisation:(
fˆ ⋆ gˆ
)
(Z, Y ) :=
∫
d4Ud4V
(2π)4
eiV
αUα fˆ(Z + U, Y + U) gˆ(Z − V, Y + V ) , (2.15)
for auxiliary variables Uα := (uα, u¯α˙) and V α := (vα, v¯α˙) . The space of bounded functions
of Y and Z whose complex modulus is integrable (usually written L1(Y4 × Z4)) forms a
star product algebra that admits a trace operation, given by
Tr fˆ(Z, Y ) :=
∫
d4Z d4Y fˆ(Z, Y ) ; (2.16)
2 It provides normal ordering of a−α :=
1
2
(Yα + Zα) and a
+α := 1
2i
(Y α − Zα) so that fˆ ⋆ a−α = fˆ a−α
and a+α ⋆ fˆ = a+α fˆ .
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indeed, it has the desired cyclicity property
Tr fˆ ⋆ gˆ = Tr gˆ ⋆ fˆ . (2.17)
It has the remarkable property:
Tr (fˆ(Y ) ⋆ gˆ(Z)) = Tr (fˆ(Y )gˆ(Z)) . (2.18)
In normal order, the inner Klein operators κˆ and ˆ¯κ, defined by
κˆ ⋆ κˆ = 1 = ˆ¯κ ⋆ ˆ¯κ , π(fˆ) = κˆ ⋆ fˆ ⋆ κˆ , π¯(fˆ) = ˆ¯κ ⋆ fˆ ⋆ ˆ¯κ , (2.19)
for all zero-forms fˆ , become real-analytic functions on Y4 × Z4, viz.
κˆ := eiy
αzα , ˆ¯κ := e−iy¯
α˙z¯α˙ . (2.20)
As shown in [48], the inner kleinians factorise as
κˆ = κy(y) ⋆ κz(z) , ˆ¯κ = κ¯y(y¯) ⋆ κ¯z(z¯) , with
κy(y) := 2π δ
2(y) , κz(z) := 2π δ
2(z) , κ¯y(y¯) := 2π δ
2(y¯) , κ¯z(z¯) := 2π δ
2(z¯) ,
(2.21)
which implies that their symbols are non-real analytic in Weyl order. As we shall see, the
inner kleinians define closed and central elements appearing in the equations of motion,
which implies that the fields will be real-analytic on-shell in normal order but not in Weyl
order. Thus, the normal order is suitable for a standard higher spin gravity interpretation
of the model, which requires a manifestly Lorentz covariant symbol calculus with symbols
that are real analytic at the origin of Z4 × Y4 .
The master fields describing the bosonic model consist of a connection one-form Â and
a twisted-adjoint zero-form Φ̂ , subject to the reality conditions and bosonic projection
Â† = −Â , π(Â) = π¯(Â) , (2.22)
Φ̂† = π(Φ̂) = π¯(Φ̂) . (2.23)
At the linearised level the physical spectrum consists of an infinite tower of massless
particles of every integer spin, each occurring once. The bosonic model can be further
projected to its minimal version, containing only even spin particles, by imposing
τ(Â) = −Â , τ(Φ̂) = π(Φ̂) . (2.24)
The equations of motion are given by the twisted-adjoint covariant constancy condition
d̂Φ̂ + Â ⋆ Φ̂− Φ̂ ⋆ π(Â) = 0 , (2.25)
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and the curvature constraint
d̂Â+ Â ⋆ Â + Φ̂ ⋆ Ĵ = 0 , (2.26)
where the two-form Ĵ is given by
Ĵ := − i
4
(
eiθ κˆdzαdzα + e
−iθ ˆ¯κdz¯α˙dz¯α˙
)
, (2.27)
with θ a real constant caracterising the model. This element obeys
Ĵ† = τ(Ĵ) = −Ĵ , (2.28)
and
d̂Ĵ ≡ 0 , Â ⋆ Ĵ − Ĵ ⋆ π(Â) ≡ 0 ≡ Φ̂ ⋆ Ĵ − Ĵ ⋆ π(Φ̂) . (2.29)
It follows that the field equations are compatible with the reality conditions on the master
fields and the integer-spin projections, and that they are universally Cartan integrable.
The latter implies invariance of (2.26, 2.25) under the finite gauge transformation
Â −→ ĝ ⋆ d̂ĝ−1 + ĝ ⋆ Â ⋆ ĝ−1 , (2.30)
Φ̂ −→ ĝ ⋆ Φ̂ ⋆ π(ĝ−1) , ĝ = ĝ (x, Z;Y ) , (2.31)
which preserve the reality conditions on the master fields and the integer-spin projection
of the model provided that
ĝ† = ĝ−1 , π(ĝ) = π¯(ĝ) ; (2.32)
the minimal projection in addition requires that
τ(ĝ) = ĝ−1 . (2.33)
The parity invariant models [11] are obtained by taking θ = 0 for the Type A model and
θ = π
2
for the Type B model, in which the physical scalar field is parity even and odd,
respectively.
Upon splitting the connection one-form into dxµ and dZα directions:
Â = Û + V̂ , Û = dxµÂµ , V̂ = dz
αÂα + dz¯
α˙Âα˙ , (2.34)
Vasiliev’s equations read
dÛ + Û ⋆ Û = 0 , (2.35)
dV̂ + qÛ + Û ⋆ V̂ + V̂ ⋆ Û = 0 , (2.36)
qV̂ + V̂ ⋆ V̂ + Φ̂ ⋆ Ĵ = 0 , (2.37)
dΦ̂ + Û ⋆ Φ̂− Φ̂ ⋆ π(Û) = 0 , (2.38)
qΦ̂ + V̂ ⋆ Φ̂− Φ̂ ⋆ π(V̂ ) = 0 . (2.39)
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Remarkably, unlike the case of a connection on a commutative manifold, the connection
on a noncommutative (symplectic) manifold can be mapped in a one-to-one fashion to an
adjoint quantity, given in Vasiliev’s theory by3
Ŝα := Zα − 2i Âα , Ψ̂ := Φ̂ ⋆ κˆ , ̂¯Ψ := Φ̂ ⋆ ˆ¯κ . (2.40)
In terms of these variables, Vasiliev’s equations read as follows:
dÛ + Û ⋆ Û = 0 ,
[
Ŝα, Ŝα˙
]
⋆
= 0 , (2.41)
dŜα +
[
Û , Ŝα
]
⋆
= 0 , dŜα˙ +
[
Û , Ŝα˙
]
⋆
= 0 , (2.42)
dΨ̂ +
[
Û , Ψ̂
]
⋆
= 0 , d
̂¯
Ψ+
[
Û ,
̂¯
Ψ
]
⋆
= 0 , (2.43){
Ŝα, Ψ̂
}
⋆
=
[
Ŝα,
̂¯
Ψ
]
⋆
= 0 ,
{
Ŝα, Ψ̂
}
⋆
=
[
Ŝα,
̂¯
Ψ
]
⋆
= 0 , (2.44)[
Ŝα, Ŝβ
]
⋆
+ 2iǫαβ(1− eiθΨ̂) = 0 ,
[
Ŝα˙, Ŝβ˙
]
⋆
+ 2iǫα˙β˙(1− e−iθ ̂¯Ψ) = 0 . (2.45)
Thus, the adjoint variables (Ŝα, Ŝα˙) obey a generalized version of Wigner’s deformation
[49, 50] of the Heisenberg algebra, as in [51], and are hence referred to as the deformed
oscillators.
The vacuum solution describing the AdS4 background is obtained by setting Φ̂ = 0 =
V̂ and taking Û = Ω, the Cartan connection of AdS4 , given by
Ω(Y |x) = 1
4i
(
yαyβ ωαβ + y¯
α˙y¯β˙ ω¯α˙β˙ + 2 y
αy¯α˙ hαα˙
)
(2.46)
obeying the zero-curvature condition dΩ+Ω⋆Ω = 0 . One may then perform a perturbative
expansion around this background and find, at the linearised level, the Central On Mass-
Shell Theorem [52] that describes, in a suitable gauge, the free propagation of an infinite
tower of Fronsdal fields around AdS4 . For our purpose it is important to recall that the
twisted adjoint zero-form is Z-independent at the linearised level, and will be denoted by
Φ (x;Y ).
3 Observables in Vasiliev’s theory
As the gauge transformations of Vasiliev’s theory resemble those of noncommutative Yang-
Mills theory (see [53, 54, 55]), some results of the latter theory may be applied to Vasiliev’s
theory. In particular, one can construct gauge invariant observables from holonomies
3 The transformation of Ŝα can be obtained by recalling that −2i∂Zα fˆ = [Zα, fˆ ]⋆ .
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formed from curves that are closed in X4 and open in Z4. To this end, we consider a
curve
C : [0, 1]→ X4 × Z4 : σ → (ξµ(σ), ξα(σ)) (3.1)
that is based at the origin, closed in the commutative directions and open along the
noncommutative space, i.e.
ξµ(0) = ξµ(1) = 0 , ξα(0) = 0 , ξα(1) = 2Mα = 2CαβMβ . (3.2)
Here Mα = (µα, µ¯α˙) is seen as a momentum conjugated to Z
α. We can associate the
following Wilson line to C :
WC(x, Z;Y ) : = P exp⋆
(∫ 1
0
dσ
(
ξ˙µ(σ)Âµ(σ) + ξ˙
α(σ)Âα(σ)
))
=
∞∑
n=0
∫ 1
0
dσn ...
∫ σ2
0
dσ1
n
⋆
i=1
(
ξ˙µ(σi)Âµ(σi) + ξ˙
α(σi)Âα(σi)
)
. (3.3)
where Â(σ) := Â (xµ + ξµ(σ), Zα + ξα(σ);Y α) and for any set of n functions
{
fˆ1, ..., fˆn
}
,
the symbol ⋆ni=1 fˆi is defined as fˆ1 ⋆ ... ⋆ fˆn in that order. Under the gauge transformation
(2.30, 2.31) it transforms as :
WC(x, Z;Y ) −→ ĝ (x, Z;Y ) ⋆ WC(x, Z;Y ) ⋆ ĝ−1 (x, Z + 2M ;Y ) . (3.4)
Unlike open Wilson lines in commutative spaces, which cannot be made gauge invariant,
their counterparts in noncommutative spaces can be made gauge invariant by star multi-
plying them with the generator eiMZ of finite translations in Z4 , and tracing over both
the fiber space and base manifold 4 . Thus, for any adjoint zero-form Oˆ (x, Z;Y ), i.e. any
operator transforming as Oˆ −→ ĝ ⋆ Oˆ ⋆ ĝ−1, the quantity
O˜C (M |x) := Tr
[
Oˆ (x, Z;Y ) ⋆ WC(x, Z;Y ) ⋆ e
iMZ
]
, (3.5)
which one may formally think of as the Fourier transform of the impurity, is gauge in-
variant, as shown in [55]. Indeed, this follows from the cyclicity of the trace (2.16), the
gauge transformation law (3.4) and the following expression for the star commutator of a
function fˆ (x, Z;Y ) with the exponential eiMZ (see (3.29, 3.30) for details):
fˆ (x, Z + 2M ;Y ) ⋆ eiMZ = eiMZ ⋆ fˆ (x, Z;Y ) . (3.6)
4Let us point out that this ⋆-multiplication by eiMZ is not equivalent to considering the same curve,
closed by a straight path linking its two ends, since the connection Â is not path integrated along this
straight path.
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The above construction is formal, and hence the well-definiteness of the observables (3.5)
depends on the properties of the considered curve and solution to Vasiliev equations. The
case of the leading order pre-amplitudes will be discussed at the end of this section.
Previously [35, 36, 37], decorated Wilson loops in the commutative X4 space have been
considered within the context of Vasiliev’s theory; in particular, for trivial loops, these
reduce to invariants of the form
In0,t (M) := Tr
[
Ψ̂⋆n0 ⋆
(
κˆˆ¯κ
)⋆t
⋆ exp⋆
(
iMŜ
)]
, (3.7)
for t being zero or one, where we note the insertion of the adjoint operator eiMSˆ⋆ . As these
invariants are independent of the choice of base point in X4 , they have been referred to
as zero-form charges. Let us show the equivalence between these invariants and twisted
straight open Wilson lines in Z4 , thereby providing a geometrical underpinning for the
insertion of the adjoint impurity eiMSˆ⋆ formed out of the deformed oscillator Sˆ . To this
end, we consider the straight line
L2M : [0, 1]→ X4 ×Z4 : σ → (0, 2σMα) . (3.8)
The open Wilson lines in noncommutative space form an over-complete set of observables
for noncommutative Yang-Mills theory, see [53] and references therein. As stressed in the
same reference, the straight open Wilson lines with a complete set of adjoint impurities
inserted at one end of the Wilson line also provide such a set of observables 5. In the case
of Vasiliev’s theory, these observables can be written as follows:
O˜L2M (M |x) =
∫
d4Z d4Y Oˆ (x, Z;Y ) ⋆ WL2M (x, Z;Y ) ⋆ exp(iMZ) (3.9)
=
∫
d4Z d4Y Oˆ (x, Z;Y ) ⋆ exp⋆
(
iMŜ
)
. (3.10)
The last equality comes form the following result:
exp⋆
(
iMŜ
)
= WL2M (x, Z;Y ) ⋆ exp(iMZ) , (3.11)
that is proved order by order in powers of the higher spin connection Â in Appendix A.
From the form of the equations (2.41) — (2.45) involving Ŝ and Ψ̂ , one can see that
the most general adjoint operator one can build out of the master fields is equivalent on
shell to:
Oˆn0,t;α(K) := Ψ̂
⋆n0 ⋆
(
κˆˆ¯κ
)⋆t
⋆
(
Ŝα
)⋆K
, (3.12)
5Indeed, considering a general path (3.1), one can write
WC(x, Z;Y ) = WC(x, Z;Y ) ⋆ (WL2M (x, Z;Y ))
−1
⋆
⋆ WL2M (x, Z;Y ) ,
where WC(x, Z;Y ) ⋆ (WL2M (x, Z;Y ))
−1
⋆
is an adjoint operator.
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where, as suggested by the indices, the deformed oscillators Ŝα are symmetrized. Through
(3.9), this yields the following form for the most general observable of Vasiliev’s theory:
In0,t;α(K) (M) =
∫
d4Z d4Y Ψ̂⋆n0 ⋆
(
κˆˆ¯κ
)⋆t
⋆
(
Ŝα
)⋆K
⋆ exp⋆
(
iMŜ
)
. (3.13)
However, it turns out that one can obtain all of these observables from the evaluation of
the following ones, viewed as functions of Mα :
In0,t (M) =
∫
d4Z d4Y Ψ̂⋆n0 ⋆
(
κˆˆ¯κ
)⋆t
⋆ exp⋆
(
iMŜ
)
. (3.14)
Indeed, one has
(∂Mα )
KIn0,t (M)
∣∣∣
M=0
=
∫
d4Z d4Y Ψ̂⋆n0 ⋆
(
κˆˆ¯κ
)⋆t
⋆ (iŜα)
⋆K (3.15)
and the observable (3.13) can be written as an infinite sum of term of this form, upon
applying (2.44, 2.45) repeatedly in order to symmetrise all the deformed oscillators. We
will refer to the observables (3.14) as zero-form charges since they are nothing but the
observables considered and evaluated in some special cases in [35, 36, 37]. In the weak field
expansion scheme, we can write the leading order contribution to the zero-form charges
as
I(n0)n0,t (M) =
∫
d4Z d4Y (Φ ⋆ κˆ)⋆n0 ⋆
(
κˆˆ¯κ
)⋆t
⋆ eiµz ⋆ e−iµ¯z¯ (3.16)
=
∫
d4Z d4Y
(
n0
⋆
i=1
Φ
(
x; (−)i+1y, y¯
))
⋆ eieyz ⋆ e−ity¯z¯ ⋆ eiµz ⋆ e−iµ¯z¯ . (3.17)
The second line was obtained using (2.19) and defining:
e := n0 + t mod 2 , t ∈ {0, 1} , (3.18)
Following [37], we use the zero-form charges as building blocks for quasi-amplitudes
of various orders. To define the quasi-amplitudes of order n, we expand a given zero-
form charge to nth order in the twisted-adjoint weak field Φ and replace, in a way that
we specify below, the n fields Φ with n distinct external twisted-adjoint quantities Φi ,
i = 1, . . . , n, each of which transforming as (2.31) under a diagonal higher spin group
acting on all Φi’s with the same parameter. The quasi-amplitude Q(n)n0,t(Φi|M) is now
defined unambiguously as the functional of Φ1, ...,Φn that is totally symmetric in its n
arguments and obeys:
Q(n)n0,t(Φi|M)
∣∣∣
Φ1=...=Φn=Φ
= I(n)n0,t (M) . (3.19)
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As shown in [37, 39], at the leading order, i.e. n = n0, these reproduce the correlation
functions of bilinear operators in the free conformal field theory in three dimensions for
n = 2, 3 and 4 .
In this paper, we are interested in more fundamental building blocks from the bulk
point of view, which are referred to as pre-amplitudes and are defined as follows:
An0,t (Φi|M) :=
∫
d4Z d4Y
(
n0
⋆
i=1
Φi
(
x; (−)i+1y, y¯
))
⋆ eieyz ⋆ e−ity¯z¯ ⋆ eiµz ⋆ e−iµ¯z¯ . (3.20)
The prescription to obtain those objects is to replace Φ in the expression (3.16) of the
leading order zero-form charges with the different fields Φi in a given order, conventionally
with the label growing from left to right. We will not discuss their generalization to
higher orders in perturbation theory. The aim of this paper is to strengthen the previous
results on quasi-amplitudes by extending it to n0-point function and showing that the
correspondence holds already at the level of basic cyclic structures. The relevant cyclic
blocks on the CFT side are Wick contractions (see Section 5), while on the bulk side they
are precisely the pre-amplitudes (3.20).
The first step will be to show the invariance of the pre-amplitudes (3.20) under cyclic
permutations of the external legs. To do so, we use the decompositions (2.21) to split
the integrand into a Z-dependent part Gt(Z|M) and a Y -dependent part to be specified
below. From the cyclicity of the trace and the mutual star-commutativity of functions of
Y and functions of Z , we compute:
An0,t (Φi|M) =
∫
d4Z d4Y
(
n0
⋆
i=1
πi+1Φi
)
⋆ (κy)
⋆n0 ⋆ (κyκ¯y)
⋆t ⋆ Gt(Z|M)
=
∫
d4Z d4Y
(
n0
⋆
i=2
πi+1Φi
)
⋆ (κy)
⋆n0 ⋆ (κyκ¯y)
⋆t ⋆ Gt(Z|M) ⋆ Φ1
=
∫
d4Z d4Y
(
n0
⋆
i=2
πi+1Φi
)
⋆ (κy)
⋆n0 ⋆ (κyκ¯y)
⋆t ⋆ Φ1 ⋆ G
t(Z|M)
=
∫
d4Z d4Y
(
n0−1
⋆
i=1
πiΦi+1
)
⋆
(
πn0(ππ¯)tΦ1
)
⋆ (κy)
⋆n0 ⋆ (κyκ¯y)
⋆t ⋆ Gt(Z|M)
= An0,t
(
Φ2, ...,Φn0 , (ππ¯)
tΦ1|M
)
, (3.21)
where the concluding line is obtained by a change of integration variables given by y → −y.
Thus, the cyclic invariance follow from the integer-spin projection in (2.23).
We remark that as Weyl- and normal-ordered symbols of operators depending either
only on Y or only on Z are the same, the integrations over Y and Z can be factorized.
This simplifying scheme was used in [39] in deriving the leading order quasi-amplitudes
for all n, whereas the earlier results for n = 2, 3 in [37] were based on a different scheme
adapted to the weak-field expansion of Vasiliev’s equations to higher order, for which
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there is no obvious factorization of the integrand. In what follows, we shall follow the
latter approach, and perform an alternative derivation of the results of [39], which thus
can be generalized more straightforwardly to computing subleading corrections to open
Wilson lines in Z4 .
To the latter end, we define Y -space momenta Λα = (λα, λ¯α˙), that are complex con-
jugates of each other, i.e. (λ, λ¯)† = (λ¯, λ), and which are not affected by ⋆-products.
Assuming that the twisted-adjoint zero-form Φ ∈ S(Y4) , i.e. that it is a rapidly decreas-
ing function, we have the following Fourier transformation relations:
Φ˜(Λ) : =
∫
d4Y
(2π)2
Φ(Y ) exp (−iΛY ) , (3.22)
Φ(Y ) =
∫
d4Λ
(2π)2
Φ˜(Λ) exp (iΛY ) . (3.23)
Upon defining the following mappings:
πΛ(λ, λ¯) = (−λ, λ¯) , π¯Λ(λ, λ¯) = (λ,−λ¯) , τΛ(λ, λ¯) = (iλ, iλ¯) , (3.24)
the integer-spin projection and reality condition in (2.23) and the minimal bosonic pro-
jection (2.24), respectively, translate into
Φ˜† = πΛΦ˜ = π¯ΛΦ˜ , (3.25)
πΛΦ˜ = τΛΦ˜ . (3.26)
Writing (3.20) in terms of plane waves gives
An0,t (Φi|M) =
∫  n0∏
j=1
d4Λj
(2π)2
 n0∏
j=1
Φ˜(Λj)
Fn0,t (Λi|M) , (3.27)
where the quantity Fn0,t (Λi|M), which one may think of as a higher spin form factor, is
given by
Fn0,t (Λi|M) =
∫
d4Z d4Y
(
n0
⋆
i=1
ei(−1)
i+1λiy+iλ¯iy¯
)
⋆ eieyz ⋆ e−ity¯z¯ ⋆ eiµz ⋆ e−iµ¯z¯ . (3.28)
In order to perform the star-products appearing above, we need some lemmas. First of
all, star multiplying exponentials of linear expressions in Y and Z one has
fˆ (x, Z;Y ) ⋆ eiMZ = eiMZ fˆ (x, Z −M ;Y −M) , (3.29)
eiMZ ⋆ fˆ (x, Z;Y ) = eiMZ fˆ (x, Z +M ;Y −M) , (3.30)
fˆ (x, Z;Y ) ⋆ eiΛY = eiΛY fˆ (x, Z + Λ;Y + Λ) , (3.31)
eiΛY ⋆ fˆ (x, Z;Y ) = eiΛY fˆ (x, Z + Λ;Y − Λ) . (3.32)
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Then one can show recursively that the following equality holds:
n
⋆
j=1
exp(iΛjY ) = exp
i n∑
j=1
j−1∑
k=1
ΛkΛj
 exp
i n∑
j=1
ΛjY
 . (3.33)
The following relations, valid for any t and e , will be useful as well:
fˆ (x, z,−z¯; y, y¯) ⋆ eieyz = eieyzfˆ (x, (1− e)z − ey,−z¯; (1− e)y − ez, y¯) , (3.34)
fˆ (x, z,−z¯; y, y¯) ⋆ e−ity¯z¯ = e−ity¯z¯fˆ (x, z,−(1− t)z¯ − ty¯; y, (1− t)y¯ + tz¯) . (3.35)
The above relations allow the factorization of Fn0,t (Λi|M) as follows:
Fn0,t (Λi|M) = gn0 (Λi) fn0,e (λi|µ) f¯n0,t
(
λ¯i|µ¯
)
, (3.36)
where
gn0 (Λi) : = exp
i
 n0∑
i<j
(−1)i+jλiλj +
n0∑
i<j
λ¯iλ¯j
 , (3.37)
fn0,e (λi|µ) : =
∫
d2y d2z exp
[
i(1− e)
(
−∑
i
(−)iλi(y − µ) + µz
)]
exp
[
ie
(
y −∑
i
(−)iλi
)
(z − µ)
]
= (2π)4−2e
(
δ2 (µ) δ2(
∑
j
(−)jλj)
)1−e
, (3.38)
f¯n0,t
(
λ¯i|µ¯
)
: =
∫
d2y¯ d2z¯ exp
(
i(1− t)
(∑
i
λ¯i(y¯ − µ¯)− µ¯z¯
)
+ it
(
−y¯ +∑
i
λ¯i
)
(z¯ + µ¯)
)
= (2π)4−2t
(
δ2 (µ¯) δ2(
∑
j
λ¯j)
)1−t
. (3.39)
The above functions have the following behaviour under cyclic permutations of the Y -
space momenta:
gn0
(
λ1, λ2, ..., λn0|λ¯1, λ¯2, ..., λ¯n0
)
= gn0
(
λ2, ..., λn0,−(−)n0λ1|λ¯2, ..., λ¯n0,−λ¯1
)
, (3.40)
fn0,e (λ1, λ2, ..., λn0 |µ) = fn0,e (λ2, ..., λn0, (−)n0λ1|µ) , (3.41)
f¯n0,t
(
λ¯1, λ¯2, ..., λ¯n0|µ¯
)
= f¯n0,t
(
λ¯2, ..., λ¯n0 , λ¯1|µ¯
)
. (3.42)
Let us point out the fact that fn0,e (λi|µ) (resp. f¯n0,t
(
λ¯i|µ¯
)
) is given by (2π)2 if e = 1
(resp. t = 1)), or else it is given by a delta function that sets, in gn0 (Λi) , the momentum
λ1 (resp. λ¯1) equal to combinations of the other variables λj , j = 2, . . . , n0. As a result,
one can write the cyclic property of Fn0,t (Λi|M) as
Fn0,t (Λ1,Λ2, ...,Λn0) = Fn0,t
(
Λ2, ...,Λn0, (−)tΛ1
)
. (3.43)
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This behaviour under cyclic permutations can be used in (3.27) to show the cyclic invari-
ance of An0,t (Φi|M) as:
An0,t (Φi|M) : =
(
n0∏
n=1
∫ d4Λn
(2π)2
Φ˜n(Λn)
)
Fn0,t (Λi|M)
=
∫
d4Λ1
(2π)2
Φ˜1(Λ1)
(
n0∏
n=2
∫
d4Λn
(2π)2
Φ˜n(Λn)
)
Fn0,t
(
Λ2, ...,Λn0, (−)tΛ1
)
=
∫
d4Λn0
(2π)2
Φ˜1((−)tΛn0)
(
n0−1∏
n=1
∫
d4Λn
(2π)2
Φ˜n+1(Λn)
)
Fn0,t (Λi|M)
= An0,t (Φ2, ...,Φn0 ,Φ1|M) .
The third line is a mere change of variables, while the last one uses (3.25).
The computations of this section have shown that the M dependence of the pre-
amplitudes An0,t (Φi|M) can be factorised as follows:
An0,t (Φi|M) = δ2(µ)1−eδ2(µ¯)1−tAn0,t (Φi) . (3.44)
This result presents the divergences that were first discussed in [37]. This is a consequence
of the integrand of (3.20) not being in L1(Y4×Z4). Let us replace the twistor plane waves
eiMZ by a function V(Z) ∈ S(Z4), then the following object is well defined:
AVn0,t (Φi) : =
∫
d4Z d4Y
(
n0
⋆
i=1
Φi
(
x; (−)i+1y, y¯
))
⋆ eieyz ⋆ e−ity¯z¯ ⋆ V(Z) , (3.45)
=
∫
d4Z d4Y V(Z) ⋆
(
n0
⋆
i=1
Φi
(
x; (−)i+1y, y¯
))
⋆ eieyz ⋆ e−ity¯z¯ , (3.46)
where the last line follows from the cyclicity of the trace. Indeed, it can be shown from
(2.18, 3.34, 3.35) that 6:
S(Z4) ⋆ S(Y4) ⋆ eieyz ⋆ e−ity¯z¯ ⊆ L1(Z4) ⋆ L1(Y4) ⋆ eieyz ⋆ e−ity¯z¯ (3.47)
⊆ L1(Y4 × Z4) ⋆ eieyz ⋆ e−ity¯z¯ (3.48)
= L1(Y4 × Z4). (3.49)
Because of the following analogous of (3.22):
V˜(M) : =
∫
d4Z
(2π)2
V(Z) exp (−iMZ) , (3.50)
V(Z) =
∫
d4M
(2π)2
V˜(M) exp (iMZ) . (3.51)
6Let fˆ a function and A and B two sets of functions, we define
A ⋆ B :=
{
aˆ ⋆ bˆ : aˆ ∈ A, bˆ ∈ B
}
, A ⋆ fˆ :=
{
aˆ ⋆ fˆ : aˆ ∈ A
}
.
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we have that
AVn0,t (Φi) =
∫
d4M V˜(M)An0,t (Φi|M) (3.52)
= V˜t,e;α(0),α˙(0)An0,t (Φi) . (3.53)
This amounts to the regularisation scheme introduced in [37], where V˜(M) was called
smearing function. The introduction of the (field-independant) smearing function does
not spoil the gauge invariance. At this order in perturbation theory, its effect on the
pre-amplitudes AVn0,t (Φi) is the appearance of four coupling constants, a particular case
of the ones listed in Table 1.
n0 t e Divergences V˜t,e;α(k),α˙(k¯)
even 1 1 None
∫
d2µ d2µ¯ (−µα)k(−µ¯α˙)k¯V˜(µ, µ¯)
odd 1 0 δ2 (µ)
∫
d2µ¯ (−µ¯α˙)k¯(i∂α)kV˜(0, µ¯)
odd 0 1 δ2 (µ¯)
∫
d2µ (−µα)k(i∂α˙)k¯V˜(µ, 0)
even 0 0 δ4 (M) (i∂α)
k(i∂α˙)
k¯V˜(0, 0)
Table 1: Summary of the divergent structures in the pre-amplitudes.
However, this does not mean that those constants are the only contributions of the reg-
ularising function that are observable. Indeed, let us show that the complete information
about the function V˜(M) appear in the evaluation of the pre-amplitudes AV
n0,t;α(k),α˙(k¯)
(Φi)
obtained by applying the prescription explained below (3.20) to the most general observ-
ables (3.13), then regularising as in (3.52). Let us stress that even though those observ-
ables can be built from An0,t (Φi|M) using (3.15), this expression (3.15) needs the M de-
pendent (hence divergent) version of the pre-amplitudes An0,t (Φi|M), and does not apply
with the regularised one. This being said, the non-regularised version of AV
n0,t;α(k),α˙(k¯)
(Φi)
reads:
An0,t;α(K) (Φi|M) =
∫
d4Z d4Y
(
n0
⋆
i=1
Ψˆi
)
⋆
(
κˆˆ¯κ
)⋆t
⋆ (Zα)
K ⋆ eiMZ
=
∫
d4Z d4Y
(
n0
⋆
i=1
Ψˆi
)
⋆
(
κˆˆ¯κ
)⋆t
⋆ (Zα −Mα)KeiMZ
=
∫
d4Z d4Y
(
n0
⋆
i=1
Ψˆi
)
⋆
(
κˆˆ¯κ
)⋆t
⋆ (−i∂Mα −Mα)KeiMZ
= (−i∂Mα −Mα)KAn0,t (Φi|M) . (3.54)
From (3.44), we can extract the contributions where (Zα)
K brings zkα z¯
k¯
α˙ :
An0,t;α(k),α˙(k¯) (Φi|M) =
(
(−i∂α)kδ2(µ)
)1−e
(−µα)ke
(
(−i∂α˙)k¯δ2(µ¯)
)1−t
(−µ¯α˙)k¯tAn0,t (Φi) .
(3.55)
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Let us make precise that the absence of powers of µ in the e = 1 case is due to the
symmetrization of the indices, yielding the commutation of µ and ∂µ, which in turn
allows to put all µ right in front of the delta function. The same argument rules out the
presence of µ¯ when t = 1 , ∂µ when e = 0 and ∂µ¯ when e = 1. After various integrations
by part, the regularised general pre-amplitudes read:
AVn0,t;α(k),α˙(k¯) (Φi) = V˜t,e;α(k),α˙(k¯)An0,t (Φi) , (3.56)
where, again, the prefactors are listed in Table 1. Once again, the well-definiteness of
each of those observables relies on the properties of V . All of them are finite since V is a
rapidly decreasing function.
In the next section, we will be less general and see what happens when plugging a
precise weak-field in the definition of the pre-amplitude. In that context, the question of
theM dependence will be irrelevant and we will only be interested in computing An0,t (Φi)
from the following equivalent of (3.27):
An0,t (Φi) =
∫  n0∏
j=1
d4Λj
(2π)2
 n0∏
j=1
Φ˜(Λj)
Fn0,t (Λi) , (3.57)
where Fn0,t (Λi) is defined by
Fn0,t (Λi|M) = δ2(µ)1−eδ2(µ¯)1−tFn0,t (Λi) . (3.58)
4 Correlators from zero-form charges
The purpose of this section is to use the bulk-to-boundary propagators of [15, 16] as weak
fields inside the expression (3.57) for the pre-amplitudes, and fully evaluate the complete
expression that results.
Then, in Section 5 we will separately compute the n-point correlation functions of
conserved currents of the free CFT3 corresponding to a set of free bosons. The latter
model was conjectured in [8] to be dual to the type-A Vasiliev model (with a parity-even
bulk scalar field) where the bulk scalar field obeys the Neumann boundary condition,
sometimes called “irregular boundary condition”. We will show that both expressions, i.e.
the pre-amplitude for Vasiliev’s equations on the one hand and the correlations functions
of conserved currents in the free CFT3 on the other hand, exactly coincide. We stress
that the pre-amplitude (3.57) only refers to the free Vasiliev equations and does not take
into account the interactions incorporated into the fully nonlinear model.
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After [8], Klebanov and Polyakov [9] further conjectured that the Vasiliev model where
the scalar field is parity-even and obeys Dirichlet boundary condition should be dual to
the critical U(N) model. As for the free U(N) model, we instead stick to the Neumann
boundary condition for the bulk scalar field of the Vasiliev model, and use the boundary
to bulk propagators with the conventions of [37] that we are now going to recall.
The metric of AdS is expressed in Poincaré coordinates, so that ds2 = 1
r2
ηµνdx
µdxν .
One of the space-like coordinates in xµ is the radial variable r that vanishes on the
boundary of AdS . The Minkowski metric components ηµν and the inverse η
µν are used to
lower and raise world indices. We do not use the components of the complete metric ds2 ,
as one might expect in a geometric formulation. We caracterise vectors that are tangent
to the boundary by the vanishing of their r-component. In the same spirit, all spinors
have a bulk notation, with dotted and undotted indices, and boundary Dirac spinors will
be defined as the boundary value of bulk spinors submitted to an appropriate projection
that we specify below. We use the four matrices σµ , three of which are the Pauli matrices,
to link any vector vµ to a 2×2 Hermitian matrix as vαβ˙ = v¯β˙α = vµ(σµ)αβ˙ . As before, we
will omit most of the spinorial indices and do all contractions according to the NW-SE
convention.
To every pair of points of AdS4 with respective coordinates x
µ
i and x
µ
j , we can associate
the following two sets of quantities:
xµi,j = x
µ
i − xµj and xˇµi,j = (xi,j)−2xµi,j . (4.1)
From now on, all the points will be taken on the boundary, except for one bulk point
with coordinates xµ0 (in particular, its r coordinate will be denoted r0). Of interest in this
section will be the following 2× 2 matrices
Σi := σ
r − 2r0xˇ0,i , (4.2)
that are attached to every boundary point with coordinate xi . Some of the properties of
the matrices Σi are collected in Appendix B and will implicitly be used in the rest of this
section. Among them is:
det i,j := det (Σi − Σj) = 4r
2
0(xi,j)
2
(x0,i)2(x0,j)2
. (4.3)
The propagator of the spin-s component of the master field Φ from the chosen bulk
point to a given boundary point of coordinates xµi was computed in [15]. The boundary
conditions were chosen as follows: Neumann for the scalar field and Dirichlet for the spin-
s > 0 fields. For the case of the bosonic model, the bulk-to-boundary propagator of the
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master field Φ was given in [37] by:
Ki(x0, xi, χi|Y ) := KieiyΣiy¯
∑
σi=±1
(
eiθeiσiν¯ iΣ¯iy + e−iθeiσiνiΣiy¯
)
, (4.4)
where χi denotes the polarization spinor attached to the boundary point xi , and where
Ki := (x0,i)
−2r0 , νi :=
√
2r0Σi ˇ¯x0,i χi , (χi)
† = χ¯i = σ¯
rχi , (νi)
† = ν¯ i = −Σ¯iνi .
(4.5)
The propagator Ki(x0, xi, χi|Y ) is an imaginary Gaussian in Y4 Hence, submitted to the
usual iǫ prescription allowing the use of (4.20), it becomes a rapidly decreasing function,
justifying the above procedure. Following the definition (3.22), the Fourier transform of
Ki(x0, xi, χi|Y ) is given by
K˜j(x0, xj , χj|Λj) = KjeiλjΣj λ¯j
∑
σj=±1
(
e−iθeiσjνjλj + eiθeiσj ν¯ j λ¯j
)
(4.6)
= Kje
iλjΣj λ¯j
∑
εj∈{0,1}
∑
σj=±1
eiθ(1−2εj)eiεjσjνjλj+i(1−εj)σj ν¯ j λ¯j . (4.7)
Let us emphasize that K˜i satisfies the reality conditions (3.25) but not the minimal bosonic
projection. We will take care of this projection separately at the end of this section.
Now we insert this propagator into (3.57), which yields:
An0,t (Ki) =
∫  n0∏
j=1
∫
d4Λj
(2π)2
 n0∏
j=1
K˜j(Λj)
Fn0,t (Λi) . (4.8)
Let us introduce the following notation :
∑
σ,ε
:=
∑
ε1∈{0,1}
∑
σ1=±1
...
∑
εn0∈{0,1}
∑
σn0=±1
(4.9)
By making use of (3.37, 3.38, 3.39,3.58), we can write the expression (4.8) in the following
way:
An0,t (Ki) = (4.10)
αn0,t
∑
σ,ε
e−iθΣi(2εi−1)
∫
d4n0Λ e
i
2
ΛTR′Λ+iJ ′TΛ
[
δ2(
n0∑
j=1
(−)jλj)
](1−e) [
δ2(
n0∑
j=1
λ¯j)
](1−t)
,
where the pre-factor in the above expression is given by
αn0,t := (2π)
8−2n0−2e−2t
(
n0∏
i=1
Ki
)
, (4.11)
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and the symbol Λ = (λi, λ¯ı¯), where i and ı¯ run from 1 to n0, denotes a 4n0-dimensional
column vector7. Then the entries of the matrix R′ and the source J ′ = (j ′i, ¯
′
ı¯) are given
by
R′ij =(1− δi,j)(−)i+j+Θ(i, j) , R′ı¯¯ = (1− δı¯,¯)(−)Θ(¯ı, ¯) , (4.12)
R′i¯ =δi,¯Σi , R
′
ı¯j = δı¯,jΣ¯ı¯ , j
′
i = εiσiνi , ¯
′
ı¯ = (1− εı¯)σı¯ν¯ ı¯ . (4.13)
In this expression, Θ(x, y) is a function whose value is 1 when x is greater than y and 0
otherwise. Since it always comes in expressions multiplied by (1− δxy), we do not need to
specify the value of Θ(x, x). In the case when e = 0 (resp. t = 0), in (4.10) we integrate
out λn0 (resp. λ¯n0) so that An0,t (Ki) is given by
An0,t (Ki) = αn0,t
∑
σ,ε
e−iθΣ
n0
j=1(2εj−1)
∫
d2n+2n¯Λ e
i
2
ΛTRΛ+iJT Λ , (4.14)
where the matrix R and the source J are given by
Rij = (1− δi,j)(−)i+j+Θ(i, j) , Rı¯¯ = (1− δı¯,¯)(−)Θ(¯ı, ¯) , (4.15)
Ri¯ = δi,¯Σi +
(
−(1− t)δi,n0 + (1− e)δ¯,n0(−)i + (1− t)(1− e)(−)i
)
Σn0 , (4.16)
Rı¯j = δı¯,jΣ¯ı¯ +
(
−(1− t)δj,n0 + (1− e)δı¯,n0(−)j + (1− t)(1− e)(−)j
)
Σ¯n0 , (4.17)
j i = εiσiνi − (1− e)(−)i+n0εn0σn0νn0 , ¯ ı¯ = (1− εı¯) σı¯ ν¯ ı¯ − (1− t)(1− εn0) σn0 νn0 ,
(4.18)
where the indices i and ı¯ labeling the entries of the matrix R and the column vector J
now run over the following values :
i ∈ {1, ..., n = n0 − (1− e)} , ı¯ ∈ {1, ..., n¯ = n0 − (1− t)} . (4.19)
The Gaussian integration in (4.14) can be carried out8 via the formula
G :=
∫
d2n+2n¯Λ e
i
2
ΛTRΛ+iJTΛ =
√
(2iπ)2n+2n¯
detR
e
i
2
JTR−1J , (4.20)
which differs from the usual gaussian integration formula by a change of sign due to the
NW-SE convention. As we show in Appendix C, the determinant and inverse of R are
7We recall that each λi and λ¯ı¯ carries a Weyl spinor index.
8It is possible to make a transformation Λ → ΩΛ such that R˜ := ΩTRΩ is a real symmetric matrix
and therefore can be diagonalised by an orthogonal matrix.
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given by
detR = 24(n0−1)r2n00
n0∏
i=1
(xi,i+1)
2
(x0,i)4
, (4.21)
R−1ij =
∑
η=±1
1
2 det i,i+η
(−ηδi,j + δi+η,jξi,i+η) (Σi − Σi+η)Σ¯i+η , (4.22)
R−1ı¯¯ =
∑
η=±1
1
2 det ı¯,¯ı+η
(−ηδı¯,¯ − δı¯+η,¯ξı¯,¯ı+η) (Σ¯ı¯ − Σ¯ı¯+η)Σı¯+η , (4.23)
R−1i¯ =
∑
η=±1
1
2 det i,i+η
(δi,¯ + η δi+η,¯ ξi,i+η) (Σi − Σi+η) , (4.24)
R−1ı¯j =
∑
η=±1
1
2 det ı¯,¯ı+η
(δı¯,j − η δı¯+η,j ξı¯,¯ı+η) (Σ¯ı¯ − Σ¯ı¯+η) , (4.25)
where it should be understood that the indices j and j + kn0 are identified with each
other for any integers j and k, and where the coefficients ξi,i+η are defined as follows:
ξi,i+η = −η + t δi,n0 (η + 1) + t δi+η,n0 (η − 1) . (4.26)
Using the above expressions for the inverse matrix R−1 and the source J into (4.20), we
get
G =
√√√√ (2iπ)2n+2n¯
24(n0−1)r2n00
n0∏
i=1
(x0,i)4
(xi,i+1)2
exp
(
− i
4
n0∑
i=1
Qi
)
GP , (4.27)
GP = exp
(
− i
2
n0∑
i=1
(−)t δi,n0σiσi+1 (2εi+1 − 1)Pi,i+1
)
. (4.28)
Where the conformally-invariant variables are defined as in [37] :
Pi,i+1 = χi σ
r ˇ¯xi,i+1 χi+1 , Qi = χi σ
r
(
ˇ¯xi,i+1 − ˇ¯xi,i−1
)
χi . (4.29)
At this stage, as can be seen in (4.14), the next step is to sum over all values taken by
σ1, . . . , σn0 . In order to do so, one can show the following two identities, holding for
any P˜i,j :
∑
σ2,...,σ(n0−1)
e
i
2
∑n0−1
i=1
σiσi+1P˜i,i+1 ≡ 2n0−2
(
n0−1∏
i=1
cos
(
1
2
P˜i,i+1
)
+ in0−1σ1σn0
n0−1∏
i=1
sin
(
1
2
P˜i,i+1
))
,
(4.30)∑
σ1,...,σn0
e
i
2
∑n0
i=1
σiσi+1P˜i,i+1 ≡ 2n0
(
n0∏
i=1
cos
(
1
2
P˜i,i+1
)
+ in0
n0∏
i=1
sin
(
1
2
P˜i,i+1
))
, (4.31)
where the first identity can be derived recursively on n0 and the second one can be obtained
from the first relation by summing over σ1 and σn0 . Replacing P˜i,i+1 by (−1)tδi,n0 (2εi+1 − 1)Pi,j ,
one finds
∑
σ1,...,σn0
GP = 2n0
n0∏
i=1
cos
(
1
2
Pi,i+1
)
− (2i)n0(−1)t
 n0∏
j=1
(1− 2εj)
 n0∏
i=1
sin
(
1
2
Pi,i+1
)
. (4.32)
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At this stage, all we have to do is to sum over the 2 values (zero and one) taken by each
of the variables εi , i = 1, . . . , n0 , or equivalently summing over the two values ±1 taken
by the n0 variables (1− 2ǫi) , i = 1, . . . , n0 , so as to yield
∑
σ,ε
eiθΣi(1−2εi)GP = 22n0
(
(cos θ)n0
n0∏
i=1
cos
(
1
2
Pi,i+1
)
− (−1)t(sin θ)n0
n0∏
i=1
sin
(
1
2
Pi,i+1
))
.
(4.33)
Gathering all the prefactors appearing in (4.11), (4.27) and (4.33), we finally obtain
the following expression for the pre-amplitudes An0,t (Ki)
An0,t (Ki) = βn0,t exp
(
− i
4
n0∑
i=1
Qi
)(
n0∏
i=1
1
|xi,i+1|
)
×
(
(cos θ)n0
n0∏
i=1
cos
(
1
2
Pi,i+1
)
− (−1)t(sin θ)n0
n0∏
i=1
sin
(
1
2
Pi,i+1
))
, (4.34)
βn0,t : = 4(i)
2n0−2+e+t(2π)2+e+t
n0∏
j=1
sgn(x2j,j+1) , (4.35)
where sgn(x) is the sign function. This expression is one of the central results of the paper.
It reproduces, by restricting to the case where t = 0 and up to constant coefficients, the
expression obtained by combining the equations (6.19) and (6.20) of [39]. We generalise
this result to the cases where the pre-amplitudes have extra insertions of (κˆˆ¯κ) , see (3.16),
which corresponds to taking t = 1 . However, we see that at the leading order the extra
insertion has no effect on the final result, except for a global sign in the B-model. The
dependence on θ was kept as a matter of convenience during the computation, but the
result should be understood to hold only for the parity-invariant cases, i.e. for θ = 0 (type
A model) and θ = π/2 (type B model). It would be interesting to understand how to
modify the twisted open Wilson line in order to capture genuinely parity-breaking terms.
If one wants to restrict to the minimal bosonic model, one has to use bulk to boundary
propagators K˜MBi satisfying the minimal bosonic projection (3.26). Since it is not the case
of the one defined in (4.7), we have to project it explicitly by defining the propagator for
the minimal model as
K˜MBi (x0, xi, χi|Λi) : = 12
∑
ξ=0,1
(πΛτΛ)
ξK˜i(x0, xi, χi|Λi) (4.36)
= 1
2
∑
ξ=0,1
K˜i(x0, xi, iξχi|Λi) (4.37)
=: 1
2
∑
ξ=0,1
τ ξχiK˜i(x0, xi, χi|Λi) . (4.38)
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Then, the pre-amplitude for the minimal bosonic model is given in terms of the non-
minimal one as
AMBn0,t (Ki) =
 n0∏
i=1
1
2
∑
ξi=0,1
τ ξiχi
An0,t (Ki) . (4.39)
We will now compute the correlation functions of conserved currents on the free CFT3
side, and show that, before performing Bose-symmetrisation, the result (see (5.29) below)
exactly reproduces the formula (4.34).
5 Free U(N) and O(N) vector models
The purpose of this section is to compute cyclic building blocks for the amplitudes in the
free U(N) vector model in a space-time of dimension d > 2 , thereby proving explicitly a
formula conjectured in [13], where the 3-point functions where computed. In the three-
dimensional case, we find that they match the pre-amplitudes (4.34) defined in Vasiliev’s
bosonic type-A model. Eventually we will show that the minimal bosonic projection of
Vasiliev’s type-A model amounts to considering the O(N) vector model.
As just stated, the computations of this section take place in a d-dimensional spacetime,
whose world indices we will denote by Greek letters. This should not create any confusion
with the other sections where we also use Greek letters but for base indices in d + 1
dimensions. Let 2 d-dimensional vectors a = aµ ∂
∂xµ
and b = bµ ∂
∂xµ
. In this section we will
use the notation a · b := aµbµ and a2 := aµaµ .
The fields of the theory are complex Lorentz scalars φi carrying an internal index i.
The theory is free and the propagators are given by
〈φi(x)φj(y)〉 = 0 = 〈φ∗i (x)φ∗j(y)〉 , 〈φi(x)φ∗j(y)〉 = c1
δij
|x− y|d−2 , (5.1)
where |x| :=
√
x2 . This theory is known to be conformal. The conserved current of spin
s is a traceless tensor Jµ(s) containing s derivatives and a single trace in the sense of the
internal algebra. Using a polarisation vector ǫµ and some weights as, one can gather all
the conserved currents into a generating function, see e.g. [56, 15], [57] and references
therein:
∞∑
s=0
asJµ(s)(x) (ǫ
µ)s = J(x, ǫ) = φ∗i (x)f
(
ǫ,
←−
∂ ,
−→
∂
)
φi(x) . (5.2)
We assume that the function f is analytical. This section will involve sums over integer
values, that will always be taken from zero to infinity upon identifying the inverse of
diverging factorials with zero. Since the generating function J(x, ǫ) is Lorentz invariant
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and the spin s current Jµ(s) contains s derivatives, the function f(ǫ, u, v) can be written
as
f(u, v, ǫ) =
∑
k,ℓ,m,p,q
fk,ℓ,m,p,q(ǫ · u)k(ǫ · v)ℓ((u · v)ǫ2)m(u2ǫ2)p(v2ǫ2)q . (5.3)
Once we are sure that all Jµ(s) in (5.2) are traceless, the generating function will be left
unchanged by transformations of the form (ǫµ)s → (ǫµ)s + (ηµ(2))ℓ(ǫ2)ℓ(ǫµ)s−2ℓ. We thus
may use transformations of this type to effectively constraint the polarization vector to
be null (ǫ2 = 0) without affecting the generating function of the currents, hence without
affecting the generating functions of the correlation functions either. Thus, the only coef-
ficients that we need to know explicitly are fk,l,0,0,0. The tracelessness condition ∂
2
ǫ f = 0
gives several relations between the coefficients appearing in (5.3). Among those equations,
we find that the m dependance of the coefficients fk,l,m,0,0 is given by
fk,ℓ,m+1,0,0 = − (k + 1)(ℓ+ 1)
2(m+ 1)(k + ℓ+m+ 1 + d−2
2
)
fk+1,ℓ+1,m,0,0 . (5.4)
Then, altogether with the conservation condition ∂ǫ∂xf |u2=v2=0 = 0, it gives the k depen-
dence as
fk+1,ℓ,m,0,0 = −
(ℓ+ 1)(ℓ+m+ d−2
2
)
(k + 1)(k +m+ d−2
2
)
fk,ℓ+1,m,0,0 . (5.5)
Then, choosing bℓ := f0,ℓ,0,0,0, one can solve those two recursions and get the following
expression for the on-shell part of the current:
fk,ℓ,m,0,0 =
(−1)k
2m
(k + ℓ+ 2m)!
k! ℓ!m!
Γ(k + ℓ+m+ d−2
2
)Γ(d−2
2
)
Γ(k +m+ d−2
2
)Γ(ℓ+m+ d−2
2
)
bk+ℓ+2m . (5.6)
After effectively removing ǫ2 from the generating function J(x, ǫ), this amounts to rewrite
(5.3) as
f(u, v, ǫ) =
∑
s,k
bs
(
s
k
)
Γ(s+ d−2
2
)Γ(d−2
2
)
Γ(k + d−2
2
)Γ(s− k + d−2
2
)
(−ǫ · u)k(ǫ · v)s−k . (5.7)
Now we choose bs to be expressed in term of a constant γ (to be specified later) as
bs =
γs
s! Γ(s+ d−2
2
)
. (5.8)
We are interested in the connected correlation functions 〈J1 · Jn0〉conn., which descent
from the contribution of several Feynman diagrams. Since φi can only be contracted with
φ∗i , those contributions only differ by permutations of the currents. As we will discuss
later, this is to contrast with the real field theory, where each current has two possible
contraction with the next one. We are interested in the cyclic building block for the
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correlation function, that is to say the first Wick contraction, that we define with the
following normalisation:
〈J1, ..., Jn0〉cyclic : =
1
N
n0∏
i=1
f
(
∂x′
i
, ∂xi , ǫi
) n0∏
j=1
〈φij(xj)φ∗ij+1(x′j+1)〉
∣∣∣∣∣∣
x′
k
=xk∀k
(5.9)
=
n0∏
i=1
f
(
∂x′
i
, ∂xi , ǫi
) n0∏
j=1
∣∣∣xj − x′j+1∣∣∣2−d
∣∣∣∣∣∣
x′
k
=xk∀k
(5.10)
=
n0∏
i=1
f
(
−∂xi−1,i , ∂xii+1 , ǫi
) n0∏
j=1
|xj,j+1|2−d . (5.11)
The 1
N
factor has disappeared in the second line because of the internal traces. We define
xij as in the previous section (now it is manifestly a 3-vector). The rest of this section
involves multiple sums that generally will be written as follows:∑
s
n∏
i=1
... =
∑
s1
...
∑
sn
n∏
i=1
... (5.12)
This being said, we inject (5.7) and (5.8) into (5.11) and get
〈J1, ..., Jn0〉cyclic
=
∑
s,k
n0∏
i=1
γsiΓ(d−2
2
)
ki! Γ(ki +
d−2
2
)(si − ki)! Γ(si − ki + d−22 )
(ǫi · ∂i−1,i)ki (ǫi · ∂i,i+1)si−ki
n0∏
j=1
|xj,j+1|2−d
=
∑
s,k
n0∏
i=1
γsi−ki+ki+1Γ(d−2
2
)
ki+1! Γ(ki+1 +
d−2
2
)(si − ki)! Γ(si − ki + d−22 )
(ǫi+1 · ∂i,i+1)ki+1 (ǫi · ∂i,i+1)si−ki |xi,i+1|2−d
=
∑
n,p
n0∏
i=1
γni+piΓ(d−2
2
)
pi! Γ(pi +
d−2
2
)ni! Γ(ni +
d−2
2
)
(ǫi+1 · ∂i,i+1)pi (ǫi · ∂i,i+1)ni |xi,i+1|2−d (5.13)
⇔ 〈J1, ..., Jn0〉cyclic =
∑
n,p,q
n0∏
i=1
(−2)ni+qi γni+pi
(ni − pi + qi)!(pi − qi)!qi!
Γ(qi + ni +
d−2
2
)
Γ(pi +
d−2
2
)Γ(ni +
d−2
2
)
× ((ǫi · ǫi+1)xˇ2i,i+1)pi−qi(ǫi · xˇi,i+1)ni−pi+qi(ǫi+1 · xˇi,i+1)qi |xi,i+1|2−d
=
∑
t,q,m
n0∏
i=1
(−2)ti+qi+mi γti+qi+2mi
ti! qi!mi!
Γ(ti + qi +mi +
d−2
2
)
Γ(ti +mi +
d−2
2
)Γ(qi +mi +
d−2
2
)
× ((ǫi · ǫi+1)xˇ2i,i+1)mi(ǫi · xˇi,i+1)ti(ǫi+1 · xˇi,i+1)qi |xi,i+1|2−d .
(5.14)
Additionally to some index redefinition and reorganization of the product, we made use
of the following lemma for 2 null vectors ǫi and ǫi+1 :
(ǫi · ∂x)n(ǫi+1 · ∂x)p(x2)−
d−2
2 =
∑
q
(−2)n+q n!p!
(n− p+ q)!(p− q)!q!
Γ(q + n+ d−2
2
)
Γ(d−2
2
)
× ((ǫi · ǫi+1)xˇ2i,i+1)p−q(ǫi · xˇi,i+1)n−p+q(ǫi+1 · xˇi,i+1)q(x2)−
d−2
2 .
(5.15)
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The p = 0 version can be shown recursively, then the full one comes from a direct appli-
cation of Leibniz rule. We will then need
kd(t, q,m) : =
Γ(t+ q +m+ d−2
2
)
t! q! Γ(t+m+ d−2
2
)Γ(q +m+ d−2
2
)
=
∑
r
1
(t− r)! (q − r)! r! Γ(r +m+ d−2
2
)
. (5.16)
The last equality is straightforward to show when t = 0. In the other cases, it is proven
via the recursion :
kd(t+ 1, q,m) =
1
t+ 1
(
kd(t, q,m) + kd(t, q − 1, m+ 1)
)
. (5.17)
This allows to rewrite (5.14) as
〈J1, ..., Jn0〉cyclic =
∑
t,q,m,r
n0∏
i=1
(−2γ)ti+qi+2mi
(ti − ri)! (qi − ri)!mi! ri!Γ(ri +mi + d−22 )
×
(
−1
2
(ǫi · ǫi+1)xˇ2i,i+1
)mi
(ǫi · xˇi,i+1)ti(ǫi+1 · xˇi,i+1)qi |xi,i+1|2−d (5.18)
=
∑
a,b,c,r
n0∏
i=1
(−2γ)ai+bi+2ci
ai! bi! (ci − ri)! ri!Γ(ci + d−22 )
×
(
−1
2
(ǫi · ǫi+1)xˇ2i,i+1
)ci−ri
(ǫi · xˇi,i+1)ai+ri(ǫi+1 · xˇi,i+1)bi+ri |xi,i+1|2−d
(5.19)
=
∑
c
n0∏
i=1
1
ci! Γ(ci +
d−2
2
)
exp (−2γ(ǫi + ǫi+1) · xˇi,i+1)
×
(
−2γ
√
(ǫi · xˇi,i+1)(ǫi+1 · xˇi,i+1)− 12((ǫi · ǫi+1))xˇ2i,i+1
)2ci
|xi,i+1|2−d .
(5.20)
Then, as usual one defines the conformal structures as
Qi = 2ǫi · (xˇi−1,i + xˇi,i+1) , P 2i,i+1 = 4
(
(ǫi · xˇi,i+1)(ǫi+1 · xˇi,i+1)− 12((ǫi · ǫi+1))xˇ2i,i+1
)
.
(5.21)
In this language, we can write the final expression for the n-point conserved-current
correlation functions of the d-dimensional U(N) free vector model as
〈J1, ..., Jn0〉cyclic =
n0∏
i=1
exp (−γQi)
∑
ci
1
ci! Γ(ci +
d−2
2
)
(γPi,i+1)
2ci |xi,i+1|2−d . (5.22)
Before specifying the dimension in order to compare with the result in the 4-dimensional
bulk, let us show that this is consistent with the result conjectured in [13]. We start by
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rewriting (5.22) as a series expansion:
〈J1, ..., Jn0〉cyclic =
∑
c,d
n0∏
i=1
1
di! ci! Γ(ci +
d−2
2
)
(−γQi)di (γPi,i+1)2ci |xi,i+1|2−d (5.23)
=
∑
c,s
n0∏
i=1
1
(si − ci − ci−1)! ci! Γ(ci + d−22 )
(−γQi)si−ci−ci−1 (γPi,i+1)2ci |xi,i+1|2−d (5.24)
=
∑
c,s
n0∏
i=1
(−γ)si
si! ci! Γ(ci +
d−2
2
)
∂
ci+ci−1
Qi
(Qi)
si−ci−ci−1 (Pi,i+1)
2ci |xi,i+1|2−d (5.25)
=
∑
s
n0∏
i=1
(−γ)si
si!
∑
ci
(−)ci
22ci ci! Γ(ci +
d−2
2
)
(
−4P 2i,i+1∂Qi∂Qi+1
)ci
(Qi)
si |xi,i+1|2−d (5.26)
=
∑
s
n0∏
i=1
(−γ)si2d−22 −1
si!
(qi)
1
2
−
d−2
4 Jd−2
2
−1
(
√
qi)
∣∣∣∣
qi=−4P 2i,i+1∂Qi∂Qi+1
(Qi)
si |xi,i+1|2−d , (5.27)
where Jα(x) is the Bessel function of first kind. It is now clear that the Bose symmetri-
sation of this result is the same as in [13] up to a function of si appearing in front of the
current Jsi. Let us stress that this information is encoded is the weight as appearing in
(5.2) rather than in the normalisation Ns of the current Js. Hence the freedom to fix it is
not spoiled by the previous fixation (5.8) of bs ∝ asNs.
Now let us go back to our three-dimensional holographic purpose. In this setup, one
can use the following consequence of the duplication formula for Gamma functions:
Γ(x+ 1
2
) =
√
π(2x)!
22xx!
, (5.28)
and rewrite the result (5.22) as:
〈J1, ..., Jn0〉cyclic =
n0∏
i=1
1√
π
exp (−γQi) cos (2iγPi,i+1) |xi,i+1|2−d . (5.29)
We already see that if we choose γ = i
4
, we recover the formula (4.34) for the type
A-model, up to global normalisation of the n-point function, provided one can link the
two definitions of the conformal structures Qi and Pi,j . This is done by defining the
polarization vector ǫi in terms of the polarization spinor χi of the previous section as
follows:
(χi)α (χ¯i)α˙ = ǫ
µ
i (σµ)αα˙ . (5.30)
It is formally a null 4-vector but from (4.5) we see that its r-component vanishes identically,
making it a null vector tangent to the boundary, as expected.
The above translation to the language of polarisation spinors shows that the result is
the same as the one given in [43]. We expect this to be the case in any dimension where
the spinorial language exists (e.g. d = 4), though the verification requires a dictionary
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between the generalised space-time of [43] and the standard space-time where the CFT
lives.
Now we want to study the O(N)-vector model. The field is now a real scalar, with a
propagator given by
〈φi(x)φj(y)〉 = c2 δ
ij
|x− y|d−2 . (5.31)
Since in this case there are twice more contractions to consider, f(u, v, ǫ) will be effectively
projected on its part that is invariant under the exchange of u and v . From (5.7) it is
clear that this is equivalent to select even powers of ǫ . Thus the relevant projection is
fO(N)(u, v, ǫ) = 1
2
(f(u, v, ǫ) + f(u, v,−ǫ)) . (5.32)
From (5.30), this is exactly equivalent to the minimal bosonic projection (4.37) of the
propagator.
29
6 Conclusions
In this paper we have examined a set of higher spin invariants in Vasiliev’s theory, to
the leading order in the perturbative expansion for curvatures, generated by boundary-to-
bulk propagators in the polarization spinor basis. These invariants are given by straight,
twisted open Wilson lines in the noncommutative twistor Z space, with the most general
adjoint insertions at one end. As in noncommutative Yang–Mills theory, one can argue
that these quantities form a complete set of observables in higher spin gravity on a topo-
logically trivial X space. In the leading order, the observables are given by free (boson
and fermion) CFT boundary correlation functions in the polarization spinor basis, given
by bounded (trigonometric) functions times inverse powers of relative positions, integrable
in three dimensions.
It would be interesting to extend our analysis to Vasiliev’s D-dimensional Type A
model [58], for which one can define analogs of all the objects that we have studied in
the four-dimensional case, and ask whether the decorated twisted open Wilson lines, now
in the 2(D+1)-dimensional phase space of the underlying conformal particle, reproduces
the n-point correlation functions in d = D − 1 dimensions given in (5.22).
It would also be interesting to examine the twisted open Wilson lines at subleading
orders in the curvature expansion of the zero-form charges. As the twisted, noncommuta-
tive open Wilson lines are invariant under the full higher spin gauge transformations that
contain subleading corrections as well, one may speculate that these structures contain
information about deviations of the conformal field theory dual beyond the free point.
Another related issue concerns the fact that the zero-form charges can be evaluated on
exact solutions to Vasiliev’s theory, which one may expect correspond to states of the con-
formal field theory generated by deformations using finite sources. Indeed, as the exact
solutions are given using polarization spinor bases, it would be interesting to trace more
carefully the observed finiteness of the zero-form charges [29, 38] to the mildly divergent
nature of the correlation functions in the polarization spinor spaces.
One might go further and speculate that the free energy functional itself of Vasiliev’s
theory, i.e. its on-shell action, contains similar sub-leading corrections related to non-
linear sources coupling to higher-trace operators, which would thus show up as contact
terms in the holographic correlation functions. Such a refinement would imply that the
holographically dual theory is actually a non-trivial three-dimensional field theory already
in the case of the Type A Vasiliev model. We hope to return to these issues in the near
future.
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A Twisted, straight noncommutative Wilson lines
The purpose of this appendix is to prove the central relation between observables in
Vasiliev’s theory and Wilson lines in noncommutative Yang–Mills theory:
exp⋆
(
iMŜ
)
= WL2M (x, Z;Y ) ⋆ exp⋆ (iMZ) . (A.1)
In this section we use the convention that repeated (uncontracted) indices are totally
symmetrized, e.g. (Zα)⋆2 denotes 1
2
(Zα1 ⋆ Zα2 + Zα2 ⋆ Zα1).
Addressing the left hand side of (A.1) requires the use the following property of the
⋆-product: [
Zα, fˆ
]
⋆
= −2i∂Zα fˆ . (A.2)
Its successive application can be shown recursively to yield:
(
Zα
)⋆m
⋆ Âα =
m∑
j=0
(
m
j
)
(−2i∂Zα )jÂα ⋆
(
Zα
)⋆m−j
. (A.3)
Then we define the symbols C(m,n, k1, ..., kn) entering the expansion of a monomial
in Ŝα as
(
Zα − 2iAˆα
)⋆m
(A.4)
=
m∑
n=0
m−n∑
k1=0
...
m−n−Σn−1i=0 ki∑
kn=0
(−2i)n+Σ kC(m,n, k1, ..., kn)
(
n
⋆
i=1
(∂Zα )
kiÂα
)
⋆
(
Zα
)⋆(m−n−Σ k)
,
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where
∑
k denotes
∑n
i=1 ki and we recall that, for any set of n functions
{
fˆ1, ..., fˆn
}
, the
symbol ⋆ni=1 fˆi is defined as fˆ1 ⋆ ... ⋆ fˆn in that order. The consistency of this expansion
with (A.3) requires the boundary conditions:
C(m, 0) = C(m,m, 0, ..., 0) = 1 , (A.5)
as well as the recurrence relations:
C(m+ 1, n, k1, ..., kn)
= C(m,n, k1, ..., kn) +
(
m+ 1− n−∑n−1i=1 ki
kn
)
C(m,n− 1, k1, ..., kn−1) . (A.6)
This can be seen by plugging (A.3) into Ŝ⋆(m+1)α = Ŝ
⋆m
α ⋆Ŝα. Then defining q := m−n−
∑
k
allows one to reformulate the left hand side of (A.1) as:
exp⋆
(
iMŜ
)
=
∞∑
n=0
∞∑
k1=0
...
∞∑
kn=0
∞∑
q=0
(2Mα)n+Σ k(iMα)q
× C(q + n+
∑
k, n, k1, ..., kn)
(q + n+
∑
k)!
n
⋆
i=1
(
(∂Zα )
kiÂα
)
⋆
(
Zα
)⋆q
. (A.7)
On the other hand, to address the r.h.s. of (A.1) we recall the definition of the path-
ordered exponential:
WL2M (x, Z;Y ) = P exp⋆
(
2Mα
∫ 1
0
dσ Âα (x, Z + 2σM ;Y )
)
(A.8)
=
∞∑
n=0
(2Mα)n
∫ 1
0
dσn ...
∫ σ2
0
dσ1 Âα (x, Z + 2σ1M ;Y ) ⋆ ... ⋆ Âα (x, Z + 2σnM ;Y ) .
Then we can write the Taylor expansion of the higher-spin connection and get:
WL2M (x, Z;Y )
=
∞∑
n=0
∞∑
k1=0
...
∞∑
kn=0
(2Mα)n+Σ k
∫ 1
0
dσn
σknn
kn!
...
∫ σ2
0
dσ1
σk11
k1!
(
n
⋆
i=1
(
(∂Zα )
kiÂα (x, Z;Y )
))
=
∞∑
n=0
∞∑
k1=0
...
∞∑
kn=0
(2Mα)n+Σ kF (1|n, k1, ..., kn)
(
n
⋆
i=1
(
(∂Zα )
kiÂα (x, Z;Y )
))
, (A.9)
Where the coefficient is given by
F (σ|n, k1, ..., kn) : =
∫ σ
0
dσn
σknn
kn!
...
∫ σ2
0
dσ1
σk11
k1!
= σn+Σ k
n∏
j=1
1
kj !(j +
∑j
i=1 ki)
. (A.10)
The latter form can be shown recursively. Upon expanding:
exp⋆ (iMZ) =
∞∑
q=0
(iMZ)q
q!
, (A.11)
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we see that (A.1) holds if and only if:
C(q + n+ Σ k, n, k1, ..., kn) =
(q + n+
∑
k)!
q!
F (1|n, k1, ..., kn)
=
(q + n+
∑
k)!
q!
n∏
j=1
1
kj!(j +
∑j
i=1 ki)
. (A.12)
It is the case, since taking this as a definition for C(m,n, k1, ..., kn) is consistent with (A.5)
and (A.6). Therefore, we have proven (A.1).
B Spinor notation and properties of the Σi matrices
The metric of AdS4 is expressed in Poincaré coordinates, so that ds
2 = 1
r2
ηµνdx
µdxν . The
Minkowski metric ηµν is the one which one uses in this context in order to raise and lower
world indices, as well as for computing norms of Lorentz vectors.
The Pauli matrices plus the identity (σµ)αα˙ form a basis for Hermitian 2× 2 matrices.
As usual, their barred counterpart are given by:
(σ¯µ)α˙α := ǫα˙γ˙ ǫαγ (σµ)γγ˙ ≡ (σµ)αα˙ . (B.1)
The main property of these matrices is
(σµ)αγ˙ (σ¯ν) βγ˙ + (σ
ν)αγ˙ (σ¯µ) βγ˙ = 2η
µνǫαβ , (B.2)
(σ¯µ)α˙γ (σν) β˙γ + (σ¯
ν)α˙γ (σµ) β˙γ = 2η
µνǫα˙β˙ . (B.3)
It means that they generate a Clifford algebra. Now we omit all spinorial indices, it being
understood that we do all contractions following the NW-SE conventions.
A Lorentz vector Aµ is related to two Hermitian 2× 2 matrices in the following way:
A := Aµσµ , A¯ := A
µσ¯µ . (B.4)
Then for 2 vector fields with Aµ(x) and Bµ(x) as respective component, the relations (B.2)
and (B.3) become
AB¯ +BA¯ = 2AµBµ , A¯B + B¯A = 2A
µBµ . (B.5)
In particular:
detA = AA¯ = AµAµ . (B.6)
Another useful algebraic property is:
A(aA¯+ bB¯)B = a det(A)B + b det(B)A = B(aA¯+ bB¯)A , ∀a, b ∈ C . (B.7)
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Those few results are used implicitely all along the paper and are valid for any Hermitian
matrices, in particular for those introduced in (B.8, B.11).
Now we consider a bulk point with coordinate xµ0 (among which the r component is
denoted r0) and various boundary points having coordinates x
µ
i , i = 1, . . . , n0 . Their r
component vanishes for every boundary points. We then define the matrices
Σi := σ
r − 2r0xˇ0,i ≡ (ηµr − 2r0xˇµ0,i)σµ , i = 1, . . . , n0 . (B.8)
They have unit determinant and enjoy the following useful property:
det i,j := det (Σi − Σj) = 4r
2
0(xi,j)
2
(x0,i)2(x0,j)2
. (B.9)
Among the applications of (B.7), the following one is often used in our computations:
(Σi − Σj)
(
Σ¯j − Σ¯k
)
(Σk − Σi) = − det i,j (Σk − Σi)− det j,k (Σi − Σj) . (B.10)
One matrix inversion given in the next Appendix C uses some quantities that we now de-
fine. Let us suppose that we have (n+1) boundary points corresponding to the Hermitian
matrices Σ0,Σ1, ...,Σn . Note that, although they are all defined in terms of the bulk point
x0 , see (B.8), the matrix Σ0 refers to a boundary point that we also call x0 . This abuse
of notation should not create confusions, hopefully. In other words, the boundary point
corresponding to Σ0 has nothing to do with the reference bulk point. Then we define:
Sn := −
n∑
j=0
(−1)jΣj , S(i)n :=
n∑
j=1
(1− δij)(−1)j+Θ(i, j)Σj . (B.11)
Among the properties of the matrices Sn and S
(i)
n used in Appendix C, there are various
applications of (B.7) as well as the following relations:
S(i)n −S(i±1)n = ±(−)i (Σi − Σi±1) , Sn+S(1)n = Σ1−Σ0 , Sn+S(n)n = Σn−Σ0 , (B.12)
where the first relation is understood to hold only when both i and i ± 1 take value in
{1, ..., n}.
C Inverse and determinant of the matrix R
The results (4.21) to (4.25) come from various block inversions, and the procedure is not
exactly the same when e and t take different values.
First, let us set e = 1. In the two relevant cases, we decompose R into the following
blocks :
R =
Aij Bi¯
Cı¯j Dı¯¯
 =
(1− δi,j)(−)i+j+Θ(i, j) (δi,¯ − (1− t)δi,n0)Σi
(δı¯,j − (1− t)δj,n0) Σ¯j (1− δı¯,¯)(−)Θ(¯ı, ¯)
 . (C.1)
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Let us remind that in those cases, the indices takes the following values :
i ∈ {1, ..., n0} , ı¯ ∈ {1, ..., n¯ = n0 − (1− t)} . (C.2)
The keypoint is that here n¯ is always even, which provides D with the following inverse
matrix :
D−1ij = (1− δi,j)(−)i+j+Θ(i, j). (C.3)
Hence M can be decomposed as :A B
C D
 =
I B
0 D

 A˜ 0
D−1C I
 , with A˜ := A−BD−1C . (C.4)
This allows to write its determinant and inverse matrix as :
detR = det(A˜) det(D) , (C.5)
R−1 =
 A˜−1 0
−D−1CA˜−1 I

I −BD−1
0 D−1

=
 A˜−1 −A˜−1BD−1
−D−1CA˜−1 D−1 +D−1CA˜−1BD−1
 . (C.6)
Let us point out the fact that since barred and unbarred indices do not run the same
range, the δ symbols are summed as follows :
n0∑
i=1
δi,¯f(¯) = (1− (1− t)δi,n0)f(i) . (C.7)
Knowing that fact, one can easily compute :
A˜ij = (1− δi,j)(−)i+j+Θ(i, j)Σi(Σ¯i − Σ¯j) =
n0∑
k=1
(δi,kΣi)
(
(1− δk,j)(−)k+j+Θ(k, j)(Σ¯k − Σ¯j)
)
.
(C.8)
The purpose of this factorization is that the first block diagonal piece is straightforward
to invert and of unit determinant. For the second piece (wich we write X(n0)), we proceed
to a recursive block inversion, which means computing its inverse and determinant by
decomposing it as:
X(n0) =
D′ij C ′i
B′j A
′
 =

(
X(n0−1)
)
ij
(
X(n0)
)
in0(
X(n0)
)
n0j
(
X(n0)
)
n0n0
 . (C.9)
As a recursion hypothesis, we postulate the determinant and inverse of X(n0) to be :
det(X(n0)) = 22(n0−2)
n0∏
i=1
det i,i+1 , (C.10)
(
X(n0)
)
−1
ij =
∑
η=±1
1
2 det i,i+η
(−δi,jη + δi+η,jξi,i+η) (Σi − Σi+η) , (C.11)
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where we recall:
ξi,i+η = −η + t δi,n0 (η + 1) + t δi+η,n0 (η − 1) , (C.12)
det i,j : = det (Σi − Σj) = 4r
2
0(xi,j)
2
(x0,i)2(x0,j)2
. (C.13)
When proceeding to the recursive step, it is important to note that 0 is identified with
(n0−1) in the expression of
(
X(n0−1)
)
−1
ij , implying (1)−1 = (n0−1) and (n0−1)+1 = 1 .
Knowing that, one finds:
A˜′ =
2
det n0−1,n0
(Σ¯n0−1 − Σ¯n0)(Σn0−1 − Σ1)(Σ¯n0 − Σ¯1) . (C.14)
Then the algebra of Σi matrices (see appendix B) gives its inverse and determinant as :
det A˜′ =
4det 1,n0−1 det 1,n0
det n0−1,n0
, (C.15)
(
A˜′
)
−1 =
1
2 det 1,n0 det 1,n0−1
(Σn0 − Σ1)(Σ¯n0−1 − Σ¯1)(Σn0−1 − Σn0) . (C.16)
Then the straightforward application of (C.5) and of (C.6) allows first to confirm (C.10)
and (C.11), then to find equations (4.21) to (4.25).
In the cases where t = 1, we use the following block decomposition:
R =
Dij Ci¯
Bı¯j Aı¯¯
 =
 (1− δi,j)(−)i+j+Θ(i, j) (δi,¯ − (1− e)(−1)i+n0δj,n0) Σj
(δı¯,j − (1− e)(−1)j+n0δi,n0) Σ¯i (1− δı¯,¯)(−1)Θ(¯ı, ¯)
 .
(C.17)
Here n = n0 − (1 − e) is the one to be always even, and the same exact method can be
applied to this cases.
In the last case, the one where e = t = 0, both barred and unbarred indices run an odd
number of values. Therefore, we take a different approach and start from the following
block decomposition :
R =
Bij Ai¯
Dı¯j Cı¯¯
 =
Ai¯ Bij
Cı¯¯ Dı¯j

0 I
I 0
 . (C.18)
We decide in the rest of this appendix to write Σn0 as Σ0, in order to do recursions
on n := n0 − 1 without having to change notations between two recursive steps. As
explained in Appendix B, the boundary point corresponding to Σ0 has nothing to do with
the reference bulk point. The matrix to invert in this case is :
N :=
Ai¯ Bij
Cı¯¯ Dı¯j
 =
 δi,¯Σi + (−1)iΣ0 (1− δi,j)(−1)i+j+Θ(i, j)
(1− δı¯,¯)(−1)Θ(¯ı, ¯) δı¯,jΣ¯i + (−1)jΣ¯0
 . (C.19)
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The first step is to recursively block invert D and get :
D−1i¯ = δi,jΣi +
(−1)j
det(Sn)
ΣiS¯nΣj , (C.20)
detD = det(Sn) , (C.21)
where Sn is defined by (B.11). After some algebra, the next step gives :
A˜i¯ = − (−1)
i
det(Sn)
(
Sn + (−1)Θ(i, j)S(i)n
)
S¯n
(
Sn − (−1)Θ(i, j)S(j)n
)
, (C.22)
where S(i)n is defined by (B.11). It is good to note that the diagonal piece does not depend
on the convention we choose for Θ(i, i). Then the recursive block inversion of X(q) (the
upper left q × q block of A˜ gives:
(
X(q)
)
−1
ı¯j =
∑
η=±1
06=i+η 6=q+1
η(−1)i
2 det i,i+η δij
det
(
Sn − S(i)n
) (S¯n − S¯(i)n ) (Sn − S(i+η)n )+ δi+η,j
(S¯(i)n − S¯(i+η)n )
+
δij1
det
(
Sn − S(1)n
)
det
(
Sn + S
(1)
n
) (S¯n + S¯(1)n )Sn (S¯n − S¯(1)n ) , (C.23)
detX(q) =
22(q−1)
det(Sn) det
(
Sn + S
(1)
n
)
det
(
Sn − S(q)n
) . (C.24)
Then the straightforward application of (C.5),(C.6) and of the properties of Σ allow once
again to recover the equations (4.21) to (4.25).
37
References
[1] M. Flato and C. Fronsdal, “One Massless Particle Equals Two Dirac Singletons:
Elementary Particles in a Curved Space. 6,” Lett. Math. Phys. 2 (1978) 421–426.
[2] M. Flato and C. Fronsdal, “On DIS and Racs,” Phys. Lett. 97B (1980) 236–240.
[3] E. Bergshoeff, A. Salam, E. Sezgin, and Y. Tanii, “Singletons, higher spin massless
states and the supermembrane,” Phys. Lett. B205 (1988) 237.
[4] S. E. Konstein, M. A. Vasiliev, and V. N. Zaikin, “Conformal higher spin currents
in any dimension and AdS / CFT correspondence,” JHEP 12 (2000) 018,
arXiv:hep-th/0010239 [hep-th].
[5] B. Sundborg, “Stringy gravity, interacting tensionless strings and massless higher
spins,” Nucl. Phys. Proc. Suppl. 102 (2001) 113–119, arXiv:hep-th/0103247.
[6] E. Sezgin and P. Sundell, “Doubletons and 5-D higher spin gauge theory,”
JHEP 09 (2001) 036, arXiv:hep-th/0105001 [hep-th].
[7] A. Mikhailov, “Notes on higher spin symmetries,”
arXiv:hep-th/0201019 [hep-th].
[8] E. Sezgin and P. Sundell, “Massless higher spins and holography,”
Nucl. Phys. B644 (2002) 303–370, arXiv:hep-th/0205131.
[9] I. R. Klebanov and A. M. Polyakov, “AdS dual of the critical O(N) vector model,”
Phys. Lett. B550 (2002) 213–219, arXiv:hep-th/0210114.
[10] R. G. Leigh and A. C. Petkou, “Holography of the N = 1 higher-spin theory on
AdS(4),” JHEP 06 (2003) 011, arXiv:hep-th/0304217.
[11] E. Sezgin and P. Sundell, “Holography in 4D (super) higher spin theories and a test
via cubic scalar couplings,” JHEP 0507 (2005) 044,
arXiv:hep-th/0305040 [hep-th].
[12] X. Bekaert, J. Erdmenger, D. Ponomarev, and C. Sleight, “Towards holographic
higher-spin interactions: Four-point functions and higher-spin exchange,”
JHEP 03 (2015) 170, arXiv:1412.0016 [hep-th].
38
[13] C. Sleight and M. Taronna, “Higher Spin Interactions from Conformal Field
Theory: The Complete Cubic Couplings,”
Phys. Rev. Lett. 116 (2016) no. 18, 181602, arXiv:1603.00022 [hep-th].
[14] X. Bekaert, J. Erdmenger, D. Ponomarev, and C. Sleight, “Quartic AdS
Interactions in Higher-Spin Gravity from Conformal Field Theory,”
arXiv:1508.04292 [hep-th].
[15] S. Giombi and X. Yin, “Higher Spin Gauge Theory and Holography: The
Three-Point Functions,” arXiv:0912.3462 [hep-th].
[16] S. Giombi and X. Yin, “Higher Spins in AdS and Twistorial Holography,”
arXiv:1004.3736 [hep-th].
[17] E. Sezgin, E. D. Skvortsov, and Y. Zhu, “Chern-Simons Matter Theories and
Higher Spin Gravity,” arXiv:1705.03197 [hep-th].
[18] V. E. Didenko and M. A. Vasiliev, “Test of the local form of higher-spin equations
via AdS/CFT,” arXiv:1705.03440 [hep-th].
[19] N. Boulanger, P. Kessel, E. D. Skvortsov, and M. Taronna, “Higher spin
interactions in four-dimensions: Vasiliev versus Fronsdal,”
J. Phys. A49 (2016) no. 9, 095402, arXiv:1508.04139 [hep-th].
[20] S. Giombi and X. Yin, “The Higher Spin/Vector Model Duality,”
J. Phys. A46 (2013) 214003, arXiv:1208.4036 [hep-th].
[21] M. A. Vasiliev, “On the Local Frame in Nonlinear Higher-Spin Equations,”
arXiv:1707.03735 [hep-th].
[22] C. Fronsdal, “Massless Fields with Integer Spin,” Phys. Rev. D18 (1978) 3624.
[23] E. D. Skvortsov and M. Taronna, “On Locality, Holography and Unfolding,”
JHEP 11 (2015) 044, arXiv:1508.04764 [hep-th].
[24] M. Taronna, “A note on field redefinitions and higher-spin equations,”
EPJ Web Conf. 125 (2016) 05025.
[25] M. A. Vasiliev, “Current Interactions and Holography from the 0-Form Sector of
Nonlinear Higher-Spin Equations,” arXiv:1605.02662 [hep-th].
39
[26] C. Sleight and M. Taronna, “Higher spin gauge theories and bulk locality: a no-go
result,” arXiv:1704.07859 [hep-th].
[27] O. A. Gelfond and M. A. Vasiliev, “Current Interactions from the One-Form Sector
of Nonlinear Higher-Spin Equations,” arXiv:1706.03718 [hep-th].
[28] N. Misuna, “On current contribution to Fronsdal equations,”
arXiv:1706.04605 [hep-th].
[29] C. Iazeolla and P. Sundell, “Families of exact solutions to Vasiliev’s 4D equations
with spherical, cylindrical and biaxial symmetry,” JHEP 1112 (2011) 084,
arXiv:1107.1217 [hep-th].
[30] N. Boulanger, E. Sezgin, and P. Sundell, “4D Higher Spin Gravity with Dynamical
Two-Form as a Frobenius–Chern–Simons Gauge Theory,”
arXiv:1505.04957 [hep-th].
[31] C. Iazeolla and P. Sundell, “4D Higher Spin Black Holes with Nonlinear Scalar
Fluctuations,” arXiv:1705.06713 [hep-th].
[32] J. Engquist and P. Sundell, “Brane partons and singleton strings,”
Nucl. Phys. B752 (2006) 206–279, arXiv:hep-th/0508124.
[33] E. Sezgin and P. Sundell, “An exact solution of 4D higher-spin gauge theory,”
Nucl. Phys. B762 (2007) 1–37, arXiv:hep-th/0508158.
[34] N. Boulanger, S. Leclercq, and P. Sundell, “On The Uniqueness of Minimal
Coupling in Higher-Spin Gauge Theory,” JHEP 0808 (2008) 056,
arXiv:0805.2764 [hep-th].
[35] N. Colombo and P. Sundell, “Twistor space observables and quasi-amplitudes in 4D
higher spin gravity,” JHEP 1111 (2011) 042, arXiv:1012.0813 [hep-th].
[36] E. Sezgin and P. Sundell, “Geometry and Observables in Vasiliev’s Higher Spin
Gravity,” JHEP 07 (2012) 121, arXiv:1103.2360 [hep-th].
[37] N. Colombo and P. Sundell, “Higher Spin Gravity Amplitudes From Zero-form
Charges,” arXiv:1208.3880 [hep-th].
[38] C. Iazeolla and P. Sundell, “Biaxially symmetric solutions to 4D higher-spin
gravity,” J.Phys. A46 (2013) 214004, arXiv:1208.4077 [hep-th].
40
[39] V. Didenko and E. Skvortsov, “Exact higher-spin symmetry in CFT: all correlators
in unbroken Vasiliev theory,” JHEP 1304 (2013) 158, arXiv:1210.7963 [hep-th].
[40] S. Giombi, S. Prakash, and X. Yin, “A Note on CFT Correlators in Three
Dimensions,” JHEP 07 (2013) 105, arXiv:1104.4317 [hep-th].
[41] J. Maldacena and A. Zhiboedov, “Constraining Conformal Field Theories with A
Higher Spin Symmetry,” J. Phys. A46 (2013) 214011,
arXiv:1112.1016 [hep-th].
[42] V. Didenko, J. Mei, and E. Skvortsov, “Exact higher-spin symmetry in CFT: free
fermion correlators from Vasiliev Theory,” arXiv:1301.4166 [hep-th].
[43] O. A. Gelfond and M. A. Vasiliev, “Operator algebra of free conformal currents via
twistors,” Nucl. Phys. B876 (2013) 871–917, arXiv:1301.3123 [hep-th].
[44] S. S. Gubser, I. R. Klebanov, and A. M. Polyakov, “Gauge theory correlators from
noncritical string theory,” Phys. Lett. B428 (1998) 105–114,
arXiv:hep-th/9802109 [hep-th].
[45] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2
(1998) 253–291, arXiv:hep-th/9802150 [hep-th].
[46] N. Boulanger, N. Colombo, and P. Sundell, “A minimal BV action for Vasiliev’s
four-dimensional higher spin gravity,” JHEP 1210 (2012) 043,
arXiv:1205.3339 [hep-th].
[47] M. A. Vasiliev, “More on equations of motion for interacting massless fields of all
spins in (3+1)-dimensions,” Phys. Lett. B285 (1992) 225–234.
[48] V. E. Didenko and M. A. Vasiliev, “Static BPS black hole in 4d higher-spin gauge
theory,” Phys. Lett. B682 (2009) 305–315, arXiv:0906.3898 [hep-th].
[49] E. P. Wigner, “Do the Equations of Motion Determine the Quantum Mechanical
Commutation Relations?,” Phys. Rev. 77 (1950) 711–712.
[50] L. M. Yang, “A Note on the Quantum Rule of the Harmonic Oscillator,”
Phys. Rev. 84 (1951) 788–790.
[51] M. A. Vasiliev, “Higher spin algebras and quantization on the sphere and
hyperboloid,” Int.J.Mod.Phys. A6 (1991) 1115–1135.
41
[52] M. A. Vasiliev, “Consistent equations for interacting massless fields of all spins in
the first order in curvatures,” Annals Phys. 190 (1989) 59–106.
[53] D. J. Gross, A. Hashimoto, and N. Itzhaki, “Observables of noncommutative gauge
theories,” Adv. Theor. Math. Phys. 4 (2000) 893–928,
arXiv:hep-th/0008075 [hep-th].
[54] J. Ambjorn, Y. Makeenko, J. Nishimura, and R. Szabo, “Lattice gauge fields and
discrete noncommutative Yang-Mills theory,” JHEP 0005 (2000) 023,
arXiv:hep-th/0004147 [hep-th].
[55] Yu. Makeenko, Methods of contemporary gauge theory. Cambridge University Press,
2005.
http://www.cambridge.org/uk/catalogue/catalogue.asp?isbn=0521809118.
[56] N. S. Craigie, V. K. Dobrev, and I. T. Todorov, “Conformally Covariant Composite
Operators in Quantum Chromodynamics,” Annals Phys. 159 (1985) 411–444.
[57] S. Giombi, “TASI Lectures on the Higher Spin - CFT duality,” in Proceedings,
Theoretical Advanced Study Institute in Elementary Particle Physics: New Frontiers
in Fields and Strings (TASI 2015): Boulder, CO, USA, June 1-26, 2015,
pp. 137–214. 2017. arXiv:1607.02967 [hep-th].
http://inspirehep.net/record/1475038/files/arXiv:1607.02967.pdf.
[58] M. A. Vasiliev, “Nonlinear equations for symmetric massless higher spin fields in
(A)dS(d),” Phys. Lett. B567 (2003) 139–151, arXiv:hep-th/0304049.
42
