Abstract. The Scalla/Xrootd software suite is a set of tools and suggested methods useful to build scalable, fault tolerant and high performance storage systems for POSIX-like data access. One of the most important recent development efforts has been to implement technologies able to deal with the characteristics of Wide Area Networks, and find solutions in order to allow data analysis applications to directly access remote data repositories in an efficient way. This contribution describes the current status of the various features and mechanisms implemented in the Scalla/Xrootd software suite, which allow to create and efficiently access 'global' data repositories, obtained by aggregating multiple sites through Wide Area Networks. One of these mechanisms is the ability of the clients to efficiently exploit high-latency high-throughput WANs and access remote repositories in read/write mode for analysis-like tasks. We will also discuss the possibilities of making distant data sub-repositories cooperate. The aim is to give a unique view of their content, and eventually allow external systems to coordinate and trigger data movements among them. Experience in using Scalla/Xrootd remote data repositories is also reported.
Introduction
This contribution deals with the possibilities given by the Scalla/Xrootd platform in order to allow to efficiently access data repositories through both WAN and LAN. Nowadays we can see that the wide area connectivity between the high energy physics sites in general is developing, and there are several attempts to evaluate at what extent they can be used at their maximum. The approach of the Scalla/Xrootd suite is, with respect to this, quite similar to the one of the World Wide Web, i.e. a client accesses directly (via TCP and a suitable application-level protocol) the portions of the data it needs, thus avoiding to transfer the portions of data that it does not need. With respect to this, it is useless to say that the common architectural choice of pre-transferring locally all the data chunks (in the form of complete, huge data files) does not fit these efficiency requirements, and is not considered in this work, although always possible.
In the last years, several development milestones in the Scalla/Xrootd suite made it possible to create fast and coherent WAN-wide data repositories and to actually reach a performance level for WAN-wide direct data access which is more than sufficient to analyze data files which are not local in the site where the computation runs. Of course, with this statement, we don't want to say that every computation has to be against remote repositories, but instead that a
What can be done, what can be desired
Basically, with an XROOTD-based front-end we can do 2 things via WAN:
• Access remote data • Aggregate remote storage elements into a unique one. This allows to build an unique storage pool with sub-clusters in different sites. For the storage aggregation features, there are no practical size limits, since the native xrootd architecture can accommodate up to 262K servers in theory, without scaling limitations. The basic idea for an application is that it does not need to know the location of a file, just its filename, in a globally coherent name-space.
There are several aspects to consider when dealing with this kind of features, but a great benefit as well, mainly in the form of performance and overall robustness, linked also to the fact that there are no needs for third-party softwares. In this section, we are trying to highlight the kind of benefit we are aiming for, in the form of two relatively simple use cases.
Use case 1: the traveling physicist
A physicist is waiting for the results of his analysis jobs on the GRID. They are many jobs, which produce several output files which will be saved to a storage element, e.g. at CERN. This physicist's laptop is configured to access those storage elements and draw his histograms, with ROOT. This man leaves for a conference in a distant place, and the jobs finish while in the plane. When there, he wants to simply draw the results from the laptop, and save new modified histograms in the same storage element. Of course there is no time to loose in tweaking in order to get a remote copy of everything. To avoid confusion, all the things must stay where they are. What can this physicist expect? Can he do it? The answer is "technologically, yes, it's possible".
Use case 2: efficient data access for batch jobs
This use case reflects the true production choices of the ALICE analysis on the GRID. Each job reads about 100-150MB of conditions data, from a storage element called ALICE::CERN::SE. These are conditions data accessed directly, not file copies, and the access is very efficient, i.e. only the needed bytes are read from the files: each job reads only what it needs from a much bigger repository. ROOT/AliROOT has a maximum read speed of about 20MB/s, with a 100% utilization of one CPU core.
Moreover, sometimes also the data files are accessed from a remote SE, especially in the case in which a file is lost or the local SE is down. From the monitoring pages, these mechanisms turned out to be very robust and efficient, even if it is clear that there is some space for further optimizations. This fits perfectly with the current status of the development of the xrootd WAN data access features.
What improved recently
Up to now the WAN speedup was possible with ROOT+XrdClient+XROOTD, by activating the so-called "multi-stream WAN mode". As already described, it can give a performance increase of up to 100-150x with respect to basic client-server protocols (including the xrootd one with WAN mode off). The only drawback of it is that it needs to be activated, in the client side before it starts connecting to a server. Deciding when to switch it on is far from being easy, in general. Hence, this kind of optimization, even if it needed just a flag, always demonstrated itself as quite difficult to automatize.
The recent developments changed the scenario in a more usable direction:
• The multiple TCP streams-based WAN mode is the most performant for bulk data transfers, hence it is used in general only for them.
• The new internal improvements use the efficiency of the newer kernels and TCP stacks. Now, by default, the xrootd client can read/write data via WAN at speeds much higher than the maximum speed ROOT can achieve, even in the worst case of a very distant repository (provided that there is enough bandwidth).
One consequence of the new milestone is that an interactive analysis does not need different parameters with respect to one performed through a LAN. This potentially fulfills the requirements of both the discussed use cases, and is going to be the topic of the next section.
Hence, by deploying:
• The new xrootd client (bundled in ROOT)
• A recent server version (available through xrd-installer, together with the new configuration) • Client and server machines with TCP parameters suitable for WANs (nearly all the most recent mainstream Linux distributions are already reasonably well configured for that),
We can expect a good improvement over the past, without having to change anything in the applications.
Reference test on a 10Gb WAN
In order to have a good estimation about the performance which a simple analysis task can obtain when accessing data via a Wide Area Network, we set up a testbed composed as follows:
• A 10Gb network, owned by Caltech at the CERN site • A client machine and a server machine, with TCP stacks tuned for maximum performance • The latency of the WAN is selectable, with roundtrip time of 0.1ms (like a very fast 10Gb LAN) and 180ms (like a worst-case WAN, with the client at CERN and the data server in California).
We set up various tests to be performed:
• Using various bulk data transfer tools, populate a 30GB repository of 10 ROOT files, and read it back.
• Draw various histograms, spanning the whole repository:
A very light one (Draw small ), reading all the TTrees in the files, but a minimal fraction of the data.
A heavier one (Draw fewcalc), reading a large fraction of the data (about 30%) Like the previous one, but artificially putting a big number of calculations to be applied to any read value (Draw heavycalc)
One which reads every byte in the file (Get all entries) • From the read data, write a reasonably sized compressed output histogram ( 600MBytes) to the same remote server.
These tests exercise ROOT features and use cases which are much used in real data analyses, but in a fashion which is much heavier than the normal use cases. The purpose of this was to get a better performance measurement precision, due to longer run times.
One thing to point out very clearly is that these tests were not intended to be a so-called Bandwidth race, i.e. the goal was not to fill the 10Gb bandwidth, but to get useful measurements on a reference network, by avoiding the uncertainties coming from the performance of a shared one.
The outcome of these tests, instead, can be an answer to some or all of the following questions:
• Can we use this kind of technology to live better with data? I.e. getting more efficiency and more robustness in a generic HEP computing model. • How does a "normal" task perform in LAN/WAN environment, and how does it compare to the performance of a local disk?
The tests compare three data access technologies:
• Local disk (a performant RAID-5 able to sustain up to 600MB/s) • XROOTD-based data access With the TCP multistreaming (XRD 15streams) versus the (now default) usage of the TCP windows scaling mechanisms (XRD wscale) • HTTP (Apache2) based data access, in the same configurations as the XROOTD case.
An often posed question is why we chose Apache2 (and the underlying http protocol) to do the job, even if we know that the product's features do not completely match the requirements of High Energy Physics. We chose Apache2/http because, for a test repository based on access to single files via LAN and WAN it is the most powerful opponent, indeed:
• It is an efficient and robust product, supporting well both in LAN and WAN.
• Its client (and, relatively, the server) is a very lightweight software.
• Used with ROOT, the data accesses through the http protocol do not consume more bandwidth than they should, unlike most of the distributed file systems we preliminarily evaluated.
• It is very well integrated in ROOT, supporting all the advanced data access features of the platform (except writes, not supported).
The tests' results are visible in Figure 1, 2, 3 , and 4.
How does direct access behave?
The tests' results are very interesting, and here, for space reasons, we highlight only some of the most important aspects, like:
• In both LAN and WAN, the various data analyses performed through xrootd took a number of seconds which has the same order of magnitude than the local disk case. • This is especially true when writing outputs, a task which seems particularly efficient with xrootd via WAN towards a remote storage element. In this case, the achievable performance is very close to the one achievable through a fast RAID local disk. • For data analyses of sufficient size (more than a few megabytes) the windows scaling technology largely outperforms the multiple streams one, in the given use case. This was not a surprise, since the TCP multistreaming technologies are known to work better in the bulk data transfer use case.
The idea behind this kind of features is not necessarily to force any computation to be performed towards data which is remote. Hence, we do not believe that local clusters can be substituted at the present time, especially in the cases when the data is accessed by a large computing farm. But the "historical" use case for which a local farm can only access a storage element which is very close to it is not a forced choice any more, as can be demonstrated for example in a production environment by the ALICE computing model [15] .
Moreover, in a modern computing model dealing with data access for High Energy Physics experiments (but probably not only High Energy Physics), there are other very interesting use cases which can be easily accommodated with a well working WAN-wide data access, for example:
• Interactive data access, especially when using analysis applications which exploit the computing power of the modern multicore architectures [13] This would be even more precious for tasks like e.g. debugging an analysis without having to deal with copying the data it accesses.
• Letting a batch analysis job continue processing if it landed in a farm whose local storage element lost the data files which were supposed to be present.
• Any other usage which could come to the mind of an user of the World Wide Web, which made interactivity available in a very easy way via WAN.
About storage globalization
The other interesting item dealing with the recent WAN-oriented features of the Scalla/xrootd suite deals with the possibility of building a unique repository, composed by several sub-clusters residing in different sites. The xrootd architecture, based on a B-64 tree where servers are organised (or self-organise) into clusters [5] , by construction accommodates the fact that the connections among servers could be performed through a wide area network. All this is accomplished with the definition of a so-called meta-manager host, whom the remote sites subscribe to. This new role of a server machine constitutes for the clients the entry point of a unique meta-cluster, which contains all the subscribed sites, potentially spread elsewhere.
Of course, one important requirement is that the remote sites are actually able to connect to this meta-manager, but, an even more important one is that all the sub-clusters expose the same coherent name space. In other words, a given data file must be exported with the same file name everywhere.
With the possibility of accessing a very performant coherent repository without having to know the location of a file, we can implement many ideas. For instance, this mechanism is being used in a subset of the storage elements belonging to ALICE in order to quickly fetch a file which was supposed to be present. Figure 5 synthetically shows how this is performed in a way which is completely transparent to the client which requests the file.
Conclusions
By using the two described mechanisms (the possibility of efficiently accessing remote data and the possibility of creating inter-site meta-clusters) many things are possible, as they are very generic mechanisms which encapsulate the technicalities but are not linked in any way to particular deployments. For example, building a true and robust federation of sites now starts becoming easier. For instance, one site could host the storage part, the other one could host the worker nodes, without having to worry too much about the performance loss due to the latency of the link between the sites. Or both might have a part of the overall storage and they appear as one, without having to deal with (generally less stable and very complex) "glue code" in order to try to build an artificial higher level view of the resources. So, up to now all the tests and the production usages have been very successful, from the points of view of both performance and robustness. We strongly believe that giving the possibilities of having a storage system able to support WANs properly and efficiently is a major accomplishment which will give many benefits, especially when dealing with user-level interactive analysis. 
