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EVERY BOUNDED PSEUDOCONVEX DOMAIN WITH HÖLDER BOUNDARY IS
HYPERCONVEX
BO-YONG CHEN
ABSTRACT. We show that every bounded pseudoconvex domain with Hölder boundary in Cn is
hyperconvex.
1. INTRODUCTION
A bounded domain Ω in Cn is called hyperconvex [11] if there exists a negative continuous
plurisubharmonic (psh) function ρ on Ω such that {ρ < −c} ⊂⊂ Ω for all c > 0. Actually,
even the continuity condition of ρ is superfluous (see [2], Theorem 1.4.6). It is easy to see
that hyperconvexity implies pseudoconvexity, while there are pseudoconvex domains (e.g., the
Hartogs triangle) which are not hyperconvex.
On the positive side, it was Diederich-Fornaess [6] who first showed that every bounded pseu-
doconvex domain with C2 boundary in Cn is hyperconvex. Actually, they proved that there
exists a negative smooth psh function which is comparable to −δα for some α > 0, where δ is
the boundary distance. Kerzman-Rosay [9] showed that every bounded pseudoconvex domain
with C1 boundary in Cn is hyperconvex. Demailly [5] proved that every bounded pseudoconvex
domain with Lipschitz boundary in Cn admits a negative smooth psh function which is compa-
rable to (log δ)−1. The result of Diederich-Fornaess was extended by Harrington [8] to bounded
pseudoconvex domains with Lipschitz boundaries in Cn and by Ohsawa-Sibony [10] to pseudo-
convex domain with C2 boundaries in Pn. Only recently, Avelin et. al. [1] were able to show that
the Lipschitz condition in Demailly’s result can be relaxed to Log-Lipschitz for hyperconvexity.
For a bounded domain Ω ⊂ Cn we say that ∂Ω is Hölder if it can be written locally as the
graph of a Hölder continuous function. The goal of this note is to show the following
Theorem 1.1. Every bounded pseudoconvex domain with Hölder boundary inCn is hyperconvex.
The proof of Theorem 1.1 depends on an estimate for the relative extremal function (see
Lemma 2.1), which is motivated by Grüter-Widman’s estimate for the capacity potential of sets in
RN (cf. [7]). The same method also gives a quick proof of a weak version of Harrington’s result
that every bounded pseudoconvex domain with Lipschitz boundary has a positive hyperconvexity
index (see [3] for the definition and applications).
Actually, Theorem 1.1 can be extended to certain domains beyond Hölder boundary regularity
(see § 5). Nevertheless, the following question still remains open.
Problem 1. Is a bounded pseudoconvex domain Ω ⊂ Cn hyperconvex if ∂Ω can be written
locally as the graph of a continuous function?
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2. A CRUCIAL ESTIMATE FOR THE RELATIVE EXTREMAL FUNCTION
For a bounded domain Ω ⊂ Cn we define the relative extremal function of a (fixed) closed ball
B ⊂ Ω by
̺(z) := ̺B(z) := sup
{
u(z) : u ∈ PSH−(Ω), u|B ≤ −1
}
,
where PSH−(Ω) denotes the set of negative psh functions on Ω. Clearly, the upper semicontin-
uous regularization ̺∗ of ̺ is psh on Ω. We have the following very useful estimate for ̺∗.
Lemma 2.1. Let Ω be a bounded pseudoconvex domain in Cn. Set Ωt = {z ∈ Ω : δ(z) > t} for
t > 0. Suppose there exist a number 0 < α < 1 and a family {ψt}0<t≤t0 of psh functions on Ω
satisfying
sup
Ω
ψt < 1 and inf
Ω\Ωαt
ψt > sup
∂Ωt
ψt
for all t. Then we have
(2.1) sup
Ω\Ωr
(−̺∗) ≤ exp
[
−
1
log 1/α
∫ r0
r/α
κα(t)
t
dt
]
where r/α < r0 ≪ 1 and
κα(t) :=
infΩ\Ωαt ψt − sup∂Ωt ψt
1− sup∂Ωt ψt
.
Proof. We first assume that Ω is hyperconvex. Then −1 ≤ ̺ < 0 is a continuous negative psh
function on Ω satisfying limz→ζ ̺(z) = 0 for all ζ ∈ ∂Ω (cf. [2], Proposition 3.1.3/vii)). Note
that for z ∈ ∂Ωt
(2.2) (1− ψt(z)) sup
Ω\Ωt
(−̺) ≥
[
1− sup
∂Ωt
ψt
]
(−̺(z)).
Since supΩ ψt < 1 and limz→ζ ̺(z) = 0 for all ζ ∈ ∂Ω, we conclude that (2.2) holds for z ∈ ∂Ωε
for all ε≪ t. In other words,
(2.3) ̺(z) ≥
supΩ\Ωt(−̺)
1− sup∂Ωt ψt
· (ψt(z)− 1)
holds for all z ∈ ∂(Ωε\Ωt). Since the RHS of (2.3) is psh, it follows from the maximal property
of ̺ that (2.3) (hence (2.2)) holds for all z ∈ Ωε\Ωt and t ≤ r0 ≪ 1 (so that B ⊂ Ωr0). Since ε
can be arbitrarily small, we conclude that (2.2) holds on Ω\Ωt. In particular, if z ∈ Ω\Ωαt then
we have
−̺(z) ≤ sup
Ω\Ωt
(−̺) ·
1− infΩ\Ωαt ψt
1− sup∂Ωt ψt
= sup
Ω\Ωt
(−̺) · (1− κα(t)) .(2.4)
SetM(t) := supΩ\Ωt(−̺). Since − log(1− x) ≥ x for x ∈ [0, 1), it follows from (2.4) that
logM(t)
t
−
logM(αt)
t
≥
κα(t)
t
.
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Integration from r to r0 gives∫ r0
r
κα(t)
t
dt ≤
∫ r0
r
logM(t)
t
dt−
∫ r0
r
logM(αt)
t
dt
=
∫ r0
r
logM(t)
t
dt−
∫ αr0
αr
logM(t)
t
dt
=
∫ r0
αr0
logM(t)
t
dt−
∫ r
αr
logM(t)
t
dt
≤ (logM(r0)− logM(αr)) log 1/α,
becauseM(t) is nondecreasing. Thus (2.1) holds for ̺∗ = ̺ becauseM(r0) ≤ 1.
In general we may exhaust Ω by a sequence {Ω1/j} of hyperconvex domains. Let ̺j be the
relative extremal function of B relative to Ω1/j . Since infΩ\Ωαt ψt ≤ infΩ1/j\Ωαt ψt, the previous
argument yields
sup
Ω1/j\Ωr
(−̺j) ≤ exp
[
−
1
log 1/α
∫ r0
r/α
κα(t)
t
dt
]
for all j ≥ jr ≫ 1. Since ̺j = ̺∗j ↓ ̺
∗ (cf. [2], Theorem 3.1.7), we get (2.1). 
Remark. Similar ideas were used by the author [4] to estimate the Green function of planar
domains in terms of capacity densities.
3. PROOF OF THEOREM 1.1
We first prove the following
Proposition 3.1. Let Ω be a bounded pseudoconvex domain in Cn. Suppose there exist numbers
β > 0, γ > 1, and a family {Ωt}0<t≤t0 of pseudoconvex domains such that Ω ⊂ Ω
t for all t and
βtγ ≤ δΩt(z) := d(z, ∂Ω
t) ≤ t, ∀ z ∈ ∂Ω.
For every τ < 1
γ−1
there exists a contant Cτ > 0 such that
(3.1) − ̺(z) ≤ Cτ (− log δ(z))
−τ
for all z ∈ Ω sufficiently close to ∂Ω.
Proof. For 0 < ε < 1 we define
ψt :=
log 1/δΩεt
log 2/(βεγtγ)
.
Clearly, ψt is a continuous psh function on Ω satisfying supΩ ψt < 1. For all z ∈ ∂Ωt we have
t = δ(z) ≤ δΩεt(z) ≤ t+ εt,
so that
log 1/(t+ εt)
log 2/(βεγtγ)
≤ sup
∂Ωt
ψt ≤
log 1/t
log 2/(βεγtγ)
.
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On the other hand, for z ∈ Ω\Ωαt we have δΩεt(z) ≤ αt+ εt, so that
inf
Ω\Ωαt
ψt ≥
log 1/(αt+ εt)
log 2/(βεγtγ)
.
Then we have
κα(t) ≥
log 1/(α+ ε)
log(2 + 2ε)/(βεγtγ−1)
.
It follows from (2.1) that
−̺∗(z) ≤ exp
[
−
log 1/(α + ε)
log 1/α
∫ r0
δ(z)/α
dt
t((γ − 1) log 1/t+ log(2 + 2ε)/(βεγ))
]
≤ Cα,β,ε,γ(− log δ(z))
− log 1/(α+ε)
(γ−1) log 1/α(3.2)
for all z ∈ Ω sufficiently close to ∂Ω. In particular, Ω is hyperconvex, so that ̺∗ = ̺. If we
choose ε = α sufficiently small, then the exponent in (3.2) can be arbitrarily close to 1
γ−1
. Thus
the proof is complete. 
Proof of Theorem 1.1. Since hyperconvexity is a local property (cf. [9]), it suffices to verify that
for every a ∈ ∂Ω there exists a neighborhood U of a such that Ω ∩ U is hyperconvex. After an
affine transformation, there exists a ball Br = {z : |z| < r} and a Hölder continuous function g
of order β on
B′r =
{
(z′,Re zn) ∈ C
n−1 × R : |z′|2 + |Re zn|
2 < r2
}
where z′ = (z1, · · · , zn−1), such that
Ω(r) := Ω ∩ Br = {z ∈ Br : Im zn < g(z
′,Re zn)} .
Fix r1 < r. We set
Ωt(r1) := {z ∈ Br1+t : Im zn < g(z
′,Re zn) + t}
for 0 < t ≤ t0 ≪ 1. Clearly, these domains are pseudoconvex and contain Ω(r1); moreover,
δΩt
(r1)
(z) ≤ t, ∀ z ∈ ∂Ω(r1).
On the other hand, for given z ∈ ∂Ω(r1) we choose zt ∈ ∂Ω
t
(r1)
such that δΩt
(r1)
(z) = |z − zt|. If
zt ∈ ∂Br1+t, then δΩt(r1)
(z) ≥ t. Thus we may assume without loss of generality that
Im zn ≤ g(z
′,Re zn) and Im zt,n = g(z
′
t,Re zt,n) + t.
If Im zt,n − Im zn ≥ t/2, then δΩt
(r1)
(z) ≥ t/2. If Im zt,n − Im zn < t/2, then
g(z′,Re zn)− g(z
′
t,Re zt,n) ≥ t− (Im zt,n − Im zn) > t/2,
while
g(z′,Re zn)− g(z
′
t,Re zt,n) ≤ c|(z
′
t,Re zt,n)− (z
′,Re zn)|
β
≤ c|zt − z|
β = cδΩt
(r1)
(z)β .
Thus we have
δΩt
(r1)
(z) ≥ (2c)−1/β · t1/β .
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By Proposition 3.1, we conclude that for every τ < β
1−β
there exists a negative continuous psh
function ρ on Ω(r1) satisfying
(3.3) − ρ(z) . (− log δ(z))−τ
for all z ∈ Ω sufficiently close to ∂Ω(r1). 
Remark. In view of [3], it is natural to ask whether the local estimate (3.3) yields certian estimate
for the Bergman distance. We will come back to this problem in a future paper.
4. THE LIPSCHITZ CASE
Proposition 4.1. Let Ω be a bounded pseudoconvex domain with Lipschitz boundary. Then there
exists a number τ > 0 such that
−̺(z) . δ(z)τ .
Proof. By [5], there exist a number c > 0 and a family {vt}0<t≤t0 of continuous psh functions
on Ω satisfying
log 1/(δ(z) + t)− c < vt(z) < log 1/(δ(z) + t).
Given 0 < ε < 1. We set
ψt :=
vεt
log 2/(εt)
.
Clearly, ψt is psh on Ω and satisfies supΩ ψt < 1. For all z ∈ ∂Ωt we have
log 1/(t+ εt)− c
log 2/(εt)
≤ sup
∂Ωt
ψt ≤
log 1/(t+ εt)
log 2/(εt)
.
On the other hand, for z ∈ Ω\Ωαt we have
inf
Ω\Ωαt
ψt ≥
log 1/(αt+ εt)− c
log 2/(εt)
.
Then we have
κα(t) ≥
log(1 + ε)/(α+ ε)− c
log(2 + 2ε)/ε+ c
.
We choose α, ε sufficiently small so that log(1 + ε)/(α+ ε) > c. It follows from (2.1) that
−̺(z) . δ(z)τ
where
τ = (log 1/α)−1 ·
log(1 + ε)/(α+ ε)− c
log(2 + 2ε)/ε+ c
.

Remark. Although Proposition 4.1 is weaker than Harrington’s reuslt, it is sufficient for many
purposes (compare [3]).
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5. ON DOMAINS BEYONG HÖLDER BOUNDARY REGULARITY
Proposition 5.1. Let Ω be a bounded pseudoconvex domain in Cn. Suppose there exists a family
{Ωt}0<t≤t0 of pseudoconvex domains such that Ω ⊂ Ω
t for all t and
η(t) ≤ δΩt(z) ≤ t, ∀ z ∈ ∂Ω
where η is a continuous increasing function satisfying
(5.1)
∫ r0
0
dt
t log[t/η(t)]
=∞
for some r0 ≪ 1. Then Ω is hyperconvex.
Proof. For fixed 0 < ε < 1 the function
ψt :=
log 1/δΩεt
log 2/η(εt)
is psh on Ω and satisfies supΩ ψt < 1. Since
t ≤ δΩεt(z) ≤ t + εt, ∀ z ∈ ∂Ωt,
we have
log 1/(t+ εt)
log 2/η(εt)
≤ sup
∂Ωt
ψt ≤
log 1/t
log 2/η(εt)
.
On the other hand, for z ∈ Ω\Ωαt we have δΩεt(z) ≤ αt+ εt, so that
inf
Ω\Ωαt
ψt ≥
log 1/(αt+ εt)
log 2/η(εt)
.
Fix α, ε with α + ε < 1. Then we have
κα(t) ≥
log 1/(α+ ε)
log[(2 + 2ε)t/η(εt)]
.
It follows from (2.1) that for suitable positive constant τ depending only on α, ε,
−̺∗(z) ≤ exp
(
−τ
∫ r0
δ(z)/α
dt
t log[t/η(εt)]
)
→ 0 (as z → ∂Ω).
Thus Ω is hyperconvex. 
Condition (5.1) is satisfied for instance, if η(t) = t(− log t)log t, much faster than any power
tγ , γ > 0.
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