Quantum machine learning is one of the most promising applications of a full-scale quantum computer. Over the past few years, many quantum machine learning algorithms have been proposed that can potentially offer considerable speedups over the corresponding classical algorithms. In this paper, we introduce q-means, a new quantum algorithm for clustering which is a canonical problem in unsupervised machine learning. The q-means algorithm has convergence and precision guarantees similar to k-means, and it outputs with high probability a good approximation of the k cluster centroids like the classical algorithm. per iteration, which is linear in the number of features d, and polynomial in the rank k, the maximum square norm η and the error parameter δ. Both running times are only polylogarithmic in the number of datapoints N . Our algorithm provides substantial savings compared to the classical k-means algorithm that runs in time O(kdN ) per iteration, particularly for the case of large datasets.
Introduction
The last decade has witnessed the emergence of a scientific and industrial revolution, which leveraged our ability to process an increasing volume of data and extract value from it. Henceforth, the imminent widespread adoption of technologies such as the Internet of Things, IPv6, and 5G internet communications is expected to generate an even bigger amount of data, most of which will be unlabelled. As the amount of data generated in our society is expected to grow, more powerful ways of processing information are needed. Quantum computation is a promising new paradigm for performing fast computations. In recent years, there have been proposals for quantum machine learning algorithms that have the potential to offer considerable speedups over the corresponding classical algorithms, either exponential or large polynomial speedups [1, 2, 3, 4, 5, 6] .
In most of these quantum machine learning applications, there are some common algorithmic primitives that are used to build the algorithms. For instance, quantum procedures for linear algebra (matrix multiplication, inversion, and projections in sub-eigenspaces of matrices), have been used for recommendation systems or dimensionality reduction techniques [2, 7, 1] . Second, the ability to estimate distances between quantum states, for example through the SWAP test, has been used for supervised or unsupervised learning [5, 8] . We note that most of these procedures need quantum access to the data, which can be achieved by storing the data in specific data structures in a QRAM (Quantum Random Access Memory).
Here, we are interested in unsupervised learning and in particular in the canonical problem of clustering: given a dataset represented as N vectors, we want to find an assignment of the vectors to one of k labels (for a given k that we assume to know) such that similar vectors are assigned to the same cluster. Often, the Euclidean distance is used to measure the similarity of vectors, but other metrics might be used, according to the problem under consideration.
We propose q-means, a quantum algorithm for clustering, which can be viewed as a quantum alternative to the classical k-means algorithm. More precisely, q-means is the equivalent of the δ-k-means algorithm, a robust version of k-means that will be defined later. We provide a detailed analysis to show that q-means has an output consistent with the classical δ-k-means algorithm and further has a running time that depends poly-logarithmically on the number of elements in the dataset. The last part of this work includes simulations which assert the performance and running time of the q-means algorithm.
Related Work
In this section, we discuss previous work on quantum unsupervised learning and clustering. Aimeur, Brassard and Gambs [9] gave two quantum algorithms for unsupervised learning using the amplification techniques from [10] . Specifically, they proposed an algorithm for clustering based on minimum spanning trees that runs in time Θ(N 3/2 ) and a quantum algorithm for k-median (a problem related to k-means) algorithm with complexity time O(N 3/2 / √ k). Lloyd, Mohseni and Rebentrost [5] proposed quantum k-means and nearest centroid algorithms using an efficient subroutine for quantum distance estimation assuming as we do quantum access to the data. Given a dataset of N vectors in a feature space of dimension d, the running time of each iteration of the clustering algorithm (using a distance estimation procedure with error ) is O( kN log d ) to produce the quantum state corresponding to the clusters. Note that the time is linear in the number of data points and it will be linear in the dimension of the vectors if the algorithm needs to output the classical description of the clusters.
In the same work, they also proposed an adiabatic algorithm for the assignment step of the k-means algorithm, that can potentially provide an exponential speedup in the number of data points as well, in the case the adiabatic algorithm performs exponentially better than the classical algorithm. The adiabatic algorithm is used in two places for this algorithm, the first to select the initial centroids, and the second to assign data points to the closest cluster. However, while arguments are given for its efficiency, it is left as an open problem to determine how well the adiabatic algorithm performs on average, both in terms of the quality of solution and the running time.
Wiebe, Kapoor and Svore [8] apply the minimum finding algorithm [10] to obtain nearestneighbor methods for supervised and unsupervised learning. At a high level, they recovered a Grover-type quadratic speedup with respect to the number of elements in the dataset in finding the k nearest neighbors of a vector. Otterbach et al. [11] performed clustering by exploiting a wellknown reduction from clustering to the Maximum-Cut (MAXCUT) problem; the MAXCUT is then solved using QAOA, a quantum algorithm for performing approximate combinatorial optimization [12] .
Let us remark on a recent breakthrough by Tang et al. [13, 14, 15] , who proposed three classical machine learning algorithms obtained by dequantizing recommendation systems [2] and low rank linear system solvers. Like the quantum algorithms, the running time of these classical algorithms is O(poly(k)polylog(mn)), that is poly-logarithmic in the dimension of the dataset and polynomial in the rank. However, the polynomial dependence on the rank of the matrices is significantly worse than the quantum algorithms and in fact renders these classical algorithms highly impractical. For example, the new classical algorithm for stochastic regression inspired by the HHL algorithm [16] has a running time ofÕ(κ 6 k 16 A 6 F / 6 ), which is impractical even for a rank-10 matrix. The extremely high dependence on the rank and the other parameters implies not only that the quantum algorithms are substantially faster (their dependence on the rank is sublinear!), but also that in practice there exist much faster classical algorithms for these problems. While the results of Tang et al. are based on the FKV methods [17] , in classical linear algebra, algorithms based on the CUR decomposition that have a running time linear in the dimension and quadratic in the rank are preferred to the FKV methods [17, 18, 19] . For example, for the recommendation systems matrix of Amazon or Netflix, the dimension of the matrix is 10 6 × 10 7 , while the rank is certainly not lower than 100. The dependence on the dimension and rank of the quantum algorithm in [2] is O( √ k log(mn)) ≈ O(10 2 ), of the classical CUR-based algorithm is O(mk 2 ) ≈ O(10 11 ), while of the Tang algorithm is O(k 16 log(mn)) ≈ O(10 33 ).
It remains an open question to find classical algorithms for these machine learning problems that are poly-logarithmic in the dimension and are competitive with respect to the quantum or the classical algorithms for the same problems. This would involve using significantly different techniques than the ones presently used for these algorithms.
The k-means algorithm
The k-means algorithm was introduced in [20] , and is extensively used for unsupervised problems. The inputs to k-means algorithm are vectors v i ∈ R d for i ∈ [N ]. These points must be partitioned in k subsets according to a similarity measure, which in k-means is the Euclidean distance between points. The output of the k-means algorithm is a list of k cluster centers, which are called centroids.
The algorithm starts by selecting k initial centroids randomly or using efficient heuristics like the k-means++ [21] . It then alternates between two steps: (i) Each data point is assigned the label of the closest centroid. (ii) Each centroid is updated to be the average of the data points assigned to the corresponding cluster. These two steps are repeated until convergence, that is, until the change in the centroids during one iteration is sufficiently small.
More precisely, we are given a dataset V of vectors
. At step t, we denote the k clusters by the sets C t j for j ∈ [k], and each corresponding centroid by the vector c t j . At each iteration, the data points v i are assigned to a cluster C t j such that
be the Euclidean distance between vectors v i and c t j . The first step of the algorithm assigns each v i a label (v i ) t corresponding to the closest centroid, that is
The centroids are then updated, c t+1 j
, so that the new centroid is the average of all points that have been assigned to the cluster in this iteration. We say that we have converged if for a small threshold τ we have 1 k
The loss function that this algorithm aims to minimize is the RSS (residual sums of squares), the sum of the squared distances between points and the centroid of their cluster.
The RSS decreases at each iteration of the k-means algorithm, the algorithm therefore converges to a local minimum for the RSS. The number of iterations T for convergence depends on the data and the number of clusters. A single iteration has complexity of O(kN d) since the N vectors of dimension d have to be compared to each of the k centroids. From a computational complexity point of view, we recall that it is NP-hard to find a clustering that achieves the global minimum for the RSS. There are classical clustering algorithms based on optimizing different loss functions, however the k-means algorithm uses the RSS as the objective function. The algorithm can be super-polynomial in the worst case (the number of iterations is 2 ω( √ N ) [22] ), but the number of iterations is usually small in practice. The k-means algorithm with a suitable heuristic like k-means++ to initialize the centroids finds a clustering such that the value for the RSS objective function is within a multiplicative O(log N ) factor of the minimum value [21] .
δ-k-means
We now consider a δ-robust version of the k-means in which we introduce some noise. The noise affects the algorithms in both of the steps of k-means: label assignment and centroid estimation.
Let us describe the rules for the assignment step of δ-k-means more precisely. Let c * i be the closest centroid to the data point v i . Then, the set of possible labels L δ (v i ) for v i is defined as follows:
The assignment rule selects arbitrarily a cluster label from the set L δ (v i ). Second, we add δ/2 noise during the calculation of the centroid. Let C t+1 j be the set of points which have been labeled by j in the previous step. For δ-k-means we pick a centroid c t+1 j with the property
One way to do this is to calculate the centroid exactly and then add some small Gaussian noise to the vector to obtain the robust version of the centroid.
Let us add two remarks on the δ-k-means. First, for a well-clusterable data set and for a small δ, the number of vectors on the boundary that risk to be misclassified in each step, that is the vectors for which |L δ (v i )| > 1 is typically much smaller compared to the vectors that are close to a unique centroid. Second, we also increase by δ/2 the convergence threshold from the k-means algorithm. All in all, δ-k-means is able to find a clustering that is robust when the data points and the centroids are perturbed with some noise of magnitude O(δ). As we will see in this work, q-means is the quantum equivalent of δ-k-means.
Our results
We define and analyse a new quantum algorithm for clustering, the q-means algorithm, whose performance is similar to that of the classical δ-k-means algorithm and whose running time provides substantial savings, especially for the case of large data sets.
The q-means algorithm combines most of the advantages that quantum machine learning algorithms can offer for clustering. First, the running time is poly-logarithmic in the number of elements of the dataset and depends only linearly on the dimension of the feature space. Second, q-means returns explicit classical descriptions of the cluster centroids that are obtained by the δ-k-means algorithm. As the algorithm outputs a classical description of the centroids, it is possible to use them in further (classical or quantum) classification algorithms.
Our q-means algorithm requires that the dataset is stored in a QRAM (Quantum Random Access Memory), which allows the algorithm to use efficient linear algebra routines that have been developed using QRAM data structures. Of course, our algorithm can also be used for clustering datasets for which the data points can be efficiently prepared even without a QRAM, for example if the data points are the outputs of quantum circuits.
We start by providing a worst case analysis of the running time of our algorithm, which depends on parameters of the data matrix, for example the condition number and the parameter µ that appears in the quantum linear algebra procedures. Note that with O we hide polylogaritmic factors. Result 1. Given dataset V ∈ R N ×d stored in QRAM, the q-means algorithm outputs with high probability centroids c 1 , · · · , c k that are consistent with an output of the δ-k-means algorithm in time
is the condition number, µ(V ) is a parameter that appears in quantum linear algebra procedures and 1 ≤ v i 2 ≤ η.
When we say that the q-means output is consistent with the δ-k-means, we mean that with high probability the clusters that the q-means algorithm outputs are also possible outputs of the δ-k-means.
We go further in our analysis and study a well-motivated model for datasets that allows for good clustering. We call these datasets well-clusterable. One possible way to think of such datasets is the following: a dataset is well-clusterable when the k clusters arise from picking k well-separated vectors as their centroids, and then each point in the cluster is sampled from a Gaussian distribution with small variance centered on the centroid of the cluster. We provide a rigorous definition in following sections. For such well-clusterable datasets we can provide a tighter analysis of the running time and have the following result, whose formal version appears as Theorem 5.2.
Result 2. Given a well-clusterable dataset V ∈ R N ×d stored in QRAM, the q-means algorithm outputs with high probability k centroids c 1 , · · · , c k that are consistent with the output of the δ-k-
In order to assess the running time and performance of our algorithm we performed extensive simulations for different datasets. The running time of the q-means algorithm is linear in the dimension d, which is necessary when outputting a classical description of the centroids, and polynomial in the number of clusters k which is typically a small constant. The main advantage of the q-means algorithm is that it provably depends logarithmically on the number of points, which can in many cases provide a substantial speedup. The parameter δ (which plays the same role as in the δ-kmeans) is expected to be a large enough constant that depends on the data and the parameter η is again expected to be a small constant for datasets whose data points have roughly the same norm. For example, for the MNIST dataset, η can be less than 8 and δ can be taken to be equal to 0.5. In Section 6 we present the results of our simulations. For different datasets we find parameters δ such that the number of iterations is practically the same as in the k-means, and the δ-k-means algorithm converges to a clustering that achieves an accuracy similar to the k-means algorithm or in times better. We obtained these simulation results by simulating the operations executed by the quantum algorithm adding the appropriate errors in the procedures.
Quantum preliminaries
We assume a basic understanding of quantum computing, we recommend Nielsen and Chuang [23] for an introduction to the subject. A vector state |v for v ∈ R d is defined as |v =
where |m represents e m , the m th vector in the standard basis. The dataset is represented by a matrix V ∈ R N ×d , i.e. each row is a vector v i ∈ R d for i ∈ [N ] that represents a single data point. The cluster centers, called centroids, at time t are stored in the matrix C t ∈ R k×d , such that the j th row c t j for j ∈ [k] represents the centroid of the cluster C t j . We denote as V k the optimal rank k approximation of V , that is
, where u i , v i are the row and column singular vectors respectively and the sum is over the largest k singular values σ i . We denote as V ≥τ the matrix i=0 σ i u i v T i where σ is the smallest singular value which is greater than τ .
We will assume at some steps that these matrices and V and C t are stored in suitable QRAM data structures which are described in [2] . To prove our results, we are going to use the following tools:
Theorem 2.1 (Amplitude estimation [24] ). Given a quantum algorithm
where |G is some garbage state, then for any positive integer P , the amplitude estimation algorithm outputsp (0 ≤p ≤ 1) such that
with probability at least 8/π 2 . It uses exactly P iterations of the algorithm A. If p = 0 thenp = 0 with certainty, and if p = 1 and P is even, thenp = 1 with certainty.
In addition to amplitude estimation, we will make use of a tool developed in [8] to boost the probability of getting a good estimate for the distances required for the q-means algorithm. In high level, we take multiple copies of the estimator from the amplitude estimation procedure, compute the median, and reverse the circuit to get rid of the garbage. Here we provide a theorem with respect to time and not query complexity.
Theorem 2.2 (Median Evaluation [8])
. Let U be a unitary operation that maps
for some 1/2 < a ≤ 1 in time T . Then there exists a quantum algorithm that, for any ∆ > 0 and for any 1/2 < a 0 ≤ a, produces a state |Ψ such that |Ψ − |0 ⊗nL |x ≤ √ 2∆ for some integer L, in time
We also need some state preparation procedures. These subroutines are needed for encoding vectors in v i ∈ R d into quantum states |v i . An efficient state preparation procedure is provided by the QRAM data structures. Theorem 2.3 (QRAM data structure [2] ). Let V ∈ R N ×d , there is a data structure to store the rows of V such that, 1. The time to insert, update or delete a single entry v ij is O(log 2 (N )). 2. A quantum algorithm with access to the data structure can perform the following unitaries in time T = O(log 2 N ).
In our algorithm we will also use subroutines for quantum linear algebra. For a symmetric matrix M ∈ R d×d with spectral norm M = 1 stored in the QRAM, the running time of these algorithms depends linearly on the condition number κ(M ) of the matrix, that can be replaced by κ τ (M ), a condition threshold where we keep only the singular values bigger than τ , and the parameter µ(M ), a matrix dependent parameter defined as
The different terms in the minimum in the definition of µ(M ) correspond to different choices for the data structure for storing M , as detailed in [3] . Note that µ(M ) ≤ M F ≤ √ d as we have assumed that M = 1. The running time also depends logarithmically on the relative error of the final outcome state. [4, 25] .
If M is stored in appropriate QRAM data structures and the time to prepare |x is T x , then there exist quantum algorithms that with probability at least 1 − 1/poly(d) return
The linear algebra procedures above can also be applied to any rectangular matrix V ∈ R N ×d by considering instead the symmetric matrix
The final component needed for the q-means algorithm is a linear time algorithm for vector state tomography that will be used to recover classical information from the quantum states corresponding to the new centroids in each step. Given a unitary U that produces a quantum state |x , by calling O(d log d/ 2 ) times U , the tomography algorithm is able to reconstruct a vector x that approximates |x such that | x − |x ≤ . Theorem 2.5 (Vector state tomography [26] ). Given access to unitary U such that U |0 = |x and its controlled version in time T (U ), there is a tomography algorithm with time complexity
) that produces unit vector x ∈ R d such that x − x 2 ≤ with probability at least (1 − 1/poly(d)).
Modelling well-clusterable datasets
In this section, we define a model for the dataset in order to provide a tight analysis on the running time of our clustering algorithm. Note that we do not need this assumption for our general q-means algorithm, but in this model we can provide tighter bounds for its running time. Without loss of generality we consider in the remaining of the paper that the dataset V is normalized so that for all i ∈ [N ], we have 1 ≤ v i , and we define the parameter η = max i v i 2 . We will also assume that the number k is the "right" number of clusters, meaning that we assume each cluster has at least some Ω(N/k) data points. We now introduce the notion of a well-clusterable dataset. The definition aims to capture some properties that we can expect from datasets that can be clustered efficiently using a k-means algorithm. Our notion of a well-clusterable dataset shares some similarity with the assumptions made in [27] , but there are also some differences specific to the clustering problem.
is said to be well-clusterable if there exist constants ξ, β > 0, λ ∈ [0, 1], η ≤ 1, and cluster centroids
(Intra-cluster smaller than inter-cluster square distances): The following inequality is satisfied
Intuitively, the assumptions guarantee that most of the data can be easily assigned to one of k clusters, since these points are close to the centroids, and the centroids are sufficiently far from each other. The exact inequality comes from the error analysis, but in spirit it says that ξ 2 should be bigger than a quantity that depends on β and the maximum norm η.
We now show that a well-clusterable dataset has a good rank-k approximation where k is the number of clusters. This result will later be used for giving tight upper bounds on the running time of the quantum algorithm for well-clusterable datasets. As we said, one can easily construct such datasets by picking k well separated vectors to serve as cluster centers and then each point in the cluster is sampled from a Gaussian distribution with small variance centered on the centroid of the cluster.
Claim 3.1. Let V k be the optimal k-rank approximation for a well-clusterable data matrix V , then
Proof. Let W ∈ R N ×d be the matrix with row w i = c l(v i ) , where c l(v i ) is the centroid closest to v i . The matrix W has rank at most k as it has exactly k distinct rows. As V k is the optimal rank-k approximation to V , we have
Using the fact that V is well-clusterable, we have
where we used Definition 1 to say that for a λN fraction of the points
The running time of the quantum linear algebra routines for the data matrix V in Theorem 2.4 depend on the parameters µ(V ) and κ(V ). We establish bounds on both of these parameters using the fact that V is well-clusterable Claim 3.2. Let V be a well-clusterable data matrix, then µ(V ) :=
Proof. We show that when we rescale V so that V = 1, then we have V F = O( √ k) for the rescaled matrix. From the triangle inequality we have that
i ≤ k and Claim 3.1, we have,
We next show that if we use a condition threshold κ τ (V ) instead of the true condition number κ(V ), that is we consider the matrix V ≥τ = σ i ≥τ σ i u i v T i by discarding the smaller singular values σ i < τ , the resulting matrix remains close to the original one, i.e. we have that V − V ≥τ F is bounded.
Claim 3.3. Let V be a matrix with a rank-k approximation given by
Proof. Let l be the smallest index such that σ l ≥ τ , so that we have V − V ≥τ F = V − V l F . We split the argument into two cases depending on whether l is smaller or greater than k.
As each σ i < τ and the sum is over at most k indices, we have the upper bound ( + τ ) V F .
The reason we defined the notion of well-clusterable dataset is to be able to provide some strong guarantees for the clustering of most points in the dataset. Note that the clustering problem in the worst case is NP-hard and we only expect to have good results for datasets that have some good property. Intuitively, we should only expect k-means to work when the dataset can actually be clusterd in k clusters. We show next that for a well-clusterable dataset V , there is a constant δ that can be computed in terms of the parameters in Definition 1 such that the δ-k-means clusters correctly most of the data points.
Claim 3.4. Let V be a well-clusterable data matrix. Then, for at least λN data points v i , we have
which implies that a δ-k-means algorithm with any δ < ξ 2 −2 √ ηβ will cluster these points correctly.
Proof. By Definition 1, we know that for a well-clusterable dataset V , we have that d(v i , c l(v i ) ) ≤ β for at least λN data points and where c l(v i ) is the centroid closest to v i . Further, the distance between each pair of the k centroids satisfies the bounds 2
. Squaring both sides of the inequality and rearranging,
Substituting the bounds on the distances implied by the well-clusterability assumption, we obtain
This implies that as long as we pick δ < ξ 2 − 2 √ ηβ, these points are assigned to the correct cluster, since all other centroids are more than δ further away than the correct centroid.
The q-means algorithm
The q-means algorithm is given as Algorithm 1. At a high level, it follows the same steps as the classical k-means algorithm, where we now use quantum subroutines for distance estimation, finding the minimum value among a set of elements, matrix multiplication for obtaining the new centroids as quantum states, and efficient tomography. First, we pick some random initial points, using some classical tchnique, for example k-means++ [21] . Then, in Steps 1 and 2 all data points are assigned to clusters, and in Steps 3 and 4 we update the centroids of the clusters. The process is repeated until convergence.
Step 1: Centroid distance estimation
The first step of the algorithm estimates the square distance between data points and clusters using a quantum procedure. This can be done using the Swap Test as in [5] and also using the Frobenius distance estimation procedure [7] . Indeed, the subroutine presented in [7] (originally Algorithm 1 q-means.
Require: Data matrix V ∈ R N ×d stored in QRAM data structure.
Step 1: Centroid Distance Estimation Perform the mapping (Theorem 4.1)
where
5:
Step 2: Cluster Assignment Find the minimum distance among {d 2 (v i , c t j )} j∈[k] (Lemma 4.3), then uncompute Step 1 to create the superposition of all points and their labels
6:
Step 3: Centroid states creation 3.1 Measure the label register to obtain a state |χ t j = with relative error 3 (Theorem 2.4).
7:
Step 4: Centroid Update 4.1 Perform tomography for the states |c 8:
until convergence condition is satisfied.
used to calculate the average square distance between a point and all points in a cluster) can be adapted to calculate the square distance or inner product (with sign) between two vectors stored in the QRAM. The distance estimation becomes very efficient when we have quantum access to the vectors and the centroids as in Theorem 2.3. That is, when we can query the state preparation oracles |i |0 → |i |v i , and |j |0 → |j |c j in time T = O(log d), and we can also query the norm of the vectors.
For q-means, we need to estimate distances or inner products between vectors which have different norms. At a high level, if we first estimate the inner between the quantum states |v i and |c j corresponding to the normalized vectors and then multiply our estimator by the product of the vector norms we will get an estimator for the inner product of the unnormalised vectors. A similar calculation works for the square distance instead of the inner product. If we have an absolute error for the square distance estimation of the normalized vectors, then the final error is of the order of v i c j .
We present now the distance estimation theorem we need for the q-means algorithm and develop its proof in the next subsection.
Theorem 4.1 (Centroid Distance estimation).
Let a data matrix V ∈ R N ×d and a centroid matrix C ∈ R k×d be stored in QRAM, such that the following unitaries |i |0 → |i |v i , and |j |0 → |j |c j can be performed in time O(log(N d)) and the norms of the vectors are known. For any ∆ > 0 and 1 > 0, there exists a quantum algorithm that performs the mapping
Proof of Theorem 4.1
The theorem will follow easily from the following lemma which computes the square distance or inner product of two vectors.
Lemma 4.2 (Distance / Inner Products Estimation).
Assume for a data matrix V ∈ R N ×d and a centroid matrix C ∈ R k×d that the following unitaries |i |0 → |i |v i , and |j |0 → |j |c j can be performed in time T and the norms of the vectors are known. For any ∆ > 0 and 1 > 0, there exists a quantum algorithm that computes
Proof. Let us start by describing a procedure to estimate the square 2 distance between the normalised vectors |v i and |c j . We start with the initial state
Then, we query the state preparation oracle controlled on the third register to perform the mappings |i |j |0 |0 → |i |j |0 |v i and |i |j |1 |0 → |i |j |1 |c j . The state after this is given by,
Finally, we apply an Hadamard gate on the the third register to obtain,
The probability of obtaining |1 when the third register is measured is,
which is proportional to the square distance between the two normalised vectors. We can rewrite |1 (|v i − |c j ) as |y ij , 1 (by swapping the registers), and hence we have the final mapping
where the probability p ij is proportional to the square distance between the normalised vectors and G ij is a garbage state. Note that the running time of A is T A =Õ(T ). Now that we know how to apply the transformation described in Equation 3 , we can use known techniques to perform the centroid distance estimation as defined in Theorem 4.1 within additive error with high probability. The method uses two tools, amplitude estimation, and the median evaluation 2.2 from [8] .
First, using amplitude estimation (Theorem 2.1) with the unitary A defined in Equation 3, we can create a unitary operation that maps
where G, G are garbage registers, |p ij − p ij | ≤ and α ≥ 8/π 2 . The unitary U requires P iterations of A with P = O(1/ ). Amplitude estimation thus takes time T U = O(T / ). We can now apply Theorem 2.2 for the unitary U to obtain a quantum state |Ψ ij such that,
The running time of the procedure is O(T U ln(1/∆)) = O( T log(1/∆)). Note that we can easily multiply the value p ij by 4 in order to have the estimator of the square distance of the normalised vectors or compute 1 − 2p ij for the normalized inner product. Last, the garbage state does not cause any problem in calculating the minimum in the next step, after which this step is uncomputed.
The running time of the procedure is thus O(T U ln(1/∆)) = O( T log(1/∆)). The last step is to show how to estimate the square distance or the inner product of the unnormalised vectors. Since we know the norms of the vectors, we can simply multiply the estimator of the normalised inner product with the product of the two norms to get an estimate for the inner product of the unnormalised vectors and a similar calculation works for the distance. Note that the absolute error now becomes v i c j and hence if we want to have in the end an absolute error this will incur a factor of v i c j in the running time. This concludes the proof of the lemma.
The proof of the theorem follows rather straightforwardly from this lemma. In fact one just needs to apply the above distance estimation procedure from Lemma 4.2 k times. Note also that the norms of the centroids are always smaller than the maximum norm of a data point which gives us the factor η.
Step 2: Cluster assignment
At the end of step 1, we have coherently estimated the square distance between each point in the dataset and the k centroids in separate registers. We can now select the index j that corresponds to the centroid closest to the given data point, written as ( (v i , c j ) ). As the square is a monotone function, we do not need to compute the square root of the distance in order to find (v i ).
Lemma 4.3 (Circuit for finding the minimum). Given
Proof. We append an additional register for the result that is initialized to |1 . We then repeat the following operation for 2 ≤ j ≤ k, we compare registers 1 and j, if the value in register j is smaller we swap registers 1 and j and update the result register to j. The cost of the procedure is O(k log p).
The cost of finding the minimum is O(k) in step 2 of the q-means algorithm, while we also need to uncompute the distances by repeating Step 1. Once we apply the minimum finding Lemma 4.3 and undo the computation we obtain the state
Step 3: Centroid state creation
The previous step gave us the state
The first register of this state stores the index of the data points while the second register stores the label for the data point in the current iteration. Given these states, we need to find the new centroids |c t+1 j , which are the average of the data points having the same label.
Let χ t j ∈ R N be the characteristic vector for cluster
if i ∈ C j and 0 if i ∈ C j . The creation of the quantum states corresponding to the centroids is based on the following simple claim.
Claim 4.4. Let χ t j ∈ R N be the scaled characteristic vector for C j at iteration t and V ∈ R N ×d be the data matrix, then c t+1 j
Proof. The k-means update rule for the centroids is given by c 
The above claim allows us to compute the updated centroids c t+1 j using quantum linear algebra operations. In fact, the state |ψ t can be written as a weighted superposition of the characteristic vectors of the clusters.
By measuring the last register, we can sample from the states |χ t j for j ∈ [k], with probability proportional to the size of the cluster. We assume here that all k clusters are non-vanishing, in other words they have size Ω(N/k). Given the ability to create the states |χ t j and given that the matrix V is stored in QRAM, we can now perform quantum matrix multiplication by V T to recover an approximation of the state |V T χ j = |c with relative error 3 . For this, we also need an estimate of the size of each cluster, namely the norms χ j . We already have this, since the measurements of the last register give us this estimate, and since the number of measurements made is large compared to k (they depend on d), the error from this source is negligible compared to other errors.
The running time of this step is derived from Theorem 2.4 where the time to prepare the state |χ t j is the time of Steps 1 and 2. Note that we do not have to add an extra k factor due to the sampling, since we can run the matrix multiplication procedures in parallel for all j so that every time we measure a random |χ t j we perform one more step of the corresponding matrix multiplication. Assuming that all clusters have size Ω(N/k) we will have an extra factor of O(log k) in the running time by a standard coupon collector argument.
Step 4: Centroid update
In Step 4, we need to go from quantum states corresponding to the centroids, to a classical description of the centroids in order to perform the update step. For this, we will apply the vector state tomography algorithm, stated in Theorem 2.5, on the states |c t+1 j that we create in Step 3. Note that for each j ∈ [k] we will need to invoke the unitary that creates the states |c ) times for achieving |c j − |c j < 4 . Hence, for performing the tomography of all clusters, we will invoke the unitary O(
) times where the O(k log k) term is the time to get a copy of each centroid state.
The vector state tomography gives us a classical estimate of the unit norm centroids within error 4 , that is |c j − |c j < 4 . Using the approximation of the norms c j with relative error 3 from Step 3, we can combine these estimates to recover the centroids as vectors. The analysis is described in the following claim: Claim 4.5. Let 4 be the error we commit in estimating |c j such that |c j − |c j < 4 , and 3 the error we commit in the estimating the norms,
Proof. We can rewrite c j − c j as c j |c j − c j |c j . It follows from triangle inequality that:
We have the upper bound c j ≤ √ η. Using the bounds for the error we have from tomography and norm estimation, we can upper bound the first term by √ η 3 and the second term by √ η 4 .
The claim follows.
Let us make a remark about the ability to use Theorem 2.5 to perform tomography in our case. The updated centroids will be recovered in step 4 using the vector state tomography algorithm in Theorem 2.5 on the composition of the unitary that prepares |ψ t and the unitary that multiplies the first register of |ψ t by the matrix V T . The input of the tomography algorithm requires a unitary U such that U |0 = |x for a fixed quantum state |x . However, the labels (v i ) are not deterministic due to errors in distance estimation, hence the composed unitary U as defined above therefore does not produce a fixed pure state |x .
We therefore need a procedure that finds labels (v i ) that are a deterministic function of v i and the centroids c j for j ∈ [k]. One solution is to change the update rule of the δ-k-means algorithm to the following:
for j = j where we discard the points to which no label can be assigned. This assignment rule ensures that if the second register is measured and found to be in state |j , then the first register contains a uniform superposition of points from cluster j that are δ far from the cluster boundary (and possibly a few points that are δ close to the cluster boundary). Note that this simulates exactly the δ-k-means update rule while discarding some of the data points close to the cluster boundary. The k-means centroids are robust under such perturbations, so we expect this assignment rule to produce good results in practice.
A better solution is to use consistent phase estimation instead of the usual phase estimation for the distance estimation step , which can be found in [28, 29] . The distance estimates are generated by the phase estimation algorithm applied to a certain unitary in the amplitude estimation step. The usual phase estimation algorithm does not produce a deterministic answer and instead for each eigenvalue λ outputs with high probability one of two possible estimates λ such that |λ − λ| ≤ . Instead, here as in some other applications we need the consistent phase estimation algorithm that with high probability outputs a deterministic estimate such that |λ − λ| ≤ .
We also describe another simple method of getting such consistent phase estimation, which is to combine phase estimation estimates that are obtained for two different precision values. Let us assume that the eigenvalues for the unitary U are e 2πiθ i for θ i ∈ [0, 1]. First, we perform phase estimation with precision
where N 1 = 2 l is a power of 2. We repeat this procedure O(log N/θ 2 ) times and output the median estimate. If the value being estimated is λ+α 2 l for λ ∈ Z and α ∈ [0, 1] and |α − 1/2| ≥ θ for an explicit constant θ (depending on θ) then with probability at least 1 − 1/poly(N ) the median estimate will be unique and will equal to 1/2 l times the closest integer to (λ + α). In order to also produce a consistent estimate for the eigenvalues for the cases where the above procedure fails, we perform a second phase estimation with precision 2/3N 1 . We repeat this procedure as above for O(log N/θ 2 ) iterations and taking the median estimate. The second procedure fails to produce a consistent estimate only for eigenvalues λ+α 2 l for λ ∈ Z and α ∈ [0, 1] and |α − 1/3| ≤ θ or |α − 2/3| ≤ θ for a suitable constant θ . Since the cases where the two procedures fail are mutually exclusive, one of them succeeds with probability 1 − 1/poly(N ). The estimate produced by the phase estimation procedure is therefore deterministic with very high probability. In order to complete this proof sketch, we would have to give explicit values of the constants θ and θ and the success probability, using the known distribution of outcomes for phase estimation.
For what follows, we assume that indeed the state in Equation 4 is almost a deterministic state, meaning that when we repeat the procedure we get the same state with very high probability. We set the error on the matrix multiplication to be 2 2 4 d log d as we need to call the unitary that builds c t+1 j
) times. We will see that this does not increase the runtime of the algorithm, as the dependence of the runtime for matrix multiplication is logarithmic in the error.
Analysis
We provide our general theorem about the running time and accuracy of the q-means algorithm.
Theorem 5.1 (q-means). For a data matrix V ∈ R N ×d stored in an appropriate QRAM data structure and parameter δ > 0, the q-means algorithm with high probability outputs centroids consistent with the classical δ-k-means algorithm, in time O kd
We prove the theorem in Sections 5.1 and 5.2 and then provide the running time of the algorithm for well-clusterable datasets as Theorem 5.2.
Error analysis
In this section we determine the error parameters in the different steps of the quantum algorithm so that the quantum algorithm behaves the same as the classical δ-k-means. More precisely, we will determine the values of the errors 1 , 2 , 3 , 4 in terms of δ so that firstly, the cluster assignment of all data points made by the q-means algorithm is consistent with a classical run of the δ-k-means algorithm, and also that the centroids computed by the q-means after each iteration are again consistent with centroids that can be returned by the δ-k-means algorithm.
The cluster assignment in q-means happens in two steps. The first step estimates the square distances between all points and all centroids. The error in this procedure is of the form
for a point v i and a centroid c j . The second step finds the minimum of these distances without adding any error. For the q-means to output a cluster assignment consistent with the δ-k-means algorithm, we require that:
implies that no centroid with distance more than δ above the minimum distance can be chosen by the q-means algorithm as the label. Thus we need to take 1 < δ/2.
After the cluster assignment of the q-means (which happens in superposition), we update the clusters, by first performing a matrix multiplication to create the centroid states and estimate their norms, and then a tomography to get a classical description of the centroids. The error in this part is centroids , as defined in Claim 4.5, namely
Again, for ensuring that the q-means is consistent with the classical δ-k-means algorithm we take 3 < δ 4 √ η and 4 < δ 4 √ η . Note also that we have ignored the error 2 that we can easily deal with since it only appears in a logarithmic factor.
Runtime analysis
As the classical algorithm, the runtime of q-means depends linearly on the number of iterations, so here we analyze the cost of a single step.
The cost of tomography for the k centroid vectors is O(
) times the cost of preparation of a single centroid state |c t j . A single copy of |c t j is prepared applying the matrix multiplication by V T procedure on the state |χ t j obtained using square distance estimation. The time required for preparing a single copy of |c t j is O(κ(V )(µ(V ) + T χ ) log(1/ 2 )) by Theorem 2.4 where T χ is the time for preparing |χ t j . The time
) by Theorem 4.1. The cost of norm estimation for k different centroids is independent of the tomography cost and is O(
). Combining together all these costs and suppressing all the logarithmic factors we have a total running time of,
The analysis in section 5.1 shows that we can take 1 = δ/2, 3 = δ 4 √ η and 4 = δ 4 √ η . Substituting these values in the above running time, it follows that the running time of the q-means algorithm is
This completes the proof of Theorem 5.1. We next state our main result when applied to a wellclusterable dataset, as in Definition 3.
Theorem 5.2 (q-means on well-clusterable data). For a well-clusterable dataset V ∈ R N ×d stored in appropriate QRAM, the q-means algorithm returns with high probability the k centroids consistently with the classical δ-k-means algorithm for a constant δ in time O k 2 d
Proof. Let V ∈ R N ×d be a well-clusterable dataset as in Definition 1. In this case, we know by Claim 3.3 that κ(V ) = 1 σ min can be replaced by a thresholded condition number κ τ (V ) = 1 τ . In practice, this is done by discarding the singular values smaller than a certain threshold during quantum matrix multiplication. Remember that by Claim 3.2 we know that
). Thresholding the singular values in the matrix multiplication step introduces an additional additive error in centroid . By Claim 3.3 and Claim 4.5 , we have that the error centroid in approximating the true centroids becomes √ η( 3 + 4 + + τ ) where = λβ 2 + (1 − λ)4η is a dataset dependent parameter computed in Claim 3.1. We can set τ = 3 = 4 = /3 to obtain
η . The definition of the δ-k-means update rule requires that centroid ≤ δ/2. Further, Claim 3.4 shows that if the error δ in the assignment step satsifies δ ≤ ξ 2 − 2 √ ηβ, then the δ-k-means algorithm finds the corrects clusters. By Definition 1 of a well-clusterable dataset, we can find a suitable constant δ satisfying both these constraints, namely satisfying
Substituting the values
√ η/δ) in the running time for the general q-means algorithm, we obtain that the running time for the q-means algorithm on a well-clusterable dataset is O k 2 d
per iteration.
Let us make some concluding remarks regarding the running time of q-means. For dataset where the number of points is much bigger compared to the other parameters, the running time for the q-means algorithm is an improvement compared to the classical k-means algorithm. For instance, for most problems in data analysis, k is eventually small (< 100). The number of features d ≤ N in most situations, and it can eventually be reduced by applying a quantum dimensionality reduction algorithm first (which have running time poly-logarithmic in d). To sum up, q-means has the same output as the classical δ-k-means algorithm (which approximates k-means), it conserves the same number of iterations, but has a running time only poly-logarithmic in N , giving an exponential speedup with respect to the size of the dataset.
Simulations on real data
We would like to assert the capability of the quantum algorithm to provide accurate classification results, by simulations on a number of datasets. However, since neither quantum simulators nor quantum computers large enough to test q-means are available currently, we tested the equivalent classical implementation of δ-k-means. For implementing the δ-k-means, we changed the assignment step of the k-means algorithm to select a random centroid among those that are δ-close to the closest centroid and added δ/2 error to the updated clusters.
We benchmarked our q-means algorithm on two datasets: a synthetic dataset of gaussian clusters, and the well known MNIST dataset of handwritten digits. To measure and compare the accuracy of our clustering algorithm, we ran the k-means and the δ-k-means algorithms for different values of δ on a training dataset and then we compared the accuracy of the classification on a test set, containing data points on which the algorithms have not been trained, using a number of widely-used performance measures.
Gaussian clusters dataset
We describe numerical simulations of the δ-k-means algorithm on a synthetic dataset made of several clusters formed by random gaussian distributions. These clusters are naturally well suited for clustering by construction, close to what we defined to be a well-clusterable dataset in Definition 1 of Section 3. Doing so, we can start by comparing k-means and δ-k-means algorithms on high accuracy results, even though this may not be the case on real-world datasets. Without loss of generality, we preprocessed the data so that the minimum norm in the dataset is 1, in which case η = 4. This is why we defined η as a maximum instead of the ratio of the maximum over the minimum which is really the interesting quantity. Note that the running time basically depends on the ratio η/δ. We present a simulation where 20.000 points in a feature space of dimension 10 form 4 Gaussian clusters with standard deviation 2.5, that we can see in Figure 1 . The condition number of dataset is calculated to be 5.06. We ran k-means and δ-k-means for 7 different values of δ to understand when the δ-k-means becomes less accurate.
In Figure 2 we can see that until η/δ = 3 (for δ = 1.2), the δ-k-means algorithm converges on this dataset. We can now make some remarks about the impact of δ on the efficiency. It seems natural that for small values of δ both algorithms are equivalent. For higher values of δ, we observed a late start in the evolution of the accuracy, witnessing random assignments for points on the clusters' boundaries. However, the accuracy still reaches 100% in a few more steps. The increase in the number of steps is a tradeoff with the parameter η/δ. 
MNIST
The MNIST dataset is composed of 60.000 handwritten digits as images of 28x28 pixels (784 dimensions). From this raw data we first performed some dimensionality reduction processing, then we normalized the data such that the minimum norm is one. Note that, if we were doing q-means with a quantum computer, we could use efficient quantum procedures equivalent to Linear Discriminant Analysis, such as [7] , or other quantum dimensionality reduction algorithms like [1, 30] .
As preprocessing of the data, we first performed a Principal Component Analysis (PCA), retaining data projected in a subspace of dimension 40. After normalization, the value of η was 8.25 (maximum norm of 2.87), and the condition number was 4.53. Figure 3 represents the evolution of the accuracy during the k-means and δ-k-means for 4 different values of δ. In this numerical experiment, we can see that for values of the parameter η/δ of order 20, both k-means and δ-kmeans reached a similar, yet low accuracy in the classification in the same number of steps. It is important to notice that the MNIST dataset, without other preprocessing than dimensionality reduction, is known not to be well-clusterable under the k-means algorithm. On top of the accuracy measure (ACC), we also evaluated the performance of q-means against many other metrics, reported in Table 1 and 2. More detailed information about these metrics can be found in [31, 32] . We introduce a specific measure of error, the Root Mean Square Error of Centroids (RMSEC), which a direct comparison between the centroids predicted by the k-means algorithm and the ones predicted by the δ-k-means. It is a way to know how far the centroids are predicted. Note that this metric can only be applied to the training set. For all these measures, except RMSEC, a bigger value is better. Our simulations show that δ-k-means, and thus the qmeans, even for values of δ (between 0.2 − 0.5) achieves similar performance to k-means, and in most cases the difference is on the third decimal point.
Algo
Dataset ACC HOM COMP V-M AMI ARI RMSEC These experiments have been repeated several times and each of them presented a similar behavior despite the random initialization of the centroids. Finally, we present a last experiment with the MNIST dataset with a different data preprocessing. In order to reach higher accuracy in the clustering, we replace the previous dimensionality reduction by a Linear Discriminant Analysis (LDA). Note that a LDA is a supervised process that uses the labels (here, the digits) to project points in a well chosen lower dimensional subspace. Thus this preprocessing cannot be applied in practice in unsupervised machine learning. However, for the sake of benchmarking, by doing so k-means is able to reach a 87% accuracy, therefore it allows us to compare k-means and δ-k-means on a real and almost well-clusterable dataset. In the following, the MNIST dataset is reduced to 9 dimensions. The results in Figure 5 show that δ-k-means converges to the same accuracy than k-means even for values of η/δ down to 16. In some other cases, δ-k-means shows a faster convergence, due to random fluctuations that can help escape faster from a temporary equilibrium of the clusters. Let us remark, that the values of η/δ in our experiment remained between 3 and 20. Moreover, the parameter η, which is the maximum square norm of the points, provides a worst case guarantee for the algorithm, while one can expect that the running time in practice will scale with the average square norm of the points. For the MNIST dataset after PCA, this value is 2.65 whereas η = 8.3.
In conclusion, our simulations show that the convergence of δ-k-means is almost the same as the regular k-means algorithms for large enough values of δ. This provides evidence that the q-means algorithm will have as good performance as the classical k-means, and its running time will be significantly lower for large datasets.
