Introduction
Downscaling of global climate model estimates to the North Sea is undergoing a rapid development in this century (Janssen et al., 2001; Schrum, 2001; Schrum et al., 2003; Weisse et al., 2009; Holt et al., 2010) . The evaluation of a complex climate model should be initially carried out at the module level, that is, by isolating particular components (e.g. atmosphere, ocean and ice modules) and testing them independently by the fully coupled model (IPCC, 2007) .
Hence, the quality of the model components should be validated on a decadal time scale before performing the regional climate downscaling (Griffies et al., 2000) . The conventional way to perform the marine downscaling is by interpolating the coarse grid global model information to the open boundaries of the regional high-resolution model. This method leads to discussion about the choice of open boundary conditions (Palma and Matano, 1998; Marchesiello et al., 2001; Chen et al., 2013) . Å dlandsvik and Bentsen (2007) performed the marine downscaling of global simulations to the North Sea from a coupled climate model (20C3M experiment). They reported that the added value of downscaling is to provide the regional details, doubling the *Corresponding author. email: Jian.Su@zmaw.de Tellus A 2014 . # 2014 J. Su et al. This is an Open Access article distributed under the terms of the Creative Commons CC-BY 4.0 License (http:// creativecommons.org/licenses/by/4.0/), allowing third parties to copy and redistribute the material in any medium or format and to remix, transform, and build upon the material for any purpose, even commercially, provided the original work is properly cited and states its license.
Atlantic inflow to the North Sea, and improving the mean winter temperature. Regional ocean climate simulations were also evaluated for the Baltic Sea (Meier, 2002; Meier and Kauker, 2003) . Their model system was shown to remain stable over decades without bias correction and realistically simulated the time evolution of the halocline over a long period. The coarse resolution of global models often entails unreasonable boundary values, compelling the application of a bias correction . Compared to conventional one-way nested models, variableresolution GCMs gain more attention recently (see McGregor, 2013 , and references therein). A major model intercomparison project, the Stretched Grid Model Intercomparison Project (SGMIP, Fox-Rabinovitz et al., 2006 , demonstrated that benefits of the variable-resolution global approach include the absence of any lateral boundaries and the related problems with spurious reflections.
In recent studies, the Max Planck Institute Ocean Model (MPIOM) has been successfully applied for the regional climate studies by using an orthogonal curvilinear C-grid with shifted poles (Marsland et al., 2003) . The poles are chosen to yield a high horizontal resolution in the region of interest, while maintaining a global model domain devoid of open boundary problems experienced in regional models, for example, the study in the East Antarctica (Marsland et al., 2004) , the Arctic (Mikolajewicz et al., 2005) and the Indonesian Seas (Aldrian et al., 2005) . However, the minimum thickness of the first layer in a tidal resolving global model has to be of the order of 15 m. Due to this limitation, it is not possible to adequately resolve coastal dynamical processes. Moreover, a higher resolution to resolve dynamics in coastal regions and estuaries with a global model is too expensive. Therefore, we also applied the conventional nested regional model as a reference model in this study. By comparing with this well-validated regional model, we can answer questions concerning the accuracy of global models for different properties on the decadal scale.
The circulation at the northern entrance of the North Sea, where the main exchange between the North Sea and North Atlantic occurs, has been studied for a long time (Dooley, 1974; Svendsen et al., 1991; Turrell et al., 1992; Winther and Johannessen, 2006) . In this region, the coarse resolution global model cannot resolve well, thus it leads to poor regional model results in the northern North Sea. The general circulation pattern in the North Sea is cyclonic. The inflow of Atlantic water has several branches and follows different pathways. The inflow between the Orkney and Shetland Islands continues southward and mixes with fresh waters from the British east coast. The eastern inflow follows the western slope of the Norwegian Trench (East Shetland current, ESC) and meets brackish water in the inner Skagerrak, where it returns northwards. The northward current, enhanced by freshwater introduced along the Norwegian coast, is defined as the Norwegian coastal current (NCC, Rodhe, 1996; Winther and Johannessen, 2006) . The dominant decadal variation over the North Atlantic can be related to the North Atlantic Oscillation (NAO) (Hurrell, 1995) . Nevertheless, Meyer et al. (2011) confirmed in their study that local air-sea interactions are the main drivers of the decadal heat content variability in the North Sea. However, a detailed study concerning conditions under which the decadal signal can be transported from global models into the North Sea is still lacking in the literature (Albretsen and Røed, 2010) .
In this work, we compare two different marine downscaling experiments for the North Sea. First, we use a stretched global model MPIOM, and secondly the nested regional model HAMSOM as a reference. Both models have been well validated and used in different regions of the world for a variety of applications. For the first set of experiments, the MPIOM model was setup with a focus on the North Sea (zooming). For the second set of experiments, the HAMSOM model was adapted with higher resolution in the North Sea, using open boundary values interpolated from the MPIOM results (nesting). By evaluating hindcast experiments using these two model settings, we aim to obtain insight into the specific characteristics of both systems and whether they could be used in a free climate model simulation for regional focus.
Methods

The MPIOM global model
MPIOM is the ocean component of the Max-PlanckInstitute for Meteorology Earth System Model (MPI-ESM). It is a free-surface ocean general circulation model formulated on an Arakawa-C Grid and a z-coordinate system in the vertical (Jungclaus et al., 2013) . Details of the model equations, bulk formulae and physical parameterisations can be found in Marsland et al. (2003) . Arbitrary placement of the model's poles on an orthogonal curvilinear grid offers advantages over conventional grids. It allows for the construction of regionally high-resolution models that maintain a global domain and thus avoid the problems associated with open boundaries (Griffies et al., 2000; Marsland et al., 2003) . In this work, we use this regionally focused MPIOM configuration ( Fig. 1 left panel) , since the Norwegian outflow cannot be simulated realistically in the conventional configuration. The resolution along the northern boundary in the new setup is increased to Â15 km ( Fig. 1 right panel) , which leads to a well-simulated circulation pattern in the northern North Sea. The similar setup with coarser resolution was validated in Gro¨ger et al. (2013) .
The meteorological forcing is based on NCEP-NCAR 6-hourly reanalysis data (Kalnay et al., 1996) . The vertical discretisation consists of 30 z-levels with layer thickness of 16, 10, 10, 10, 11, 13, 16, 19, 23, 23, 28, 33, 40, 48, 58, 70, 84, 102, 122, 148, 178, 214, 258, 311, 375, 452, 544, 656, 791 , 800 m, respectively. Although the vertical location of the surface grid points is defined at 8 m depth, the comparison with observed SST still seems to be reasonable, since the upper mixed layer in general is deeper than 8 m for the entire North Sea. The presented calculations have been performed on 32 cores at the German Climate Computing Centre (DKRZ), requiring Â11 hours for 1 yr integration.
Ocean tides were included in MPIOM, since tidal dynamics play an important role in the North Sea. The ocean tidal forcing was derived from the full ephemeridic lunisolar tidal potential (Thomas et al., 2001) . The M2 tidal constituent is well simulated comparing with the observations (not shown). MPIOM was initialised using climatological temperature and salinity data (Levitus et al., 1994) . The model was integrated 300 yr (five times over 60 yr NCEP periods) in advance of the 1948Á2000 hindcast run. During both 'spin-up' integration and hindcast run, salinity restoring was performed in the surface layer (0Á16 m) towards climatology with a time constant of 180 d. No salinity restoring was applied in the vicinity of sea ice. Additionally, to avoid unrealistically strong restoring in river mouths, it was switched off in regions where surface salinity was less than 28 psu by applying smooth transition coefficients between 0 (S B28 psu) and 1 (S !30 psu). Since salinity was restored to climatological data (resolution about 50 km), this salinity restoring term suppressed the outflow of the large rivers, for example, Rhein estuary in the North Sea. This disadvantage can be corrected in the coupled versions of MPIOM where salinity restoring in rivers outflow areas was switched off. The climatological monthly mean river run-off data are taken from Damm (1997) .
The HAMSOM regional model
A high-resolution 3-D baroclinic, free surface, shallow water equation model, HAMSOM, is applied as the regional component in the present system. The use of relatively long time-steps is possible in HAMSOM, since terms limiting the time-step are treated implicitly (see Backhaus, 1985) . This advantage enables HAMSOM to perform longterm simulations and is thus suitable for climate studies. HAMSOM has been intensively validated in the North Sea (Pohlmann, 1996 (Pohlmann, , 2006 , and also used over different regions of the world for a variety of applications (Su and Pohlmann, 2009; Mayer et al., 2010; Gurgel et al., 2011) .
The horizontal resolution of the setup used in this study is Â3 km, and the grid resolution at the northern boundaries is five times higher than that in MPIOM ( Fig. 1 right  panel) . The thickness of the first 10 layers is 5 m and thereafter gradually increases to 50 m. To allow an optimal comparison with the global model, we employ the same 6-hourly meteorological forcing, that is, NCEP/NCAR and bulk formulae are also employed as described in Pohlmann (1996) . Other details of the setting can be found in O' Driscoll et al. (2013) and Chen et al. (2013) . Both MPIOM and HAMSOM use the same monthly climatological river runoff data (Damm, 1997) . The presented calculations have been performed on 32 cores at the DKRZ, requiring Â5 hours for 1 yr integration. The open boundary values for the HAMSOM run under the inflow conditions are provided by monthly MPIOM model results (linearly interpolated to each time step).
The most problematic open boundary condition in climate simulations for the North Sea is the treatment of outflow conditions, for example, the Norwegian outflow. To treat the outward flow at open boundaries, Marchesiello et al. (2001) suggested an adaptive radiation boundary condition, which proved to be suitable for climate studies. Their approach was also applied in HAMSOM and evaluated by Chen et al. (2013) . They demonstrated that this type of open boundary condition can incorporate external information, while minimising over-and under-specification problems. In this study, we have incorporated the open boundary condition of Marchesiello et al. (2001) to assure an accurate representation of the Norwegian outflow in the regional model. The same treatment has been applied for open boundaries in the Baltic Sea and English Channel.
Data for comparison
The climatology data used in this study are from Janssen et al. (1999) . The climatological SST data are a combined product of the ICES (International Council for the Exploration of the Sea) and the DOD (German Oceanographic Data Center) for the years 1900Á1996. We also use weekly SST data from the BSH (Federal Maritime and Hydrographic Agency, covered area shown by blue square in Fig. 1 ). BSH SST data are a composite product of the Advanced Very High Resolution Radiometer (AVHRR) NOAA satellite data and in situ measurements, which were processed and gridded by the BSH satellite data service (http://www.bsh.de/aktdat/mk/MethodenE.html) with a resolution of 20 nm.
We also employ another ocean reanalysis dataset in this study, that is, data from the General Circulation and Climate Ocean model (GECCO, Ko¨hl and Stammer, 2008 
Results
Spatial differences between models and observations
To obtain spatial differences between the global and regional models, we compare the climatological (1950Á2000) sea surface temperature (SST; Fig. 2 ) and sea surface salinity (SSS; Fig. 4 ) with the climatological data (Janssen et al., 1999) . Thereby, we investigate the degree of coherency between the model results and observations on large scales. At the northern boundaries, winter global model temperatures are warmer than observations (Fig. 2 upper  panel) , which of course similarly influences the regional model. The observation plot displays a 100-yr climatological mean. Hence, the higher temperature in the northern part could be explained by the warm trend recorded over the last 50 yr of the 20th century. However, there is also a clear trend in the shallow southern North Sea in summer (Fig. 2 middle panel) , rendering the above explanation questionable. Since there is no 50 yr climatological dataset available, we employ BSH satellite data based on the mean of 22 yr data to compare with modelled results during the same period (1979Á2000, Fig. 3 ). In general, the results are similar to Fig. 2 . The northern North Sea in winter in both model results shows higher temperatures than satellite data, which is confirmed to be a model bias. We conclude that the difference between models and observations is introduced by the meteorological forcing. Furthermore, along the British east coast, SST in HAMSOM is closer to observations, which can be explained by the better simulation of the Scottish coastal currents (see Table 1 and Section 3.3).
In the MPIOM simulation, the coastal regions exhibit major differences (Fig. 2) . The difference in the southern coastal region is also confirmed by the SSS comparison (Fig. 4) . Note that in MPIOM a weak salinity restoring (to coarse climatological data) should represent missing sink and source terms. However, it is not adequate in the region close to river mouths. Moreover, the thickness of the first layer is 16 m, which is too coarse to describe the river plume correctly. At the southern boundary, the area influenced by the English Channel inflow, the difference between the MPIOM results and observations is obvious, which could be explained by an overestimated Atlantic inflow through the English Channel in MPIOM (Table 1) In order to analyse the effect of specific model features in more detail, we illustrate the vertical temperature distribution at 588N (Fig. 2, bottom panel) . Looking at the observations in summer, the stratification is strong, and the thermocline is at approximately 30 m depth. The stratification in MPIOM is stronger than in HAMSOM, and closer to the observations. The differences can be explained by different vertical resolutions and treatment of the vertical turbulent mixing [MPIOM: Richardson-number dependent formulation by Pacanowski and Philander (1981) ; HAMSOM employs a scheme uses a level 2 model by Mellor and Yamada (1974) ]. Here we demonstrated that a regional focused global model with coarser vertical resolution can well reproduce vertical structure in observations. The spatial distribution of the root mean square difference (RMSD) of SST between two experiments also shows that the coastal areas exhibit the major difference (Fig. 5a ). This is confirmed by the RMSD of SSS (Fig. 5b) . Climatological SST (upper panels) and vertical temperature distribution at section 588N (bottom panels) in February and August of observations (Janssen et al., 1999 , left column), MPIOM global (middle column) and HAMSOM regional (right column) simulations. Red lines mark the location of the section at 588N. Again, the region close to the Rhine Estuary shows major differences, as already mentioned above (a result of SSS restoring to coarse climatological data). The large differences near the Norwegian coast can be explained by the different strength of NCC in the two models (open boundary conditions are applied under outflow conditions).
To estimate the impacts of the open boundary data extracted from MPIOM on the HAMSOM results, we compare two HAMSOM runs: one using MPIOM data and one using GECCO data as open boundary values. The ratio of the root mean square error (RMSE) between the model results and the BSH SST data to the standard deviation of BSH SST data is illustrated in Fig. 6 . We find that the ratio is higher in the HAMSOM run with MPIOM data along the open boundaries. This can indeed be expected, since GECCO assimilates observational data and hence, results are closer to observations. In the inner model domain, the ratio of both runs is quite similar.
Seasonal and interannual differences
On the seasonal scale, the major differences between MPIOM results and observations occur in transitional seasons (spring and autumn), while the differences between HAMSOM results and observations (BSH SST data) prominently occur in spring (Fig. 7a) . In general, both models are capable of reproducing the mean seasonal observations, but monthly values of interannual variability are smaller than observed (Fig. 7a, error bars) . Looking at the interannual scale for both models, the annual mean SST over the entire North Sea is in good agreement with observations with an offset of 0.538C for MPIOM, and only 0.388C for HAMSOM (Fig. 7c) . This offset can be explained by the parameterisation of the bulk formula in the two models. Possible errors from different meteorological forcing data can be ruled out, since the latter is the same in both models. The derivative of the SST (DSST 0 dSST/dt) is calculated based on monthly data to reflect net heat flux difference between the models and observations. The North Sea averaged DSST seasonal development shows that both models do not produce big differences and agree well with the observations (Fig. 7b) . However, they cannot capture the maximum variabilities of DSST in summer (Fig. 7b,  error bars) . Monthly DSST in a year with a hot summer can reach 68C/month (not shown), indicating that both models cannot appropriately simulate the induced strong thermal stratification since the model surface layers have a thickness of 5 m or more.
The seasonal cycles of SSH and kinetic energy are displayed in Fig. 8 . The kinetic energy is defined as 0.5 (u 2 'v 2 ), where u and v are monthly depth-averaged horizontal velocity components, thus tidal information is filtered out. The seasonal cycle of kinetic energy (high in winter and low in summer) is affected mainly by winds, while SSH seasonality is a consequence of many factors, including steric effects, wind forcing and external signals from the North Atlantic. Both models show a minimum of kinetic energy in April, but a slightly different timing of the subsequent increase (MPIOM in August, HAMSOM in July, Fig. 8b ). The mean seasonality of SSH (Fig. 8a) shows major differences between the two models in spring and autumn, but qualitatively the seasonal cycle is kept (spring low and autumn high). This demonstrates that the seasonal cycle of these two quantities remains stable over long-time integrations.
Circulation differences between both models
The volume transports in February through different sections are shown in Table 1 . The circulation pattern of the northern North Sea is strongly influenced by the Atlantic inflow at the northern entrance. After downscaling, the ESC and NCC outflow both decrease by Â10%, but the circulation in the Skagerrak is stronger in HAMSOM (Table 1) . The strong circulation pattern in the Skagerrak is closer to observations and HYCOM results (Winther and Johannessen, 2006) , which is probably due to the finer model resolution in this region. We illustrate the surface circulation pattern in February for both models (Fig. 9) . Since the first layer thickness is 16 m in MPIOM, for comparison we calculate vertically averaged currents in the upper three layers (15 m) to represent surface currents in HAMSOM. The velocity fields of both models are similar in the northern North Sea. In the southern North Sea, the MPIOM model simulation shows a weak Scottish coastal current, while the inflow from English Channel strongly influences the continental coast (Fig. 9a) . In contrast, the HAMSOM model results show a reasonable cyclonic circulation in the southern North Sea and German Bight (Fig. 9b) , which is comparable to the previous studies (Pohlmann, 2006; Staneva et al., 2009 ).
To investigate the decadal variability of the currents in different layers, we select a lateral section at 598N, which covers the northern inflow (Fig. 10, blue shades) as well as the NCC outflow (Fig. 10, red shades) regions. Since the MPIOM boundary values are employed as inflow conditions, inflow rates correlated reasonably (R!0.85, Fig. 10 , blue lines) in both models. Outflow conditions, however, are treated differently, using a two-dimensional radiation boundary condition in HAMSOM (Chen et al., 2013) . This leads to a narrower outflow in the HAMSOM model results, hence the correlation is substantially weaker at 20 m (R 0 0.42, Fig. 10, red lines) . However, the correlation is higher at 50 m depth (R 0 0.84), since here the baroclinic circulation dominates (see Fig. 2, bottom panel) .
On average, the mean southward inflow in winter decreases by 15% at 20 m in the course of nesting (Fig. 10b and 10d, blue dotted lines), whereas the NCC outflow decreases by 8% at 20 m, but retains the same magnitude at 50 m (Fig. 10b, 10d , 10f, and 10h, red dotted lines). Therefore, we infer that the decrease of transport across the northern boundary (Â10%) occurs mainly in the upper 50 m. The differences in model architecture contribute mainly to deviations in temperature and salinity in coastal regions (thus also to the coastal baroclinic circulation), while circulation changes throughout the North Sea can be explained by the open boundary conditions under outflow conditions in the regional model. As expected, the regional model introduces more spatial variability into the North Sea system, which in turn also affects the outflow variability, while the magnitude of the mean outflow is nearly unchanged (Fig. 10) . Whether the pathways of the North Atlantic Current (NAC) into the North Sea will change in future is one of the key questions in regional climate research (Winther and Johannessen, 2006) , which also crucially impacts the circulation in the North Sea (Albretsen and Røed, 2010) . A faithful representation of the pathways is a prerequisite for North Sea downscaling of global simulations. In general, coarse resolution global models cannot capture the current along the Norwegian Trench very accurately, because the horizontal resolution is usually not sufficient to represent the related dynamics. In our downscaling experiments, the ESC and NCC both decrease by Â10%, in contrast to the conclusion of Å dlandsvik and Bentsen (2007) . This is probably caused by the fact that the northern boundary in our model is further south than in Å dlandsvik and Bentsen (2007) , and it is shown that nesting experiments with different locations of open boundaries could produce different results. We also find that the correlation of the NCC between both models is weak at the surface but strong at 50 m depth (Fig. 10) . We hypothesise that the different amount of freshwater discharge along the Norwegian coast into NCC in the two models contributes to the weak correlation at the surface. Altogether, the results confirm that zooming experiment can reasonably reproduce the general pathways, and could be used as an ocean component in a free climate model.
Discussion
The regional downscaling provides additional spatial and temporal details to the global simulation. In order to deal with the often unreasonable boundary conditions provided by global models, bias correction methods are frequently applied (e.g. Katzfey et al., 2009; Mathis, 2013) . Normally, the bias correction assures that the same statistical characteristics are kept as the observational references, but it introduces more uncertainty to the system. In this study, we have shown that the stretched global model can well depict the large scale features of the high-resolution regional model and produce reasonable results on a decadal time scale.
Summary
In this study, the ocean component of a regional climate model system has been evaluated. This ocean component includes a stretched global model and a well validated regional shelf model. By evaluating the hindcast experiments performed with the two models, we obtain insight into the question whether the decadal variability could correctly propagate from the global to the regional scale.
On the climatological scale, the SST differences between the two experiments are not significant, but major differences occur for SSS. The higher SSS in coastal water obtained in the global model pinpoints the general limitation of the global model, by underestimating coastal processes. The different vertical structures (stratification) which have been simulated show the effect of the different turbulent schemes implemented in the two models.
On the seasonal scale, the major SST differences between the models and observations occur in the transitional months (up to 28C in spring, up to 18C in autumn). The regional model results exhibit a similar SST bias during the spring period, but not in autumn. Furthermore, the seasonal cycles of SSH and kinetic energy are similar, indicating the robust seasonality of these quantities.
Interannually, the SST of both models shows a constant bias of Â0.38C compared to observations. The climatological velocity fields of both model simulations are similar. In the nesting experiment, the NAC inflow through the northern entrance decreases by Â10%, but the circulation in the Skagerrak is stronger in HAMSOM.
Moreover, we examined the RMSD of SST and SSS between the two model results to examine their horizontal distribution. The RMSD for SST reaches up to 28C in coastal regions. The RMSD of SSS reflects the effect of different treatment of the models with respect to river discharge, which could be amplified in long-time simulations.
To conclude, the stretched global model can well depict the large scale features of the high-resolution regional model, while the disadvantage is a poorer representation in coastal regions. Although open boundary conditions are applied, the regional model results demonstrate that the decadal variability can be transferred to the North Sea system properly without the necessity to employ a bias correction. Hence, we suggest that the stretched global model system can be a suitable tool for long-term free climate model simulations, and the only limitation is in the coastal region. Regarding the coastal region focused studies (e.g. in the Wadden Sea), nested regional model can considerably improve the results. For both schemes, we provide a quality assurance of the system by comparing the large and local scale information.
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