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This thesis studies the use of lexical chains as the device to model 
lexical cohesiveness, and to perform story segmentation task on Chinese 
broadcast news in a lexical-based and coherence-based approach. We 
established the procedures to extract candidate words f rom a Chinese 
broadcast news data set, and to form lexical chains f rom the candidate 
words. A statistical model known as the Likel ihood Ratio Test (LRT) 
model was constructed based on our observation of the salient features 
of lexical chains, namely the Chain Starts, Chain Ends and Chain 
Continuations. These features provide indicat ion to the existence of 
story boundaries. 
We identify the weaknesses of the previous works in this thesis and 
aim at addressing those weaknesses in our proposed framework. Previ-
ous work d id not uti l ize all the three set of features and d id not propose 
a mathematical framework. Also they d id not observe the d is t r ibut ion 
of the features and treated chain starts and chain ends as simple "bags-
of-words". As such, part of the boundary ident i fy ing informat ion is lost 
in the previous approaches. In this thesis we established a mathemat-
ically sound model that addresses these problems. Our model also 
provides extensibil i ty for future extensions that incorporate other sets 
iii 
of features, in particular prosodic features which provides complemen-
tarit ies to the current sets of lexical features, and therefore performance 
can possibly be improved. 
Our proposed framework outperforms the previous work by achiev-
ing performance of 0.739 and 0.611 in terms of Fl-measure on the 
"Long Programs" and "Short Programs" datasets respectively, in con-
trast to the previous work which achieves 0.545 and 0.466. Our study 
has shown that the use of continuing chains and the modeling of the 
distr ibutions of the chain features contr ibute to the better performance 
of our proposed LRT model. Final ly we proposed a number of possi-
ble future works that w i l l further enhance our framework and provide 
applications in other domains. 
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Natura l Language Processing (NLP) refers to the automated process-
ing of human language by computers. Understanding and processing 
human language by computers is a challenging task that has been at-
tempted over the years. In part icular, statistical approaches have been 
widely applied to solving problems in NLP. Statist ical tools including 
probabilistic modeling, linear algebra and information theory [34] found 
the basis of statistical N L P and are widely adopted in many problems 
of N L P such as natural language understanding, natural language gen-
eration, part-of-speech tagging and automatic topic segmentation. 
Topic segmentation refers to the segmentation of a text or a mul-
t imedia stream of data into topically distinct units. Automat ic story 
segmentation is a subset of the topic segmentation branch of NLP. I t 
refers to the automatic division of a text, or a mul t imedia stream of 
data, into stories. We define story as a self-contained linear structure 
whose content is topical ly coherent, while a story should be topically 
dist inct from its adjacent stories. Story segineiitation serves to par-
t i t ion a text or a mul t imedia source into topical ly coherent units for 
1 
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unclerstanding of the text structure or further processing. I t is consid-
ered to be a prerequisite to other NLP and Information Retrieval ( IR) 
tasks. 
In this thesis, we attempt to establish an approach to story segmen-
tat ion. A device known as lexical chains is applied to model lexical c o 
hesiveness, and in tu rn used to identi fy story boundaries in broadcast 
news. We apply a Chinese broadcast news source as a testing ground, 
which involves addit ional procedures for processing of Chinese source, 
and addit ional treatment of non-text data source. 
1.1 Problem Statement 
We have defined that story segmentation is the task of part i t ioning 
a text or mult imedia stream into stories. The segmented stories are 
coherent units that are close to human interpretat ion of stories in the 
stream of data. We focus on story segmentation of broadcast news. I t 
means that our goal is to segment news programs into news stories. 
Speaking of "segmentation", mult iple levels of segmentation can 
be performed in a text document or a mult imedia stream. I t can be 
segmentation at the level of words, utterance, sentences, scenes, topical 
shift, or even hierarchical segmentation at mult iple levels. Our domain 
of interest lies on story level, i.e., at the level of topical shift. Therefore 
i l l this study most of the approaches covered wi l l be at the topical level 
of segmentation. 
Note that the notion of "story segmentation" is different f rom "topic 
segmentation" in the general sense. "Topic" is a relatively loose term 
since a topic can be defined at different granularities or hierarchies. Lo-
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cation of topic shifts can be interpreted differently by different people. 
On the other hand, a story is usually more art i f icial ly and clearly deter-
mined (e.g., news stories) and there is less ambiguity on the definit ion 
of a story. I t is usually already well-defined in the data source. 
More specifically, we are interested in the use of lexical chains to 
represent lexical cohesiveness. The lexical chain is a useful represen-
tat ion of lexically related terms in a text. Lexical cohesiveness is a 
measure of how closely the context "hangs" together. Understanding 
how the lexical chain represents lexical cohesiveness would help to iden-
t i fy topic shifts and thus story segments can be identified. We aim at 
the use of a statistical model to capture the behavior of lexical chains 
and lexical cohesiveness. 
In addit ion, we would like to focus the study on Chinese sources. 
The coverage of segmentation on Chinese sources is relatively rare in 
the past. Examples include [26, 46, 58]. There are problems specific 
to Chinese lexical-based segmentation that we would like to solve. We 
would like to spell out the standard procedures for preprocessing of 
Chinese data stream for the story segmentation task. 
In summary, in this thesis, we wish to perform automatic story seg-
mentat ion on Chinese broadcast news by using lexical chaining mod-
eled lexical cohesiveness. We explore the use of statist ical modeling to 
represent lexical cohesiveness by observing the characteristics of lexical 
chains. Specifically, we would like to identify the possible weaknesses 
of previous approaches in lexical chaining and seek to outperform pre-
vious works. 
CHAPTER 1. 4 
1.2 Motivation for Story Segmentation 
The topic of story segmentation has been studied for years and nu-
merous approaches have been proposed. The domain of interest of 
story segmentation has expanded w i th the advancement of mult ime-
dia content. Early segmentation approaches concern mainly w i th text 
content. As mult imedia content becomes more prevalent, more atten-
t ion has been drawn towards the segmentation of audio content (news, 
discourse and meetings) and video content. 
Story segmentation or topic segmentation serve the purpose of (1) 
sub-document information management and (2) faci l i tat ing other in-
formation retrieval tasks. 
The mot ivat ion of performing segmentation stems from the need to 
understand text structure [40]. In this work, segmentation is applied to 
reveal the underlying structure of the text document. I n general, story 
segmentation helps reveal the structure of mult imedia data stream and 
facilitates browsing. I t is similar to the practice of d iv id ing a book into 
chapters and sections. Story segmentation is an approach to informa-
t ion management in a sub-documental level. 
For Informat ion Retrieval ( IR) tasks (e.g., topic tracking, cluster-
iiig, suinmarizatioi i and retrieval), oftentimes a coherent theme for the 
target document is required. Some mult imedia data streams (e.g., news 
videos) contain disparate themes and require proper segmentation into 
distinctive units for IR tasks. For example, a news program containing 
mult ip le topics may be more diff icult to be retrieved from an IR system 
by searching for a keyword. I t is because the presence of mult iple topics 
dilutes the importance of keywords pertaining to each story. Another 
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example given by [22] is in the case of summarization. A summariza-
t ion agent may want to summarize each discourse segment instead of 
the ful l discourse. 
I t is arguable whether automatic story segmentation should be ap-
plied instead of manual story segmentation. For segmentation of data 
streams into story units agreed by humans, i t can be direct ly performed 
by a human segmenter. However, manual story segmentation may in-
cur high costs. Manual segmentation often requires human segmenters 
to browse through the whole data stream to determine boundaries. I t 
is especially expensive to segment audio and video data as playback of 
the entire stream is required for understanding the context. For con-
tent providers (e.g. NBC news available at MSNBC.com), in-studio 
story segmentation may be practical. However i t introduces addit ional 
product ion process and therefore is not always desirable. 
1.3 Terminologies 
This thesis studies the problem of story segmentation in the domain of 
Chinese broadcast news. The definit ion of certain terminologies may 
differ f rom the common use. In this section, the terminologies that are 
applied in this thesis are defined. 
We define the unit of the element for lexical chains forming the 
lexical element. In this thesis, this term is used interchangeably w i th 
the term word. A (Chinese) word is a smallest sequence of Chinese 
characters that carry lexical meaning on its own, and combining the 
word w i t h other words does not change the original meaning of the 
word. We use words as units to convey lexical meaning and we l ink up 
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words to demonstrate lexical cohesiveiiess. 
A n utterance is a continuous speech segment w i th no interrupt ion 
and pauses. A n utterance boundary is the boundary between utter-
ances, separated by short pauses. 
A story is a continuous uni t comprising mult iple continuous utter-
ances. Each story is topically coherent w i th in itself and incoherent 
w i t h neighboring stories. In this study, we use story interchangeably 
w i t h the term topic. Therefore story segmentation is regarded as the 
same as topic segmentation in our context. 
Coherence describes how the text sticks together and become se-
mantical ly meaningful. Cohesion or Cohesiveness are the notions that 
describe the relation between indiv idual words, e.g. thesaural relation-
ship, that makes the words semantically connected. I t is one way to 
demonstrate the coherence of the text containing the words. More de-
tai led definit ion about Coherence and Cohesion/Cohesiveness is given 
in Section 2.1.1. 
1.4 Thesis Goals 
I n this thesis, we aim at effectively using lexical chains as a device 
for captur ing lexical cohesiveness, and to observe the characteristics 
of lexical chains to perform story segnientatioii on Chinese broadcast 
news. More specific goals are described as follows: 
• To identi fy a standard procedure for pre-processing of data f rom 
a Chinese broadcast news data source to extract candidate words 
for Chinese lexical chain formation. 
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• To establish the lexical chain formation procedures and identify 
the features of lexical chains that are relevant to the task of story 
segmentation. 
• To study the statistical behavior of lexical chain features and to 
propose a statistical framework that leverages on the statistical 
characteristic according to our observation. 
• To establish the lexical chaining based segmentation approach 
that performs better than previous works. 
• To observe the characteristics of the lexical chaining model and 
the parameters that affect the performance of story segmentation 
by this model. 
Concerning the scope of our study, we would like to narrow down our 
target of data source to Chinese broadcast news. First, we would like 
to use a Chinese source as there are specific problems of Chinese story 
segmentation that we would like to solve. Second, we would like to test 
the effectiveness of our approach on a structured and lexically rich non-
text source. I t is because our approach is lexical-based, which depends 
on the availabil i ty of text. Domains such as meetings or conversations 
might not provide sufficient lexical elements for our segmentation task. 
Lexically rich domains such as news programs and lecture videos are 
more appropriate candidates for the study. In addit ion, broadcast news 
are highly structured and provide salient t im ing information of the 
lexical elements, which is another characteristics that we would like 
to make use of. Therefore we choose to perform our task on Chinese 
broadcast news. 
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1.5 Thesis Organization 
This thesis is organized into seven chapters. Chapter 1 defines the 
problem statement and the goals of this thesis. Chapter 2 defines lexi-
cal cohesiveness as aii indicator for story segments, and walks through 
previous approaches of story seginentatioii. Chapter 3 introduces the 
data set on which we work, and delineates our process for data prepa-
ration, especially in the domain of Chinese data source. Chapter 4 
examines the characteristics of lexical chains as a device for the detec-
t ion of lexical cohesiveness. Chapter 5 introduces our lexical chaining 
based story segmentation approach. Chapter 6 takes a closer look at 
the parameters covered in our proposed lexical chaining based story 
segmentation. Chapter 7 summarizes our work and proposes future 
work on the topic. 
§ E N D OF C H A P T E R 1 § 
Chapter 2 
Background Study 
In the last chapter, we have defined the problem of story segmenta-
t ion as the main task at hand, and stated our problem statement and 
motivations for story segmentation. This chapter starts off by examin-
ing previous work on topic segmentation. Such l i terature review gives 
us an overall picture of how segmentation can be performed, and how 
segmentation performance can be improved. 
Approaches to topic segmentation in a document or a mult ime-
dia stream can be classified into two main types. I t can be done by 
examining the coherence of the context, to which we w i l l refer as the 
coherence-based approach. Al ternat ively i t can be performed by exam-
ining the features that clusters around story boundaries, to which we 
shall refer as feature-based approaches. This chapter reviews these two 
types of approaches, and walkthroughs the major previous approaches 
of story segineiitation. Section 2.1 defines the notion of coherence, and 
describes how coherence can be used as a tool for ident i fy ing topic tran-
sitions. The section also introduces the previous approaches of story 
segmentation based on coherence. Section 2.2 discusses the segmenta-
9 
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t ion approaches based on features from various modalities. Section 2.3 
discusses the advantages and disadvantages of using the cohesion-based 
and feature-based approaches and introduces the hybrid approaches, 
which is the combination of the two approaches. 
2.1 Coherence-based Approaches 
2.1.1 Def in ing Coherence 
To understand how stories can be identified, one must understand the 
concept of coherence. Coherence is a linguistic concept that refers to 
what makes a text sticks together and become semantically meaningful. 
The Concise Oxford Dictionary of Linguistics [42] defines cohesion as 
"The connection between successive sentences in texts, conversations, 
etc., in so far as it can be described in terms of specific syntactic units." 
We use the following conversation as an example to il lustrate cohesion: 
A : C a n y o u press the start button? 
B: Okay, to I can't find it. 
In the example, the lexical element pair start button and it, arid the 
conjunction but act as cohesion agents to l ink the two phrases together. 
A piece of coherent text should exhibit semantic continuity. For 
example, a news story should show semantic continuity throughout the 
context. However coherence is diff icult to model computationally and 
previous efforts have focused on studying cohesion instead. Cohesion 
occurs under five classes according to [14]: 
1. C o n j u n c t i o n (e.g., I woke up late and I skipped the breakfast.) 
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2. Reference (the use of pronouns) 
3. Lexical cohesion 
4. Subst i tut ion (e.g., Which pen do you want? The red one.) 
5. Ell ipsis/Zero subst i tut ion (e.g., Have you turned off the TV? Yes, 
I did. [Hum off the TV elided].) 
Conjunct ion occurs at the sub-sentence or sub-utterance levels, which 
are beyond the smallest granularity (i.e. sentences/utterances) in most 
researches. Reference, subst i tut ion and ellipsis are diff icult to model 
computat ional ly and are not studied in the context of automatic seg-
inentatioi i. Therefore the study of segmentation by coherence often 
resorts to the study of segmentation by lexical cohesion. 
Lexical cohesion refers to how words "st ick" and "hang" together. 
Lexically coherent words are connected by word association. In other 
words, lexical cohesion occurs among words w i t h related "sense". 
According to Stokes [52], lexical cohesion among lexical elements 
can be classified into the following types: 
1. Repetit ion (resolved by simple matching). 
2. Lexicographical relationships (resolved by looking up thesauri or 
word knowledge-bases). 
(a) Thesaural relationship such as synonyms and antonyms. 
(b) Specialization (e.g. Pediatrist is a specialized concept of Doc-
tor) /General izat ion (e.g. Fruit is a generalized concept of 
Lemon)/Whole-par t relationship (e.g. Committee consists of 
Members). 
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3. Statistical collocation: resolved by statistical training. 
Many of the segmentation approaches are based on the concept of 
coherence and cohesion. Segmentation boundaries can be deemed to 
be the locations where there is discontinuity of coherence. 
The reinaincler of the section wi l l be dedicated to exainining how 
segmentation can be performed in practice wi th lexical cohesion. 
2.1.2 Lexical Cha in ing 
Lexical chaining is a structure that connects words wi th related se-
mantic meanings. The semantic relationship can be repetitions, lexico-
graphical or statistical. Figure 2.1 shows an example of lexical chains 
in a segment from broadcast news. In Figure 2.1(a), candidate words 
for lexical chain formation have been identified. The word relations 
between candidate words are indicated by the lines connecting them. 
As the candidate words 眾議院（The House of Representatives),選舉 
(Election), and 議席 (Seats) can be connected, a lexical chain can be 
formed as shown in Figure 2.1(b). More about the formation and the 
usage of Lexical Chaining is covered in Chapter 4 of this thesis. 
As commented by Morris and Hirst, lexical chains provide clues for 
the determination of coherence and discourse structure. Lexical chains 
represent regions of text where the content should be more semantically 
coherent than the regions where topic shifts. Morris and Hirst's work 
is the first to propose the use of lexical chains as tools to analyze 
tl ie structure of text. They devise an algorithm to compute lexical 
chains using Rogers' Thesaurus, and compare the lexical chain w i th 
the intentional structure interpreted by human of a piece of sample 
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(a) 
眾 議 院 選 舉 議 席 眾 議 院 
the House o( the House of 
Representatives ® seals Representatives 
Time(s) 37.5 38.3 40.7 41.6 
(b) 
Figure 2.1: (a) An example of a candidate lexical elements showing cohesion. 
The lines connecting the lexical elements indicates that they are related, (b) 
An example of lexical chain derived from (a) by connecting the related lexical 
elements. 
text. The finding is that the lexical chains show close relationship w i th 
the intentional structure and lexical chains can be used to segment the 
text into mult iple levels. However, l imited by the computational power 
then, they did not actually implement a computable version of their 
algorithm. Larger scale tests and quantitative results are not given in 
their work. 
Hearst [15] introduces the first work that actually put the lexical 
based computation into practice. Hearst proposes the TextTiling Al -
gori thm, which aims to compute topic boundaries by identifying the 
locations of lower lexical cohesiveness in a text passage. There are two 
versions of the TextTi l ing Algor i thm, the "vocabulary introduct ion" 
and the "block comparison" version (covered in section 2.1.3). The vo-
cabulary introduct ion version of TextTi l ing computes lexical cohesive-
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iiess by lexical cliaining. Hearst's work simplifies the lexical chaining 
process by only taking into account repetitions and morphological vari-
ants to make i t computational ly feasible. The start of lexical chain is 
used as a feature that signifies vocabulary introduction, i.e., words that 
appear for the first t ime and repeat in the later context. Hearst uses 
the count of lexical score as a measure of vocabulary introduction. I t is 
computed by measuring the rat io of new words in a fixed size moving 
window to the to ta l number of words in the window. This essentially 
counts the number of chain starts. The TextT i l ing algori thm identi-
fies the location where a surge in vocabulary introduct ion is observed. 
Tex tT i l ing then removes the transients in f luctuat ion of lexical scores 
and chooses the location of major topic shifts as the story boundaries. 
A t the t ime of Stokes' work [52], segmentation based on lexical 
chains is made computat ional ly feasible due to the availabil i ty of Word-
Net [10]. WordNet opens the opportunities to a wider range of word 
relations for the construction of lexical chains. Repetit ion, lexicograph-
ical relations and statistical collocation can be employed to bui ld lexical 
chains. However experiments show that addit ional word relations ac-
tual ly introduce noise that degrades the performance of segmentation. 
Stokes' work shows improvement over Hearst's TextT i l ing as addit ional 
cues are taken into account - the chain ends. Chain ends are indicative 
of the last appearance of topic-related vocabulary, and they are useful 
to the discovery of topic transit ion and hence story boundaries. 
More recently, Galley et al. [13] devised the LCSeg algorithm, a 
variant of the TextT i l ing algorithm. The LCSeg algor i thm assigns wei-
ghts to lexical chains by incorporating two heuristics, namely frequency 
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and compactness. Frequency is the total number of terms in a lexical 
chain. Compactness is a measure of the density of a lexical chain. A 
shorter chain or a chain w i th more terms receives a higher compact-
ness score. By incorporating frequency and compactness, chains whose 
repeating terms appear more frequently, and those that span over a 
shorter range are assigned heavier weight. Lexical score is computed 
by the continuation of lexical chain at all candidate boundaries. The 
locations where sharp dip in lexical score value is observed are regarded 
as story boundary by the TextTi l ing algorithm. Galley's work shows 
better results than TextTi l ing, yet the difference is not significant. 
2.1.3 Cosine Simi lar i ty 
Another representation of lexical cohesion is by the cosine similarity of 
word vectors between text blocks/sentences. Cosine similarity [47] is a 
widely adopted measure for word similarity. Given any word sequence, 
a word vector v can be constructed. The index z of v = {vi,V2,..., Vk) 
represents a word in the word sequence, where the value Vi is the count 
of the word represented by i. The dot product, or the cosine similarity, 
between two word vectors V i and V2 represents the similarity between 
the two word vectors: 
Vi • Vo 
cos 6* = - V (2.1) 
I v i l l l H I 
The cosine similarity gives a quantitative measure of the lexical co-
hesion between two blocks of text. I f two neighboring text blocks are 
found to have low cosine similarity, i t signifies that there is a change 
in the vocabulary used and topic shift possibly occurs. Based on this 
idea, Hearst [15] implements the "block comparison" version of the 
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Figure 2,2: An illustration of the block comparison version of TextTiling. 
At each gap between two adjacent blocks, the cosine similarity between the 
two blocks is calculated and the locations where a sharp dip in similarity 
are identified and proposed to be topic boundaries. This illustration was 
borrowed from [15]. 
Tex tT i l ing algorithm. In this variant version of TextTi l ing, the cosine 
simi lar i ty between the block preceding a hypothesized boundary and 
the fol lowing block is calculated. The cosine similari ty is used as the 
input to the lexical score, and the sequence of lexical score is smoothed 
to identi fy the story boundaries. A n i l lustrat ion of the "block compar-
ison" version of TextT i l ing is shown in Figure 2.2. 
Cosine simi lar i ty only captures the re-occurrence of words, but not 
the words w i t h related semantic meanings. Various approaches for 
evaluating the semantic cohesiveness have been proposed. Kozima [24' 
invents "Lexical Cohesion Profi le" (LCP) as a measure of cohesiveness, 
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wl i i d i represents the proximity of word pairs on a semantic network. 
LCP of words w i th in a sliding window is examined and story bound-
aries are found to be correlated to the locations where a drop in LCP 
is observed, owing to less condensed topical i ty when the window strad-
dles across two stories. More recently, Matveeva and Levow [36] ap-
plies Generalized Latent Semantic Analysis [35] to associate synonymic 
words by spectral embedding. Spectral embedding refers to the asso-
ciation of a term w i t h others based on their proximi ty on a semantic 
space (the GLSA space). A "semantic cohesion score" is calculated to 
evaluate the semantic cohesion between terms. In the similar spirit 
as Hearst's and Kozima's work, the locations where a dip in semantic 
cohesion are evaluated as story boundaries. 
Bu t the shortcoming of these approaches is that the similari ty of 
words is examined over adjacent sentences/text blocks. Lexical chains 
can l ink words that span a longer range but simple cosine similar be-
tween adjacent blocks cannot. Reynar [45] addresses the problem by 
using a simi lar i ty matr ix that compares the similari ty of all pairs of 
words in a text. Clusters of lexically coherent sentences wi l l appear 
as regions of higher similar i ty values along the diagonal of the matr ix. 
Story boundaries are identified by part i t ioning the original matr ix into 
sub-matrices and maximizing area of the low density sub-matrices on 
the simi lar i ty matr ix . A n example of a "Dotp lo t " can be found in Fig-
ure 2.3. The work is refined by Choi [5]. In this work, cosine similari ty 
is used instead of word repeti t ion pairs. A similar i ty mat r ix is formed 
by comparing all pairs of sentences in a text. Choi's algor i thm further 
transforms the simi lar i ty mat r ix into a rank matr ix to minimize the 
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Figure 2.3: An illustration of a Dotplot of a text with four stories A, B, C 
and D. Each pair of repeating words are plotted as a dot in the similarity 
matrix. We can see regions of denser dots within the same story along the 
diagonal of the similarity matrix. This figure was borrowed from [45]. 
effect of outl iers. Figure 2.4 shows an example of a s imi lar i ty mat r i x 
in Choi 's work. 
Approaches based on s imi lar i ty matrices are later refined to cover 
word relations beyond repetit ions. Later works spend efforts on ex-
panding the catchment of lexical relat ion by stat ist ical approaches. 
Choi 's work is later enriched [6] by latent semantic analysis [7] to cover 
semantical ly related lexical elements. Not only repeated words but 
also words w i t h related senses can be covered in the s imi lar i ty calcu-
lat ion. J i et al. [21] applies the similar concept and incorporates an 
image processing technique known as anisotropic diffusion. Th is tech-
nique is used in image processing to deblur noisy images. By apply ing 
anisotropic diffusion, the " image" of s imi lar i ty matrices can be sharp-
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Figure 2.4: (a) An illustration of a similarity matrix. The darkness of 
color represents the degree of similarity. I t can be seen visually that darker 
square blocks appear around the diagonal, indicating the similarity shown 
within each topic segment, (b) The rank matrix derived from (a). Lighter 
color represents higher rank. The contrast has been enhanced for easier 
identification of topic boundaries. This figure was borrowed from [5] 
ened. The semantic cohesion of sentence topical groups is enlianced 
aii(i story boundaries are made more prominent. 
Mal ioutov et al. [31] modeled the similarity pair between sentences 
w i th a graph-theoretic approach. A connected graph {V,E) is con-
structed to model the document to be segmented. Each vertex from 
1/ represents a sentence in the (locuiiieiit, while the cost of each edge 
^ E is the cosine similarity between sentences i and j . Min imum 
normalized cut is applied to segment the graph so that the disconnected 
edges bear the minimum cost (similarity). 
2.1.4 Language Mode l i ng 
A topic or a story can be regarded as a generative model that produces 
word sequences. In this regard, a topic model is a probabilistic model of 
words. The likelihood of word occurrence in this model impl ic i t ly shows 
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the lexical cohesiveness (particularly statistical co-occurrence) between 
words in the same topic or story. Whenever a shift of topic occurs, there 
is a change in the word distr ibut ion and hence the document can be 
segmented. 
Hidden Markov Model ( H M M ) is a widely used generative model 
and decoding can be applied to locate topic shift. Van Mulbregt et 
al. [57] applies H M M to segment news stories. In this work the au-
thors model the topics T\ T^, • • •, as hidden states in the H M M . 
Each topic state generates words according to trained unigram lan-
guage model of topics. The language model is constructed by /c-means 
clustering of news source. The emission and transit ion probabi l i ty are 
trained on a t ra in ing set. Story boundaries are identified when the 
transit ion from one topic to another occurs. Figure 2.5 illustrates a 
simplif ied example of H M M for story segmentation. 
Ut iyama et al. [56] adopts a different modeling approach. In this 
work segments instead of topics are modeled. Given a sequence of text 
^ aiid possible seginentatioii 5 , the posterior probabi l i ty 
P r ( 啊 一 - ( 2 . 2 ) 
is estimated. The maximizat ion of Pr(S'|H^) is transformed into the 
problem of minimizat ion of segmentation cost 
C{S) = - logPr(VK|<S) P r ⑶ . T h e problem can be solved by min imum 
graph cut of a connected graph {V, E). Here the vertices V are word 
boundaries and edges E are assigned the cost of segmentation given by 
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Figure 2.5: A fictitious, simplified example of HMM for story segmentation. 
Each topic state T^ emits words following a unigram language model of the 
topic. By decoding the path of state traversing, the story boundary can be 
identified when there is a topic state change. 
C{S). Therefore the opt imum segmentation can be given by: 
S = argmaxPr(14/|5') Pr (5 ) = argminC(S') (2.3) 
s s 
2.2 Feature-based Approaches 
In contrast to the use of coherence of text, some researchers believe that 
i t is possible to use other cues to locate story boundaries. For example, 
in news programs cue words such as “come back”, “roundup” are useful 
cue phrases for boundary identification. Feature-based approaches also 
enable the use of cues beyond text modality to identify story bound-
aries. Audio cues and video cues are useful features that helps locating 
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story boundaries. In general, feature-based approaches select a large 
number of features that are relevant to the appearance of boundary, 
and feed the features into a classifier to identify story boundaries. This 
section provides a walkthrough of segmentation approaches that utilize 
boundary features. 
2.2.1 Lexical Cues 
Textual features, particularly cue phrases, are salient features for iden-
t i f ication of story boundaries. For example, one may expect to see 
cue phrases such as “come hack", “roundup” near story boundaries. In 
Beeferman et al.'s work [3], two sets of features are used, namely top-
icality and cue words. Topicality is a measure of topical consistency, 
a dip in topicality is observed near story boundaries. Cue words can 
be any word that appears in the text. These features are trained and 
evaluated w i th a maximum entropy model to determine if topic transi-
t ion occurs. Maximum entropy model is a machine learning technique 
that enables automatic identification of useful features for a designated 
classification task. Upon training, the model can automatically assign 
tl ie weight \ to feature f i { X , b) (topicality or cue word) at boundaries 
b. Classification is done by determine the probabil i ty q{b\X) of bound-
ary b given the observation X of all features f i . Here Zx{X) is the 
normalizing factor: 
. ⑷ 二 溫 ( 幼 (2.4) 
The results on a Wall Street Journal news data set show that cue 
phrases such as incorporated arid says identify that a story transition 
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occur before the phrase, while phrases including closed and see signifies 
that a story transition after the phrase. This approach does not give 
a lot of insight to the understanding of context, yet provides reliable 
segmentation results in domain specific tasks. 
2.2.2 Aud i o Cues 
Apar t from lexical features, audio cues also hint the transit ion of topic. 
Especially in the domain of story segmentation in audio and video doc-
uments, the lack of perfect transcripts means that we have to rely on 
speech recognition to retrieve the text from multimedia streams, while 
tota l devoid of punctuation means that we have to perform sentence 
segmentation to gain the right granularity of units for inputs to seg-
mentation. 
One may expect that audio hints such as jingles can be used for 
segmentation yet such cues are too domain-specific or even program-
specific. On the other hand, prosodic cues are valuable indicators of 
story boundaries. Prosodic features such as silence and pitch reset can 
be exploited to identify story boundaries. These cues are particularly 
useful when text transcripts are unavailable. Examples where prosodic 
cues are applied to find story boundaries include [26, 48, 58]. These 
works use induced decision trees to perform story boundary classifi-
cation. The set of features applied include silence, pitch difference, 
intensity difference and word duration difference. These features are 
speaker-normalized to eliminate the variabil i ty across different speak-
ers. Significant pause is found to be the most useful feature for seg-
mentation. 
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More works apply both prosodic cues and lexical cues to perform 
segmentation. Examples include [12, 43, 55]. In these works, cues 
applied are prosodic features such as pause features, speaking rate, Fq 
feature differences, and lexical features such as cue terms (e.g. "we 
come back", "rest of the") and change of state of a H M M topicality 
model. These cues are often combined w i th a statistical model (such 
as decision tree) to give a decision of story boundary. 
2.2.3 V ideo Cues 
Segmentation of video sources extends the feature set to include video 
cues. Video cues such as change of keyframes, the anchor face and 
blank scenes are salient features that indicate story boundaries. 
A viable option to perform story segmentation on video data is 
by observing the change in keyframes. Based on the prior knowledge 
about the structure of news programs, [20] performs segmentation by 
identifying the type of shot (anchor/field shots) that a keyframe belongs 
to and the transit ion from one type of shot to another. W i t h the prior 
knowledge about the sequence of types of shots that should appear on 
news programs, story segmentation can be performed. 
The T R E C V I D evaluation meetings [51], a video retrieval work-
shop series, sparkle some of the most advanced video segmentation 
approaches. Basically the story segmentation task is achieved by se-
lecting salient features from the video/audio track and the transcript, 
and choosing a suitable classifier (e.g. Maximum Entropy Model, Sup-
port Vector Machine) to perform the segmentation task. Examples 
of features applied include visual features (anchor face, commercial), 
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audio features (pitch jump, significant pause, speech segments and ra-
pid i ty) , text features. Apply ing radial basis support vector machine 
19] is proven to be more effective than maximum entropy model. The 
best result is achieved by [17] which applied S V M on video and audio 
cues to perform a "coarse" level of classification to identify the segments 
where story boundaries possibly reside. The result is further refined by 
identi fying shots w i t h significant pauses and showing no anchor face. 
2.3 Pros and Cons and Hybrid Approaches 
Cohesion-based approaches focus on the concept of lexical cohesion, 
which can be modeled in various ways (lexical chaining, cosine similar-
ity, language modeling). The segmentation problem is transformed to 
identi fying the locations where lower cohesion is observed, i.e., when 
the text appears to be less semantically connected. Algor i thms are 
design to locate these positions to perform segmentation. 
Cohesion-based approaches are often not domain-specific or source-
specific. The nature of cohesiveness applies across different types of 
transcripts and different sources of content. These approaches require 
min imum tra in ing or tuning, while some approaches are even unsu-
pervised. I l l addit ion, it represents the underlying structure of text 
aiici is close to human understanding of the structure of the document. 
Therefore the segmentation result is close to l i i i inan interpretation of 
topic segments. 
However cohesion-based approaches depend entirely on text. The 
effectiveness of segmentation rests on the availabil i ty of text transcript 
of the segmentation source. I f no manual transcriptions are available 
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and poor ASR (Automatic Speech Recognition) output is yielded, the 
results of segmentation might be affected. 
On the other hand, feature-based approaches regard the story seg-
mentat ion problem as a feature-based classification problem. The ap-
proaches focus on choosing the appropriate features that exist in con-
junct ion w i th story boundaries. 
The advantage of such approaches is that they do not need to con-
fine to text to understand the location of segmentation. In particu-
lar, audio cues and video cues often provide strong indicators to the 
presence of story boundaries. These approaches can achieve accurate 
segmentation results in domains like news segmentation where the un-
derlying segment cues are more standardized. 
Also feature-based approaches ul t imately use a classifier on the de-
cision of story boundaries. As classifiers can include more than one 
input , it provides flexibility for the model to expand by incorporating 
a larger set of features. 
The shortcoiiiings are that the features are highly domain-specific, 
or even source/ program-specific. For example, cue words can vary 
from program to program and the audio jingles are program specific. 
In addit ion, feature-based approaches require a lot of t ra in ing data as 
supervised learning classifiers (e.g. SVM) are used. Feature based ap-
proaches also show l i t t le informat ion about the structure of the target 
document. 
In fact, some segmentation approaches apply both cohesion and 
features. Beeferman et al. [3] includes a feature known as topical i ty 
which is actually a representation of lexical cohesion. The work models 
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cohesion as a feature so that i t can be treated as an input to a classifier. 
Similarly, Kaucliak et al. [23] includes lexical chain among other lexical 
features such as pronouns and numbers. The features are fed into 
classifiers including SVM and PLSA (Probabilistic Latent Semantic 
Analysis). 
2.4 Chapter Summary 
I n this section, we have studied the major approaches of segmenta-
t ion. We proposed a bifurcation of segmentation methods into cohe-
sion based approaches and feature-based approaches. The major works 
in both approaches are covered and the advantages and disadvantages 
of using these approaches are discussed. The main segmentation ap-
proaches are summarized in Figure 2.6. 
The approach presented in this thesis is essentially a cohesion-based 
approach. We apply lexical chains to model cohesiveness similar to lexi-
cal chaining, Cohesion-based approaches. However we model the start, 
end and continuation of lexical chains as features and a classifier is 
used to determine story segments. This approach captures the essence 
of cohesion-based approaches, i.e., less domain-specific and requiring 
less training. Introducing features to represent end and continuation 
of cohesion provides extensibil ity to capture features from other modal-
ities. 
§ E N D OF C H A P T E R 2 § 
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Story Segmentation Approaches 
Cohension Based Approaches Feature Based Approaches Hybrid Approaches 
X I X XTX 
Lexical Cosine Language Lexical Audio Video 
Chaining Similarity Modeling Cues Cues Cues 
Figure 2.6: Taxonomy of classification of segmentation approaches. 
Chapter 3 
Experimental Corpora 
This chapter aims at giving the readers an overview of the data set 
employed in our study. We use a data set to identify the procedures 
to form lexical chains, to experiment w i th our algorithm of story seg-
mentation, and to study challenges of story segmentation on broadcast 
news. The first section of this chapter covers the technical specifica-
tions about the content of the data set. The second section discusses 
the preprocessing techniques we applied on the data set for our lexical 
chaining and story segmentation task. The final section summarizes 
the chapter. 
3.1 The TDT2 and TDT3 Multi-language Text 
Corpus 
3.1.1 I n t roduc t ion 
The corpora we use in the study of the use of lexical chains for seg-
mentation are the NIST^ Topic Detection and Tracking Phase 2 and 3 
iNIST is the acronym for National Institute of Standards and Technology 
29 
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Multi- language Text Corpus. For simplicity we refer to the corpus as 
the T D T 2 and T D T 3 corpus respectively. The corpora consist of news 
data collected from 11 news sources in American English and Man-
darin Chinese recorded daily f rom January to December 1998. Since 
we focus our study on the Chinese news program story segmentation, 
we only use all the Voice of America (VOA) Mandarin Chinese News 
Programs in the corpora for our study. There are approximately 175 
hours of news and 7612 stories in this subset. 
The T D T 2 / T D T 3 corpora were collected for participants of T D T 
evaluation Phase 3 in 1999 to perform their tasks on automatic story 
segmentation, topic tracking and detection. The challenge of the corpus 
is that the transcripts are not error-free - ASR contains transcript ion 
errors. This is realistic in real application of story segmentation and 
differentiates the task from ordinary text segmentation task. 
According to the T D T 2 / T D T 3 documentations, ^ streamlined ver-
sion of the Dragon speech recognizer [29] is applied on the Mandar in 
broadcast files to generate the text of the V O A Mandarin news in the 
T D T Multi- language Text Corpus. The Language Data Consort ium 
(l id not officially report the recognition performance of the Dragon rec-
ognizer, but an empirical evaluation exercise by [37] reveals that the 
recognizer generated word error rate of 18.0%/19.1%, character error 
rate of 12.1%/13.0% and syllable error rate of 7.9%/8.6% on T D T 2 / 
T D T 3 . 
The T D T 2 / T D T 3 Multi- language Text Corpus contains the man-
ual t ranscript ion of the T D T 2 / T D T 3 Audio Corpora, the audio corpus 
^Documents of TDT2 and TDT3 multi-language text corpora are available at http:// 
www.ldc.upenn.edu/Catalog/clocs/LDC2001T57/ and http://www.ldc.upenn.edu/Cata-
log/docs/LDC2001T58/ 
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that runs parallel w i th the T D T 2 / T D T 3 text corpora. The nianually 
transcribed corpora are supplied wi th the annotation of information re-
quired for story segmentation development and evaluation. Note that 
the manual transcription is not available for all the audio, and the tran-
scribed text does not come wi th detailed t iming information. Overall, 
the information provided includes the manually marked story bound-
aries, the t ime information of utterance boundaries and transcribed 
text. 
3.1.2 P rogram Part iculars and Structures 
The T D T 1999 evaluation applies both the T D T 2 and T D T 3 data sets. 
The data sets are partit ioned in the following ways: Data recorded 
from February to Apr i l are reserved as training set; May to June data 
are reserved as development test set; October to December data are 
reserved for evaluation. A closer look at the data sets finds that there 
are two main types of news programs - (a) The long programs are about 
one hour in duration; (b) The short programs are five to ten minutes 
in length. The distr ibution of long and short programs in the two data 
sets are shown in Table 3.1. The two types of programs are disparate in 
their program structures such as the mean and variance of story length 
(Table 3.1 shows the statistics). The details of the difference wi l l be 
discussed in the following context. 
Owing to the fact that such difference wi l l affect the parameter es-
t imat ion in our story segmentation procedures, we decide not to follow 
the original part i t ioning of data. The two types of programs wi l l be 
treated as different data sets. In each data set, the news programs are 
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TDT2 TDT3 
Feb Mar Apr May Jim Oct Nov Dec 
Long Programs 13 24 3 0 0 23 50 48 
Short Programs 0 0 14 58 65 0 0 0 
Table 3.1: Distribution of the Long Programs and Short Programs in the 
data set by months. 
allocated to the training set, development test set and evaluation set 
following the ratio of 2:1:1. 
The Long Programs Data Set comprises 161 long (1-liour) programs 
containing 6105 stories. The data total in about 160 hours of news 
programs. Two types of news programs belong to the long programs 
data set, namely 時事經緯（News Report and Newsmagazine) and 中 
國報導和亞洲通訊（China and Asia News). 
The Short Programs Data Set contains 1587 stories in 137 short 
programs, total ing in about 15 hours of news programs. A l l the news 
programs in the data set are 5- or 10-minute brief news roundup which 
are under the tit les 國際新聞（Wor ld N e w s ) ,新聞提要（N e w Sum-
maries), or 簡要新聞（Brief News). 
The statistics of the two data sets are summarized in Table 3.2. In 
the long programs data set, not only do the stories have longer average 
length, they show greater variabil i ty in length. By manually listening 
to the news programs, it can be identified that short programs have 
more ui i i fonn program structure and story length, w i th one program 
followed by the other w i th clear transitions (e.g., a significant pause 
often tells the transit ion to another story). In contrast, a story in long 
programs can be several times the length of an ordinary news story, in 
particular for the newsmagazine topics. The variabi l i ty of story length 
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Long Programs Short Programs 
Total number of stories 6105 1507 
Mean story length (sec.) 94.4 34.8 
s.d. of story length (sec.) 160.0 38.6 
Max story length (sec.) 1754.2 114.8 
Min story length (sec.) 1.4 1.7 
Table 3.2: Statistics of the Long Programs and Short Programs data sets. 
Note that P{B) is the probability of choosing a story boundaries from ut-
terance boundaries. It is derived by dividing the total number of story 
boundaries by the number of utterance boundaries. 
of long programs makes i t a more difficult task to segmenting long 
programs than short programs. 
3.2 Data Preprocessing 
3.2.1 Challenges of Lexical Cha in Format ion on Chinese Text 
The text transcript provided by the T D T 2 / T D T 3 corpus is the data we 
work on to form lexical chains. Although a word-segmented transcript 
w i th reasonable transcription error rate is already provided, we decided 
that we should devise the standard preprocessing process so that our 
approach can be applied across different sources of transcript. 
Normal preprocessing procedures involve stemming of words, re-
moval of stop words and identifying content words for lexical chaining. 
There are problems specific to our targeted Chinese transcripts that 
need to be addressed before lexical chain formation. The first problem 
is that Chinese language, unlike English or other European languages, 
does not use explicit word delimiters to separate word. Consequently 
i t is necessary to perform word segmentation to extract words from 
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sentences. Word tokeii izatioii is essential for recovering word units for 
lexical chaining. 
The second problem is that the existence of oiit-of-vocabulary (OOV) 
words may hinder the formation of lexical chains. This problem arises 
because the news audio has an open vocabulary yet automatic speech 
recognition depends on a closed-vocabulary dictionary to generate words. 
The OOV words in news audio that are not identified properly may 
appear as a continuous str ing of separate characters. Frequently these 
O O V words are proper nouns (person/place/organization names), which 
are among the token legitimate for lexical chain formation. I t is im-
portant to salvage the OOV words that are potential ly proper nouns 
useful in lexical chaining. 
The th i rd problem is that not all the words in the transcript are suit-
able for lexical chain formation. In the case of English lexical chains, 
one can imagine that stop words (e.g. is, that, must) should be re-
moved since they do not provide any information pertaining to the 
topical i ty of the text. Apart, from stop words, many other words are 
also not indicative of the topic and should be eliminated. According to 
Stokes [52], nouns and proper nouns in the data are the most relevant 
tokens for lexical chain formation. Nominalized verbs and nominalized 
adjectives can be used but the performance varies depending on the al-
gor i thm applied and the document type. We decided that only nouns 
are used in our lexical chain formation. 
Addressing the three problems stated above, we performed the ex-
t ract ion in two steps as shown in Figure 3.1. Firstly, we apply Chang 
et al.'s Chinese word segmenter [4] to segment the stream of Chinese 
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^ K Automatic k C h i n e s e . ^ ^ . ! = = | 
O Speech E A Word c A Chinese POS ^ ^ 
B r U s P ^ R ; : " ^ segmentat ion ^ Tagging ^ ^ ^ 
News for Lexical 
Chain 
Formation 
Figure 3.1: Data preprocessing procedures. 
characters into Chinese words. Secondly, we apply the POS tagger by 
Toutanova et al. [53] to identify noun units for lexical chains formation. 
3.2.2 W o r d Segmentat ion for W o r d Un i ts Extract ion 
In Chinese NLP tasks, word segmentation is performed to tackle the 
problem of lack of word delimiters. Word segmentation is often mod-
eled as a sequence labeling problem of assigning word boundaries y to a 
character sequence x . I t is worth noting that word segmentation faces 
the challenge of 0 0 V as unknown words cannot be directly mapped to 
existing lexical elements while performing word segmentation. 
The Chinese word segmenter we applied is developed by Chang 
et,. al/3 I t applies a sequence classification technique known as Coii-
(lit.ioiial Random Field to perforin the segmentation task. A set of 
feature known as the external lexical features are incorporated to eii-
hance segmentation accuracy and address the GOV problem. 
The Chinese word segmenter is based on the Condition Random 
Field modeled as follows: 
1 T K 
^A(y|x) = ^ A fcA(x , yt-i,yu t)) (3.1) 
^ ) t=i k=i 
.乂n implemented version is available for download at http://nlp.stanford.edu/soft-
ware/segmenter.shtml. 
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Here x is the sequence of unsegmented characters, t is the sequence 
number, y = yi,…，肿 is the label sequence for the sentence, fk is 
the feature function, Z{x) is a normalization factor. Maximization of 
equation 3.1 wi l l find the opt imum A .^ The model is trained by the 
SIGH A N Backoff 2006 Training Data [27]. This model can identify 
word boundaries upon the observation of character-level features such 
as the current character, previous character and next character. 
To enhance the segmentation performance, in particular to tackle 
the problem of OOV, external lexicons^ are applied to train the lexicon-
based feature set. The purpose of incorporating such features is to look 
into the sub-word features in Chinese words that help identify word 
boundaries. For example, this feature set identifies the word affixes and 
reduplication of characters that may indicate word boundaries. This 
can capture common sequence of Chinese n-grams and morphological 
variants of unknown words. 
3.2.3 Part-of-speech Tagging for Cand ida te Words Extrac-
t ion 
Oiice the character stream is segmented into separate Chinese words, 
tl ie next step would be to identify words that are useful for lexical 
chains formation purpose. As stated above, nouns and proper nouns 
are the most salient candidates for segmentation in Stoke's work. In 
order to identify the noun terms from the word segmented transcript 
for lexical chaining, we applied the Part-of-speech (POS) tagger [53] de-
4 According to [4], the external lexicons are extracted from Wikipedia and the Chinese 
scction of the UN website, named entities collected by Harbin Institute of Technology, the 
ADSO dictionary, EMM News Explorer, Online Chinese Tools, Online Dictionary from 
Peking University and HowNet. 
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veloped by Stanford University NLP group to retrieve the noun terms^. 
Specifically, two types of nouns are extracted, namely nouns (NN) and 
proper nouns (NR). 
The POS tagger was constructed by training a dependency network. 
The network consists of nodes representing words Wi and the tags U 
and the arcs showing dependency. A rich set of features can be flexibly 
incorporated by choosing the arcs connecting the nodes. Features in-
chiding preceding and following tag context and a broad set of lexical 
features are incorporated. The words are tagged by the maximizat ion 
of the inference score score{x) = H i P{xi\Pa{xi)) where Pa⑷ are 
the nodes w i th arcs point ing to Xi. The tagging performance is fur-
ther enhanced by identi fying features in unknown (〇〇V) words such 
as prefixes and suffixes. 
In this manner, we can guarantee that only the informative lexical 
elements are retained for our lexical chain formation. The remaining 
tokens after the above procedures are the infonnative noun terms for 
lexical chain format ion. 
3.3 Chapter Summary 
111 this chapter, we have introduced the technical specifications of the 
data set we applied in our study ( T D T 2 / T D T 3 corpus). I t is important 
that we gain a thorough luiclerstaiiding of the data set before we can 
apply i t and derive findings in our study of story segmentation task. 
We have also described the procedures to preprocess the data before 
、)The POS Tagger with trained models in multiple languages are available at http:// 
nlp.stanford.edu/software/tagger.shtml 
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using the data to produce lexical chains. As a result of the procedures, 
we now have a set of informative nouns, accompanied by the t iming 
information, to form lexical chains and perform story segmentation. 
The lexical chains wi l l provide useful indication for our story segmen-
tat ion task, and the lexical chaining approach wi l l be studied in the 
next chapter. 
§ E N D OF C H A P T E R 3 § 
Chapter 4 
Indication of Lexical 
Cohesiveness by Lexical 
Chains 
We have introduced the concept of lexical cohesion in chapter 2. Lex-
ical cohesion lays the foundation of coherence-based segmentation ap-
proaches. We have also established that lexical chain is a salient rep-
resentation of lexical cohesion and hence semantic coherence. In this 
chapter, we would like to examine in greater detail how lexical chains 
represent lexical cohesion and how they can be used to measure co-
hesiveness, and how they can be used as a device to identify story 
boundaries. 
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4.1 Lexical Chain as a Representation of Cohesive-
ness 
A lexical chain is a structure that connects words w i th related lexical 
meanings. We have explained in chapter 2 that semantic coherence 
is represented by lexical coliesiveness, and lexical coliesiveness can be 
represented by lexical chains. We have enumerated a number of previ-
ous approaches applying lexical chains for story segmentation tasks in 
Section 2.1.2. In fact the application of lexical chains is not confined 
to story segmentation. Lexical chaining can be applied to a range of 
other NLP-related tasks such as the following: 
• Discourse Structure Analysis [40]: Lexical chains are constructed 
and the span of lexical chain refers to the span of a topic or sub-
topic. 
• Malapropism^ Detection [16]: Lexical chains are formed and the 
words that do not connect to lexical chains are postulated to be 
misspelled. 
• Text Suinmarization [2, 49]: Sentences or noun instances which 
are connected by lexical l ink of strong relations shows more im-
portance in a text, and are extracted as summary sentences or 
units. 
These N L P related tasks share a common goal of the use of lexical 
chains, namely the representation of lexical coliesiveness. I t is worth-
while to learn from these approaches how lexical chaining is performed. 
^Malapropism refers to the confusion of an intended word with another word of similar 
sound or similar spelling. Typically the words have different meanings. An example is 
"Our watch, sir, have indeed comprehended (apprehended) two auspicious (suspicious) 
persons". 
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The practical question about lexical chaining is what and how to 
connect words for chain formation. More specifically, the core problems 
of lexical chaining are, (1) what are the word relations that should be 
covered by a lexical chain in chain formation? (2) in what way the 
related words are chained together? and (3) how far should a chain 
cover? We would like to review the previous works that attempted to 
solve these questions before we introduce our approach. 
4.1.1 Choice of Word Relat ions for Lexical Cha in ing 
We define the notion, link, as the connection between two adjacent 
terms in a lexical chain. Note that the strength of the relation between 
two lexical elements determine the strength of the link. Different au-
thors may apply different terminologies on the description of strength. 
We would like to inherit the notion defined by Stokes [52]. In the work, 
word relations are categorized into four classes, in descending order of 
strength: 
1. Extra-strong Relation (repetitions) 
2. Strong Relation (e.g., synonyms, antonyms) 
3. Medium-Strength Relation (words not directly related but are 
related through other words) 
4. Statistical Word Relation (e.g., computed by G statistics). 
Thesauri and word knowledge-bases are tools for exploring these 
lexical relations between words. WordNet [39] and HowNet [9] are the 
most renowned and richest word knowledge-bases available for English 
lexical elements and Chinese lexical elements respectively. 
Indication of Lexical Coliesiveness 
CHAPTER 4. by Lexical Chains 42 
We can imagine that cohesiveness decreases wi th weaker word re-
lations in a l ink. Therefore it is debatable whether weaker relations 
should be used in the construction of lexical chains. The effectiveness 
of using word relations other than repetitions was also studied by Stokes 
52]. The study found that the introduction of each additional lexical 
relation in fact degrades segmentation performance. Stokes explains 
that the degradation can be attr ibuted to two main reasons. Firstly, 
Stokes argues that the noise contributed by the addition weaker lexical 
relations can blur topic shift. The inclusion of lexically cohesive words 
may cover range that goes beyond the semantically coherent content. 
A n example is that country names like 中國（China) and 巴基斯坦 
(Pakistan) are in the same domain and lexically related but can ex-
ist in two different news stories. Secondly, multiple senses of words 
may contribute to wrongly connected links between words and result 
in spurious chains. The example given by Stokes was that dimples and 
wrinkles are lexically similar in the senses of depression on a surface, 
but, i l l fact i l l the context wrinkles means iinperfectioii and fault, and 
is total ly unrelated to dimples. 
Incorporating other word relations into lexical chain adds other 
complexity to the chaining algorithm. The order which lexical ele-
ments are added to a lexical chain may affect the quality of lexical 
chains. Chaining can be performed in a greedy or non-greedy algo-
riUim. For greedy algorithms, lexical elements are added to a lexical 
chain whenever i t shows word relation w i th any lexical elements al-
ready in the chain. In contrast, a non-greedy algorithm only adds a 
lexical element to chains when lexical chains have been constructed 
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for all words using all other stronger word relations. Whether to use 
greedy or non-greedy algorithm would be another concern if more word 
relations are incorporated. 
In our study, we would like to l imit the scope to the use of repeti-
t ion alone. We wi l l propose the approach to extend the work to other 
word relations in the Section 7.3. Using repetitions only also simplifies 
the procedures for forming lexical chains. First of all, there is no need 
to look up the word knowledge-base, and this simplifies the computa-
tion. I t is computationally cheaper to append a new word to a chain if 
only repetit ion is concerned. Secondly, the chaining algorithm is more 
straightforward since there is no need to consider the choice of greedy 
and non-greedy algorithm. 
4.1.2 Lexical Cha in ing by Connect ing Repeated Lexical El-
ements 
The strongest word relation that connects words together is the repeti-
t ion relation. Whi le previous works such as [40，52] make use of a rich 
variety of word relations, others resort to the simplest and strongest re-
lation, repetition, to form lexical chains for story segmentation [13, 22 . 
Learning from the previous studies, we know that repetit ion is the 
strongest indicator of lexical cohesiveness. Absence of regularly re-
peated words is the most prominent cues indicating topic shifts. Also 
we learn that using repetitions only minimizes the problem of weak 
connections in lexical chains. 
In the scenario that only repetitions are used, the chaining al-
gor i thm can be very straightforward. Assuming a list of candidate 
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terms X = (x i , • • • , Xk), w i th the corresponding t iming information 
T = { t i , - • • tk) is available, the lexical chains C can be computed by 
A lgor i thm 1. 
Algorithm 1 LEXICAL CHAINING BY REPETITION ONLY 
1： C <- 0 
2: for i = 1,…,k do 
3： if C(xi) e C then 
4: C i x i ) <- C{x i ) U { i j 
5: else 
6: C{Xi)—⑷ 
7: C < - C U { C f e ) } 
8： end if 
9： end for 
In this algorithm, C is set that contains all the lexical chains C(x i ) . 
Each lexical chain C{x i ) is defined by the word Xi it connects, and the 
t ime instances U at which these words appear. 
This algorithm would connect all the repeated words in the tran-
script into one lexical chain. Such approach of lexical chain is appli-
cable to applications such as text suminarizatioii. However our goal is 
to connect words to represent cohesiveness. Words should be residing 
close enough so that the cohesiveness can be captured and the density 
of the chain can be maintained. In addition, since some terms in a 
news story may re-appear in another story, connecting lexical elements 
that are too far away may end up connecting lexical elements from 
different stories. The chain may lose the Chain Starts and Chain Ends 
information for indicating story boundaries. Hence i t is necessary to 
impose a maximum bound on the allowable link distance, which we 
call the maximum chaining distance, denoted by the symbol A . I t can 
be regarded as the longest hiatus allowed for a coherent topic word 
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to re-appear in a story. Algor i thm 2 incorporates maximum chaining 
distance to constrain the longest range over which lexical elements can 
form a l ink. 
Algorithm 2 L C BY REP, W / MAX. CHAINING DISTANCE IMPOSED 
1： C<-0 
2: for i = 1,... , k do 
3: if C(xi) e C and \ti 一 max(C(a;i))| < A then 
4: C{xi) — C{xi) U {ti} 
5: else 
6: C{xi) <- {U} 
7： C — C U { C ⑷ } 
8： end if 
9: end for 
Imposing a longer maximum chaining distance means that a lexical 
chain can reach more words in the same story that are far apart. Yet the 
trade-off is that the chain wi l l cover more repeating words in another 
story. The weak links in the chain wi l l mistakenly indicate lexical 
cohesiveness. Imposing a shorter maximum chaining distance means 
that the chain may miss some repeating words in the same story, while 
less words in other stories wi l l be incorporated in the chain. 
Determining A has been based on heuristic approaches. Hirst and 
St. Onge [16] and Stokes [52] impose a fixed A by manual observation. 
Galley [13] proposes an approach of first l inking up all terms to form one 
large chain for each recurrent term. Subsequently the chain is broken 
into smaller chains when a long hiatus wi th no occurrence of the term 
is observed, in order to avoid weak links. Hirst & St.Onge and Stokes 
use A = 11 sentences while Galley uses A = 7 sentences. We view that 
these approaches tend to be arbitrary for experiirieiitatioii. Hence we 
devise a data-driven method to estimate an appropriate value for A . 
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We have defined a link to be the bonding of two adjacent terms 
in a chain. We assume that a lexical chain should connect lexically 
cohesive terms, while a loss in cohesiveness should be observed when 
there is a shift in topic. Therefore ideally a lexical chain should break 
apart at story boundaries. Define a coherent link to be a l ink which has 
bo th endpoints ly ing w i th in the same story. A n incoherent link is one 
whose endpoints lie in different stories. We vary A f rom zero seconds to 
the max imum program length of the t ra in ing set. For each parameter 
value，we compute the recall and precision based on the t ra in ing set 
(as described in Section 3.1.2). 
recall = number of coherent l inks captured w i t h A 
‘ number of coherent links in perfect l ink format ion ( . ” 
precision = number of coherent l inks captured w i th A 
iminber of all l inks captured w i th A ( • ) 
We also compute the Fl-measure, i.e., the harmonic mean of recall 
and precision, for each A value: 
T-,1 2 X recall x precision , 
^ 1-ineasiire = (4 3) 
recall + precision 、 • ‘ 
The value achieving highest Fl-meausre is the "op t ima l " A for lex-
ical chaining format ion in the development set and test set. The A is 
determined separately for short programs (33.6 sec) and long programs 
(163.4 sec). The Fl- ineasure values when A is varied is i l lustrated in 
Figure 4.1. 
Note that when A increases beyond the opt i inurn length, the F l -
measure only drops slowly. I t is because the major i ty of l inks have 
already been covered at that op t imum length (recall rates for Long 
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Fl-measure of Chain Links by Varying 
Max imum Chaining Distances for Long Programs 
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Figure 4.1: Graph of Fl-measure of chain links versus maximum chaining 
distances for (a) Long Programs and (b) Short Programs. 
Programs and Short Programs are 0.937 and 0.961 respectively). Links 
for which the lengths are greater than the opt imum length have sparse 
occurrence and therefore the Fl-measure drops slowly as A further 
increases. 
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Also note that the maximum Fl-measure attained in the Long P r o 
grains data set (0.896) is lower than that attained in the short programs 
data set (0.929). I t can be explained by the larger variat ion of story 
lengths in Long Programs. We revealed in Chapter 3.1.2 that story 
lengths can vary from 1 seconds to 1754 seconds in Long Programs. 
The mean and standard deviation of program lengths are 94.4 sec-
onds and 160.0 seconds respectively (comparing to the Short Programs 
which have the mean of 34.8 seconds and s.d. of 38.6 seconds). The 
variat ion in story lengths means that for long programs, if we aim at 
covering more potential links to maintain a high recall rate, inevitably 
we need to cover incoherently linked chains in lexical chain formation, 
leading to lower overall Fl-measure. 
Comparing A w i th the average story length, we see that the A 
is 0.97 times the average story length in Short Programs, and i t is 
1.73 times the average story length in Long Programs. Covering a 
range longer than an average length story means that we expect that 
t l ie terms indicating lexical coliesiveness should not reappear in the 
fol lowing one to two stories. 
4.2 Lexical Chain as an Indicator of Story Seg-
ments 
• n e e the procedures to form chains are defined, the next step is to 
identi fy the chain features salient for story segmentation. We would like 
to propose two sets of features: (1) Indicator of absence of coliesiveness 
(Chain Starts and Chain Ends), and (2) Indicator of continuation of 
coliesiveness (Chain Continuations). In this section, we wi l l introduce 
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the definitions of these features, the motivation of using them, and 
provide analysis of their behavior near story boundaries. 
4.2.1 Indicators of Absence of Cohesiveness 
Each chain is formed by l inking repeated terms. The first occurrence of 
a term constitutes a chain start. We define the chain start in a spoken 
document to be the time instance at which the first term of the chain 
is spoken. 
A t the transit ion from one story to another, we can expect that 
there is a shift of vocabulary. New words are expected to emerge as 
the story starts to develop. Lexical chain starts are indicators of new 
words. Upon starting a new story, vocabulary pertaining to the story 
begins to emerge. We can expect to observe a density of chain starts 
r ight after the beginning of a story. Prom another perspective, we 
can view lexical chains as indicators of lexical cohesiveness. Before 
lexical chains start, the lexical cohesiveness in the story has not been 
developed, and we can possibly hypothesize story boundaries before the 
emergence of lexical chains. Chain Starts can therefore be regarded to 
be a device to indicate the absence of cohesiveness. 
Our task is to examine each utterance boundary to see if i t is a 
story boundary. A t every utterance boundary, we make observations 
of lexical chain starts following the boundary to determine whether i t 
is a story boundary. We define the notion of Chain Starts features to 
refer to the observation we make in Definition 4.2.1. 
Def in i t ion 4.2.1. Chain Starts features St，, w i th respect to a time 
instance t is the collection of t ime stamps of chain starting points fol-
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lowing t. The observation is made within an observation window of 
size T following t. 
The observation window length exists because we should only take 
into account features that are close enough to the utterance boundary 
at which the observation is made. I t is pre-defined according to the 
data sets. A n example of Chain Starts is shown in Figure 4.2. 
I I 
I I I I 
Chain:j 炸 » Bomb ^ 1 
Chain:爆炸 Explosiin # # | • 
I M.3 ITS I 20.1 
Chain:印度 India # 1 丨 • 
T Tz 
Chain:脚合國 United Nations • 鲁 i i 
Tf B3 ] ] 
Transcript in Ch inese脚合國...印度...猫合國爆炸...炸彈...燔炸 . . j爆炸...炸彈...印度 
English Translation of Transcript ( [ j j ^ India ] Explosion Bomb Exptosioo } Explosion Bomb India 





Utterance Boundary at 10.1 sec. Utterance Boundary at 19.2 sec. 
Start Chains Sku={14.3, 17.2} Si9.2=<j> 
End Chains Eio,i={8.9> Ei9.2={8.9} 
Continuing Chains Cio.i={10.1> Ci9.2={19.2,19.2,19.2} 
Figure 4.2: Chain Example. Here four chains are formed from the sample 
text. At the two utterance boundaries indicated, we calculate the feature 
sets S t ’ T ， C t . We assume that window length r covers only the feature 
points we see in the figure. 
We can define the end of a chain in the similar manner as we did 
for chain starts. The end of a, chain in a spoken document is the time 
instance at which the last connected word in a lexical chain is spoken. 
Def in i t ion 4.2.2. Chain Ends features Et,r w i th respect to a time 
instance t is the collection of t ime stamps chain ending points preceding 
t. The observation is made wi th in an observation window of size r 
preceding t. 
Chain ends are also indicative features that help to locate story 
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boundaries. A chain ends when the recurring word does not appear 
again in the context. Denser Chain Ends hint that there is a shift of 
vocabulary and therefore a story boundary exists. From the perspec-
tive of lexical cohesiveness, ending chain mean that the cohesiveness 
of words do not continue. The discontinuation of cohesiveness hints 
that the story is about to end and a story boundary can possibly be 
hypothesized following a dense distr ibution of Chain Ends. 
A t each utterance boundary, we make observations of lexical chains 
ends preceding the boundary to determine whether i t is a story bound-
ary. We define the notion of Chain Ends features to refer to the obser-
vation we make in Definit ion 4.2.2. An example of end chains is shown 
in Figure 4.2. 
We would like to remark on the mathematical definitions of the 
features St’^, Et’T as introduced. Sf，” Et’T are well-ordered sets since 
each set of features is a collection of ordinal elements. However we 
would like to highlight that they are not defined as vectors. Hence 
they do not have the properties of vectors (vector is defined as an 
element of a vector space that is closed under vector addit ion and 
scalar mult ip l icat ion). 
The Chain Starts and Chain Ends features are used to indicate 
whether an utterance boundary is a story boundary. Therefore i t is 
our interest to see how Chain Starts and Chain Ends features behave 
near story boundaries and non-story boundaries. We make an assump-
t ion that these features follow a certain probabil i ty distr ibution. The 
distr ibut ion depends on whether the features are observed at a story 
boundary or not a story boundary. We follow an empirical approach 
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to study the distributions. First ly we identified a list of candidate con-
tinuous probabil i ty distributions which are possibly in accord w i th the 
dist r ibut ion of Chain Starts and Chain Ends features. Table 4.1 The 
list includes these distributions: 
D i s t r i b u t i o n Probab i l i t y Densi ty Func t ion 
Single-sided Normal f(x](T) = > 0 
Exponential f{x] A) = > 0 
T i (ln(x)-/x)^  
Log-normal /(a;; f i , cr) = ~ ^ e 
Weibull /(x, fc, A) = 
Gamma ~J(x, k, 0) = where T{k) = J^ t^-^e-'dt 
Table 4.1: The candidate list of distributions for modeling Chain Starts and 
Chain Ends feature points. 
We perform maximum likelihood estimation (MLE) to fit the train-
ing set data w i th the distr ibut ion, and to estimate the parameters for 
each distr ibution. M L E estimates the parameters 0 for probabil i ty 
distr ibut ions D{-) by maximizing the likelihood that the data points x 
are generated by the parameters maxeZ/ (0 |x ) = maxe Z:)(x|e). The 
discrepancy between the distr ibut ion and the data points is given by 
the log-likelihood l o g L ( e | x ) . 
On the training set of Long Programs and Short Programs, we 
extract all the Chain Starts feature points S = U^estory boundaries St,r 
and Chain Ends feature points E = U^estory boundaries E t ’ ” observed 
from every story boundary. The observation window is bounded at 
T• The t ime stamps of the feature points are converted to the rela-
t ive posit ion from the observation point t. By varying r , we maximize 
t'lie log-likelihood that the feature points are produced by the distribu-
tions. The log-likelihood of data points generated by each of the five 
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distr ibut ions is shown in Figures 4.3 and 4.4. Note that in the y-axis is 
normalized by window length for easy comparison among distributions. 
Using the metrics of maximum log-likelihood when the distribu-
tions are fit to the feature data points, the Weibull Distr ibut ion consis-
tent ly performs better than other distributions in Long and Short Pro-
grams, and for start and end chains. Gamma comes the second, Log-
normal comes the th i rd and Exponential comes the fourth. The dif-
ference in log-likelihood between these distributions is relatively small. 
The worst performing candidate, the Single-sided Normal Distr ibut ion, 
shows much lower log-likelihood than the other distr ibution. Figure 4.5 
and Figure 4.6 show the feature data and the probabil i ty distributions 
plot ted on the same graph. 
As we can observe from the graphs, the data do not follow the bell 
shape of the Normal Distr ibut ion. Hence they do not f it well w i th 
the Normal Distr ibutions. The Exponential Distr ibut ion does not fit 
t ight ly w i t h the data, and the phenomenon is part icularly pronounced 
i l l the Long Programs (lata set. By manual observation, the three other 
distr ibut ions fit much better since they follow the shape of distr ibut ion 
of the t ra in ing data. The Weibull Dist r ibut ion appears to fit the most 
t ight ly w i t h the data and the log-likelihood further confirms this obser-
vation w i t h actual figures. The Gamma Distr ibut ion behaves similarly 
as Weibull . The Log-normal tends to "overshoot" when the offset dis-
tances is small. We wi l l verify whether Weibul l Distr ibut ion is the best 
for modeling the feature points in Chapter 5. 
I t is wor th mentioning that although Long Programs show more 
variations in story lengths as well as lower precisions in chain l ink for-
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Log-llkellhood of Start Chain Feature Points in Long Programs 
Generated by Various Probability Distributions 
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Log-likelihood of End Chain Feature Points in Long Programs 
Generated by Various Probability Distributions 
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Figure 4.3: (a) Normalized log-likelihood of Chain Starts features generated 
by probabil ity distributions for Long Programs at different window lengths, 
(b) Normalized log-likelihood of Chain Ends features generated by proba-
bi l i ty distributions for Long Programs at different window lengths. 
mat ion, they exhib i t the same d is t r ibut ion as Short Programs. Th is 
reinforces our believe tha t the chains follow a certain d is t r ibut ion con-
sistently regardless of story length variations. 
For the representation of probabi l i ty d is t r ibut ion, one may suggest 
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Log-likelihood of Start Chain Feature Points in Short Programs 
Generated by Various Probability Distributions 
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Figure 4.4: (a) Normalized log-likelihood of Chain Starts features gener-
ated by probability distributions for Short Programs at different window 
lengths, (b) Normalized log-likelihood of Chain Ends features generated by 
probability distributions for Short Programs at different window lengths. 
the use of another popular model which is known as the Logistic Re-
gression, which is formulated as follows: 
l o g : ^ ^ = (i + 6Z， （4.4) 
1-Pt 
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a) Feature Data Distribution and Fitted Probability 
Distributions of Start Chains in Long Programs 
0 . 0 8 -| - ~ 
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b) Feature Data Distribution and Fitted Probability 
Distributions of End Chains in Long Programs 
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Figure 4.5: Distribution of the feature data and the fit with distributions for 
Long Programs data set of (a) Chain Starts, (b) Chain Ends, when the win-
dow length T = 94.4 (average story length). The probability distribution's 
parameters are determined by MLE estimation of the feature data. 
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a) Feature Data Distribution and Fitted Probability 
Distributions of Start Chains in Short Programs 
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0.09 n - ~ 
I [Feature Data 
0.08 — 
0 07 —Single-sided Normal — 
‘ f D i s t r i b u t i o n 
^ 0.06 Exponential Distribution — 
I " 0.05 - 一 - - = 一Lognormal Distribution — 
1 0.04 ::、「— — 
_g j T 、，、 、 ^ ^ Weibull Distribution 
^ J j l Gamma Distribution 
0 5 10 15 20 25 30 35 
Offset f rom Boundary (sec) 
Figure 4.6: Distribution of the feature data and the fit wi th distributions for 
Short Programs data set of (a) Chain Starts, (b) Chain Ends, when the win-
dow length T = 34.8 (average story length). The probability distribution's 
parameters are determined by M L E estimation of the feature data. 
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where pt is P{S{t)) or P{E{t)). t is the offset of the feature from the 
utterance boundary. The equation can be alternatively wr i t ten as: 
^a+bt 
P = 1 + ^a+bt (4-5) 
By f i t t ing in suitable value for a and b, the model can be used to 
estimate the boundary probability at an offset t from the utterance 
boundary. However this model is not preferred in our case. I f linear 
model is used for the right side of equation 4.4, it may not be able 
to capture the difference in the appearance of different features. I f 
polynomial model is used, the parameters wi l l require more data for 
training. Constrained by the available data in our study, we decided 
not to experiment w i th the logistic regression model. 
4.2.2 Ind icator of Cont inuat ion of Cohesiveness 
Apart from Chain Starts and Chain Ends, the coiit i imation of chains 
is also a salient set of features for identifying story boundaries. Con-
t inuation of a chain over a t ime instance t means that the cohesiveness 
of the word repeating in that chain is maintained. A large number of 
continuing chains hints that the lexical cohesiveness stretches over t 
and indicates the absence of story boundary at t. We wi l l study how 
continuing chains are used for identifying story boundaries, but before 
that we need to define the notion of Chain Continuation features: 
Defin i t ion 4.2.3. Chain Continuation features Ct w i th respect to a 
t ime instance ^ is a set whose elements are t replicated by n times. 
Here n is the number of chains whose start precedes t, end follows 
t and straddles across t. In other words, ||Cf|| holds the number of 
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straddl ing chains across t ime instance t. 
Note that the Chain Cont inuat ion features do not need to take win-
dow length into account as i t is observed at a point instead of a range. 
Th is def ini t ion does not seem to be very straightforward. A l though 
the main purpose of Q is to count the immber of cont inuing chains, 
we use a set instead of a scalar to represent the feature to mainta in 
consistency w i t h other features. 
Practical ly, Q is a non-ordinal set that serves to count the number 
of cont inuing chains at t. Similar to St,r and E t ’ ” i t is not a vector. I t 
is a special type of set since i t has repeating elements, yet each element 
is considered a dist inct element. For example, i f at ta there are two 
st raddl ing chains, C “ = { ta , ta } , yet we treat the two ta,s as dist inct 
elements and i t cannot be simplif ied to C^。= { ta } . 
We modeled Sf’T and Ej，，by probabi l i ty distr ibut ions. Likewise we 
want to express Q in a certain k ind of model. Note tha t we are only 
interested in counting the number of straddl ing chains, therefore our 
main interest is to model | |Q| | . Also note that Q does not depend on 
the window size r . 
Since | |Q| | is discrete, we t u r n our interest to discrete probabi l i ty 
d ist r ibut ions for the candidates. We model the chain cont inuat ion by 
the Poissoii D is t r ibut ion. We t ra in separate the Poissoii Dist r ibut ions 
for cont inuing chains when i t is a story boundary and when i t is not 
a story boundary. The tra ined parameter is shown in Table 4.2, and 
the t ra ined d is t r ibut ion is compared w i t h the original t ra in ing data in 
Figure 4.7. 
The A parameter is for model ing the average arr ival in a memory-
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^ H 
long 7.341911.9355 
short 1.3029 5.3339 
Table 4.2: The values of A for the Poisson Distributions fit with the training 
data. Af, stands for A at a story boundary and A^  stands for A at a non-story 
boundary. We can observe the difference between A at a story boundary 
verses A at a non-story boundary, that there are more continuing chains 
at a non-story boundary. This aligns with our intuition about continuing 
chains. 
less Poisson Process. Al though our chains do not follow memoryless 
(exponential) arrival, Poisson distr ibut ion would be a good choice for 
modeling similar scenarios. We claimed that continuing chain indicates 
lexical cohesiveness continues, and denser continuing chain means lower 
likeliness that the observation point is a story boundary. I f our intu-
i t ion about the relation between continuing chain and story boundary 
is correct, there should be fewer "arrivals" of continuing chains when 
there is a story boundary. This is verified by the data shown in Table 
4.2. Oi l average about two fewer conti imii ig chains are found in story 
boundaries than in non-boundaries in Short Programs. For long pro-
grams, about four fewer continuing chains are found in story boundaries 
than in non-story boundaries. 
A l though the importance of lexical chain continuation has been 
highl ighted in some previous works [13, 22], some other approaches do 
not take chain continuations into account [52]. In Chapter 5, we wi l l 
show our experiments that verify the usefulness of adding in continuing 
chains as features. 
Having introduced the feature set comprising of S t ’ ” E,,’t and Q , 
readers can refer back to Figure 4.2 for an i l lustrated example of lexical 
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Continuing Chain Feature at Story Boundaries and 
Non-story Boundaries, Long Programs 
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Figure 4.7: Distribution of training set data of Continuing Chain Features 
and the corresponding Poisson fits. The upper figure is the graph for the 
Long Programs data set while the lower one is for Short Programs data set. 
chaining and feature point identification. 
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4.3 Chapter Summary 
In this chapter, we have defined how lexical chains are produced for 
our study. Lexical chains connect repeated words that fall between the 
range of A , i.e. Max imum Chaining Distance. We have also established 
that Lexical Chain Starts, Ends and Continuations are the salient indi-
cators for our framework for story segmentation. Lexical Chain Starts 
and Ends indicate the existence of boundaries in the vic ini ty right be-
fore and r ight after the denser appearance of the feature points. On 
the other hand, Lexical Chains Continuations are indicators that the 
lexical cohesiveness is st i l l maintained. More continuing chains indi-
cates that there is lower likelihood that a boundary is located at that 
position. We formalized the definition of these features and we car-
ried out analysis to understand more deeply about the phenomenon 
we described. Essentially, we attempt to capture the distr ibut ion of 
these features. Our next step is to leverage our knowledge about these 
features and perform segmentation. In the next chapter, we wi l l talk 
about how feature points can be uti l ized to identify story boundaries. 
§ E N D OF C H A P T E R 4 § 
Chapter 5 
Indication of Story 
Boundaries by Lexical 
Chains 
Following the identif ication of features in the previous chapter, we set 
out to introduce the proposed methodologies for detection of story 
boundaries in this chapter. First we wi l l give formal definit ion of our 
classification task in Section 5.1. In Section 5.2, we wi l l introduce our 
proposed Likelihood Ratio Test (LRT) model for segmentation and 
explain its merits. Then in Section 5.3, we wi l l compare our model w i th 
the previous Lexical Chaining based story segmentation approach. 
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5.1 Formal Definition of the Classification Proce-
dures 
Story segmentation task is a special case of a two-class classification 
problem of sequential data. We give the following definition of the 
classification task for sequential data: 
Def in i t ion 5.1.1. Given an sequence of data X = . . . ,Xn},Xi e 
X, and a set of features S associated wi th X , a classifier is a function 
4> that maps the sequence of data X and the features S to a sequence 
of labels Y = {2/1,2/2, • • •, 2/n}： 
Y (5.1) 
Every Xi e X is associated wi th a label in the label space 队 G Y . In a 
two-class classification problem, Y takes binary values. 
In other words, each member of the sequence of data Xi is associated 
w i th a label pi by the classifier In addition, since the tasks is a two-
class classification problem, each label 队 takes a binary value. 
In our story segmentation task, the sequence of data is the se-
quence of the time of occurrence of the utterance boundaries X = 
{ t i , T 2 , . . . , Ti G R+. The features i t takes are the Chain Starts fea-
t'ures {ST” ’ . . . ， } , Chain Ends features {E^,, E^^^ • • • ^ E^^} and 
the Chain Continuation features . . . , as described in 
the previous chapter. The classifier associates each utterance bound-
ary r^ w i th a label yi that shows that it is a story boundary b or 
a non-boundary b. The resulting sequence is the sequence of labels 
Y = {m,y2 ,…,yn、 , y i e {6,5}. 
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5.2 Theoretical Framework for Segmentation Based 
on Lexical Chaining 
5.2.1 Evaluat ion of Story Segmentat ion Accuracy 
Tlie effectiveness of any story segmentation approach needs to be tested 
by an objective evaluation method. By matching the classified label 
w i th the actual label, each label can be in one of the four results as 
shown in Table 5.1. 
Actual label 
True False 
门， , , , , True True positive False alarm (type I error) 
Classified label ^ ^ — 
False Miss (type I I error) True negative 
Tabic 5.1: Types of errors in evaluation. 
I t is common to evaluate by measuring how much the false alarms 
degrade the result: 
. . Number of true positives 
precision = — 
Number of true positives + Number of false alarms 
(5.2) 
or by measuring how much the misses lower the accuracy: 
1 Number of true positives , 
recall 二 — (5.3) 
Number of true positives + Number of misses 
III a binary classification problem there is usually a trade-off be-
tween the rates of false positives and false negatives. Measuring only 
by false alarm tends to favor approaches that is more strict while mea-
suring only by miss favors approaches that is more forgiving. To eval-
uate the effectiveness of a classifier, a common approach is to use F l -
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measure. Fl-measure takes both false alarms arid misses into account. 
Fl-measure is the harmonic mean of precision and recall, and the equa-
t ion is given by: 
… 2 X recall x precision , 、 
Fl-measure = (5.4) 
recall + precision 
For classification of sequential data in general, a slightly modified 
version of the evaluation metrics is used. Unlike general classification 
problem, we set a tolerance buffer for boundary placement. A tolerance 
is allowed for accepting a slightly misplaced boundary. More formally, 
ail utterance boundary r^ whose label is b (non-story boundary) but 
classified as b (story boundary) is stil l considered a true positive if there 
is another utterance boundary Tj whose label is b, provided that their ‘ 
t ime difference is wi th in a tolerance e, i.e., \Ti — Tj\ < e. According 
to the TDT-2 evaluation plan [8], a 15-second tolerance is allowed. 
Therefore in our evaluation of classifiers, we wi l l use Fl-measure wi th 
the above-mentioned tolerance window of 15 seconds taken into account 
(e = 15). 
5.2.2 Previous Approach of Story Segmentat ion Based on 
Lexical Cha in ing 
We have introduced in Section 2.1.2 how lexical chains were used to 
identify story boundaries. Basically the intui t ion is to either use (1) 
Chain Starts and Chain Ends as indicators of absence of cohesion 
(Hearst [15], Stokes [52]), or (2) Chain Continuations as indicators of 
continuing cohesion (Galley [13]). However these approaches possess 
some potential weaknesses. Firstly, they did not capture the statis-
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t ical distr ibution of cohesion indicators at or near a story boundary. 
We discovered that these features exhibit some patterns of statistical 
distr ibution that we would like to make good use of. Secondly, they 
did not use both Chain Starts/Chain Ends and Chain Continuations 
for story boundary indication. We regard both sets of features to be 
valuable indicators of story boundaries, and we believe that both sets 
of features should be applied. Thirdly, they lack a standardized math-
ematical formulation to spell out the rationale of their approaches. We 
would like to formalize our mathematical formulation to provide more 
solid grounds for the lexical chaining based segmentation approaches. 
Before introducing our segmentation model, we would like to take 
a closer look of how lexical chain based boundary detection was per-
formed previously. Stokes made good use of Chain Starts and Chain 
Ends to identify the location of story boundaries. Stokes' work has 
similar definitions of Chain Starts and Chain Ends as we do, except 
that the Chain Starts are aligned to the closest preceding utterance 
boundary, while the Chain Ends are aligned to the closest following 
utterance boundary. A scoring metrics known as boundary strength, 
n + 1) is proposed: 
Def in i t ion 5.2.1. Boundary strength w{n, n + 1) at the boundary be-
tween the n - th and n + 1-th utterance is the sum of the imiriber of 
chains starting at n + 1 and the number of chains ending at n. 
Figure 5.1 shows how boundary strength is calculated in Stokes' 
work. Based on the assumption that Chain Starts and Chain Ends 
are indicators of loss of cohesion, one can deduce that the higher the 
boundary strength is, the more likely that topic shift occurs. Stokes' 
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Figure 5.1: This figure shows an illustration of Stokes' segineiitatioii ap-
pi.oacli. At every uttcraiice boiiiidary, the boundary score is calculated. I t 
is the sum of the number of Chain Starts in the following utterance and the 
number of Chain Ends in the preceding utterance. The local maxima are 
selected and those whose value exceeds a trained threshold are the proposed 
story boundaries. 
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approach identifies all the local maximum of boundary strength. The 
maxima whose value exceeds a threshold are hypothesized to be story 
boundaries. The threshold is obtained by the average of all non-zero 
boundary strength, plus a constant x (a;=l or 2 depending on the data 
set). 
This approach is simple and intuitive, while i t may have some po-
tential problems. Firstly, the boundary strength only captures the 
Chain Starts in the following utterance segment, and the Chain Ends 
i l l the preceding utterance segment. Longer range Chain Starts/Ends 
features are potentially lost wi th this scoring scheme. Secondly, i t 
treats each utterance segment as a bag-of-words and neglects the im-
portance of Chain Starts/Ends position relative to an utterance bound-
ary. Thirdly, Chain Continuations are salient features but are omitted 
in this framework. 
5.2.3 Statistical Framework for Story Segmentat ion based on 
Lexical Cha in ing 
We here propose a statistical framework that (1) is able to use both 
Chain Starts/Ends and Chain Contii i i iatioiis as features for story seg-
mentation, (2) captures the statistical distr ibution of features to im-
prove segmentation performance, and (3) lias well-defined mathemati-
cal formulation to provide solid rationale of the approach. 
In order to discern a story boundary from a non-story boundary, 
we can compare the likelihood that an utterance boundary is a story 
boundary and the likelihood that i t is not a story boundary. These 
can be objectively measured and their ratio can be calculated. More 
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formally, we perform a Likelihood Ratio Test (LRT) to evaluate the 
rat io between the probabi l i ty that an utterance boundary Xi is a story 
boundary ( 队 = b ) and the probabil i ty that an utterance boundary 
Xi is not a story boundary (yi = b). I f the value exceeds a certain 
threshold 6 , i t is more likely that Xi is a story boundary. Otherwise i t 
is more likely that Xi is not a story boundary. This 6 can be empirically 
determined by a t ra in ing procedure explained in section 5.2.4. 
Before describing our use of l ikelihood rat io test as a classifier, we 
would like to give the formal derivation of the test in this chapter. Our 
objective is to evaluate whether the l ikelihood rat io exceeds a trained 
threshold 0 , given our observation of features Si’r, Ei^r and Q : 
= — 、. J 
Bayes' rule enables us to reduce the equation to the form: 
Pr(2/i = 5 |S i ,T ’E、 ”Q) 
_ P r ( S 、 為 ， C h = b) FijiM = 6 ) /Pr (S"，E、”Q) 
—Pr(Si，” E、t，Cilvi = b) PiiiM = b)/Pr(Si’T, E,,., Q) 
_ I M S ,，T ’ E “ T，Q k = 6 ) P i , f a = 6) 
— = Fiiyi = b) 
> (-) (5.6) 
I f we further add the assumption that the features Si^r, Ej,^, C^ 
are condit ional ly independent of each other, we can expand the term 
> 
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Pr(Si，T，E,,,, Cilvi = b) and E^,,, Q | 讲 = b ) : 
_ Pr(S、” E, , . , Cilvi = b) Fr(yi = b)/Pr(S、” E、 ” C , ) 
—Pr(S�T，E、t，Qbi = b) Pr(y, = b ) / E 、 ” Q ) 
—Pr(Si,r,Ei,r,Cilyi = b) Prjyi = b) 
_ = b) = b) = b) Pr (y , = b) 
—Pr{Si^r\yi = b) FriSi^rlVi = b) Pr(C,|2/, = b) Pr(7/, = b) 
> e (5.7) 
Instead of direct ly calculating the rat io, we opt for the use of a 
log-l ikel ihood rat io test for better resolution of the figures. Af ter rear-
ranging the terms, the fol lowing equation is the test for evaluating the 
l ikel ihood of a story boundary for the utterance boundary at Tf 
[ log(Pr(S,,. |y, = b)) - log(Pr(S,,,|2/, = 6))] 
+ [log(Pr(Ei,,|2/, = b)) 一 log(Pr(Ei , , |y , = b))] 
+ [log(Pr(C,|2/, = b)) - l og (Pr (C小力=b) ) ] 
+ [ l og (Pr fe = b)) - log(Pr(2/, = b))] > e (5.8) 
Here 9 = log 6 . Each te rm in the brackets [ . . . ] has its physical 
meaning. The first te rm log{Fv{Si^r\yi = b)) - log{PY(Si^r\yi = 
measures the log rat io of l ikel ihood that features Sj,^ are observed if yi is 
a boundary to the l ikel ihood tha t the same set of features are observed 
if yi is not a boundary. The second and t h i r d term are similar, except 
tha t the features are Chain Ends features and Chain Cont inuat ion 
features respectively. The four th te rm measures the rat io of l ikel ihood 
INDICATION OF STORY BOUNDARIES 
CHAPTER 5. BY LEXICAL CHAINS 72 
that Pi is a boundary to the likelihood that it is not a boundary. 
In our model, we make an assumption that the story boundaries 
are uni formly distr ibuted across the story. In other words, the den-
sity of story boundary Pr(2/i = b) does not depend on the location 
of Ti. Consequently, a constant value of the fourth term log = 
b) — log Pr(?/i = b) can be used in each of the data sets (Long Programs 
data set and Short Programs data set). P r (讲= b ) is determined by the 
number of story boundaries divided by the number of utterance bound-
aries on the whole data set. Pr(2/i = b) is given by 1 — P r (队= b ) . The 
description of other probabilities used in the ratio test (Pr(Si_T-|2/2 = b), 
= b), Pr(Ci|?/i = b), P r ( C i | 队 = b ) ) has already been cov-
ered in sections 4.2.1 and 4.2.2. We make another assumption that at 
non-story boundaries, the Chain Starts and Chain Ends appear uni-
formly, i.e., they follow uniform distributions: P i : ( S i ’ 丁 = b) = ks, 
= b) = kE- The choice of probabil i ty distr ibutions is sum-
marized i l l Table 5.2 
At story boundary At non-story boundary 
Vi = b yi = b 
Pr(Si^ T-|?/i) Weibull/Log-normal / Gamma, Uniform 
Pr(Ei’T|讲） Weibiill/Log-normal/Gamma Uniform 
Pr(Ci|队） Poisson Poisson 
Table 5.2: The choice of probability model in the Log-likelihood Ratio Test 
(LRT) Model. 
In practice, we have to make one more assumption that all the 
ind iv idual features in Sj’,，E、t’ C i are independent. Therefore the 
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model is formulated as follows: 
E [log(Pr(5,|2/, = b)) - log{FT{Sj\y, = 6))] 
SjeSi’r 
+ llog{FT{Ej\y, = b)) - log{FT{Ej\y, = b))] 
EjGEi，丁 
+[k )g (Pr (Q| 队 = b ) ) — log(Pr(Q|2/, = b))] 
+ [log(Pr(y, = b)) — log(Pr(2/, = b))] > 6. (5.8) 
5.2.4 Post Processing of Ra t io for Boundary Identif ication 
At every utterance boundary, the log-likelihood that it is a story bound-
ary is evaluated. We call the graph of log-likeliliood versus the utter-
ance index or the time of the utterance boundary the "t ime series of 
log-likelihood". Theoretically speaking, the higher the value of log-
likelihood, the more likely that the utterance boundary should be clas-
sified as a story boundary. 
In general classification task, all the data points exceeding the 
threshold 6 shall be assigned the same label. However, in sequential 
classification, in particular our story segmentation task, it may be un-
desirable to consider all utterance boundaries wi th log-likelihood ratio 
exceeding 6 to be story boundaries. Consider the plot of log-likelihood 
in Figure 5.2. A l l the circled data points in the figure are all above 
however only the one w i th the highest ratio should be picked. We can 
consider that the presence of a story boundary excludes the appear-
ance of story boundaries around its vicinity. I t is very unlikely that 
several consecutive utterance boundaries are story boundaries. Only 
if we observe that there is another peak of the log-likelihood ratio, we 
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shall consider the presence of another story boundary. In other words, 
i t would be more reasonable to pick only the local maximum. This 
practice of picking the extremum value of boundary measure is seen in 
many other cohesiveness-based segmentation approaches, for example, 
13，15，22, 52]. Some approaches identi fy the location of max imum 
story boundary l ikelihood [22’ 52], while others identi fy the location of 
lowest cohesiveness [13, 15 . 
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Figure 5.2: An example of Log-likelihood time series calculated from an 
excerpt in a long news program. The time series of log-likelihood is calcu-
lated and the curve is sinootlied. The local inaxiina whose value exceeds a 
threshold trained from the development test set are proposed to be story 
boundaries. 
Note that in the t ime series, the log-l ikelihood may fluctuate more 
vehemently at some locations. As a result the maxima detection be-
comes too sensitive and more false alarm would occur. Therefore we ap-
p ly a smoothing process to reduce the f luctuat ion in the log-l ikelihood 
value. The running average of the log-l ikelihood value is used in place 
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of the original l ikelihood value. 
Before we can evaluate the performance of our classifier, we need 
to t ra in a value for the rat io threshold 9. A higher 9 means that we 
impose a stricter threshold to recognize an utterance boundary as story 
boundary, while a lower 6 means that we are more lenient in quali fying 
an utterance boundary as story boundary. 
We determine the value of rat io threshold 0 by t ra in ing the value 
using the development test set. Separate values are trained for the Long 
Programs data set and the Short Programs data set. By varying Q, we 
pick the value that gives the highest Fl-measure in our evaluation. 
5.3 Comparing Segmentation Models 
We would like to demonstrate the segmentation results of our proposed 
L R T model, using Weibul l Dist r ibut ion to model the behavior of Chain 
Starts and Chain Ends near story boundaries. The observation window 
length is chosen to be 20 seconds. In this experiment, we would like to 
compare the results against two baselines, namely Stoke's segmentation 
approach ("Stokes") and Significant Pause Segmenter ("Pause"). For 
the sake of fair comparison, only Chain Starts Si^r and Chain Ends S、丁 
are used. The L R T model is hence formulated as follows: 
[log(Pr(S,,,|2/, = b)) — log(Pr(S、丁 I 队 = 5 ) ) ] 
+ [log(Pr(Ei,,|y, - h)) - log(Pr(Ei,,|z/, = b))] 
+ [log(Pr(2/, = b)) - log(Pr(2/, = b))] > 9 (5.9) 
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where r — 20s. 
Stokes' segmentation approach has been introduced in Section 5.2.2. 
We follow the same pre-processing work to extract candidate terms 
and form lexical chains as described in Chapters 3 and 4. The only 
difference from our proposed model is the final scoring procedures. 
In addition, we would like to introduce the Significant Pause Seg-
menter. This segmenter uses significant utterance boundaries and non-
speech event (e.g. music) to identify story boundaries. In broadcast 
news, the utterance boundaries are good indicators of story boundaries 
as anchors usually insert long pauses upon topic shift, while non-speech 
event often signify the presence of jingles and theme music which are 
indicators of topic change. Such cues are used in prosody-based seg-
mentat ion approaches such as [55]. We trained the non-speech event 
and pause threshold in the training set of the Long Programs and Short 
Programs data set. A l l utterance boundaries exceeding this threshold 
are hypothesized as story boundaries. 
Figure 5.3 shows the recall-precision graph of the three approaches 
on Long Programs and Short Programs (lata sets. 
For the three approaches, we see that there is a trade-off between 
precision and recall. I f a lower threshold 6 is set, most story boundaries 
wi l l be captured in each approach and the recall w i l l be higher. How-
ever, there wi l l be more false alarms as more non-boundaries might 
be treated as story boundaries. Hence the precision wi l l be lower. 
Note that the Significant Pause Segmenter has a more convex shaped 
precision-recall curve, which means that the degradation in recall(precision) 
is more prominent when there is an attempt to raise the precision (recall). 
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Figure 5.3: Graph of segmentation performance of the LRT Segmenter, 
Stokes，Segmenter and Significant Pause Segmenter on (a) Long Programs 
and (b) Short Programs. 
The L R T model (best F l=0 .765 on Short Programs, best F l=0 .530 on 
Long Programs) consistently performs better than Stokes' model (best 
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Fl=0 .545 on Short Programs, best F l=0.466 on Short Programs). The 
Significant Pause Segmenter (best F l=0.765 on Short Programs, best 
F l=0 .529 on Long Programs) performs slightly worse than the LRT 
model in Long Programs, but can outperform the LRT model in Short 
Programs. 
Short Programs have a more regular program structure. Conse-
quently, the segmentation results are generally better for all the three 
approaches. In particular, the Significant Pause Segmenter achieves 
significantly higher results than the other two approaches. I t is ex-
plained by the fact that the durat ion of each story is relatively short, 
i t is unlikely that the anchor inserts a long within-story break. Story 
boundaries can possibly be detected by human behavior of inserting 
longer break across topic shift w i th high accuracy. The LRT model 
comes second for Short Programs, whereas for Long Programs the 
L R T model achieves comparable results w i th the Significant Pause Seg-
iiienter. Stokes' approach perforins consistently weaker than the other 
two approaches. 
The simplified LRT model is shown to be a more effective segmenter 
than Stokes' segmenter. We have emphasized that the pre-processing 
procedures are equivalent and the only difference is the scoring method. 
I t is conceivable that the underlying probabil i ty distr ibut ion of Chain 
Starts and Chain Ends captured by the LRT model leads to better 
results than Stokes' model. I t echoes our postulation that the relative 
posit ion of Chain Starts and Chain Ends from a proposed boundary is 
impor tant , and i t is unfavorable to consider each segment simply as a 
bag-of-words. We wi l l further verify this postulation in the following 
INDICATION OF STORY BOUNDARIES 
CHAPTER 5. BY LEXICAL CHAINS 79 
chapter. 
5.4 Chapter Summary 
In this chapter, we have given an overview of the classifiers we apply on 
our study of lexical chaining based story segmentation, i.e., the Like-
l ihood Ratio Test (LRT). This model addresses some potential weak-
nesses in the previous approaches, namely (1) The probabil i ty distri-
but ion of Chain Starts/Ends/Continuations are not captured; (2) The 
lack of standard mathematical formulation for the previous approaches 
and (3) Not all of the Starts/Ends/Continuat ions features are incor-
porated into those approaches. We conducted a test to compare the 
model w i th Stokes' previous approach, and a simple Significant Pause 
Segmenter. The experiment shows that our approach gives better re-
sults than Stokes' approach. However the results are only comparable 
to a simplistic Significant Pause Segmenter. We wi l l explore the ways 
to achieve better results w i th the LRT model, and look into the char-
acteristics of the LRT model in the next chapters. 
§ E N D OF C H A P T E R 5 § 
Chapter 6 
Analysis of Lexical Chains 
Features as Boundary 
Indicators 
We have established the Log-likelihood Ratio Test (LRT) model in the 
previous chapter. In this chapter, we would like to gain more insights 
from the LRT model and examine the components of the model in 
greater detail. In Section 6.1, we perform error analysis to examine 
the effect of ASR transcription error on segmentation performance. In 
Section 6.2, the window length r applied in our model is examined. 
Section 6.3 tests the effect on segmentation performance w i th different 
combination of features. Final ly in Section 6.4 the we t ry to remove 
the t iming information to test the performance of our model. 
80 
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6.1 Error Analysis 
Our experimentation is based on automatically transcribed (ASR gen-
erated) speech. One problem wi th our study is that the transcribed 
text is not error-free. The quality of lexical chains might be affected 
by wrong transcriptions and therefore the story segmentation results 
might be affected. Therefore it is worthwhile to examine the effect of 
ASR transcription error on the story segmentation results. 
Since the T D T 2 / T D T 3 corpora are supplied w i th part ial manual 
transcription, i t provides a golden standard for our comparison w i th the 
ASR generated transcription. However the part ial manual transcrip-
t ion is not complete and the manual transcription does not come w i th 
the t iming information. To tackle the problem of incomplete data, we 
narrow down to corpora to the ASR transcription which has a parallel 
manual transcription. To tackle the problem of t iming information, we 
first align the paragraph boundaries of the manually transcribed data 
to the story boundaries of the ASR data to get the t iming information 
as the beginning and end of paragraphs. Then we apply interpolation 
to estimate the t iming of each character in the manual transcription. 
The t iming may deviate from the actual t iming of the words, but the 
sequential information is preserved and the interpolated t ime is good 
enough for the input to our model. 
The training of distr ibut ion follows the same procedure as described 
in Chapter 4. Window length r = 20 seconds is used for both the 
Long Programs and Short Programs. Chain Starts, Chain Ends and 
Chain Continuation are applied as the features and no normalization is 
applied. Figure 6.1 shows the precision-recall graph of the segmentation 
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performance on the manual transcribed data and the ASR generated 
data. 
Program Manual Transcription ASR Transcription 
Long 0.636 0.586 
Short 0.720 
Table 6.1: Segmentation performance on Long and Short Programs using 
manual transcription and ASR generated transcription. Performance mea-
sured in F l . 
As mentioned in Section 3.1, the word error rate of the t ranscr ipt ion 
of the T D T 2 and T D T 3 Corpora are 18.0% and 19.9% respectively. In 
terms of degradation in F l , the ASR generated transcript has 7.9% 
and 0.1% degradation in the best F l achieved in Long and Short Pro-
grams respectively. This shows that the LRT model is subjected to 
performance degradation f rom ASR error, yet the degradation is less 
sensitive than the degradation in transcr ipt ion accuracy. This implies 
tha t the model is quite robust against ASR error. 
6.2 Window Length in the LRT Model 
I n Section 5.3，a fixed window length r for the L R T segmenter is im-
posed. We would like to observe the effect of the choice of the window 
length on segirientation performance. The window length r determines 
the observation window f rom each utterance boundary, and i t gives 
insights about how far the chain starts and chain ends features should 
be captured. 
We apply the L R T model w i t h Chain Starts, Chain Ends and Chain 
Cont inuat ion features(c.f. Equat ion (5.8)). The Chain Starts and 
Chain Ends features are captured by The Weibul l , Gamma or Log-
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Figure 6.1: Graph of Segmentation performance on Long Programs and 
Short Programs using ASR transcription and manual transcription. 
normal Distr ibution. By varying the window length and the Fl-measure 
sis observed. Figures 6.2, 6.3 and 6.4 shows the segmentation perfor-
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malice when window length r varies. 
In general, the results are more consistent on Long Programs than 
on Short Programs. This is because of more stories and programs 
available from the Long Programs data set (refer to Section 3.1.2 for 
details). For long programs, the best Fl-measure is achieved at r = 
155, consistently across the three types of distributions. For short 
programs, the best Fl-measure is achieved at r =15s, 22.5s and 17.5s 
for The Weibull, Gamma and Log-normal Distr ibut ion respectively. 
Prom the results as shown in the figures, the window length that 
produces the best Fl-measure lies in the range of 15s < r < 25s. 
The opt imum r for Long Programs and Short Programs are not vastly 
different. This suggests that the indicators that signify the presence 
of boundary occurs rather " locally", i.e., close to the location of topic 
shift, rather than over a long range. In other words, topical vocabulary 
emergence (Chain Starts) and the last appearance of topical vocabulary 
(Chain Ends) appear quite close to story boundaries. I t suffices to cap-
ture a short observation window in the calculation of story boundaries, 
which is favorable to the performance of the LRT segmenter. 
6.3 The Relative Importance of Each Set of Fea-
tures 
In most of our use of Lexical Chain indicators, the whole set of features 
(Chain Starts, Chain Ends and Chain Continuations) are applied. I t is 
worthwhi le to study the importance of each type of features. We have 
postulated that the LRT segmentation model outperforms Stokes' ap-
proach, and possibly has the merit over other lexical chaining based 
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Figure 6.2: Graph of Fl-measures achieved by the LRT model on Long and 
Short Programs at different window lengths. The Weibull Distribution is 
used for modeling Chain Starts and Chain Ends. 
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Figure 6.3: Graph of Fl-measures achieved by the LRT model on Long and 
Short Programs at different window lengths. The Gamma Distribution is 
used for modeling Chain Starts and Chain Ends. 
Analysis of Lexical Chains Features 
CHAPTER 6. as Boundary Indicators 87 
Graph o f F l - m e a s u r e f o r Long Programs at D i f f e ren t W i n d o w Length 
M o d e l e d in t h e Log-norma l D i s t r i bu t i on 
0.65 
0,6 - — Qptimjumi4fi.5,.0.521). 
1 2 3 4 5 6 7 8 
Threshold 0 
一Window=10s 一Window=15s 一Window=20s —Window=25s —Window=30s 
Graph o f F l - m e a s u r e f o r Shor t Programs at D i f f e ren t W i n d o w Length 
M o d e l e d in t h e Log-norma l D i s t r i b u t i o n 
0.76 1 
Optimum: 
1 2 3 4 5 6 7 8 9 
Threshold 0 
—Wlndow=15s —Window=17.5s —Wlndow=20s —Window=22.5s 
Figure 6.4: Graph of Fl-measures achieved by the LRT model on Long and 
Short Programs at different window lengths. The Log-normal Distribution 
is used for modeling Chain Starts and Chain Ends. 
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approaches, in the way that it captures all the three types of features. 
We would like to see how the LRT model performs with different com-
bination of features. 
S e g m e n t a t i o n P e r f o r m a n c e f o r LRT M o d e l 
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Figure 6.5: Fl-measure of segmentation performance by different combina-
tions of feature sets on Long Program using the LRT Model. 
Using the Weibul l D is t r ibu t ion and sett ing the window size at r = 
20s，we have evaluated the segmentation performance by the LRT 
model on different feature sets combination. We denote Chain Starts 
features by S, Chain Ends features by E and Chain Contiimations fea-
tures by C, For example, S + C refers to the use of both Chain Starts 
and Chain Cont inuat ions Features and the mathemat ical formulat ion 
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Precision-Recall Graph o f Segmenta t ion Results by LRT M o d e l 
w i t h D i f fe ren t Choices o f Feature Sets o n Long Programs 
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Figure 6.6: Precision-Recall graph of segmentation performance by different 
combinations of feature sets on Long Program using the LRT Model. 
Precision-Recall Graph o f Segmenta t ion Results by LRT M o d e l 
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Figure 6.7: Precision-Recall graph of segmentation performance by different 
combinations of feature sets on Long Program using the LRT Model. 
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is given as follows: 
[log(Pr(S,,,|2/, = b)) — log(Pr(S,,.|y, = b))] 
+ [log(Pr(Q|2/, = b)) - l o g ( P r ( C 無 = b ) ) ] 
+ [log(Pr(2/, = b)) - log(Pr(7/, = b))] > 6. (6.2) 
Figure 6.6 and 6.7 show the results on Long Programs and Short 
Programs respectively and 6.5 summarizes the results on both data 
sets. Using S alone can provide sound results on both data sets. Per-
formance based on C alone is far from satisfactory. The performance 
of using E alone varies. Using E alone achieves slightly better results 
than S alone on the Short Programs. However on Long Programs, the 
result is close to using C alone. I t suggests that on Short Programs, 
towards the end of stories, the last appearance of topic words are good 
indicators of an upcoming topic shift. Whereas in Long Programs, the 
concluding topic words are not very well captured by our model and 
are therefore not good indicators of upcoming topic shifts. 
Feature Performance Performance Improvement (Fl) 
Set, (Fl) ~ + 5 I +五 I 
S 0.480 - +0.050 +0.073 
E 0.405 +0.125 - +0.090 
C 0.380 +0.173 +0.114 — 
S + E 0.530 - - +0.082 
5' + C 0.553 - +0.058 -
E + C 0.494 +0.117 - -
Average 0.474 0 . 1 3 8 + 0 . 0 7 4 +0.081 
Table 6.2: Performance gain by incorporation of additional feature sets for 
Long Programs. 
When features are used in combination, the segmentation perfor-
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Feature Performance Performance Improvement (F l ) 
Set (F l ) I +丑 I — 
S 0.639 - +0.048 +0.048 
E 0.648 +0.039 - +0.086 
C 0.508 +0.178 +0.226 -
S + E 0.686 - - +0.053 
S + C 0.686 - +0.053 -
E + C 0.734 +0.005 - -
Average 0.650 0.074 +0.109 +0.062 
Table 6.3: Performance gain by incorporation of additional feature sets for 
Short Programs. 
mance is better than when each constituent feature is used individually. 
Table 6.2 and 6.3 summarize the gain in performance when additional 
features are added. Additional S features boost the segmentation per-
forinance most proininently in Long Programs. Adding E features 
leads to most prominent segmentation performance results in Short 
Programs. This is consistent with the good results of using S alone 
in Long Programs and using E alone in Short Programs. Introduction 
of C features in Long Programs appears to be more effective than in 
Short Programs. It suggests that continuing chains improve segmenta-
tion better in Long Programs, which contain more sub-topical changes 
within a story. 
In summary, it is favorable to incorporate all the three sets of fea-
tures in order to gain more indication of story boundaries, and thus 
achieving better segmentation results. The LRT model provides the 
flexibility to incorporate all the three sets of features, and potentially 
other features. The better performance than Stokes' approach is partly 
attributed to this characteristic. 
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6.4 The Effect of Removing Timing Information 
We have put forward the idea that the LRT model outperforms Stokes' 
seginenter part ly because the former captures the underlying distribu-
t ion of the Chain Starts and Chain Ends. In the LRT model, the offset 
of a feature from an utterance boundary affects how much it fits the 
underlying probability distribution. In order to understand the im-
portance of t iming information, we decide to introduce the quantized 
probabil i ty distributions to model Chain Starts and Chain Ends. 
Def in i t ion 6.4.1. Quantized Distribution A Quantized Distr ibution 
y = Dq^b(x) is derived from a probability distribution D{x) by discretiz-
ing the output y at regular intervals of b on the input x, normalized by 
the total area under Dq从工)(i.e. f ^ Dq^b{x)dx). b is known as the bin 
size of the Quantized Distribution. 
For example, for the Weibull Distr ibution W{x) we can define the 
Quantized Weibull Distr ibution of bin size 1: Wq^i{x). The relation of 
the two distributions are as follows: 
W,,,{x) = W { \ x ] ) / k (6.1) 
Here /c is a normalization factor. Figure 6.8 is an example of the 
Quantized Weibull Distr ibution as stated above. 
The purpose of the introduction of the Quantized Probability Dis-
t r ibut ion is to blur the difference of t iming information among fea-
tures. Consider two Chain Starts features occurring at 1.35 and 1.7s 
from an utterance boundary. Using the Weibull Distr ibution in the 
above example would render different likelihoods of story boundary 
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Figure 6.8: An illustration of the Weibull Distribution and the Quantized 
Weibull Distribution with bin size of 1. 
since 1^(1.3) = 0.178 and 1^(1.7) = 0.185. I f Quantized Weibull Dis-
t r ibut ion is used, the two features wi l l be equivalent as W g ’ i ( 1 . 3 ) = 
Wq^i(1.7) = W{2) = 0.186. We can say that part of the t iming infor-
mat ion is lost by quantization. Consider an extreme case that bin size 
equals window length b = T. Features captured in the same observation 
window would yield the same likelihood value. A uniform distr ibut ion 
is actually in place. This would be similar to Stokes' treatment of 
Chain Starts and Chain Ends in the same utterance. 
Using Chain Starts, Chain Ends and Chain Continuations and the 
Weibul l Dist r ibut ion is applied, and using the window length r = 20s, 
we apply different bin sizes to evaluate the effect on segmentation per-
formance. Figure 6.9 shows the performance on Long Programs, while 
Figure 6.10 shows the performance on Short Programs. 
From both the recall-precision graph and the F1 graph in both 
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Best Fl-measure at Different Bin Sizes 
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Figure 6.9: Segmentation performance of the LRT model when Quan-
tized Probability Distribution is applied. The Long Programs data set is 
used. The graph above shows the Fl-meausre while the graph below shows 
precision-recall. Here zero bin size refers to the use of non-quantized distri-
bution. 
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Best Fl-measure at Different Bin Sizes 
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Figure 6.10: Segmentation performance of the LRT model when the Quan-
tized Probability Distribution is applied. The Short Programs data set is 
used. The graph above shows the Fl-meausre while the graph below shows 
the precision-recall. Here zero bin size refers to the use of non-quantized 
distribution. 
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data sets, we observe a consistent trend of deteriorating performance 
when the bin size increases. Precision, recall and F l drop as bin size 
b increases. I t infers that the blurr ing t iming information degrades 
segmentation performance in the LRT model. This further supports 
our proposition that LRT model has the merit of capturing the un-
derlying distr ibut ion and the t iming information. Simply treating ut-
terances as bags-of-words loses the t iming information and therefore 
may lead to poorer segmentation results than approaches which are 
timing-sensitive. 
6.5 Chapter Summary 
We have investigated in this chapter the effect of ASR error on seg-
mentation. We also studied some features and parameters of the LRT 
model, namely the choice of window length r , the choice of feature 
sets and the choice of bin size b for capturing t iming information. Our 
study shows that ASR transcription error leads to poorer segmenta-
t ion result, yet the magnitude of degradation in performance is less 
than that of the degradation in ASR transcription accuracy. Also we 
demonstrate that the observation window length r for capturing Chain 
Starts and Chain Ends feature is rather small, which means that the 
features appear quite locally near story boundaries. In addition, we 
further confinri the importance of incorporating all of the three feature 
sets, namely Chain Starts S、Chain Ends E and Chain Continuation 
C, into the L R T model. Incorporating an addit ional feature is shown 
to boost the segmentation performance as more cues are available for 
ident i fy ing story boundaries. We also show that the use of a probabil-
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i ty distr ibut ion to capture the relative time positions of a feature to an 
utterance boundary is important in improving segmentation results. I t 
contrasts w i th the previous approaches which simply treat utterances 
as bags-of-words and neglect the t iming information. 
§ E N D OF C H A P T E R 6 § 
Chapter 7 
Conclusions and Future 
Work 
In this thesis, we have established the framework for a lexical chain-
ing based story segmentation approach. Lexical chains are formed by 
l inking repeated candidate terms to represent lexical cohesiveness. A 
statistical framework has been established based on understanding the 
relation between lexical chains and story boundaries and the model 
compares favorable than the previous work. In this chapter, we sum-
marize the contributions of this thesis, and to propose future work for 
the L R T model. 
7.1 Contributions 
Our contributions in this thesis include the following: 
• We have refined the process of lexical chain formation. The previ-
ous approaches use a maximum chaining distance A (also known 
as chain hiatus) that is determined by heuristics, which we find 
98 
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i t diff icult to be generalized for different types of data sets. In 
response to this, we have proposed the use of A determined by 
maximization of Fl-measure of coherent l ink. We have proposed 
the use of repetit ion only lexical chain and established the lexical 
chain formation procedures. 
• We have put forward that lexical chains provide two sets of im-
portant features that are salient for story boundary identification 
—The absence of lexical cohesiveness indicators Chain Starts and 
Chain Ends, and the continuation of lexical cohesiveness indi-
cator Chain Continuation. We related the appearance of these 
indicators w i th the presence/absence of story boundaries. 
• We have studied the statistical behavior of lexical chains. We 
have proposed that the appearance of lexical chain features fol-
low some probabil i ty distributions. By training the parameters 
of these distr ibut ion, we can determine the likelihood that an ut-
terance boundary should be classified as a story boundary. A 
l ikelihood-ratio test (LRT) jnodel has been proposed to capture 
the relation between lexical chain features and the appearance of 
story boundaries. 
• We have tested the LRT model against the re-implementation 
of Stokes' lexical chain based story segmentation approach. Our 
model has consistently performed better than Stokes' model and 
the improvement can be at t r ibuted to (1) the distr ibut ion of lex-
ical chain features are captured, and (2) the use of the chain 
continuation features which was absent in Stokes' model was in-
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corporated. 
• We have analyzed the characteristics of the LRT framework for 
story segmentation. We identified that the LRT model looks at 
features wi th in a short window length which facilitates perfor-
1 nance. We found that quantized distribution degrades the per-
formance, which proves that it is not desirable to treat lexical 
elements in an utterance as a bag-of-words. 
7.2 Future Works 
This thesis has set the ground work for a statistical framework for the 
story segmentation task. The work is rather preliminary and we believe 
there is huge potential for the extension of the framework, and possibly 
wider application can be addressed by the proposed model. We propose 
the following extension of the segmentation framework. 
7.2.1 Further Extension of the Framework 
We believe that the lexical chaining formation process can be further 
refined. Currently only repeated words are used in lexical chains for-
mation. Al though Stokes suggests that additional word relations (e.g. 
synonyms, antonyms, hyponyms) lead to degradation in performance 
due to noise contributed by additional word relations, it is possible 
that the chaining algorithm can be refined to contain the effect of such 
noise. Proper pr iming procedures can be explored to remove noise from 
lexical chains to improve the performance. 
In the LRT model, we have made an assumption that the boundary 
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probabil i ty P r (B) and non-boundary probabil i ty P r (B ) are uniform. 
However i t is possible that non-uniform story boundary occurrence 
exist in the news programs. For example, if i t is known in prior that in 
the first 15 minutes of a new programs, the stories are shorter, then a 
higher P r (B ) can be assigned to the region. I f the documents are from 
the same news program, some prior knowledge about the boundary 
occurrence may help to achieve better segmentation results. 
In addition, in our implementation, the importance or weight as-
signed to a chain only depends on the distance of the Chain Starts/ 
Ends from an utterance boundary. However chains should have differ-
ent weights according to the importance of terms, number of repeating 
terms and density of terms. For example, i t is probably more desirable 
to assign heavier weight to a chain whose constituent terms appear 
more frequently than another one w i th terms appearing more sparsely. 
More term repetitions in the former chain indicates that the term is 
more likely a topic word. Meanwhile the importance of a chain should 
be counterweighted by how often the term appears in general context. 
The measure tf.idf ( term frequency x inverse document frequency, 
47]) used in information retrieval captures this idea. Galley [13] ap-
plies a modified version of tf.idf to assign weights to lexical chains. 
The lexical chain score is given by: 
score叫=freqiU) • log{L/Li) (7.1) 
where Ri is the lexical chain composed of repeating terms t j , L is the 
length of the text, L i is the length of chain Ri. The use of td.idf is 
proven to be effective in Galley's work. If we apply chain scoring in 
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this manner, i t adds complication to our LRT model since not only do 
we need to capture the distr ibution of Chain Starts and Chain Ends, 
should take into consideration the relative score of the chains. The 
L R T model could be modified as follows: 
^ log(score(Sj)}lPriSj\yi = b) - = b)] 
+ ^ \og{score(Ej))[FiiEj\yi = b) - = b)] 
+ log(score(Cy)[Pr(Q|2/ i = b) - P r ( C 如 = 6 ) ] 
+ [log(Pr(2/i = b)) — log(Pr(2/, = b))] > 9 (7.2) 
Further complications would be added if other word relations are 
incorporated as well. The challenge would rest on the definition of the 
chain score instead of the LRT model. Once the score can be defined, 
the probabi l i ty distr ibut ion can be trained in the same manner as we 
have proposed in equation (7.2). 
In the LRT model, we have made an assumption that the features 
S, E and C are independent of each other. However i t is possible 
that there are some dependencies among the three sets of features. I f 
the dependencies among the features have to be modeled, the LRT 
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formulat ion would be modif ied as follows according to chain rule: 
P r (队= 6|Si,T，E、T，Q) 
_ E、t，Cilvi 二 b) F i j y i 二 b ) / E 、 ” Q) 
—Pr(S、T，E、t, Cilvi = b) Fvivi = 1)1 Pr(Si，T, E^,,, Q) 
_ I M S 、 T , E _ C a = 6)Pr (y i = 6) 
_ Pr(Si ,T，E〜C,|yi = 5 )Pr (y i = ^ 
= h) Pr(Eh|S、” y, = b) E…y^ = b) = b) 
= b) = b) - b) Pr(?/, = b) 
> e (7.3) 
I t would be much more dif f icult to model features such as 
Pr(Ei’T|Si，T, 2/i = b) i f no independence assumption is made. Future 
work may consider analyzing the interactions among the Chain Starts, 
Chain Ends and Chain Continuations and determine a suitable model 
to represent the dependencies among the features. 
Our study has focused on the use of three sets of lexical features 
only. Apa r t f rom discovering other lexical cues that can possibly be 
identif ied, a suitable choice would be to include prosodic cues. [26, 58 
have shown tha t for Chinese spoken audio, prosodic features such as 
significant pauses and A F O (change in fundamental frequency) provide 
salient indicat ion for ident i fy ing story boundaries. More important ly, 
i t is conceivable tha t prosodic features are complementary to lexical 
features. For example, for adjacent stories whose topics are similar, 
the lexical chains may not be able to provide sufficient indicat ion to 
discern the story boundary in between. Prosodic cues such as a long 
pause，or a p i tch reset, provide indicat ion that can possible salvage 
many story boundaries. 
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Actual ly the LRT model provides flexibly for incorporating other 
features as well. For example, if significant pauses P^ are to be in-
corporated, assuming independence among Chain Starts, Chain Ends, 
Chain Continuations and Pauses, the model can be modified as follows: 
_ E、” Q , 二 b) Pr(队 二 6)/ E,,. , Q , P , ) 
— E i ’ T , Q, Filvi = b) Fiivi = b)/Pr(Si’” E!’” Q, PJ 
= Q , Pilvi = b) Fiivi = b) 
Pr(Si,„ Q, Pilvi = b) Fiivi = b) 
=Pv{S,,r\yi = b) PijEi^rlyi = b) P r ( Q | 队 = b ) Pr(Pd认 二 b) Pr(i/, = b) 
-PT{S,^r\yi = b) PiiSi,r\yi = b) Pr(C,|2/, 二 b) Pr(P,|2/, = b) P r f e = b) 
> e (7.4) 
A l l alternative treatment would be similar to T i i r 's approach by us-
ing a weighing to combine the probabil i ty computed by lexical features 
and prosodic features as follows: 
(7.5) 
There are many other possible ways to combine the features. Using 
classifiers such as decision trees or maximum entropy model are also 
possible. I t w i l l be left to the future work to determine the best way 
to combine the lexical and prosodic features. 
CHAPTER 7. Conclusions and Future Work 105 
7.2.2 W ide r Appl icat ions of the Framework 
Although our proposed model has been tested exclusively on the Chi-
nese data source only, we believe that i t applies to other languages. 
Since lexical chaining is simplified to the process of l inking noun terms, 
as long as nouns can be identified, lexical chains can be formed and 
the distributions can be examined. Due to different natures (e.g. word 
orders,) of different languages, the probability distribution might be 
different and possibly some fine tuning is required. 
Another area that is worth investigating would be the segmen-
tat ion oil other types of docurneiits. We have proposed the frame-
work for broadcast news, which has the characteristics of fluent dis-
course, lexically dense content, l i igl i fidelity of automatic speech recog-
nit ion and more formal lexical elements. The success of lexical chain 
based story segmentation can be attr ibuted to these characteristics. 
Whether the LRT model is susceptible to degradation by interrupted 
discourse, fewer lexical features, or bad automatic speech recognition 
performance is worth investigating. Other domains such as lecture 
recordings, speeches, meeting recordings should be tested to verify the 
effect of each of those factors on the performance of story segmentation. 
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