Abstract. This paper addresses the problem of automatic acquisition of lexical knowledge for rapid construction of MT engines multilingual applications. We describe new techniques for large-scale construction of a Chinese-English verb lexicon and we evaluate the coverage and e ectiveness of the resulting lexicon for a structured MT approach that is embedded in a cross-language information retrieval system. Leveraging o an existing Chinese conceptual database called HowNet and a large, semantically rich English verb database, we use thematic-role information to create links between Chinese concepts and English classes. We apply the metrics of recall and precision to evaluate the coverage and e ectiveness of the linguistic resources. The results of this work indicate that: (1) we are able to obtain reliable Chinese-English entries both with and without pre-existing semantic links between the two languages; (2) if we have pre-existing semantic links, we are able to produce a more robust lexical resource by merging these with our semantically rich English database; (3) In our comparisons with manual lexicon creation, our automatic techniques were shown to achieve 62% precision, compared to a much lower precision of 10% for arbitrary assignment of semantic links.
Introduction
The growing quantity of online multilingual information, e.g., on the Web, has created an urgent need for rapid construction of lexical resources. Automatic and semi-automatic techniques for lexical acquisition are more critical now than ever before as it becomes infeasible to produce adequate semantic representations on a large scale by human labor alone. We describe a new linguistically-based approach to largescale construction of a semantic lexicon for Chinese verbs. This resource is used by a machine translation module whose sub-components are embedded in a system for English-Chinese cross-language information p.1 retrieval. We focus speci cally on the problem of compensating for gaps in the existing resources and we apply the metrics of recall and precision to evaluate the coverage and e ectiveness of our lexicon.
We leverage o three existing resources: (1) a classi cation of English verbs based on EVCA (English Verbs Classes and Alternations) (Levin, 1993) , in a signi cantly enhanced form called the LCS Verb Database (LVD) (Dorr, 2001) ; (2) a Chinese conceptual database called HowNet 1 (Dong, 1988c) , (Dong, 1988b) , (Dong, 1988a) ; and (3) a large machine readable Chinese-English dictionary called Optilex. 2 We use thematic-role information (e.g., a mapping between the HowNet \Pa-tient" and the LVD-based \Th(eme)") to create links between Chinese concepts and English classes. Each Chinese-English link is additionally associated with a sense from WordNet (Miller and Fellbaum, 1991) , (Fellbaum, 1998) , thus producing a new Asian companion to the current (Euro)WordNet initiative. Finally, we use the LVD-based semantic classes, our thematic role mapping, and canonical English words to produce a large set of Lexical Conceptual Structures used in the embedded machine-translation components.
Until this year, HowNet contained no English translations. Thus, our initial experiments used Optilex to produce candidate English translations. In the latest version of HowNet (Dong, 2000) , the English translations are included; however, our work has provided the basis for increasing recall|acquisition of thousands of correct Chinese-English entries that do not currently exist in HowNet|and, moreover, it has provided a link into the semantic classes underlying a large English conceptual database. Since the new HowNet was released, we have been able to execute a more accurate evaluation of our Chinese-English links|in particular, we use the English translations in HowNet to determine the precision of our approach (overall accuracy of the ChineseEnglish links we have already automatically). Finally, given that our initial work did not make use of the English translations in HowNet, we expect those same techniques to be generally applicable to other foreign language semantic hierarchies where English translations are not available. We predict this will occur more and more frequently, as online (non-bilingual) linguistic resources continue to be made available in multiple languages (see, for example, (Hovy, 1998) ).
The lexicons resulting from our acquisition approach are used for determining word senses in a machine translation (MT) module whose sub-components are embedded in a cross-language information retrieval (CLIR) system|allowing the user to access Chinese documents using 3 English as their query language. The importance of determining word senses in embedded MT is clear when one considers the degree of inaccuracy that might result from using a weak alternative, such as access to a bilingual word list.
The next section relates our work to that of other researchers who have investigated the problem of mapping across semantic hierarchies for construction of MT resources. Following this, we describe Lexical Conceptual Structure (LCS)|an interlingual representation used in our cross-language applications|and we illustrate how this representation is used as the basis of our embedded MT approach. After this, we describe the structure of our existing lexical resources, HowNet and LVD, and we show that mapping between these two resources results in a new resource: a Chinese LCS lexicon used for our embedded MT approach. Finally, we demonstrate that our automatic acquisition techniques provide a framework for compensating for gaps in this new resource. We evaluate the coverage and accuracy of the new Chinese LCS lexicon with respect to the pre-existing LVD and HowNet resources. We conclude that: (1) we are able to obtain reliable Chinese-English entries both with and without pre-existing semantic links between the two languages; (2) if we have pre-existing semantic links, we are able to produce a more robust lexical resource by merging these with our semantically rich English database; (3) In our comparisons with manual lexicon creation, our automatic techniques were shown to achieve 62% precision, compared to a much lower precision of 10% for arbitrary assignment of semantic links.
Mapping Across Semantic Hierarchies
Several researchers have investigated the problem of assigning classbased senses to verbs (Dorr et al., 1997) , (Palmer and Wu, 1995) , (Palmer and Rosenzweig, 1996) , (Palmer et al., 1997 ) using a variety of online resources including Longman's Dictionary of Contemporary English (LDOCE) (Procter, 1978) , EVCA (Levin, 1993) , and WordNet (Miller and Fellbaum, 1991) , (Fellbaum, 1998) . Translation of English classes into other languages has proven di cult , , (Saint-Dizier, 1996) , but regularities between di erent language classi cations can be found in some online resources (Dang et al., 1998) , (Dorr and Jones, 1999) , (Olsen et al., 1998) .
Our work extends the techniques described by (Palmer and Wu, 1995) , which used a concept space to produce a hierarchical organization of Chinese verbs. We adopt a technique that is similar in avor to the intersective-class approach of (Dang et al., 1998) , with the following 4 B. Dorr, et al. extensions: (1) The construction of an entry for all EVCA verbs| plus those in the enhanced LVD|rather than a small set of verbs (the break class); (2) The provision of a thematic-role based lter for a more re ned version of verb-class assignments; (3) Concept alignment across two di erent language hierarchies (Chinese and English) rather than one; (4) Mappings between Chinese and English thematic roles; and (5) Hooks into WordNet 1.6 senses for both languages. We view this work to be a signi cant enhancement to current e orts in resource building for multilingual applications such as the PropBank e ort .
Our approach to mapping across semantic hierarchies involves extraction of candidate translations from Optilex for each of the Chinese verbs occurring in HowNet. We then create links between Chinese concepts and English classes using thematic-role mappings between HowNet entries and LVD entries. Each Chinese-English link is subsequently associated with a sense from WordNet 1.6 (Miller and Fellbaum, 1991) , (Fellbaum, 1998) . Figure 1 illustrates the relation between existing resources and the mappings we produced. Solid lines represent pre-existing mappings; dotted lines are ones resulting from the application of our techniques. The most critical of these is the one labeled -roles (shorthand for \thematic roles"), which associates LVD classes with HowNet Concepts. The remaining two dotted-line mappings are \transitive closure" byproducts of the other mappings: Once the thematic-role mapping associates LVD verbs with HowNet verbs, each HowNet verb is associated with Optilex-based English glosses (translations) and WordNet 1.6 Senses. Section 4.3 provides more details about how the correspondences in Figure 1 are derived. Next, we describe the use of our lexical output-paper.tex; 1/10/2001; 15:22; p.4
Construction of a Chinese-English Verb Database 5 representations as the basis of the embedded MT modules used in our CLIR system.
Embedded MT: Lexical Knowledge and Translation Approach
One of the types of knowledge that must be captured for use in MT applications is linguistic knowledge at the level of the lexicon, which covers a wide range of information types, such as verbal subcategorization for events (e.g., that a transitive verb such as \hit" occurs with an object noun phrase), featural information e.g., that the direct object of a verb such as \frighten" is animate), thematic information (e.g., that \John" is the agent in \John hit the ball"), and lexical-semantic information (e.g., that spatial verbs such as \throw" are conceptually distinct from verbs of possession such as \give"). By modularizing the lexicon, we treat each information type separately, thus allowing us to vary the degree of dependence on each level, so that we can address the question of how much knowledge is necessary for the success of the particular NLP application. We focus on lexical-semantic knowledge for the remainder of this section.
Lexical Conceptual Structure
The most intricate component of lexical knowledge is the lexical-semantic information, which is encoded in the form of Lexical Conceptual Structure (LCS) as formulated by Dorr (Dorr, 1993) , (Dorr, 1994) based on work by Jackendo (Jackendo , 1983) , (Jackendo , 1990 ). This representation is used in the NLP component of an implemented foreign language tutoring system (Dorr et al., 1997) and an interlingual machine translation system (Olsen et al., 1998) . The LCS approach views semantic representation as a subset of conceptual structure, the language of mental representation, as in (Jackendo , 1983) , (Jackendo , 1990) . This approach includes types such as Event and State, which are specialized into primitives such as GO, STAY, BE, GO-EXT, and ORIENT. We add a manner component Manner JOG+INGLY] to distinguish among verbs, e.g. run, walk, and jog. The full representation for John jogged to school is therefore the representation below, roughly`John went to the school by jogging'. The number 47.8.f is a subcase of a Levin-based class for \Verbs of Contiguous Location." The thematic grid _th_loc indicates that the theme and the location are both obligatory and should be annotated as such in the instantiated LCS. This list structure recursively associates logical heads with their arguments and modi ers. The logical head is represented as a primitive/ eld combination, e.g., BE Loc is represented as (be loc ...). The arguments for BE are (thing 2) and (at loc ...).
The variables in the representation map between LCS positions and their corresponding thematic roles. In the LCS framework, thematic roles provide semantic information about properties of the argument and modi er structures. In the example above, the numbers 2, 11, and 26 correspond to the roles agent (th), theme (loc), and manner (manner), respectively. These numbers enter into the construction of LCS entries: they correspond to argument positions in the LCS template (extracted using the class/grid/verb speci cation). Information is lled into the LCS template using these numbers, coupled with the thematic grid tag for the particular word being de ned. 4 The English translation is not used during the MT process; we store it in lexical entries for convenience only (i.e., readability of the lexicon by English speakers). 3.2. LCS-Based Machine Translation Our approach to machine translation is interlingual, where the targetlanguage lexicon is searched for appropriate lexical items matching a LCS representation. A screen snapshot of a translation by our system on a Chinese example is shown in Figure 3 . This translation is more uent than its literal (gisted) equivalent: Our Foreign Economic Trade Ministry spokesperson lodge stern protest. We describe the analysis and generation modules of this system; it is the interlingua and generation modules that we have embedded in our CLIR system (to be described in Section 3.3).
Analysis in our MT system relies on an in-house parser called REAP to produce English parse trees on a large scale, and Chinese on a smaller scale. One of the bene ts of this parser is its ease of portability to new languages (Weinberg et al., 1995) . The parser output is semantically analyzed, producing an LCS representation, which serves as the interlingua.
Generation from the LCS is achieved by means of a system called Oxygen (Habash, 2000) , a variant of Nitrogen (Langkilde and Knight, 1998a) , (Langkilde and Knight, 1998b) , (Langkilde and Knight, 1998c ) that uses our own linearizer implemented in Lisp with Nitrogen's statistical extraction module and Nitrogen's morphological generation engine. The English output is produced by means of two steps: lexical 8 B. Dorr, et al. selection and syntactic realization. Lexical selection involves a comparison between LCS components and abstract LCS frames associated with words in an English lexicon. Syntactic realization re-casts LCSbased thematic roles as relations in an unordered tree where the root is an event concept and each child is linked by a relation. Generation of target-language sentences from LCS is described in detail in .
Thematic-role information and its use in generation of natural language translations are described in as a component of a precursor to the Oxygen system. Speci cally, thematic roles facilitate the selection of appropriate target-language words. For example, the Chinese verb (la) corresponds to a wide range of English translations|even if we examine only the verb translations: slash, cut, chat, pull, drag, transport, move, raise, help, implicate, involve, defecate, pressgang.
5
Our approach provides a framework for disambiguation of such cases. Certain of these possibilities|transport and move| are analyzed as one semantic representation corresponding to thematic roles (agent,theme,goal,source) . Other possibilities|help|are analyzed as a di erent semantic representation corresponding to thematic roles (agent,theme,mod-poss).
Embedded MT: Cross-Language Information Retrieval
A common approach to transforming documents and queries in di erent languages into a common indexing space for CLIR is to translate either the document or the queries into a single language (Oard and Dorr, 1996) . Due to the time and computational expense of translation, query translation is often preferred over document translation, although document translation often produces superior results. A variety of methods have been applied to translation term selection to cope with the problem of translation ambiguity, where one source language term translates into more than one target language alternative (Oard, 1998) , (Ballesteros and Croft, 1997) , (Hull and Grefenstette, 1996) . These techniques include selecting every translation, the rst N translations according to some ranking strategy, and those that co-occur with candidate translation of other terms in the query.
5
The ambiguity in the word (la) can often be resolved if it is combined with other characters. For example, (la che) unambiguously means pull a cart. However, since object dropping is a frequently phenomenon in Chinese, it is not uncommon for verbs like 'la' to appear without an argument that easily disambiguates the word. Thus, our approach must allow for multiple possibilities in the lexicon.
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The technique we adopt|LCS Query Translation (LQT)|uses the same representation that serves as the interlingua in our MT system. LQT employs the LCS MT approach to transform the user's query into the document language for information retrieval. In our current system, we use a structured syntax interface, called MADLIBS (Maryland Action Detection / Language-Independent Browsing and Search), to ensure that the user's query is fully analyzable for application of LQT. Speci cally, for each word in the LCS lexicon we produce a simple \composed" LCS for each thematic role structure associated with the word, instantiating each role position with a dummy lexical entry, e.g. \someone-1" or \something-2". We then convert this version of the LCS into a template for user input, by generating a syntactically correct surface sentence realization using the Oxygen module of the MT system described above. We now have a mapping from surface forms to the interlingual structures used in our LQT approach.
The user interface for this system is illustrated in Figure 4 . The positions in the sentence realization that correspond to the thematic roles appear as boxes for free-form user input. The interface allows querying of either English or Chinese documents; we will focus on the cross-language variant in the remainder of this discussion.
The LCS representation described in Section 3.1 is an important component of our LQT approach to IR (see Figure 5 ). In particular, we have embedded a structural graph-matching routine that is used both for full-blown MT (where target-language sentences are generated) as well as selection of terms for cross-language retrieval (where bags of words are produced as query terms).
To construct the query, the surface template retrieves its underlying LCS structure, complete with the input words lling the thematic role positions. This correspondence between surface form and thematic structure performs an initial phase of sense disambiguation, identifying the subset of possible senses with this argument structure. To perform translation of the query, we apply structural matching of the query against a database of LCS structures. Depending on the language choice, we consult di erent databases and return words with corresponding LCS structure. The structural matching also directly exploits thematic role information associated with entries in the LCS database for the language of choice.
The system permits two forms of matching: exact and relaxed, selected with the pull-down item in the interface. Exact match compares both structure and manner constants and relies only on the database selection. Relaxed match performs a second phase of processing after the structural match, employing the WordNet correspondences produced by the thematic hierarchy. This method computes similarity (Resnik, 1995) technique for computing taxonomic similarity. In all cases, the top N scoring candidates are returned.
We currently perform no additional analysis of noun phrases entered in the thematic role position, though a fuller treatment of nominalized events is planned. We instead apply a basic matching technique, using a lexicon built from an English-Chinese term list provided by the Linguistic Data Consortium (LDC) augmented with the result of inverting the Optilex lexicon for words with single word translations, for the Chinese document case. 6 Again, we select the top N translation alternatives. The translation terms identi ed by structural match, taxonomic match and word-for-word translation form a bag of words that comprise the query to an information retrieval system. We use a version of the Inquery 3.1p1 information retrieval system from the University of Massachusetts, modi ed for 2-byte encodings of Chinese characters. Results are displayed interactively as well (see Figure 6 ), in the user's choice of source document language, Systran machine translation, or \gist", a word-for-word translation technique that provides multiple ranked alternate translations (see Figure 7) . Additional details about the use of semantic representations in the CLIR system are given in (Dorr and Katsova, 1998) , . 
Automatic Construction of MT Resources
We now turn to the application of automatic techniques for construction of linguistic resources for our embedded MT modules, speci cally, the Chinese LCS resources used in our LQT approach. As outlined in Section 2, we leverage o HowNet and LVD, using thematic-role information to create links between Chinese concepts and English classes. We describe these two resources in more detail and then present describing our techniques for mapping between them automatically.
HowNet Conceptual Database
HowNet is an on-line conceptual common-sense knowledge base that contains hierarchical information relating concepts to the associated Chinese word. Our focus is on the verb hierarchy, which has the structure shown in Table I .
The number labels given here are our own; we use these for indicating the level of each concept in the HowNet database. Note that the highest two concepts in the verb hierarchy are \static" (V.1) and \act" (V.2). These correspond, respectively, to verbs such as (become under the \static" node V.1.1.1) and (start under the \act" node V.2.1.1). The levels go much deeper than these, with the lowest ones at 8 levels deep, e.g., V.1.2.1.6.3.3.1.15 itch. Each HowNet concept is associated with a thematic-role speci cation. For example, the verb \cure" has the thematic-roles (agent,patient,content,tool) . Consider the sentence The doctor cured the man of pneumonia with antibiotics. The roles in the speci cation have the following binding, respectively, for this sentence : doctor, man, pneumonia, antibiotics.
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The thematic-role speci cations are used for prioritizing candidate HowNet-LVD associations, as will be described below. 7 We have excluded the 106 HowNet concepts that are not associated with any Chinese words; these are \higher level" conceptual nodes with no Chinese realization (e.g., V.1 jstaticj).
Thematic-role speci cations and their use in generation of natural-language translations are described further in 
LCS Verb Database
The rst public release of the LCS Verb Database (LVD) is now available for research purposes (Dorr, 2001 ).
9
The verbs in this resource were borrowed initially from the publicly available online EVCA index EVCA classi cation. 10 While Levin's original EVCA work provides a unique and extensive catalog of verb classes, it does not de ne the underlying meaning components of each class. One of the main contributions of our work is that it provides a relation between Levin's classes and meaning components as de ned in the LCS representation (described above in Section 3.1), thematic role information, hand-tagged WordNet synset numbers.
We built our database by subdividing the classes into a more re ned set (Dorr and Olsen, 1996) , extending this set to include 26 new classes (Dorr, 1997a) , constructing an LCS representation for each entry (Dorr, 1997b) , assigning WordNet senses to existing verbs (Dorr and Jones, 1999) , and adding 3000 WordNet-tagged verbs (Green et al., 2001a) , (Green et al., 2001b ). Levin's original database contained 3024 verbs in 192 classes numbering between 9.1 and 57|a total of 4186 verb entries. The augmented database contains 4432 verbs in 492 classes with more speci c numbering (e.g., \51.3.2.a.ii") and additional class numbers for new classes (between 000 and 026)|a total of 11000 verb entries.
Each semantic class contains a set of verbs that are related by \se-mantic structure" as de ned in the LCS. For example, all the verbs in the semantic class of \Run" verbs have the same semantic structure but vary in their semantic content (for example, run, jog, walk, zigzag, jump, roll, etc.). The lexicon entry for the English verb jog in the \Run" class is shown in Figure 8 . This entry includes the root form of the word, its semantic class and WordNet sense (for verbs), its thematic roles (clustered into a grid), and its LCS representation.
Mapping English thematic roles to their Chinese counterparts is the primary aid in selecting the appropriate verb class(es) in the LCS Database for each concept in HowNet. The next section demonstrates that it is possible to produce a lexicon by associating 709 Chinese HowNet concepts with 492 classes from the LCS Database, with a clear concept-to-class correspondence in a large majority of the cases. In the work of (Green et al., 2001a) , (Green et al., 2001b) , the LVD resource was referred to as Levin+. We have since adopted the more precise name \LCS Verb Database" since the resource is not a simple extension to EVCA, but an entirely new database with rich semantic structure, thematic information, WordNet senses, and a signi cantly more comprehensive set of verbs.
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The EVCA index may be found at:
ftp://linguistics.archive.umich.edu/linguistics/texts/indices/evca93.index. For example, the HowNet concept jCurej is paired with the -role grid (agent,patient,content,tool), as in The doctor(agent) cured the man(patient) of pneumonia(content) using antibiotics(tool). The corresponding grid in our LVD database is (ag,th,mod-poss(of)). These roles are associated with the rst three noun phrases in the sentence; the fourth noun phrase would be considered a modi er and, thus, is not in the LVD grid. Although the HowNet and LVD roles are not in a one-to-one correspondence, they can still be used for a \closest match" prioritization of candidate HowNet-LVD associations, as we will see shortly. The Chinese verbs are additionally associated (for free) with WordNet senses from our previously tagged LVD verbs. More details are given in . (3) For each HowNet concept, partition the associated Chinese-English pairs into groups whose English glosses correspond to LVD classes. This requires three steps:
HowNet-LVD Mapping
a. Order the candidate LVD classes so that the highest-ranking classes are those that contain the highest number of English verbs matching the Optilex glosses. \Ranking by LVD Class" in Figure 9 ] b. In cases where a tie-breaker is needed, reorder the candidate LVD classes according to the degree to which the thematicrole speci cation in HowNet concept matches that of LVD class. The matching procedure relies on correlations derived from approximately 200 seed mappings. A subset of these mappings are shown in Table II.   12 \Ranking by Thematic Mapping" in Figure 9 ] c. For each Chinese-English entry associated with the HowNet concept, assign the highest ranking candidate LVD class. \Out-put" in Figure 9 ]
Example: Two of the HowNet concepts associated with the multiply ambiguous Chinese verb (la) are jHelpj and jTransportj. The -role speci cation associated with jHelpj is (agent,patient,scope) (as in John helped him with his work). This speci cation most closely matches that of Equip LVD Class (where (la) is translated as help) which has the speci cation _ag_th,mod-poss(with); thus, the jHelpj HowNet concept is associated with the Equip LVD Class, and the mapping between the two is (agent->ag),
(patient->th), (scope->mod-poss).
On the other hand, the HowNet concept jTransportj is associated with the thematic-role speci cation (agent,patient,LocationIni,LocationFin) (as in John transported the goods from Boston to New York (westward)). This speci cation most closely matches that of the Send LVD Class (where (la) is translated as transport); thus, the HowNet concept jTransportj is associated with the Send LVD class, and the mapping between the two is (agent->ag), (patient->th),
The end result is that the English glosses associated with (la) are ltered down to help in the Equip semantic class and transport
12
The seed mappings were done by hand at a rate of approximately 50 mappings per hour; these were veri ed by a native Chinese speaker in a half day.
in the Send semantic class. The corresponding WordNet senses are then assigned from the hand-tagged LVD database|these are senses 1 and 3 in the case of help indexed as 01737017 and 00056138 in Figure 9 ] and senses 1, 2, and 4 in the case of transport indexed as 01330495, 00994853, 01328437 in Figure 
Compensating for Resource De ciencies
The techniques described in the previous section creates a bridge between entries in the Chinese HowNet conceptual hierarchy and the LVD semantic classes. We now demonstrate how the HowNet thematic role and LVD semantic class mappings are combined to produce a richer lexical resource for multilingual applications, with a focus on the use of event structure for word sense disambiguation.
Recall that our approach in Section 4.3 consists of three top-level tasks. Application of this approach resulted in 8089 LVD-classi ed Chinese entries|about 43% of the number of potential entries. The histogram in Table III characterizes the number of LVD classes required for coverage of 709 HowNet concepts. The majority of HowNet concepts are covered by 1-4 LVD classes, although a small number of concepts are represented by as many as 22. Table II. Seed Table for The remaining 10441 entries are accounted for through the use of techniques that allow us to compensate for resource de ciencies (e.g., the lack of Optilex translations for certain Chinese verbs). These techniques allow us to produce a more complete alignment between HowNet and LVD.
In order to induce this enhanced version of the algorithm, we built an LVD-based canonical speci cation for each of the 709 HowNet concepts so that we could compensate for certain types of resource de ciencies. The canonical speci cation consists of an class coupled with its associated prototype verb. These canonical speci cations provide a mapping between a HowNet concept and a LVD class/prototype-verb pair. Each canonical speci cation was automatically generated according to the highest ranking LVD class using steps 3.a and 3.b in Section 4.3. All such speci cations were hand-veri ed (at a rate of 80 per hour for 709 classes). In most cases, the prototype verb names the HowNet concept, e.g., transport for the jTransportj HowNet concept.
In other cases|where the HowNet concept is not an English word| the prototype word is a realization of that concept, e.g., belittle for the jPlayDownj HowNet concept. A sample of the canonical speci cations is given in Table IV. We use these canonical speci cations to compensate for gaps that arise in our three online resources: (1) LVD, (2) Optilex, and (3) HowNet. 
LVD Gaps
An LVD gap is detected when an Optilex verb gloss for a Chinese verb does not occur in LVD. When this occurs, the canonical speci cation for the Chinese verb is automatically used to assign the verb an appropriate LVD class. For example, one Optilex gloss associated with the HowNet concept jEstablishj (for the verb (chongjian)) is reconstruct, which does not occur in LVD. Our technique associates this Chinese verb with the canonical speci cation \29.2.c Characterize, establish," and the Chinese verb is then linked with the word sense associated with establish.
An interesting byproduct of the handling of LVD gaps is that it allows us to enhance our LVD resource (and, additionally, the original EVCA index). For example the verb reconstruct can now be added to LVD Class 29.2.c, on a par with the previously classi ed LVD verb establish.
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Optilex Gaps
An Optilex gap occurs when a particular translation for a Chinese verb is missing. For example, the verb (baibu) has only one Optilex gloss: manipulate. However, the word is associated with two HowNet concepts, jDecoratej and jControlj. This gloss is only appropriate for the jControlj concept. The decorate meaning of (baibu) is omitted in Optilex.
Such gaps are detected by means of two types of information: (1) HowNet roles and LVD thematic grid; and (2) correlations between the gloss under question and other HowNet concepts. In this particular example, the thematic grid for manipulate in LVD is (ag,exp,instr) , which is ranked low (11th out of 28) with respect to the roles (agent, patient) associated with the HowNet concept jDecoratej. By contrast, this same LVD class has a high ranking (2nd out of 22) with respect to the HowNet jControlj concept due to a close match between (ag,exp,instr) and the HowNet thematic roles (agent,patient, ResultEvent) . In addition, the correlation of the gloss manipulate is much higher for HowNet's jControlj concept than it is for HowNet's jDecoratej concept (4 occurrences compared to 0). From these two types of information, we can conclude that the decorate sense of (baibu) is missing from Optilex. As in the case with LVD gaps, our technique associates the Chinese verb with the canonical speci cation \9.8.b Fill, decorate" to compensate for this Optilex gap.
In addition to their usefulness in handling of gaps in our lexical resources, the canonical speci cations proved useful for assigning LVD classes to Chinese verbs whose Optilex gloss was not \parsable" by our gloss extraction procedure. For example, the Chinese verb (aida) has only a single Optilex translation: take a beating. This verb is associated with the HowNet concept jSu erj, which has as its canonical speci cation \31. That is, the patient is incorporated into the verb, which means the thematic grid _ag_th_goal(into),ben(for) does not match that of the HowNet concept (agent,possession,source) . Discrepancies in HowNet are detected by means of LVD-class frequency for a particular HowNet concept. Out of the 17 verbs associated with HowNet's jDecoratej concept, only two of them (the two miscategorized Chinese verbs) are associated with an LVD class that is not 9.9 or 9.8. As in the gap-recovery described approaches above, our technique associates the miscategorized verbs with the canonical speci cation \9.8.b Fill, decorate." 
Results
Using the gap compensation techniques described above, we have achieved a more re ned HowNet-to-LVD mapping, providing an increase in LVDclassi ed Chinese words from the previous 8089 entries to the current expanded set of 17284 LVD-classi ed Chinese words. This section presents a description of our coverage, comparing HowNet to LVD, and then provides a quantitative evaluation.
Coverage of HowNet/LVD Alignment
The histogram in Table V characterizes the number of LVD classes required for coverage of 709 HowNet concepts. We considered this initial experiment to be a success for several reasons: (1) In 359 cases (50% of the HowNet concepts), the partitioning corresponded to 3 or fewer LVD classes; (2) Most HowNet concepts with 2 or more partitions had a very heavy association with a single LVD class (60% or higher), with most other partitions falling around 20% or lower; (3) Only 2 cases did not correspond to any LVD class (i.e., degenerate HowNet concepts for which no correlations with LVD could be found); (4) There were virtually no partitionings (a handful of single HowNet concepts) exceeding 13 LVD classes.
At the time of this initial experiment, the HowNet resource did not include English translations. Although the translation resource we used was the CETA/Optilex dictionary, our technique was developed to accommodate any arbitrary translation resource for mapping between 13 Ultimately, the miscategorized verbs should be disassociated from the HowNet concept, but there is currently no way to tease apart such cases from the Optilex gaps. Thus, the two are treated identically. HowNet concepts and LVD classes. However, the most recent release of HowNet associates English glosses with each word in a class. To assess the impact of additional translation resources, we performed a three-way comparison, performing the HowNet-LVD mapping with: (1) Optilex translations alone; (2) HowNet translations alone; and (3) a merged resource including translations from both HowNet and Optilex. We then computed precision and recall measures for HowNet-LVD mapping for each of the individual resources relative to the merged resource and to each other. We also assess the impact of using canonical grid information to aid in the assignments. The results appear in Table VI below. We nd that the HowNet resource achieves higher precision, as might be expected since the available translations are limited to those the designer believed appropriate for each class. The Optilex resource achieves higher recall by drawing from a wider variety of alternate If we further examine the translations used to make these assignments, we nd 7653 Chinese-word/English-gloss pairs in common, 17609 pairs from HowNet, and 14252 from Optilex, from a total of 24205 assigning pairs. The results indicate that a merged translation resource, drawing from both HowNet and LVD/Optilex, can produce a richer and more robust mapping among the concept classes. For example, the HowNet concept jWeatherChangej is associated with three verbs, (rain), (snow), and (fall all over the area). Whereas the rst two verbs have translation equivalents that link directly into our thematic-grids (and, hence, our WordNet senses), the third verb is WordNet linked solely by virtue of our thematic-grid matching routine. This routine allows us to determine that the closest English equivalent for is precipitate|a verb that does not show up in the HowNet hierarchy. Thus, our integration of LVD/Optilex with the HowNet resource has provided a more comprehensive linking to thematic grids and WordNet senses than would be available in either resource alone.
Quantitative Evaluation
In addition to the qualitative descriptions of coverage and comparisons of HowNet-LVD alignment described above, we implemented a quantitative analysis of the e ectiveness of our semi-automatic lexicon creation process. We compare the automatic assignments of LVD class and theta grid to Chinese word with manual assignments by two Chinese language experts.
We compare the manually and automatically assigned LVD class and theta grid labels for a set of 272 separately hand-tagged Chinese verbs. For these verbs, the semi-automatic linkage technique proposes 577 assignments of class or grid, some of which are duplicates. Manual assignment resulted in 1188 distinct theta grid labels and 1282 LVD class labels. We report precision and recall measures for these two types of labels relative to manual assignment. We also contrast the e ectiveness of two plausible naive strategies as baselines: random assignment of LVD class and theta grid labels and assignment of most frequent label based on an English verb lexicon with more than 10000 entries. Our criteria for agreement between manual and automatic assignments are as follows:
? LVD classes are said to agree if the major and minor LVD classes match exactly, e.g. 40.7.ii.a matches 40.7.i.
? Theta grids agree if the same roles appear in the same order, without regard with obligatory versus optional distinctions, e.g. _ag,th matches _ag_th. These results appear in Table VII . We achieve precision of approximately 0.62 for both LVD class and theta grid assignment; recall levels are lower, at approximately 0.24. As the table illustrates, the automatic technique we have developed substantially outperforms either random or most frequent LVD class assignment and random theta grid assignment. While still large, the contrast with most frequent thematic grid assignment is less dramatic. The relatively good performance of most frequent theta grid assignment output-paper.tex; 1/10/2001; 15:22; p.26
Construction of a Chinese-English Verb Database 27 is easily explained by the fact that 28% of the verbs can appear as the basic transitive, the most common thematic grid. Thus, the transitive grid assignment produces precision of 0.357.
The relatively lower numbers for recall are best understood in terms of two features. First, this technique is more focused on high precision than on recall. Second, the \majority rules" strategy for selection among alternative likely assignments will tend to prefer more common class assignments, when less frequent acceptable class assignments are available.
Summary and Future Work
We have presented an approach to aligning two large-scale online resources, HowNet and LVD. The lexicon resulting from this approach is large-scale, containing 18530 Chinese entries. The technique for producing these links involves matching thematic grids in HowNet with those in LVD. Our results indicate that the correspondence is very high between the 709 Chinese HowNet concepts and the 492 LVD classes. We see our techniques as the rst step toward a general approach to building repositories for interlingual-based NLP applications.
Our work has shown that it is possible to combine di erent types of knowledge from existing resources in ways that improve upon the coverage and robustness of each of these independent resources. One area of investigation that has allowed us to enrich the existing resources is the development and application of gap compensation techniques, allowing us to ll in possible Chinese-English links where none existed previously.
We are currently using the lexicon for word-sense disambiguation in machine-translation and cross-language information retrieval. As we saw above the Chinese verb (la) has several possible translations, but not all of these will be appropriate in every context. If we can determine which HowNet concept corresponds to (la), then we will translate it appropriately. For example, if the HowNet concept is jTransportj, the translation would be ship or transport, but not slash, chat, implicate, etc. We can detect which HowNet concept is appropriate by examining the other words in the sentence. If those words co-occur with other Chinese verbs associated with a particular HowNet concept (as determined through a corpus analysis), then it is likely that that HowNet concept is the appropriate one for the Chinese verb. That is, if we nd other verbs from a given HowNet concept occurring in the same context, then we can hypothesize that this particular verb has the meaning of this HowNet concept. The algorithm for mapping between HowNet concepts and LVD classes requires a \training" step|i.e., the seed mappings given earlier. However, it is possible to produce a ranked mapping between thematic grids by counting correspondences between LVD-based roles and the HowNet-based roles across the entire concept space. This approach is also currently under investigation.
Another area of investigation is the use of a WordNet-based distance metric (e.g., the information-content approach of (Resnik, 1995) ) for additional pruning power in the HowNet-to-LVD alignment. Because each of the entries in the LVD classi cation is associated with a WordNet sense, it is possible to rule out certain class assignments for a given HowNet concept by examining semantic distance between the Optilex glosses for a particular Chinese word and the glosses for other words associated with that concept.
