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INTRODUCTION GÉNÉRALE
Les ondes électromagnétiques et acoustiques sont très largement utilisées dans de nombreuxdomaines pour identifier la forme et les propriétés physiques d’objets non accessiblesdirectement. Nous pensons par exemple à l’imagerie médicale, à l’exploration du sous-sol
ou encore à l’imagerie par ondes radar. Le principe général des méthodes utilisées est le suivant :
on envoie une onde dans le milieu que l’on souhaite étudier, ce milieu répond à l’excitation en
produisant une onde diffractée et on déduit de la mesure de ce champ diffracté des informations
sur le domaine ausculté. Nous parlons alors de « problème inverse » en opposition avec le problème
direct qui consiste à modéliser et à simuler numériquement le champ diffracté produit par un milieu
connu sollicité par une onde incidente connue elle aussi. Lorsque la longueur d’onde de l’onde
incidente est de l’ordre de la taille de l’objet inspecté, le problème inverse est souvent mal posé
dans le sens où une faible erreur de mesure (sur le champ diffracté) peut engendrer une erreur
importante sur la reconstruction de l’objet étudié ou de ses propriétés physiques. Par conséquent il
est important de développer des méthodes de résolution qui prennent en compte cette difficulté tout
en étant efficaces. Nous pouvons classer les méthodes de résolution auxquelles nous nous sommes
intéressé en deux grandes catégories : les méthodes quantitatives et les méthodes qualitatives.
Les méthodes quantitatives utilisent des techniques d’optimisation pour retrouver un ensemble
de paramètres x (la forme d’un objet, les paramètres physiques d’un milieu...) à partir d’une mesure
y du champ diffracté par une onde plane. Ce type de méthode nécessite la connaissance a priori du
modèle régissant la diffraction des ondes, c’est-à-dire la connaissance d’une application T telle que
T (x) = y.
Alors, pour une donnée yobs on minimise l’erreur quadratique
F(x) = 12‖T (x)− yobs‖
2 + (terme de régularisation)
pour x dans un ensemble admissible. La notation ‖ · ‖ désigne une norme sur l’espace des données
(habituellement la norme L2). Bien souvent l’application T est non linéaire, non convexe et coû-
teuse à évaluer. Ceci rend la minimisation de F compliquée car même si l’on dispose d’une bonne
initialisation de l’algorithme de minimisation, il faudra dans tous les cas évaluer T plusieurs fois. En
revanche, ces méthodes fonctionnent même si l’on dispose de peu de données et la reconstruction est
souvent plus précise que celle que l’on obtiendrait avec une méthode qualitative. Ceci nous amène
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au deuxième type de méthodes que nous utiliserons : les méthodes qualitatives. Nous pensons
par exemple aux méthodes d’échantillonnage telles que la méthode de factorisation ou la Linear
Sampling Method. Lorsqu’une telle approche est justifiée, un critère simple et rapide à évaluer
permet de reconstruire la fonction caractéristique d’un défaut. Les avantages principaux de ces
méthodes est qu’elles nécessitent très peu d’informations a priori sur le milieu étudié et qu’elles
sont très rapides. En revanche, elles donnent généralement une reconstruction moins précise que
les méthodes d’optimisation et demandent beaucoup de données.
Notre idée est d’étudier le comportement et la pertinence de ces deux types de méthode dans le
cas où l’objet que l’on souhaite retrouver est caractérisé par une condition au bord dite d’impédance
généralisée (que l’on notera GIBC pour Generalized Impedance Boundary Condition). Ce type
de condition au bord couple, par l’intermédiaire d’un opérateur surfacique local que l’on appelle
opérateur d’impédance généralisée, la pression à sa dérivée normale en acoustique, ou bien les com-
posantes tangentielles du champ électrique aux composantes tangentielles du champ magnétique
en électromagnétisme. La forme la plus simple de condition d’impédance que l’on utilise a été
introduite par Leontovich [70] et dans ce cas, l’opérateur d’impédance se réduit à la multiplication
par une fonction, on parle alors de condition d’impédance classique ou de condition de Leontovich.
L’auteur les a introduites dans le but de modéliser un matériau fortement absorbant, cette propriété
se traduisant par une simple condition au bord. De nombreux travaux ont suivi cette direction et
des conditions au bord plus complexes ont vu le jour permettant d’approcher des matériaux aux
comportements divers (voir [55, 85]). Les couches minces, périodiques ou non, peuvent par exemple
être remplacées de manière approchée par une condition d’impédance généralisée qui intervient
soit comme condition de transmission (voir [5, 34, 42]) dans le cas où la couche est comprise
entre deux matériaux diélectriques, soit comme condition au bord (voir [9, 47]) lorsque la couche
couvre un matériau parfaitement conducteur. L’avantage d’utiliser de tels modèles approchés est
que l’on transforme un problème à deux échelles (couche mince / milieu extérieur par exemple)
en un problème à une seule échelle. Si l’opérateur d’impédance est local, ce qui est le cas pour
les modèles approchés évoqués ci-dessus, la résolution numérique du problème de propagation des
ondes devient beaucoup moins coûteuse.
En ce qui concerne le problème inverse, une condition d’impédance (classique ou généralisée)
remplace avantageusement un matériau ou une configuration produisant des phénomènes à petite
échelle. En effet, on diminue le nombre d’inconnues car on passe d’un modèle volumique ou complexe
(couche mince, milieu fortement absorbant, surface rugueuse...) à un modèle surfacique et donc on
diminue aussi le caractère mal posé du problème. De plus, la résolution du problème direct devenant
abordable, on peut envisager d’utiliser des méthodes d’optimisation qui, nous le rappelons, néces-
sitent la résolution d’un certain nombre de problèmes directs. Le modèle d’impédance classique
a fait l’objet de nombreux développements dans le cadre des problèmes inverses dès le début des
années 80 (voir [2, 24, 37, 50, 51, 67, 68, 72, 86, 87] par exemple) mais les premiers travaux, à
notre connaissance, utilisant des conditions au bord plus complexes datent de 2010 (voir [14]).
Pourtant, ces conditions d’impédance généralisée permettent de décrire des phénomènes beaucoup
plus riches du point de vue de la physique et donc de couvrir un plus grand nombre de configurations.
Dans ce qui suit, nous proposons de combler cette lacune dans diverses directions. Tout d’abord
nous proposons d’utiliser les méthodes d’optimisation décrites ci-dessus dans le cas où l’opérateur
d’impédance fait intervenir un opérateur de dérivation surfacique d’ordre deux pour reconstruire
la forme d’un objet mais aussi les coefficients intervenant dans la définition de l’opérateur d’impé-
dance. Nous appellerons ces coefficients les coefficients d’impédance. Dans un premier temps nous
supposons que les équations de Maxwell 3D peuvent se réduire à une équation scalaire (l’équation
de Helmholtz) puis nous étendons l’approche au modèle de Maxwell vectoriel. Ce travail comporte
une partie théorique dans laquelle des résultats de stabilité et d’unicité sont présentés. Une partie
3plus appliquée la complète, nous y calculons les dérivées partielles du champ diffracté (dont la
différentielle de forme) que nous utilisons lors de reconstructions numériques. Pour ce qui est des
méthodes qualitatives, nous montrons que la méthode de factorisation s’applique lorsque l’objet
cherché est caractérisé par une condition d’impédance généralisée. Enfin, notre dernière contribu-
tion concerne l’étude des valeurs propres du problème de transmission intérieur. La justification des
méthodes qualitatives fait intervenir de manière naturelle le problème de transmission intérieur,
et les valeurs propres associées sont directement liées à des propriétés d’invisibilité du domaine
étudié. Nous calculons et justifions un développement asymptotique de la première valeur propre
en présence d’une couche mince et nous en déduisons une formule donnant l’épaisseur de la couche
mince lorsque le champ lointain est connu pour plusieurs fréquences.
Plan de la thèse
Le document comporte trois parties distinctes que nous décrivons brièvement ci-dessous. La première
partie regroupe les résultats importants concernant le problème direct, nous présentons notamment
quelques exemples de matériaux pouvant être remplacés par une condition d’impédance généralisée.
La deuxième partie concerne l’application d’une méthode d’optimisation au problème inverse de re-
construction d’un objet et de la condition au bord satisfaite sur sa frontière. La troisième et dernière
partie s’intéresse à l’utilisation de méthodes qualitatives pour le problème inverse en présence de
GIBC.
Partie I : Diffraction avec conditions d’impédance généralisée
Cette partie est une introduction au problème inverse en présence d’une condition d’impédance
généralisée car nous ne traitons que le problème direct de diffraction par un obstacle. Le chapitre
1 est consacré à l’équation de Helmholtz alors que le chapitre 2 concerne les équations de Maxwell.
Nous donnons quelques exemples de configurations pour lesquelles le modèle exact peut être appro-
ché par un modèle équivalent faisant intervenir une condition d’impédance généralisée. Puis nous
montrons, sous certaines hypothèses sur le signe de l’opérateur d’impédance, que le problème de
diffraction avec GIBC admet une unique solution. Dans ce but, nous reformulons le problème de
diffraction dans le domaine extérieur à l’obstacle en un problème surfacique posé sur la frontière de
l’obstacle. Pour les équations de Maxwell, nous avons aussi utilisé une décomposition de Helmholtz
adaptée à la formulation surfacique pour montrer l’existence et l’unicité de la solution du problème
de diffraction.
Partie II : Méthodes d’optimisation pour le problème inverse
Dans cette partie, nous considérons un opérateur d’impédance ayant des dérivées tangentielles
d’ordre deux. Les chapitres 3, 4 et 5 traitent le cas des équations de Helmholtz en détail et dans le
chapitre 6 nous étendons une partie des résultats obtenus pour le problème scalaire aux équations
de Maxwell vectorielles en trois dimensions. L’étude du problème inverse commence avec le chapitre
3 par des résultats d’unicité et de stabilité de la reconstruction de coefficients d’impédance lorsque
l’on connaît le champ lointain (c’est-à-dire le champ diffracté loin de l’obstacle) produit par une
seule onde incidente. Nous menons aussi une étude de stabilité pour la reconstruction des coefficients
d’impédance sur un obstacle perturbé, ceci signifie que l’on suppose que la géométrie de l’obstacle
n’est connue que de manière approchée. Cette situation se produit par exemple lorsque la géométrie
a été auparavant reconstruite à l’aide d’une méthode numérique. Enfin, nous concluons ce chapitre
par un résultat d’unicité pour l’obstacle et les impédances lorsque le champ lointain est connu pour
une infinité d’ondes incidentes. Le chapitre 4 est un préalable à la résolution effective du problème
inverse d’identification des coefficients d’impédance et de la forme de l’obstacle. Nous y calculons
les dérivées partielles du champ diffracté par rapport aux coefficients d’impédance ainsi que par
rapport à la géométrie de l’obstacle dans le cas où les coefficients d’impédance sont des fonctions
définies sur la frontière de l’obstacle. Nous appliquons ensuite ces résultats à la résolution numérique
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du problème inverse dans le chapitre 5 en utilisant la minimisation d’une fonctionnelle quadratique
à l’aide d’une méthode de descente de gradient. Enfin, dans le chapitre 6 nous étendons au cas des
équations de Maxwell une partie des résultats obtenus dans le cas scalaire tels que l’unicité pour une
infinité d’ondes incidentes et le calcul des dérivées du champ diffracté par rapport aux coefficients
d’impédance et à la forme.
Partie III : Méthodes qualitatives pour le problème scalaire
Nous nous focalisons sur l’application de méthodes qualitatives dans le cas où le problème de
diffraction se réduit à une équation scalaire. Dans le chapitre 7 nous montrons que l’on peut ap-
pliquer la méthode de factorisation (voir [46] pour une présentation complète de cette méthode)
sous certaines conditions de régularité sur l’opérateur d’impédance. Ces travaux sont le fruit d’une
collaboration avec Mathieu Chamaillard dans le cadre de son stage de Master. Nous poursuivons
cette partie avec le chapitre 8, qui étudie le comportement asymptotique des valeurs propres du
problème de transmission intérieur en présence d’un couche mince. Le problème aux valeurs propres
sous-jacent est non auto-adjoint et les valeurs propres associées sont particulières car pour de telles
fréquences il est possible de construire une onde incidente telle que le champ diffracté est très faible.
Le développement asymptotique que nous avons obtenu donne une formule explicite permettant de
retrouver l’épaisseur de la couche à partir de la donnée du champ lointain correspondant à la dif-
fraction d’ondes incidentes pour toutes les directions d’incidences et pour plusieurs fréquences. J’ai
réalisé cette étude durant un séjour de trois mois à l’Université du Delaware en collaboration avec
Professeur Fioralba Cakoni.
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La diffraction d’ondes électromagnétiques ou acoustiques par une inhomogénéité entière-ment ou partiellement pénétrable peut s’avérer difficile et coûteuse à simuler numérique-ment. En effet dans le cas de la diffraction par un matériau fortement absorbant ou par
un conducteur parfait couvert de diélectrique, on se retrouve avec un problème à deux échelles. Une
grande échelle à l’extérieur de l’inhomogénéité et une petite échelle à l’intérieur de l’inhomogénéité.
Dans le cas du matériau avec revêtement, la petite échelle correspond à l’épaisseur du revêtement
et dans le cas du matériau fortement absorbant elle correspond à l’épaisseur de peau. Afin d’éviter
d’avoir un problème à deux échelles, l’idée est de remplacer le modèle exact dans l’inhomogénéité
par une condition d’impédance généralisée (GIBC)
∂u
∂ν
+ Zu = 0
sur la frontière de l’inhomogénéité où Z est un opérateur surfacique. On parle alors de modèle
approché ou de modèle équivalent, nous renvoyons le lecteur à [5, 9, 48] pour des travaux portant
sur le développement de tels modèles. L’intérêt de l’utilisation de ces modèles approchés est que
l’on n’a plus besoin de se préoccuper des phénomènes à petite échelle et si Z est un opérateur local
(un opérateur de dérivation surfacique par exemple), l’implémentation numérique du problème de
diffraction est relativement simple à mettre en œuvre.
Ce chapitre est dédié à l’étude du problème direct et considère le cas où le champ inconnu est
scalaire (électromagnétisme axisymétrique, acoustique). Dans une première section nous présentons
quelques exemples de configurations physiques produisant des phénomènes à petite échelle et nous
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donnons des exemples de conditions aux limites équivalentes pour ces modèles. Dans la deuxième
section nous énonçons des résultats d’existence et d’unicité de la solution du problème de diffraction
avec une condition d’impédance généralisée. Enfin nous terminons ce chapitre par l’introduction du
champ lointain qui correspondra à la donnée utilisée pour le problème inverse.
1.1 Exemples de modèles de conditions d’impédance généralisée
1.1.1 Notions de géométrie différentielle
Introduisons quelques notions simples de géométrie permettant de décrire des surfaces et leur
voisinage. Cette présentation est loin d’être exhaustive et se base principalement sur [53, chapitre
5] et [78, section 2.5.6], nous renvoyons le lecteur à ces deux ouvrages pour plus de détails. Soit
Ω un ouvert borné de Rd, d pouvant valoir 2 ou 3. Ce domaine représente une inhomogénéité, en
d’autres termes, Ω est un matériau plongé dans un domaine de référence homogène comme l’air
par exemple. On note Γ sa frontière, dans toute cette partie nous supposerons qu’elle est de classe
Cp pour p ≥ 1, c’est-à-dire qu’elle peut être paramétrée un nombre fini de fonctions de classe Cp.
Plus précisément, il existe un recouvrement de Γ par N ouverts (Γi)i=1,...,N inclus dans Γ et pour
tout i = 1, . . . , N , il existe un un voisinage Vi de 0 dans Rd−1 et un difféomorphisme de classe Cp,
XiΓ : Vi → Γi tel que
∀ x ∈ Γi, ∃ ξ ∈ Vi tel que x = XiΓ(ξ).
Notons ν la normale unitaire à Γ dirigée vers l’extérieur de Ω, c’est une fonction de (Cp−1(Γ))d où
la notation d indique que ν est à valeurs dans Rd. Il existe t0 ∈ R et un voisinage tubulaire U ⊂ Rd
de Γ tels que
Ψ : Γ× [−t0, t0] → U
(xΓ, t) 7→ xΓ + tν(xΓ) (1.1)
soit un difféomorphisme de classe Cp−1. Une manière simple de prouver ce résultat est d’utiliser le
Γ
U
Figure 1.1 – Voisinage tubulaire d’une frontière.
théorème d’inversion locale et il suffit donc de fixer t0 tel que la différentielle de Ψ soit injective
(voir l’inégalité (1.2) pour une telle valeur t0). Ainsi pour toute fonction g ∈ C1(Γ) on peut définir
son extension dans U par
g˘(x) := g(xΓ)
où xΓ et x sont liés par x = Ψ(xΓ, t) pour un unique t ∈ [−t0, t0]. Alors les opérateurs de dérivation
surfacique sont définis de la manière suivante.
Définition 1.1.1 Soit g ∈ C1(Γ), on défini son gradient surfacique par
∇Γg := ∇g˘|Γ − ∂g˘
∂ν
ν sur Γ
et son rotationnel surfacique par
rotΓg := ∇Γg × ν sur Γ.
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Pour G ∈ (C1(Γ))d, l’opérateur de divergence surfacique est défini par
divΓG = divG˘|Γ − G˘′|Γν · ν sur Γ
et l’opérateur de rotationnel surfacique par
rotΓG = divΓ(G× ν) sur Γ,
où G˘′ est la matrice d× d dont la i e`me ligne contient ∇G˘i.
Définissons H1(Γ) comme étant la fermeture de C1(Γ) pour la norme
‖g‖H1(Γ) =
∫
Γ
|g|2 + |∇Γg|2ds.
Les opérateurs de dérivation surfacique ∇Γ et rotΓ définis ci-dessus s’étendent alors à toute fonction
de H1(Γ) par densité et il en va de même pour les opérateurs divΓ et rotΓ.Bien évidemment, ces
définitions ne dépendent pas du prolongement choisit.
Nous aurons aussi besoin de grandeurs liées à la géométrie de Γ.
Définition 1.1.2 Pour Γ de classe Cp avec p ≥ 2, nous définissons le tenseur de courbure
R := ∇ν sur Γ
ainsi que la courbure moyenne 2H := divΓν de la courbe Γ.
Pour terminer revenons au calcul du t0 tel que la différentielle de Ψ soit injective. Si Γ est de classe
au moins Cp avec p ≥ 2, pour tout xΓ ∈ Γ la matrice R(xΓ) est symétrique. Pour le montrer on peut
par exemple revenir à la définition de la normale comme étant le gradient de la fonction distance
signée à la courbe Γ. De plus en différenciant la relation |ν|2 = 1 on obtient Rν = 0 sur Γ. Ainsi
pour tout xΓ, ν(xΓ) est un vecteur propre de la matrice R(xΓ) associé à la valeur propre 0. Notons
c1(xΓ) et c2(xΓ) les deux autres valeurs propres (si on est en dimension 3). Alors le Jacobien de Ψ
défini en (1.1) est donné par
JΨ(xΓ, t) = (1 + tc1(xΓ))(1 + tc2(xΓ)).
Posons cmin le minimum de l’application xΓ 7→ min(|c1(xΓ)−1|, |c2(xΓ)−1|) (ce minimum pouvant
être infini dans le cas d’un plan), si
t0 ≤ cmin (1.2)
alors la fonction Ψ est un difféomorphisme de classe Cp−1.
1.1.2 Conditions aux limites équivalentes pour des couches minces
Nous donnons ici les idées principales permettant d’obtenir une condition au bord équivalente
pour des structures minces dans le cas de la diffraction par un conducteur parfait (condition de
Neumann ou de Dirichlet) recouvert d’une couche de diélectrique. Ce sera notre inhomogénéité et
on la représente par un ouvert borné de classe C∞ noté Ω, on note Ωext := Rd \ Ω le domaine
extérieur qui représente un milieu homogène de référence. Soit δ > 0 un petit paramètre, on défini
la couche mince comme étant
Uδ := {Ψ(xΓ, t) pour tout (xΓ, t) ∈ Γ×]− δ, 0[}
et Γδ := {Ψ(xΓ,−δ) pour tout xΓ ∈ Γ} désigne la frontière de l’obstacle intérieur que l’on notera
Ωδ. Ainsi Γδ = {x ∈ Ω tels que d(x,Γ) = δ} et Uδ = {x ∈ Ω tels que d(x,Γ) < δ} où d(x,Γ) désigne
la distance du point x à la frontière Γ est définie par
d(x,Γ) = inf
xΓ∈Γ
|x− xΓ|.
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ν
δ
Uδ
Γ
Γδ
Ωδ
Ωext
Figure 1.2 – Géométrie d’une couche mince.
Notons  et µ deux constantes complexes qui représentent les propriétés physiques du milieu
contenu dans Uδ relativement aux propriétés du domaine extérieur. Soit k > 0 un réel représentant
le nombre d’onde et ui une onde incidente, c’est-à-dire une fonction qui satisfait
∆ui + k2ui = 0
dans Rd. Pour tout ouvert non borné O ∈ Rd, définissons
H1ext(O) := {v ∈ D′(O), tels que ϕv ∈ H1(O) ∀ϕ ∈ D(Rd)}.
Le problème de diffraction en régime harmonique par un conducteur parfait en présence de cette
couche mince s’écrit alors : trouver uδ ∈ H1ext(R3 \ Ωδ) tel que uδ = usδ + ui satisfait
div(−1∇uδ) + k2µuδ = 0 dans Uδ,
∆uδ + k2uδ = 0 dans Ωext,[
−1
∂uδ
∂ν
]
= 0 , [uδ] = 0 sur Γ.
(1.3)
La notation [·] désigne le saut de trace à travers une interface Γ, [u] = u+ − u− où u+ désigne la
trace extérieure de u sur Γ et u− désigne la trace intérieure de u sur Γ. Sur Γδ nous choisissons
d’imposer une condition au bord de Neumann
−1
∂uδ
∂νδ
= 0 (1.4)
où νδ désigne la normale extérieure à Ωδ. Enfin, le champ diffracté us satisfait la condition de
radiation de Sommerfeld
lim
R→∞
∫
|x|=R
∣∣∣∣∂usδ∂r − ikusδ
∣∣∣∣2 ds = 0. (1.5)
Remarque 1.1.3 Ces équations correspondent aux équations du modèle transverse électrique (TE)
en électromagnétisme dans le cas de la diffraction par un cylindre infini dans la direction ez par
exemple. Dans ce cas l’inconnue uδ correspond à la composante suivant ez du champ magnétique
H,  désigne la permittivité relative du milieu Uδ et µ désigne la perméabilité relative de Uδ (voir
Remarque 2.1.1).
En suivant un processus de développement asymptotique par rapport à δ qui consiste à résoudre
séparément les équations dans la couche mince et dans le domaine extérieur (voir [7, 9] par exemple),
on est capable de construire un développement asymptotique en puissances de δ de la solution uδ
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du problème (1.3) puis d’en déduire un modèle équivalent à un certain ordre l qui s’écrit : trouver
ul = usl + ui tel que 
∆ul + k2ul = 0 dans Ωext,
∂ul
∂ν
+ Zlul = 0 sur Γ,
lim
R→∞
∫
|x|=R
∣∣∣∣∂usl∂r − ikusl
∣∣∣∣2 ds = 0
où Zl est un opérateur d’impédance local sur la surface Γ. On dit que le modèle équivalent est
d’ordre l si pour toute boule de rayon R notée BR telle que Ω ⊂ BR il existe une constante C > 0
telle que pour tout δ > 0 on ait
‖ul − uδ‖H1(Ωext∩BR) ≤ Cδl+1.
Il est prouvé dans [9] que si  et µ sont constants, les opérateurs d’impédance aux trois premiers
ordres sont donnés par
Z0u = 0,
Z1u = divΓ(δ−1∇Γu) + k2µδu,
Z2u = divΓ
[
−1δ (1 + δ(HId−R))∇Γu
]
+ k2µ
(
δ + δ2H
)
u
où Id désigne l’identité de Rd. Le modèle équivalent aux ordres 3 et 4 fait intervenir opérateur de
type bilaplacien surfacique. L’étude menée dans [7] étend formellement ce résultat au cas d’une
couche d’épaisseur variable en dimension 2.
Comme il est attendu, l’opérateur d’ordre 0 correspond à une condition de Neumann. En re-
vanche dès que l’on veut avoir une description un peu plus précise il faut considérer un opérateur de
dérivation surfacique d’ordre 2 que nous appelons opérateur d’impédance généralisée en opposition
avec une impédance classique qui correspond à la multiplication par une fonction. Dans d’autres
situations comme par exemple dans le cas d’un objet fortement absorbant décrit dans le § 1.1.3
une condition d’impédance classique est suffisante aux ordres 1 et 2. Néanmoins dans le cas d’un
obstacle de Neumann recouvert d’un diélectrique, cette approximation n’est pas justifiée par une
approche de type développement asymptotique.
Nous consacrons le § 5.6.3 à l’usage des GIBCs pour le problème inverse qui consiste retrouver
la forme d’un objet à partir du champ diffracté lorsque l’objet est constitué d’un matériaux par-
faitement conducteur couvert d’une mince couche de diélectrique. Nous verrons à cette occasion
que l’utilisation d’un modèle approché faisant simplement intervenir une condition d’impédance
classique ne permet pas de reconstruire la forme de l’objet diffractant.
1.1.3 Les milieux fortement absorbants
Nous gardons les mêmes notations que dans le § 1.1.2 mais cette fois-ci le petit paramètre
ne vient plus d’une propriété géométrique de l’inhomogénéité (couche mince) mais plutôt d’une
propriété physique particulière de l’inhomogénéité. Nous considérons le cas d’un milieu fortement
absorbant, c’est-à-dire que le carré du nombre d’onde est complexe et sa partie imaginaire est très
élevée. Nous rappelons ici une partie des résultats obtenus dans [48]. On suppose que  = 1 et µ = 1,
alors le nombre d’onde dans Ω en présence d’absorption est donné par
k2Ω = k2 +
i
δ2
.
Ceci signifie que la conductivité du milieu Ω est de la forme σδ = 1/(kδ2), comme précédemment
δ > 0 désigne un petit paramètre. L’équation dans le domaine extérieur Ωext reste la même que
12 Chapitre 1. Le cas scalaire
dans le § 1.1.2, l’onde diffractée satisfait toujours la condition de radiation de Sommerfeld (1.5)
mais dans le domaine intérieur Ω on cherche un champ total uδ = usδ + ui solution de
∆uδ +
(
k2 + i
δ2
)
uδ = 0,
avec continuité de la trace de uδ et de sa dérivée normale à travers l’interface Γ. Le modèle équivalent
à l’ordre l consiste alors à chercher ul = usl + ui tel que
∆ul + k2ul = 0 dans Ωext,
le champ usl satisfait la condition de radiation (1.5) et sur Γ on a
ul +Dl ∂ul
∂ν
= 0.
Toujours selon [48] les trois premiers ordres sont donnés par
D0u = 0,
D1u = −αδ,
D2u = −αδ + iHδ2
où α =
√
2
2 + i
√
2
2 est la racine carré à partie réelle positive du nombre complexe i. Comme dans le
cas précédent, si on monte en ordre, l’ordre de dérivation de l’opérateur d’impédance augmente et
le modèle équivalent à l’ordre 3 fait intervenir un opérateur de Laplace Beltrami sur la frontière Γ
(voir [48]).
Dans ce cadre il est naturel d’utiliser un opérateur de type Neumann à Dirichlet car la condition
équivalente à l’ordre 0 est u0 = 0. Pour les ordres strictement positifs il suffit de prendre D−1l pour
retrouver une condition d’impédance généralisée du type Dirichlet à Neumann comme dans le cas
d’une couche mince (voir § 1.1.2). Il est important de noter que contrairement au cas des couches
minces, dans cette configuration une condition d’impédance classique donne une approximation à
δ3 près de ce qui se passe dans l’inhomogénéité.
1.1.4 Les couches minces périodiques
δ
δ
Uδ
Figure 1.3 – Représentation d’une couche mince périodique.
Toujours dans le même esprit, il nous faut mentionner le cas des couches minces périodiques
traité dans [5] en dimension 2 (voir aussi [42] pour le problème de transmission à travers une interface
fine et périodique). Nous rappelons qu’en dimension 2 il est possible de paramétrer toute la surface
Γ à l’aide d’une seule fonction périodique de période s0 ∈]0,+∞[, il existe XΓ : [0, s0] → R2, telle
que Γ = {XΓ(s), s ∈ [0, s0]}. On se place de nouveau dans la configuration d’une couche mince
Uδ comme celle décrite dans le § 1.1.2 mais cette fois-ci, on prend  = 1 et le coefficient µ dépend
du petit paramètre δ dans le sens où c’est une fonction oscillante qui oscille à la vitesse 1/δ dans
la direction tangente à la surface Γ. Plus précisément, soit µ˜ une fonction de [0, s0] × [0, 1] × [0, 1]
périodique dans les trois variables de période s0, 1 et 1 respectivement. Nous définissons µ par
µ(x) = µ˜
(
s,
s
s0δ
,
t
δ
)
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où x ∈ Uδ, s ∈ [0, s0[ et t ∈ [−δ, 0] sont liés par la relation x = XΓ(s) − tν(XΓ(s)). Les deux
premières variables de µ˜ correspondent respectivement aux variations lentes et rapides de µ˜ dans
la direction tangentielle alors que la troisième variable traduit une variation rapide de µ˜ dans la
direction normale.
Pour une onde incidente ui donnée, le problème de diffraction s’écrit alors : trouver uδ ∈ H1ext(R3\
Ωδ) tel que uδ = usδ + ui vérifie 
∆uδ + k2µ(x)uδ = 0 dans Uδ,
∆uδ + k2uδ = 0 dans Ωext,
∂uδ
∂νδ
= 0 sur Γδ[
∂uδ
∂ν
]
= 0 , [uδ] = 0 sur Γ
et usδ satisfait la condition de radiation de Sommerfeld (1.5). Le modèle équivalent à l’ordre l consiste
à chercher ul = usl + ui satisfaisant
∆ul + k2ul = 0 dans Ωext,
ainsi qu’une condition d’impédance généralisée sur Γ du type
∂ul
∂ν
+ Zperl ul = 0.
De plus le champ diffracté doit satisfaire la condition de radiation (1.5). Selon [5], nous avons aux
deux premiers ordres :
Zper0 u = 0,
Zper1 u = δ∆Γu+ k2µδu,
où le coefficient µ n’est autre que la valeur moyenne de µ˜ définie pour tout s ∈ [0, s0] par
µ(XΓ(s)) :=
∫ 1
0
∫ 1
0
µ˜
(
s,
ζ
δ
,
t
δ
)
dζdt.
Dans cette configuration, un opérateur de dérivation surfacique d’ordre deux apparaît de nouveau
dès le modèle équivalent d’ordre 1 et comme dans le § 1.1.2 la condition d’impédance classique n’est
pas adaptée.
1.2 Le problème direct de diffraction avec GIBC
Dans cette section nous allons montrer dans un premier temps que le problème de diffraction
avec condition d’impédance généralisée et bien posé si l’opérateur est de la forme « ∆Γ »puis nous
consacrerons une deuxième partie à l’étude d’un cas plus général qui permettra notamment de
traiter des opérateurs d’impédance contenant des dérivations tangentielles d’ordre quelconque.
1.2.1 Le cas d’un opérateur du type « ∆Γ »
Nous gardons les mêmes notations que dans la section précédente, la frontière Γ est supposée être
de classe C1. Soient η et λ deux fonctions de L∞(Γ) à valeur dans C, le problème de diffraction que
l’on considère consiste à trouver u = us + ui ∈ {v ∈ H1ext(Ωext) tels que v|Γ ∈ H1(Γ)} satisfaisant
∆u+ k2u = 0 dans Ωext,
∂u
∂ν
+ divΓ(η∇Γu) + λu = 0 sur Γ,
lim
R→∞
∫
|x|=R
∣∣∣∣∂us∂r − ikus
∣∣∣∣2 ds = 0.
(1.6)
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Pour tout espace de Hilbert X on note X∗ son dual, l’espace des formes anti-linéaires continues sur
X. On défini le produit de dualité pour tout (u, v) ∈ X ×X∗ par{
〈v, u〉X∗,X := v(u),
〈u, v〉X,X∗ := v(u).
Dans la suite nous ne ferons plus mention des espaces dans les produits de dualité sauf si cela
est nécessaire pour la compréhension. Pour η ∈ L∞(Γ) et u ∈ H1(Γ) nous définissons divΓ(η∇Γu)
comme un élément de H−1(Γ) le dual de H1(Γ) par
〈divΓ(η∇Γu), v〉 := −
∫
Γ
η∇Γu · ∇Γvds ∀v ∈ H1(Γ) .
Soit ΩR := Ωext ∩ BR où BR est telle que Ω ⊂ BR et notons SR : H1/2(∂BR) → H−1/2(∂BR)
l’opérateur de Dirichlet à Neumann défini pour g ∈ H1/2(∂BR) par SRg := ∂ue/∂r|∂BR où ue est
la solution sortante (qui satisfait la condition de radiation de Sommerfeld (1.5)) de l’équation de
Helmholtz à l’extérieur de BR et ue = g sur ∂BR. Rappelons que d’après [78, théorème 2.6.4] pour
la dimension 3 et [63] pour la dimension 2 on a les signes suivants pour SR
Re〈SRu, u〉 ≤ 0 et Im〈SRu, u〉 > 0 (1.7)
pour tout u ∈ H1/2(∂BR) avec u 6= 0. A l’aide de cet opérateur, on reformule le problème (1.6)
dans un domaine borné, il est équivalent à trouver u dans HΓ,R := {v ∈ H1(ΩR); v|Γ ∈ H1(Γ)}
tel que
P(λ, η,Γ)

∆u+ k2u = 0 dans ΩR,
∂u
∂ν
+ divΓ(η∇Γu) + λu = 0 sur Γ,
∂u
∂r
− SR(u) = f sur ∂BR,
(1.8)
avec
f := ∂u
i
∂r
− SR(ui).
D’une manière générale, P(λ, η,Γ) a un sens pour tout f ∈ H−1/2(∂BR) et l’espace HΓ,R muni du
produit scalaire
(·, ·)HΓ,R := (·, ·)H1(Γ) + (·, ·)H1(ΩR)
est un espace de Hilbert. Les problèmes (1.6) et (1.8) étant équivalents, nous ne ferons pas la
distinction entre la solution de (1.6) qui vit dans Ωext et celle de (1.8) qui ne vit que dans ΩR.
Définissons l’opérateur A : HΓ,R → HΓ,R et la forme bilinéaire a sur HΓ,R ×HΓ,R par
(Au, v)HΓ,R = a(u, v) :=
∫
ΩR
(∇u · ∇v − k2uv)dx+
∫
Γ
(η∇Γu · ∇Γv − λuv)ds− 〈SRu, v〉, (1.9)
pour (u, v) ∈ HΓ,R ×HΓ,R. De plus, définissons la forme linéaire l sur HΓ,R et F ∈ HΓ,R par
(F, v)HΓ,R = l(v) := 〈f, v〉
pour tout v ∈ HΓ,R. Ainsi u est une solution de P(λ, η,Γ) si et seulement si
a(u, v) = l(v) ∀v ∈ HΓ,R
ou encore si et seulement si
Au = F.
Afin d’assurer l’existence et l’unicité de la solution du problème P(λ, η,Γ) nous faisons l’hypo-
thèse suivante sur les impédances.
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Hypothèse 1.2.1 (λ, η) ∈ (L∞(Γ))2 sont telles que
Im(λ) ≥ 0 , Im(η) ≤ 0 p.p. sur Γ
et il existe c > 0 telle que
Re(η) ≥ c p.p. sur Γ.
L’hypothèse sur la partie imaginaire des fonctions d’impédance λ et η est en fait directement liée
à la condition de radiation. Si on repasse en domaine temporel, ce choix de signe implique que
l’énergie de l’onde décroit au fil du temps. En revanche, l’hypothèse sur le signe de la partie réelle
de η n’a rien de physique et n’est en fait qu’une hypothèse technique nous permettant d’obtenir de
la coercivité pour la partie principale de A. Nous expliquerons dans le § 1.2.2 comment s’affranchir
de cette hypothèse.
Théorème 1.2.2 Si l’hypothèse 1.2.1 est satisfaite, pour tout f ∈ H1/2(∂BR), P(λ, η,Γ) admet
une unique solution u dans HΓ,R. De plus il existe une constante C > 0 indépendante de u et de f
telle que
‖u‖HΓ,R ≤ C‖f‖H−1/2(∂BR).
Preuve. La preuve de ce résultat est classique, on prouve dans un premier temps que l’opérateur
A est de type Fredholm d’indice 0, puis nous montrons qu’il est injectif ce qui nous donnera le
résultat du théorème. Définissons J et K les deux opérateurs de HΓ,R dans lui-même tels que pour
tout u, v ∈ HΓ,R
(Ju, v)HΓ,R = (u, v)H1(ΩR) +
∫
Γ
η∇Γu · ∇Γvds− 〈SRu, v〉,
(Ku, v)HΓ,R = −(1 + k2)(u, v)L2(ΩR) −
∫
Γ
λuvds
Ainsi A = J + K et dès que Re(η(x)) ≥ c > 0 pour presque tout x ∈ Γ l’opérateur J est un
isomorphisme de HΓ,R car Re〈SRv, v〉 ≤ 0 pour tout v ∈ H1/2(∂BR). De plus d’après le théorème
de Rellich, H1(ΩR) et H1(Γ) s’injectent de manière compacte dans L2(ΩR) et L2(Γ) respectivement.
Donc K est compact et A est un opérateur de type Fredholm d’indice 0.
Soit u tel que
a(u, v) = 0 ∀v ∈ HΓ,R.
Pour v = u et en prenant la partie imaginaire de cette dernière équation on obtient∫
Γ
(Im(η)|∇Γu|2 − Im(λ)|u|2)ds− Im〈SRu, u〉 = 0.
L’hypothèse 1.2.1 implique alors que
Im〈SRu, u〉 = 0
et donc u|∂BR = 0 (voir [78] p. 103 pour la dimension trois et [63] pour la dimension deux). Alors
∂u
∂r |∂BR = SRu = 0 d’après la condition au bord satisfaite par u sur ∂BR. La fonction u est solution
d’un problème de Cauchy dans ΩR avec des données nulles sur ∂BR et donc u = 0 dans tout le
domaine ΩR d’après l’unicité du problème de Cauchy. Le problème P(λ, η,Γ) est bien posé et il
existe C > 0 telle que pour tout f ∈ H−1/2(∂BR), l’unique solution u de P(λ, η,Γ) satisfait
‖u‖HΓ,R ≤ C‖F‖HΓ,R ≤ C‖f‖H−1/2(∂BR).
L’hypothèse sur le signe de η n’a qu’un seul objectif : rendre l’opérateur J coercif. Dans certaines
situations, comme par exemple lorsque l’on a un problème de couche mince et que le diélectrique
est un matériau à indice négatif, il peut arriver que le signe de η soit négatif. Dans ce cas aussi nous
aimerions être en mesure de montrer l’existence et l’unicité de la solution de P(λ, η,Γ).
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1.2.2 Étude du cas général
Commençons par décrire ce que nous appellerons un opérateur d’impédance.
Opérateurs d’impédance admissibles
Soit V (Γ) ⊂ L2(Γ) muni d’un produit scalaire (·, ·)V (Γ) un espace de Hilbert défini sur Γ et tel
que
C∞(Γ) ⊂ V (Γ) ⊂ L2(Γ).
Supposons de plus C∞(Γ) s’injecte de manière dense dans V (Γ). Introduisons l’intersection de V (Γ)
avec H1/2(Γ) que l’on note V 1/2(Γ) := V (Γ) ∩H1/2(Γ) associé à la norme
‖ · ‖V 1/2(Γ) := ‖ · ‖V (Γ) + ‖ · ‖H1/2(Γ)
et notons V −1/2(Γ) son dual.
Comme C∞(Γ) est inclus dans V (Γ), l’inclusion de V 1/2(Γ) dans H1/2(Γ) est dense et on a les
inclusions denses suivants
V (Γ) ⊂ L2(Γ) ⊂ V (Γ)∗
et
V 1/2(Γ) ⊂ H1/2(Γ) ⊂ L2(Γ) ⊂ H−1/2(Γ) ⊂ V −1/2(Γ).
Définition 1.2.3 Un opérateur d’impédance Z est un opérateur linéaire et continu de V (Γ) dans
V (Γ)∗.
Le problème de diffraction avec condition d’impédance généralisée s’écrit alors : trouver us ∈ {v ∈
H1ext(Ωext) tel que v|Γ ∈ V (Γ)} tel que
∆us + k2us = 0 dans Ωext,
∂us
∂ν
+ Zus = f sur Γ,
lim
R→∞
∫
|x|=R
∣∣∣∣∂us∂r − ikus
∣∣∣∣2 = 0
(1.10)
avec
f =: −
(
Zui + ∂ui
∂ν
)
.
Ce problème a un sens dès que f ∈ V (Γ)∗. Nous allons montrer que (1.10) est bien posé sous
l’hypothèse de signe suivante.
Hypothèse 1.2.4 L’opérateur Z est tel que
Im(Z) ≥ 0.
Pour tous espaces de Hilbert E,F et tout opérateur borné T : E → F , son adjoint T ∗ : F ∗ → E∗
est défini par 〈T ∗u, v〉E∗,E = 〈u, Tv〉F ∗,F pour (u, v) ∈ F ∗ ×E. Les parties réelles et imaginaires de
T sont données par 
Re(T ) := T + T
∗
2 ,
Im(T ) := T − T
∗
2i .
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Reformulation surfacique et caractère bien posé du problème
La formulation variationnelle de l’équivalent du problème (1.10) en domaine borné s’écrit :
trouver us ∈ HV := {v ∈ H1ext(Ωext) tels que v|Γ ∈ V (Γ)} tel que∫
ΩR
(∇us · ∇v − k2usv)dx− 〈Zus, v〉 − 〈SRus, v〉 = −
∫
Γ
fvds (1.11)
pour tout v ∈ HV . Si on procède comme dans la section précédente, on sera forcé de supposer que la
partie réelle de Z est négative afin d’avoir une formulation de type Fredholm. Pour contourner cette
hypothèse technique, nous allons nous baser sur une écriture de (1.10) sous la forme d’un problème
posé sur la surface Γ. Introduisons l’opérateur de Dirichlet à Neumann extérieur sur la surface Γ,
SΓ : H1/2(Γ) → H−1/2(Γ) défini pour tout g ∈ H1/2(Γ) par SΓg = ∂ug∂ν où ug ∈ H1ext(Ωext) est
l’unique solution de 
∆ug + k2ug = 0 dans Ωext,
ug = g sur Γ,
lim
R→∞
∫
|x|=R
|∂ug
∂r
− ikug|2 = 0.
(1.12)
Nous montrons dans la proposition 1.2.5 que le problème (1.10) est équivalent à trouver uΓ ∈
V 1/2(Γ) tel que
ZuΓ + SΓuΓ = f. (1.13)
Une raison intuitive de considérer une telle formulation est que l’opérateur SΓ est un opérateur
borné de H1/2(Γ) → H−1/2(Γ) donc par exemple lorsque Z = ∆Γ : H1(Γ) → H−1(Γ), l’opérateur
SΓ : H1(Γ)→ H−1(Γ) ne représente qu’une perturbation compacte. En d’autres termes, le signe de
la partie réelle de l’intégrale volumique n’est pas important pour obtenir le caractère Fredholm du
problème.
Proposition 1.2.5 Soit f ∈ V (Γ)∗, si us ∈ HV est solution de (1.10) alors us|Γ est solution de
(1.13). Réciproquement si uΓ ∈ V 1/2(Γ) est solution de (1.13) alors l’unique solution us ∈ HV de
(1.12) pour g = uΓ est solution de (1.10).
Preuve. Prenons f ∈ V (Γ)∗, si us ∈ HV est solution de (1.10) alors us|Γ ∈ V 1/2(Γ) car us|Γ ∈ V (Γ)
et us ∈ H1ext(Ωext). De plus
∂us
∂ν
= SΓ(us|Γ)
et donc us|Γ est solution de (1.13).
Supposons maintenant que uΓ ∈ V 1/2(Γ) est solution de (1.13) et posons us l’unique solution
de (1.12) pour g = uΓ. Alors us ∈ HV et est solution de (1.10) car
∂us
∂ν
= SΓ(uΓ).
La méthode pour montrer que le problème (1.13) est bien posé reste la même que dans la section
précédente, on montre que Z+SΓ : V 1/2(Γ)→ V −1/2(Γ) est un opérateur de type Fredholm d’indice
0, ensuite son injectivité entrainera sa surjectivité et le fait que le problème (1.10) est bien posé.
Commençons par l’unicité qui utilise les mêmes arguments que la preuve du théorème 1.2.2.
Lemme 1.2.6 L’opérateur Z + SΓ : V 1/2(Γ)→ V −1/2(Γ) est injectif.
Preuve. Prenons uΓ un élément de V 1/2(Γ) tel que (Z + SΓ)uΓ = 0, on a alors pour u l’unique
solution de (1.12) avec g = uΓ
〈ZuΓ, uΓ〉+
〈
∂u
∂ν
, u
〉
= 0
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et en utilisant l’hypothèse 1.2.4 on a
Im
〈
∂u
∂ν
, u
〉
H−1/2(Γ),H1/2(Γ)
≤ 0.
Soit BR une boule de rayon R telle que Ω ⊂ BR, une simple formule d’intégration par partie entre
Γ et ∂BR et l’utilisation de l’équation de Helmholtz nous donne
Im
∫
∂BR
∂u
∂r
u ds ≤ 0
et d’après [38, théorème 2.12] couplé avec un principe de prolongement unique on obtient que u = 0
dans Ωext et donc uΓ = 0.
Afin d’obtenir le caractère Fredholm de Z + SΓ nous avons besoin de quelques propriétés de SΓ.
Proposition 1.2.7 Il existe un opérateur borné CΓ : H1/2(Γ)→ H−1/2(Γ) qui admet les propriétés
suivantes : il existe cΓ > 0 telle que pour tout u ∈ H1/2(Γ)Re〈CΓu, u〉 ≥ cΓ‖u‖
2
H1/2(Γ),
Im〈CΓu, u〉 ≤ 0,
ainsi qu’un opérateur compact KΓ : H1/2(Γ)→ H−1/2(Γ) tels que
SΓ = −CΓ +KΓ.
Preuve. Soit BR une boule de rayon R contenant Ω, notons ΩR := BR ∩ Ωext et définissons
l’opérateur linéaire et continu AR : H1/2(Γ) → H1(ΩR) qui à g ∈ H1/2(Γ) associe ug ∈ H1(ΩR)
l’unique solution de 
∆ug + k2ug = 0 dans ΩR,
ug = g sur Γ,
∂ug
∂r
= SRug sur ∂BR.
(1.14)
Introduisons les opérateurs CΓ : H1/2(Γ)→ H−1/2(Γ) et KΓ : H1/2(Γ)→ H−1/2(Γ) définis par
〈CΓf, g〉 = (ARf,ARg)H1(ΩR) − 〈SRf, g〉,
et
〈KΓf, g〉 = (k2 + 1)
∫
ΩR
ARfARg dx,
pour tout (f, g) ∈ H1/2(Γ) × H1/2(Γ). En utilisant la formule de Green dans ΩR et l’équation de
Helmholtz satisfaite par uf := ARf et ug := ARg, on a :
〈SΓf, g〉 =
〈
∂uf
∂ν
, ug
〉
= −
∫
ΩR
∇uf · ∇ug + ∆ufug dx+
∫
∂BR
∂uf
∂r
ug ds
= −(uf , ug)H1(ΩR) + 〈SRuf , ug〉+ (k2 + 1)
∫
ΩR
ufug ds.
Ainsi SΓ = −CΓ +KΓ. D’après le signe de SR donné en (1.7), la partie imaginaire de CΓ satisfait
Im〈CΓf, f〉 ≤ 0
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et sa partie réelle
Re〈CΓf, f〉 ≥ ‖ARf‖2H1(ΩR) (1.15)
pour tout f ∈ H1/2(Γ). Mais AR est injectif et d’image
R(AR) =
{
u ∈ H1(ΩR), ∆u+ k2u = 0 dans ΩR et SRu = ∂u
∂r
sur ∂BR
}
fermée dans H1(ΩR) donc par le théorème de l’application ouverte [15, théorème II.5] il existe C > 0
telle que
‖ARf‖H1(ΩR) ≥ C‖f‖H1/2(Γ), ∀f ∈ H1/2(Γ).
Si on revient à (1.15), on obtient que CΓ est à partie réelle coercive.
Pour conclure, il suffit d’utiliser l’injection compacte de H1(ΩR) dans L2(ΩR) et en déduire que
KΓ : H1/2(Γ)→ H−1/2(Γ) est compact.
Énonçons un résultat d’existence et d’unicité de la solution du problème direct de diffraction
avec condition d’impédance généralisée moins restrictif que le théorème 1.2.2.
Théorème 1.2.8 Si l’opérateur Z satisfait l’hypothèse 1.2.4 et si l’une des hypothèses suivantes
est satisfaite
1. Z se décompose sous la forme −CZ +KZ où CZ : V 1/2(Γ)→ V −1/2(Γ) satisfait
Re〈CZu, u〉 − Im〈CZu, u〉 ≥ cz‖u‖2V (Γ) ∀u ∈ V (Γ), (1.16)
où cz > 0 est indépendante de u et KZ : V 1/2(Γ)→ V −1/2(Γ) est un opérateur compact,
2. l’espace V (Γ) s’injecte de manière compacte dans H1/2(Γ) et Z : V (Γ)→ V (Γ)∗ se décompose
sous la forme TZ + KZ où TZ : V (Γ) → V (Γ)∗ est un isomorphisme et KZ : V (Γ) → V (Γ)∗
est un opérateur compact,
alors Z + SΓ est un isomorphisme de V 1/2(Γ) dans V −1/2(Γ).
Preuve. Supposons que la première hypothèse est satisfaite. Grâce à la proposition 1.2.7, il existe
un opérateur compact KΓ : H1/2(Γ) → H−1/2(Γ) et un opérateur CΓ : H1/2(Γ) → H−1/2(Γ) de
partie réelle coercive tels que SΓ = −CΓ +KΓ. Soit z := a+ ib ∈ C où a et b sont deux réels, on a
|z| ≥ |a|+ |b|√
2
(1.17)
donc pour tout u ∈ V 1/2(Γ)
|〈(CΓ + CZ)u, u〉| ≥ Re〈CΓu, u〉+Re〈CZu, u〉 − Im〈CZu, u〉 − Im〈CΓu, u〉√2
et d’après (1.16)
|〈(CΓ + CZ)u, u〉| ≥
Re〈CΓu, u〉+ cz‖u‖2V (Γ) − Im〈CΓu, u〉√
2
.
Les propriétés de SΓ établies dans la proposition 1.2.7 donnent alors
|〈(CΓ + CZ)u, u〉| ≥
cΓ‖u‖2H1/2(Γ) + cz‖u‖2V (Γ)√
2
,
et donc CΓ + CZ : V 1/2(Γ) → V −1/2(Γ) est coercif. De plus, KΓ + KZ est compact de V 1/2(Γ)
V −1/2(Γ) et
Z + SΓ = −(CΓ + CZ) +KΓ +KZ
ce qui signifie que Z + SΓ est de type Fredholm d’indice 0. Le lemme d’unicité 1.2.6 permet de
conclure.
Si on suppose que la deuxième hypothèse du théorème est satisfaite, V (Γ) = V 1/2(Γ) et leurs
normes sont équivalentes. De plus, SΓ : V 1/2(Γ) → V −1/2(Γ) est compact et donc Z + SΓ est de
type Fredholm et d’indice 0. Encore une fois son injectivité permet de conclure.
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Exemples d’application
Revenons à l’hypothèse 1.2.1 faite dans la section précédente, nous allons voir qu’elle n’est en
fait pas nécessaire pour obtenir l’existence et l’unicité de la solution du problème (1.6). Soient
(λ, η) ∈ (L∞(Γ))2 tels que
Im(λ) ≥ 0 , Im(η) ≤ 0.
Considérons Z = divΓ(η∇Γ·) + λ·, alors Z satisfait l’hypothèse 1.2.4.
Re(η) est positive mais peut s’annuler. Définissons l’espace à poids
V (Γ) =
{
u ∈ L2(Γ),
∫
Γ
|η||∇Γu|2ds <∞
}
,
muni du produit scalaire
(f, g)V (Γ) =
∫
Γ
(fg + |η|∇Γf · ∇Γg) ds.
Cet espace rentre bien dans le cadre abstrait que nous avons mis en place au début de cette section,
de plus, la première alternative du théorème 1.2.8 est satisfaite car
Z = −CZ +KZ ,
où CZ : V 1/2(Γ) → V −1/2(Γ) et KZ : V 1/2(Γ)→ V −1/2(Γ) sont définis pour (u, v) dans V 1/2(Γ)×
V −1/2(Γ) par
〈CZu, v〉 :=
∫
Γ
(η∇Γu · ∇Γv + uv) ds et 〈KZu, v〉 :=
∫
Γ
(1 + λ)uvds.
KZ est clairement compact et pour tout u dans V (Γ)
Re〈CZu, u〉 − Im〈CZu, u〉 =
∫
Γ
[(Re(η)− Im(η))∇Γu · ∇Γu+ uu]ds,
≥
∫
Γ
|η||∇Γu|2 + |u|2ds,
≥ ‖u‖2V (Γ).
Ainsi le problème (1.6) admet une solution unique même lorsque η s’annule.
Remarque 1.2.9 Ce cas peut aussi se traiter en utilisant directement la formulation variationnelle
volumique (1.11).
Re(η) est strictement négative. Supposons qu’il existe c > 0 telle que
Re(η) ≤ −c.
On satisfait le deuxième alternative du théorème 1.2.8 en prenant V (Γ) = H1(Γ) avec pour tout
f ∈ V (Γ)
TZf := divΓ(η∇Γf) + f,
KZf := SΓf + (λ− 1)f.
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1.2.3 Le champ lointain
La plupart des problèmes inverses en diffraction utilisent comme données le champ diffracté loin
de l’objet que l’on étudie. Si us satisfait l’équation de Helmholtz homogène dans Ωext et la condition
de radiation (1.5) alors d’après [38], en dimension d
us(x) = e
ikr
r(d−1)/2
(
u∞(xˆ) +O
(1
r
))
r −→ +∞ (1.18)
uniformément pour toutes les directions d’observation xˆ = x/r ∈ Sd−1 où Sd−1 désigne la sphère
unité de Rd et r = |x|. De plus, ce que l’on appellera le champ lointain u∞ ∈ L2(Sd−1) est défini
de manière unique par ce développement et pour tout domaine borné O de classe Lipschitzienne et
de normale extérieure ν qui contient l’obstacle Ω, on a la représentation intégrale suivante
u∞(xˆ) =
∫
∂O
(
us(y)∂Φ
∞(y, xˆ)
∂ν(y) −
∂us(y)
∂ν(y) Φ
∞(y, xˆ)
)
ds(y) ∀xˆ ∈ Sd−1, (1.19)
où Φ∞, le champ lointain de la fonction de Green sortante de l’équation de Helmholtz, est donné
par
dans R2 Φ∞ : (y, xˆ) ∈ R2 × S1 7−→ e
ipi/4
√
8pik
e−iky·xˆ
dans R3 Φ∞ : (y, xˆ) ∈ R3 × S2 7−→ 14pie
−iky·xˆ.
Nous rappelons aussi l’expression de la fonction de Green sortante de l’équation de Helmholtz :
dans R2 Φ : (x, z) ∈ R2 × R2 7−→ i4H
1
0 (k|x− z|),
dans R3 Φ : (x, z) ∈ R3 × R3 7−→ 14pi
eik|x−z|
|x− z| .
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De la même manière que dans le cas scalaire, la diffraction par un obstacle Ω faisant inter-venir des phénomènes à petite échelle peut se modéliser par une condition d’impédancegénéralisée. Cette fois-ci, comme on considère les équations de Maxwell cette condition
d’impédance généralisée lie le champ électrique E au champ magnétique H par une relation de la
forme
ν ×E + ZHT = 0 sur Γ
où Z est un opérateur surfacique,HT := (ν×H)×ν désigne la composante tangentielle du champ
magnétique H sur Γ la frontière de Ω. On note ν la normale à Γ dirigée vers l’extérieur de Ω.
Dans la première section de ce chapitre nous rappelons les conditions approchées obtenues dans
[10, 47] pour les couches minces et celles obtenues dans [49] pour le cas de matériaux fortement
absorbants. Nous consacrons la deuxième section de ce chapitre à l’étude du problème direct et nous
donnons un résultat d’existence et d’unicité pour un opérateur Z général. Nous appliquons ensuite
ce résultat à deux cas particuliers, l’un des deux cas demandant une attention toute particulière car
il nécessite l’utilisation d’une décomposition de Hodge adéquate. Pour terminer, nous introduisons
le champ lointain associé au champ électromagnétique sortant.
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2.1 Les modèles d’impédance généralisée pour les équations de
Maxwell
Rappelons dans cette section les résultats présentés dans [44], qui regroupe les résultats obtenus
dans [10, 49]. Nous considérons le problème de diffraction en régime harmonique pour un nombre
d’onde k > 0 et nous cherchons les champs électriques et magnétiques ayant une dépendance
temporelle de la forme
E(x, t) = Re{e−iktE(x)} et H(x, t) = Re{e−iktH(x)}.
L’inhomogénéité est notée Ω, nous supposons que c’est un ouvert borné simplement connexe de
R3 de classe C∞ et que le milieu extérieur Ωext := R3 \ Ω est homogène. Alors, comme dans le
cas scalaire, le champ électromagnétique (E,H) résultant de l’excitation de l’inhomogénéité Ω par
une onde incidente se décompose comme la somme d’un champ incident (Ei,H i) qui satisfait les
équations de Maxwell harmoniques {
rotH i + ikEi = 0,
rotEi − ikH i = 0, (2.1)
dans R3 et d’un champ diffracté (Es,Hs) qui satisfait lui aussi (2.1) mais seulement à l’extérieur
de l’inhomogénéité, c’est-à-dire dans Ωext. Le champ diffracté doit aussi satisfaire une condition
d’onde sortante qui dans le cas de l’électromagnétisme est appelée condition de Silver-Müller,
lim
R→∞
∫
∂BR
|Hs × xˆ− (xˆ×Es)× xˆ|2ds = 0 (2.2)
où xˆ := x/|x|. On dira que le couple (E,H) est une solution sortante de (2.1) si il satisfait (2.2).
Conducteur parfait couvert de diélectrique
Soit Ωδ un conducteur parfait couvert d’une couche mince de diélectrique Uδ d’épaisseur δ de
permittivité et perméabilité relatives  et µ respectivement,  et µ étant deux réels indépendants de
δ. Les ouverts Uδ et Ωδ sont tels que Ωδ∪Uδ = Ω et Ωδ∩Uδ = ∅, nous renvoyons le lecteur au § 1.1.2
pour une description précise de la géométrie. On note νδ la normale à Γδ, la frontière de Ωδ, dirigée
vers l’extérieur de Ωδ. Dans l’inhomogénéité, le champ total (Eδ,Hδ) = (Esδ,Hsδ) + (Ei,H i) est
solution 
rotHδ + ikEδ = 0 dans Uδ,
rotEδ − ikµHδ = 0 dans Uδ,
νδ ×Eδ = 0 sur Γδ
et on a continuité de la composante tangentielle des champs électriques et magnétiques à l’interface
Γ entre le milieu extérieur et l’inhomogénéité :
[ν ×Eδ] = 0 et [ν ×Hδ] = 0
où pour une fonction [f ] désigne le saut de f à travers Γ. Pour l un entier, notons (El,H l) une solu-
tion de (2.1) dans le domaine extérieur Ωext telle que (El,H l) = (Esl ,Hsl ) + (Ei,H i) où (Esl ,Hsl )
satisfait la condition de radiation (2.2) et le champ total satisfait une condition d’impédance géné-
ralisée du type
ν ×El + i
k
Zl((ν ×H l)× ν) = 0 sur Γ (2.3)
où
Z0u = 0,
Z1u = δ

rotΓrotΓ − k2µδ, (2.4)
Z2u = δ

rotΓδ(1− δH)rotΓ − k2µδ(1− δ(R−HId)). (2.5)
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Alors, (El,H l) est une approximation à l’ordre l du champ exact (Eδ,Hδ) c’est-à-dire que pour
toute boule de rayon R telle que Ω ⊂ BR, il existe C > 0 telle que pour tout δ > 0 suffisamment
petit
‖Eδ −El‖Hrot(Ωext∩BR) ≤ Cδl+1 , ‖Hδ −H l‖Hrot(Ωext∩BR) ≤ Cδl+1
où la norme ‖ · ‖Hrot est définie dans la section suivante.
Matériau fortement absorbant
Considérons le cas d’un matériau fortement absorbant dont la conductivité est de la forme
σδ =
1
µkδ2
pour δ > 0 un petit paramètre. Les équations de Maxwell en régime harmonique dans l’inhomogé-
néité pour le champ total (Eδ,Hδ) = (Esδ,Hsδ) + (Ei,H i) s’écriventrotHδ +
(
ik− 1
µkδ2
)
Eδ = 0 dans Ω,
rotEδ − ikµHδ = 0 dans Ω,
on a toujours continuité de la composante tangentielle des champs électrique et magnétique à
l’interface Γ
[ν ×Eδ] = 0 et [ν ×Hδ] = 0 sur Γ
et (Esδ,Hsδ) satisfait (2.1) à l’extérieur de Ω et la condition de radiation (2.2). De la même façon
on peut construire une solution approchée à l’ordre l, (El,H l) = (Esl ,Hsl ) + (Ei,H i) où (Esl ,Hsl )
satisfait (2.1) à l’extérieur de Ω la condition de radiation (2.2) et le champ total satisfait une
condition d’impédance généralisée du type (2.3). Cette fois-ci même en allant à l’ordre l = 2 aucun
opérateur de dérivation surfacique n’intervient :
Z0u = 0,
Z1u = −k2µαδ,
Z2u = −k2µαδ + iδ2(R−HId)
où α désigne toujours la racine carré de i à partie réelle positive.Le modèle approché à l’ordre 3
contient un opérateur de dérivation surfacique d’ordre 2 de la forme ∇ΓdivΓ + rotΓrotΓ.
Remarque 2.1.1 Si Ω est un cylindre infini d’axe ez alors la composante Ez du champ électrique
El suivant la direction ez vérifie l’équation de Helmholtz à l’extérieur de Ω ainsi que la condition
d’impédance généralisée d’ordre l dans le cas scalaire donnée au § 1.1.3. La même remarque est
valable dans le cas des couches minces.
2.2 Etude théorique du problème de diffraction
2.2.1 Espaces variationnels et espaces de trace pour les équations de Maxwell
Avant d’aborder l’étude du problème direct, introduisons quelques notions nécessaires à l’étude
des problèmes d’électromagnétisme, on les trouve par exemple dans [75, chapitre 3]. Soit O un
ouvert de R3, notons Γ sa frontière supposée de classe C2 de normale extérieure ν. Les espaces
d’énergie pour les équations de Maxwell sont notés
Hdiv(O) := {v ∈ (L2(O))3 , div(v) ∈ L2(O)}
muni de la norme
‖v‖Hdiv(O) := ‖v‖(L2(O))3 + ‖div(v)‖(L2(O))3
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et
Hrot(O) := {v ∈ (L2(O))3 , rot(v) ∈ (L2(O))3}
muni de la norme
‖v‖Hrot(O) := ‖v‖(L2(O))3 + ‖rot(v)‖(L2(O))3 .
Introduisons aussi les espaces de trace
Hst (Γ) := {v ∈ (Hs(Γ))3 | v · ν = 0},
HsdivΓ(Γ) := {v ∈ Hst (Γ), divΓ(v) ∈ Hs(Γ)},
muni de la norme
‖v‖HsdivΓ (Γ) := ‖v‖(Hs(Γ))3 + ‖divΓ(v)‖Hs(Γ)
et
HsrotΓ(Γ) := {v ∈ Hst (Γ), rotΓ(v) ∈ Hs(Γ)},
muni de la norme
‖v‖HsrotΓ (Γ) := ‖v‖(Hs(Γ))3 + ‖rotΓ(v)‖Hs(Γ)
pour s ∈ R tel que |s| ≤ 1. Enfin, nous noterons HrotΓ(Γ) := H0rotΓ(Γ) et HdivΓ(Γ) := H0divΓ(Γ).
Nous renvoyons le lecteur à [74, chapitre 3] pour la définition des espaces Hs(Γ). La définition des
espaces de trace pour |s| = 1/2 et des opérateurs différentiels surfaciques peut être étendue à des
bords Lipschitzien (voir [16, 17, 18]), nous préférons rester dans le cadre d’une frontière régulière.
Les traces tangentielles sont définies par
γt(v) := ν × v|Γ , γT (v) := (ν × v|Γ)× ν
pour v ∈ (C∞(O))3 un champ de vecteur et nous avons le théorème suivant.
Théorème 2.2.1 L’application trace γt : Hrot(O) → H−1/2divΓ (Γ) est continue et surjective et γT :
Hrot(O)→ H−1/2rotΓ (Γ) est elle aussi continue et surjective. De plus nous avons la formule de Green
suivante ∫
Ω
(rot(u) · v− u · rot(v))dx = 〈γt(u), γT (v)〉H−1/2divΓ (Γ),H1/2rotΓ (Γ)
(2.6)
pour tout u ∈ Hrot(O) et v ∈ Hrot(O).
Les espaces H−1/2divΓ (Γ) et H
−1/2
rotΓ (Γ) sont donc en dualité et le produit de dualité est défini à l’aide
de (2.6).
2.2.2 Formulation du problème direct
Soit Ω un ouvert borné et simplement connexe de R3 de normale extérieure ν et de frontière
Γ de classe C2. Notons Ωext := R3 \ Ω le domaine extérieur à l’inhomogénéité. Soit V(Γ) ⊂ L2t (Γ)
muni du produit scalaire (·, ·)V(Γ) un espace de Hilbert tel que
{u ∈ (C∞(Γ))3 tels que u · ν = 0} ⊂ V(Γ) ⊂ L2t (Γ).
Supposons de plus que {u ∈ (C∞(Γ))3 tels que u · ν = 0} s’injecte de manière dense dans V(Γ).
Pour plus de simplicité, nous supposons aussi que V(Γ) ⊂ H−1/2rotΓ (Γ).
Définition 2.2.2 Un opérateur d’impédance électromagnétique Z est un opérateur linéaire et
continu de V(Γ) dans V(Γ)∗.
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Le problème de diffraction que l’on considère consiste à trouver Es dans Hextrot(Ωext) := {v ∈
(D′(Ωext))3 |vϕ ∈ Hrot(Ωext) ∀ϕ ∈ C∞0 (R3} et Hs dans VH := {v ∈ Hextrot(Ωext) tels que vT ∈
V(Γ)} tels que 
rotHs + ikEs = 0 dans Ωext,
rotEs − ikHs = 0 dans Ωext,
ν ×Es + ZHs = f sur Γ,
lim
R→∞
∫
∂BR
|Hs × xˆ− (xˆ×Es)× xˆ|2ds = 0
(2.7)
pour
f = −(ν ×Ei + ZH i).
Comme précédemment H i et Ei désignent les champs incidents et ils satisfont les équations de
Maxwell (2.1) dans tout l’espace. Le problème (2.7) a un sens dès que f ∈ V(Γ)∗ et nous allons
montrer qu’il admet une unique solution sous certaines hypothèses supplémentaires sur l’opérateur
Z.
Une première formulation volumique
Soit BR une boule de rayon R telle que Ω ⊂ BR, introduisons l’opérateur de Calderón Magnétique-
à-Électrique SR : H−1/2div∂BR (∂BR) → H
−1/2
div∂BR
(∂BR) qui à v associe xˆ × E où (E,H) ∈ Hextrot(R3 \
BR)×Hextrot(R3 \BR) est l’unique solution de
rotH + ikE = 0 dans R3 \BR,
rotE − ikH = 0 dans R3 \BR,
xˆ×H = v sur ∂BR,
lim
r→∞
∫
∂Br
|Hs × xˆ− (xˆ×Es)× xˆ|2ds = 0.
Notons ΩR := BR \ Ω et VH,R := {v ∈ Hrot(ΩR) tels que vT ∈ V(Γ)} muni de la norme
‖ · ‖VH,R := ‖ · ‖Hrot(ΩR) + ‖ · ‖V(Γ).
Alors pour f ∈ V(Γ)∗, le problème (2.7) s’écrit de manière équivalente : trouver (Es,Hs) ∈
Hrot(ΩR)× VH,R tels que 
rotHs + ikEs = 0 dans ΩR,
rotEs − ikHs = 0 dans ΩR,
ν ×Es + ZHsT = f sur Γ,
ν ×Es − SR(xˆ×Hs) = 0 sur ∂BR.
(2.8)
Chercher Hs ∈ VH,R solution de (2.8) est équivalent à chercher Hs ∈ VH,R solution de∫
ΩR
rotHs · rot v− k2Hs · v dx+ ik〈ZHs,v〉 − ik
∫
∂BR
SR(xˆ×Hs) · v ds = −ik
∫
Γ
f · v ds
pour tout v ∈ VH,R. Comme dans le cas scalaire, la formulation volumique présente l’inconvénient
que l’on doit doit supposer que la partie imaginaire de Z est négative pour montrer le caractère Fred-
holm du problème. Nous préférons donc nous tourner vers une formulation surfacique du problème
de diffraction.
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Formulation surfacique
Une manière de montrer que ce problème est bien posé consiste à introduire l’opérateur de Calderón
Magnétique-à-Électrique extérieur au domaine Ω comme nous l’avons déjà fait pour le problème
scalaire. Définissons SΓ : H−1/2rotΓ (Γ) → H
−1/2
divΓ (Γ) qui à v associe ν ×E où (E,H) ∈ Hextrot(Ωext) ×
Hextrot(Ωext) est l’unique solution de
rotH + ikE = 0 dans Ωext,
rotE − ikH = 0 dans Ωext,
HT = v sur Γ,
lim
R→∞
∫
∂BR
|Hs × xˆ− (xˆ×Es)× xˆ|2ds = 0.
(2.9)
Cet opérateur est linéaire et continu et il existe une constante C > 0 telle que pour tout v ∈
H−1/2rotΓ (Γ) on a ‖SΓ(v)‖H−1/2divΓ (Γ)
≤ C‖v‖H−1/2rotΓ (Γ)
.
Définissons le problème surfacique suivant : trouver u ∈ V(Γ) tel que
SΓ(u) + Zu = f (2.10)
pour f ∈ V(Γ)∗. Cette équation a bien un sens dans V(Γ)∗ car SΓ(u) est dans H−1/2divΓ (Γ) qui est le
dual de H−1/2rotΓ (Γ). Ainsi SΓ(u) défini une application linéaire et continue sur H
−1/2
rotΓ (Γ) et donc sur
V(Γ) car V(Γ) ⊂ H−1/2rotΓ (Γ), par conséquent SΓ(u) ∈ V(Γ)∗. De plus nous avons équivalence entre
les formulations (2.10) et (2.7) au sens suivant.
Lemme 2.2.3 Soit f un élément de V(Γ)∗, si u ∈ V(Γ) est solution de (2.10) alors (Es,Hs) ∈
Hextrot(Ωext) × VH l’unique solution de (2.9) pour v = u est solution de (2.7). Réciproquement, si
(Es,Hs) ∈ Hextrot(Ωext)× VH est solution de (2.7) alors HsT ∈ V(Γ) est solution de (2.10).
Preuve. Soit f ∈ V(Γ)∗ et soit u ∈ V(Γ) une solution de (2.10). Définissons (Es,Hs) ∈
Hextrot(Ωext) × VH l’unique solution de (2.9) pour v = u sur Γ. Par définition, Es ∈ Hextrot(Ωext)
etHs ∈ Hextrot(Ωext). De plusHsT = u sur Γ et doncHs ∈ VH . Finalement, comme ν×Es = SΓ(u)
et u est solution de (2.10) on en déduit que
ν ×Es + ZHsT = f sur Γ
et ainsi (Es,Hs) est solution de (2.7). La réciproque est immédiate car ν ×Es = SΓ(HsT ) dès que
(Es,Hs) est ue solution de (2.7).
Dans la suite de cette section nous commençons par montrer un résultat général d’existence et
d’unicité de la solution de (2.7) très proche de celui démontré dans le cas scalaire.
2.2.3 Existence et unicité de la solution
Comme dans le cas scalaire, pour avoir l’unicité l’opérateur d’impédance doit satisfaire une
certaine condition d’absorption.
Hypothèse 2.2.4 L’opérateur Z est à partie réelle positive, c’est-à-dire que
Re〈Zv, v〉 ≥ 0
pour tout v ∈ V(Γ).
On montre alors que
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Lemme 2.2.5 Si l’hypothèse 2.2.4 est satisfaite alors l’équation (2.10) admet au plus une solution
dans V(Γ).
Preuve. Supposons que u satisfait (2.10) pour f = 0. Appelons (E,H) l’unique solution de (2.9)
pour v = u sur Γ. Soit BR une boule de rayon R telle que Ω ⊂ BR, en utilisant la formule de Green
pour l’opérateur rotationnel dans Ωext ∩BR on obtient∫
Γ
ν ×E ·H ds−
∫
∂BR
xˆ×E ·H ds =
∫
Ωext∩BR
rotE ·H −E · rotH dx
=
∫
Ωext∩BR
ik|H|2 + ik|E|2 dx.
Ainsi on a
Re
(∫
Γ
ν ×E ·H ds
)
= Re
(∫
∂BR
xˆ×E ·H ds
)
mais sur Γ, ν ×E = −ZHT et donc
−Re 〈ZHT ,HT 〉 = Re
(∫
∂BR
xˆ×E ·H ds
)
.
Dès que Z est à partie réelle positive on a
Re
(∫
∂BR
xˆ×E ·H ds
)
≤ 0
ce qui implique d’après le lemme de Rellich ([75, lemme 9.28]) que E = H = 0 dans R3 \ BR. Le
principe de prolongement unique s’applique car E et H sont à divergence nulle dans Ωext et donc
E = H = 0 dans Ωext ce qui implique que u = 0 sur Γ.
Une conséquence directe de ce résultat d’unicité est le théorème suivant.
Théorème 2.2.6 Supposons que Z satisfait l’hypothèse 2.2.4. Si V(Γ) s’injecte de manière com-
pacte dansH−1/2rotΓ (Γ) et Z = T+K où T : V(Γ)→ V(Γ)∗ est un isomorphisme et K : V(Γ)→ V(Γ)∗
est un opérateur borné et compact, alors pour tout f ∈ V(Γ)∗, (2.10) admet une unique solution
u ∈ V(Γ) et il existe C > 0 indépendante de f et u telle que
‖u‖V(Γ) ≤ C‖f‖V(Γ)∗ .
Preuve. Il suffit de montrer que Z + SΓ : V(Γ) → V(Γ)∗ est un opérateur de type Fredholm
et d’indice 0 car l’unicité est déjà assurée par le lemme 2.2.5. L’espace V(Γ) s’injecte de manière
compacte dans H−1/2rotΓ (Γ) donc SΓ : V(Γ) → V(Γ)∗ est un opérateur compact et Z se décompose
sous la forme « isomorphisme + compact ». L’opérateur Z + SΓ est de type Fredholm et d’indice
0 et le résultat est une conséquence du lemme 2.2.5.
2.3 Applications à des opérateurs de dérivation surfacique du
deuxième ordre
2.3.1 Le cas de « rotΓηrotΓ +∇ΓγdivΓ + λ »
Commençons par un cas simple, pour (λ, η, γ) ∈ (L∞(Γ))3 on considère l’opérateur
Z = rotΓηrotΓ +∇ΓγdivΓ + λ
avec V(Γ) = HdivΓ(Γ) ∩HrotΓ(Γ) muni de la norme
‖ · ‖V(Γ) := ‖ · ‖HdivΓ (Γ) + ‖ · ‖HrotΓ (Γ).
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Cet espace est en fait égal à (H1t (Γ))3 car
−~∆Γ = rotΓrotΓ −∇ΓdivΓ
où ~∆Γ désigne le Laplacien surfacique vectoriel. Ainsi V(Γ) s’injecte de manière compacte dans
H−1/2rotΓ (Γ) mais aussi dans L
2
t (Γ). Nous faisons l’hypothèse de signe suivante.
Hypothèse 2.3.1 (λ, η, γ) ∈ (L∞(Γ))3 sont tels que
Re(λ) ≥ 0 , Re(η) ≥ 0, Re(γ) ≤ 0 p.p. sur Γ,
il existe c > 0 telle que
|γ| ≥ c , |η| ≥ c p.p. sur Γ
et les parties imaginaires de γ et η ne changent pas de signe sur Γ et sont de signe opposé.
Le corollaire suivant est alors une simple application du théorème 2.2.6.
Corollaire 2.3.2 Si (λ, η, γ) satisfont les hypothèses 2.3.1 alors pour tout f ∈ V(Γ)∗ le problème
(2.10) avec Z = rotΓηrotΓ+∇ΓγdivΓ+λ admet une unique solution u ∈ V(Γ) = HdivΓ(Γ)∩HrotΓ(Γ)
et il existe C > 0 tel que
‖u‖V(Γ) ≤ C‖f‖V(Γ)∗ .
Preuve. Pour tout v,w dans V(Γ) définissons les opérateurs T et K de V(Γ) dans V(Γ)∗ par
〈Tv,w〉 :=
∫
Γ
ηrotΓvrotΓwds−
∫
Γ
γdivΓvdivΓwds+
∫
Γ
ηv ·wds,
〈Kv,w〉 :=
∫
Γ
(λ− η)v ·wds.
On a alors Z = T + K. Si (λ, η, γ) satisfont les hypothèses 2.3.1 alors T est clairement coercif
sur V(Γ). De plus, commme V(Γ) s’injecte de manière compacte dans L2t (Γ), K est un opérateur
compact. Finalement, Z et V(Γ) satisfont les hypothèses du théorème 2.2.6 et donc (2.10) est bien
posé pour Z = rotΓηrotΓ +∇ΓγdivΓ + λ.
Remarque 2.3.3 L’intérêt d’utiliser la formulation surfacique est que l’on a été en mesure de
montrer que le problème direct est bien posé dans le cas où la partie imaginaire de η est positive.
Ceci aurait été impossible en gardant la formulation volumique (2.8).
2.3.2 Le cas de « rotΓηrotΓ + λ »
Dans cette section nous traitons le cas d’un opérateur d’impédance de la forme
Z = rotΓηrotΓ + λ
où η et λ sont des éléments de L∞(Γ). Dans ce cas on peut prendre V(Γ) = HrotΓ(Γ) comme
espace variationnel pour la définition de Z. Nous faisons l’hypothèse suivante sur les fonctions
d’impédances.
Hypothèse 2.3.4 (λ, η) ∈ (L∞(Γ))2 sont tels que
Re(λ) ≥ 0 , Re(η) ≥ 0 p.p. sur Γ,
il existe c > 0 telle que
|λ| ≥ c , |η| ≥ c p.p. sur Γ
et les parties imaginaires de λ et η ne changent pas de signe sur Γ.
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Remarquons que dans l’hypothèse 2.3.4 le seul cas de figure à traiter avec attention est le cas où
les parties imaginaires de λ et η sont de signe opposé. En effet, si λ et η ont une partie imaginaire de
même signe, l’application du théorème 2.2.6 donne directement le caractère bien posé du problème
de diffraction. Dans le cas contraire, il faut montrer que la partie en λ de l’opérateur d’impédance
est une perturbation compacte de la partie en η. Ceci n’est en fait pas possible car comme dans
le cas des espaces volumiques, HrotΓ(Γ) ne s’injecte pas de manière compacte dans L2t (Γ), car par
exemple, pour tout p ∈ H1(Γ)
rotΓ∇Γp = 0.
Pour montrer que le problème de diffraction est bien posé nous allons directement montrer que
Z + SΓ : HrotΓ(Γ) → HrotΓ(Γ)∗ est un isomorphisme à l’aide d’une décomposition de Helmholtz.
Soit f ∈ HrotΓ(Γ)∗, introduisons la forme sesquilinéaire aΓ de HrotΓ(Γ) × HrotΓ(Γ) et la forme
antilinéaire lΓ de HrotΓ(Γ) définies par
aΓ(u,v) :=
∫
Γ
(ηrotΓu rotΓv + λu · v)ds+ 〈SΓ(u),v〉 ∀ (u,v) ∈ (HrotΓ(Γ))2,
lΓ(v) := 〈f,v〉 ∀ v ∈ HrotΓ(Γ).
Alors, un élément uΓ ∈ V(Γ) est solution de (2.10) si et seulement si
aΓ(uΓ,v) = lΓ(v)
pour tout v ∈ V(Γ).
Posons
H˚1(Γ) :=
{
p ∈ H1(Γ) |
∫
Γ
p ds = 0
}
l’espace des fonctions de H1(Γ) à moyenne nulle sur Γ muni de la norme de H1(Γ) et
X =
{
v ∈ HrotΓ(Γ) |
∫
Γ
λv · ∇Γξ ds+ 〈SΓ(v),∇Γξ〉Γ = 0 ∀ ξ ∈ H˚1(Γ)
}
muni de la norme deHrotΓ(Γ). Ces deux espaces sont des espaces de Hilbert, montrons queHrotΓ(Γ)
se décompose comme la somme directe de ∇ΓH˚1(Γ) et X et que l’injection de X dans L2t (Γ) est
compacte. Pour ceci, définissons l’opérateur AS : H˚1(Γ)→ H˚1(Γ) par
(ASp, ξ)H1(Γ) := aΓ(∇Γp,∇Γξ) =
∫
Γ
λ∇Γp · ∇Γξ ds+ 〈SΓ(∇Γp),∇Γξ〉 ∀ (p, ξ) ∈ (H˚1(Γ))2
Lemme 2.3.5 Si λ satisfait l’hypothèse 2.3.4 alors AS : H˚1(Γ)→ H˚1(Γ) est un isomorphisme.
Preuve. Définissons CS et KS deux opérateurs de H˚1(Γ) dans H˚1(Γ) par
(CSp, ξ)H1(Γ) =
∫
Γ
λ(∇Γp · ∇Γξ + pξ) ds ∀ (p, ξ) ∈ (H˚1(Γ))2,
(KSp, ξ)H1(Γ) = −
∫
Γ
λpξ ds+ 〈SΓ(∇Γp),∇Γξ〉 ∀ (p, ξ) ∈ (H˚1(Γ))2,
nous avons AS = CS +KS .
Montrons que CS est coercif. D’après (1.17) et comme la partie imaginaire de λ ne change pas
de signe d’après l’hypothèse 2.3.4, on a pour tout p ∈ H˚1(Γ)
|(CSp, p)H1(Γ)| ≥
1√
2
∫
Γ
[Re(λ) + |Im(λ)|](|∇Γp|2 + |p|2) ds ≥ c√2‖p‖H1(Γ)
où c est la borne inférieure du module de λ et c > 0 d’après l’hypothèse 2.3.4.
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Montrons que KS est un opérateur compact. Soit (pn)n une suite bornée de H˚1(Γ), montrons
que l’on peut extraire de (KSpn)n une sous-suite convergente dans H˚1(Γ). Par définition de KS et
en utilisant la continuité de SΓ, il existe une constante C > 0 telle que pour tout n ∈ N
‖KSpn‖2H1(Γ) ≤ ‖λ‖L∞(Γ)‖pn‖L2(Γ)‖KSpn‖L2(Γ) + C‖∇Γpn‖H−1/2rotΓ (Γ)
‖∇Γ(KSpn)‖H−1/2rotΓ (Γ)
.
Or rotΓ(∇Γpn) = 0 donc ‖∇Γpn‖H−1/2rotΓ (Γ)
= ‖∇Γpn‖H−1/2t (Γ). De même, il existe C > 0 telle que
‖∇Γ(KSpn)‖H−1/2rotΓ (Γ)
= ‖∇Γ(KSpn)‖H−1/2t (Γ) ≤ C‖KSpn‖H1(Γ).
Finalement on obtient l’inégalité suivante :
‖KSpn‖H1(Γ) ≤ C
(
‖pn‖L2(Γ) + ‖∇Γpn‖H−1/2t (Γ)
)
≤ C‖pn‖H1/2(Γ). (2.11)
La suite (pn)n est bornée dans H1(Γ) et comme H1/2(Γ) s’injecte de manière compacte dans H1(Γ)
on en déduit que l’on peut extraire de (pn)n une sous-suite qui est de Cauchy dans H1/2(Γ).
L’inégalité (2.11) implique que l’on peut aussi extraire une sous suite de (KSpn)n qui est de Cauchy
dans H1(Γ). L’espace H˚1(Γ) est un sous-espace fermé de H1(Γ) donc cette sous-suite converge dans
H˚1(Γ). Ainsi l’opérateur KS est compact et AS est un opérateur de type Fredholm et d’indice 0,
montrons qu’il est aussi injectif.
Soit p ∈ H˚1(Γ) tel que ASp = 0. On a alors∫
Γ
λ|∇Γp|2 ds+ 〈SΓ(∇Γp),∇Γp〉 = 0. (2.12)
Soit (E,H) l’unique solution de (2.9) pour v = ∇Γp sur Γ. Comme dans la preuve du lemme 2.2.5
on obtient
Re
(∫
Γ
ν ×E ·H ds
)
= Re
(∫
∂BR
xˆ×E ·H ds
)
pour toute boule BR telle que Ω ⊂ BR. Comme Re(λ) satisfait l’hypothèse 2.3.4 on en déduit
d’après le lemme de Rellich et le principe de prolongement unique que E = H = 0 dans Ωext et
donc que ∇Γp = 0. La fonction p étant de moyenne nulle, ceci signifie que p = 0. Ainsi AS est un
isomorphisme de H˚1(Γ).
On en déduit le lemme suivant sur la décomposition de HrotΓ(Γ) en la somme directe de ∇ΓH˚1(Γ)
avec X.
Lemme 2.3.6 Si λ satisfait l’hypothèse 2.3.4 alors HrotΓ(Γ) se décompose comme la somme directe
de ∇ΓH˚1(Γ) et de X
HrotΓ(Γ) = ∇ΓH˚1(Γ)⊕X,
et il existe une constante C > 0 telle que
‖w‖HrotΓ (Γ) + ‖∇Γp‖HrotΓ (Γ) ≤ C‖∇Γp+w‖HrotΓ (Γ)
pour tout w ∈ X et p ∈ H˚1(Γ).
Preuve. La preuve suit les grandes lignes de celle du lemme 10.3 de [75], nous allons utiliser
l’isomorphisme AS pour construire la décomposition. Soit u ∈ HrotΓ(Γ), définissons F l’unique
élément de H˚1(Γ) satisfaisant
(F, ξ)H1(Γ) =
∫
Γ
λu · ∇Γξ ds+ 〈SΓ(u),∇Γξ〉 ∀ ξ ∈ H˚1(Γ).
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Alors comme AS est un isomorphisme de H˚1(Γ) (lemme 2.3.5), il existe un unique p ∈ H˚1(Γ) tel
que ASp = F et une constante C > 0 telle que
‖p‖H1(Γ) ≤ C‖u‖HrotΓ (Γ).
Posons maintenant w = u−∇Γp, d’après les définitions de AS et de p, on obtient∫
Γ
λw · ∇Γξ ds+ 〈SΓ(w),∇Γξ〉 = (F −ASp, ξ)H1(Γ) = 0 ∀ ξ ∈ H˚1(Γ)
et donc w ∈ X et nous avons l’inégalité de continuité
‖w‖HrotΓ (Γ) + ‖∇Γp‖HrotΓ (Γ) ≤ C‖u‖HrotΓ (Γ)
pour C > 0. Ainsi pour tout u ∈ HrotΓ(Γ) il existe p ∈ H˚1(Γ) et w ∈ X tels que u = ∇Γp+w. Il ne
reste plus qu’à montrer que la somme d’espaces vectoriels est directe. Soit u = ∇Γp ∈ X∩∇ΓH˚1(Γ),
ASp = 0 car u ∈ X et donc p = u = 0 car AS est injectif.
Pour montrer l’injection compacte de X dans L2t (Γ), nous avons besoin d’une propriété de
régularité bien connue pour les équations de Maxwell dans un domaine Lipschitz (voir [39]) ainsi
que du résultat d’injection compacte énoncé au lemme 2.3.8.
Proposition 2.3.7 Soit O un ouvert Lipschitzien borné de R3. Supposons que u ∈ Hrot(O) satis-
fait aussi div(u) ∈ L2(O) et uT ∈ L2t (∂O) alors il existe C1 > 0 telle que
‖u‖(H1/2(O))3 ≤ C1[‖u‖Hrot(O) + ‖div(u)‖(L2(O))3 + ‖uT ‖L2t (∂O)]
et de plus,
‖u · ν‖L2(∂O) ≤ C1[‖u‖Hrot(O) + ‖div(u)‖(L2(O))3 + ‖uT ‖L2t (∂O)].
De manière similaire aux espaces volumiques, nous avons l’injection compacte suivante.
Lemme 2.3.8 Soit σ une fonction L∞(Γ) telle que |σ(x)| > c > 0 et telle que ses parties réelle et
imaginaire ne changent pas de signe sur Γ. Alors l’espace H1t,σ(Γ) := {u ∈ HrotΓ(Γ) | divΓ(σu) ∈
L2(Γ)} s’injecte de façon compacte dans L2t (Γ).
Preuve. Soit (un)n une suite bornée de H1t,σ(Γ), il existe une constante C > 0 telle que pour tout
n ∈ N on a
‖un‖L2t (Γ) ≤ C , ‖divΓ(σun)‖L2(Γ) ≤ C et ‖rotΓ(un)‖L2(Γ) ≤ C.
Définissons ϕn l’unique fonction de H˚1(Γ) telle que
divΓ(σ∇Γϕn) = divΓ(σun), (2.13)
alors σ(un−∇Γϕn) est à divergence surfacique nulle et est un élément de L2t (Γ). Ainsi, d’après [18,
corollaire 5.3] il existe vn ∈ H˚1(Γ) telle que rotΓvn = σ(un−∇Γϕn) et alors un = ∇Γϕn+ 1σrotΓvn.
Nous allons montrer que (rotΓvn)n∈N et (∇Γϕn)n∈N admettent une sous suite convergente dans
L2t (Γ).
Tout d’abord, comme le problème (2.13) est bien posé dans H˚1(Γ) d’après les hypothèses faites
sur σ, il existe C > 0 telle que ‖ϕn‖H1(Γ) ≤ C‖divΓ(σun)‖L2(Γ). La suite (ϕn)n∈N est en particulier
bornée dans H1(Γ) donc on peut en extraire une sous–suite toujours notée (ϕn)n∈N qui converge
dans L2(Γ). Nous allons montrer qu’elle est en fait de Cauchy dans H1(Γ). Posons ϕnm := ϕn−ϕm
et fnm := divΓ(σun)− divΓ(σum),
‖∇Γϕnm‖2L2t (Γ) ≤ C
∣∣∣∣∫Γ σ∇Γϕnm · ∇Γϕnm ds
∣∣∣∣ = ∣∣∣∣∫Γ fnmϕnm ds
∣∣∣∣
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donc comme fnm est bornée dans L2(Γ) et (ϕn)n∈N est de Cauchy dans L2(Γ), on en déduit que
(∇Γϕn)n∈N est de Cauchy dans L2(Γ) et donc (ϕn)n∈N converge dans H1(Γ).
Pour (vn)n∈N l’argument est similaire. Comme la frontière Γ est de classe C1, il existe C > 0 telle
que ‖rotΓvn‖L2t (Γ) = ‖∇Γvn‖L2t (Γ) ≥ C‖vn‖H1(Γ). Mais rotΓvn = σ(un − ∇Γϕn) et c’est donc une
suite bornée de L2t (Γ). Par injection compacte de H1(Γ) dans L2(Γ), on peut extraire de (vn)n∈N
une sous–suite toujours notée (vn)n∈N qui converge fortement dans L2(Γ) et comme précédemment,
montrons que (rotΓvn)n∈N est de Cauchy dans L2t (Γ). Posons fnm := rotΓ(un)− rotΓ(um), ainsi
‖rotΓvnm‖2(L2t (Γ))3 ≤ C
∣∣∣∣∫Γ σ−1rotΓvnm · rotΓvnm ds
∣∣∣∣ = ∣∣∣∣∫Γ fnmvnm ds
∣∣∣∣
et donc rotΓvn est de Cauchy dans L2t (Γ), elle converge fortement dans L2t (Γ). Ce qui fini de montrer
que l’on peut extraire de (un)n∈N une sous–suite qui converge fortement dans L2t (Γ).
Le lemme suivant termine de motiver la décomposition de Helmholtz introduite en début de
section.
Lemme 2.3.9 Si λ satisfait l’hypothèse (2.3.4) alors l’injection de X dans L2t (Γ) est compacte.
Preuve. Soit (un)n une suite bornée de X, il existe C > 0 telle que pour tout n ∈ N
‖un‖HrotΓ (Γ) ≤ C
et comme un ∈ X, on a au sens des distributions
divΓ(λun) = −divΓ(SΓun).
Soit (En,Hn) la solution de (2.9) pour v = un sur Γ, on montre en utilisant les relations vectorielles
rappelées en fin de chapitre que
divΓ(λun) = −divΓ(ν ×En) = ν · rotEn = ikν ·Hn.
Comme Hn,T = un, il existe C > 0 telle que
‖Hn‖Hrot(Ω) ≤ C et ‖Hn,T ‖L2t (Γ) ≤ C.
D’après la proposition 2.3.7 on en déduit qu’il existe C > 0 telle que pour tout n ∈ N
‖divΓ(λun)‖L2(Γ) = k‖ν ·Hn‖L2(Γ) ≤ C.
Le lemme 2.3.8 nous permet d’en déduire que l’on peut extraire de (un)n une sous-suite qui converge
fortement dans L2t (Γ).
Nous sommes en mesure de montrer le principal résultat de cette section.
Théorème 2.3.10 Soient f ∈ HrotΓ(Γ)∗ et (λ, η) ∈ (L∞(Γ))2 tels que l’hypothèse 2.3.4 est satis-
faite. Alors le problème (2.10) avec Z = rotΓηrotΓ + λ admet une unique solution u ∈ HrotΓ(Γ) et
il existe une constante C > 0 indépendante de u et f telle que
‖u‖HrotΓ (Γ) ≤ C‖f‖HrotΓ (Γ)∗ .
Preuve. Soient f ∈ HrotΓ(Γ)∗ et (λ, η) ∈ (L∞(Γ))2 tels que l’hypothèse 2.3.4 est satisfaite. Tout
d’abord, d’après le lemme 2.2.5, la solution de (2.10) est nécessairement unique. Cherchons-la sous
la forme u = u0 +∇Γp avec u0 ∈ X et p ∈ H˚1(Γ). Le champ u vérifie l’égalité variationnelle
aΓ(u,v) = lΓ(v) pour tout v ∈ HrotΓ(Γ)
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et en testant contre le gradient de fonctions de H˚1(Γ) on en déduit que p doit vérifier
(ASp, ξ) = lΓ(∇Γξ) pour tout ξ ∈ H˚1(Γ). (2.14)
Rappelons que AS est un isomorphisme, donc l’équation (2.14) ci-dessus admet une unique solution
p ∈ H˚1(Γ). Maintenant si on teste contre des fonctions de X, on obtient que u0 doit vérifier
aΓ(u0,v0) = lΓ(v0)− aΓ(∇Γp,v0) pour tout v0 ∈ X. (2.15)
Montrons que (2.15) admet aussi une unique solution dans X. Définissons CX et KX les deux
opérateurs de X dans X tels que
(CXv,w)HrotΓ (Γ) =
∫
Γ
η(rotΓvrotΓw + v ·w) ds
(KXv,w)HrotΓ (Γ) =
∫
Γ
(−η + λ)vwds+ 〈SΓ(u0),v0〉
pour tout v,w ∈ X. Ainsi, ((CX +KX)v,w)HrotΓ (Γ) = aΓ(v,w) pour tout v,w ∈ X et donc d’après
le lemme d’unicité 2.2.5, (2.15) admet au plus une solution. L’opérateur CX est coercif d’après les
hypothèses faites sur η. De plus SΓ est un opérateur compact de HrotΓ(Γ) dans HrotΓ(Γ)∗ car
c’est un opérateur continu de H−1/2rotΓ (Γ) dans H
−1/2
divΓ (Γ) et HrotΓ(Γ) s’injecte de façons compacte
dans H−1/2rotΓ (Γ). Enfin X s’injecte de façon compacte dans L
2
t (Γ) d’après le lemme 2.3.9 et donc
l’opérateur KX est un opérateur compact. On en déduit que (2.15) admet une unique solution
u0 ∈ X et u = u0 + ∇Γp est solution de (2.10). De plus en utilisant la dépendance continue de
la solution des divers problèmes par rapport aux données on obtient l’inégalité de continuité du
théorème.
2.3.3 Le cas de « ∇ΓγdivΓ + λ »
Nous supposons ici que
Z = ∇ΓγdivΓ + λ
pour (λ, γ) deux fonctions de L∞(Γ). Alors, l’espace V(Γ) associé est HdivΓ(Γ) qui n’est pas inclus
dans H−1/2rotΓ (Γ). On ne peut donc plus appliquer le théorème 2.2.6. Néanmoins, sous des hypothèses
plus restrictives sur le signe de γ que celles que nous avons faites pour l’opérateur rotΓηrotΓ+λ nous
sommes en mesure de montrer qu’il existe une unique solution à (2.7) en utilisant la formulation
volumique (2.8). L’hypothèse de signe sur λ et η est la suivante :
Hypothèse 2.3.11 (λ, γ) ∈ (L∞(Γ))2 sont tels que
Re(λ) ≥ 0 , Re(γ) ≤ 0 p.p. sur Γ,
il existe c > 0 telle que
Im(λ) ≥ c , Im(γ) ≤ −c p.p. sur Γ.
Nous sommes alors en mesure de montrer le théorème suivant.
Théorème 2.3.12 Soient f ∈ HdivΓ(Γ)∗ et (λ, γ) ∈ (L∞(Γ))2 tels que l’hypothèse 2.3.11 est satis-
faite. Alors le problème (2.8) admet une unique solution (Es,Hs) ∈ Hrot(ΩR) × VH,R et il existe
une constante C > 0 indépendante de f telle que
‖Es‖Hrot(ΩR) + ‖Hs‖VH,R ≤ C‖f‖HdivΓ (Γ)∗ .
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Preuve. Tout d’abord, l’unicité s’obtient à l’aide du lemme 2.2.5. Pour l’existence, introduisons la
formulation variationnelle associée à (2.8) qui s’écrit : trouver u ∈ VH,R tel que pour tout v ∈ VH,R
on ait ∫
ΩR
rot(u) · rot(v)− k2u · v dx+ ik
∫
Γ
(γdivΓ(uT )divΓ(vT )− λuT · vT ) ds
− ik
∫
∂BR
SR(xˆ× u) · v ds = −ik
∫
Γ
f · v ds.
Introduisons les espaces
H˚1(ΩR) :=
{
p ∈ H1(ΩR) et
∫
∂BR
pds = 0
}
et
XR :=

u ∈ VH,R tels que
∫
ΩR
k2u · ∇ξdx+
ik
∫
∂BR
SR(xˆ× u) · ∇∂BRξds = 0 pour tout ξ ∈ H˚1(ΩR)
 .
Pour montrer le résultat il suffit alors d’utiliser les techniques présentées dans le chapitre 10 de
[75], nous donnons rapidement les raisons qui font que ces techniques s’appliquent. Tout d’abord,
si GR : H−1/2div∂BR (∂BR) → H
−1/2
div∂BR
(∂BR) est l’opérateur de Calderón Électrique-à-Magnétique sur
la sphère de rayon R (il est noté Ge dans [75]), on a d’après les formules (9.71) et (9.80) de [75] que
GR = −SR.
Ainsi on montre que VH,R se décompose comme la somme directe de XR et ∇H˚1(ΩR) et l’espace
XR s’injecte de manière compacte dans (L2(Ω))3. La suite de la preuve suit les lignes de celle du
théorème 10.8 de [75] car selon les hypothèses de signe 2.3.11 il existe C > 0 telle que∣∣∣∣∫ΩR |rot(u)|2 + |u|2 dx+ ik
∫
Γ
(γ|divΓ(uT )|2 − λ|uT |2) ds
∣∣∣∣ ≥ C‖u‖VH,R
pour tout u ∈ VH,R.
Remarque 2.3.13 Si λ = 0 sur Γ, on travaille avec
VH,R := {v ∈ Hrot(ΩR) tels que divΓ(vT ) ∈ L2(Γ)}
et en suivant la même procédure que ci-dessus on montre que (2.7) admet une unique solution pour
f ∈ V(Γ)∗ pour V(Γ) := {v ∈ H−1/2rotΓ (Γ) tels que divΓ(v) ∈ L2(Γ)} dès que γ satisfaite l’hypothèse
2.3.11. En revanche, le cas λ < 0 reste ouvert.
2.4 Le champ lointain
Comme dans le cas scalaire, si (Es,Hs) satisfait les équations de Maxwell (2.1) à l’extérieur d’un
domaine borné et Lipschitzien Ω et si (Es,Hs) satisfait la condition de radiation de Silver-Müller
(2.2), alors
Es(x) = e
ikr
r
(
E∞(xˆ) +O
(1
r
))
r −→ +∞
Hs(x) = e
ikr
r
(
H∞(xˆ) +O
(1
r
))
r −→ +∞
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uniformément pour toutes les directions d’observation xˆ = x/|x| ∈ S2 (voir [38] par exemple). Pour
tout domaine borné O de classe Lipschitzienne et de normale extérieure ν qui contient l’obstacle
Ω, d’après [75, chapitre 9], on a les représentations intégrales suivantes
E∞(xˆ) = ik4pi xˆ×
∫
∂O
{ν(y)×Es(y) + [ν(y)×Hs(y)]× xˆ} e−ikxˆ·y ds(y),
H∞(xˆ) = ik4pi xˆ×
∫
∂O
{ν(y)×Hs(y)− [ν(y)×Es(y)]× xˆ} e−ikxˆ·y ds(y).
2.5 Formules de calcul vectoriel
Soit Ω un domaine borné de frontière Γ de normale extérieure ν et u, v et w trois fonctions à
valeur vectorielle. Nous rappelons ici quelques identité vectorielles utiles :
u× (v×w) = (u ·w)v− (u · v)w,
(u× v)×w = (u ·w)v− (v ·w)u,
u · (v×w) = (u× v) ·w = (w× u)·
et nous avons les relations suivantes pour les opérateurs de dérivation surfacique :
ν · rotv = −divΓ(ν × v) = rotΓvT ,
rotΓv = −divΓ(ν × v),
divΓv = rotΓ(ν × v),
rotΓp = −ν ×∇Γp,
pour p une fonction définie sur le bord Γ.
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Le modèle que nous étudions en premier est celui décrit en section 1.2.1. Pour (λ, η) ∈(L∞(Γ))2 on considère l’opérateurZ := divΓ(η∇Γ·) + λ · .
Le problème inverse associé auquel nous nous intéressons consiste à retrouver les coefficients (λ, η)
ainsi que la géométrie de l’objet diffractant à partir du champ lointain produit par une ou plusieurs
ondes incidentes. Nous rappelons que ce type d’opérateur intervient dans la modélisation d’une
couche mince (voir § 1.1.2), dans ce cas, on a λ = k2µδ et η = ε−1δ où δ désigne l’épaisseur de la
couche et ε et µ désignent les constantes du milieu.
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Avant de vouloir résoudre numériquement ce problème, il est nécessaire d’avoir une bonne com-
préhension théorique du problème inverse. Une des questions essentielles est la question de l’unicité.
Les données dont on dispose permettent-elles de déterminer de manière unique les inconnues que
l’on souhaite retrouver ? Dans le cas d’une condition d’impédance classique, qui correspond à η = 0,
le problème a déjà longuement été étudié et le lecteur trouvera des résultats d’unicité à partir de
la donnée du champ lointain pour une onde incidente dans [37] puis pour une infinité d’ondes inci-
dentes dans [67] par exemple. Un premier travail a déjà été réalisé dans [14] pour η 6= 0, nous allons
le compléter dans plusieurs directions. Tout d’abord nous étendons leurs résultats d’unicité pour
la reconstruction des impédances au cas où η est une fonction constante par morceaux et que l’on
dispose du champ lointain pour une seule direction d’incidence. De plus, nous montrons que l’on
peut déterminer la forme de l’objet diffractant et les fonctions d’impédance lorsque l’on connaît le
champ lointain généré par toutes les directions d’incidence. En complément de cette étude d’unicité
nous effectuons une analyse de stabilité pour la reconstruction des fonctions d’impédance dans le
cas où l’on connaît la géométrie de l’obstacle. Cette question a elle aussi été largement traitée dans
la littérature lorsque η = 0 pour l’équation de Helmholtz dans [68, 87] et pour l’équation de Laplace
dans [2, 3, 30, 56, 88]. Encore une fois, l’extension à la stabilité pour le coefficient η a été abordée
dans [14] mais les résultats de stabilité obtenus sont locaux. Nous montrons que l’on peut obtenir
un résultat de stabilité Lipschitzienne globale lorsque la fonction η est constante par morceaux.
Enfin, nous menons une étude de stabilité de la reconstruction des fonctions d’impédance sur
une géométrie approchée. Ce dernier point n’a semble-t-il jamais été abordé dans la littérature,
néanmoins il est important de répondre à cette question car dans de nombreuses situations on
n’a qu’une connaissance approximative de la géométrie de l’objet diffractant comme par exemple
lorsqu’on l’a reconstruite à l’aide d’une méthode numérique.
Ce chapitre se divise en cinq sections. Dans une première section nous donnons plus de détails
théoriques à propos des différentes questions qui nous intéresserons tout au long du chapitre, dans
une deuxième section nous traitons les questions d’unicité avec la donnée du champ lointain pour
une seule onde incidente, les troisièmes et quatrième sections portent sur les questions de stabilité
dans le cas d’un obstacle exact puis perturbé. Dans la cinquième section nous donnons un résultat
d’unicité dans le cas où on dispose de la donnée du champ lointain pour toutes les ondes incidentes.
3.1 Un problème inverse mal posé
Nous utilisons ici les mêmes notations que dans le § 1.2.1. Rappelons néanmoins que Ω désigne
un ouvert borné et simplement connexe de Rd pour d = 2 ou 3 de normale extérieure ν et de
frontière Γ de classe C1. Nous prendrons (λ, η) ∈ (L∞(Γ))2 tels que l’hypothèse
Hypothèse 3.1.1 (λ, η) ∈ (L∞(Γ))2 sont tels que
Im(λ) ≥ 0 , Im(η) ≤ 0 p.p. sur Γ
et il existe c > 0 tel que
Re(η) ≥ c p.p. sur Γ
soit satisfaite afin d’assurer l’existence et l’unicité de la solution du problème : trouver u tel que
P(λ, η,Γ)

∆u+ k2u = 0 dans Ωext := R3 \ Ω,
∂u
∂ν
+ divΓ(η∇Γu) + λu = 0 sur Γ,
u = us + ui,
lim
R→∞
∫
|x|=R
|∂rus − ikus|2 ds = 0.
Nous rappelons que d’après le § 1.2.1, ce problème admet une unique solution dans HΓ,R := {v ∈
H1(ΩR); v|Γ ∈ H1(Γ)} dès que λ et η satisfont l’hypothèse 3.1.1. Nous notons ΩR := BR \ Ω où
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BR est une boule de rayon R telle que Ω ⊂ BR. Pour une onde incidente plane ui(x, θˆ) := eikθˆ·x de
direction d’incidence θˆ dans la sphère unité de Rd, notée Sd−1, on défini l’application continue et
non linéaire
T : (λ, η,Γ)→ u∞(·, θˆ)
où u∞(·, θˆ) ∈ L2(Sd−1) est le champ lointain (voir § 1.2.3) associé au champ diffracté us solution
du problème P(λ, η,Γ) pour ui = eikθˆ·x.
Le problème inverse consiste alors à retrouver des paramètres λ, η et si possible la géométrie Γ
à partir de la donnée de un ou plusieurs champs lointains correspondant à une ou plusieurs ondes
incidentes. Ce problème est un problème mal posé dans le sens où en général on a
– non unicité,
– non surjectivité,
– non continuité de l’inverse.
Premièrement nous verrons au § 3.2.3 que de manière générale il est impossible de déterminer
λ et η à partir de la donnée d’un seul champ lointain. Néanmoins, avec des hypothèses a priori
supplémentaires sur λ et η et en supposant que la géométrie est connue on peut restaurer l’unicité.
Deuxièmement, T ne peut pas être surjectif car le champ lointain est une fonction analytique (voir
[38]), ceci signifie qu’il existe des données qui ne correspondent à aucun paramètre, c’est en particu-
lier le cas lorsque les données sont bruitées. Troisièmement, comme le montre l’introduction de [65]
on a un défaut de continuité de l’application qui au champ lointain associe le champ diffracté. Plus
précisément, si u∞1 et u∞2 sont deux champs lointains, d’après le lemme de Rellich ils déterminent
de manière unique deux champs proches us1 et us2 mais il n’existe pas de constante C indépendante
de us1 et us2 telle que
‖us1 − us2‖L2 ≤ C‖u∞1 − u∞2 ‖L2(Sd−1).
Retrouver le champ proche à partir du champ lointain est déjà un problème très instable et en
général il en sera de même pour l’inversion de T .
3.2 Unicité pour une seule onde incidente
Nous regroupons ici un résultat d’unicité bien connu pour l’impédance classique λ (que l’on
trouvera dans [37] par exemple) ainsi qu’un résultat d’unicité pour une fonction η lorsqu’elle est
constante par morceaux. Enfin nous verrons que l’on perd l’unicité lors de la recherche simultanée
de λ et η.
3.2.1 Unicité pour λ
Lorsque le coefficient λ est supposé être une fonction continue par morceaux, on peut le déter-
miner de manière unique à partir de la donnée du champ lointain produit par la diffraction d’une
seule onde plane. Soient (Γi)i=1,...,I I ouverts de Γ dont les bords ∂Γi sont de mesure nulle et tels
que ∪Ii=1Γi = Γ et pour tout i 6= j on a Γi ∩ Γj = ∅. Définissons CI(Γ) l’espace des fonctions
u ∈ L∞(Γ) telles que u|Γi est continue sur Γi pour tout i = 1, . . . , I. Nous avons alors le résultat
d’unicité suivant.
Proposition 3.2.1 Soient λ1 et λ2 deux fonctions de CI(Γ) et η ∈ L∞(Γ) tels que l’hypothèse
3.1.1 est satisfaite pour les couples (λ1, η) et (λ2, η). Soient u1∞ := T (λ1, η,Γ) et u∞2 := T (λ2, η,Γ),
si u∞1 (xˆ) = u∞2 (xˆ) pour tout xˆ ∈ Sd−1 alors λ1 = λ2.
Preuve. Soient λ1 et λ2 tels que les hypothèses de la proposition soient satisfaites, on a
u∞1 (xˆ) = u∞2 (xˆ). (3.1)
Soient u1 ∈ HΓ,R l’unique solution de P(λ1, η,Γ) et u2 ∈ HΓ,R l’unique solution de P(λ2, η,Γ) pour
une onde incidente plane ui(x) = eikθˆ·x de direction d’incidence θˆ. D’après (3.1) et en utilisant le
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Figure 3.1 – Illustration de l’hypothèse géométrique de la proposition 3.2.2.
lemme de Rellich et le principe de prolongement unique (voir [38]), on a que u1 = u2 dans Ωext.
Notons u cette fonction, elle satisfait la même condition au bord que u1 et u2, donc pour i = 1, 2
∂u
∂ν
+ divΓ(η∇Γu) + λiu = 0 sur Γ.
On en déduit que
(λ1 − λ2)u = 0 sur Γ. (3.2)
Supposons qu’il existe x0 ∈ Γ tel que x0 ∈ Γi pour un i donné, et tel que λ1(x0) 6= λ2(x0). Les
fonctions λ1 et λ2 sont continues sur Γi donc d’après l’égalité (3.2), il existe un ouvert Γ˜ ⊂ Γ tel
que u = 0 sur Γ˜. D’après la condition au bord satisfaite par u et comme ∇Γu = 0 sur Γ˜, on obtient
u = 0 et ∂u
∂ν
= 0 sur Γ˜.
Le principe de prolongement unique s’applique maintenant à u dans Ωext et donc u = 0 dans Ωext.
Le champ diffracté us := u−ui est alors nécessairement égal au champ incident −eikθˆ·x mais il doit
aussi satisfaire la condition de radiation ce qui est impossible. Donc on a λ1(x) = λ2(x) presque
partout sur Γ.
Passons maintenant à la question suivante qui est la question d’unicité pour η avec λ connu.
3.2.2 Unicité pour η
Nous désignons toujours par (Γi)i=1,...,I un recouvrement de Γ par I ouverts. Notons PI l’en-
semble des fonctions constantes par morceaux sur la partition (Γi)i=1,...,I , pour tout f ∈ PI il existe
I constantes complexes (fi)i=1...,I telles que
f(x) =
I∑
i=1
fiχΓi(x) pour tout x ∈ Γ.
Pour i = 1, · · · , I, la fonction χΓi désigne la fonction indicatrice de Γi.
Proposition 3.2.2 Soient λ, η1 et η2 des éléments de PI tels que l’hypothèse 3.1.1 est satisfaite
pour les couples (λ, η1) et (λ, η2). Supposons de plus que les champs lointains u∞1 = T (λ, η1,Γ) et
u∞2 = T (λ, η2,Γ) sont tels que
u∞1 (xˆ) = u∞2 (xˆ) ∀xˆ ∈ Sd−1.
Si pour tout i = 1, ..., I, il existe x˜i ∈ Γi et µi > 0 tels que Γ˜i = Γi ∩B(x˜i, µi) est :
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– pour d = 2 un segment ou une portion de cercle,
– pour d = 3 une portion de plan, une portion de cylindre ou une portion de sphère,
et les ensembles {x+ γν(x), x ∈ Γ˜i, γ > 0} sont inclus dans Ωext, alors
η1 = η2.
Preuve. De la même manière que dans la preuve de l’unicité pour λ, comme u∞1 = u∞2 , le lemme
de Rellich et le principe de prolongement unique impliquent que les champs totaux associés u1 et
u2 associés à u∞1 et u∞2 coïncident jusque sur la frontière Γ de l’obstacle. La fonction u := u1 = u2
satisfait
∂u
∂ν
+ divΓ(ηj∇Γu) + λu = 0 sur Γ
pour j = 1, 2. De plus η1 et η2 sont constantes par morceaux et donc sur Γ˜i pour i = 1, . . . , I on a
(η1,i − η2,i)∆Γu = 0
où η1,i et η2,i pour i = 1, . . . , I désignent les constantes définissant η1 et η2 respectivement. Fixons
un i et montrons que l’on a nécessairement η1,i = η2,i. Dans la suite nous ne mentionnons plus
l’indice i dans les notations pour plus de clarté.
Raisonnons par l’absurde et supposons que η1 6= η2. Alors
∆Γu = 0 et
∂u
∂ν
= −λu sur Γ˜.
Supposons que nous sommes en dimension 3 et que Γ˜ est une portion de plan telle que Q˜ =
{x+ γν, x ∈ Γ˜, γ > 0} est inclus dans Ωext. Les autres cas se traitent de la même manière et donc
nous ne les abordons pas ici, nous renvoyons le lecteur intéressé à [14]. Comme Γ˜ = Γ ∩ B(x˜, µ)
est une portion de plan il existe un système de coordonnées cartésiennes X(x1, x2, x3) tel que
X(0, 0, 0) = x˜ et
Q˜ = {X(x1, x2, x3),
√
x21 + x22 < µ, x3 > 0},
Γ˜ = {X(x1, x2, x3),
√
x21 + x22 < µ, x3 = 0}.
Notons u˜ la fonction définie sur Q˜ par
u˜(x1, x2, x3) = u(X(x1, x2, 0))c(x3),
où c est définie de manière unique comme étant la solution de
d2c
dx23
+ k2c = 0, c(0) = 1, dc
dx3
(0) = −λ.
Or,
∆u˜(x1, x2, x3) =c(x3)
(
∂2
∂2x1
+ ∂
2
∂2x2
)
u(X(x1, x2, 0)) + u(X(x1, x2, 0))
d2c
d2x3
(x3)
=c(x3)∆Γu(X(x1, x2, 0))− k2c(x3)u(X(x1, x2, 0))
=− k2u˜(x1, x2, x3)
car ∆Γu = 0 sur Γ˜. Ainsi, u et u˜ sont solutions de l’équation de Helmholtz dans Q˜ et satisfont u˜ = u
et ∂u∂ν =
∂u˜
∂ν sur Γ˜. Alors par le principe de prolongement unique on en déduit que
u˜ = u dans Q˜.
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D’un autre côté, on peut calculer c de manière explicite et
c(x3) =
1
2
(
1 + iλ
k
)
eikx3 + 12
(
1− iλ
k
)
e−ikx3 . (3.3)
En fait on a une troisième condition sur c. Comme u = us + ui est solution du problème
de diffraction, us satisfait la condition de radiation de Sommerfeld et donc us(x) → 0 lorsque
|x| → +∞. Ainsi
u(X(x1, x2, x3)) ∼ ui = eik(θ1x1+θ2x2+θ3x3), x3 → +∞,
où (θ1, θ2, θ3) désignent les coordonnées de θˆ dans la base (x1, x2, x3). En prenant x1 = x2 = 0 on
obtient
u(X(0, 0, x3)) ∼ eikθ3x3 , x3 → +∞,
et comme u = u˜ dans Q˜,
c(x3) ∼ Ceikθ3x3 , x3 → +∞
ce qui donne une troisième « condition au bord » pour la fonction c. D’après l’expression de c donnée
en (3.3) on en déduit que nécessairement
θ3 = 1 et 1− iλ
k
= 0
et donc Im(λ) = −ik < 0 ce qui n’est pas possible car λ doit satisfaire l’hypothèse 3.1.1.
3.2.3 Non unicité pour le problème à deux coefficients
Nous venons de démontrer deux résultats d’unicité, l’un lorsque η est supposé connu, l’autre
lorsque λ est supposé connu. Mais que se passe-t-il si on cherche à déterminer les deux coefficients
simultanément ? C’est impossible, une onde incidente ne suffit pas à déterminer une constante
complexe η et une fonction à valeur complexe λ. En effet, il est possible de construire un contre
exemple, nous reproduisons ici celui présenté dans [14].
Plaçons-nous en dimension 2, Ω désigne le disque unité, prenons λ = i, η = 0 et pour direction
d’incidence prenons θˆ = (1, 0). Il est alors possible de calculer de manière analytique la solution u0
du problème P(i, 0,Γ), cette solution s’écrit sur le cercle unité en coordonnées polaires
u0(1, θ) =
2
pi
∑
n∈Z
ineinθ
(H1n)′(1) + iH1n(1)
où H1n désigne la fonction de Hankel cylindrique de première espèce et d’ordre n. Nous affichons sur
la figure 3.2 le module de u0 en fonction de θ, u0 ne s’annule donc pas sur Γ. Posons α = ∆Γu0/u0,
c’est une fonction de C∞(Γ) et donc elle est aussi dans L∞(Γ). Soient η1 6= η2 deux constantes
complexes telles que
|ηi|maxΓ |α| ≤ 1, Re(ηi) > 0, Im(ηi) ≤ 0 pour i = 1, 2.
Définissons alors deux fonctions de C∞(Γ)
λi := i− αηi pour i = 1, 2.
Ainsi
Im(λi) = 1− Im(αηi) ≥ 1− |ηi|maxΓ |α| ≥ 0 pour i = 1, 2
et donc les deux couples (λ1, η1) et (λ2, η2) satisfont l’hypothèse 3.1.1. D’un autre côté
∂u0
∂ν
+ ηi∆Γu0 + λiu0 = (−i+ αηi + λi)u0 = 0 pour i = 1, 2
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Figure 3.2 – Module de la solution de P(i, 0,Γ).
donc u0 est solution de P(λ1, η1,Γ) et P(λ2, η2,Γ). Notons u∞0 le champ lointain associé à u0,
alors u∞0 = T (λ1, η1,Γ) = T (λ2, η2,Γ) et donc un même champ lointain correspond à deux couples
d’impédance différents.
Néanmoins, dans [14] on trouve des exemples de configurations pour lesquelles on a unicité. Par
exemple, si λ est une fonction réelle, k2 n’est pas une valeur propre de Dirichlet pour −∆ dans Ω
et si η est une constante à partie réelle nulle, alors une seule onde incidente détermine de manière
unique λ et η.
3.3 Résultat de stabilité globale à obstacle connu
Afin d’aller un peu plus loin dans la compréhension du problème inverse, nous nous intéressons
ici à des questions de stabilité de la reconstruction des impédances lorsque l’on connaît la géométrie
de l’objet diffractant. En d’autres termes, a-t-on une sorte de continuité de l’inversion ? Comme
nous l’avons déjà évoqué dans la première section, le problème est mal posé au sens de Hadamard.
Néanmoins, nous montrons dans cette section que l’on peut trouver des sous-ensembles compacts
K de (L∞(Γ))2 tels qu’il existe une constante CK telle que pour tous les couples (λ1, η1) et (λ2, η2)
de K on a
‖λ1 − λ2‖L∞(Γ) + ‖η1 − η2‖L∞(Γ) ≤ CK‖T (λ1, η1,Γ)− T (λ2, η2,Γ)‖L2(Sd−1).
En fait nous n’obtiendrons ce résultat que dans le cas où l’un des deux coefficients est connu,
c’est-à-dire lorsque λ1 = λ2 ou bien η1 = η2. Nous obtenons cette relation en nous appuyant princi-
palement sur des inégalités de quantification du prolongement unique obtenues à l’aide d’inégalités
de Carleman que nous rappelons dans la section suivante. Nous nous appuyons aussi sur une refor-
mulation du problème de stabilité proposée par Sincich dans [88]. Nous apportons tout de même
quelques nouveautés à [88], nous montrons un résultat de stabilité pour une classe plus large de
coefficients d’impédance classique mais surtout, nous utilisons une méthode un peu différente pour
obtenir la stabilité et ceci nous permettra d’étendre le résultat de stabilité au coefficient d’impédance
généralisée η lorsqu’il est constant par morceaux.
3.3.1 Quantification du prolongement unique
Nous rappelons dans cette section quelques résultats démontrés dans [11] (voir aussi [80]) ainsi
qu’un résultat permettant d’estimer le champ proche à l’aide du champ lointain. Ces résultats
permettent de quantifier la manière dont la petitesse d’une fonction se propage à travers le domaine,
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c’est pour cela que nous parlons de quantifications du prolongement unique. Rappelons que le
principe de prolongement unique implique que si une fonction u est nulle sur un ouvert ω et si u
satisfait l’équation de Helmholtz dans un domaine O incluant ω alors u est nulle partout dans O.
Dans cette section O désigne un ouvert borné connexe de Rd de frontière ∂O de classe C2.
Proposition 3.3.1 Soient ω0 et ω1 deux ouverts tels que ω0, ω1 b O. Il existe s, c, ε0 > 0 tels que
pour tout ε ∈]0, ε0[ et pour tout u ∈ H1(O) solution de ∆u+ k2u = 0 dans O on a
‖u‖H1(ω1) ≤
c
ε
‖u‖H1(ω0) + εs‖u‖H1(O).
Pour comprendre un peu mieux pourquoi on parle de quantification du prolongement unique, nous
faisons référence au lemme 2.3 de [11] et si u satisfait l’inégalité ci-dessus alors il existe C > 0 telle
que
‖u‖H1(ω1) ≤ C‖u‖
s
s+1
H1(ω0)‖u‖
s
s+1
H1(O)
et C ne dépend que de ε0, s et c. Ainsi, si u est bornée dans H1(Ω), et si u est petite dans H1(ω0)
alors u est aussi petite dans H1(ω1). On notera que dans l’intérieur du domaine O on a une inégalité
de type Hölder, mais on ne peut rien dire lorsque ω1 « touche » le bord de O. C’est le but de la
proposition suivante.
Proposition 3.3.2 Soit x0 ∈ ∂O, il existe r0 > 0 et ω1 b O tels que pour tout κ ∈]0, 1[, il existe
c, ε0 > 0 tels que pour tout ε ∈]0, ε0[ et pour tout u ∈ H2(O) solution de ∆u+k2u = 0 dans O on a
‖u‖H1(O∩B(x0,r0)) ≤ ec/ε‖u‖H1(ω1) + εκ‖u‖H2(O).
B(x0, r0)
ω0
ω1
∂O
x
O
Figure 3.3 – Notations pour les propositions 3.3.1 et 3.3.2.
Encore une fois ce résultat permet de propager la petitesse de u de ω1 vers O ∩ B(x0, r0) mais
cette fois la propagation est de type logarithmique comme en témoigne le lemme suivant.
Lemme 3.3.3 Soient κ ∈]0, 1[ et A, δ et B trois réels strictement positifs. S’il existe c, ε0 > 0 tels
que pour tout ε ∈]0, ε0]
A ≤ ec/εδ + εκB (3.4)
alors il existe B0, C > 0 tels que si B/δ > B0 alors
A ≤ C B(ln(B/δ))κ
où C ne dépend que de c, κ et ε0.
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Preuve. Posons f(ε) := ec/εδ + εκB pour ε > 0. La fonction f est convexe, tend vers +∞ en 0 et
en +∞. Notons εmin > 0 son unique minimiseur sur l’intervalle ]0,+∞[. Il est solution de
g(εmin) =
B
δ
(3.5)
où g(ε) := cec/ε
κεκ+1 .
Si ε0 > εmin, alors (3.4) prise en ε = εmin devient
A ≤ ec/εminδ + εκminB =
(
1 + κεmin
c
)
εκminB ≤ CεκminB (3.6)
pour C =
(
1 + κε0c
)
. Revenons à la définition de εmin donnée par (3.5), si B/δ est suffisamment
grand, alors εmin est suffisamment petit pour avoir l’existence de c′ > c telle que
B
δ
= g(εmin) ≤ ec′/εmin .
Ainsi, en inversant cette relation on a εmin ≤ c′/ ln(B/δ) et (3.6) donne le résultat du lemme.
Si au contraire ε0 ≤ εmin alors comme f est décroissante sur ]0, εmin[, f ′(ε0) ≤ 0 et donc
B ≤ c
κεκ+10
ec/ε0δ
et comme
A ≤ f(ε0) ≤ ec/ε0δ + εκ0B
on en déduit que pour C = ec/ε0
(
1 + cκε0
)
on a
A ≤ Cδ ≤ C B
B/δ
≤ C B(ln(B/δ))κ
pour B/δ suffisamment grand.
Ainsi si u satisfait la proposition 3.3.2, alors il existe B0 > 0 tel que si ‖u‖H2(O)/‖u‖H1(ω1) ≥ B0
alors
‖u‖H1(O∩B(x0,r0)) ≤ C
‖u‖H2(O)
(ln(‖u‖H2(O)/‖u‖H1(ω1)))κ
.
pour une constante C > 0 indépendante de u. La petitesse de u à l’intérieur de O se propage de
manière logarithmique et non plus Hölder au bord ∂O.
Nous terminons cette section par des résultats de quantification du passage du champ lointain
au champ proche. Notons Oext := Rd \O et OR := Oext ∩BR où R est tel que O ⊂ BR. Le premier
lemme est dû à Isakov (voir lemme 6.1.2 de [58] et aussi [19] pour un résultat plus précis) et il
permet de borner loin de O toute solution sortante de l’équation de Helmholtz dans Oext par son
champ lointain.
Lemme 3.3.4 Soit v ∈ L2(Oext) telle que
∆v + k2v = 0 dans Oext,
lim
R→∞
∫
|x|=R
|∂rv − ikv|2 = 0, (3.7)
notons v∞ son champ lointain. Supposons que
β := ‖v∞‖L2(Sd−1) < 1
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et que pour tout R suffisamment grand il existe C1 > 0 telle que
‖v‖L∞(OR) ≤ C1
alors il existe R˜ > 0 et C > 0 indépendants de v (mais dépendant de C1) tels que
‖v‖
L2
(
B
3R˜+1
\B
3R˜
) ≤ Cβg(β)
avec
g(β) :=
1
1 + ln(−ln(β) + e).
Remarque 3.3.5 Nous avons dit dans l’introduction de ce chapitre que le passage du champ loin-
tain au champ proche n’est pas une application avec une continuité Lipschitzienne, en revanche
l’inégalité (3.11) implique que l’on a une continuité quasiment Hölderienne, en effet
g(β) ∼
β→0
1
ln(ln(1/β)) .
En fait, on peut borner près du bord ∂O toute solution sortante de l’équation de Helmholtz dans
Oext par son champ lointain.
Lemme 3.3.6 Soit v ∈ L2(Oext) une solution de (3.7), supposons pour tout R > 0 il existe C1 > 0
tel que
‖v‖H2(OR) ≤ C1. (3.8)
Alors, il existe 0 < β1 < 1 telle que si
β := ‖v∞‖L2(Sd−1) ≤ β1
alors pour tout x ∈ ∂O il existe r > 0, C2 > 0 et 0 < κ < 1 indépendants de v (mais dépendants de
C1) tels que
‖v‖H1(OR∩B(x,r)) ≤
C2(
ln(C2/(βg(β))
)κ
où la fonction g est donnée dans le lemme 3.3.4.
Preuve. La preuve fonctionne en deux temps, dans un premier temps nous faisons le lien entre
‖v‖H1(OR∩B(x,r)) et v loin de l’obstacle O, puis nous passons au champ lointain à l’aide du lemme
3.3.4. D’après la proposition 3.3.2 il existe un ouvert ω1 b OR, κ ∈]0, 1[ et c > 0 tels que pour ε > 0
petit
||v||H1(OR∩B(x,r)) ≤ ec/ε||v||H1(ω1) + εκ ||v||H2(OR).
Prenons R suffisamment grand tel que 3R˜+ 1 < R où R˜ vient du lemme 3.3.4. Alors en appliquant
la proposition 3.3.1 à v avec ω0 = B(x0, 1/4) pour x0 ∈ ∂B3R˜+1/2, il existe c, s > 0 tels que pour
tout ε > 0 petit,
||v||H1(ω1) ≤
c
ε
||v||H1(ω0) + εs ||v||H1(OR).
Ainsi il existe κ ∈]0, 1[ et c > 0 tels que pour ε petit,
||v||H1(OR∩B(x,r)) ≤ ec/ε||v||H1(ω0) + εκ ||v||H2(OR).
Alors d’après (3.8) il existe deux constantes C, c > 0 telles que pour ε > 0 petit,
||v||H1(OR∩B(x,r)) ≤ ec/ε||v||H1(ω0) + Cεκ. (3.9)
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Comme x0 ∈ ∂B3R˜+1/2, on a B(x0, 3/8) ⊂ B3R˜+1 \B3R˜ et on obtient la suite d’inégalités suivante
||v||H1(B(x0,1/4)) ≤ C‖v‖L2(B(x0,3/8)) ≤ C‖v‖L2
(
B
3R˜+1
\B
3R˜
). (3.10)
où la première inégalité s’obtient en prenant v = χ2v dans la formulation variationnelle associée
à (3.7) dans le domaine OR où χ ∈ C∞0 (B(x0, 3/8)) et χ = 1 dans B(x0, 1/4). Comme on a (3.8)
et H2(ΩR) s’injecte continûment dans L∞(ΩR), on peut appliquer le lemme 3.3.4 à v et il existe
C > 0 indépendant de v mais dépendant de C1 tel que si
β = ‖v∞‖L2(Sd−1) < 1
alors
‖v‖
L2
(
B
3R˜+1
\B
3R˜
) ≤ Cβg(β) (3.11)
et g(β) est donnée dans l’énoncé du lemme 3.3.4. En combinant cette dernière inégalité avec (3.10)
puis (3.9) on obtient pour ε petit,
||v||H1(OR∩B(x,r)) ≤ C(ec/εβg(β) + εκ)
et les constantes c, C > 0 ne dépendent pas de v. Alors le lemme 3.3.3 s’applique et il existe
C2, B0 > 0 tels que pour βg(β) ≤ B0,
||v||H1(OR∩B(x,r)) ≤
C2(
ln(C2/(βg(β))
)κ . (3.12)
Mais β 7→ βg(β) est une fonction croissante sur ]0, 1[ qui tend vers 0 lorsque β → 0 et donc il existe
0 < β1 < 1 telle que (3.12) est satisfaite dès que β ≤ β1.
3.3.2 Régularité et borne uniforme sur la solution du problème direct
Afin d’obtenir un résultat de stabilité uniforme sur les impédances, il nous faut en premier lieu
borner la solution de P(λ, η,Γ) uniformément par rapport à λ et η, c’est le but de cette section.
Nous souhaitons appliquer le lemme 3.3.6 et donc nous avons aussi besoin de plus de régularité
que la simple régularité H1 obtenue en utilisant une formulation variationnelle. Désignons par K
un sous-ensemble compact de (L∞(Γ))2 tel qu’il existe une constante cK > 0 telle que pour tout
(λ, η) ∈ K l’hypothèse 3.1.1 soit satisfaite avec une constante c = cK .
Soit SR : H1/2(Γ)→ H−1/2(Γ) l’opérateur de Dirichlet-à-Neuman extérieur à la sphère de rayon
R, R peut changer dans la suite mais sera toujours tel que Ω ⊂ BR. Alors le problème P(λ, η,Γ) se
formule de manière équivalente en domaine borné : trouver u = us + ui ∈ HΓ,R telle que
∆u+ k2u = 0 dans ΩR,
∂u
∂ν
+ divΓ(η∇Γu) + λu = 0 sur Γ,
∂u
∂r
− SR(u) = f sur ∂BR.
pour
f := −
(
∂ui
∂r
− SR(ui)
)
.
Nous rappelons aussi les opérateurs variationnels associés à ce problème. On défini Aλ,η : HΓ,R →
HΓ,R et la forme bilinéaire a par
(Aλ,ηu, v)HΓ,R = a(u, v) :=
∫
ΩR
(∇u · ∇v − k2uv)dx+
∫
Γ
(η∇Γu · ∇Γv − λuv)ds− 〈SRu, v〉, (3.13)
D’après le théorème 1.2.2, l’opérateur Aλ,η est inversible et on est en mesure d’avoir une borne sur
son inverse qui est uniforme en λ et η.
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Proposition 3.3.7 Il existe une constante CK > 0 telle que pour tout (λ, η) ∈ K
|||A−1λ,η||| ≤ CK
où ||| · ||| désigne une norme d’opérateur.
Preuve. Considérons l’application
A : (λ, η) ∈ K 7−→ A−1λ,η ∈ L(HΓ,R, HΓ,R)
où L(HΓ,R, HΓ,R) désigne l’ensemble des applications linéaires et continues de HΓ,R dans HΓ,R.
Prouvons que A est continue. Si tel est le cas, comme K est compact l’application
(λ, η) ∈ K 7−→ |||A−1λ,η|||
atteint ses bornes et on obtient le résultat annoncé.
Soient (λ, η) ∈ K et (h, l) ∈ (L∞(Γ))2 tels que (λ+h, η+ l) ∈ K. Pour tout F ∈ HΓ,R définissons
u et uh,l dans HΓ,R par
Aλ,ηu = F , Aλ+h,η+luh,l = F.
On a
‖A−1λ+h,η+lF −A−1λ,ηF‖HΓ,R = ‖uh,l − u‖HΓ,R = ‖A−1λ+h,η+l(Aλ,η −Aλ+h,η+l)u‖HΓ,R (3.14)
mais Aλ,η dépend continûment de (λ, η)
lim
(h,l)→0
|||Aλ,η −Aλ+h,η+l||| = 0 (3.15)
et d’après un résultat bien connu sur les séries de Neumann (voir [64, chapitre 10] par exemple), il
existe une constante C(λ, η) qui dépend de λ et η telle que pour tout (h, l) suffisamment petit
|||A−1λ+h,η+l||| ≤ C(λ, η). (3.16)
Les inégalités (3.15) et (3.16) avec (3.14) impliquent que
lim
(h,l)→0
|||A−1λ+h,η+l −A−1λ,η||| = 0
et donc A est continue sur le compact K ce qui permet de conclure.
On en déduit directement le corollaire suivant.
Corollaire 3.3.8 Il existe une constante CK > 0 telle que pour tout (λ, η) ∈ K la solution u du
problème P(λ, η,Γ) pour une onde incidente plane ui(x) = eikθˆ·x satisfait
‖u‖HΓ,R ≤ CK .
Passons maintenant au résultat de régularité, pour l’obtenir nous aurons besoin se plus de
régularité sur la frontière Γ, supposons-la de classe C3. Soit (Γi)i=1,...,I un recouvrement de Γ (voir
la description donnée au § 3.2.1). Nous notons toujours CI(Γ) l’ensemble des fonctions continues
par morceaux sur cette partition et pour p > 0 introduisons CpI (Γ) l’ensemble des fonctions u de
L∞(Γ) dont la restriction à Γi est dans Cp(Γi) pour i = 1, . . . , I. Notons δΓ l’ensemble des points
de Γ contenus dans deux ensembles Γi et Γj simultanément pour i, j = 1, .., I et i 6= j. Pour tout
réel ρ > 0 suffisamment petit, nous notons ΞρR un sous ensemble de ΩR de frontière ∂Ξ
ρ
R de classe
C3 tel que
x ∈ ΞρR =⇒ d(x, δΓ) > ρ,
où d désigne la fonction distance, et tel que Ω2ρR ⊂ ΞρR où
Ω2ρR := {x ∈ ΩR tels que d(x,Γ) > 2ρ}.
En fait on enlève du domaine les points où les fonctions d’impédance sont irrégulières.
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Figure 3.4 – Domaine sans les points de transition contenus dans δΓ.
Lemme 3.3.9 Soit KI un sous ensemble compact de C1I (Γ)× C2I (Γ) et cKI > 0 une constante ne
dépendant que de KI tels que si (λ, η) ∈ KI , l’hypothèse 3.1.1 est satisfaite pour c = cKI . Alors il
existe une constante CKI (dépendant de ρ et R) telle que pour tout (λ, η) ∈ KI la solution v de
∆v + k2v = 0 dans Ωext,
∂v
∂ν
+ divΓ(η∇Γv) + λv = f sur Γ,
lim
R→∞
∫
|x|=R |∂rv − ikv|2 ds = 0
(3.17)
pour f ∈ H−1(Γ) ∩H1/2(∂ΞρR ∩ Γ) satisfait
‖v‖H3(ΞρR) ≤ CKI
(
‖f‖H−1(Γ) + ‖f‖H1/2(∂ΞρR∩Γ)
)
.
Preuve. Comme ∆v = −k2v dans ΩR on a d’après un théorème de trace pour les fonctions de
{v ∈ H1(ΩR), ∆v ∈ L2(ΩR)} ∥∥∥∥ ∂v∂ν
∥∥∥∥
H−1/2(Γ)
≤ C‖v‖HΓ,R . (3.18)
Considérons maintenant la régularité de v ∈ H1(Γ) solution de
divΓ(η∇Γv) + λv = f˜ sur ∂ΞρR ∩ Γ (3.19)
pour f˜ ∈ H−1/2(∂ΞρR ∩ Γ). D’après le § 1.1.1, il existe une paramétrisation locale de ∂ΞρR ∩ Γ par
une fonction XΓ(ξ1, . . . , ξd−1) de classe C2. Alors d’après le § 2.5.6 de [78] l’opérateur de dérivation
surfacique présent dans (3.19) s’écrit localement sous la forme
divΓ(η∇Γv) = 1√detg
 d−1∑
i,j=1
∂
∂ξi
η
√
detggij ∂v
∂ξj
 ,
où gij = (ei, ej) désigne le tenseur métrique, gij désigne les coefficients de son inverse et les vecteurs
ei sont donnés par ei := ∂XΓ/∂ξi. On se ramène ainsi à un problème de régularité pour un opérateur
elliptique sous forme divergence dans Rd−1.
On applique les résultats de régularité du chapitre 8 de [45] avec aij = η
√
detggij et c = λ.
Comme le second membre de l’équation (3.19) est localement dans H−1/2, Γ est de classe C2 (ce
qui signifie que les aij sont dans C1 car η est de classe C2 sur ∂ΞρR∩Γ) et λ est localement C1 alors
v est localement dans H3/2.
Revenons à notre problème de régularité, la solution v de 3.17 satisfait (3.19) avec f˜ = f−∂v/∂ν
et en utilisant (3.18) on obtient
‖v‖H3/2(∂ΞρR∩Γ) ≤ CKI
(
‖v‖HΓ,R + ‖f‖H−1/2(∂ΞρR∩Γ)
)
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où dans cette inégalité et dans ce qui suit CKI > 0 désigne une constante indépendante de λ et η.
Un résultat de régularité pour le Laplacien avec conditions de Dirichlet donne
‖v‖H2(ΞρR) ≤ CKI
(
‖v‖HΓ,R + ‖f‖H−1/2(∂ΞρR∩Γ)
)
pour une autre constante CKI et une inégalité de trace implique que∥∥∥∥ ∂v∂ν
∥∥∥∥
H1/2(∂ΞρR∩Γ)
≤ CKI
(
‖v‖HΓ,R + ‖f‖H−1/2(∂ΞρR∩Γ)
)
.
En utilisant une nouvelle fois de la régularité pour le problème surfacique (3.19) on obtient
‖v‖H5/2(∂ΞρR∩Γ) ≤ CKI
(
‖v‖HΓ,R + ‖f‖H1/2(∂ΞρR∩Γ)
)
car la frontière Γ est de classe C3, η ∈ C2I (Γ) et λ ∈ C1I (Γ). En utilisant à nouveau de la régularité
pour le Laplacien avec condition de Dirichlet on obtient
‖v‖H3(ΞρR) ≤ CKI
(
‖v‖HΓ,R + ‖f‖H1/2(∂ΞρR∩Γ)
)
mais comme la norme de l’opérateur A−1λ,η est borné uniformément par rapport à λ et η (voir
proposition 3.3.7) on aboutit au résultat annoncé.
3.3.3 Stabilité pour λ
Cette section peut être vue comme une extension du résultat de stabilité Lipschitzien obtenu
dans [88] car on montre un résultat de stabilité Lipschitzienne globale pour λ dans le cas où la
fonction λ vit dans un espace de dimension finie qui n’est pas nécessairement l’espace des fonctions
constantes par morceaux. De plus la technique que nous employons est différente et nous permet-
tra d’établir un résultat de stabilité globale pour le coefficient η. Soit (ϕn)n=1,...,N une famille de
Γi
ϕ1 ϕ2
S1
(a) Fonctions P1 sur une maille
Γi
ϕ1 ϕ3ϕ2
S2
(b) Fonctions P2 sur une maille
Figure 3.5 – Illustration de l’hypothèse 3.3.10.
fonctions de C1I (Γ) définies sur une partition (Γi)Ii=1 de Γ, linéairement indépendantes et à valeur
réelle. Supposons que cette famille de fonctions satisfait l’hypothèse suivante.
Hypothèse 3.3.10 Il existe Cϕ > 1 et cϕ > 0 telles que pour tout n0 = 1, . . . , N , il existe un
ensemble non vide Sn0 ⊂ Γ tel que
– Sn0 ∩ ∂Γi = ∅ pour i = 1, . . . , I,
– |ϕn0(x)| ≥ NCϕ |ϕn(x)| pour tout n 6= n0 et x ∈ Sn0,
– |ϕn0(x)| ≥ cϕ pour tout x ∈ Sn0.
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Par exemple, les fonctions de base P1 et P2 associées à une partition donnée de Γ satisfont cette
hypothèse. On représente sur la figure 3.5 les fonctions de bases P1 et P2 non nulles sur une maille
Γi particulière, dans les deux cas on montre ce que peuvent être les ensembles Sn.
Dans le théorème qui suit on considère des fonctions d’impédance classique qui s’écrivent comme
λ(x) =
N∑
n=1
λnϕn(x) sur Γ
où les λn sont des constantes complexes. Soit KN un sous ensemble compact de vect{ϕ1, . . . , ϕN}×
C2I (Γ) et cKN > 0 une constante ne dépendant que de KN telle que si (λ, η) ∈ KN , l’hypothèse
3.1.1 est satisfaite pour c = cKN . D’après le premier point de l’hypothèse 3.3.10, il existe ρ > 0 tel
que Sn ⊂ ∂ΞρR pour tout n = 1, . . . , N . Si (λ, η) ∈ KN , on sait entre autre que la norme C2 de η
sur chaque Γi est bornée par une constante ne dépendant que du compact KN et les composantes
(λn)n=1,...,N sont elles aussi bornées.
Théorème 3.3.11 Si Γ est de classe C3, il existe une constante CKN telle que pour tous couples
(λ1, η) et (λ2, η) de KN
‖λ1 − λ2‖L∞(Γ) ≤ CKN ‖T (λ1, η,Γ)− T (λ2, η,Γ)‖L2(Sd−1).
Preuve. Soient (λ1, η) 6= (λ2, η) deux couples de KN et notons u1 et u2 les solutions de P(λ1, η,Γ)
et P(λ2, η,Γ) respectivement avec ui = eikθˆ·x pour onde incidente. En suivant la méthode développée
dans [88], introduisons la fonction auxiliaire
v :=
u2 − u1
maxn|λ2n − λ1n|
qui est solution de 
∆v + k2v = 0 dans Ωext
∂v
∂ν
+ divΓ(η∇Γv) + λ1v = (λ
1 − λ2)u2
maxn|λ2n − λ1n|
sur Γ
lim
R→∞
∫
|x|=R
|∂rv − ikv|2 ds = 0.
Commençons par montrer un résultat de régularité sur v. Tout d’abord, il existe une constante
CKN indépendante de λ1, λ2 et η telle que
1
maxn|λ2n − λ1n|
∥∥∥(λ1 − λ2)u2∥∥∥
H−1(Γ)
≤ CKN ‖u2‖H1(ΩR)
et en utilisant le corollaire 3.3.8 il existe une autre constante CKN > 0 indépendante de λ1, λ2 et
η telle que
1
maxn|λ2n − λ1n|
∥∥∥(λ1 − λ2)u2∥∥∥
H−1(Γ)
≤ CKN .
Dans ce qui suit, CKN peut changer d’une ligne à l’autre mais dans tous les cas elle sera indépendante
de λ1, λ2 et η. D’après le lemme 3.3.9, la fonction u2 est uniformément bornée dans H3(ΞρR), de
plus λ1 et λ2 sont dans C1I (Γ) donc il existe CKN > 0 telle que
1
maxn|λ2n − λ1n|
‖(λ1 − λ2)u2‖H1/2(∂ΞρR∩Γ) ≤ CKN .
Ainsi, d’après le lemme 3.3.9 il existe CKN > 0 telle que
‖v‖H3(ΞρR) ≤ CKN . (3.20)
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Pour n donné, prenons xn ∈ Sn et notons rn > 0 le réel correspondant au r0 de la proposition
3.3.2. Enfin nous notons ωn = B(xn, rn) et soit γn un ouvert de Γ tel que γn ⊂ Sn ∩ ωn. En
multipliant l’équation satisfaite par v sur Γ par u2 et en intégrant sur γn on a après utilisation de
l’inégalité de Cauchy Schwartz :
‖u2‖L2(γn)
∥∥∥∥ ∂v∂ν + divΓ(η∇Γv) + λ1v
∥∥∥∥
L2(γn)
≥ 1maxm|λ2m − λ1m|
∫
γn
|λ2 − λ1||u2|2ds. (3.21)
La suite de la preuve consiste à majorer le membre de gauche de cette inégalité par une fonction
croissante de la norme du champ lointain de v et de minorer le membre de droite par une constante
CKN .
(i)Majoration du membre de gauche de (3.21)
Définissons une fonction de troncature φn ∈ C∞0 (ωn) telle que φn = 1 sur γn, on a∥∥∥∥ ∂v∂ν + divΓ(η∇Γv) + λ1v
∥∥∥∥
L2(γn)
≤ CKN
[∥∥∥∥ ∂v∂ν
∥∥∥∥
L2(γn)
+ ||v||H2(γn)
]
≤ CKN
[∥∥∥∥∂(φnv)∂ν
∥∥∥∥
L2(Γ)
+ ||φnv||H2(Γ)
]
.
En utilisant une inégalité d’interpolation (voir [71]) puis le résultat de régularité (3.20) on obtient
pour une constante C > 0 indépendante de λ et η,∥∥∥∥∂(φnv)∂ν
∥∥∥∥
L2(Γ)
+ ||φnv||H2(Γ) ≤ C
(∥∥∥∥∂(φnv)∂ν
∥∥∥∥1/2
H1/2(Γ)
∥∥∥∥∂(φnv)∂ν
∥∥∥∥1/2
H−1/2(Γ)
+ ||φnv||7/8H5/2(Γ)||φnv||
1/8
H1/2(Γ)
)
≤ CKN ‖φnv‖1/8H1(ΩR)
et finalement ∥∥∥∥ ∂v∂ν + divΓ(η∇Γv) + λ1v
∥∥∥∥
L2(γn)
≤ CKN ‖v‖1/8H1(ΞρR∩ωn). (3.22)
Comme on a (3.20) on peut appliquer le lemme 3.3.6 et il existe β1 > 0 indépendant de λ1, λ2 et η
telle que si β := ‖v∞‖L2(Sd−1) ≤ β1 alors
||v||H1(ΞρR∩ωn) ≤
CKN(
ln(CKN /(βg(β))
)κ
où g est définie dans l’énoncé du lemme. Ainsi, d’après (3.22) il existe κ, CKN > 0 tels que si β ≤ β1∥∥∥∥ ∂v∂ν + divΓ(η∇Γv) + λ1v
∥∥∥∥
L2(γn)
≤ CKN(
ln(CKN /(βg(β))
)κ/8 := f(β). (3.23)
Le cas β ≥ β1 ne pose pas de problème car il permet de conclure directement. En effet si β ≥ β1
alors comme
v∞ = u
1,∞ − u2,∞
maxn |λ2n − λ1n|
on obtient l’estimation de stabilité du théorème avec CKN = β1.
(ii) Majoration du membre de droite de (3.21)
Le membre de droite de (3.21) est
1
maxm|λ2m − λ1m|
∫
γn
|λ2 − λ1||u2|2ds.
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Soit n0 ∈ {1, . . . , N}, pour tout x de γn0 on a
|λ2(x)− λ1(x)| =
∣∣∣∣∣
N∑
n=1
(λ2n − λ1n)ϕn(x)
∣∣∣∣∣
≥
∣∣∣∣∣∣|(λ2n0 − λ1n0)||ϕn0(x)| −
∑
n6=n0
|(λ2n − λ1n)||ϕn(x)|
∣∣∣∣∣∣
= |(λ2n0 − λ1n0)||ϕn0(x)|
∣∣∣∣∣∣1−
∑
n6=n0
|(λ2n − λ1n)|
|(λ2n0 − λ1n0)|
|ϕn(x)|
|ϕn0(x)|
∣∣∣∣∣∣
Si le maximum des |λ1n − λ2n| est obtenu pour n = n0, en utilisant les deuxième et troisième points
de l’hypothèse 3.3.10 sur (ϕn) on obtient
|λ2(x)− λ1(x)| ≥ cϕ
(
1− 1
Cϕ
)
maxm|λ2m − λ1m| ∀x ∈ γn0 .
Notons CKN = cϕ(1− 1/Cϕ) > 0 alors pour tout (λ1, η), (λ2, η) ∈ KN il existe n0 tel que
1
maxm|λ2m − λ1m|
∫
γn0
|λ2 − λ1||u2|2ds ≥ CKN ‖u2‖2L2(γn0 ). (3.24)
Pour conclure, montrons que la norme de u2 est uniformément bornée inférieurement. Posons cnKN =
inf(λ,η)∈KN ||u||L2(γn) où u est solution de P(λ, η,Γ). supposons que cnKN = 0. L’application (λ, η) ∈
KN 7→ ||u||L2(γn) est continue et KN est un sous ensemble compact de (L∞(Γ))2. Alors cKN est
atteinte pour (λ0, η0) ∈ K. La solution correspondante u0 est telle que u0 = 0 et ∂u0∂ν = 0 sur γn
ainsi d’après le principe de continuation unique u0 = 0 dans ΩR ce qui est en contradiction avec le
comportement asymptotique du champ diffracté associé u0,s loin de Ω. On a donc nécessairement
cnKN > 0 et d’après (3.21), (3.23) et (3.24) on a finalement que si β < β1, alors
0 < min
n
cnKN ≤ f(β)
où les cnKN et la fonction f sont indépendants de λ
1, λ2 et η. Comme fest une fonction croissante, il
existe β2 toujours indépendante de λ1, λ2 et η telle que si β < β1, l’inégalité cKN ≤ f(β) implique
que β ≥ β2 et on obtient
β2 ≤ ||v∞||L2(Sd−1) =
||u1,∞ − u2,∞||L2(Sd−1)
maxn|λ1n − λ2n|
,
ce qui est le résultat annoncé. Comme évoqué quelques lignes auparavant, le cas β ≥ β1 donne la
même conclusion.
Remarque 3.3.12 Ce résultat de stabilité Lipschitzienne n’est plus valable dans le cas où l’on sup-
pose que les fonctions λ sont seulement continues sur Γ. On remarquera que dans la démonstration
il est crucial de n’avoir qu’un nombre fini de fonctions de base ϕn. Ainsi toute méthode numérique
où λ est discrétisée dans une base (ϕn) satisfaisant l’hypothèse 3.3.10 devrait être assez robuste pour
peu que le nombre de fonctions de base N ne soit pas trop grand.
3.3.4 Stabilité pour η
Comme annoncé auparavant, nous montrons dans cette section un résultat de stabilité Lip-
schitzienne global pour l’identification du paramètre η constant par morceaux lorsque la fonction
λ est connue. Nous nous plaçons dans la même configuration que celle de la proposition 3.2.2 pour
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établir le théorème suivant. Soit cKI une constante strictement positive et KI un sous ensemble
compact de (PI)2 où PI désigne l’ensemble des fonctions constantes par morceaux, tels que pour
tout (λ, η) ∈ KI , l’hypothèse 3.1.1 est satisfaite pour la constante c = cKI . Dans tout ce qui on
notera CKI une constante générique strictement positive indépendante des fonctions d’impédances
λ et η.
Théorème 3.3.13 Sous les même hypothèses que celles de la proposition 3.2.2 et si Γ est de classe
C3, il existe une constante CKI telle que pour tout (λ, η1) et (λ, η2) dans KI
‖η1 − η2‖L∞(Γ) ≤ CKI‖T (λ, η1,Γ)− T (λ, η2,Γ)‖L2(Sd−1).
Preuve. La preuve est très similaire à celle du théorème 3.3.11, nous en donnons néanmoins ses
grandes lignes. Soient u1 et u2 les solutions de P(λ, η1,Γ) et P(λ, η2,Γ) respectivement avec ui(x) =
eikθˆ·x comme onde incidente où θˆ ∈ Sd−1 est la direction d’incidence. Introduisons la fonction
auxiliaire
v := u
2 − u1
‖η2 − η1‖L∞(Γ)
qui est solution du problème de diffraction
∆v + k2v = 0 dans Ωext,
divΓ(η1∇Γv) + ∂v
∂ν
+ λv = 1‖η2 − η1‖L∞(Γ)
divΓ[(η1 − η2)∇Γu2] sur Γ,
lim
R→∞
∫
|x|=R
|∂rv − ikv|2 ds = 0.
De la même manière que dans la preuve du théorème 3.3.11, comme η1 et η2 sont constantes sur
chaque partition Si de Γ, on peut appliquer le lemme 3.3.9 et il existe une constante CKI > 0 telle
que
‖v‖H3(ΞρR) ≤ CKI . (3.25)
Concentrons-nous à nouveau sur la condition au bord satisfaite par v. Sur Γi pour i = 1, .., I on a,
∂v
∂ν
+ η1i ∆Γv + λv =
η1i − η2i
‖η2 − η1‖L∞(Γ)
∆Γu2 sur Γi.
Nous utilisons les mêmes notations que dans la proposition 3.2.2 et prenons xi ∈ Γ˜i, on note aussi
ri > 0 le réel correspondant au r0 de la proposition 3.3.2. Pour γi un ouvert de Γ˜i strictement inclus
dans ∂ΞρR ∩B(xi, ri) on a∥∥∥∥ ∂v∂ν + η1i ∆Γv + λv
∥∥∥∥
L2(γi)
= |η
2
i − η1i |
‖η2 − η1‖L∞(Γ)
‖∆Γu2‖L2(γi). (3.26)
Nous procédons exactement comme dans la preuve de 3.3.11 à savoir que l’on va majorer le membre
de gauche de cette égalité par une fonction croissante de la norme du champ lointain de v que l’on
note v∞, puis nous minorerons le membre de droite par une constante indépendante de λ, η1 et η2.
La partie majoration ne change en rien avec ce que l’on a fait dans la preuve du théorème 3.3.11
et on montre qu’il existe κ, CKI , β1 > 0 tels que si β := ‖v∞‖L2(Sd−1) ≤ β1 alors∥∥∥∥ ∂v∂ν + η1i ∆Γv + λv
∥∥∥∥
L2(γi)
≤ CKI(
ln(CKI/(βg(β))
)κ/8 := f(β) (3.27)
et les constantes κ et β1 sont indépendantes de λ, η1 et η2.
En revanche la minoration est un peu plus compliquée car il faut montrer que ∆Γu2 est minorée
uniformément sur les γi et non plus seulement u2. Posons ciKI = inf(λ,η)∈KI ||∆Γu||L2(γi) où u et
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solution de P(λ, η,Γ) avec ui = eikθˆ·x et supposons que ciKI = 0. L’application (λ, η) ∈ KI 7→
||∆Γu||L2(γi) est continue et KI est un sous-ensemble compact de (L∞(Γ))2. Alors la constante ciKI
est atteinte pour un couple (λ0, η0) ∈ KI . La solution u0 correspondante satisfait ∆Γu0 = 0 sur γi
ce qui est impossible d’après la preuve de la proposition 3.2.2. Ainsi ciKI > 0 et d’après (3.26) et
(3.27) on obtient pour cKI := mini=1,...,I ciKI > 0
|η1i − η2i |
‖η1 − η2‖L∞(Γ)
cKI ≤ f(β)
si β ≤ β1. Ceci devient
cKI ≤ f(β).
La fin de la preuve est la même que dans celle du théorème 3.3.13.
3.3.5 Optimalité des résultats de stabilité
Dans les deux sections précédentes, nous avons été en mesure de montrer une inégalité de stabilité
de type Lipschitzienne pour l’identification de λ puis de η. Afin de terminer cette étude de stabilité
nous allons voir que pour l’identification de η, la constante CKI explose de manière exponentielle
lorsque I → +∞. Ce phénomène est bien connu et implique notamment que les estimations de
stabilité logarithmiques pour λ établies dans [68] et [87] sont optimales comme le montre Sincich
dans [88]. Nous allons montrer qu’il en va de même pour l’identification du paramètre η en se basant
sur les résultats de [40] qui sont une généralisation d’un premier article de Mandache [73] sur le
problème de Calderón. Considérons le problème P(λ, η,Γ) dans R2 avec Ω = B(0, 1) et λ = 0, on
note toujours PI l’ensemble des fonctions constantes par morceaux sur une partition de Γ par I
ouverts (voir § 3.2.1 pour une définition précise de la partition). On obtient le résultat suivant pour
la constante CKI du théorème 3.3.13.
Théorème 3.3.14 Il existe I0 > 0 tel que pour tout I > I0 il existe η1 et η2 dans PI tels que
‖η1 − η2‖L∞(Γ) ≥
1
I
(3.28)
et
‖T (0, η1,Γ)− T (0, η2,Γ)‖L2(Sd−1) ≤ e−I (3.29)
et donc
CKI ≥
eI
I
.
L’outil principal pour montrer ce théorème est le théorème 2.2 de [40] que nous énonçons ci-dessous,
mais avant tout nous rappelons rapidement les différentes notions nécessaires à son énoncé. Soit
(X, d) un espace métrique et H un espace de Hilbert. Notons aussi γ : H \ {0} → [0,+∞] une
application telle que
γ(λv) = γ(v) pour tout v ∈ H \ {0} et λ ∈ R \ {0}.
Soit F une fonction de X dans L(H,H∗) l’ensemble des applications linéaires de H dans H∗. On fixe
aussi un point de référence x0 ∈ X et pour tout ε > 0 on note Xε := {x ∈ X tels que d(x, x0) ≤ ε}.
Enfin, on dira que Yε ⊂ X est ε-discret si pour tous x1 6= x2 dans Yε on a d(x1, x2) ≥ ε.
Théorème 3.3.15 Supposons que les hypothèses suivantes sont satisfaites.
(a) Il existe trois constantes positives ε0, C1 et α1 telle que pour tout 0 < ε < ε0 on peut trouver
un ensemble ε-discret Zε contenu dans Xε ayant au moins exp(C1ε−α1) éléments.
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(b) Il existe trois constantes positives p, C2 et α2 et une base orthonormale de H, {vk}k=1,...,+∞,
tels que les conditions suivantes sont satisfaites. Pour tout k ∈ N, γ(vk) ≤ ∞ et pour tout
n ∈ N,
]{k ∈ N | γ(vk) ≤ n} ≤ C2(1 + n)p
où ] désigne le nombre d’éléments. Pour tout x ∈ X et pour tout (k, l) ∈ N× N on a
|〈F (x)vk, vl〉| ≤ C2 exp(−α2 max{γ(vk), γ(vl)}).
Alors il existe ε1 > 0 dépendant de ε0, C1, C2, α1, α2 et p seulement tel que pour tout 0 < ε < ε1,
on peut trouver x1 et x2 dans Xε tels que d(x1, x2) ≥ ε et
‖F (x1)− F (x2)‖L(H,H∗) ≤ 2 exp
(
−ε−α1/2(p+1)
)
.
Remarque 3.3.16 Dans notre cas l’application F sera à valeur dans L2(S1) et non pas dans
l’ensemble des applications linéaires de L2(S1) dans L2(S1) comme ce devrait être le cas pour
pouvoir appliquer le théorème 3.3.15. Néanmoins, ce théorème reste toujours valable lorsque F est
une application de X à valeur dans un espace de Hilbert H.
Preuve du théorème 3.3.14. Pour montrer l’existence de η1 et η2 tels que les inégalités (3.28)
et (3.29) soient satisfaites nous allons appliquer le théorème 3.3.15 à notre problème. Pour X on
considère un compact de L∞(Γ) tel que l’hypothèse 3.1.1 soit satisfaite, on prend H := L2(S1) et
F (η) := T (0, η,Γ) pour tout η ∈ X.
Soit un nombre I d’arcs de cercles qui forment une partition du cercle unité. Posons η0 = −1/2
sur Γ et définissons le sous-ensemble P˜I de PI pour I > 2 par
P˜I := {η ∈ PI tels que ηi ∈ {−1/2, −1/2 + 1/I} pour i = 1, . . . , I}.
Ainsi P˜I contient 2I éléments et donc P˜I satisfait l’hypothèse (a) du théorème 3.3.15 pour ε = 1/I,
α1 = 1 et C1 = ln(2). En fait P˜I joue le rôle de Xε et Zε en même temps.
Pour les fonctions de base de L2(S1) on prend
v1n(θˆ) =
1
2pi cos(nθ) et v
2
n(θˆ) =
1
2pi sin(nθ)
pour θˆ ∈ S1 et n ∈ N où θ est l’angle entre θˆ et l’axe des abscisses. Pour tout ψ ∈ L2(S1) posons
γ(ψ) :=
‖∇ψ‖L2(S1)
‖ψ‖L2(S1)
,
ainsi γ(vin) = n pour i = 1, 2 et n ∈ N. La première partie de l’hypothèse (b) est satisfaite pour
C2 = 2 et p = 1. Pour tout η ∈ X il existe une famille de coefficients (αin) pour i = 1, 2 et n ∈ N
(on prend α20 = 0) tels que
T (0, η,Γ) =
∑
n∈N
α1nv
1
n + α2nv2n,
et il ne reste plus qu’à montrer que les αin décroissent de manière exponentielle avec n pour i = 1, 2.
Comme on regarde la diffraction par une sphère, il existe une autre famille de coefficients (βin) pour
i = 1, 2 et n ∈ N (on prend β20 = 0) tels que us le champ proche de T (0, η,Γ) se décompose sous la
forme
us(x) =
∑
n∈N
(β1nv1n(xˆ) + β2nv2n(xˆ))H1n(kr)
où on rappelle que xˆ = x/|x|, r = |x| et H1n désigne la fonction de Hankel de première espèce et
d’ordre n. Rappelons le comportement asymptotique des fonctions de Hankel lorsque r → +∞ pour
n et k fixés (voir [1]) :
H1n(kr) ∼
√
2
pik
e−i(2n+1)pi/4
eikr√
r
, r → +∞
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et donc en utilisant la définition du champ lointain en dimension 2 (voir (1.18)) on obtient pour
tout n ∈ N et i = 1, 2
αin = βin
√
2
pik
e−i(2n+1)pi/4
et donc
|αin| =
√
2
pik
|βin|. (3.30)
Or d’après la proposition 3.3.7 il existe une constante CX telle que pour tout η ∈ X le champ
diffracté us correspondant à la solution du problème P(0, η,Γ) est tel que
‖us‖H1(ΩR) ≤ CX
pour R > 1 fixé. On en déduit donc que la série ∑n∈N(β1nv1n(xˆ) + β2nv2n(xˆ))H1n(kr) est convergente
et uniformément bornée par rapport à η ∈ X. Ainsi en utilisant le comportement asymptotique des
fonctions de Hankel lorsque n devient grand
H1n(kr) = O
( 2n
ekr
)n
, n→ +∞,
on en déduit qu’il existe une constante CX > 0 telle que pour tout η ∈ X et pour tout n ≥ 1
|βin| ≤ (CXn)−n .
En utilisant la relation (3.30) on en déduit qu’il existe C1 et C2 telles que pour tout n ∈ N, pour
i = 1, 2 et pour tout η ∈ X on a
|αin| ≤ C1 exp(−C2n).
Toutes les hypothèses du théorème 3.3.15 que l’on applique avec ε = 1/I sont satisfaites, il existe
η1 et η2 dans P˜I vérifiant (3.28) et (3.29) et donc on a une explosion exponentielle de la constante
de stabilité avec le nombre d’intervalles.
3.4 Étude de stabilité lorsque la géométrie de l’obstacle n’est pas
parfaitement connue
3.4.1 Les problèmes direct et inverse pour un obstacle perturbé
Dans cette section nous nous intéressons à la question de la stabilité de l’identification de λ et
η lorsque l’on a une connaissance approximative de la géométrie de l’obstacle Ω. Supposons que Ω
est de classe C1 et considérons le problème (1.8) avec une « géométrie perturbée » Γε de Γ telle
qu’il existe une fonction ε ∈ (C1(Rd))d telle que
Γε = {x+ ε(x) ; x ∈ Γ} .
Dès que ‖ε‖ < 1, où ‖ · ‖ désigne la norme (W 1,∞(Rd))d
‖ · ‖ = ‖ · ‖(L∞(Rd))d + ‖∇ · ‖(L∞(Rd))d×d ,
l’application fε := Id + ε où Id désigne l’identité de Rd, est un difféomorphisme de classe C1 de
Rd (voir chapitre 5 de [53]). Soit B1∞ la boule unité ouverte de (W 1,∞(Rd))d, dans ce qui suit on
suppose que ε ∈ B1∞.
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Ω
Γ
Γε
ε
Figure 3.6 – Obstacles exact et perturbé.
Le problème inverse pour une géométrie perturbée. Supposons que Γε est connue et que
l’on a une approximation λε et ηε sur Γε des coefficients d’impédance exacts λ et η dans le sens où
il existe δ > 0 tel que
‖T (λε, ηε,Γε)− T (λ, η,Γ)‖L2(Sd−1) ≤ δ .
A partir de cette information et de la distance entre Γ et Γε, peut-on établir une estimation d’erreur
entre les coefficients approchés λε et ηε et les coefficients exacts λ et η ? Plus précisément, nous
aimerions montrer que
‖λε ◦ fε − λ‖L∞(Γ) + ‖ηε ◦ fε − η‖L∞(Γ) ≤ g(δ, ε) (3.31)
pour une fonction g telle que g(δ, ε)→ 0 lorsque δ → 0 et ε→ 0. Afin d’obtenir une telle estimation,
il faut dans un premier temps montrer que T est continue par rapport à la géométrie Γ puis un
résultat de stabilité pour les impédances à obstacle connu nous permet de conclure.
3.4.2 Continuité du champ lointain par rapport à l’obstacle
La première étape pour montrer que le champ lointain dépend de manière continue de la géo-
métrie est de montrer que c’est le cas pour le champ diffracté. Posons λ˜ε := λ ◦ f−1ε et η˜ε := η ◦ f−1ε
deux fonctions de L∞(Γε) qui correspondent au transport de λ et η sur le bord Γε. Soit BR une
boule de rayon contenant strictement Ω et supposons que ε est à suport compact dans BR.
Afin d’évaluer la distance entre la solution u de P(λ, η,Γ) et la solution uε de P(λ˜ε, η˜ε,Γε)
on commence par transporter uε sur le domaine fixe ΩR en utilisant le difféomorphisme fε entre
ΩεR := BR \ Ωε et ΩR. Dans ce but définissons u˜ε := uε ◦ fε. Enfin, comme précédemment, on
considère des impédances (λ, η) ∈ K où K est un sous-ensemble compact de L∞(Γ) × L∞(Γ) tel
que l’hypothèse 3.1.1 est satisfaite pour une constante c = cK ne dépendant que du compact K.
Cette notation sera aussi valable pour la sous-section suivante.
Théorème 3.4.1 Il existe deux constantes ε0 > 0 et CK > 0 telles que pour (λ, η) ∈ K et pour
tout ε ∈ B1∞ tel que ‖ε‖ ≤ ε0 on a
‖u˜ε − u‖HΓ,R ≤ CK‖ε‖.
Afin de montrer ce théorème nous aurons besoin du lemme technique suivant dont la preuve est
donnée après celle du théorème.
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Lemme 3.4.2 Il existe une constante C > 0 telle que pour toute perturbation ε ∈ B1∞, toutes
fonctions u, v ∈ H1(Γ) et η ∈ L∞(Γ) on a∣∣∣∣∫Γε(η ◦ f−1ε )∇Γε(u ◦ f−1ε ) ·∇Γε(v ◦ f−1ε )dsε −
∫
Γ
η∇Γu · ∇Γvds
∣∣∣∣
≤ C‖u‖H1(Γ)‖v‖H1(Γ)‖η‖L∞(Γ)‖ε‖.
Preuve du théorème 3.4.1 Rappelons la formulation variationnelle en domaine borné associée
à P(λ, η,Γ) : trouver u ∈ HΓ,R telle que
a(u, v) = l(v) ∀v ∈ HΓ,R
et a est donnée par (3.13) et
l(v) :=
∫
∂BR
fvds ∀v ∈ HΓ,R.
Écrivons aussi celle associée à P(λ˜ε, η˜ε,Γε) : trouver uε ∈ HεΓ,R := {v ∈ H1(ΩεR); v|Γε ∈ H1(Γε)}
telle que
aε(uε, vε) = l(vε) ∀vε ∈ HεΓ,R
où
aε(uε, vε) :=
∫
ΩεR
(∇uε · ∇vε − k2uεvε)dxε +
∫
Γε
(η˜ε∇Γεuε · ∇Γεvε − λ˜εuεvε)dsε − 〈SRuε, vε〉.
Le second membre pour la formulation dans ΩεR est donné par la forme linéaire l car la frontière
extérieure de ΩεR est la même que celle de ΩR. Définissons aussi une nouvelle forme bilinéaire sur
HΓ,R
a˜ε(u, v) := aε(u ◦ f−1ε , v ◦ f−1ε ) ∀u, v ∈ HΓ,R
qui n’est autre que la forme aε transportée sur le domaine fixe ΩR. Étant donné que fε(∂BR) = ∂BR,
on en déduit que l(v) = l(v ◦ f−1ε ) et u˜ε est solution de
a˜ε(u˜ε, v) = l(v) ∀v ∈ HΓ,R.
De plus pour tout v ∈ HΓ,R, SRv = SR(v ◦ f−1ε ) et donc pour tout u, v ∈ HΓ,R on a 〈SRu, v〉 =
〈SR(u ◦ f−1ε ), v ◦ f−1ε 〉. En utilisant les formules de changement de variable dans les intégrales
volumiques et surfaciques (voir le chapitre 5 de [53]), on peut donner l’expression de a˜ε :
a˜ε(u, v) =
∫
ΩR
(∇u · Pε · ∇v − k2u v)Jεdx+
∫
Γε
η˜ε[∇Γε(u ◦ f−1ε )] · [∇Γε(v ◦ f−1ε )]dsε
−
∫
Γ
λu vJνε ds− 〈SRu, v〉
où Jε := |det(∇fε)|, Pε := (∇fε)−1(∇fε)−T et Jνε := Jε
∣∣∣(∇fε)−Tν∣∣∣ (pour toute matrice inversible
B, B−T est la transposée de l’inverse de B). En utilisant les résultats classiques sur les séries de
Neumann, on peut écrire le développement suivant pour (∇fε(x))−1 = (Id+∇ε(x))−1 uniformément
pour x ∈ Γ
(∇fε)−1(x) =
∞∑
n=0
(−1)n(∇ε(x))n = (1 +O(‖ε‖))Id.
On en déduit le développement de Pε(x) lui aussi uniforme pour x ∈ Γ :
Pε(x) = Id(1 +O(‖ε‖))
et pour terminer
Jε(x) = 1 +O(‖ε‖) et Jνε (x) = 1 +O(‖ε‖)
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car det(Id+∇ε(x)) = 1+divΓ(ε)+O(‖ε‖2). On note O une fonction C∞(R) telle qu’il existe C > 0
telle que pour tout y ∈ R,
|O(y)| ≤ C|y|.
A l’aide de tous ces développements et du lemme 3.4.2 on a pour u et v deux éléments de HΓ,R∣∣∣∣∫ΩR(∇u · Pε · ∇vJε − k2u vJε −∇u · ∇v + k2u v)dx
∣∣∣∣ ≤ C‖u‖HΓ,R‖v‖HΓ,R‖ε‖,∣∣∣∣∫Γ(λu vJνε − λu v)ds
∣∣∣∣ ≤ C‖λ‖L∞(Γ)‖u‖HΓ,R‖v‖HΓ,R‖ε‖,
∣∣∣∣∫Γε(η ◦ f−1ε )∇Γε(u ◦ f−1ε ) ·∇Γε(v ◦ f−1ε )dsε −
∫
Γ
η∇Γu · ∇Γvds
∣∣∣∣
≤ C‖u‖HΓ,R‖v‖HΓ,R‖η‖L∞(Γ)‖ε‖,
où les constantes C successives ne dépendent pas de ε. On obtient finalement l’inégalité suivante
pour la distance entre les formes bilinéaires a˜ε et a :
|a˜ε(u, v)− a(u, v)| ≤ CK‖u‖HΓ,R‖v‖HΓ,R‖ε‖ (3.32)
où CK ne dépend pas de λ, η et ε. D’après le théorème de représentation de Riesz, il existe un
unique opérateur Aε de HΓ,R dans lui-même tel que
(Aεv, w)HΓ,R = a˜ε(v, w) ∀ v, w ∈ HΓ,R.
Rappelons que l’opérateur A de HΓ,R dans lui-même est défini par
(Av,w)HΓ,R = a(v, w) ∀v, w ∈ HΓ,R
et que l’élément F de HΓ,R et défini par
(F,w)HΓ,R = l(w) ∀w ∈ HΓ,R.
L’inégalité (3.32) implique directement que
|||Aε −A||| ≤ CK‖ε‖.
Afin de pouvoir conclure sur la distance entre u˜ε et u il faudrait établir une estimation sur la norme
de l’inverse de Aε. Dès que |||A−1(Aε−A)||| ≤ 1/2, ce qui est vrai par exemple si ε0 ≤ 1/(2C2K) où
CK vient de la proposition 3.3.7, la norme de A−1ε satisfait
|||A−1ε ||| ≤
|||A−1|||
1− |||A−1(Aε −A)||| ≤ 2CK .
Mais comme u˜ε − u = A−1ε (A−Aε)u on en déduit que
‖u˜ε − u‖HΓ,R = ‖A−1ε ((A−Aε)u)‖HΓ,R
≤ |||A−1ε |||‖(Aε −A)u‖HΓ,R
≤ 2C2K‖ε‖‖u‖HΓ,R ≤ 2C3K‖ε‖‖F‖HΓ,R
où on utilise à nouveau la proposition 3.3.7 pour obtenir la dernière inégalité. Cette dernière relation
n’est autre que le résultat attendu car la norme de F est bornée par une autre constante CK
indépendante de ε, λ et η.
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Preuve du lemme 3.4.2
Soient u ∈ H1(Γ), v ∈ H1(Γ) et η ∈ L∞(Γ) trois fonctions et x0 un point de Γ. Comme Γ est de
classe C1 il existe une fonction ϕ de classe C1 et un ouvert U ⊂ Rd−1 tels que
Γ ∩ V = {ϕ(ξ) ; ξ ∈ U}
où V est un voisinage de x0. On choisit ϕ de telle sorte que ϕ(0) = x0 et que
ei :=
∂ϕ
∂ξi
(0) , pour i = 1, . . . , d− 1
soit une base orthonormale du plan tangent à Γ en x0. En la combinant avec fε, cette fonction peut
servir aussi à paramétrer un voisinage surfacique de x0,ε := fε(x0). Plus précisément, il existe un
voisinage Vε de x0,ε tel que
Γε ∩ Vε = {ϕε(ξ) ; ξ ∈ U}
où ϕε := fε ◦ ϕ. Définissons les vecteurs tangents à Γε en x0,ε = ϕε(0) par
eε,i :=
∂ϕε
∂ξi
(0) pour i = 1, . . . , d− 1
et si on utilise la règle de composition des dérivées, ceci devient
eε,i = ∇fε(x0)ei. (3.33)
La matrice ∇fε(x0) est inversible car ‖ε‖ < 1, et donc la famille eε,i est une base du plan tangent
à Γε en xε,0. Enfin on définie la base covariante du plan cotangent à Γ au point x0 et à Γε au point
x0,ε par
ei · ej = δij et eiε · eε,j = δij pour i, j = 1, . . . , d− 1.
D’après cette définition et en utilisant la relation (3.33) on obtient
eiε = (∇fε)−T ei i = 1, . . . , d− 1.
Dans la base covariante à Γ, le gradient tangentiel ∇Γ pour tout w ∈ H1(Γ) en x0 est donné par
∇Γw(x0) =
d−1∑
i=1
∂w˜
∂ξi
(0)ei
où w˜ := w ◦ ϕ. De même, en x0,ε on a pour tout wε ∈ H1(Γε)
∇Γεwε(x0,ε) =
d−1∑
i=1
∂w˜ε
∂ξi
(0)eiε
où w˜ε := wε ◦ ϕε. Par conséquent, pour w ∈ H1(Γ)
∇Γε(w ◦ f−1ε )(x0,ε) =
d−1∑
i=1
∂w˜
∂ξi
(0)eiε
=
d−1∑
i=1
∂w˜
∂ξi
(0)(∇fε(x0))−T ei
= (∇fε(x0))−T∇Γw(x0)
car w ◦ f−1ε ◦ ϕε = w˜. En fait on vient de montrer que pour tout xε = fε(x), x ∈ Γ on a
∇Γε(w ◦ f−1ε )(xε) = (∇fε(x))−T∇Γw(x) (3.34)
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pour tout w ∈ H1(Γ). Revenons à notre problème initial, la formule de changement de variable
dans les intégrales de bord donne∫
Γε
(η ◦ f−1ε )∇Γε(u ◦ f−1ε ) · ∇Γε(v ◦ f−1ε )dsε
=
∫
Γ
η(x)[∇Γε(u ◦ f−1ε )(fε(x))] · [∇Γε(v ◦ f−1ε )(fε(x))]Jνε ds
et avec la relation (3.34) on obtient∫
Γε
(η ◦ f−1ε )∇Γε(u ◦ f−1ε ) · ∇Γε(v ◦ fε)−1dsε
=
∫
Γ
η(x)[∇Γu(x)](∇fε(x))−1(∇fε(x))−T [∇Γv(x)]Jνε ds.
Finalement comme
(∇fε(x))−1(∇fε(x))−T = Pε(x) = (1 +O(‖ε‖))Id et Jνε = 1 +O(‖ε‖)
on obtient ∫
Γε
(η ◦ f−1ε )∇Γε(u ◦ f−1ε ) · ∇Γε(v ◦ f−1ε )dsε = (1 +O(‖ε‖))
∫
Γ
η∇Γu · ∇Γvds
ce qui est le résultat annoncé.
Il est maintenant aisé de montrer que le champ lointain dépend continûment du domaine.
Corollaire 3.4.3 Il existe deux constantes ε0 > 0 et CK telles que
‖T (λ ◦ f−1ε , η ◦ f−1ε ,Γε)− T (λ, η,Γ)‖L2(Sd−1) ≤ CK‖ε‖,
pour tout (λ, η) ∈ K et ‖ε‖ ≤ ε0.
Preuve. Notons u∞ le champ lointain correspondant à l’obstacle Ω et u∞ε celui correspondant
à Ωε. D’après la formule de représentation intégrale pour le champ lointain sur ∂BR et puisque
u˜ε|∂BR = uε|∂BR on a
u∞ε (xˆ) =
∫
∂BR
(
u˜ε(y)
∂Φ∞(y, xˆ)
∂ν(y) −
∂u˜ε(y)
∂ν
Φ∞(y, xˆ)
)
ds(y) .
L’opérateur de Dirichlet-à-Neumann extérieur SR est continu de H1/2(∂BR) dans H−1/2(∂BR) et
donc ∥∥∥∥∂u˜ε∂ν
∥∥∥∥
H−1/2(∂BR)
≤ C‖u˜ε‖H1/2(∂BR) ,
ce qui nous mène à
‖u∞ε (xˆ)− u∞(xˆ)‖L2(Sd−1) ≤ C‖u˜ε − u‖H1/2(∂BR) .
Le théorème de trace de H1(ΩR) dans H1/2(∂BR) et le théorème 3.4.1 impliquent que l’on a en fait
‖u∞ε (xˆ)− u∞(xˆ)‖L2(Sd−1) ≤ CK‖ε‖.
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3.4.3 Résultats de stabilité pour les impédances avec un obstacle perturbé
Le point clef pour obtenir de la stabilité par rapport à une perturbation sur l’obstacle est d’avoir
de la stabilité pour les impédances à obstacle connu. D’après les résultats que l’on a obtenu dans
les § 3.3.3 et 3.3.4, on suppose qu’il existe un compact K ⊂ (L∞(Γ))2 tel que pour tout (λ, η) ∈ K
il existe une constante C(λ, η,K) qui peut éventuellement dépendre de λ, η et K telle que pour
tout (λ˜, η˜) ∈ K on a
‖λ− λ˜‖L∞(Γ) + ‖η − η˜‖L∞(Γ) ≤ C(λ, η,K)‖T (λ, η,Γ)− T (λ˜, η˜,Γ)‖L2(Sd−1) . (3.35)
Nous renvoyons le lecteur à [14, Section 4] pour d’autres exemples de compacts K.
Théorème 3.4.4 Il existe une constante ε0 telle que pour tout (λ, η) ∈ K il existe une constante
C(λ, η,K) telle que pour tout ‖ε‖ ≤ ε0 et pour tout (λε ◦ fε, ηε ◦ fε) ∈ K tels que
‖T (λε, ηε,Γε)− T (λ, η,Γ)‖L2(Sd−1) ≤ δ pour δ > 0
on a
‖λε ◦ fε − λ‖L∞(Γ) + ‖ηε ◦ fε − η‖L∞(Γ) ≤ C(λ, η,K)(δ + ‖ε‖).
Preuve. Dans un premier temps nous utilisons la continuité uniforme du champ lointain par rapport
à la géométrie de l’obstacle pour borner la distance entre T (λε ◦ fε, ηε ◦ fε,Γ) et T (λ, η,Γ) à l’aide
des données ‖ε‖ et δ. Une simple inégalité triangulaire donne
‖T (λε ◦ fε, ηε ◦ fε,Γ)− T (λ, η,Γ)‖L2(Sd−1) ≤ ‖T (λε, ηε,Γε)− T (λε ◦ fε, ηε ◦ fε,Γ)‖L2(Sd−1)
+ ‖T (λ, η,Γ)− T (λε, ηε,Γε)‖L2(Sd−1)
mais par hypothèse
‖T (λε, ηε,Γε)− T (λ, η,Γ)‖L2(Sd−1) ≤ δ
et la continuité du champ lointain par rapport au domaine donne (voir corollaire 3.4.3)
‖T (λε, ηε,Γε)− T (λε ◦ fε, ηε ◦ fε,Γ)‖L2(Sd−1) ≤ CK‖ε‖
car λε ◦ fε et ηε ◦ fε sont dans K. Enfin
‖T (λε ◦ fε, ηε ◦ fε,Γ)− T (λ, η,Γ)‖L2(Sd−1) ≤ CK(δ + ‖ε‖)
et l’hypothèse de stabilité (3.35) permet de faire le lien entre le champ lointain et les coefficients
d’impédance
‖λε ◦ fε − λ‖L∞(Γ) + ‖ηε ◦ fε − η‖L∞(Γ) ≤ C(λ, η,K)‖T (λε ◦ fε, ηε ◦ fε,Γ)− T (λ, η,Γ)‖L2(Sd−1).
Le théorème 3.4.4 donne un résultat de stabilité qui est local par rapport aux coefficients d’im-
pédance. Le caractère local est seulement dû à la stabilité locale que l’on a supposé être vérifiée
pour le problème de l’identification des impédances à obstacle connu. Dans [14] on trouvera divers
exemples de compacts K tels que l’on ait ce résultat de stabilité locale (3.35). Néanmoins, dans le
cas d’une condition d’impédance classique (η = 0) des résultats de stabilité globaux peuvent être
obtenus et utilisés à la place de (3.35) pour obtenir un résultat de stabilité globale pour la recons-
truction de λ sur un obstacle perturbé, c’est-à-dire que la constante CK serait indépendante de λ
(voir le théorème 3.3.11 ou bien les articles [68, 87, 88]). Dans le cas d’une condition d’impédance
généralisée, le théorème 3.3.13 donne aussi un résultat de stabilité globale lorsque η 6= 0 et λ sont
constants par morceaux.
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3.5 Unicité pour une infinité d’ondes incidentes
Nous concluons ce chapitre avec un résultat d’unicité pour l’identification de la géométrie et des
fonctions d’impédance λ et η à partir de la donnée des champs lointains produits par une infinité
d’ondes planes pour toutes les directions d’incidence θˆ ∈ Sd−1. Afin de bien faire la distinction
avec ce qui a été fait dans les sections précédentes, nous noterons u∞(xˆ, θˆ) pour (xˆ, θˆ) ∈ (Sd−1)2 le
champ lointain correspondant à la diffraction de l’onde incidente ui(x) = eikθˆ·x et c’est une fonction
de L2(Sd−1 × Sd−1). Nous montrons l’unicité sous l’hypothèse de régularité suivante pour λ, η et
la géométrie Γ.
Hypothèse 3.5.1 Les fonctions d’impédance λ et η sont respectivement des fonctions de C0(Γ) et
C1(Γ) et la frontière Γ est de classe C2.
Le théorème suivant donne le résultat d’unicité, c’est en fait une extension du cas η = 0 démontré
dans [67].
Théorème 3.5.2 Supposons que (λ1, η1,Γ1) et (λ2, η2,Γ2) satisfont les hypothèses 3.1.1 et 3.5.1, et
que leur champ lointain u∞1 = T (λ1, η1,Γ1) et u∞2 = T (λ2, η2,Γ2) sont tels que u∞1 (xˆ, θˆ) = u∞2 (xˆ, θˆ)
pour tout xˆ ∈ Sd−1 et θˆ ∈ Sd−1. Alors Ω1 = Ω2 et (λ1, η1) = (λ2, η2).
La preuve de ce théorème fait appel à plusieurs résultats, le premier est un lemme de réciprocité
mixte qui reste valable pour des fonctions d’impédances dans L∞(Γ) et une géométrie Γ de classe
C1. On peut en fait le montrer pour un opérateur d’impédance du type de ceux décris dans le §
1.2.2. Pour tout z ∈ Ω, nous notons ws(·, z) la solution de
∆v + k2v = 0 dans Ωext,
∂v
∂ν
+ divΓ(η∇Γv) + λv = f sur Γ,
lim
R→∞
∫
|x|=R
|∂rv − ikv|2 ds = 0
(3.36)
avec
f = −
(
∂Φ(·, z)
∂ν
+ divΓ(η∇ΓvΦ(·, z) + λΦ(·, z)
)
. (3.37)
où Φ(x, z) est la fonction de Green sortante de l’équation de Helmholtz au point z. Le champ
lointain associé à ws(·, z) est noté w∞(·, z). De la même manière, nous notons u∞(·, θˆ) le champ
lointain associé à la diffraction d’une onde plane ui(x) = eikθˆ·x de direction d’incidence θˆ et us(·, θˆ)
le champ diffracté.
Lemme 3.5.3 Soient λ et η deux fonctions de L∞(Γ) telles que l’hypothèse 3.1.1 est satisfaite.
Pour tout z ∈ Ωext, et xˆ ∈ Sd−1 on a
w∞(−xˆ, z) = γ(d)us(z, xˆ),
où γ(2) = eipi/4/
√
8pik et γ(3) = 1/4pi.
Preuve. Pour toutes fonctions u1 et u2 de H1(Γ) satisfaisant
∂v
∂ν
+ divΓ(η∇Γv) + λv = 0 sur Γ
on a∫
Γ
(
u1
∂u2
∂ν
−u2∂u1
∂ν
)
ds =
∫
Γ
(η∇Γu1 · ∇Γu2− λu1u2 − η∇Γu1 · ∇Γu2 + λu1u2) ds = 0. (3.38)
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De plus si ui1 et ui2 sont deux solutions de l’équation de Helmholtz dans Ω deux formules de Green
successives donnent ∫
Γ
(
ui1
∂ui2
∂ν
− ui2
∂ui1
∂ν
)
ds = 0. (3.39)
Maintenant, si us1 et us2 sont deux solutions sortantes de l’équation de Helmholtz dans Ωext elles
satisfont ∫
Γ
(
us1
∂us2
∂ν
− us2
∂us1
∂ν
)
ds = 0. (3.40)
En combinant ces deux relations et en utilisant (3.38) on obtient pour tout xˆ ∈ Sd−1, z ∈ Ωext et
pour ui1(y) = eikxˆ·y, us1(y) = us(y, xˆ) et ui2(y) = Φ(y, z), us2(y) = ws(y, z)∫
Γ
(
us1
∂ui2
∂ν
− ui2
∂us1
∂ν
)
ds =
∫
Γ
(
us2
∂ui1
∂ν
− ui1
∂us2
∂ν
)
ds. (3.41)
La formule de représentation de Green sur Γ pour us(z, xˆ) avec z ∈ Ωext et xˆ ∈ Sd−1 s’écrit,
us(z, xˆ) =
∫
Γ
(
us(y, xˆ)∂Φ(y, z)
∂ν(y) −
∂us(y, xˆ)
∂ν(y) Φ(y, z)
)
ds(y). (3.42)
En utilisant l’équation (3.41) cette formule de représentation devient
us(z, xˆ) =
∫
Γ
(
ws(y, z)∂e
ikxˆ.y
∂ν(y) −
∂ws(y, z)
∂ν(y) e
ikxˆ.y
)
ds(y). (3.43)
Enfin la formule de représentation intégrale pour le champ lointain (1.19) et l’équation ci-dessus
donnent
γ(d)us(z, xˆ) = w∞(−xˆ, z).
Le second lemme dont on a besoin pour la preuve du théorème 3.5.2 est un lemme de densité. Ce
lemme est valable pour toutes fonctions d’impédance λ, η dans L∞(Γ) qui satisfont l’hypothèse
3.1.1.
Lemme 3.5.4 Soit u(·, θˆ) la solution de P(λ, η,Γ) associée à l’onde incidente plane ui(x) = eikθˆ·x
et supposons que pour f ∈ H−1(Γ),
〈u(·, θˆ), f〉 = 0, ∀θˆ ∈ Sd−1.
Alors f = 0.
Preuve. Cette preuve est très similaire à celle du lemme 4 de [14] mais nous la reproduisons tout
de même ici afin d’avoir un ensemble complet. Soit f ∈ H−1(Γ) tel que < u(·, θˆ), f >= 0 pour tout
θˆ ∈ Sd−1. Notons v l’unique solution de (3.36) avec f au second membre. Comme < u(·, θˆ), f >= 0
pour tout θˆ ∈ Sd−1 on a∫
Γ
u(·, θˆ) ∂v
∂ν
+ λu(·, θˆ)v + u(·, θˆ)divΓ(η∇Γv) ds = 0 ∀θˆ ∈ Sd−1
et en utilisant la condition au bord satisfaite par le champ total u = us + eikθˆ·x on obtient∫
Γ
u(·, θˆ) ∂v
∂ν
− ∂u(·, θˆ)
∂ν
v ds = 0 ∀θˆ ∈ Sd−1.
Ainsi d’après (3.40) cette équation devient∫
Γ
eikθˆ·x
∂v
∂ν
− ∂e
ikθˆ·x
∂ν
v ds = 0 ∀θˆ ∈ Sd−1
et d’après la formule de représentation du champ lointain (1.19) on obtient que v∞ = 0. Le lemme
de Rellich et le principe de prolongement unique impliquent que v = 0 dans Ωext et donc on a
nécessairement f = 0.
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Figure 3.7 – Illustration de la preuve du théorème 3.5.2.
Preuve du théorème 3.5.2
La preuve se déroule en deux temps, dans une première étape nous montrons que Ω1 = Ω2 en utili-
sant la méthode présentée dans [57, 62] puis nous en déduirons l’égalité des fonctions d’impédance
(λ1, η1) et (λ2, η2). Notons Ω˜ la composante non bornée de Rd\Ω1 ∪ Ω2. D’après le lemme de Rellich
et le principe de prolongement unique on a,
us1(z, θˆ) = us2(z, θˆ), ∀z ∈ Ω˜, ∀θˆ ∈ Sd−1. (3.44)
D’après le principe de réciprocité mixte établi dans le lemme 3.5.3, on obtient
w∞1 (−θˆ, z) = w∞2 (−θˆ, z), ∀θˆ ∈ Sd−1, ∀z ∈ Ω˜,
où w∞1 (·, z) et w∞2 (·, z) sont les champs lointains des solutions de (3.36) pour (λ1, η1,Γ1) et
(λ2, η2,Γ2) respectivement avec f donnée en (3.37). De nouveau d’après le lemme de Rellich et
le principe de prolongement unique on a finalement
ws1(x, z) = ws2(x, z), ∀(x, z) ∈ Ω˜× Ω˜. (3.45)
Supposons que Ω1 6⊂ Ω2. Puisque Rd \ Ω2 est connexe, il existe un ensemble non vide Γ∗ ⊂ (Γ1 ∩
∂Ω˜) \ Ω2. Prenons un point x∗ ∈ Γ∗ et considérons la suite
xn = x∗ +
ν1(x∗)
n
.
Pour n suffisamment grand, xn ∈ Ω˜. D’après (3.45), en notant P1v := ∂v/∂ν + divΓ(η1∇Γv) + λ1v,
on a
P1w
s
2(·, xn) = P1ws1(·, xn) sur Γ∗.
En utilisant la condition au bord sur Γ1 satisfaite par ws1, ceci devient
P1w
s
2(·, xn) = −P1Φ(·, xn) sur Γ∗.
En utilisant l’hypothèse 3.5.1 et le fait que ws2 est régulière dans un voisinage de Γ∗, on obtient
lim
n→+∞P1w
s
2(·, xn) =
∂ws2
∂ν
(·, x∗) + η1∆Γws2(·, x∗) +∇Γη1 · ∇Γws2(·, x∗) + λ1ws2(·, x∗)
en tant que fonction de L2(Γ∗). D’un autre côté, pour x1 ∈ Γ∗ \ {x∗}, on a convergence ponctuelle
de la suite
lim
n→+∞P1Φ(x1, xn) =
∂Φ
∂ν
(x1, x∗) + η1∆ΓΦ(x1, x∗) +∇Γη1 · ∇ΓΦ(x1, x∗) + λ1Φ(x1, x∗).
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On en déduit donc que
∂Φ
∂ν
(·, x∗) + divΓ(η1∇ΓΦ)(·, x∗) + λ1Φ(·, x∗) ∈ L2(Γ∗). (3.46)
Soient R∗ > r∗ > 0 tels que Γ∩B(x∗, R∗) ⊂ Γ∗, et soit φ ∈ C∞0 (B(x∗, R∗)) avec φ = 1 sur B(x∗, r∗).
Enfin posons ws∗ := φΦ(·, x∗), ws∗ est solution de
∆ws∗ + k2ws∗ = f dans Ω1ext
∂ws∗
∂ν
+ divΓ(η1∇Γws∗) + λ1ws∗ = g sur Γ1
lim
R→∞
∫
|x|=R
|∂rws∗ − ikws∗|2 ds = 0,
(3.47)
avec Ω1ext := Rd \ Ω1 et
f =(∆φ)Φ(·, x∗) + 2∇φ · ∇Φ(·, x∗),
g =φ
(
∂Φ
∂ν
(·, x∗) + divΓ(η1∇ΓΦ)(·, x∗) + λ1Φ(·, x∗)
)
+ Φ(·, x∗)
(
∂φ
∂ν
+∇Γη1 · ∇Γφ+ η1∆Γφ
)
+ 2η1∇ΓΦ(·, x∗) · ∇Γφ.
Comme φ = 1 dans un voisinage de x∗, en utilisant (3.46) on a f ∈ L2(Ω1ext) et g ∈ L2(Γ1). À
l’aide de la formulation variationnelle associée au problème auxiliaire (3.47) on peut conclure que
ws∗ ∈ H1(BR \ Ω1), donc Φ(·, x∗) ∈ H1(Ω1ext ∩ B(x∗, r∗)). Comme Γ1 est de classe C2, on peut
trouver un cône C∗ issu de x∗, d’angle θ∗, de rayon r∗ et d’axe porté par ξ∗ = ν1(x∗), tel que
C∗ ⊂ Ω1ext ∩ B(x∗, r∗). Donc Φ(·, x∗) ∈ H1(C∗). En dimension d = 3 (le cas de la dimension 2 est
similaire), on a
∇Φ(·, x∗) = − e
ik|x−x∗|
4pi|x− x∗|2
( 1
|x− x∗| − ik
)
(x− x∗),
et en utilisant des coordonnées sphériques (r, θ, φ) centrées en x∗,∫
C∗
dx
|x− x∗|4 =
∫ r∗
0
∫ θ∗
0
∫ 2pi
0
r2 sin θ drdθdφ
r4
= +∞,
ce qui contredit le fait que Φ(·, x∗) ∈ H1(C∗). Ainsi on a nécessairement Ω1 ⊂ Ω2. De la même
manière on prouve que Ω2 ⊂ Ω1, et donc Ω1 = Ω2 = Ω.
Passons à la seconde étape de la preuve qui consiste à montrer que (λ1, η1) = (λ2, η2). Posons
λ := λ1−λ2 et η := η1−η2. D’après (3.44), le champ total associé aux ondes incidentes de direction
d’incidence θˆ satisfait
u(x, θˆ) := u1(x, θˆ) = u2(x, θˆ) ∀x ∈ Ωext, ∀θˆ ∈ Sd−1.
D’après la condition au bord sur Γ pour u1 et u2 on en déduit que
divΓ(η∇Γu(·, θˆ)) + λu(·, θˆ) = 0 sur Γ, ∀θˆ ∈ Sd−1.
Pour φ ∈ H1(Γ) on obtient alors
< u(·, θˆ),divΓ(η∇Γφ) + λφ >= 0, ∀θˆ ∈ Sd−1
et d’après le lemme 3.5.4, ceci devient
divΓ(η∇Γφ) + λφ = 0 sur Γ, ∀φ ∈ H1(Γ).
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En prenant φ = 1 dans l’équation ci-dessus on obtient λ = 0. On a alors en intégrant par partie sur
Γ ∫
Γ
η|∇Γφ|2 ds = 0, ∀φ ∈ H1(Γ).
Supposons que η(x0) 6= 0 pour x0 ∈ Γ, alors on a par exemple Re(η)(x0) > 0 sans perte de
généralité. Puisque η est continue, il existe ε > 0 tel que Re(η)(x) > 0 pour tout x ∈ Γ ∩B(x0, ε).
Choisissons φ comme étant une fonction régulière non nulle et à support compact dans Γ∩B(x0, ε).
On obtient ainsi que ∫
Γ∩B(x0,ε)
Re(η)|∇Γφ|2 ds = 0,
et donc ∇Γφ = 0 sur Γ, ce qui implique φ est constante sur Γ et donc φ = 0 sur Γ. Ceci est
impossible car on a supposé que φ est non nulle. On conclu donc que η = 0 sur Γ ce qui termine la
preuve.
Remarque 3.5.5 En fait l’hypothèse de régularité sur le domaine et les coefficients n’est pas né-
cessaire comme nous le verrons dans le § 7.2.4 à l’aide d’une preuve différente pour l’unicité par
rapport à l’obstacle.
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Nous continuons à nous intéresser au problème inverse de l’identification de paramètres λet η et de la forme de l’obstacle Γ à partir de la donnée du champ lointain produit parune ou plusieurs ondes incidentes pour un opérateur d’impédance généralisée de la forme
Z = divΓ(η∇Γ·) + λ · .
De nombreuses méthodes ont été proposées pour reconstruire la forme d’un obstacle à partir d’un
nombre infini d’ondes incidentes (voir [24, 29, 72, 76] par exemple) mais aussi dans le cadre d’un
nombre fini d’ondes incidentes (voir [51, 86]). Nous proposons ici d’utiliser une méthode classique
de résolution qui consiste à minimiser la fonctionnelle quadratique non-linéaire
F (λ, η,Γ) := 12‖T (λ, η,Γ)− u
∞
obs‖2L2(Sd−1)
par rapport aux trois variables λ, η et Γ. Nous rappelons que T est l’opérateur qui à une direction
d’incidence θˆ associe le champ lointain de us = u− eikθˆ·x et u est solution de
P(λ, η,Γ)

∆u+ k2u = 0 dans Ωext := R3 \ Ω,
∂u
∂ν
+ divΓ(η∇Γu) + λu = 0 sur Γ,
u = us + eikθˆ·x,
lim
R→∞
∫
|x|=R
|∂rus − ikus|2 ds = 0.
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Le champ u∞obs représente les données du problème. Les techniques de minimisation ont déjà été
utilisées pour la reconstruction d’obstacles avec une condition d’impédance classique (voir [51] par
exemple) mais à notre connaissance pas dans le cas d’une condition d’impédance généralisée.
Beaucoup d’algorithmes de minimisation requièrent la connaissance des dérivées de la fonction
à minimiser, dans notre cas il s’agit de calculer la dérivée de la fonction F (et donc du champ
lointain) par rapport aux fonctions impédances (cela a déjà été fait dans [14] pour l’impédance
généralisée) et par rapport à la forme de l’obstacle. Encore une fois, il existe de nombreux travaux
dans la littérature autour du calcul de la dérivée du champ lointain par rapport à l’obstacle pour
diverses conditions au bord (voir [81, 54, 82, 66, 50]). Néanmoins, l’étude que nous menons ici est
la première dans le cas d’une condition d’impédance généralisée. Nous avons aussi considéré des
coefficients d’impédances variables et nous verrons que cette généralisation nécessite une définition
particulière de la dérivée de forme.
Ce chapitre est organisé de la manière suivante : dans une première section nous déterminons
la dérivée de Fréchet de T par rapport aux fonctions d’impédance λ et η. Nous détaillons tout
particulièrement le calcul de la dérivée de T par rapport à la géométrie dans la deuxième section.
Enfin, nous concluons ce chapitre par le calcul de la dérivée de la fonction coût F à λ, η et Γ
en introduisant un problème adjoint qui rend le calcul des dérivées simple à implémenter et peu
couteux.
4.1 Dérivée de Fréchet du champ lointain par rapport à l’opérateur
d’impédance
Nous utilisons toujours les notations introduites dans le § 1.2.1, Ω désigne un ouvert borné,
simplement connexe de Rd pour d = 2, 3. Sa frontière notée Γ est supposée être de classe C1 et on
note ν la normale à Γ dirigée vers l’extérieur de Ω. Notons aussi BR une boule ouvert de rayon
R telle que Ω \ BR et SR désigne l’opérateur de Dirichlet-à-Neumann extérieur sur ∂BR. Enfin Λ
désigne un sous-ensemble de L∞(Γ)× L∞(Γ) tel que l’hypothèse
Hypothèse 4.1.1 (λ, η) ∈ (L∞(Γ))2 sont tels que
Im(λ) ≥ 0 , Im(η) ≤ 0 p.p. sur Γ
et il existe c > 0 tel
Re(η) ≥ c p.p. sur Γ
soit satisfaite. Dans ce qui suit λ et η sont deux fonctions de L∞(Γ) telles que (λ, η) ∈ Λ et
donc d’après le § 1.2.1, le problème P(λ, η,Γ) admet une unique solution dans HΓ,R := {v ∈
H1(BR \ Ω); v|Γ ∈ H1(Γ)} pour toute boule BR de rayon R englobant l’obstacle Ω. On introduit
aussi, pour Γ fixée et une direction d’incidence donnée, l’application
TΓ : Λ −→ L2(Sd−1)
(λ, η) 7−→ T (λ, η,Γ)
et nous allons montrer que cette application est Fréchet différentiable. Nous rappelons la définition
de différentielle au sens de Fréchet pour des espaces de Banach.
Définition 4.1.2 Soit X et Y deux espaces de Banach munis des normes ‖ ·‖X et ‖ ·‖Y respective-
ment. Soient U ⊂ X et V ⊂ Y deux ouverts et F une application de U dans V . L’application F est
Fréchet différentiable si pour tout x ∈ U il existe une application linéaire et continue F ′(x) : X → Y
et une fonction régulière o(·) : [0,+∞[→ Y telles que
F (x+ h) = F (x) + F ′(x)h+ o(‖h‖X)
pour tout h ∈ X tel que x+ h ∈ U et o(x)/x→ 0 lorsque x→ 0. L’application linéaire F ′(x) est la
différentielle de Fréchet de F au point x.
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Comme cela a déjà été démontré dans [14], l’application TΓ est Fréchet différentiable sur Λ et on
donne son expression.
Théorème 4.1.3 L’application TΓ est différentiable sur Λ et pour tout (λ, η) ∈ Λ sa différentielle
de Fréchet est l’application T ′Γ(λ, η) : L∞(Γ)× L∞(Γ)→ L2(Sd−1) définie par
T ′Γ(λ, η) · (h, l) = v∞h,l
où v∞h,l est le champ lointain de l’unique solution sortante vsh,l de l’équation de Helmholtz dans Ωext
telle que
∂vsh,l
∂ν
+ divΓ
(
η∇Γvsh,l
)
+ λvsh,l = − (divΓ(h∇Γu) + lu) sur Γ
où u est la solution de P(λ, η,Γ).
Preuve. Introduisons l’opérateur
RΓ : Λ −→ H1/2(∂BR)×H−1/2(∂BR)
(λ, η) 7−→
(
us|∂BR ,
∂us
∂ν
|∂BR
)
où us = u− ui est l’unique solution de P(λ, η,Γ) pour une onde incidente ui donnée et l’opérateur
intégral
I : H1/2(∂BR)×H−1/2(∂BR) −→ L2(Sd−1)
(g1, g2) 7−→
∫
∂BR
(
g1(y)
∂Φ∞(y, xˆ)
∂ν(y) − g2(y)Φ
∞(y, xˆ)
)
ds(y),
où Φ∞ désigne le champ lointain de la fonction de Green dont on trouvera la définition dans le §
1.2.3. Ainsi d’après la formule de représentation intégrale du champ lointain (1.19) on a
TΓ = I ◦RΓ.
L’opérateur I étant linéaire, sa différentielle est l’opérateur I lui-même. Passons au calcul de la
différentielle de RΓ. Soient λ, η) ∈ Λ et (h, l) ∈ L∞(Γ) × L∞(Γ) tel que (λ + h, η + l) ∈ Λ. On
note aussi u la solution du problème P(λ, η,Γ) et uh,l la solution de P(λ + h, η + l,Γ). Posons
e2h,l := uh,l − u − vsh,l où vsh,l est la fonction introduite dans l’énoncé du théorème. Nous allons
montrer que
‖e2h,l‖HΓ,R
‖h‖L∞(Γ) + ‖l‖L∞(Γ)
−→
h,l→0
0.
On observe que e2h,l est une solution sortante de l’équation de Helmholtz à l’extérieur de Ω. De plus
elle satisfait la condition au bord
∂e2h,l
∂ν
+ divΓ
(
η∇Γe2h,l
)
+ λe2h,l = −
(
divΓ(h∇Γe1h,l) + le1h,l
)
sur Γ
où e1h,l := uh,l − u. Par continuité du problème direct, il existe C > 0 telle que
‖e2h,l‖HΓ,R ≤ C‖divΓ(h∇Γe1h,l) + le1h,l‖H−1(Γ),
≤ C
(
‖h‖L∞(Γ) + ‖l‖L∞(Γ)
)
‖e1h,l‖H1(Γ), (4.1)
pour tout (h, l) ∈ K tels que (λ + h, η + l) ∈ Λ. Comme on l’a déjà montré dans la preuve de la
proposition 3.3.7, uh,l dépend de manière continue de (h, l) et
lim
(h,l)→0
‖e1h,l‖HΓ,R = 0. (4.2)
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De plus ∂e
2
h,l
∂ν = SRe2h,l sur ∂BR donc comme SR est continu,∥∥∥∥∥∂e
2
h,l
∂ν
∥∥∥∥∥
H−1/2(∂BR)
≤ C‖e2h,l‖H1(ΩR).
D’après cette dernière relation et en utilisant (4.1) et (4.2) on obtient
R′Γ(λ, η) · (h, l) =
(
vsh,l|∂BR ,
∂vsh,l
∂ν
|∂BR
)
et
T ′Γ(λ, η) · (h, l) = v∞h,l.
où v∞h,l est le champ lointain de vsh,l.
Remarque 4.1.4 Lorsqu’elle est injective, la dérivée de Fréchet du champ lointain par rapport aux
fonctions λ et η peut servir à montrer des résultat de stabilité locale (i.e. on a l’inégalité (3.35) pour
une constante qui dépend de λ et η) pour l’identification des fonctions d’impédance comme dans
[14].
4.2 Dérivée du champ lointain par rapport à l’obstacle
4.2.1 Définition de la dérivée de forme
Le calcul de dérivées de formes est maintenant un domaine bien connu (voir [4, 41, 53] par
exemple). Néanmoins les techniques habituelles de dérivées de forme semblent difficiles à adapter à
notre situation. En effet, les fonctions d’impédance λ et η sont intrinsèquement liées à la géométrie
de l’obstacle Ω contrairement au cas d’impédances constantes. Pour définir la dérivée de forme
de T autour d’une géométrie Γ il faut donc étendre λ et η à un voisinage de Γ. Ceci nous oblige
à introduire une nouvelle définition de la dérivée de forme du champ lointain adaptée au cas de
fonctions d’impédance définies sur le bord de l’obstacle, c’est l’objet de la Définition 4.2.1. De plus,
nous utiliserons une méthode constructive pour le calcul de la dérivée de forme introduite dans [66]
pour des conditions au bord de Dirichlet et de Neumann puis à nouveau utilisée dans [50] pour une
condition d’impédance classique dans le cas d’un coefficient d’impédance constant.
Dans toute cette section nous supposons que l’obstacle et les impédances sont réguliers, nous
supposerons que Γ est de classe C4, λ ∈ C2(Γ) et η ∈ C3(Γ), ce qui implique que la solution
de P(λ, η,Γ) est dans H4(ΩR). Rappelons aussi les définitions introduites dans le § 3.4.1, soit
ε ∈ C1,∞(Rd,Rd) où C1,∞ := C1 ∩W 1,∞ est associé à la norme ||ε|| := ||ε||W 1,∞(Rd,Rd), dès que
||ε|| < 1, l’application fε := Id + ε est un difféomorphisme de classe C1 de Rd dans Rd. Pour un
obstacle Ω donné, on défini une famille d’obstacles perturbés
Ωε = {x+ ε(x), x ∈ Ω},
pour tout ε ∈ B∞1 où B∞1 désigne la boule unité ouverte de C1,∞(Rd,Rd). On note Γε = {x +
ε(x) pour x ∈ Γ} la frontière de Ωε et on supposera que R est suffisamment grand pour que
Ωε ⊂ BR pour tout ε ∈ B∞1 . Enfin les impédances sont étendues sur toutes les surfaces Γε à l’aide
de la formule
λε = λ ◦ f−1ε , ηε = η ◦ f−1ε . (4.3)
Pour λ, η et Γ fixés, nous savons déjà d’après le corollaire 3.4.3 que l’application
Tλ,η(Γ) : B∞1 −→ L2(Sd−1)
ε 7−→ T (λε, ηε,Γε)
est continue en 0, nous allons montrer dans cette section qu’elle est en fait Fréchet différentiable en
0. Enfin, nous définissons la notion de dérivée de forme comme suit.
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Définition 4.2.1 On dira que l’opérateur champ lointain T est dérivable par rapport à Γ si Tλ,η(Γ)
est Fréchet différentiable en 0. On appelle dérivée de forme de T la différentielle de Fréchet de
Tλ,η(Γ) : B∞1 → L2(Sd−1) en 0 : T ′λ,η(Γ)(0) (voir Définition 4.1.2). On la notera T ′λ,η(Γ).
Remarque 4.2.2 Lorsque λ et η sont deux constantes, la définition ci-dessus correspond à la
notion de différentielle de Fréchet par rapport à la géométrie telle qu’elle est introduite par exemple
dans le chapitre 5 de [53].
Comme dans le cas de la dérivée partielle de T par rapport aux impédances, nous factorisons
Tλ,η(Γ) sous la forme d’un opérateur de résolution du problème direct auquel on applique l’opérateur
intégral I introduit dans la preuve du théorème 4.1.3. Pour λ, η et Γ donnés, introduisons l’opérateur
Rλ,η(Γ) : B∞1 −→ H1/2(∂BR)×H−1/2(∂BR)
ε 7−→
(
usε|∂BR ,
∂usε
∂ν
|∂BR
)
où uε est l’unique solution de P(λε, ηε,Γε) et on a la décomposition,
Tλ,η(Γ) = I ◦Rλ,η(Γ).
4.2.2 Calcul de la dérivée de forme du champ lointain
Pour calculer la différentielle de Fréchet de Rλ,η(Γ) nous suivons la procédure utilisée dans [66]
puis dans [50] qui consiste à écrire la différentielle de forme du champ diffracté à l’aide d’une formule
de représentation intégrale. Notons u = us + eikθˆ·x la solution de P(λ, η,Γ) et uε = usε + eikθˆ·x la
solution de P(λε, ηε,Γε). Nous supposerons pour le moment que Ω ⊂ Ωε et on a alors la formule de
représentation intégrale suivante pour la différence entre les champs diffractés usε et us.
Lemme 4.2.3 Pour x ∈ Rd \ Ωε,
usε(x)− us(x) =
∫
Γε
uε
{
∂w
∂νε
(·, x) + divΓε(ηε∇Γεw)(·, x) + λεw(·, x)
}
dsε,
où w(·, x) = ws(·, x) + Φ(·, x) et ws(·, x) est la solution de (3.36) où f est donnée par (3.37) pour
z = x.
Preuve. Soit x ∈ Rd\Ωε. On rappelle la formule de représentation intégrale pour le champ diffracté
(3.43) établie dans le chapitre précédent :
us(x) =
∫
Γ
(
∂ui
∂ν
ws(·, x)− ui∂w
s
∂ν
(·, x)
)
ds.
Une formule de Green dans Ωε \ Ω et l’utilisation de l’équation de Helmholtz satisfaite par ui et
ws(·, x) permet de transporter cette relation sur Γε
us(x) =
∫
Γε
(
∂ui
∂νε
ws(·, x)− ui∂w
s
∂νε
(·, x)
)
dsε.
Comme usε et ws(·, x) sont des solutions sortantes de l’équation de Helmholtz à l’extérieur de Ωε,
en utilisant (3.40) cette intégrale devient
us(x) =
∫
Γε
(
∂uε
∂νε
ws(·, x)− uε∂w
s
∂νε
(·, x)
)
dsε.
La condition au bord satisfaite par uε sur Γε implique
−us(x) =
∫
Γε
uε
(
∂ws
∂νε
(·, x) + divΓε(ηε∇Γεws)(·, x) + λεws(·, x)
)
dsε.
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En utilisant la formule de représentation intégrale pour le champ diffracté (3.42) pour usε et Γε ainsi
que la relation (3.39), on a
usε(x) =
∫
Γ
(
∂Φ
∂νε
(·, x)uε − Φ(·, x)∂uε
∂νε
)
ds.
D’après la condition au bord satisfaite par uε sur Γε on obtient que pour x ∈ Rd \ Ωε,
usε(x) =
∫
Γε
uε
(
∂Φ
∂νε
(·, x) + divΓε(ηε∇ΓεΦ)(·, x) + λεΦ(·, x)
)
ds.
Pour x ∈ Rd \Ωε définissons la fonction w(·, x) = ws(·, x) + Φ(·, x) sur Γε, si on additionne les deux
dernières équations on trouve la formule du lemme.
En utilisant la continuité du champ diffracté par rapport à la géométrie établie dans le théorème
3.4.1 on peut remplacer uε par u dans la formule de représentation intégrale du lemme 4.2.3 à l’ordre
O(||ε||2). Comme dans le chapitre précédent, O(·) désigne une fonction régulière de [0,+∞[→ R
telle qu’il existe C > 0 telle que pour tout x ∈ [0,+∞[ on ait |O(x)| ≤ C|x|.
Lemme 4.2.4 Soit w la fonction définie dans le lemme 4.2.3,
usε(x)− us(x) =
∫
Γε
u
{
∂w
∂νε
(·, x) + divΓε(ηε∇Γεw)(·, x) + λεw(·, x)
}
dsε +O(||ε||2),
uniformément pour x dans chaque sous-ensemble compact K ⊂ Rd \ Ωε.
Preuve. D’après le lemme 4.2.3, pour tout x ∈ Rd \ Ωε,
usε(x)− us(x) =
∫
Γε
u
{
∂w
∂νε
(·, x) + divΓε(ηε∇Γεw)(·, x) + λεw(·, x)
}
dsε
+
∫
Γε
(uε − u)
{
∂w
∂νε
(·, x) + divΓε(ηε∇Γεw)(·, x) + λεw(·, x)
}
dsε.
(4.4)
Nous allons montrer que la deuxième intégrale de cette égalité est un terme en O(‖ε‖2).
Tout d’abord remarquons que∫
Γε
(uε − u)
{
∂w
∂νε
(·, x) + divΓε(ηε∇Γεw)(·, x) + λεw(·, x)
}
dsε
=
∫
Γε
(uε − u) ∂w
∂νε
dsε −
∫
Γε
ηε∇Γε(uε − u) · ∇Γεw dsε +
∫
Γε
λε(uε − u)w dsε, (4.5)
Nous traitons le membre de droite de (4.5) terme par terme, notons u˜ε = uε ◦ fε, uˆε = u ◦ fε et
wˆε = w ◦ fε, le changement de variable xε = fε(x) dans la troisième intégrale donne (voir [53,
proposition 5.4.3]) ∫
Γε
λε(uε − u)w dsε =
∫
Γ
λ(u˜ε − uˆε)wˆεJνε ds,
on rappelle que Jνε =
∣∣∣det(∇fε)(∇fε)−Tν∣∣∣ désigne le Jacobien surfacique du changement de variable.
On en déduit que∫
Γε
λε(uε − u)w dsε −
∫
Γ
λ(u˜ε − uˆε)w ds =
∫
Γ
λ(u˜ε − uˆε)(wˆεJνε − w) ds
et ∣∣∣∣∫Γε λε(uε − u)w dsε −
∫
Γ
λ(u˜ε − uˆε)w ds
∣∣∣∣ ≤ ||λ||L∞(Γ)||u˜ε − uˆε||L2(Γ)Uε(x)
avec
Uε(x) = ||((w ◦ fε)Jνε − w)(·, x)||L2(Γ).
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Pour ce qui est de la seconde intégrale∫
Γε
ηε∇Γε(uε − u) · ∇Γεw dsε =
∫
Γε
(η ◦ f−1ε )∇Γε((u˜ε − uˆε) ◦ f−1ε ) · ∇Γε(wˆε ◦ f−1ε ) dsε
Mais comme on l’a montré dans la preuve du lemme 3.4.2, pour z ∈ H1(Γ), x ∈ Γ et xε = fε(x),
on a
∇Γε(z ◦ f−1ε )(xε) = (∇fε(x))−T∇Γ z(x).
Donc ∫
Γε
ηε∇Γε(uε − u) · ∇Γεw dsε =
∫
Γ
η∇Γ(u˜ε − uˆε) · Pε · ∇ΓwˆεJνε ds,
avec Pε := (∇fε)−1(∇fε)−T et donc∫
Γε
ηε∇Γε(uε − u) · ∇Γεw dsε −
∫
Γ
η∇Γ(u˜ε − uˆε) · ∇Γw ds
=
∫
Γ
η∇Γ(u˜ε − uˆε) · (Jνε Pε · ∇Γwˆε −∇Γw) ds.
Alors ∣∣∣∣∫Γε ηε∇Γε (uε − u) · ∇Γεw dsε −
∫
Γ
η∇Γ(u˜ε − uˆε) · ∇Γw ds
∣∣∣∣
≤ ||η||L∞(Γ)||u˜ε − uˆε||H1(Γ)Vε(x)
avec
Vε(x) = ||(Jνε Pε · ∇Γ(w ◦ fε)−∇Γw)(·, x)||L2(Γ).
Il ne reste plus qu’à traiter la première intégrale∫
Γε
(uε − u) ∂w
∂νε
dsε =
∫
Γε
((u˜ε − uˆε) ◦ f−1ε )∇(wˆε ◦ f−1ε ) · νε dsε
=
∫
Γε
((u˜ε − uˆε) ◦ f−1ε )(∇fε)−T · (∇wˆε ◦ f−1ε ) · νεdsε
=
∫
Γ
(u˜ε − uˆε)∇wˆε · (∇fε)−1 · (νε ◦ fε)Jνε ds.
Alors∫
Γε
(uε − u) ∂w
∂νε
dsε −
∫
Γ
(u˜ε − uˆε)∂w
∂ν
ds =
∫
Γ
(u˜ε − uˆε)(Jνε∇wˆε · (∇fε)−1 · (νε ◦ fε)−∇w · ν) ds,
et donc ∣∣∣∣∫Γε(uε − u) ∂w∂νε dsε −
∫
Γ
(u˜ε − uˆε)∂w
∂ν
ds
∣∣∣∣ ≤ ||u˜ε − uˆε||H1/2(Γ)Wε(x)
avec
Wε(x) = ||Jνε∇(w ◦ fε) · (∇fε)−1 · (νε ◦ fε)−∇w · ν||H−1/2(Γ).
On a montré dans la preuve du théorème 3.4.1 que
Jνε (x) = 1 +O(||ε||), Pε(x) = Id(1 +O(||ε||)),
et on peut en déduire que
Uε(x), Vε(x),Wε(x) = O(||ε||),
uniformément pour x dans un ensemble compact K ⊂ Rd \ Ωε donné.
D’un autre côté,
||u˜ε − uˆε||H1(Γ) ≤ ||u˜ε − u||H1(Γ) + ||uˆε − u||H1(Γ).
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Γ
Γt
Γεε
νε
νtν
e1
eε1
Figure 4.1 – Extension des objets surfaciques.
Or, d’après le résultat de continuité par rapport à l’obstacle obtenu dans le théorème 3.4.1,
||u˜ε − u||H1(Γ) = O(||ε||),
et comme uˆε = u ◦ fε et u ∈ H4(ΩR) ⊂ C2(ΩR),
||uˆε − u||H1(Γ) = O(||ε||).
On vient finalement de montrer que∣∣∣∣∫Γε(uε − u) ∂w∂νε dsε −
∫
Γ
(u˜ε − uˆε)∂w
∂ν
ds
∣∣∣∣ = O(‖ε‖2),∣∣∣∣∫Γε ηε∇Γε(uε − u) · ∇Γεw dsε −
∫
Γ
η∇Γ(u˜ε − uˆε) · ∇Γw ds
∣∣∣∣ = O(‖ε‖2)
et ∣∣∣∣∫Γε λε(uε − u)w dsε −
∫
Γ
λ(u˜ε − uˆε)w ds
∣∣∣∣ = O(‖ε‖2).
Revenons à (4.5), grâce à la condition au bord satisfaite par w(·, x) sur Γ, on obtient finalement
que
0 =
∫
Γ
(u˜ε − uˆε)∂w
∂ν
ds−
∫
Γ
η∇Γ(u˜ε − uˆε) · ∇Γw ds+
∫
Γ
λ(u˜ε − uˆε)w ds
=
∫
Γε
(uε − u) ∂w
∂νε
dsε −
∫
Γε
ηε∇Γε(uε − u) · ∇Γεw dsε +
∫
Γε
λε(uε − u)w dsε +O(||ε||2),
et donc ∫
Γε
(uε − u)
{
∂w
∂νε
(·, x) + divΓε(ηε∇Γεw)(·, x) + λεw(·, x)
}
dsε = O(||ε||2),
ce qui conclut la preuve d’après la relation (4.4).
L’étape suivante consiste à transporter la représentation surfacique sur Γε du lemme 4.2.4 en une
représentation surfacique écrite sur Γ en utilisant le théorème de divergence. On a donc besoin
d’étendre les quantité surfaciques λε, ηε, νε et ∇Γε dans tout le domaine Ωε \ Ω. Comme Γ est
de classe C1, pour tout x0 ∈ Γ, il existe une fonction ϕ de classe C1 et deux ouverts U ⊂ Rd−1 et
V ⊂ Rd qui sont des voisinages de 0 et x0 respectivement tels que ϕ(0) = x0 et
Γ ∩ V = {ϕ(ξ) ; ξ ∈ U}.
Pour t ∈ [0, 1] définissons
ft := Id + tε, ϕt := ft ◦ ϕ,
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la fonction ϕt permet de paramétrer Γt = (Id + tε)(Γ) au voisinage de xt0 := ft(x0), et les vecteurs
tangents à Γt au point xt0 s’écrivent
etj =
∂ϕt
∂ξj
= (Id + t∇ε) ∂ϕ
∂ξj
= (Id + t∇ε)ej , pour j = 1, d− 1 (4.6)
où (∇ε)i,j = ∂εi/∂xj est la matrice Jacobienne de ε. Comme dans la preuve du lemme 3.4.2 on
défini la base covariante (eit) sur Γt au point xt0 par
eit · etj = δij , pour i, j = 1, d− 1, (4.7)
de plus, la normale unitaire sortante à Γt au point xt0 est donnée par
νt =
et1 × et2
|et1 × et2|
et le gradient surfacique de w ∈ H1(Γt) s’écrit
∇Γtw(xt0) =
d−1∑
i=1
∂w˜t
∂ξi
(0)eit (4.8)
où w˜t = w ◦ ϕt. Ce procédé nous permet de définir une extension de la normale ν et du gradient
surfacique à tout le domaine Ωε \Ω. De la même manière, les impédances λ et η sont étendues dans
Ωε \ Ω par
λt := λ ◦ f−1t et ηt := η ◦ f−1t .
Revenons à la formule de représentation intégrale du lemme 4.2.3 pour usε − us.
Lemme 4.2.5 Soit w la fonction définie dans le lemme 4.2.3. Alors,
usε(x)− us(x)
=
∫
Γ
(ε · ν) div ( −ηt∇Γtu · ∇Γtw(·, x)νt + u∇w(·, x) + λtuw(·, x)νt) |t=0ds+O(||ε||2),
uniformément pour x dans un compact K ⊂ Rd \ Ωε.
Preuve. La preuve repose sur le théorème de divergence et l’utilisation d’un changement de variable.
En utilisant les extensions introduites ci-dessus et en remarquant que ν0 = ν et ν1 = νε,∫
Γε
{
u
∂w
∂νε
− ηε∇Γεu · ∇Γεw + λεuw
}
dsε −
∫
Γ
{
u
∂w
∂ν
− η∇Γu · ∇Γw + λuw
}
ds
=
∫
Ωε\Ω
div {u∇w − ηt(∇Γtu · ∇Γtw)νt + λtuw νt} dx
=
∫
Γ
∫ 1
0
div {u∇w − ηt(∇Γtu · ∇Γtw)νt + λtuw νt} (ε · ν) dtds+O(||ε||2).
On a utilisé le changement de variable (xΓ, t)→ xΓ+tε(xΓ) pour xΓ ∈ Γ pour t ∈ [0, 1], on montre en
utilisant les coordonnées locales que le Jacobien associé à cette transformation est (ε·ν)+tO(||ε||2).
Finalement comme u ∈ C2(ΩR) et w(·, x) ∈ C2(ΩR) dès que x est dans un compact K ⊂ Rd \ Ωε,
en utilisant un développement limité de l’intégrant comme dans [66], on obtient∫
Γε
{
u
∂w
∂νε
− ηε∇Γεu · ∇Γεw + λεuw
}
dsε −
∫
Γ
{
u
∂w
∂ν
− η∇Γu · ∇Γw + λuw
}
ds
=
∫
Γ
(ε · ν)div {u∇w − ηt(∇Γtu · ∇Γtw)νt + λtuw νt} |t=0ds+O(||ε||2).
On conclut la preuve en utilisant la condition au bord satisfaite par u sur Γ et le résultat du lemme
4.2.4.
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La fin de cette section est consacrée au développement de la trace du terme de divergence. Pour
développer ce terme, nous avons besoin du lemme technique suivant.
Lemme 4.2.6 Soit λ une fonction de C1(Γ) et posons λt := λ ◦ f−1t . Soient u et w deux fonctions
de H4(BR \ Ω), alors les identités suivantes sont valables sur Γ,
(ε · ν)(∇λt · νt)|t=0 = −(∇Γλ · ε),
(divνt)|t=0 = divΓν,
(ε · ν)∇(∇Γtu · ∇Γtw) · νt|t=0 = −εΓ · ∇Γ(∇Γu · ∇Γw) +∇Γ(εΓ · ∇Γu+ (∇u · ν)(ε · ν)) · ∇Γw
+∇Γu · ∇Γ(∇Γw · εΓ + (∇w · ν)(ε · ν))−∇Γu · (∇ε+ (∇ε)T ) · ∇Γw,
où on note εΓ := ε− (ε · ν)ν.
Preuve. Considérons la base locale du plan tangent autour de x0 définie par (4.6), et posons
etd = ε. Nous lui associons une base covariante notée (f it ), pour i = 1, . . . , d qui est différente de la
base (e1t , e2t ,ν), où les vecteurs eit sont définis par (4.7), en effet, ε n’est pas unitaire et n’est pas
nécessairement colinéaire à ν. Commençons par montrer la première relation du lemme, on a en
notant λ˜ = λ ◦ ϕ
∇λt =
d−1∑
i=1
∂λ˜
∂ξi
f it +
∂λ˜
∂t
fdt .
D’après la définition de λ˜, on a ∂λ˜/∂t = 0, et en posant f i := f i0,
(∇λt)|t=0 =
d−1∑
i=1
∂λ˜
∂ξi
f i. (4.9)
Il suffit alors de calculer les vecteurs covariants f i pour i = 1, d − 1 pour obtenir l’expression de
(∇λt)|t=0. On cherche f1 sous la forme
f1 =
d−1∑
i=1
βie
i + αν,
où les coefficients α, βi sont déterminés de manière unique par
f1 · e1 = 1, f1 · ej = 0, j = 2, d− 1, f1 · ε = 0.
Ces trois relations impliquent que
β1 = 1, βj = 0, j = 2, d− 1, α(ν · ε) = −e1 · ε
et donc
f1 = e1 − 1
ν · ε(e
1 · ε)ν.
On obtient une expression symétrique pour f i, i = 2, d− 1 et en revenant à (4.9), on obtient
(∇λt · νt)|t=0 = (∇λt)|t=0 · ν = −
d−1∑
i=1
1
ν · ε(e
i · ε) ∂λ˜
∂ξi
,
ce qui s’écrit
(ν · ε)(∇λt · νt)|t=0 = −(∇Γλ · ε).
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On vient donc de montrer le premier résultat du lemme 4.2.6.
Pour obtenir la deuxième relation nous procédons de la même manière mais nous aurons aussi
besoin de l’expression de fd. Comme précédemment, on cherche fd sous la forme
fd =
d−1∑
i=1
βie
i + αν
où les coefficients α, βi sont déterminés de manière unique par
fd · ei = 0, i = 1, d− 1, fd · ε = 1
et donc
fd = 1
ν · εν.
Or
divνt =
d−1∑
i=1
∂νt
∂ξi
· f it +
∂νt
∂t
· fdt
et en dérivant |νt|2 = 1 par rapport à ξi et t, on a
∂νt
∂ξi
|t=0.ν = 0, i = 1, d− 1, ∂νt
∂t
|t=0.ν = 0,
donc
(divνt)|t=0 =
(
d−1∑
i=1
∂νt
∂ξi
· f it
)
|t=0 =
d−1∑
i=1
∂ν
∂ξi
· ei = divΓν
et on a la deuxième relation du lemme.
Nous terminons avec la preuve de la troisième relation. Notons
G = ∇Γtu · ∇Γtw
et G˜t = G ◦ ϕt, le gradient de G dans la base covariante s’écrit
∇G =
d−1∑
i=1
∂G˜t
∂ξi
f it +
∂G˜t
∂t
fdt .
En utilisant les expressions des vecteurs f it , i = 1, . . . , d, on obtient
(ν · ε)(∇G · νt)|t=0 = −
d−1∑
i=1
(ei · ε)∂G˜t
∂ξi
|t=0 + ∂G˜t
∂t
|t=0,
et donc
(ν · ε)(∇G · νt)|t=0 = −εΓ · ∇Γ(∇Γu · ∇Γw) + ∂G˜t
∂t
|t=0. (4.10)
Il ne reste plus qu’à calculer ∂G˜t/∂t en t = 0. On a
∂G˜t
∂t
=
d−1∑
i,j=1
∂.
∂t
(
∂u˜t
∂ξi
eit ·
∂w˜t
∂ξj
ejt
)
,
avec
∂.
∂t
(
∂u˜t
∂ξi
eit ·
∂w˜t
∂ξj
ejt
)
= ∂u˜t
∂ξi
t
∂w˜t
∂ξj
eit · ejt +
∂u˜t
∂ξi
∂w˜t
∂ξj
teit · ejt +
∂u˜t
∂ξi
∂w˜t
∂ξj
(
∂eit
∂t
· ejt + eit ·
∂ejt
∂t
)
.
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D’après (4.6) et (4.7) on a
(Id + t(∇ε)T )eit = ei,
et en dérivant cette relation par rapport à t on obtient
(∇ε)T eit + (Id + t(∇ε)T ))
∂eit
∂t
= 0,
donc
∂eit
∂t
= −(Id + t(∇ε)T )−1(∇ε)T eit
et finalement
∂eit
∂t
|t=0 = −(∇ε)T · ei.
Ceci nous permet d’écrire
∂G˜t
∂t
|t=0 =∇Γ
(
∂u˜t
∂t
|t=0
)
· ∇Γw +∇Γu · ∇Γ
(
∂w˜t
∂t
|t=0
)
−∇Γu · ∇ε · ∇Γw −∇Γu · (∇ε)T · ∇Γw,
en utilisant
∂u˜t
∂t
|t=0 = ∇u · ε, ∂w˜t
∂t
|t=0 = ∇w · ε
ainsi que la décomposition ε = εΓ + (ε · ν)ν, on obtient
∂G˜t
∂t
|t=0 = ∇Γ(∇Γu · εΓ+(∇u · ν)(ε · ν)) · ∇Γw +∇Γu · ∇Γ(∇Γw · εΓ + (∇w · ν)(ε · ν))
−∇Γu · (∇ε+ (∇ε)T )) · ∇Γw.
On termine la preuve du lemme en utilisant la relation (4.10).
Afin de simplifier la présentation nous séparons le développement du terme de divergence du
lemme 4.2.5 en deux. Une première partie est traitée dans la proposition 4.2.7 et la deuxième est
traitée dans la proposition 4.2.8.
Proposition 4.2.7 Soit η une fonction de C1(Γ) et définissons ηt := η ◦ f−1t . Soient u et w deux
fonctions de H4(ΩR). La relation suivante est alors valable sur Γ,
(ε · ν) div (ηt∇Γtu · ∇Γtwνt) |t=0 =− (∇Γη · ε)(∇Γu · ∇Γw) + η(ε · ν)(∇Γu · ∇Γw)(divΓν)
+ η(ε · ν)∇Γ(∇u · ν) · ∇Γw + η(ε · ν)∇Γu · ∇Γ(∇w · ν)
+ η(∇u · ν)∇Γ(ε · ν) · ∇Γw + η(∇w · ν)∇Γ(ε · ν) · ∇Γu
− 2η(ε · ν)(∇Γu · ∇Γν · ∇Γw).
Preuve. Le développement de la divergence donne
div (ηt∇Γtu · ∇Γtwνt) |t=0
= (∇ηt · νt)|t=0(∇Γu · ∇Γw) + η(∇Γu · ∇Γw)(divνt)|t=0 + η∇(∇Γtu · ∇Γtw) · νt|t=0
et d’après le lemme 4.2.6 on a
(ε · ν)div (ηt∇Γtu · ∇Γtwνt) |t=0 = −(∇Γη · ε)(∇Γu · ∇Γw) + η(ε · ν)(∇Γu · ∇Γw)(divΓν)
− η εΓ · ∇Γ(∇Γu · ∇Γw)− η∇Γu · (∇ε+ (∇ε)T ) · ∇Γw
+ η∇Γ(εΓ · ∇Γu+ (∇u · ν)(ε · ν)) · ∇Γw + η∇Γu · ∇Γ(∇Γw · εΓ + (∇w · ν)(ε · ν)). (4.11)
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Pour un vecteur surfacique aΓ, on note ∇ΓaΓ le tenseur de dimension (d− 1)× (d− 1) défini par
∇ΓaΓ · ej = ∂aΓ
∂ξj
, j = 1, d− 1,
en utilisant la relation algébrique ∇Γ(aΓ · bΓ) = (∇ΓaΓ)T · bΓ +aΓ ·∇ΓbΓ, la troisième ligne de (4.11)
se réécrit
η∇Γ(εΓ · ∇Γu+ (∇u · ν)(ε · ν)) · ∇Γw + η∇Γu · ∇Γ(∇Γw · εΓ + (∇w · ν)(ε · ν))
= η εΓ · ∇Γ(∇Γu) · ∇Γw + η∇Γu · ∇ΓεΓ · ∇Γw + η(ε · ν)∇Γ(∇u · ν) · ∇Γw
+ η(∇u · ν)∇Γ(ε · ν) · ∇Γw + η∇Γu · ∇Γ(∇Γw) · εΓ + η∇Γu · (∇ΓεΓ)T · ∇Γw
− η(ε · ν)∇Γu · ∇Γ(∇w · ν) + η(∇w · ν)∇Γu · ∇Γ(ε · ν). (4.12)
La prise en compte de (4.12) dans (4.11) et la relation
εΓ · ∇Γ(∇Γu · ∇Γw) = εΓ · ∇Γ(∇Γu) · ∇Γw +∇Γu · ∇Γ(∇Γw) · εΓ,
donne finalement
(ε · ν)div (ηt∇Γtu · ∇Γtwνt) |t=0 = −(∇Γη · ε)(∇Γu · ∇Γw) + η(ε · ν)(∇Γu · ∇Γw)(divΓν)
+ η(ε · ν)∇Γ(∇u · ν) · ∇Γw + η(∇u · ν)∇Γ(ε · ν) · ∇Γw
+ η(ε · ν)∇Γu · ∇Γ(∇w · ν) + η(∇w · ν)∇Γu · ∇Γ(ε · ν)
− η∇Γu · (∇Γε+ (∇Γε)T ) · ∇Γw + η∇Γu · (∇ΓεΓ + (∇ΓεΓ)T ) · ∇Γw.
Pour simplifier la dernière ligne de cette dernière expression il faut encore calculer ∇Γε − ∇ΓεΓ.
Comme ε− εΓ = (ε · ν)ν, on a
∇Γε−∇ΓεΓ = ∇Γ((ε · ν)ν) = (ε · ν)∇Γν + ν ⊗∇Γ(ε · ν),
où pour un vecteur surfacique a, on note ν ⊗∇Γa le tenseur M de dimension d× d défini par
M · ej = ∂a
∂ξj
ν j = 1, d− 1, M · ν = 0.
Ceci implique en particulier que
∇Γu · ∇ΓεΓ · ∇Γw −∇Γu · ∇Γε · ∇Γw = −(ε · ν)∇Γu · ∇Γν · ∇Γw.
Puisque le tenseur ∇Γν est symétrique (voir par exemple [78, Theorem 2.5.18]), on obtient aussi
∇Γu · (∇ΓεΓ)T · ∇Γw −∇Γu · (∇Γε)T · ∇Γw = −(ε · ν)∇Γu · ∇Γν · ∇Γw.
Finalement on arrive à
(ε · ν)div (ηt∇Γtu · ∇Γtwνt) |t=0
= −(∇Γη · ε)(∇Γu · ∇Γw) + η(ε · ν)(∇Γu · ∇Γw)(divΓν)
+η(ε · ν)∇Γ(∇u · ν) · ∇Γw + η(∇u · ν)∇Γ(ε · ν) · ∇Γw
+η(ε · ν)∇Γu · ∇Γ(∇w · ν) + η(∇w · ν)∇Γu · ∇Γ(ε · ν)− 2η(ε · ν)∇Γu · ∇Γν · ∇Γw,
ce qui termine la preuve.
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Proposition 4.2.8 Soient u et w(·, x) les fonctions du lemme 4.2.3. On a alors sur Γ,
(ε · ν) div (u∇w(·, x) + λtuw(·, x)νt) |t=0 = −(∇Γλ · ε)uw(·, x)
+ (ε · ν)
(
∇Γu · ∇Γw(·, x) +MηuMηw(·, x)− (k2 + λ2 − λ(divΓν)uw(·, x))
)
,
où on note Mη := divΓ(η∇Γ·).
Preuve. Remarquons tout d’abord que
div(u∇w + λtuwνt) = ∇u · ∇w + u∆w + uw(∇λt · νt) + λtw∇u · νt + λtu∇w · νt + λtuw(divνt).
En utilisant l’équation ∆w + k2w = 0 à l’extérieur de Ω ainsi que la décomposition du gradient en
sa composante tangentielle et sa composante normale on obtient
div(u∇w + λtuwνt)|t=0 =∇Γu · ∇Γw + (∇u · ν)(∇w · ν)− (k2 − λ(divνt)|t=0)uw
+ uw(∇λt · νt)|t=0 + λ(∇u · ν)w + λu(∇w · ν).
On peut remplacer ∇u ·ν et ∇w ·ν par (−Mηu−λu) et (−Mηw−λw) respectivement, ce qui donne
div(u∇w + λtuwνt)|t=0 =∇Γu · ∇Γw +MηuMηw − (k2 + λ2 − λ(divνt)|t=0)uw
+ uw(∇λt · νt)|t=0.
La fin de la preuve est une conséquence du lemme 4.2.6.
En rassemblant les propositions 4.2.7 et 4.2.8, on établit le principal résultat de cette section :
Théorème 4.2.9 La différence entre les champs diffractés créés par les obstacles Ωε et Ω s’écrit
usε(x)− us(x) = −
∫
Γ
Bεu(y)w(y, x) ds(y) +O(||ε||2),
uniformément pour x dans un ensemble compact K ⊂ Rd \Ωε, où w(·, x) est définie dans le lemme
4.2.3 et l’opérateur surfacique Bε est défini par
Bεu = (ε · ν)(k2 − 2Hλ)u+ divΓ ((Id + 2η(R−H Id))(ε · ν)∇Γu) + Lλ,η ((ε · ν)Lλ,ηu)
+ (∇Γλ · εΓ)u+ divΓ ((∇Γη · εΓ)∇Γu) ,
où Lλ,η · := divΓ(η∇Γ ·) + λ · et on rappelle que 2H = divΓν et R = ∇Γν.
Preuve. D’après les propositions 4.2.7 et 4.2.8 on a
(ε · ν) div (−ηt∇Γtu · ∇Γtwνt + u∇w + λtuwνt) |t=0
= (ε · ν)∇Γu · ∇Γw + (ε · ν)MηuMηw − (ε · ν)
(
k2 + λ2 − λ(divΓν)
)
uw
−(∇Γλ · ε)uw + (∇Γη · ε)∇Γu · ∇Γw − η(divΓν)(ε · ν)∇Γu · ∇Γw
−η(ε · ν)∇Γ(∇u · ν) · ∇Γw − η(ε · ν)∇Γu · ∇Γ(∇w · ν)
−η(∇u · ν)∇Γ(ε · ν) · ∇Γw − η(∇w · ν)∇Γ(ε · ν) · ∇Γu
+ 2η(ε · ν)(∇Γu · ∇Γν · ∇Γw).
En utilisant la condition au bord satisfaite par u et w(·, x) sur Γ, on obtient
(ε · ν) div (−ηt∇Γtu · ∇Γtwνt + u∇w + λtuwνt) |t=0
= −(ε · ν)(k2 − 2Hλ)uw + (ε · ν)∇Γu · (Id + 2η(R−H Id)) · ∇Γw
− (∇Γλ · ε)uw + (∇Γη · ε)∇Γu · ∇Γw
+ (ε · ν)MηuMηw − (ε · ν)λ2uw
+η(ε · ν)∇Γ(Mηu+ λu) · ∇Γw + η(ε · ν)∇Γu · ∇Γ(Mηw + λw)
+η(Mηu+ λu)∇Γ(ε · ν) · ∇Γw + η(Mηw + λw)∇Γ(ε · ν) · ∇Γu.
4.2. Dérivée du champ lointain par rapport à l’obstacle 87
Les trois dernières lignes de cette égalité peuvent se réécrire sous la forme
(ε · ν)(Lλ,ηu)(Lλ,ηw)− λ(ε · ν)w(Lλ,ηu)− λ(ε · ν)u(Lλ,ηw)
+ η∇Γ((ε · ν)Lλ,ηu) · ∇Γw + η∇Γ((ε · ν)Lλ,ηw) · ∇Γu.
En intégrant sur Γ, l’expression ci-dessus devient après intégration par partie et simplification,
−
∫
Γ
(ε · ν)(Lλ,ηu)(Lλ,ηw) ds,
on termine la preuve en utilisant le lemme 4.2.5 et en intégrant par partie.
On en déduit la dérivée de forme de l’opérateur Rλ,η(Γ).
Corollaire 4.2.10 Supposons que Γ, λ et η sont analytiques et que (λ, η) satisfait l’hypothèse 4.1.1.
Alors l’opérateur Rλ,η(Γ) est différentiable en 0 et sa différentielle de Fréchet est donnée par
R′λ,η(Γ)(0) · ε =
(
vsε|∂BR ,
∂vsε
∂r
|∂BR
)
où vsε est l’unique solution sortante de l’équation de Helmholtz dans Ωext = Rd \ Ω et
∂vsε
∂ν
+ div(η∇Γvsε) + λvsε = Bεu sur Γ.
Afin d’obtenir ce corollaire nous aurons besoin du lemme de représentation intégrale suivant dont
la preuve est donnée à la fin de la section.
Lemme 4.2.11 Soit x ∈ Ωext, w(·, x) la fonction introduite dans le lemme 4.2.3 et v la solution
du problème (3.36) pour un certain f ∈ H−1(Γ). On a alors
v(x) = −
∫
Γ
w(y, x)f(y)ds(y).
Preuve du corollaire 4.2.10
Tout d’abord, comme λ, η et Γ sont analytiques, en procédant comme dans [66] on montre que le
théorème 4.2.9 reste valide même dans le cas où Ω n’est pas inclus dans Ωε. Le résultat est alors
une simple conséquence du théorème 4.2.9 et du lemme 4.2.11.
Comme Tλ,η(Γ) = I ◦Rλ,η(Γ) on a enfin
Corollaire 4.2.12 Sous les mêmes hypothèses que celles du corollaire 4.2.10 l’opérateur Tλ,η(Γ)
est différentiable en 0 et sa différentielle de Fréchet est donnée par
T ′λ,η(Γ)(0) · ε = v∞ε
où v∞ε est le champ lointain de la fonction vsε définie dans le corollaire 4.2.10.
Preuve du lemme 4.2.11.
Nous ne ferons pas la distinction entre crochets de dualité et intégrale pour plus de simplicité. Soit
x ∈ Ωext. D’après la formule de représentation intégrale pour le champ diffracté v sur Γ on a
v(x) =
∫
Γ
(
v(y)∂Φ(y, x)
∂ν(y) −
∂v(y)
∂ν(y)Φ(y, x)
)
ds(y).
Donc d’après (3.40) on a
v(x) =
∫
Γ
(
v(y)∂w(y, x)
∂ν(y) −
∂v(y)
∂ν(y)w(y, x)
)
ds(y).
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et en utilisant la condition au bord satisfaite par w ceci devient
v(x) = −
∫
Γ
(
v(y)[divΓ(η∇Γw(y, x)) + λw(y, x)] + ∂v(y)
∂ν(y)w(y, x)
)
ds(y).
En intégrant par partie deux fois sur la surface G ceci devient
v(x) = −
∫
Γ
w(y, x)
(
divΓ(η∇Γv(y)) + λv(y) + ∂v(y)
∂ν(y)
)
ds(y).
On obtient le résultat à l’aide de la condition sur Γ satisfaite par v.
Remarque 4.2.13 Une dérivée de forme classique ne fait intervenir que la composante normale de
la perturbation ε (voir par exemple [53, proposition 5.9.1]). Dans le théorème 4.2.9 nous obtenons
une expression qui fait aussi intervenir la composante tangentielle de ε. Ceci est dû à la Défini-
tion 4.2.1 de la dérivée de forme. En fait nous ne calculons pas exactement une dérivée partielle
par rapport à la forme car un changement de forme implique aussi un changement des fonctions
d’impédance et ça explique le fait que εΓ intervienne dans l’expression de la dérivée de forme.
4.3 Dérivée de la fonction coût et état adjoint
Nous rappelons que le but de ce chapitre est de calculer les dérivées de la fonction
F (λ, η,Γ) := 12‖T (λ, η,Γ)− u
∞
obs‖2L2(Sd−1)
par rapport aux fonctions d’impédance λ et η et par rapport à la géométrie de l’obstacle Γ. Au
cours des deux sections précédentes nous avons calculé les dérivées partielles de l’opérateur T .
Remarquons que F = Q ◦ T où
Q : L2(Sd−1) −→ R
v 7−→ 12‖v − u
∞
obs‖2L2(Sd−1),
comme v et u∞obs sont des fonctions à valeur complexe, la différentielle de Q est donnée pour v et h
dans L2(Sd−1) par
dQ(v) · h = Re
(∫
Sd−1
h(v − u∞obs)ds
)
.
Rappelons la dérivée partielle par rapport à (λ, η), pour tout (h, l) ∈ L∞(Γ) tels que (λ, η) + (h, l)
satisfait l’hypothèse 4.1.1,
T ′Γ(λ, η) · (h, l) = v∞h,l
où v∞h,l est le champ lointain de l’unique solution sortante vsh,l de l’équation de Helmholtz dans Ωext
telle que
∂vsh,l
∂ν
+ divΓ
(
η∇Γvsh,l
)
+ λvsh,l = − (divΓ(h∇Γu) + lu) sur Γ
et u est la solution de P(λ, η,Γ). De la même manière que dans le lemme 4.2.11, on montre que le
champ lointain v∞ de la solution du problème (3.36) avec f ∈ H−1(Γ) au second membre s’écrit
comme
v∞(xˆ) = −
∫
Γ
p(y, xˆ)f(y)ds(y).
où p(y, xˆ) = ps(y, xˆ) + Φ∞(y, xˆ) est solution de P(λ, η,Γ) avec ui(y) = Φ∞(y, xˆ). Ainsi, la différen-
tielle du champ lointain par rapport aux impédances devient
T ′Γ(λ, η) · (h, l) =
∫
Γ
p(y, xˆ) (divΓ(h∇Γu) + lu) (y)ds(y)
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et on obtient pour la dérivée partielle de la fonction coût par rapport aux impédances
F ′Γ(λ, η) · (h, l) = Re
∫
Sd−1
{∫
Γ
p(y, xˆ) (divΓ(h∇Γu) + lu) (y)ds(y)
}
(u∞ − u∞obs)(xˆ)ds(xˆ) (4.13)
= Re
∫
Γ
{∫
Sd−1
p(y, xˆ)(u∞ − u∞obs)(xˆ)ds(xˆ)
}
(divΓ(h∇Γu) + lu) (y)ds(y) (4.14)
où nous notons u∞ = T (λ, η,Γ) le champ lointain associé à u. Si on utilise (4.13) pour calculer
F ′Γ(λ, η) · (h, l) numériquement, il faudrait évaluer
∫
Γ p(y, xˆ) (divΓ(h∇Γu) + lu) (y)ds(y) pour tout
xˆ ∈ Sd−1 puis intégrer contre (u∞ − u∞obs)(xˆ). Ceci implique que l’on devrait résoudre un problème
direct pour chaque direction d’incidence xˆ ce qui est très coûteux. En fait, il existe une manière
beaucoup plus efficace de calculer F ′Γ(λ, η) · (h, l), en effet, pour tout y ∈ Ωext
G(y) :=
∫
Sd−1
p(y, xˆ)(u∞ − u∞obs)(xˆ)ds(xˆ)
est solution du problème P(λ, η,Γ) avec ui(y) = Gi(y) := ∫Sd−1 Φ(y, xˆ)(u∞ − u∞obs)(xˆ)ds. Donc pour
calculer F ′Γ(λ, η) · (h, l) au vu de (4.14) il suffit de résoudre un problème direct pour u et un autre
pour évaluer G(y). On obtient alors la différentielle à l’aide de la formule suivante
F ′Γ(λ, µ) · (h, l) = Re
(∫
Γ
G(divΓ(l∇Γu) + hu) dy
)
.
On procède de même pour la différentielle par rapport à la géométrie et on aboutit au théorème
suivant.
Théorème 4.3.1 Soient λ et η deux fonctions analytiques satisfaisant l’hypothèse 4.1.1 et Γ une
frontière analytique, la dérivée de la fonction coût par rapport aux impédances pour tout (h, l) ∈
(L∞(Γ))2 tels que (λ, η) + (h, l) satisfait l’hypothèse 4.1.1 est donnée par
F ′Γ(λ, η) · (h, l) = Re
(∫
Γ
G(divΓ(l∇Γu) + hu) dy
)
.
Sa dérivée par rapport à la géométrie dans la direction ε est quant à elle donnée par
F ′λ,η(Γ) · ε = −Re
(∫
Γ
G(Bεu) dy
)
où
– Bε est donné dans l’énoncé du théorème 4.2.9,
– u est la solution de P(λ, η,Γ) avec ui(x) = eikθˆ·x pour onde incidente,
– G est la solution de P(λ, η,Γ) avec ui(x) = Gi(x) pour onde incidente.
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ainsi que les fonctions λ et η, à partir du champ lointain produit par une ou plusieurs ondes
incidentes consiste à minimiser la fonction coût
F (λ, η,Γ) := 12‖T (λ, η,Γ)− u
∞
obs‖2L2(Sd−1).
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L’opérateur T est l’opérateur champ lointain qui à (λ, η,Γ) associe le champ lointain correspondant
à la diffraction d’une onde plane par la surface Γ avec (5.1) sur Γ (voir § 3.1 pour une définition
précise). La fonction u∞obs désigne le champ lointain que l’on observe (les données du problème). Nous
proposons ici d’utiliser une méthode de descente de gradient (ou méthode itérative de Landweber)
pour minimiser la fonction F . Le point fort d’une telle méthode est qu’elle est robuste et simple
à implémenter, en revanche, comme toutes les méthodes d’optimisation que l’on applique à une
fonctionnelle non convexe (ici F ), il est nécessaire d’initialiser la procédure de minimisation dans
un voisinage du minimum. De plus, c’est une méthode itérative et à chaque itération il est nécessaire
de résoudre numériquement le problème direct P(λ, η,Γ) (voir 3.1) plusieurs fois, ce dernier point
rend les méthodes d’optimisation coûteuses par rapport aux méthodes dites qualitative comme la
méthode de Factorisation (voir chapitre 7 pour une condition d’impédance généralisée ou le livre
[46]) ou la Linear Sampling Method (voir [22] par exemple).
Nous rappelons que ce problème inverse étant mal posé (voir chapitre 3), sa résolution numé-
rique peut donner lieu à la création d’oscillations parasites dans les paramètres reconstruits (les
fonctions d’impédance et la forme). Il est donc nécessaire de régulariser l’inversion, nous avons
choisi d’utiliser une procédure de régularisation de type H1(Γ) du gradient : au lieu d’utiliser un
représentant L2(Γ) du gradient de la fonction coût, nous utilisons un représentant H1(Γ) (voir figure
5.2). Si cette stratégie est efficace pour des impédances régulières, nous verrons qu’elle n’est pas
adaptée à la reconstruction d’impédances constantes par morceaux. Dans ce cas nous préfèrerons
ajouter un terme de pénalisation faisant intervenir la norme L1 du gradient surfacique des coeffi-
cients d’impédance (voir [59] pour une approche similaire dans le cas d’une condition d’impédance
classique).
Une des motivations que nous avions données à l’étude du problème inverse de la reconstruction
d’un obstacle Ω caractérisé par une condition d’impédance généralisée est que le modèle d’impédance
généralisée est un modèle approché à l’ordre 1 pour le problème de diffraction par un conducteur
parfait couvert de diélectrique (voir § 1.1.2). Nous concluons donc cette étude numérique par divers
exemples de reconstruction des paramètres de la couche mince et de la forme de l’objet diffractant.
A notre connaissance, c’est la première fois qu’une telle étude est menée et en particulier nous
montrons que dans certaines situations le modèle d’impédance classique n’est pas suffisamment
riche pour retrouver la forme d’un conducteur parfait couvert de diélectrique. Ce constat justifie
tout l’intérêt du modèle d’impédance généralisée dans le cadre de la résolution de problèmes inverses.
Dans une première section nous décrivons rapidement la méthode numérique utilisée pour ré-
soudre le problème direct. Dans la deuxième section nous présentons l’algorithme de minimisation
dans le cas où la géométrie est connue. La troisième section présente divers exemples de recons-
truction de fonctions d’impédance lorsque celles-ci sont régulières. En particulier, nous présentons
des exemples de reconstruction sur une géométrie perturbée (c’est-à-dire que la géométrie dont on
dispose est différente de la géométrie exacte) afin d’illustrer les résultats de stabilité du § 3.4.3.
Dans la quatrième section nous introduisons une stratégie de régularisation adaptée au cas de fonc-
tions d’impédance constantes par morceaux. Dans la cinquième section nous présentons quelques
résultats de reconstruction simultanée des fonctions d’impédance λ et η et de la forme Γ. Enfin,
nous concluons ce chapitre par des exemples d’utilisation des conditions d’impédance généralisée
pour l’identification de revêtements minces.
5.1 Résolution numérique du problème direct
Commençons ce chapitre sur la résolution numérique du problème inverse par une description
de la méthode employée pour résoudre numériquement le problème direct. Nous discrétisons le
problème P(λ, η,Γ) à l’aide d’éléments finis de Lagrange de type P2, notons Xh l’espace vectoriel
engendré par les fonctions de base P2 associées à une discrétisation donnée de l’ouvert ΩR. La trace
des fonctions de base sur Γ est dans H1(Γ), on a donc une discrétisation conforme du problème
P(λ, η,Γ). Pour discrétiser les fonctions d’impédance λ et η sur Γ nous utilisons le sous espace
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Xh,Γ de Xh engendré par les fonctions de Xh non identiquement nulles sur Γ. Soit BR un disque
englobant l’obstacle Ω, notons (φi)i=1,··· ,J l’ensemble des fonctions de base P2 pour une triangulation
donnée de ΩR. On cherche la solution u de P(λ, η,Γ) sous la forme uh =
∑J
i=1 Uiφi. Le vecteur
Uh := (Ui)i=1,··· ,J est alors solution de
(Ah − Sh)Uh = Fh (5.2)
où les matrices Ah et Sh sont définies par
(Ah)i,j =
∫
ΩR
(∇φi · ∇φj − k2φiφj)dx+
∫
Γ
(η∇Γφi · ∇Γφj − λφiφj)ds
(Sh)i,j = 〈SRφj , φi〉.
pour i, j = 1, . . . , J . La j−ème composante du second membre Fh est donnée par
(Fh)j =
∫
∂BR
(
∂ui
∂r
− SRui
)
φjds
où ui désigne le champ incident.
Il est aussi nécessaire de discrétiser l’opérateur de Dirichlet-à-Neumann, nous décrivons briève-
ment ici comment nous avons procédé. Toute fonction g ∈ H1/2(∂BR) se décompose en coordonnées
polaires sous la forme
g(R, θ) =
+∞∑
n=−∞
gn(R)
einθ√
2piR
.
où θ désigne l’angle entre x et l’axe des abscisses et gn(R) =
∫
∂BR
g(x) e−inθ√2piRds. En effet, l’ensemble
des Ψn := e
inθ√
2piR pour n ∈ Z forme une base de L2(∂BR). La solution radiative uext des équations de
Helmholtz à l’extérieur de BR telle que uext = g sur ∂BR est alors donnée en coordonnées polaires
par
uext(r, θ) =
∑
n∈Z
(g,Ψn)L2(∂BR)
H1n(kR)
H1n(kr)Ψn(θ)
oùH1n désigne la fonction de Hankel de première espèce et d’ordre n. Donc pour tout u ∈ H1/2(∂BR),
(SRu)(R, θ) =
∑
n∈Z
(u,Ψn)L2(∂BR)
k(H1)′n(kR)
H1n(kR)
Ψn(θ),
pour la résolution du problème discret nous tronquons cette série à l’ordre N et considérons l’opé-
rateur
(SNR u)(R, θ) =
N∑
n=−N
(u,Ψn)L2(∂BR)
k(H1)′n(kR)
H1n(kR)
Ψn(θ).
Ainsi, le problème discret (5.2) devient : trouver UNh ∈ RJ tel que
(Ah − SNh )UNh = FNh (5.3)
où
(SNh )i,j :=
N∑
n=−N
(φj ,Ψn)L2(∂BR)
kH1
′
n (kR)
H1n(kR)
(Ψn, φi)L2(∂BR)
pour i, j = 1, . . . , J . La j−ème composante du second membre FNh est quant à elle donnée par
(FNh )j =
∫
∂BR
∂ui
∂r
φjds− (SNh U i)j
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où pour j = 1, . . . , J , (U i)j := (ui, φj)L2(∂BR).
Lorsque les impédances λ et η sont deux constantes et l’obstacle Ω est un cercle de rayon R0,
il est possible de calculer le champ diffracté solution de P(λ, η,Γ) de manière analytique. Notons
usexact = uexact − ui le champ diffracté associé à la solution uexact de P(λ, η,Γ), on le cherche en
coordonnées polaires sous la forme
usexact(r, θ) =
∑
n∈Z
αnH
1
n(kr)einθ.
Supposons que la direction d’incidence soit θˆ = (1, 0), en utilisant la formule d’expansion de Jacobi–
Anger (voir [38]) on peut écrire que
ui(r, θ) = eik cos(θ) =
∑
n∈Z
inJn(kr)einθ
où Jn désigne la n-ème fonction de Bessel de première espèce. On est alors en mesure de calculer
les coefficients αn en utilisant la condition sur ∂B(0, R0)
∂usexact
∂r
+ η∆Γusexact + λusexact = −
(
∂ui
∂r
+ η∆Γui + λui
)
et comme ∆Γ = 1R20
∂2
∂θ2 on obtient
αn = −in (R
2
0λ− ηn2)Jn(kR0) + kR20J ′n(kR0)
(R20λ− ηn2)H1n(kR0) + kR20(H1n)′(kR0)
.
Le champ lointain s’obtient alors simplement en utilisant le comportement asymptotique des fonc-
tions de Bessel et de Hankel pour r grand (voir [1]).
Nous avons utilisé le logiciel libre FreeFem++ [91] pour implémenter et résoudre le problème
(5.3), nous représentons en figure 5.1 le champ lointain associé à la solution analytique usexact et
le champ lointain approché correspondant à la solution du problème discret (5.3) pour plusieurs
valeurs de λ et η avec Ω = B(0, 1). Ces graphiques représentent le module du champ lointain en
fonction de la direction d’observation. On a fixé la discrétisation du maillage (18 degrés de liberté par
longueur d’onde) et le nombre de modes pour calculer SNh pour avoir une erreur relative inférieure
à 1% sur le champ lointain. Visuellement on ne voit pas de différence entre le champ lointain exact
et le champ lointain approché.
On notera que les champs lointains correspondant à λ = 0 et η 6= 0 (1-ère ligne) sont très
différents de ceux produit par λ 6= 0 et η = 0 (2-ème ligne). De plus, lorsque λ = 0.1i et η = 0 le
champ lointain est très proche du champ lointain obtenu avec une condition de Neumann alors que
lorsque η = 0.1 et λ = 0, le champ lointain est proche du champ lointain obtenu avec une condition
de Dirichlet. Cette observation est difficile à interpréter, néanmoins on peut d’ores et déjà conclure
que λ et η n’ont pas la même influence sur la fonction coût. Un petite perturbation sur η implique
une perturbation importante sur le champ lointain alors que ce n’est pas le cas pour λ. Enfin, nous
terminons par une remarque liée à la direction d’incidence. Les champs lointains représentés en
figure 5.1 ont été produits pour une direction d’incidence θˆ = (1, 0), ceci signifie que l’onde plane
se propage de la gauche vers la droite. Ainsi la partie éclairée de l’obstacle est la partie gauche,
nous indiquons par une flèche verte la zone du champ lointain dans la direction d’observation −θˆ.
Comme on pourrait s’y attendre, le champ lointain a une intensité forte dans la plage ]−pi/2, pi/2[,
ceci est dû à un phénomène d’ombre derrière l’obstacle. Dans la suite nous identifions le vecteur θˆ
avec l’angle qu’il fait avec l’axe des abscisses.
Dans ce qui suit nous notons toujours T (λ, η,Γ) l’opérateur de champ lointain discret qui à
(λ, η) ∈ (Xh,Γ)2 tels que l’hypothèse 1.2.1 soit satisfaite et une géométrie Γ associe le champ
lointain associé à UNh la solution de (5.3).
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(b) λ = 0, η = 10
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(c) λ = 0.1i, η = 0
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Figure 5.1 – Module du champ lointain produit par la diffraction d’une onde plane de direction
d’incidence θˆ = (1, 0) en fonction de l’angle d’observation. La géométrie Ω est un cercle de rayon 1,
la fréquence est k = 9 et le rayon du cercle extérieur est R = 1.5.
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5.2 Méthode de résolution numérique du problème inverse
Dans ce qui suit nous présentons des résultats de reconstruction des impédances à partir de la
donnée d’un ou plusieurs champs lointains correspondant à une ou plusieurs ondes incidentes. Nous
nous penchons sur la reconstruction de la géométrie un peu plus loin dans ce document. Supposons
que la géométrie Γ de l’obstacle est connue, une méthode classique de reconstruction de paramètres
consiste à minimiser la fonctionnelle moindre carré
F (λ, η) := 12
I∑
i=1
‖T (λ, η,Γ, θˆi)− u∞,δobs,i‖2L2(Si)
par rapport à (λ, η) ∈ (Xh,Γ)2. Pour i = 1, · · · , I, Si est un ouvert de Sd−1 qui correspond aux
directions d’observations pour lesquelles on a des données. Nous parlerons d’ouverture totale lorsque
Si = Sd−1 et d’ouverture partielle dans le cas contraire. Dans cette expression nous avons ajouté
une variable θˆi à l’opérateur de champ lointain, cette variable correspond à la direction d’incidence.
Nous notons (u∞,δobs,i)i=1,··· ,I les données du problème, l’indice i fait référence à l’onde incidente alors
que le paramètre δ > 0 est l’amplitude relative du bruit sur les données. Plus précisément, on
suppose que pour tout i = 1, . . . , I il existe un couple (λ0, η0) ∈ (Xh,Γ)2 et une géométrie Γ, tels
que
u∞,δobs,i(xˆ) = T (λ0, η0,Γ, θˆi)(xˆ) + bi(xˆ)
où bi est une fonction modélisant le bruit satisfaisant pour i = 1, . . . , I,
‖T (λ0, η0,Γ, θˆi)− u∞,δobs,i‖L2(Si)
‖T (λ0, η0,Γ, θˆi)‖L2(Si)
≤ δ.
En pratique, bi est obtenue à l’aide d’un bruit gaussien de moyenne nulle et de variance 1, un
coefficient multiplicatif permet ensuite de réaliser ‖bi‖L2(Si) = δ‖T (λ0, η0,Γ, θˆi)‖L2(Si) exactement.
Nous allons minimiser la fonction F en appliquant une méthode de descente de gradient (ou
encore méthode de Landweber) en fixant le pas de descente de manière heuristique. Cet algorithme
est itératif et à chaque itération on met à jour les paramètres par rapport auxquels on minimise
F en utilisant les dérivées partielles de la fonction coût données dans le théorème 4.3.1. Ainsi on
initialise l’algorithme avec un couple (λinit, ηinit) et à chaque itération n on met à jour ces valeurs
en effectuant
(λn+1, ηn+1) = (λn, ηn)− (δλn, δηn)
où la direction de descente (δλn, δηn) est proportionnelle à dF (λn, ηn). Une manière naturelle de
déterminer (δλn, δηn) et de les prendre proportionnels au représentant L2(Γ) de dF (λn, ηn). Nous
avons choisi de les prendre proportionnels au représentant H1(Γ) de dF (λn, ηn). Cette technique
de régularisation, appelée régularisation H1 du gradient ou encore « Sobolev gradient », a déjà été
utilisée dans [4] par exemple dans un cadre analogue. Plus précisément, les directions de descente
δλn et δηn sont solutions dans Xh,Γ de
γλ(∇Γ(δλn),∇Γϕ)L2(Γ) + (δλn, ϕ)L2(Γ) = αλ dF (λn, ηn) · (ϕ, 0)
et
γη(∇Γ(δηn),∇Γϕ)L2(Γ) + (δηn, ϕ)L2(Γ) = αη dF (λn, ηn) · (0, ϕ). (5.4)
pour tout ϕ ∈ Xh,Γ. Les réels γλ, γη > 0 sont les paramètres de régularisation et les réels αλ, αη > 0
sont les pas de descente pour λ et η respectivement. Afin de comprendre pourquoi on parle de
technique de régularisation, nous avons représenté sur la figure 5.2 une direction de descente δηn
pour plusieurs valeurs de γη lorsque les données sont détériorées par un bruit relatif de δ = 5%.
On trace la valeur de δηn(x, y) en fonction de θ = arctan(y/x) l’obstacle considéré étant défini
par Γ = {(0.4 cos(θ), 0.3 sin(θ)) pour θ ∈ [−pi, pi]}. Nous ne connaissons pas de méthode systé-
matique pour fixer le coefficient de régularisation. Mais, si on le prend trop grand, la direction
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de descente est proche de la fonction constante et, si on le prend trop petit, la direction de
descente contient des oscillations parasites liées à l’instabilité du problème inverse. Nous avons
choisi de le fixer de manière heuristique : on commence avec un coefficient élevé et on le dimi-
nue lorsque la fonction coût diminue. Pour choisir le coefficient de descente, on procède suivant
une logique similaire, on commence avec un coefficient plutôt faible et on l’augmente lorsque
la fonction coût diminue entre deux itérations. Si la fonction coût augmente, on revient en ar-
rière et on diminue le coefficient de descente. On résume l’algorithme d’optimisation ci-dessous.
Algorithme 1 : Algorithme de descente de gradient pour minimiser F
• Première étape (si n > 0) : on met λ et η à jour
– si n est pair :
ηn+1 = ηn − αnηδηn
λn+1 = λn
– si n est impair :
λn+1 = λn − αnλδλn
ηn+1 = ηn
• Deuxième étape : évaluation de la fonction coût Fn+1 = F (λn+1, ηn+1)
• Troisième étape : validation
– Si Fn+1 > Fn
– Fn+1 = Fn
– si n est pair :
αn+1η = αnη/2
ηn+1 = ηn
– si n est impair :
αn+1λ = α
n
λ/2
λn+1 = λn
– Si Fn+1 ≤ Fn :
– on calcule δηn+1 et δλn+1 (résolution de problèmes adjoints)
– si n est pair : αn+1η = 2αnη
– si n est impair : αn+1λ = 2αnλ
Critère d’arrêt : on arrête la minimisation si les coefficients de descente αµ et αλ sont
trop petits ou bien si le nombre d’itération dépasse 100 (on observe que dans la plupart
des simulations 60 itérations sont suffisantes pour avoir convergence de la minimisation).
5.3 Reconstruction d’impédances régulières
Cette section est dédiée à la reconstruction d’impédances lorsque l’obstacle est connu. Afin de
considérer des inconnus sans dimension, nous remplaçons la condition au bord par
∂u
∂ν
+ divΓ
(
η
k
∇Γu
)
+ λku = 0,
cette normalisation vaut pour tout le reste du chapitre. De plus, afin d’être en accord avec les
résultats d’unicité établis dans [14] nous supposerons que Re(λ) = 0 et Im(η) = 0. Enfin, sauf
mention contraire, la géométrie de l’objet diffractant est donnée par
Γ = {(0.4 cos(θ), 0.3 sin(θ)) pour θ ∈ [−pi, pi]} (5.5)
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Figure 5.2 – Exemple d’une direction de descente δη pour plusieurs paramètres de régularisation
γη lorsque le bruit relatif sur les données est δ = 5%.
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Figure 5.3 – Reconstruction de Re(η0) = 0.5(cos(θ)2 + 1) avec pour valeur initiale ηinit = 0.75.
Les autres paramètres sont λ0 = 0, k = 9 et on envoie 1 onde incidente de direction θˆ avec une
ouverture de 2pi (ouverture totale).
et donc on représente les impédances en fonction de θ. La longueur d’onde de l’onde incidente ui
est à peu près égale à 0.7, cette valeur est du même ordre que le grand axe de l’ellipse décrite par
(5.5).
5.3.1 Réflexion autour des données du problème
La figure 5.3 représente la reconstruction de η lorsque λ = 0 est connu et lorsque I = 1 et
S1 = Sd−1 pour deux directions d’incidence θˆ différentes. Dans ces deux cas, la reconstruction de
la fonction d’impédance η est peu précise, en revanche, comme on le voit sur la figure 5.4 le champ
lointain produit par la fonction d’impédance ηfinal avec un bruit relatif δ = 5% est très proche du
champ lointain produit par la fonction d’impédance η0 que l’on souhaite retrouver. La flèche verte
indique à nouveau la zone du champ lointain correspondant à la direction d’observation −θˆ. Ceci
illustre parfaitement l’instabilité de la reconstruction dont nous avons parlé dans le § 3.3. Une faible
erreur sur le champ lointain peut entrainer une erreur importante sur la reconstruction.
En fait dans cette configuration d’ouverture totale, une partie importante des données (les
observations situées dans la zone d’ombre) est inutile. Nous avons donc considéré le cas où le
champ lointain est connu seulement dans la zone éclairée. Avec une seule onde incidente nous
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Figure 5.4 – Module du champ lointain, comparaison entre les données exactes, celles avec 5% de
bruit et le champ lointain obtenu après la minimisation de F .
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Figure 5.5 – Dispositif avec plusieurs ondes incidentes et observation partielle.
aurions un problème numériquement sous-déterminé, nous envoyons donc plusieurs ondes incidentes.
Plus précisément, nous imaginons un dispositif comme celui représenté sur la figure 5.5 : nous
considérons I directions d’incidences uniformément réparties sur le cercle unité et pour chaque
direction d’incidence θˆi on prend pour Si un arc de cercle centré autour de −θˆi tel que Si ∩ Sj = ∅
si i 6= j et ∪Ii=1Si = ∂B(0, 1). Les figures 5.6 et 5.7 représentent la reconstruction de la fonction
η lorsque λ = 0 est connu en envoyant I = 10 ondes incidentes, pour deux ordres de grandeurs
différents de η0. Dans les deux cas, la reconstruction est très proche de la valeur exacte η0 que
l’on cherche, le cas où la valeur de η0 est plus élevée (figure 5.6) semble très stable, on ne distingue
aucune différence entre le ηfinal avec 1% de bruit et celui avec 5% de bruit.
5.3.2 Influence de la non-convexité de la géométrie
La figure 5.9 illustre la reconstruction de η, toujours en supposant que λ = 0, sur différentes
géométries. Nous considérons trois géométries non-convexes définies par
Γr = {(0.3 cos(θ − pi) + r cos(2(θ − pi)), 0.2 sin(θ)) pour θ ∈ [−pi, pi]}
pour plusieurs valeurs de r, la figure 5.8 représente les trois géométrie que nous utilisons dans les
exemples numériques. Au vu des résultats obtenus figure 5.9 (à comparer avec la figure 5.6), il
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−9pi/10
Figure 5.6 – Reconstruction de Re(η0) = 0.5(cos(θ)2 +1) avec pour valeur initiale ηinit = 0.75. Les
autres paramètres sont λ0 = 0, k = 9 et on envoie 10 ondes incidentes pour une ouverture de pi/5.
 4
 5
 6
 7
 8
 9
 10
 11
 12
-3 -2 -1  0  1  2  3
η0ηfinal : 1% de bruitηfinal : 5% de bruit
(a) Reconstruction de η
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(b) Module du champ lointain pour θˆi =
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Figure 5.7 – Reconstruction de Re(η0) = 5(cos(θ)2 + 1) avec pour valeur initiale ηinit = 7.5. Les
autres paramètres sont λ0 = 0, k = 9 et on envoie 10 ondes incidentes pour une ouverture de pi/5.
semble que la non convexité détériore la reconstruction numérique de η et la rende instable car
même lorsque la reconstruction avec 1% de bruit est bonne, celle avec 5% est de mauvaise qualité.
(a) r = 0.1 (b) r = 0.15 (c) r = 0.2
Figure 5.8 – Géométries non convexes.
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(a) Géométrie (a)
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Figure 5.9 – Reconstruction de Re(η0) = 0.5(cos(θ)2 + 1) avec pour valeur initiale ηinit = 0.75
sur les trois géométries de la figure 5.8. Les autres paramètres sont k = 9 et on envoie 10 ondes
incidentes pour une ouverture de pi/5.
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5.3.3 Reconstruction simultanée des impédances
Revenons au cas de la géométrie convexe décrite par (5.5), nous présentons ici plusieurs exemples
de reconstruction simultanée de λ et η dans le cas où Re(λ) = 0 et Im(η) = 0. Nous faisons ces
hypothèses afin de simplifier la résolution et éviter les minimas locaux. Les données sont les mêmes
que dans la section précédente, on envoie 10 ondes incidentes ayant des directions d’incidence
uniformément réparties sur le cercle unité et l’ouverture d’observation est pi/5. Nous donnons dans
le Tableau 5.1 le résultat de reconstructions pour des coefficients constants.
λ0 η0 λinit ηinit λ reconstruit η reconstruit
i 1 0.5i 0.5 i 0.97
i 0.2 0.5i 0.1 0.99i 0.21
i 5 0.5i 2.5 0.97i 5.12
Table 5.1 – Reconstruction simultanée de λ et η constants avec 1% de bruit sur les données.
On considère maintenant le cas d’impédances variables. La figure 5.10 montre la reconstruction
de η et λ lorsque η ∼ 1, nous remarquons que λ est parfaitement reconstruit alors que η l’est beau-
coup moins. En revanche, si on multiplie par 10 la valeur de η (voir figure 5.11) les reconstructions
de η et λ sont toutes les deux précises même en présence de bruit.
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(b) Reconstruction de λ
Figure 5.10 – Reconstruction simultanée de Re(η0) = 0.5(cos(θ)2 + 1) avec pour valeur initiale
ηinit = 0.75 et de Im(λ0) = 0.5(sin(θ)2 + 1) avec pour valeur initiale λinit = 0.75i. Les autres
paramètres sont k = 9 et on envoie 10 ondes incidentes pour une ouverture de pi/5.
5.3.4 Reconstruction des impédances sur un obstacle perturbé
Afin d’illustrer le résultat de stabilité par rapport à l’obstacle que nous avons énoncé dans le
théorème 3.4.4, on se donne des données bruitées u∞,δobs,i = T (λ0, η0,Γ, θˆi) + b(xˆ) pour un obstacle
donné Ω (l’obstacle exact) et on minimise la fonction coût suivante
Fε(λ, η) =
1
2
I∑
i=0
‖T (λ, η,Γε, θˆi)− u∞,δobs,i‖2L2(Sj)
pour une géométrie perturbée Γε := (Id + ε)(Γ). On modélise ainsi un expérience dans laquelle,
ayant obtenu par une première méthode une approximation Γε de la géométrie exacte Γ, on cherche
dans un deuxième temps à reconstruire les impédances (λ, η) sur Γε et non sur Γ.
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Figure 5.11 – Reconstruction simultanée de Re(η0) = 5(cos(θ)2 + 1) avec pour valeur initiale
ηinit = 7.5 et de Im(λ0) = 0.5(sin(θ)2 + 1) avec pour valeur initiale λinit = 0.75i. Les autres
paramètres sont k = 9 et on envoie 10 ondes incidentes pour une ouverture de pi/5.
On considère deux sortes de perturbation. Dans un premier temps Ωε est l’ellipse de demi-axes
0.3 et 0.4 que l’on a définie dans les sections précédentes, l’obstacle exact Ω est la même ellipse
perturbée par une fonction oscillante dont l’amplitude est β. Plus précisément, la frontière de Ω est
paramétrée par
Γ = {(0.4 (cos θ + β cos(10θ)) , 0.3 (sin θ + β sin(10θ))), pour θ ∈ [0, 2pi]}.
Les résultats de reconstruction sont présentés sur la figure 5.12 pour λ0 = 0 et une fonction régulière
η0, pour deux valeurs de β. On remarque que lorsque β = 0.01 la reconstruction est plutôt bonne
et la perturbation sur la géométrie est quasiment sans effet sur la reconstruction de la fonction η.
En revanche, dès que la perturbation sur la géométrie devient trop importante, cela semble être le
cas pour β = 0.03, la reconstruction est fortement dégradée. Nous rappelons que le théorème 3.4.4
permet de borner la distance entre les impédances reconstruites λε et ηε par la distance entre les
deux obstacles (faible dans notre cas) et par
‖T (λε, ηε,Γε, θˆi)− u∞,δobs,i‖2L2(Sj).
Pour l’ellipse perturbée lorsque β = 0.03, la valeur ci-dessus est par conséquent la distance entre
les impédances reconstruites et les impédances cherchées est grande.
Considérons un deuxième type de perturbation sur l’obstacle, les géométries exactes et pertur-
bées sont données sur la figure 5.13. L’amplitude de la perturbation est de nouveau notée β et est
définie par
β := ε0diam(Ω)
où ε0 = dH(Ω,Ωε) et dH désigne la distance de Hausdorff (voir Définition 2.2.7 de [53] par exemple).
Notons que l’obstacle perturbé n’est rien d’autre que l’enveloppe convexe de la géométrie exacte
Ω. Notons fε := Id + ε, la figure 5.14 représente les champs lointains T (λ0, η0,Γ, θˆi) et T (λ0 ◦
f−1ε , η0◦f−1ε ,Γε, θˆi) pour diverses directions d’incidences, la flèche verte indique la zone d’observation
correspondant à la partie éclairée de l’obstacle. On remarque que dès que la zone non convexe de
Ω est dans la zone éclairée par l’onde incidente, l’écart entre T (λ0, η0,Γ, θˆi) et T (λε, ηε,Γε, θˆi) est
important. Nous faisons donc le choix d’envoyer 10 ondes incidentes pour des directions d’incidences
comprises dans l’intervalle [pi/2, 3pi/2]. La figure 5.15 montre le résultat de la reconstruction pour
deux niveaux de bruit et une fonction d’impédance régulière. Dans les deux cas, la reconstruction
de η est précise dans la zone connue de la géométrie (partie droite de l’obstacle) et moins précise
dans la zone perturbée (partie gauche de l’obstacle).
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Figure 5.12 – Reconstruction sur une géométrie perturbée (ellipse oscillante) de Re(η0) =
0.5(cos(θ)2 + 1) avec pour valeur initiale ηinit = 0.75. Les autres paramètres sont λ0 = 0, k = 9 et
on envoie 10 ondes incidentes pour une ouverture de pi/5.
Ω
ε0
diam(Ω)
(a) Géométrie exacte
Ωε
(b) Géométrie perturbée
Figure 5.13 – Géométries exactes et perturbées.
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(a) θˆ = pi (b) θˆ = −pi/2
(c) θˆ = −pi/4 (d) θˆ = 0
Figure 5.14 – Comparaison du module du champ lointain produit par la géométrie exacte et la
géométrie perturbée. On prend Re(η0) = 0.5(cos(θ)2 + 1), λ0 = 0 et k = 9.
(a) β = 0.01 (b) β = 0.03
Figure 5.15 – Reconstruction sur une géométrie perturbée (voir figure 5.13) de Re(η0) =
0.5(cos(θ)2 + 1) avec pour valeur initiale ηinit = 0.75. Les autres paramètres sont λ0 = 0, k = 9 et
on envoie 10 ondes incidentes pour une ouverture de pi/5.
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5.4 Reconstruction d’impédances constantes par morceaux
Dans cette section nous supposons de nouveau que λ0 = 0 et nous focalisons sur la reconstruction
de la fonction réelle η lorsqu’elle n’est plus régulière mais constante par morceaux sur l’obstacle
convexe décrit par (5.5).
5.4.1 Régularisation H1 du gradient
Dans un premier temps nous avons utilisé la même technique de régularisation que lorsque η
était régulière (c’est-à-dire une régularisation H1 du gradient) mais comme on le voit en figure 5.16,
la fonction reconstruite est oscillante. Afin de corriger ce défaut, il est nécessaire de se tourner vers
une autre méthode de régularisation et la méthode qui semble la mieux adaptée au cas de coefficients
constants par morceaux est une régularisation à l’aide de la variation totale (régularisation TV).
Figure 5.16 – Reconstruction de Re(η0) constante par morceaux avec pour valeur initiale ηinit =
0.75 et une régularisation H1. Les autres paramètres sont λ0 = 0, k = 9 et on envoie 10 ondes
incidentes pour une ouverture de pi/5.
5.4.2 Régularisation TV
La technique de régularisation à l’aide d’un terme de pénalisation de type variation totale
(régularisation TV) consiste à minimiser la fonctionnelle
FTV(η) := F (0, η,Γ) + γTV |η|TV
sur l’ensemble des fonctions à variations bornées, c’est-à-dire des fonctions de
BV (Γ) := {η ∈ L1(Γ) tels que |η|TV < +∞}
où
|η|TV :=
∫
Γ
|DΓη|ds := sup
v∈(C1(Γ))2
‖v‖(L∞(Γ))2≤1
−
∫
Γ
η divΓvds.
Remarquons qu’ici on régularise directement la fonction coût et non plus le gradient. Ce type de
régularisation est bien connu dans le domaine du débruitage d’images, voir [84] par exemple. Pour
tout η0 ∈ BV (Γ) introduisons la fonctionnelle de débruitage
Dγ(η0) := argmin
η∈BV (Γ)
(
‖η − η0‖L2(Γ) + γ|η|TV
)
, (5.6)
où l’indice γ est le coefficient de régularisation.
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Remarquons que la fonction FTV(η) se décompose comme la somme d’une norme L2 (dérivable)
et d’une norme L1 (non dérivable), il va donc falloir traiter le terme singulier avec attention. Nous
utilisons à nouveau un algorithme de descente de gradient pour minimiser FTV(η) et à chaque
itération n on met à jour la fonction ηn en utilisant une méthode de splitting qui consiste à séparer
la minimisation sur la partie régulière et celle sur la partie singulière de la fonction coût :
ηn+1/2 = ηn − δηn
ηn+1 = DγTV (ηn+1/2)
où δηn est l’unique solution dans Xh,Γ de
(δηn, ϕ)L2(Γ) = αηF ′Γ(0, ηn) · (0, ϕ) pour tout ϕ ∈ Xh,Γ
pour un coefficient de descente αη > 0. Le réel γTV > 0 est le paramètre de régularisation pour η.
Ce type de méthode a déjà été utilisé dans [8] par exemple lorsque le terme de pénalisation est la
norme L1 (à la place de la norme TV dans cette section).
La deuxième étape de la mise à jour de ηn nécessite la résolution du problème de minimisation
(5.6). La norme L1 n’étant pas différentiable, il est préférable d’utiliser la définition de la norme
TV à l’aide de la dualité pour réécrire (5.6) sous la forme d’un problème de point selle :
Dγ(η0) = argmin
η∈BV (Γ)
max
ξ∈(C1(Γ))2
‖ξ‖(L∞(Γ))2≤1
(
‖η − η0‖L2(Γ) − γ
∫
Γ
η divΓξds
)
.
Pour résoudre ce problème, nous avons utilisé l’algorithme 1 proposé dans [32], c’est principalement
un algorithme de gradient. On initialise l’algorithme avec ξ = 0 et η = η0 et à chaque étape on
effectue
ξn+1 = P 1∞(ξn + γα∇Γηn),
ηn+1 =
1
1 + α (ηn + γαdivΓ(ξn+1) + αη0)
avec
P 1∞(ξ) :=
ξ
max(|ξ|, 1)
et α est le coefficient de descente que l’on choisit suffisamment petit. Nous avons aussi testé les autres
algorithmes (plus rapides) proposés dans [32], pour plus de détails sur les techniques primale-duales
pour la minimisation TV nous renvoyons le lecteur à cet article.
Une telle stratégie de régularisation donne de bien meilleurs résultats que la régularisation H1
(voir figure 5.17) pour la reconstruction de fonctions constantes par morceaux. En effet, on retrouve
très bien le caractère continu par morceaux de la fonction d’impédance que l’on cherche.
5.5 Reconstruction simultanée des impédances et de l’obstacle
Passons maintenant à la reconstruction simultanée de la géométrie et des impédances. Nous
utilisons à nouveau une méthode de descente de gradient et nous minimisons la fonction
F (λ, η,Γ) := 12
I∑
i=1
‖T (λ, η,Γ, θˆi)− u∞,δobs,i‖2L2(Si)
par rapport aux impédances (λ, η) et à la géométrie Γ. Comme précédemment on suppose que les
données u∞,δobs,i correspondent à un champ lointain bruité produit par des fonctions d’impédance λ0
et η0 et une géométrie Γ0. L’algorithme utilisé est très similaire à l’Algorithme 5.2, on ajoute sim-
plement une étape de calcul du gradient par rapport à la géométrie et de mise à jour de la géométrie
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Figure 5.17 – Reconstruction de Re(η0) constante par morceaux avec pour valeur initiale ηinit =
0.75 et une régularisation TV . Les autres paramètres sont λ0 = 0, k = 9 et on envoie 10 ondes
incidentes pour une ouverture de pi/5.
(c’est-à-dire du maillage). Pour calculer la direction de descente ε par rapport à la géométrie, on
commence par la décomposer sous la forme ε = εττ + ενν, où τ est le vecteur tangent unitaire, et
on applique à nouveau une régularisation H1(Γ) en résolvant pour tout φ ∈ H1(Γ),
γτ
∫
Γ
∇Γετ · ∇Γφds+
∫
Γ
ετφds = −αΓF ′λ,η(Γ) · (φ τ), (5.7)
γν
∫
Γ
∇Γεν · ∇Γφds+
∫
Γ
ενφds = −αΓF ′λ,η(Γ) · (φν), (5.8)
où γτ , γν > 0 sont les coefficients de régularisation, et F ′λ,η(Γ) est donnée dans le théorème 4.3.1.
A chaque étape n de la minimisation, pour mettre à jour le maillage, on commence par mettre
à jour la frontière de l’obstacle en bougeant chaque point x de Γn vers le point xε défini par
xε = x+ (εττ + ενν)(x), puis on remaille le domaine de calcul compris entre la nouvelle géométrie
Γn+1 et le cercle extérieur ∂BR. Rappelons aussi que l’on doit étendre les impédances à la nouvelle
géométrie en suivant (4.3), on les définit donc par λn+1(xε) = λn(x) et ηn+1(xε) = ηn(x). La figure
5.18 représente, sur une exemple particulier, le maillage utilisé pour obtenir les données u∞,δobs,i,
le maillage initial de la procédure de minimisation et une étape intermédiaire du processus de
minimisation.
(a) Maillage pour générer les données (b) Maillage initial (c) Maillage lors d’une étape in-
termédiaire
Figure 5.18 – Exemples de maillages
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5.5.1 Reconstruction de la géométrie à impédances connues
Nous commençons par reconstruire une forme lorsque η0 et λ0 sont connus. Dans tout ce qui
suit, on suppose que l’on observe le champ lointain sur tout le cercle unité (ouverture totale). Le
résultat présenté en figure 5.19 correspond à une reconstruction lorsque les données sont détériorées
avec 1% de bruit relatif et on envoie deux ondes incidentes (I = 2). Les résultats de la figure 5.20
correspondent à un bruit de 5% et I = 2, puis I = 8. On remarque que lorsque le bruit sur le champ
lointain devient trop important, l’algorithme se retrouve piégé dans un minimum local et envoyer
plus d’ondes incidentes résout cet écueil. Comme tous les algorithmes de descente de gradient,
notre algorithme est très sensible à l’état initial que l’on choisit. De même, on montre en figure 5.21
qu’avec une mauvaise initialisation, il faut avoir plus de données pour espérer retrouver la forme.
Dans ce qui suit toutes les expériences ont été menées pour I = 8 ondes incidentes. Néanmoins,
nous sommes en mesure de retrouver un obstacle en forme de L non étoilé et ce sans utiliser de
paramétrisation. Ce type de reconstruction est en effet possible avec la méthode que nous avons
utilisée.
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(b) Reconstruction avec 1% de bruit
Figure 5.19 – Impédances connues et bonne initialisation.
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(a) 5% de bruit, I = 2
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Figure 5.20 – Impédances connues, bonne initialisation, influence du bruit et de I.
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Figure 5.21 – Impédances connues, mauvaise initialisation, influence de I.
5.5.2 Reconstruction de la géométrie et des impédances supposées constantes
Ici, on suppose que la géométrie Γ0 et les impédances (λ0, η0) = (0.5i, 2) sont inconnues et on
inclus dans les informations a priori le fait que les impédances sont constantes. On part de (i, 1.5)
comme initialisation pour (λ, η), les impédances reconstruites sont (λ, η) = (0.49i, 1.99) pour 1%
de bruit et (λ, η) = (0.51i, 1.93) pour 5% de bruit, les obstacles reconstruits correspondant sont
présentés sur la figure 5.22.
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Figure 5.22 – Le cas d’impédances constantes et inconnues.
5.5.3 Reconstruction de la géométrie et des fonctions d’impédance
Afin d’illustrer la contribution dans le processus de minimisation de la fonction coût F de la
partie tangentielle de la direction de descente ε pour la géométrie lorsque η et λ sont deux fonctions
(voir remarque 4.2.13), on considère dans un premier temps un exemple académique. On veut
reconstruire un cercle Γ0 de rayon R0 = 0.3 et une fonction d’impédance λ0(θ) = 0.5(1+sin2(θ+ pi6 )),
où θ est l’angle polaire, à partir d’un cercle centré au même point mais de rayon 0.2 et d’une fonction
d’impédance λinit = (θ) = 0.5(1+sin2(θ)). On suppose que η0 = 0 est connu, l’amplitude du bruit est
de 5% et on envoie I = 8 ondes incidentes. Par rapport à la géométrie cherchée, la géométrie initiale
est simplement un cercle plus petit et auquel on a fait subir une rotation. On peut donc retrouver
la forme de l’objet diffractant et la fonction d’impédance en itérant seulement sur la géométrie au
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cours de la minimisation. Comme le montre la figure 5.23, la géométrie Γ0 et l’impédance λ0 sont
plutôt bien reconstruits, ce qui ne pourrait être obtenu avec une dérivée de forme « classique »ne
comprenant qu’une composante normale pour la direction de descente (voir [50]).
On termine cette section par un exemple de reconstruction simultanée de λ0 = 0.5(1 + sin2 θ)i,
η0 = 0.5(1 + cos2 θ) et de la forme
Γ0 = {((0.3 + 0.08 cos(3θ)) cos(θ), (0.3 + 0.08 cos(3θ)) sin(θ)) pour θ ∈ [0, 2pi]}.
Nous supposons que la partie réelle de λ0 est nulle et que la partie imaginaire de η0 l’est aussi.
De plus, le niveau de bruit est de 5% et on envoie 8 ondes incidentes, les résultats sont présentés
figure 5.24. L’algorithme se comporte de manière bien différente pour la reconstruction de la forme
et celle des paramètres. Il converge avant tout sur la forme, puis affine le résultat sur les fonctions
d’impédance seulement dans les dernières itérations. De plus, on a une meilleure précision pour la
reconstruction de la forme que pour celle des paramètres. Le problème de reconstruction simultanée
est donc complexe à résoudre, des améliorations de l’algorithme incluant du préconditionement pour
les fonctions d’impédance sont certainement à prévoir.
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Figure 5.23 – Reconstruction d’un cercle et d’une fonction d’impédance en itérant seulement sur
la géométrie, I = 8 et on a 5% de bruit.
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Figure 5.24 – Reconstruction simultanée d’une géométrie et de deux fonctions d’impédances, I = 8.
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5.6 Application à l’identification des couches minces
5.6.1 Formulation du problème inverse
Dans le premier chapitre nous avions motivé l’utilisation d’une condition d’impédance généralisée
par le fait que ce type de condition au bord intervient dans le modèle approché au premier ordre pour
le problème de diffraction par un conducteur parfait recouvert d’une couche mince de diélectrique,
modèle présenté dans le § 1.1.2. Nous allons utiliser les techniques développées ci-dessus pour
retrouver les paramètres de la couche (son épaisseur δ et  et µ) à partir de la donnée du champ
lointain produit par la diffraction d’ondes planes par un obstacle revêtu d’une couche mince. Dans
tout ce qui suit on note δ l’épaisseur de la couche, c’est une fonction strictement positive de C∞(Γ),
 et µ sont deux constantes réelles strictement positives. Introduisons l’opérateur champ lointain
pour le problème de couche mince
Tmince : (δ, µ, ,Γ, θˆ)→ u∞(·, θˆ),
où u∞(·, θˆ) est le champ lointain associé à us = u(x) − eikθˆ·x où u satisfait (1.3) et (1.4) et us
satisfait la condition de radiation de Sommerfeld (1.5). Nous noterons aussi
T1 : (δ, µ, ,Γ, θˆ)→ u∞1 (·, θˆ),
où u∞1 (·, θˆ) est le champ lointain associé à us1 l’unique solution de
∆us1 + k2us1 = 0 dans Ωext,
∂us1
∂ν
+ divΓ(δ−1∇Γus1) + k2µδus1 = −
(
∂ui
∂ν
+ divΓ(δ−1∇Γui) + k2µδui
)
sur Γ,
lim
R→∞
∫
|x|=R
|∂rus1 − ikus1|2 ds = 0
pour ui(x) = eikθˆ·x. L’opérateur Tmince correspond à l’opérateur de champ lointain pour le modèle
complet de couche mince alors que T1 correspond à l’opérateur de champ lointain pour le modèle
de GIBC (condition d’impédance généralisée) à l’ordre 1. Le problème inverse que l’on résout est le
suivant : retrouver la forme Γ0 de l’objet recouvert de diélectrique et retrouver les paramètres δ0,
0 et µ0 de la couche à partir de la donnée de
u∞obs,i := Tmince(δ0, µ0, 0,Γ0, θˆi)
pour plusieurs ondes incidentes de directions d’incidences θˆi en utilisant le modèle de GIBC à
l’ordre 1. On cherche donc à partir des données obtenues à l’aide du modèle complet à retrouver les
paramètres de la couche (épaisseur et propriétés physiques) et la géométrie de l’obstacle en utilisant
le modèle approché. Nous rappelons qu’il est beaucoup moins coûteux de calculer numériquement la
solution du modèle de GIBC que de calculer la solution du modèle complet, d’où l’intérêt pratique
d’adopter une telle méthode de résolution pour l’identification de couches minces.
Nous expérimentons les deux stratégies suivantes. La première consiste à minimiser la fonction
coût :
F1(Γ, δ, µ, ) :=
1
2I
I∑
i=1
‖T1(δ, µ, ,Γ, θˆi)− u∞obs,i‖L2(S1),
c’est-à-dire que l’on cherche les paramètres physiques de la couche. Dans la seconde stratégie nous
proposons de minimiser la fonction coût
Fλ,η(Γ, λ, η) :=
1
2I
I∑
i=1
‖T (λ, η,Γ, θˆi)− u∞obs,i‖L2(S1),
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où l’opérateur T est l’opérateur champ lointain pour le problème de diffraction avec la condition
d’impédance généralisée divΓ(η∇Γ·) + λ· défini précédemment dans ce chapitre. Dans ce deuxième
cas on cherche les impédances surfaciques (λ, η) donnant la meilleure approximation des données
et on extrait les paramètres de la couche à l’aide des expressions λ = δµk2 et η = δ−1. L’intérêt de
considérer F1 est que l’on minimise par rapport à une géométrie, une fonction δ, et deux constantes
µ et  au lieu de minimiser par rapport à une géométrie et deux fonctions dans le cas de Fλ,η. Le
point limitant est qu’il faut avoir une information a priori sur le type d’objet auquel on a affaire
alors que la minimisation de Fλ,η s’adapte à une classe plus importante d’objets.
Dans les exemples numériques, l’épaisseur de la couche cherchée est de la forme δ(s) = δ0(1 −
0.4 sin(s)) où s est l’abscisse curviligne le long de Γ et δ0 est un réel strictement positif. Les tests
ont été effectué pour 10 ondes incidentes de directions d’incidence uniformément réparties sur le
cercle unité. Afin d’évaluer la performance de la minimisation, nous donnerons pour chaque test
l’erreur relative commise sur le champ lointain après optimisation sur les coefficients et la forme.
Pour ceci introduisons les variables suivantes :
Err1 :=
1
I
I∑
i=1
‖T1(δ, µ, ,Γ, θˆi)− u∞obs,i‖
‖u∞obs,i‖
,
Errλ,η :=
1
I
I∑
i=1
‖T (λ, η,Γ, θˆi)− u∞obs,i‖
‖u∞obs,i‖
.
Pour chaque test, nous choisissons δ0 de telle sorte que Err1 soit de l’ordre de 10% pour les coef-
ficients de la couche mince δ, µ0 et 0 qui ont produit les champs u∞obs,i. Ceci signifie que l’erreur
d’approximation sur le champ lointain entre le modèle de GIBC et le modèle complet est de l’ordre
de 10% pour les paramètres δ0, 0 et µ0 que l’on choisit. L’obstacle exact que l’on considère avec
la couche mince est représenté figure 5.25 pour 0 = 0.1 et µ0 = 2.5. Encore une fois, la taille de
l’obstacle est de l’ordre d’une longueur d’onde. Nous consacrons une première partie au problème de
l’identification des paramètres de la couche lorsque la géométrie Γ est connue puis nous présentons
des exemples de reconstruction simultanée de la géométrie et des paramètres de la couche.
Ω
Γ
Γδ
Figure 5.25 – Géométrie de l’obstacle recouvert de couche mince.
5.6.2 Identification des paramètres de la couche
Nous allons ici présenter des résultats de reconstruction des paramètres µ et δ en supposant que
 est connu. Dans tous les cas il est impossible de déterminer de manière unique les trois paramètres
δ, µ et  en utilisant le modèle approché d’impédance généralisée car pour δ, µ et  donnés, 2δ, µ/2
et 2 donnent la même condition d’impédance généralisée. Nous utilisons dans un premier temps
la minimisation de Fλ,η (figures 5.26 et 5.27) puis la minimisation de F1 (figure 5.28). Lors de la
minimisation de Fλ,η on compare les fonctions λ et η retrouvées avec λ0 = δµ0k2 et η0 = δ−1 qui
sont les valeurs prévues par le modèle approché à l’ordre 1 pour les couches minces (voir § 1.1.2). On
remarque que la valeur de l’erreur (Errλ,η ou Err1) est en-dessous des 10% correspondant à l’erreur
d’approximation du modèle GIBC. En revanche on ne retrouve pas exactement les coefficients (λ, η)
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prévus par le modèle d’impédance généralisé, on en trouve de meilleurs dans le sens ou on approche
mieux les données u∞obs,i. Néanmoins, en comparant les figures 5.26 et 5.27 d’une part et les figures
5.28(a) et 5.28(b) d’autre part, on peut dire que plus  est petit plus la reconstruction est précise.
Enfin, les résultats produit par les minimisations de F1 et Fλ,η sont très proches, les deux stratégies
sont très similaires.
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Figure 5.26 – Minimisation de Fλ,η. Parties réelles de λ et η cherchées et reconstruites pour µ0 = 2.5
et 0 = 1 inconnus. Après minimisation, Errλ,η = 5.7%.
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Figure 5.27 – Minimisation de Fλ,η. Parties réelles de λ et η cherchées et reconstruites pour µ0 = 2.5
et 0 = 0.1 inconnus. Après minimisation, Errλ,η = 6.5%.
5.6.3 Reconstruction d’un obstacle recouvert d’une couche de diélectrique
Nous nous intéressons dans cette partie au problème inverse complet qui consiste à retrouver la
géométrie de l’objet diffractant ainsi que les paramètres de la couche mince le recouvrant. Comme
dans la section précédente nous adopterons deux stratégies différents, la première stratégie consiste
à minimiser Fλ,η, (figures 5.29, 5.30 et 5.32) la seconde consiste à minimiser F1 (figures 5.31 et
5.33).
La figure 5.29 illustre une nouvelle fois le fait que l’algorithme de minimisation converge (Errλ,η =
1.2%) mais les paramètres reconstruits ne correspondent pas aux paramètres que l’on cherche. En
revanche la géométrie est parfaitement reconstruite. Pour les mêmes valeurs de 0 et µ0 que celles
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Figure 5.28 – Minimisation de F1. Identification de l’épaisseur et de µ0 = 2.5 pour deux valeurs
de 0 connues.
de la figure 5.29, nous avons minimisé Fλ,η en supposant que η = 0 et le résultat est satisfaisant
aussi bien du point de vue de la minimisation de Errλ,η que du point de vue de la reconstruction de
la forme Γ, voir figure 5.30. Enfin, même en ajoutant des informations a priori dans le modèle (on
minimise F1), la reconstruction de l’épaisseur et de µ0 est plutôt mauvaise alors que Err1 = 1.0%,
voir figure 5.31.
Les deux dernières figures correspondent à une seconde valeur de 0 plus petite. La recons-
truction de la forme reste bonne lorsqu’on minimise Fλ,η, voir figure 5.32, mais encore une fois,
la reconstruction des paramètres est peut satisfaisante. Nous avons aussi essayé de minimiser Fλ,η
avec η = 0 mais la minimisation ne donne rien, la taille de l’obstacle diminue au fil des itérations.
Ce phénomène vient probablement du fait que le modèle d’impédance classique (c’est-à-dire η = 0)
ne décrit pas suffisamment bien la couche mince lorsque  = 0.1. En revanche, dès que l’on ajoute
des informations a priori au modèle (on minimise F1), la forme et les paramètres sont reconstruits
de manière beaucoup plus satisfaisante, voir figure 5.33.
Pour conclure, on peut dire que dans le cas de la reconstruction simultanée de l’obstacle et des
paramètres de la couche la minimisation de la fonctionnelle F1 donne un meilleure reconstruction
(pour l’obstacle et les paramètres) que la minimisation de la fonctionnelle Fλ,η. Enfin, si  n’est pas
petit, le modèle d’impédance classique est suffisant pour obtenir la géométrie de l’objet diffractant.
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Figure 5.29 – Minimisation de Fλ,η. Reconstruction de Γ, λ et η pour µ0 = 2.5 et 0 = 1 inconnus.
Après minimisation, Errλ,η = 1.2%.
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Figure 5.30 – Minimisation de Fλ,η en supposant que η = 0. Reconstruction de Γ et λ pour µ0 = 2.5
et 0 = 1 inconnus. Après minimisation, Errλ,0 = 2.2%.
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Figure 5.31 – Minimisation de F1. Reconstruction de Γ, δ et µ0 avec 0 = 1 connu. µfinal = 3.4 au
lieu de µ0 = 2.5. Après minimisation, Err1 = 1.0%.
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Figure 5.32 – Minimisation de Fλ,η. Reconstruction de Γ,λ pour µ0 = 2.5 et 0 = 0.1 inconnus.
Après minimisation, Errλ,η = 6.9%.
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Figure 5.33 – Minimisation de F1. Reconstruction de Γ, δ et µ avec 0 = 0.1 connu. µfinal = 2.3 au
lieu de µ0 = 2.5. Après minimisation, Err1 = 4.0%.
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Après avoir utilisé avec succès des méthodes d’optimisation pour la résolution du problèmeinverse dans le cas scalaire en présence d’une condition d’impédance généralisée (voir cha-pitre 5), il semble raisonnable d’appliquer les mêmes techniques au problème vectoriel. Le
modèle physique que nous utilisons est celui décrit dans le chapitre 2, c’est-à-dire que contrairement
à ce qui précède, le champ électromagnétique est solution des équations de Maxwell en dimension
trois. En revanche, nous restons dans le cas de la diffraction par un obstacle caractérisé par une
condition d’impédance généralisée du type
ν ×E + ZHT = 0 sur Γ
pour un opérateur Z que nous spécifions dans la suite. Nous nous intéressons à la fois aux ques-
tions théoriques autour de l’unicité et aux questions plus pratiques de différentiabilité du champ
électromagnétique par rapport à la forme et à la condition aux limites.
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Pour ce qui est de l’unicité, des travaux existent dans le cas d’une condition d’impédance clas-
sique (Z = λ). Dans [25], les auteurs montrent qu’une infinité d’ondes incidentes permettent de
déterminer de manière unique l’impédance et l’obstacle en appliquant le principe de réciprocité
mixte dû à Potthast [83]. Nous étendons ce résultat au cas d’un opérateur d’impédance faisant
intervenir des dérivées surfaciques d’ordre 2 du type rotΓηrotΓ +∇ΓγdivΓ + λ.
Une fois l’unicité établie, nous nous tournons vers la question de la différentiabilité. Sur ce
point, le calcul de la différentielle du champ lointain par rapport aux coefficients d’impédance est
une simple généralisation du calcul mené dans le cas scalaire (voir chapitre 4). En revanche, le
calcul de la dérivée de forme est complexe dès que l’on considère un opérateur d’impédance faisant
intervenir des opérateurs de dérivation surfacique. Néanmoins, en nous basant sur [50] qui présente
le calcul de la dérivée de forme pour les équations de Maxwell avec une condition d’impédance
classique et en suivant la procédure développée dans le cas scalaire, nous avons été en mesure de
calculer la dérivée de forme du champ lointain lorsque Z = rotΓηrotΓ + λ pour deux fonctions λ et
η.
Ce chapitre est organisé de la manière suivante. Dans une première section, nous rappelons le
cadre général du problème de diffraction en électromagnétisme avec condition d’impédance généra-
lisée et nous introduisons de nouvelles notations. Ensuite, nous consacrons la deuxième section à la
question de l’unicité. Puis, dans la troisième section nous menons à bien le calcul de la dérivée du
champ lointain par rapport à la condition au bord et par rapport à la forme de l’objet diffractant.
Enfin, nous concluons ce chapitre par une section dédiée au le calcul des dérivées d’une fonction coût
de type moindre carré en utilisant une technique d’état adjoint, nous utilisons ensuite ce résultat
dans un algorithme de minimisation dont nous donnons quelques réalisations.
6.1 Quelques notations
Soit Ω un ouvert borné simplement connexe de R3 de frontière Γ de classe C2. On note toujours
ν la normale à Γ dirigée vers l’extérieur de Ω et Ωext := R3 \ Ω l’espace libre. Soit Z un opérateur
linéaire et continu de V(Γ) dans V(Γ)∗ où V(Γ) est un espace de Hilbert tel que V(Γ) ⊂ L2t (Γ) ∩
H−1/2rotΓ (Γ). On suppose que Z est tel que pour tout f ∈ HrotΓ(Γ)∗ le problème
rotHs + ikEs = 0 dans Ωext,
rotEs − ikHs = 0 dans Ωext,
ν ×Es + ZHsT = f sur Γ,
lim
R→∞
∫
∂BR
|Hs × xˆ− (xˆ×Es)× xˆ|2ds = 0
(6.1)
admet une unique solution (Es,Hs) ∈ Hextrot(Ωext) × VH où Hextrot(Ωext) := {v ∈ (D′(Ωext))3 |vϕ ∈
Hrot(Ωext) ∀ϕ ∈ C∞0 (R3} et VH := {v ∈ Hextrot(Ωext) tels que vT ∈ V(Γ)}. Nous renvoyons le
lecteur au chapitre 2 pour plus de détails à propos du problème direct.
Dans tout ce chapitre nous notons (Es(·, θˆ,p),Hs(·, θˆ,p)) ∈ Hextrot(Ωext) × VH la solution de
(6.1) pour
f(x) := −
(
ν ×Ei(x, θˆ,p) + ZH iT (x, θˆ,p)
)
(6.2)
où les champs
Ei(x, θˆ,p) := − 1
ik
rotxrotx(peikx·θˆ) = ik((θˆ × p)× θˆ)eikx·θˆ,
H i(x, θˆ,p) := rotx(peikx·θˆ) = ik(θˆ × p)eikx·θˆ,
désignent une onde incidente plane de direction d’incidence θˆ ∈ S2 et de polarisation p ∈ S2.
On note (E(·, θˆ,p),H(·, θˆ,p)) = (Es(·, θˆ,p),Hs(·, θˆ,p)) + (Ei(·, θˆ,p),H i(·, θˆ,p)) le champ total et
(E∞(·, θˆ,p),H∞(·, θˆ,p)) le champ lointain associé à (Es(·, θˆ,p),Hs(·, θˆ,p)).
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De même, pour z ∈ Ωext, on note (Es(·, z,p),Hs(·, z,p)) ∈ Hextrot(Ωext)× VH la solution de (6.1)
pour f donnée par (6.2) lorsque Ei(x, θˆ,p) et H i(x, θˆ,p) sont remplacés par
Ei(x, z,p) := − 1
ik
rotxrotx(pΦ(x, z))
et
Hi(x, z,p) := rotx(pΦ(x, z)) = ∇x(Φ(x, z))× p
respectivement. Le champ total est noté (E(·, z,p),H(·, z,p)) = (Es(·, z,p),Hs(·, z,p)) +
(Ei(·, z,p),Hi(·, z,p)) et le champ lointain associé à (Es(·, z,p),Hs(·, z,p)) est noté
(E∞(·, z,p),H∞(·, z,p)). Nous rappelons que
Φ(x, z) = 14pi
eik|x−z|
|x− z|
désigne la fonction de Green sortante de l’équation de Helmholtz dans R3. On appelle champ
incident, tout couple (Ei,H i) ∈ Hrot(Ω)×Hrot(Ω) tel que{
rotH i + ikEi = 0 dans Ω
rotEi − ikH i = 0 dans Ω.
6.2 Un résultat d’unicité
6.2.1 Principe de réciprocité mixte et lemme de densité
Dans cette section nous établissons un principe de réciprocité pour un obstacle avec condition
d’impédance généralisée (correspondant au lemme 3.5.3 dans le cas scalaire) et nous montrons
aussi une version vectorielle du lemme de densité 3.5.4. Nous supposerons que Z est symétrique,
c’est-à-dire que Z∗ = Z. Démontrons dans un premier temps le lemme suivant.
Lemme 6.2.1 Soient (Eij ,H ij) pour j = 1, 2 deux couples de champs incidents et (Esj ,Hsj) pour
j = 1, 2 les deux champs diffractés associés solutions de (6.1). Nous avons alors l’égalité suivante :∫
Γ
(ν ×Es1) ·H i2 + (ν ×Hs1) ·Ei2ds =
∫
Γ
(ν ×Es2) ·H i1 + (ν ×Hs2) ·Ei1ds.
Preuve. Les champs totaux (Ej ,Hj) := (Eij ,H ij) + (Esj ,Hsj) pour j = 1, 2 satisfont
ν ×Ej + ZHj,T = 0 sur Γ.
Mais (ν ×E1) ·H2 = −E1 · (ν ×H2) et ainsi∫
Γ
(ν ×E1) ·H2 + (ν ×H1) ·E2ds =
∫
Γ
(ν ×E1) ·H2 − (ν ×E2) ·H1ds
= −〈ZH1,T ,H2〉+ 〈ZH2,T ,H1〉
= 0
car Z est symétrique. Or, les champs (Esj ,Hsj)j=1,2 sont solutions des équations de Maxwell à
l’extérieur de Ω et satisfont la condition de radiation de Silver–Müller donc (voir [38, page 186])∫
Γ
(ν ×Es1) ·Hs2 + (ν ×Hs1) ·Es2 = 0. (6.3)
De même (Eij ,H ij)j=1,2 sont solutions des équations de Maxwell dans l’ouvert borné Ω donc en
intégrant par partie dans Ω on obtient∫
Γ
(ν ×Ei1) ·H i2 + (ν ×H i1) ·Ei2 = 0 (6.4)
ce qui termine de montrer le lemme.
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Le principe de réciprocité mixte s’écrit :
Lemme 6.2.2 Pour tout p, q ∈ S2, θˆ ∈ S2 et pour tout z ∈ Ωext on a
p · E∞(θˆ, z, q) = 14piq ·E
s(z,−θˆ,p).
Preuve. La preuve de ce résultat est très proche de celle de [75, théorème 14.7]. Rappelons la formule
de représentation intégrale du champ lointain E∞(θˆ) associé à un champ diffracté (Es(x),Hs(x))
(voir [75, corollaire 9.5]),
4piE∞(θˆ) = ikθˆ ×
∫
Γ
{ν(y)×Es(y) +[ν(y)×Hs(y)]× θˆ
}
e−ikθˆ·y ds(y).
Mais pour tout y ∈ Γ, (θˆ,p) ∈ (S2)2,
ikp · θˆ × (ν(y)×Es(y))e−ikθˆ·y = ik(p× θˆ) · (ν(y)×Es(y))e−ikθˆ·y
= H i(y,−θˆ,p) · (ν(y)×Es(y))
et
ikp · θˆ × [(ν(y)×Hs(y))× θˆ]e−ikθˆ·y = ik(θˆ × (p× θˆ)) · (ν(y)×Hs(y))e−ikθˆ·y
= Ei(y,−θˆ,p) · (ν(y)×Hs(y)).
donc
4pip ·E∞(θˆ) =
∫
Γ
[
H i(y,−θˆ,p) · (ν(y)×Es(y)) +Ei(y,−θˆ,p) · (ν(y)×Hs(y))
]
ds(y). (6.5)
Soient z ∈ Ωext, y ∈ Γ et θˆ, q ∈ S2. On applique le lemme 6.2.1 avec Ei1 = Ei(y, z, q) et Ei2 =
Ei(y,−θˆ,p) et (6.5) devient
4pip · E∞(θˆ, z, q) =
∫
Γ
[
Hi(y, z, q) · (ν(y)×Es(y,−θˆ,p))
+Ei(y, z, q) · (ν(y)×Hs(y,−θˆ,p))
]
ds(y).
(6.6)
Pour ce qui est du champ diffracté Es(z,−θˆ,p), la formule de Stratton–Chu [75, théorème 9.4]
donne
Es(z,−θˆ,p) = rotz
∫
Γ
(ν(y)×Es(y,−θˆ,p))Φ(y, z) ds(y)
− 1
ik
rotzrotz
∫
Γ
(ν(y)×Hs(y,−θˆ,p))Φ(y, z) ds(y)
et donc
q ·Es(z,−θˆ,p) =
∫
Γ
[
Hi(y, z, q) · (ν(y)×Es(y,−θˆ,p))
+Ei(y, z, q) · (ν(y)×Hs(y,−θˆ,p))
]
ds(y)
(6.7)
ce qui montre le résultat énoncé dans le lemme au vu de (6.6).
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Nous concluons cette section par le lemme de densité suivant.
Lemme 6.2.3 Soit f ∈ V(Γ)∗ telle que
〈HT (·, θˆ,p),f〉 = 0 , ∀(θˆ,p) ∈ (S2)2
alors f = 0 (i.e. {HT (·, θˆ,p), ∀(θˆ,p) ∈ (S2)2} est dense dans X).
Preuve. La preuve est très similaire à celle du lemme 3.5.4 dans le cas scalaire. Soit f ∈ V(Γ)∗
tel que 〈HT (·, θˆ,p),f〉 = 0 pour toute direction d’incidence θˆ ∈ S2 et toute polarisation p ∈ S2.
Posons (Ef ,Hf ) ∈ HextrotΓ(Ωext)× VH la solution sortante du problème
rotEf + ikEf = 0 dans Ωext,
rotHf − ikHf = 0 dans Ωext,
ν ×Ef + ZHf,T = f sur Γ.
Ainsi pour θˆ,p ∈ S2,
〈HT (·, θˆ,p),ν ×Ef + ZHf,T 〉 = 0
et donc comme Z est symétrique on a∫
Γ
(ν ×H(·, θˆ,p))Ef + (ν ×E(·, θˆ,p))Hfds = 0.
En utilisant (6.3) ceci devient∫
Γ
(ν ×H i(·, θˆ,p))Ef + (ν ×Ei(·, θˆ,p))Hfds = 0
pour tout (θˆ,p) ∈ (S2)2. Ce qui d’après la formule (6.5) implique que le champ lointain E∞f associé
à Ef est nul. Par conséquent, d’après le lemme de Rellich et le principe de prolongement unique
on peut conclure que l’on a nécessairement f = 0.
6.2.2 Unicité pour une infinité d’ondes incidentes
Pour montrer l’identifiabilité de l’obstacle lorsqu’on dispose d’une infinité d’ondes incidentes
pour toutes les directions d’incidence et toutes les directions de polarisation nous allons utiliser une
technique très proche de celle utilisée dans le cas scalaire pour la preuve du théorème 3.5.2. Dans
ce but, soyons plus spécifique sur l’opérateur d’impédance. Nous choisissons dans un premier temps
de traiter le cas d’un opérateur d’impédance de la forme
Z = rotΓηrotΓ + λ
pour deux fonctions λ et η de C0(Γ) et C1(Γ) respectivement satisfaisant l’hypothèse
Hypothèse 6.2.4
Re(λ) ≥ 0 , Re(η) ≥ 0,
il existe c > 0 telle que
|λ| ≥ c , |η| ≥ c
et les parties imaginaires de λ et η ne changent pas de signe sur Γ.
Pour un tel opérateur, nous savons que le problème (6.1) admet une unique solution (Es,Hs) ∈
Hextrot(Ωext)× VH pour V(Γ) = HrotΓ(Γ) et on montre le résultat d’unicité suivant.
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Theorem 6.2.1 Soient Γ1 et Γ2 deux frontières de classe C2 et (λ1, η1) et (λ2, η2) deux couples
de fonctions de L∞(Γ) satisfaisant les hypothèses 6.2.4. Si E∞1 (xˆ, θˆ,p) = E∞2 (xˆ, θˆ,p) pour tout
xˆ, θˆ ∈ S2 et pour toute polarisation p ∈ S2 alors Γ1 = Γ2 et (λ1, η1) = (λ2, η2).
Preuve. Nous commençons par montrer l’unicité de l’obstacle. Supposons que Ω1 6= Ω2 et posons
Ω˜ = R3 \ Ω1 ∪ Ω2. D’après le lemme de Rellich et le principe de continuation unique, pour toute
polarisation p ∈ S2, pour tout y ∈ Ω˜ et pour toute direction d’incidence θˆ ∈ S2, on a
Es1(y, θˆ,p) = Es2(y, θˆ,p).
Ainsi d’après le principe de réciprocité mixte (lemme 6.2.2) on en déduit que
E∞1 (−θˆ, y,p) = E∞2 (−θˆ, y,p)
et donc pour p ∈ S2, y ∈ Ω˜ et x ∈ Ω˜
Es1(x, y,p) = Hs2(x, y,p).
Supposons que Ω1 6⊂ Ω2. Alors il existe un point x∗ ∈ (Γ1 ∩ ∂Ω˜) \ Ω2 et un r∗ > 0 tel que
B(x∗, r∗) ⊂ Rd \ Ω2. En procédant le la même manière que dans la preuve du théorème 3.5.2 on
montre que l’onde incidenteH i(·, x∗,p) est dansHrot(B(x∗, r∗)∩Ω1ext) pour toutes les polarisations
p ∈ S2 et ceci est impossible car
Hi(y, x∗,p) = ∇x(Φ(y, x∗))× p
n’est pas dans L2(B(x∗, r∗) ∩ Ω1ext).
On a donc Γ1 = Γ2 =: Γ et on va en déduire l’unicité pour les fonctions d’impédance. Si
les champs électriques coïncident, alors les champs magnétiques associés coïncident aussi, notons
HT (y, θˆ,p) := H1,T (y, θˆ,p) = H2,T (y, θˆ,p) pour toute direction d’incidence θˆ ∈ S2 et toute
polarisation p ∈ S2. On a d’après la condition au bord satisfaite par H1 et H2 :
rotΓ[(η1 − η2)rotΓHT ] + (λ1 − λ2)HT = 0 sur Γ
pour tout (θˆ,p) ∈ (S2)2. Ainsi d’après le lemme 6.2.3 de densité on en déduit que
rotΓ[(η1 − η2)rotΓv] + (λ1 − λ2)v = 0 sur Γ (6.8)
pour tout v ∈ HrotΓ(Γ) (c’est l’espace V(Γ) pour cet opérateur d’impédance). On en déduit sim-
plement que λ1 = λ2 en prenant pour v une fonction constante sur Γ. Montrons que c’est aussi le
cas pour η1 et η2. Supposons que Re(η1 − η2) > 0 sur un ouvert de mesure non nulle S ⊂ Γ, alors
pour ϕ ∈ C∞0 (S) une fonction non nulle, l’égalité (6.8) prise en v = rotΓ(ϕ) donne∫
S
(η1 − η2)|rotΓ(rotΓϕ)|2 ds = 0
et comme Re(η1 − η2) > 0 on en déduit que rotΓ(rotΓϕ) = 0 sur S et donc sur Γ. Ainsi, d’après
[18] il existe θ ∈ H1(Γ) telle que rotΓϕ = ∇Γθ. Mais on a aussi 0 = divΓ(rotΓϕ) = ∆Γθ sur Γ
ce qui implique que θ est constante sur Γ. Ainsi rotΓϕ = 0 sur Γ et donc ϕ est constante sur Γ.
Mais ϕ est aussi continue et à support compact dans S donc ϕ = 0 sur Γ ce qui contredit le fait
que ϕ est non nulle sur S. On raisonne de la même manière si Re(η1 − η2) < 0 et on montre que
Re(η1 − η2) = 0. Le même procédé permet aussi d’avoir Im(η1 − η2) = 0 et donc η1 = η2.
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Soit (λ, η, γ) ∈ C0(Γ)× C1(Γ)× C1(Γ), posons
Z = rotΓηrotΓ +∇ΓγdivΓ + λ.
On rappelle que dès que (λ, η, γ) satisfont l’hypothèse 2.3.1, alors le problème (6.1) admet une
unique solution (Es,Hs) ∈ Hextrot(Ωext) × VH pour V(Γ) = H1t (Γ). De la même manière que dans
le théorème précédent, on montre le résultat suivant.
Théorème 6.2.5 Soient Γ1 et Γ2 deux frontières de classe C2 et (λ1, η1, γ1) et (λ2, η2, γ2) deux
triplets de C0(Γ)×C1(Γ)×C1(Γ) qui satisfont l’hypothèse 2.3.1. Si E∞1 (yˆ, θˆ,p) = E∞2 (yˆ, θˆ,p) pour
tout yˆ, θˆ ∈ S2 et pour toute polarisation p ∈ S2 alors Γ1 = Γ2 et (λ1, η1, γ1) = (λ2, η2, γ2).
Remarque 6.2.6 Contrairement au cas des équations de Helmholtz, si on ne dispose que d’un
nombre fini d’ondes incidentes, nous ne sommes pas en mesure de montrer un résultat d’unicité pour
les fonctions (ou constantes) d’impédances intervenant dans un opérateur de dérivation surfacique.
Par exemple, à notre connaissance, le problème de l’unicité du η (même s’il est constant) si on
dispose d’un nombre fini d’ondes incidentes est ouvert.
6.3 Calcul des dérivées du champ lointain
Dans toute la suite de ce chapitre nous supposons que l’opérateur d’impédance est de la forme
Z = rotΓηrotΓ + λ.
Pour une direction d’incidence θˆ ∈ S2 et une direction de polarisation p ∈ S2 données définissons
l’opérateur champ lointain
T : (λ, η,Γ) −→ E∞(·, θˆ,p)
où E∞(·, θˆ,p) ∈ L2t (S2) est le champ lointain associé à Es(·, θˆ,p).
6.3.1 Dérivation du champ lointain par rapport à la condition d’impédance
Dans cette section, nous supposons que la géométrie Γ est fixée et nous calculons la dérivée de
T par rapport aux impédances. Soit Λ un sous espace de L∞(Γ) × L∞(Γ) tel que tout (λ, η) ∈ Λ
satisfait l’hypothèse 6.2.4. Introduisons l’application partielle
TΓ : Λ −→ L2t (S2)
(λ, η) 7−→ T (λ, η,Γ).
On montre alors le théorème suivant.
Theorem 6.3.1 L’application TΓ est Fréchet différentiable (au sens de la Définition 4.1.2) sur Λ et
pour tout (λ, η) ∈ Λ sa différentielle de Fréchet est l’application T ′Γ(λ, η) : L∞(Γ)×L∞(Γ)→ L2t (S2)
définie par
T ′Γ(λ, η) · (h, l) = E∞h,l ∀(h, l) ∈ (L∞(Γ))2
où E∞h,l est le champ lointain associé au champ électrique Es solution de (6.1) avec
f = −(rotΓ(lrotΓHT ) + hHT )
où H := Hs(·, θˆ,p) +H i(·, θˆ,p).
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Preuve. Soit BR une boule de rayons R telle que Ω \BR. Comme dans le cas scalaire introduisons
l’opérateur continu
RΓ : Λ −→ H−1/2div∂BR (∂BR)×H
−1/2
div∂BR
(∂BR)
(λ, η) 7−→ (xˆ×Es(·, θˆ,p), xˆ×Hs(·, θˆ,p))|∂BR
où xˆ := x/|x| désigne la normale extérieure à ∂BR et (Es(·, θˆ,p),Hs(·, θˆ,p)) désigne la solution de
(6.1) où f est donné par (6.2). Notons aussi
I : H−1/2div∂BR (∂BR)×H
−1/2
div∂BR
(∂BR) −→ L2t (S2)
(g1, g2) 7−→
ik
4pi xˆ×
∫
∂BR
(g1(y) + g2(y)× xˆ)e−ikxˆ·y ds(y),
alors
TΓ = I ◦RΓ.
Comme le problème (6.1) est bien posé et que l’opérateur d’impédance dépend de manière continue
des fonctions d’impédance, on montre comme dans le cas scalaire que pour (λ, η) ∈ Λ et (h, l) ∈
L∞(Γ)2, la différentielle de Fréchet de RΓ est donnée par
R′Γ(λ, η) · (h, l) = (xˆ×Esh,l, xˆ×Hsh,l)
où (Esh,l,Hsh,l) est solution de (6.1) avec
f = −(rotΓ(lrotΓHT ) + hHT )
où H := Hs(·, θˆ,p) +H i(·, θˆ,p). Le résultat est alors direct car l’application I est linéaire.
6.3.2 Continuité du champ lointain par rapport à l’obstacle
Avant de montrer la différentiabilité du champ lointain par rapport à l’obstacle, nous devons
montrer une propriété de continuité similaire au théorème 3.4.1 dans le cas scalaire. Nous reprenons
les notations de le § 4.2, B∞1 désigne à nouveau la boule unité ouverte de C1,∞(R3,R3) et on note
‖ · ‖ la norme sur C1,∞(R3,R3) = C1(R3,R3) ∩W 1,∞(R3,R3). Pour ε ∈ B∞1 et (λ, η) ∈ (L∞(Γ))2
on note fε := Id + ε et λε := λ ◦ f−1ε , ηε := η ◦ f−1ε . On rappelle que fε est un C1 difféomorphisme
de R3 dans R3. La frontière de l’obstacle perturbé Ωε := fε(Ω) est elle notée Γε := fε(Γ).
Soit Λ un sous espace de L∞(Γ) × L∞(Γ) tel que tout (λ, η) ∈ Λ satisfait l’hypothèse 6.2.4.
Soit (λ, η) ∈ Λ, notons (Esε(·, θˆ,p),Hsε(·, θˆ,p)) ∈ Hextrot(R3 \Ωε)×{v ∈ Hextrot(R3 \Ωε) tels que vT ∈
HrotΓ(Γε)} l’unique solution de
rotHsε + ikEsε = 0 dans R3 \ Ωε,
rotEsε − ikHsε = 0 dans R3 \ Ωε,
νε ×Esε + rotΓε(ηεrotΓεHsε,Tε) + λεHsε,Tε = f sur Γε,
lim
R→∞
∫
∂BR
|Hsε × xˆ− (xˆ×Esε))× xˆ|2ds = 0,
avec
f = −
(
νε ×Ei(x, θˆ,p) + rotΓε(ηεrotΓεH iTε(x, θˆ,p)) + λεH iTε(x, θˆ,p)
)
.
Le vecteur νε désigne la normale à Γε dirigée vers l’extérieur de Ωε et pour tout vecteur v, on utilise
la notation vTε := (νε × v)× νε. On note aussi (Eε,Hε) := (Esε +Hsε) + (Ei(x, θˆ,p),H i(x, θˆ,p))
et (E,H) := (Es(x, θˆ,p),Hs(x, θˆ,p)) + (Ei(x, θˆ,p),H i(x, θˆ,p)) les solutions du problème direct
sur Ωε et Ω respectivement pour une direction d’incidence θˆ et une direction de polarisation p ∈ S2
données. Soit BR une boule de rayon R telle que Ω ⊂ BR/2, en suivant les idées de la preuve du
théorème 3.4.1 on obtient le résultat suivant.
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Theorem 6.3.2 Il existe C > 0 telle que pour tout ε ∈ B∞1 suffisamment petit on a
‖Eε ◦ fε −E‖HrotΓ (Γ) + ‖Eε ◦ fε −E‖Hrot(BR\Ω) ≤ C‖ε‖
et
‖Hε ◦ fε −H‖HrotΓ (Γ) + ‖Hε ◦ fε −H‖Hrot(BR\Ω) ≤ C‖ε‖.
6.3.3 Dérivation du champ lointain par rapport à l’obstacle
Dans cette section nous évaluons la dérivée de forme du champ lointain. Comme dans le cas
scalaire, de la régularité supplémentaire sur le champ électromagnétique est nécessaire pour justifier
le calcul de la dérivée de forme. Dans ce but, nous montrons le lemme 6.3.2 dont la preuve s’appuie
principalement sur le corollaire 2.15 de [6] que nous rappelons dans la proposition suivante.
Proposition 6.3.1 Supposons que Ω est un domaine de classe Cm,1 pour m ≥ 1. Alors, les espaces
de fonction
{v ∈ (L2(Ω))3; rotv ∈ (Hm−1(Ω))3, divv ∈ Hm−1(Ω) et ν × v ∈ (Hm−1/2(Γ))3}
et
{v ∈ (L2(Ω))3; rotv ∈ (Hm−1(Ω))3, divv ∈ Hm−1(Ω) et ν · v ∈ (Hm−1/2(Γ))3}
sont inclus dans (Hm(Ω))3.
Pour plus de simplicité, nous supposons dans cette section que les impédances λ et η sont des
fonctions de C∞(Γ) et que Γ est de classe C∞. On a alors
Lemme 6.3.2 Soit f ∈ V(Γ)∗ ∩Hs−1/2divΓ (Γ) pour s ≥ 0. Tout champ électromagnétique (E,H) ∈
Hextrot(Ωext)× VH satisfaisant 
rotH + ikE = 0 dans Ωext,
rotE − ikH = 0 dans Ωext,
ν ×E + ZHT = f sur Γ,
est dans (Hs+3/2(BR \ Ω))3 × (Hs+1(BR \ Ω))3 pour toute boule BR de rayon R contenant Ω.
Preuve. Tout d’abord, d’après la condition au bord, comme divΓrotΓ = 0 on a divΓ(λHT ) =
−divΓ(ν ×E) + divΓf ∈ H−1/2(Γ) car E ∈ Hextrot(Ωext) et f est au moins dans H−1/2divΓ (Γ). Mais on
a aussi rotΓ(HT ) ∈ L2t (Γ) car H ∈ VH ce qui implique que HT ∈ (H1/2(Γ))3 d’après la relation
~∆Γ = ∇ΓdivΓ − rotΓrotΓ.
Ainsi d’après la proposition 6.3.1, on en déduit que H ∈ (H1(BR \ Ω))3. D’un autre côté,
rotΓ(ηrotΓHT ) ∈ H−1/2(Γ) donc rotΓHT ∈ H1/2(Γ) et comme ν ·E = − 1ik rotΓHT , à nouveau en
appliquant la proposition 6.3.1 on obtient E ∈ (H3/2(BR \Ω))3. On obtient le résultat annoncé en
itérant cette procédure.
Par conséquent les champs diffractés (Es(·, θˆ,p),Hs(·, θˆ,p)) et (Es(·, z,p),Hs(·, z,p)) sont des fonc-
tions de (C∞(BR \ Ω))3 pour toute boule de rayon R telle que Ω ⊂ BR et pour tout z ∈ Ωext.
Dorénavant Λ désigne un sous espace de C∞(Γ) × C∞(Γ) tel que tout (λ, η) ∈ Λ satisfait
l’hypothèse 2.3.4. Pour tout obstacle Ω de frontière Γ de classe C∞ et pour tout couple (λ, η) ∈ Λ,
la dérivée de forme du champ lointain est donnée par la différentielle de Fréchet de l’application
Tλ,η : B∞1 −→ L2t (S2)
ε 7−→ T (λε, ηε,Γε).
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Cette application se décompose sous la forme
Tλ,η = I ◦Rλ,η
où
Rλ,η : B∞1 −→ H−1/2div∂BR (∂BR)×H
−1/2
div∂BR
(∂BR)
ε 7−→ (xˆ×Esε(·, θˆ,p), xˆ×Hsε(·, θˆ,p))|∂BR .
Nous commençons par calculer la différentielle de Fréchet de l’application Rλ,η en suivant la pro-
cédure développée dans le cas scalaire (voir § 4.2) et en nous inspirant de [50]. Supposons pour le
moment que Ω ⊂ Ωε. Nous avons un premier lemme de représentation pour la différence entre Esε
et Es.
Lemme 6.3.3 Pour z ∈ R3 \ Ωε et q ∈ S2,
q · (Esε(z)−Es(z)) = −
∫
Γε
Hε(y) · [νε × E(y, z, q)
+ rotΓε(ηεrotΓεHTε(y, z,p)) + λεHTε(y, z, q)]dsε(y).
où (E(y, z, q),H(y, z, q)) est définie au § 6.2.1 et HTε := (νε ×H)× νε.
Preuve. Soit q ∈ S2 et z ∈ R3 \ Ωε. D’après (6.7) on a
q ·Es(z) =
∫
Γ
[
Hi(y, z, q) · ν(y)×Es(y) + Ei(y, z, q) · ν(y)×Hs(y)
]
ds(y)
et en utilisant le lemme 6.2.2 ceci devient
−q ·Es(z) =
∫
Γ
[
Hs(y, z, q) · ν(y)×Ei(y) + Es(y, z, q) · ν(y)×H i(y)
]
ds(y)
puis d’après (6.3)
−q ·Es(z) =
∫
Γ
[Hs(y, z, q) · ν(y)×Eε(y) + Es(y, z, q) · ν(y)×Hε(y)] ds(y).
En intégrant par partie dans Ωε ∩ Ω, ceci devient finalement
−q ·Es(z) =
∫
Γε
[Hs(y, z, q) · νε(y)×Eε(y) + Es(y, z, q) · νε(y)×Hε(y)] dsε(y). (6.9)
D’un autre côté, en utilisant à nouveau (6.7) ainsi que (6.4) on a aussi
q ·Esε(z) =
∫
Γε
[
Hi(y, z, q) · νε(y)×Eε(y) + Ei(y, z, q) · νε(y)×Hε(y)
]
dsε(y)
et donc en combinant avec (6.9) on obtient
q · (Esε(z)−Es(z)) =
∫
Γε
[H(y, z, q) · νε(y)×Eε(y) + E(y, z, q) · νε(y)×Hε(y)] dsε(y).
La condition au bord satisfaite par (Eε,Hε) sur Γε donne le résultat.
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Toujours en suivant la procédure présentée dans le cas scalaire, nous allons remplacer Hε par
H dans la représentation intégrale donnée dans le lemme précédent. Cette substitution n’est pas
exacte, notons O(·) une fonction régulière de [0,+∞[→ R telle qu’il existe C > 0 telle que pour
tout x ∈ [0,+∞[ on ait |O(x)| ≤ C|x|.
Lemme 6.3.4 Pour tout q ∈ S2 on a
q · (Esε(z)−Es(z)) = −
∫
Γε
H(y) · [νε × E(y, z, q)
+ rotΓε(ηεrotΓεHTε(y, z,p)) + λεHTε(y, z, q)]dsε(y) +O(‖ε‖2).
uniformément pour q et pour z dans tout ensemble compact K ⊂ R3 \ Ωε.
Preuve. La preuve s’inspire fortement de celle du lemme 4.2.4 dans le cas scalaire, nous ne donnons
donc que ses grandes lignes. À partir de la formule de représentation obtenue au lemme 6.3.3, on
remplace Hε par H à l’ordre O(‖ε‖2) en utilisant le résultat de continuité du théorème 6.3.2 ainsi
que la condition au bord sur Γ satisfaite par (H,E).
Pour la suite du calcul nous avons besoin d’étendre les quantité surfaciques λε, ηε, νε et rotΓε dans
tout le domaine Ωε \ Ω. Pour le confort du lecteur nous rappelons ici des notions déjà introduites
dans le § 4.2.2. Comme Γ est de classe C1, pour tout x0 ∈ Γ, il existe une fonction ϕ de classe
C1 et deux ouverts U ⊂ R2 et V ⊂ R3 qui sont des voisinages de 0 et x0 respectivement tels que
ϕ(0) = x0 et
Γ ∩ V = {ϕ(ξ) ; ξ ∈ U}.
Pour t ∈ [0, 1] définissons
ft := Id + tε, ϕt := ft ◦ ϕ,
la fonction ϕt permet de paramétrer Γt = (Id + tε)(Γ) au voisinage de xt0 := ft(x0), et les vecteurs
tangents à Γt au point xt0 s’écrivent
etj =
∂ϕt
∂ξj
= (Id + t∇ε) ∂ϕ
∂ξj
= (Id + t∇ε)ej , pour j = 1, 2 (6.10)
où (∇ε)i,j = ∂εi/∂xj est la matrice Jacobienne de ε et les vecteurs ej = ∂ϕ/∂ξj pour j = 1, 2
forment une base du plan tangent à Γ en x0. On défini la base covariante (eit) sur Γt au point xt0
par
eit · etj = δij , pour i, j = 1, 2, (6.11)
de plus, la normale unitaire sortante à Γt au point xt0 est donnée par
νt =
et1 × et2
|et1 × et2|
.
Pour le rotationnel surfacique d’un vecteur w régulier on utilise la formule
rotΓt := νt · rot
comme extension. Pour tout E ∈ (H1(Ωε \ Ω))3 nous notons
ETt := (νt ×E)× νt
la projection de E sur le plan tangent à Γt. Enfin, les fonctions d’impédance λ et η sont étendues
dans le volume Ωε \ Ω à l’aide de la formule
λt = λ ◦ ft , ηt = η ◦ ft.
Revenons à la formule de représentation intégrale du lemme 6.3.4 pour Esε −Es et transportons-là
sur Γ.
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Lemme 6.3.5 Pour tout q ∈ S2 on a
q · (Esε(z)−Es(z)) = −
∫
Γ
(ε · ν)div{E(·, z, q)×H + λtH(·, z, q)× (νt ×H)
+ (ηtrotΓtHTtrotΓtHTt(·, z, q))νt}|t=0ds+O(‖ε‖2).
uniformément pour q et pour z dans tout ensemble compact K ⊂ R3 \ Ωε.
Preuve. Dorénavant nous ne mentionnons plus explicitement la dépendance de E(y, z, q) et
H(y, z, q) par rapport à y, z et q. D’après le lemme 6.3.4 on a
q · (Esε(z)−Es(z)) = −
∫
Γε
H · [νε × E+ rotΓε(ηεrotΓεHTε) + λεHTε ]dsε +O(‖ε‖2)
= −
∫
Γε
(E×H) · νε + ηεrotΓεHTεrotΓεHTε
+ λε[H× (νε ×H)] · νεdsε +O(‖ε‖2).
En appliquant le théorème de divergence ainsi que la condition sur Γ satisfaite par (E,H) ceci
devient
q · (Esε(z)−Es(z)) = −
∫
Ωε\Ω
div{E×H + (ηtrotΓtHTtrotΓtHTt)νt+
λtH× (νt ×H)}dx+O(‖ε‖2).
Comme dans la preuve du lemme 4.2.5, en utilisant le changement de variable (xΓ, t) 7→ xΓ + tε(xΓ)
on arrive à
q · (Esε(z)−Es(z)) = −
∫
Γ
(ε · ν)div{E×H + (ηtrotΓtHTtrotΓtHTt)νt+
λtH× (νt ×H)}|t=0ds+O(‖ε‖2).
Pour développer le terme de divergence nous aurons besoin du lemme technique suivant.
Lemme 6.3.6 Soit v ∈ H2(Ωext),
rot(νt × v)|t=0 = divΓvTν +
(
R− 2H − ∂
∂ν
)
vT +
1
ν · ε [∇Γ(ν · ε)× v]× ν sur Γ,
et
∂
∂ν
(rotΓtvTt)|t=0 = −divΓ(rotv)T − 2HrotΓvT −
1
ν · ε∇Γ(ν · ε) · (rotv) sur Γ
où R = ∇Γν et 2H = divΓν.
Preuve. Soit x0 ∈ Γ, on complète (e1, e2) avec e3 = ε. On associe à cette base de R3 une base
covariante (f1, f2, f3) calculée dans la preuve du lemme 4.2.6. Notons aussi ν˜t l’extension de la
normale à Γ en utilisant la paramétrisation x = xΓ + tν(xΓ) introduite au § 1.1.1 :
ν˜t(xΓ + tν(xΓ)) = ν(xΓ) pour xΓ ∈ Γ.
Commençons par montrer la première relation. En utilisant le théorème 2.5.20 de [78] on a
rot(νt × v)|t=0 = divΓ(vT )ν +
(
R− 2H − ∂
∂ν
)
[(νt × v)× ν˜t]|t=0
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car
rotΓ([νt × v] · ν˜t)|t=0 = rotΓ([ν × v] · ν) = 0.
On rappelle que R := ∇Γν désigne le tenseur de courbure et 2H := divΓ(ν) désigne la courbure
moyenne. D’un autre côté
∂
∂ν
[(νt × v)× ν˜t]|t=0 = ∂
∂ν
[((νt − ν˜t)× v)× ν˜t]|t=0 + ∂
∂ν
vT .
Mais, pour tout champ de vecteur w
∂w
∂ν
|Γ =
2∑
i=1
∂w
∂ξi
(f i · ν) + ∂w
∂t
(f3 · ν)
et donc d’après le lemme 2.3 de [50] on obtient
∂
∂ν
[((νt − ν˜t)× v)× ν˜t]|t=0 =
[
∂
∂t
(νt − ν˜t)|t=0 × v
]
× ν = −[∇Γ(ν · ε)× v]× ν
ν · ε
car pour i = 1, 2
∂
∂ξi
[((νt − ν˜t)× v)× ν˜t]|t=0 = 0.
On a ainsi la première relation du lemme.
Passons à la deuxième relation,
∂
∂ν
(rotΓtvTt)|t=0 =
∂
∂ν
(νt · rotv)|t=0 = ∂
∂ν
(ν˜t · rotv)|t=0 + ∂
∂ν
[(νt − ν˜t) · rotv]|t=0. (6.12)
Or, comme précédemment
∂
∂ν
[(νt − ν˜t) · rotv]|t=0 = − 1
ν · ε∇Γ(ν · ε) · (rotv)|Γ.
Notons
rotΓ˜t((ν˜t × v)× ν˜t) := ν˜t · rotv
et l’opérateur de divergence associé
divΓ˜t(v× ν˜t) := rotΓ˜t((ν˜t × v)× ν˜t).
D’après le lemme 2.5.10 de [78] on a
∂
∂ν
[divΓ˜t(v× ν˜t)]|t=0 − divΓ˜t
[
∂
∂ν
(v× ν˜t)
]
|t=0 = −divΓ(Rv) + 2[(v× ν) · ∇ΓH]. (6.13)
Or
divΓ˜t
[
∂
∂ν
(v× ν˜t)
]
|t=0 = divΓ
[
∂
∂ν
(v× ν)
]
= divΓ [−rotv + (rotΓvT )ν + (R− 2H)(v× ν)]
et
−(rotv) · ν + rotΓvT = 0
donc
divΓ˜t
[
∂
∂ν
(v× ν˜t)
]
|t=0 = divΓ[−(rotv)T + (R− 2H)(v× ν)].
En combinant avec (6.13) on a
∂
∂ν
[divΓ˜t(v× ν˜t)]|t=0 = −divΓ[(rotv)T ]− 2HdivΓ(v× ν).
Il suffit alors de revenir à (6.12) pour obtenir la deuxième relation du lemme.
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Afin de rendre la suite plus lisible, nous séparons en deux le développement du terme de di-
vergence dans l’expression obtenue au lemme 6.3.5. La première partie est développée dans la
proposition 6.3.7 alors que la deuxième (qui est en fait la nouveauté de ce travail) est calculée dans
la proposition 6.3.8.
Proposition 6.3.7 Pour (E,H) et (E,H) les fonctions du lemme 6.3.5 on a∫
Γ
(ν · ε)div{E×H + λtH× (νt ×H)}|t=0ds =
∫
Γ
H · {ik(ν · ε)HT
− ikZ[(ν · ε)(ν ×E)]− rotΓ[(ν · ε)(ν ·E)]− λ(ν · ε) (2R− 2H)HT
−ikλ(ν · ε)ZHT + λ∇Γ[(ν · ε)(ν ·H)]− ikZ[λ(ν · ε)HT ]− (∇Γλ · ε)HT } ds.
Preuve. Commençons par rappeler la formule suivante valable pour deux champs de vecteurs u et
v :
div(u× v) = rotu · v− u · rotv
et pour une fonction ϕ on a aussi
rot(ϕv) = ∇ϕ× v + ϕrotv.
Ainsi, en utilisant les équations de Maxwell on obtient
div(E×H)|t=0 = ik(H ·H + E ·E)|Γ.
D’après la condition au bord satisfaite par (E,H) et la formule rotΓv = ν × rot(v) on a
E ·E = [ν × E] · [ν ×E] + [ν · E] · [ν ·E]
= −ZHT · [ν ×E]− 1
ik
rotΓ(HT ) · [ν ·E]
où Z = rotΓηrotΓ + λ. De même
div[λtH× (νt ×H)]|t=0 = (rotH)|Γ · (λν ×H)|Γ −H|Γ · rot[λt(νt ×H)]|t=0
= −ikλ[E · (ν ×H)]|Γ −H|Γ · rot[νt × (λtH)]|t=0.
En utilisant la première formule du lemme 6.3.6 on obtient
div[λtH× (νt ×H)]|t=0 = −ikλ[E · (ν ×H)]|Γ
−H ·
{
divΓ(λHT )ν +
(
R− 2H − ∂
∂ν
)
(λtHT )|t=0 + λ
ν · ε [∇Γ(ν · ε)×H]× ν
}
.
ou encore
div[λtH× (νt ×H)]|t=0 = −ikλ[ZH ·HT )]|Γ
−H ·
{
divΓ(λHT )ν +
(
R− 2H − ∂
∂ν
)
(λtHT )|t=0 + λ
ν · ε [∇Γ(ν · ε)×H]× ν
}
.
en utilisant la condition au bord. On termine en développant le terme ∂(λtHT )∂ν |t=0 à l’aide du lemme
4.2.6 :
div[λtH× (νt ×H)]|t=0 = −ikλ[ZH ·HT )]− ∇Γλ · ε
ν · ε H ·HT
−H ·
{
divΓ(λHT )ν + λ
(
R− 2H − ∂
∂ν
)
HT +
λ
ν · ε [∇Γ(ν · ε)×H]× ν
}
.
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Mais, d’après la formule 2.5.225 de [78] et la condition au bord on a
− ∂
∂ν
HT = ν × rot(H)−∇Γ(ν ·H) +RHT = ikZHT −∇Γ(ν ·H) +RHT ,
et de plus, comme u× (v×w) = (u ·w)v− (u · v)w on a,
−λ[∇Γ(ν · ε)×H]× ν = λ∇Γ(ν · ε)(ν ·H)
et donc
−λ[∇Γ(ν · ε)×H]× ν + λ(ν · ε)∇Γ(ν ·H) = λ∇Γ[(ν · ε)(ν ·H)].
Ainsi on aboutit à∫
Γ
(ν · ε)div{E×H + λtH× (νt ×H)}|t=0ds =
∫
Γ
H · {ik(ν · ε)H − (ν · ε)divΓ(λHT )ν
− ikZ[(ν · ε)(ν ×E)]− rotΓ[(ν · ε)(ν ·E)]− λ(ν · ε) (2R− 2H)HT
−ikλ(ν · ε)ZHT + λ∇Γ[(ν · ε)(ν ·H)]− ikZ[λ(ν · ε)HT ]− (∇Γλ · ε)HT } ds.
Pour conclure il suffit de remarquer que
ik(ν ·H)− divΓ(λHT ) = (−divΓ(ν ×E)− divΓ(λHT )) = divΓ(rotΓ(ηrotΓHT )) = 0
car divΓrotΓ = 0.
Proposition 6.3.8 Pour (E,H) et (E,H) les fonctions du lemme 6.3.5 on a∫
Γ
(ν · ε)div{ηtrotΓt(HTt)rotΓt(HTt)νt}|t=0ds =
∫
Γ
H{−2rotΓ[H(ν · ε)ηrotΓ(HT )]
− ikZ[(ν · ε)rotΓ(ηrotΓHT )]− ikrotΓ[ηrotΓ[(ν · ε)Z(HT )]]
− rotΓ[(∇Γη · ε)rotΓ(HT )]}ds.
Preuve. Tout d’abord
div{ηtrotΓt(HTt)rotΓt(HTt)νt}|t=0 = 2HηrotΓ(HT )rotΓ(HT )
+ ∂ηt
∂ν
|t=0rotΓ(HT )rotΓ(HT ) + η ∂
∂ν
(rotΓt(HTt)rotΓt(HTt))|t=0,
et d’après la deuxième relation du lemme 6.3.6 on a en utilisant les équations de Maxwell
∂
∂ν
[rotΓt(HTt)rotΓt(HTt)]|t=0
= rotΓ(HT )
∂
∂ν
(rotΓt(HTt))|t=0 + rotΓ(HT )
∂
∂ν
(rotΓt(HTt))|t=0
= rotΓ(HT )
{
ikdivΓ[ET ]− 2HrotΓ(HT ) + ik
ν · ε∇Γ(ν · ε) · E
}
+ rotΓ(HT )
{
ikdivΓ[ET ]− 2HrotΓ(HT ) + ik
ν · ε∇Γ(ν · ε) ·E
}
.
En utilisant la condition au bord satisfaite par les couples (E,H) et (E,H) on a
∂
∂ν
[rotΓt(HTt)rotΓt(HTt)]|t=0
= rotΓ(HT )
{
−ikrotΓ[Z(HT )]− 2HrotΓ(HT ) + ik
ν · εrotΓ(ν · ε) · (ZHT )
}
+ rotΓ(HT )
{
−ikrotΓ[Z(HT )]− 2HrotΓ(HT ) + ik
ν · εrotΓ(ν · ε) · (ZHT )
}
.
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mais comme pour toute fonction ϕ et tout champ de vecteurs v on a
rotΓ(ϕv) = −v · rotΓ(ϕ) + ϕrotΓ(v),
on obtient
∂
∂ν
[rotΓt(HTt)rotΓt(HTt)]|t=0 = −4HrotΓ(HT )rotΓ(HT )
− ik
ν · εrotΓ(HT )rotΓ[(ν · ε)Z(HT )]−
ik
ν · εrotΓ(HT )rotΓ[(ν · ε)Z(HT )].
Ainsi ∫
Γ
(ν · ε)div{ηtrotΓt(HTt)rotΓt(HTt)νt}|t=0ds =
∫
Γ
{−2H(ν · ε)ηrotΓ(HT )rotΓ(HT )
− ikηrotΓ(HT )rotΓ[(ν · ε)Z(HT )]− ikηrotΓ(HT )rotΓ[(ν · ε)Z(HT )]
− (∇Γη · ε)rotΓ(HT )rotΓ(HT )}ds
et en intégrant par partie sur Γ ceci devient∫
Γ
(ν · ε)div{ηtrotΓt(HTt)rotΓt(HTt)νt}|t=0ds =
∫
Γ
H{−2rotΓ[H(ν · ε)ηrotΓ(HT )]
− ikZ[(ν · ε)rotΓ(ηrotΓHT )]− ikrotΓ[ηrotΓ[(ν · ε)Z(HT )]]
− rotΓ[(∇Γη · ε)rotΓ(HT )]}ds.
Les propositions 6.3.7 et 6.3.8 permettent d’aboutir au théorème suivant.
Théorème 6.3.9 Pour tout q ∈ S2 on a
q · (Esε(z)−Es(z)) =
∫
Γ
H(·, z, q)Bε(E,H)ds+O(‖ε‖2)
uniformément pour q et pour z dans tout ensemble compact K ⊂ R3 \ Ωε et
Bε(E,H) :=− ik(ν · ε)HT + rotΓ[(ν · ε)(ν ·E)] + λ(ν · ε) (2R− 2H)HT
− λ∇Γ[(ν · ε)(ν ·H)] + 2rotΓ[H(ν · ε)ηrotΓ(HT )] + ikZ[(ν · ε)ZHT ]
+ (∇Γλ · ε)HT + rotΓ[(∇Γη · ε)rotΓ(HT ).
On rappelle que Z· = rotΓ(ηrotΓ·) + λ·, R = ∇Γν et 2H = divΓν.
Preuve. Tout d’abord si on regroupe les résultats des propositions 6.3.7 et 6.3.8 on obtient∫
Γ
(ε · ν)div{E×H + λtH× (νt ×H) + (ηtrotΓtHTtrotΓtHTt)νt}|t=0ds
=
∫
Γ
H · {ik(ν · ε)HT − ikZ[(ν · ε)(ν ×E)]− rotΓ[(ν · ε)(ν ·E)]− λ(ν · ε) (2R− 2H)HT
− ikλ(ν · ε)ZHT + λ∇Γ[(ν · ε)(ν ·H)]− ikZ[λ(ν · ε)HT ]− (∇Γλ · ε)HT
− 2rotΓ[H(ν · ε)ηrotΓ(HT )]− ikZ[(ν · ε)rotΓ(ηrotΓHT )]− ikrotΓ[ηrotΓ[(ν · ε)Z(HT )]]
− rotΓ[(∇Γη · ε)rotΓ(HT )]}ds.
Simplifions cette expression. Tout d’abord, d’après la condition au bord
−ikZ[(ν · ε)(ν ×E)]− ikZ[λ(ν · ε)HT ]− ikZ[(ν · ε)rotΓ(ηrotΓHT )] = 0
et de plus
−ikrotΓ[ηrotΓ[(ν · ε)Z(HT )]]− ikλ(ν · ε)ZHT = −ikZ[(ν · ε)ZHT ].
On obtient donc l’expression annoncée à l’aide du lemme 6.3.5.
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On en déduit la dérivée de forme de l’opérateur Rλ,η(Γ).
Corollaire 6.3.10 Supposons que la forme Γ et les fonctions d’impédance λ et η sont analytiques.
Alors l’opérateur Rλ,η(Γ) est différentiable en 0 et sa différentielle de Fréchet est donnée par
R′λ,η(Γ)(0) · ε = (er × vsε, er ×wsε)
où (vsε,wsε) satisfait (6.1) avec
f := Bε(E,H)
et Bε est défini dans le théorème 6.3.9.
Comme dans le cas scalaire, pour obtenir ce corollaire nous allons utiliser le lemme de représentation
suivant.
Lemme 6.3.11 Soit f ∈ HrotΓ(Γ)∗, le champ électrique Ef solution de (6.1) satisfait la représen-
tation intégrale suivante : pour tout z ∈ Ωext et pour tout q ∈ S2
q ·Ef (z) =
∫
Γ
H(y, z, q)f(y)ds(y).
Preuve. Rappelons tout d’abord que nous avons la formule de représentation
q ·Ef (z) =
∫
Γ
[
Hi(y, z, q) · ν(y)×Es(y) + Ei(y, z, q) · ν(y)×Hs(y)
]
ds(y)
=
∫
Γ
[
H(y, z, q) · ν(y)×Esf (y) + E(y, z, q) · ν(y)×Hsf (y)
]
ds(y).
On obtient le résultat en utilisant la condition au bord satisfaite par (E,H) et une intégration par
partie.
Preuve du corollaire 6.3.10. Le corollaire est une conséquence directe du théorème 6.3.9 et du
lemme 6.3.11.
Enfin, comme on a la décomposition Tλ,η(Γ) = I ◦Rλ,η(Γ) on en déduit le résultat final.
Corollaire 6.3.12 Supposons que la forme Γ et les fonctions d’impédance λ et η sont analytiques.
Alors l’opérateur Tλ,η(Γ) est différentiable en 0 et sa différentielle de Fréchet est donnée par
T ′λ,η(Γ)(0) · ε = v∞ε
où v∞ε est le champ lointain de la fonction vsε définie dans le corollaire 6.3.10.
Remarque 6.3.13 L’extension de ce calcul au cas d’un opérateur du type ∇ΓγdivΓ n’est pas évident
pour des raisons principalement techniques. En effet, le rotationnel surfacique rotΓ s’exprime simple-
ment et de manière intrinsèque à l’aide de la formule rotΓ = ν · rot. Pour l’opérateur de divergence
surfacique nous n’avons pas obtenu de formule intrinsèque pour le calcul de
∂
∂ν
(divΓtvTt)|t=0
et donc pour l’expression de la différentielle de forme.
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6.4 Dérivée d’une fonctionnelle moindres carrés
6.4.1 Calcul de la dérivée de forme et état adjoint
Dans l’optique de résoudre le problème inverse d’identification de λ,η et Γ à partir de la donnée
du champ lointain nous allons minimiser la fonctionnelle coût
F (λ, η,Γ) :=
1
2 ‖T (λ, η,Γ)−E
∞
obs‖2L2t (S2)
où E∞obs est le champ lointain correspondant aux impédances et à l’obstacle que l’on souhaite
retrouver. Le but final de ce chapitre est de calculer les dérivées partielles de la fonction F . Comme
dans le cas scalaire, la fonction F est différentiable pour tout (λ, η,Γ) tels que l’opérateur T soit
différentiable. Ainsi la dérivée partielle de F par rapport aux fonctions d’impédances (λ, η) est
donnée par
F ′Γ(λ, η) · (h, l) = Re
(∫
S2
[T ′Γ(λ, η) · (h, l)] · [T (λ, η,Γ)−E∞obs]ds
)
alors que sa dérivée de forme est donnée par
F ′λ,η(Γ)(0) · (ε) = Re
(∫
S2
[T ′λ,η(Γ)(0) · ε] · [T (λ, η,Γ)−E∞obs]ds
)
où T ′Γ(λ, η) et T ′λ,η(Γ)(0) sont données dans les théorèmes 6.3.1 et 6.3.9 respectivement. Nous sou-
haitons formuler cette dérivée à l’aide d’un état adjoint, c’est le sujet du théorème suivant.
Theorem 6.4.1 Soit Λ un sous espace de (L∞(Γ))2 tel que tout (λ, η) ∈ Λ satisfait l’hypothèse
6.2.4. Soit (λ, η) ∈ Λ deux fonctions analytiques et Γ une frontière analytique, la dérivée de la
fonction coût F par rapport à (λ, η) est donnée pour tout (h, l) ∈ (L∞(Γ))2 par
F ′Γ(λ, η) · (h, l) := −
1
4piRe
(∫
Γ
G(y) · (rotΓ(lrotΓHT ) + hHT )(y)ds(y)
)
et sa différentielle de forme est elle donnée par
F ′λ,η(Γ) · ε :=
1
4piRe
(∫
Γ
G(y) · (BεHT )(y)ds(y)
)
(6.14)
où l’opérateur surfacique Bε est donné dans le théorème 6.3.9, H(y) = Hs(y, θˆ,p) +H i(y, θˆ,p) et
G(y) =
∫
S2
H(y,−xˆ, g(xˆ))ds(xˆ)
pour
g(xˆ) = (T (λ, η,Γ)−E∞obs)(xˆ).
Preuve. Tout d’abord, pour f ∈ HrotΓ(Γ)∗ d’après (6.5) on a la formule de représentation suivante
pour le champ lointain E∞f associé à la solution de (6.1) :
q ·E∞f (xˆ) =
1
4pi
∫
Γ
H(y,−xˆ, q)f(y)ds(y).
Ainsi
q · [T ′Γ(λ, η) · (h, l)](xˆ) = −
1
4pi
∫
Γ
H(y,−xˆ, q)(rotΓ(lrotΓHT ) + hHT )ds(y)
où H := Hs(·, θˆ,p) +H i(·, θˆ,p). On en déduit que
F ′Γ(λ, η) · (h, l) = −
1
4piRe
(∫
S2
∫
Γ
H(y,−xˆ, g(xˆ))(rotΓ(lrotΓHT ) + hHT )ds(y)ds(xˆ)
)
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où
g(xˆ) := (T (λ, η,Γ)−E∞obs)(xˆ).
En permutant les deux intégrale on en déduit que
F ′Γ(λ, η) · (h, l) = −
1
4piRe
(∫
Γ
G(y) · (rotΓ(lrotΓHT ) + hHT )ds(y)
)
où
G(y) :=
∫
S2
H(y,−xˆ, g(xˆ))ds(xˆ).
est solution de (6.1) avec le second membre donné par (6.2) où (Ei(x, θˆ,p),H i(x, θˆ,p)) est remplacé
par l’onde de Herglotz électromagnétique
GiE(y) :=
∫
S2
Ei(y,−xˆ, g(xˆ))ds(xˆ)
GiH(y) :=
∫
S2
H i(y,−xˆ, g(xˆ))ds(xˆ).
Le résultat pour la différentielle de forme s’obtient de la même manière.
6.4.2 Validation numérique de la dérivée de forme
Nous proposons de valider la dérivée de forme donnée dans le théorème 6.4.1 à l’aide d’applica-
tions numériques en comparant les valeurs obtenues en évaluant (6.14) pour une direction ε donnée
et
∂εF (λ, η,Γ) :=
F (λ, η,Γ)− F (λ, η,Γt)
t
(6.15)
pour Γt := Γ + tε(Γ) et t un réel positif suffisamment petit. Afin d’évaluer (6.14) et (6.15) nu-
mériquement nous avons besoin d’un solver pour le problème direct avec condition d’impédance
généralisée.
Résolution du problème direct
Comme dans le cas scalaire nous utilisons le logiciel FreeFem++ [91] pour résoudre le problème
(6.1) numériquement. Nous commençons par borner le domaine de calcul par une sphère de rayon R
telle que la distance entre l’obstacle et la frontière artificielle soit de l’ordre d’une longueur d’onde.
Sur cette sphère nous imposons la condition au bord approchée
xˆ× rotHs + ik(xˆ×Hs)× xˆ) = 0 sur ∂BR.
Nous renvoyons le lecteur à [75, chapitre 13] pour plus de précisions sur ce point. Dans un premier
temps nous avions utilisé un opérateur de type Dirichlet-à-Neumann tronqué sur la surface arti-
ficielle ∂BR mais ceci s’avère très couteux en terme de résolution du système linéaire associé au
problème discret. Ensuite nous discrétisons le domaine de calcul avec des tétraèdres de sorte que
l’on ait dix tétraèdres par longueur d’onde (voir figure 6.1). Nous utilisons des éléments finis de
Nédélec de première espèce (voir [77] ou bien [75, chapitre 8]) pour discrétiser le problème dans le
domaine borné ΩR := BR \Ω. Enfin, nous calculons le champ lointain à l’aide du champ diffracté en
utilisant la formule de représentation intégrale pour le champ lointain et en utilisant les remarques
de la section 13.6 de [75]. Lorsque l’obstacle Ω est une sphère, nous avons calculé à l’aide des séries
de Mie (voir [75, chapitre 9]) la solution du problème (6.1) de manière analytique et ceci nous a
permis de valider le solver direct. Avec les choix présentés ci-dessus, on obtient une précision relative
de 5% sur le calcul du champ lointain pour un obstacle sphérique dont le rayon fait la moitié d’une
longueur d’onde est des impédances λ et η constantes.
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Figure 6.1 – Exemple de maillage pour la résolution du problème direct.
(a) Sphère (b) Cube (c) Ellipsoïde
Figure 6.2 – Géométries utilisées pour la validation du calcul de la dérivée de forme.
Résultats numériques
Supposons que la donnée E∞obs corresponde à la diffraction d’une onde plane de direction d’incidence
θˆ = (0, 0, 1) et de polarisation p = (1, 0, 0) par deux impédances constantes λ et η et un obstacle
Ωobs. L’obstacle exact Ωobs considéré est la sphère de rayon 0.3l où l := 2pi/k désigne la longueur
d’onde de l’onde incidente. On choisit λ = η = −1/ik pour les impédances. Nous allons comparer
les valeurs de ∂εF avec celles données par la formule (6.14) pour les trois géométrie de la figure 6.2
et pour plusieurs directions ε.
Nous commençons par prendre pour Ω est une sphère de rayon 0.5l (voir figure 6.2(a)) et ε = xˆ.
Dans ce cas, on est en mesure de calculer (6.15) de manière analytique lorsque ε = xˆ (on note ∂˜F ε
cette valeur) et nous avons les résultats suivants.
Validation pour une sphère :
ε = xˆ : ∂εF (λ, η,Γ) = 11.7 , ∂˜F ε(λ, η,Γ) = 11.3 , F ′λ,η(Γ) = 10.9.
Ces trois valeurs sont relativement proches (rappelons que dans tous les cas l’erreur commise
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lors de la résolution du problème direct est de l’ordre de 5%) et donc l’approche de validation
proposée semble valable.
Lorsque Ω est un cube de côté l (voir figure 6.2(b)) nous avons les résultats suivants.
Validation pour un cube :
ε = [1, 0, 0] : ∂εF (λ, η,Γ) = 0.5 , F ′λ,η(Γ) = 0.5,
ε = [0, 1, 0] : ∂εF (λ, η,Γ) = 0.2 , F ′λ,η(Γ) = 0.03,
ε = [0, 0, 1] : ∂εF (λ, η,Γ) = −0.8 , F ′λ,η(Γ) = −0.9.
On remarque que même si le gradient est faible, les deux méthodes donnent plus ou moins
les mêmes valeurs sauf la dérivée partielle dans la direction y. Si on estime que F ′λ,η(Γ) est bien
calculée, on a une dérivée partielle faible dans la direction y et donc il est normal que l’erreur sur
la résolution du problème inverse vienne biaiser le calcul de ∂xˆF (λ, η,Γ). Il est intéressant de noter
que la direction [1, 0, 0] correspond à la polarisation de l’onde incidente alors que [0, 0, 1] correspond
à la direction d’incidence et que la dérivée de forme est faible seulement dans la direction [0, 1, 0].
Passons à un autre exemple, Ω est un ellipsoïde (voir figure 6.2(c)) dont la frontière est para-
métrée par
Γ := {(0.5l cos(θ) cos(φ), 0.35l cos(θ) sin(φ), 0.4l sin(θ)) pour (θ, φ) ∈ [0, 2pi]× [0, 2pi]}.
Validation pour un ellipsoïde :
ε = ν : ∂εF (λ, η,Γ) = 5.4 , F ′λ,η(Γ) = 5.6,
ε = [cos(arctan(y/x)), 0, 0] : ∂εF (λ, η,Γ) = 2.6 , F ′λ,η(Γ) = 2.1,
ε = [1, 1, 1] : ∂εF (λ, η,Γ) = −1.6 , F ′λ,η(Γ) = −1.6.
Pour cette dernière configuration, les résultats sont tout aussi satisfaisants.
6.5 Application à l’identification d’obstacles
6.5.1 Méthode de reconstruction
Nous présentons dans la section suivante quelques résultats préliminaires de reconstruction d’un
obstacle caractérisé par une condition d’impédance généralisée de la forme
ν ×E + rotΓ(ηrotΓHT ) + λHT = 0 sur Γ
à partir de la donnée du champ lointain pour I ondes incidentes. La technique de résolution du
problème inverse utilisée est la même que dans le cas scalaire, c’est-à-dire que nous minimisons la
fonctionnelle
F (λ, η,Γ) :=
1
2
I∑
i=1
∥∥∥T (λ, η,Γ, θˆi,pi)−E∞i,δ∥∥∥2L2t (S2)
où E∞i,δ est la donnée du problème. Les vecteurs θˆi et pi de S2 désignent respectivement la direction
d’incidence et la direction de polarisation de l’onde incidente. On suppose que pour i = 1, · · · , I,
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E∞i,δ est un champ lointain admissible, c’est-à-dire qu’il existe (λ0, η0) un couple d’impédances, une
surface Γ0 et I fonctions (de faible amplitude) δi ∈ L2t (Γ) tels que
E∞i,δ = T (λ0, η0,Γ0, θˆi,pi) + δi.
Dans la pratique, nous simulons dans un premier temps un jeu de données exactes
(T (λ0, η0,Γ0, θˆi,pi)) à l’aide du solver direct décrit dans la section précédente, ensuite nous
ajoutons un bruit Gaussien que l’on normalise pour avoir
‖δi‖L2t (S2)
‖T (λ0, η0,Γ0, θˆi,pi)‖L2t (S2)
= δ0
pour un niveau de bruit δ0 ≥ 0 donné.
Nous nous contentons ici de traiter la reconstruction d’un obstacle en supposant que les impé-
dances sont connues et constantes et nous utilisons une technique de descente de gradient par rapport
à la géométrie pour minimiser F tout en appliquant une régularisation pour le calcul du gradient
de forme de F . Plus précisément, à chaque itération n on bouge la géométrie Ωn (le maillage) de
frontière intérieure Γn à l’aide du champ de déformation h ∈ H1Γ := {v ∈ (H1(Ωn))3 tels que v|Γ ∈
H1t (Γn)} solution de
(h, v)(H1(Ωn))3 + σΓ(∇Γh,∇Γv)(L2t (Γn))3 = F
′
λ0,η0(Γn) · v pour tout v ∈ H1Γ
où σΓ > 0 est le coefficient de régularisation et l’expression de F ′λ0,η0(Γn) · v est donnée dans le
théorème 6.4.1. Nous avons utilisé le logiciel mmg3d (voir [43]) pour bouger le maillage volumique,
nous tenons à faire remarquer que le problème de déformation de maillages en dimension trois est
un problème ardu que nous n’avons pas abordé.
6.5.2 Résultats numériques
Nous présentons ici quatre cas tests de reconstruction d’un obstacle, pour chaque exemple
nous représentons la géométrie utilisée pour générer les données, puis celle utilisée pour initialiser
l’algorithme de minimisation et en troisième nous représentons la géométrie reconstruite après 20
itérations de descente de gradient. Sur ces figures, le trait bleu désigne la longueur d’onde de l’onde
incidente, nous l’avons prise égale au diamètre de l’objet cherché. Dans les deux premiers tests, on
ne connaît le champ lointain que pour deux ondes incidentes alors que dans les deux derniers tests
on connaît le champ lointain pour quatre ondes incidentes. Tous les tests ont été réalisés avec un
bruit δ0 = 2% et en prenant un coefficient de régularisation constant au cours des itérations.
Test 1 :
Paramètres du test : I = 2 ondes incidentes et
θˆi (0, 0, 1) (0, 0,−1)
pi (0, 1, 0) (0, 1, 0)
λ 0.5
η 0
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(a) Surface exacte (b) Surface initiale (c) Surface reconstruite
Test 2 :
Paramètres du test : I = 2 ondes incidentes et
θˆi (0, 0, 1) (0, 0,−1)
pi (0, 1, 0) (0, 1, 0)
λ 0.5
η 0
(a) Surface exacte (b) Surface initiale (c) Surface reconstruite
Test 3 :
Paramètres du test : I = 4 ondes incidentes et
θˆi (0, 0, 1) (0, 0,−1) (0, 1, 0) (0,−1, 0)
pi (0, 1, 0) (0, 1, 0) (1, 0, 0) (−1, 0, 0)
λ 0.25i
η 0
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(a) Surface exacte (b) Surface initiale (c) Surface reconstruite
Test 4 :
Paramètres du test : I = 4 ondes incidentes et
θˆi (0, 0, 1) (0, 0,−1) (0, 1, 0) (0,−1, 0)
pi (0, 1, 0) (0, 1, 0) (1, 0, 0) (−1, 0, 0)
λ 0
η 0.25i
(a) Surface exacte (b) Surface initiale (c) Surface reconstruite
Tous les exemples de reconstruction présentés sont satisfaisants. Pour le Test 3, nous avions
dans un premier considéré seulement 2 ondes incidente (comme dans le Test 2) mais l’algorithme
de minimisation convergeait vers une forme très irrégulière. Nous avons donc augmenté le nombre
d’ondes incidentes pour faciliter l’inversion. Remarquons que les résultats obtenus sont comparables
aux images données par la Linear Sampling Method (voir [36]) qui demande la connaissance d’un
nombre beaucoup plus important de champs lointains.
TROISIÈME PARTIE
MÉTHODES QUALITATIVES POUR LE
PROBLÈME SCALAIRE

CHAPITRE SEPT
MÉTHODE DE FACTORISATION EN
PRÉSENCE D’UNE CONDITION
D’IMPÉDANCE GÉNÉRALISÉE
Sommaire
7.1 Définition du problème inverse . . . . . . . . . . . . . . . . . . . . . . . . 148
7.2 Factorisation de l’opérateur champ lointain . . . . . . . . . . . . . . . . . 150
7.2.1 Factorisation formelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7.2.2 Espaces fonctionnels nécessaires à la factorisation . . . . . . . . . . . . . . . 151
7.2.3 Caractérisation de l’obstacle . . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.2.4 Quelques applications du théorème de factorisation . . . . . . . . . . . . . . 160
7.3 Application à la reconstruction d’obstacles . . . . . . . . . . . . . . . . . 160
7.3.1 Procédure de reconstruction et régularisation . . . . . . . . . . . . . . . . . 161
7.3.2 Applications numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
Ce travail a été réalisé lors du stage de Master de Mathieu Chamaillard que j’ai co-encadré
avec Houssem Haddar.
Les techniques d’optimisation utilisées dans la Partie II pour résoudre le problème in-verse de reconstruction d’un objet diffractant en présence d’une condition au bord detype condition d’impédance généralisée dépendant fortement de la condition au bord
que l’on considère. La Partie II présente une extension des résultats existants pour une condi-
tion d’impédance classique du type ∂u/∂ν + λu = 0 au cas d’une condition au bord du type
∂u/∂ν+ divΓ(η∇Γu) +λu = 0. L’inconvénient des techniques d’optimisation est qu’il est nécessaire
d’évaluer la différentielle de forme du champ diffracté, ce qui semble difficile à mettre en place dans
le cas d’un opérateur de dérivation surfacique d’ordre supérieur à 2.
Lorsqu’on dispose de la donnée du champ lointain pour une infinité d’ondes incidentes et une
infinité de directions d’observation, il existe d’autres méthodes de résolution du problème inverse
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que l’on qualifie de « méthodes qualitatives ». L’avantage principal de ce type de techniques est
que l’on peut les appliquer avec très peu d’informations a priori sur la condition au bord. Le but
de ce chapitre est d’utiliser une de ces méthodes, appelée méthode de factorisation (voir [46] pour
une présentation complète de cette méthode), pour montrer un résultat d’unicité et fournir un
algorithme de reconstruction numérique d’un obstacle sur lequel on a une condition au bord du
type
∂u
∂ν
+ Zu = 0 sur Γ
en faisant peu d’hypothèses a priori sur l’opérateur surfacique Z. L’application d’une telle méthode
à la diffraction inverse en présence d’une condition d’impédance généralisée est une extension du
cas de l’impédance classique (Z = λ pour λ une fonction L∞) traité dans le chapitre 2 de [46]
par exemple. Le fait de considérer un opérateur d’impédance Z plus général complique l’analyse
mathématique et la justification de la méthode de factorisation.
Le principe de cette méthode est le suivant. Notons F : Y → Y un opérateur construit à partir
des données du problème, Y étant un espace de Hilbert. On commence par factoriser l’opérateur F
sous la forme
F = GTG∗
pour deux opérateurs G et T . L’opérateur G est choisi de telle sorte que son image caractérise
l’obstacle cherché. Ensuite, le théorème qui suit (pour la preuve voir [46, § 2.5]) nous permet de
faire le lien entre l’image de G et l’opérateur F construit à partir des données du problème inverse,
et donc on obtient une caractérisation de l’obstacle à l’aide des données.
Théorème 7.0.1 Soit X∗ ⊂ U ⊂ X un triplet de Gelfand avec U un espace de Hilbert et X un
espace de Banach réflexif tels que les inclusions sont continues et denses. Soit Y un second espace
de Hilbert et soit F : Y → Y , Gˆ : X → Y et Tˆ : X∗ → X trois opérateurs linéaires et bornés tels
que
F = GˆTˆ Gˆ∗.
Supposons que
(a) Gˆ est compact d’image dense,
(b) il existe t ∈ [0, 2pi] tel que Re(exp(it)Tˆ )est de la forme C +K pour un opérateur compact K et
un opérateur autoadjoint et coercif C : X∗ → X, i.e., il existe c > 0 telle que
〈Cφ, φ〉 ≥ c‖φ‖2X∗ pour tout φ ∈ X∗,
(c) Im(Tˆ ) est compact et positif sur R(Gˆ∗) ⊂ X∗, i.e. ∀φ ∈ R(Gˆ∗), 〈Im(Tˆ )φ, φ〉 ≥ 0,
(d) Re(exp(it)Tˆ ) est injectif ou bien Im(Tˆ ) est strictement positif sur la fermeture R(Gˆ∗) de
R(Gˆ∗), i.e. ∀φ 6= 0 tel que φ ∈ R(Gˆ∗), 〈Im(Tˆ )φ, φ〉 > 0.
Alors l’opérateur F# = |Re(exp(it)F )| + Im(F ) est positif et les images de Gˆ : X → Y et F 1/2# :
Y → Y coïncident. De plus l’opérateur F−1/2# G est borné de X dans Y .
Dans la première section nous donnons une description précise du problème inverse que l’on
résout, dans la deuxième section nous montrons que la méthode de factorisation s’applique pour tout
une classe d’opérateurs d’impédance généralisée, enfin, nous terminons ce chapitre par l’application
de la méthode à la reconstruction numérique d’objets diffractants.
7.1 Définition du problème inverse
Soit Ω un ouvert borné de Rd pour d = 2, 3 de frontière Γ de classe C1, on note ν la nor-
male à Γ dirigée vers l’extérieur de Ω et Ωext := Rd \ Ω. Nous rappelons que le problème de
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diffraction en présence d’une condition d’impédance généralisée s’écrit : trouver us ∈ HV := {v ∈
D′(Ωext), tels que ϕv ∈ H1(Ωext) ∀ϕ ∈ D(Rd) et v|Γ ∈ V (Γ)} telle que
∆us + k2us = 0 dans Ωext,
∂us
∂ν
+ Zkus = f sur Γ,
lim
R→∞
∫
|x|=R
|∂rus − ikus|2 = 0,
(7.1)
avec
f = −
(
∂ui
∂ν
+ Zkui
)
(7.2)
où ui désigne l’onde incidente, V (Γ) ⊂ L2(Γ) est un espace de Hilbert et Zk : V (Γ) → V (Γ)∗
désigne un opérateur linéaire et continu. L’indice k dans la notation de Zk signifie que l’opérateur
peut dépendre du nombre d’onde k.
Dans ce qui suit, SΓ : H1/2(Γ) → H−1/2(Γ) désigne l’opérateur de Dirichlet-à-Neumann exté-
rieur à l’obstacle Ω. On rappelle que d’après la proposition 1.2.5, le problème (7.1) admet une unique
solution dans HV si et seulement si l’opérateur Zk +SΓ : V 1/2(Γ)→ V −1/2(Γ) est un isomorphisme
pour V 1/2(Γ) := V (Γ) ∩H1/2(Γ) et V −1/2(Γ) := (V 1/2(Γ))∗. Dans ce qui suit nous supposons que
Zk satisfait l’hypothèse suivante.
Hypothèse 7.1.1 L’opérateur Zk est symétrique, c’est-à-dire que pour tout x ∈ V (Γ),
Zkx := Zkx = Z∗kx.
De plus,
Im(Zk) ≥ 0
et
Zk + SΓ : V 1/2(Γ)→ V −1/2(Γ)
est un isomorphisme.
Remarque 7.1.2 Nous montrons par exemple dans le théorème 1.2.8 que Zk + SΓ est un isomor-
phisme dès que
Im(Zk) ≥ 0
et Zk = −CZ +KZ où CZ est coercif et KZ est un opérateur compact.
Pour une direction θˆ dans la sphère unité de Rd que l’on note Sd−1, définissons u∞(·, θˆ) le
champ lointain associé à la diffraction d’une onde plane ui(x) = eikθˆ·x de direction d’incidence θˆ.
Dans cette partie, pour des raisons techniques, nous prenons une convention quelque peu différente
pour la définition du champ lointain en dimension 2 et 3 puisque nous le définissons à partir du
développement asymptotique
us(x) = γ(d) e
ikr
r(d−1)/2
(
u∞(xˆ) +O
(1
r
))
r −→ +∞
où
γ(2) = e
ipi/4
√
8pik
et γ(3) = 14pi .
Dans ce chapitre, l’ensemble {u∞(xˆ, θˆ) pour (xˆ, θˆ) ∈ (Sd−1)2}, constitue l’ensemble de données.
A partir de ce champ lointain on défini l’opérateur intégral de champ lointain F : L2(Sd−1) →
L2(Sd−1),
(Fg)(xˆ) =
∫
Sd−1
u∞(xˆ, θˆ)g(θˆ)dθˆ, xˆ ∈ Sd−1. (7.3)
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Nous montrons dans la section suivante que cet opérateur se factorise sous la forme
F = −GT ∗G∗
pour deux opérateur G et T définis ci-après. Nous montrons dans un premier temps que Ω est
caractérisé par l’image de G, c’est-à-dire que
z ∈ Ω ⇐⇒ φz(xˆ) ∈ R(G)
où φz(xˆ) := Φ∞(z, xˆ) = e−ikxˆ·z est le champ lointain de la fonction de Green sortante de
l’équation de Helmholtz défini dans le § 1.2.3 et pour tout opérateur T : E → F on note
R(T ) = {x ∈ F | ∃ y ∈ E tel que x = Ty} l’image de T . Ensuite, en appliquant le théorème 7.0.1
avec Tˆ = −T ∗, Gˆ = G et t = pi on montre que
R(G) = R(F 1/2# )
où
F# = |Re(F )|+ Im(F ).
Ainsi on a l’équivalence
z ∈ Ω ⇐⇒ φz(xˆ) ∈ R(F 1/2# ).
Cette caractérisation de Ω peut être utilisée en pratique car l’opérateur F 1/2# dépend uniquement
des données du problème inverse, c’est-à-dire de u∞(xˆ, θˆ). De plus c’est un opérateur autoadjoint
et compact, on peut donc utiliser le critère de Picard pour déterminer si un point z est à l’intérieur
où à l’extérieur de Ω (voir § 7.3 pour plus de détails).
7.2 Factorisation de l’opérateur champ lointain
7.2.1 Factorisation formelle
Dans cette section on factorise de manière formelle l’opérateur F défini par (7.3) sous la forme
F = −GT ∗G∗ en s’inspirant du calcul présenté dans [46] dans le cas où Zk = λ pour une fonction
λ ∈ L∞(Γ). Soient G,H0 et H1 trois opérateurs linéaires définis par
• Gf := u∞ où u∞ est le champ lointain associé à la solution us de (7.1),
• H0g := γ0vg où pour g ∈ L2(Sd−1) on pose
vg(x) :=
∫
Sd−1
eikθˆ·xg(θˆ) ds(θˆ),
et γ0 désigne l’opérateur de trace sur Γ,
• et H1g := γ1vg où pour tout v ∈ {w ∈ H1(ΩR) tels que ∆w ∈ L2(ΩR)} on pose
γ1v :=
∂v
∂ν
|Γ.
On a noté ΩR := BR \ Ω où BR désigne une boule ouverte de rayon R tel que Ω ⊂ BR.
Par linéarité, Fg est le champ lointain associé à la solution de (7.1) où f est donné par (7.2) pour
ui = vg. Ainsi Fg = Gf pour f = −(ZkH0 +H1)g et donc
F = −G(ZkH0 +H1). (7.4)
Les adjoints de H0 et H1 sont donnés pour toute fonction q et tout point xˆ ∈ Sd−1 par :
H∗0q(xˆ) =
∫
Γ
e−ikxˆyq(y)ds(y),
H∗1q(xˆ) =
∫
Γ
∂e−ikxˆy
∂ν(y) q(y)ds(y),
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et ainsi
(ZkH0 +H1)∗q(xˆ) =
∫
Γ
e−ikxˆyZ∗kq(y)ds(y) +
∫
Γ
∂e−ikxˆy
∂ν(y) q(y)ds(y). (7.5)
On reconnait dans cette expression le champ lointain associé au champ diffracté
v := SLk(Z∗kq) + DLk(q), (7.6)
où SLk et DLk sont les potentiels de simple et double couche respectivement définis par
SLk(q)(x) =
∫
Γ
Φ(x, y)q(y)ds(y), x ∈ R3 \ Γ,
DLk(q)(x) =
∫
Γ
∂Φ(x, y)
∂ν(y) q(y)ds(y), x ∈ R
3 \ Γ,
et Φ(x, y) = i4H10 (k|x− y|) en dimension 2 et Φ(x, y) = e
ik|x−y|
4pi|x−y| en dimension 3 désigne la fonction
de Green sortante de ∆ + k2 associée au point y. Le champ v défini par (7.6) est solution de (7.1)
avec
f = Zkv|Γ + ∂v
∂ν
|Γ = ZkSkZ∗kq +Nkq + ZkDkq + TkZ∗kq,
où
Sk := γ0SLk,
Dk := γ0DLk,
et
Tk := γ1SLk,
Nk := γ1DLk.
Ainsi on a
(ZkH0 +H1)∗ = GT, (7.7)
pour
T := ZkSkZ∗k +Nk + ZkDk + TkZ∗k (7.8)
et donc
F = −GT ∗G∗. (7.9)
7.2.2 Espaces fonctionnels nécessaires à la factorisation
La factorisation (7.9) de l’opérateur F montre qu’il a la forme requise pour pouvoir appliquer
le théorème 7.0.1 et ainsi obtenir une caractérisation de l’obstacle à partir de l’opérateur champ
lointain. Il faut aussi trouver deux espaces de Hilbert X et Y tels que les opérateurs
G : X −→ Y
T ∗ : X∗ −→ X
soient continus. L’espace X doit être un espace de Banach réflexif X tel que X∗ ⊂ U ⊂ X avec
injections continues et denses pour U un espace de Hilbert. Dans notre cas, Y = L2(Sd−1), il ne
reste qu’à choisir X. L’opérateur G est un opérateur de résolution du problème direct, il semble
donc raisonnable de prendre X = V −1/2(Γ). Alors, T devrait être un opérateur borné de V 1/2(Γ)
dans V −1/2(Γ). Ceci est en général faux car ZkSkZ∗k n’est pas nécessairement borné de V 1/2(Γ)
dans V −1/2(Γ) (voir l’exemple du Laplacien Beltrami ci-après). Afin de contourner cette difficulté
introduisons l’espace
Λ (Γ) :=
{
u ∈ V 1/2(Γ), Z∗ku ∈ H−1/2(Γ)
}
muni du produit scalaire
(u, v)Λ(Γ) = (u, v)V 1/2(Γ) + (Z∗ku,Z∗kv)H−1/2(Γ).
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C’est un espace de Hilbert et remarquons que la norme associée à ce produit scalaire, notée ‖·‖Λ(Γ),
est équivalente à la norme
||| · |||2Λ(Γ) := ‖ · ‖2H1/2(Γ) + ‖Z∗k · ‖2H−1/2(Γ).
En effet, comme Zk + SΓ : V 1/2(Γ)→ V −1/2(Γ) est un isomorphisme et comme Z∗k = Zk, il existe
C > 0 telle que pour tout u ∈ Λ(Γ)
‖u‖V 1/2(Γ) ≤ C‖(Zk + SΓ)u‖V −1/2(Γ) ≤ C‖(Zk + SΓ)u‖H−1/2(Γ) ≤ C
(
‖u‖H1/2(Γ) + ‖Zku‖H−1/2(Γ)
)
et donc il existe C > 0 telle que pour tout u ∈ Λ(Γ) :
1
C
|||u|||Λ(Γ) ≤ ‖u‖Λ(Γ) ≤ C|||u|||Λ(Γ). (7.10)
Montrons que T : Λ(Γ)→ Λ(Γ)∗ et G : Λ(Γ)→ L2(Sd−1) sont continus.
Le cas du Laplacien Beltrami
Commençons par le cas particulier de
Zk = ∆Γ − 1
où ∆Γ = divΓ∇Γ désigne l’opérateur de Laplace-Beltrami et supposons que Γ est de classe C2.
L’opérateur Zk = ∆Γ − 1 est un isomorphisme de Hs(Γ) dans Hs−2(Γ) pour |s| ≤ 2, on peut donc
prendre V (Γ) = H1(Γ) pour la formulation du problème direct. D’un autre côté, Sk est continu de
Hs+1/2(Γ) dans Hs−1/2(Γ) pour |s| ≤ 1 (voir [74, théorème 7.2]) et alors ZkSkZ∗k est un opérateur
borné de H1(Γ) dans H−2(Γ) mais non borné en tant qu’opérateur à valeur dans H−1(Γ).
Comme Zk = ∆Γ − 1 est un isomorphisme de H3/2(Γ) dans H−1/2(Γ), l’espace Λ(Γ) défini
ci-dessus est H3/2(Γ). Or, d’après le théorème 7.1 de [74], les opérateurs
Sk : H−1/2(Γ)→ H1/2(Γ),
Tk : H−1/2(Γ)→ H−1/2(Γ),
Dk : H1/2(Γ)→ H1/2(Γ),
Nk : H1/2(Γ)→ H−1/2(Γ),
(7.11)
sont bornés. Ainsi T : Λ(Γ)→ Λ(Γ)∗ défini en (7.8) est un opérateur borné. L’opérateurG : Λ(Γ)∗ →
L2(Sd−1) est lui aussi borné, en effet ∆Γ − 1 est un isomorphisme de H1/2(Γ) → H−3/2(Γ), donc
∆Γ − 1 + SΓ est un isomorphisme de H1/2(Γ) → H−3/2(Γ) où on rappelle que SΓ : H1/2(Γ) →
H−1/2(Γ) est l’opérateur de Dirichlet-à-Neuman extérieur. Ainsi (7.1) admet une unique solution
lorsque f ∈ Λ(Γ)∗ = H−3/2(Γ). La factorisation (7.9) a la forme requise par le théorème 7.0.1 avec
les espaces X = H−3/2(Γ) et Y = L2(Sd−1).
Le cas général
Nous avons le résultat d’injection suivant.
Lemme 7.2.1 L’espace Λ (Γ) s’injecte de manière dense dans H1/2(Γ) et on la chaîne d’inclusions
suivante
Λ (Γ) ⊂ V 1/2(Γ) ⊂ H1/2(Γ) ⊂ L2(Γ) ⊂ H−1/2(Γ) ⊂ V −1/2(Γ) ⊂ Λ (Γ)∗ .
De plus, si l’injection de V (Γ) dans H1/2(Γ) est compacte alors Λ(Γ) s’injecte de manière compacte
dans V (Γ).
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Preuve. Montrons que l’injection de Λ(Γ) dans V 1/2(Γ) est dense. Soit x ∈ V 1/2(Γ) et  > 0.
L’injection de L2(Γ) dans V −1/2(Γ) est dense donc il existe y ∈ L2(Γ) tel que :
‖(Zk + SΓ)∗x− y‖V −1/2(Γ) ≤

‖ ((Zk + SΓ)−1)∗ ‖L(V −1/2(Γ),V 1/2(Γ))
où pour un espace de Hilbert E, L(E,E∗) désigne l’ensemble des opérateurs linéaires et continus
de E dans E∗. Comme Zk + SΓ est un isomorphisme de V 1/2(Γ) dans V −1/2(Γ) on a pour z :=(
(Zk + SΓ)−1
)∗
y,
‖x− z‖V 1/2(Γ) ≤
∥∥∥((Zk + SΓ)−1)∗∥∥∥L(V −1/2(Γ),V 1/2(Γ)) ‖(Zk + SΓ)∗x− y‖V −1/2(Γ),
et on obtient ainsi
‖x− z‖V 1/2(Γ) ≤ . (7.12)
Or, zε ∈ V 1/2(Γ) et
Z∗kz = (Z∗k + S∗Γ)z − S∗Γz = y − S∗Γz ∈ H−1/2(Γ).
Donc pour tout x ∈ V 1/2(Γ) et pour tout  > 0 il existe z ∈ Λ(Γ) tel que (7.12) soit satisfaite et
ceci montre la densité de l’inclusion de Λ(Γ) dans V 1/2(Γ).
Supposons que V (Γ) s’injecte de manière compacte dans H1/2(Γ) et montrons que Λ(Γ) s’injecte
alors de manière compacte dans H1/2(Γ). Soit (xn)n∈N une suite bornée de Λ(Γ), on a
‖(Zk + SΓ)∗xn‖2H−1/2(Γ) ≤
(
‖Z∗kxn‖H−1/2(Γ) + ‖S∗Γxn‖H−1/2(Γ)
)2
,
≤ 2 max
(
1, ‖SΓ‖L(H1/2(Γ),H−1/2(Γ))
) (
‖Z∗kxn‖2H−1/2(Γ) + ‖xn‖2H1/2(Γ)
)
,
alors (Zk + SΓ)∗xn est bornée dans H−1/2(Γ). Comme H−1/2(Γ) s’injecte de manière compacte
dans V (Γ)∗ on en déduit qu’il existe une sous-suite convergente de ((Zk + SΓ)∗xn)n∈N dans V (Γ)∗.
Or ((Zk + SΓ)∗)−1 : V (Γ)∗ → V (Γ) est borné donc on peut extraire de (xn)n∈N une sous-suite qui
converge dans V (Γ).
On obtient aussi le lemme suivant.
Lemme 7.2.2 L’opérateur Zk + SΓ est un isomorphisme de H1/2(Γ) dans Λ (Γ)∗.
Preuve. Montrons dans un premier temps que (Zk + SΓ)∗ est un isomorphisme de Λ (Γ) dans
H−1/2(Γ). D’après la définition de Λ (Γ) on a :
Λ (Γ) =
{
u ∈ V 1/2(Γ), Z∗ku ∈ H−1/2(Γ)
}
,
=
{
u ∈ V 1/2(Γ), (Zk + SΓ)∗u ∈ H−1/2(Γ)
}
,
= ((Zk + SΓ)∗)−1
(
H−1/2(Γ)
)
. (7.13)
Comme (Zk + SΓ)∗ est un isomorpshisme de V 1/2(Γ) dans V −1/2(Γ) et H−1/2(Γ) ⊂ V −1/2(Γ),
la relation (7.13) implique que (Zk + SΓ)∗ : Λ (Γ) → H−1/2(Γ) est bijectif. D’après la définition
de la norme de Λ (Γ) on obtient aussi la continuité de (Zk + SΓ)∗ : Λ (Γ) → H−1/2(Γ). Ainsi,
(Zk+SΓ)∗ : Λ (Γ)→ H−1/2(Γ) est un isomorphisme et par conséquent, (Zk+SΓ) : H1/2(Γ)→ Λ (Γ)∗
est lui aussi un isomorphisme.
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Ceci permet de montrer le résultat de continuité suivant pour les opérateurs T et G.
Proposition 7.2.3 Les opérateur G et T satisfont les propriétés suivantes :
– l’opérateur G est borné de Λ (Γ)∗ dans L2
(
Sd−1
)
,
– l’opérateur T est borné de Λ (Γ) dans Λ (Γ)∗.
Preuve. Introduisons l’opérateur borné A∞ : H1/2(Γ) → L2
(
Sd−1
)
défini par A∞f = u∞f où u∞f
est le champ lointain associé au champ diffracté uf ∈ {v ∈ D′(Ωext), tels que ϕv ∈ H1(Ωext) ∀ϕ ∈
D(Rd)} solution du problème de Dirichlet
∆uf + k2uf = 0 dans Ωext,
uf = f sur Γ,
lim
R→∞
∫
|x|=R
|∂ruf − ikuf |2 = 0.
(7.14)
On a alors la factorisation
G = A∞(Zk + SΓ)−1 (7.15)
et le lemme 7.2.2 permet de montrer le premier point de la proposition.
Rappelons la définition de T :
T = ZkSkZ∗k +Nk + ZkDk + TkZ∗k .
D’après les lemmes 7.2.1 et 7.2.2, Zk : H1/2(Γ) → Λ (Γ)∗ et Z∗k : Λ (Γ) → H−1/2(Γ) sont deux
opérateurs bornés, et d’après (7.11) on en déduit que T : Λ(Γ)→ Λ(Γ)∗ est lui aussi borné.
Ainsi, la factorisation (7.9) est de la forme souhaitée pour appliquer le théorème 7.0.1 en prenant
X = Λ(Γ)∗ et Y = L2(Sd−1).
7.2.3 Caractérisation de l’obstacle
Tout d’abord, nous montrons dans le lemme qui suit que Ω peut être caractérisé par l’image de
G. Ensuite, nous ferons le lien entre l’image de G et l’image de F 1/2# à l’aide du théorème 7.0.1.
Lemme 7.2.4 Soit φz ∈ L2(Sd−1) la fonction définie pour (z, xˆ) ∈ R3 × Sd−1 par φz(xˆ) = e−ikxˆ·z,
on a
z ∈ Ω⇐⇒ φz ∈ R(G).
Preuve. Nous rappelons dans une premier temps le résultat du théorème 1.12 de [46] :
z ∈ Ω⇐⇒ φz ∈ R(A∞). (7.16)
En effet, si z ∈ Ω, alors φz = A∞f pour f = Φ(·, z)|Γ. On démontre la réciproque par l’absurde,
supposons que z 6∈ Ω et qu’il existe f ∈ H1/2(Γ) tel que A∞f = φz. Alors, d’après le lemme de
Rellich et le principe de prolongement unique la solution uf de (7.14) est telle que
uf (x) = Φ(x, z) ∀ x ∈ Rd \ (Ω ∪ {z}).
Ceci n’est pas possible à cause du caractère singulier de Φ(·, z) en z.
A partir de (7.16), le lemme 7.2.2 et la factorisation (7.15) donnent le résultat du lemme.
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Nous prouvons dans les lemmes qui suivent que la factorisation (7.9) vérifie les hypothèses du
théorème 7.0.1. Commençons par l’hypothèse (a) avec le lemme suivant.
Lemme 7.2.5 L’opérateur G : Λ (Γ)∗ → L2(Sd−1) est compact, injectif et d’image dense.
Preuve. D’après le lemme 7.2.2 (Zk+SΓ)−1 est un isomorphisme de Λ (Γ)∗ dans H1/2(Γ). De plus,
d’après le lemme 1.13 de [46] on sait que A∞ : H1/2(Γ)→ L2(Sd−1) est compact injectif et d’image
dense. Alors d’après la factorisation (7.15) on en déduit que G : Λ (Γ)∗ → L2(Sd−1) est lui aussi
compact et d’image dense.
On obtient l’hypothèse (b) à l’aide du résultat ci-dessous.
Lemme 7.2.6 Supposons que que l’un des deux points suivants soit satisfait
1. l’injection de V (Γ) dans H1/2(Γ) est compacte,
2. l’injection de H1/2(Γ) dans V (Γ) est compacte,
alors l’opérateur T s’écrit
T =CT +KT
où CT : Λ (Γ)→ Λ (Γ)∗ est autoadjoint et coercif i.e.
∃c > 0, 〈exp(it)CTx, x〉 ≥ c‖x‖2Λ(Γ) ∀x ∈ Λ (Γ)
avec t = 0 si l’hypothèse 1. est satisfaite et t = pi si l’hypothèse 2. est satisfaite. De plus, KT est un
opérateur compact de Λ (Γ) dans Λ (Γ)∗.
Preuve. Tout d’abord, on montre simplement (voir par exemple la preuve du lemme 1.14 de [46])
que Si : H−1/2(Γ) → H1/2(Γ) et −Ni : H1/2(Γ) → H−1/2(Γ) sont autoadjoints et coercifs, i.e., il
existe deux constantes cSi > 0 et cNi > 0 telles que〈Six, x〉 ≥ cSi‖x‖
2
H−1/2(Γ) ∀x ∈ H−1/2(Γ),
〈−Nix, x〉 ≥ cNi‖x‖2H1/2(Γ) ∀x ∈ H1/2(Γ).
Supposons que l’hypothèse 1. est satisfaite. L’opérateur T se met sous la forme
T = ZkSiZ∗k −Ni + (Zk(Sk − Si)Z∗k +Nk +Ni + ZkDk + TkZ∗k).
Ainsi ZkSiZ∗k −Ni : Λ (Γ)→ Λ (Γ)∗ est autoadjoint et pour tout x ∈ Λ(Γ)
〈(ZkSiZ∗k −Ni)x, x〉 ≥ min(cSi , cNi)|||x|||2Λ(Γ) ≥
min(cSi , cNi)
C
‖x‖2Λ(Γ)
d’après (7.10). Montrons que
KT := Zk(Sk − Si)Z∗k +Nk +Ni + ZkDk + TkZ∗k ,
est compact en tant qu’opérateur de Λ (Γ) dans Λ (Γ)∗. Puisque (Sk−Si) : H−1/2(Γ)→ H1/2(Γ) est
compact (c’est un opérateur intégral à noyau régulier) on obtient que Zk(Sk−Si)Z∗k : Λ (Γ)→ Λ (Γ)∗
est lui aussi compact. Les opérateurs
Nk +Ni : H1/2(Γ)→ H−1/2(Γ),
ZkDk : H1/2(Γ)→ Λ (Γ)∗ ,
TkZ∗k : Λ (Γ)→ H−1/2(Γ),
sont bornés et comme l’injection de Λ (Γ) dans H1/2(Γ) est compacte (lemme 7.2.1) on en déduit
que K : Λ (Γ)→ Λ (Γ)∗ est compact.
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Supposons que l’hypothèse 2. soit satisfaite, remarquons que l’on peut écrire T comme
T = Ni + ZkSkZ∗k +Nk −Ni + ZkDk + TkZ∗k .
L’opérateur −Ni : H1/2(Γ)→ H−1/2(Γ) est autoadjoint et coercif, et ZkSkZ∗k +Nk −Ni +ZkDk +
TkZ∗k est compact de H1/2(Γ) dans H−1/2(Γ). En effet H1/2(Γ) est inclus de manière compacte dans
V (Γ) donc ZkSkZ∗k + ZkDk + TkZ∗k : H1/2(Γ)→ H−1/2(Γ) est un opérateur compact et rappelons
que Nk − Ni : H1/2(Γ) → H−1/2(Γ) est aussi un opérateur compact en tant qu’opérateur intégral
à noyau régulier.
Remarque 7.2.7 Si H1/2(Γ) est inclus dans V (Γ), l’espace Λ(Γ) n’est autre que H1/2(Γ) et les
normes de H1/2(Γ) et de Λ(Γ) sont équivalentes.
Le lemme précédent donne la compacité de Im(−T ∗), pour satisfaire l’hypothèse (c) nous avons
aussi besoin de sa positivité.
Lemme 7.2.8 L’opérateur Im(−T ∗) est positif sur R(G∗).
Preuve. Tout d’abord, on montre qu’il existe un opérateur positif RZk : L2(Sd−1)→ L2(Sd−1) tel
que
Im(F ) = k|γ(d)|2F ∗F +RZk (7.17)
où on rappelle que γ(2) = eipi/4/
√
8pik et γ(3) = 1/(4pi). Pour tout g ∈ L2(Sd−1) on note Vg :=
vsg−vg où vsg est solution de (7.1) pour un second membre f donné par (7.2) pour ui = vg. Pour tous
g, h ∈ L2(Sd−1) comme Vg et Vh satisfont l’équation de Helmholtz à l’extérieur de Ω nous avons la
relation ∫
Γ
Vg
∂V h
∂ν
− ∂Vg
∂ν
V hds =
∫
∂BR
Vg
∂V h
∂r
− ∂Vg
∂r
V hds (7.18)
où BR est une boule de rayon R contenant Ω. Mais, en utilisant le comportement asymptotique des
champs diffractés Vh et Vg loin de l’obstacle, on montre comme dans la preuve du théorème 1.8 de
[46] que∫
∂BR
Vg
∂V h
∂r
− ∂Vg
∂r
V hds = −2ik|γ(d)|2(Fg, Fh)L2(Sd−1) − (g, Fh)L2(Sd−1) + (Fg, h)L2(Sd−1).
Ainsi, en utilisant la condition au bord satisfaite par Vg et Vh on obtient (7.17) à partir de (7.18)
pour RZk défini par
(RZkg, h)L2(Sd−1) :=
∫
Γ
Im(Zk)VgV hds ∀g, h ∈ L2(Sd−1).
Mais pour tout x = G∗y on a
Im〈−T ∗x, x〉 = Im〈−T ∗G∗y,G∗y〉 = Im〈Fy, y〉
et en utilisant (7.17) ainsi que la positivité de RZk on obtient :
Im〈−T ∗x, x〉 ≥ k|γ(d)|2‖Fy‖2L2(Sd−1) ≥ k|γ(d)|2‖GT ∗x‖2L2(Sd−1) (7.19)
ce qui conclu la preuve.
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Pour terminer, nous montrons que Im(−T ∗) est coercif et donc que −T ∗ satisfait l’hypothèse (d).
Ceci n’est pas vrai pour tout nombre d’onde k, on est contraint d’éliminer certains réels particuliers
k.
Définition 7.2.9 On dit que k2 est une valeur propre de −∆ associée à l’opérateur d’impédance
Zk si il existe une solution non nulle u ∈ {v ∈ H1(Ω), v|Γ ∈ V (Γ)} de∆u+ k
2u = 0 dans Ω,
∂u
∂ν
+ Zku = 0 sur Γ.
Lemme 7.2.10 Supposons que l’une des deux hypothèse du lemme 7.2.6 soit satisfaite, si de plus
k2 n’est pas une valeur propre de −∆ associée à l’opérateur d’impédance Zk alors
Im〈−T ∗x, x〉 > 0
pour tout x 6= 0 dans R(G∗).
Preuve. Montrons que T ∗ est en fait un isomorphisme. Si ceci est vrai, alors d’après (7.19) et
comme G est injectif, on a
Im〈−T ∗x, x〉 > 0
pour tout x 6= 0 dans R(G∗). D’après le lemme 7.2.6 on sait que T est un opérateur Fredholm
d’indice zéro, nous avons donc simplement besoin qu’il soit injectif pour montrer que c’est un
isomorphisme. D’après (7.7), T injectif est équivalent à (ZkH0 + H1)∗ injectif. Soit q ∈ Λ (Γ) tel
que (ZkH0 +H1)∗q = 0, la relation (7.5) donne∫
Γ
e−ikxˆyZ∗kq(y)ds(y) +
∫
Γ
∂e−ikxˆy
∂ν(y) q(y)ds(y) = 0.
Le membre de gauche de cette expression est le champ lointain associé à
v+ := SLk(Z∗kq) + DLk(q) dans R3 \ Ω.
Définissons aussi
v− := SLk(Z∗kq) + DLk(q) dans Ω,
le lemme de Rellich et le principe de prolongement unique impliquent que v+ = 0 à l’extérieur de
Ω et d’après les relations de saut pour les potentiels de simple et double couche (voir [74, théorème
6.11]) on a sur Γ : v− = v− − v+ = −q,∂v−
∂ν
= ∂v−
∂ν
− ∂v+
∂ν
= Z∗kq.
L’hypothèse 7.1.1 sur Zk implique que v− = −q,∂v−
∂ν
= Zkq
et après conjugaison ceci devient
∂v−
∂ν
+ Zkv− = 0.
La fonction, v− est solution de l’équation de Helmholtz à l’intérieur de Ω avec un condition d’im-
pédance généralisée sur Γ homogène, donc comme k2 n’est pas une valeur propre de −∆ associée à
l’opérateur d’impédance Zk on a nécessairement v− = 0 dans Ω et donc q = 0. On en déduit que
T ∗ est un isomorphisme et ceci conclut la preuve.
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On arrive enfin au théorème principal de ce chapitre.
Théorème 7.2.11 Supposons que l’un des deux points suivants soit satisfait :
1. l’injection de V (Γ) dans H1/2(Γ) est compacte,
2. l’injection de H1/2(Γ) dans V (Γ) est compacte,
alors si k2 n’est pas une valeur propre de −∆ associé à l’opérateur d’impédance Zk on a :
R(G) = R
(
F
1/2
#
)
(7.20)
et
z ∈ Ω⇐⇒ φz ∈ R
(
F
1/2
#
)
. (7.21)
Preuve. Le lemme 7.2.5 montre que l’hypothèse (a) du théorème 7.0.1 est satisfaite. Les lemmes
7.2.6 et 7.2.8 donnent les hypothèses (b) et (c) et on obtient (d) à l’aide de 7.2.10. Ainsi le théorème
7.0.1 s’applique et (7.21) s’obtient à l’aide du lemme 7.2.4.
Remarque 7.2.12 La relation (7.20) et la décomposition G = A∞(Zk + SΓ)−1 impliquent que
l’on peut remplacer la famille de fonctions tests (φz)z∈R3 par n’importe quelle famille de fonctions
(ψz)z∈R3 satisfaisant :
z ∈ Ω⇐⇒ ψz ∈ R(A∞). (7.22)
On appelle φz,p le champ lointain d’un dipôle situé au point z et de direction p défini par x 7→
p · ∇xΦ(x, z). Cette famille de fonctions satisfait (7.22) (voir preuve du Lemme 7.2.4 pour plus de
détails sur ce résultat) et donc elle satisfait aussi (7.21) et on peut l’utiliser pour caractériser Ω.
Nous reviendrons sur ce point dans la section numérique.
Remarque 7.2.13 Lorsqu’aucune des deux hypothèses du théorème 7.2.11 n’est satisfaite, on n’est
plus en mesure de décomposer la partie principale de T sous la forme d’un opérateur positif auquel
on ajoute un opérateur compact. Par conséquent, on n’est plus en mesure d’appliquer le théorème
7.0.1.
Nous terminons cette section par un résultat sur les valeurs propre de −∆ associées à l’opérateur
d’impédance Zk.
Théorème 7.2.14 Supposons que Zk : V 1/2(Γ)→ V −1/2(Γ)∗ dépende de manière analytique de k.
Si l’une des deux hypothèses du théorème 7.2.11 est satisfaite, alors l’ensemble des valeurs propres
de −∆ associées à l’opérateur d’impédance Zk est discret et le seul point d’accumulation possible
est +∞.
Preuve. L’outil principal de la preuve est l’alternative de Fredholm analytique ([38, théorème 8.26]).
Supposons que k2 n’est pas une valeur propre de Dirichlet pour l’opérateur −∆ dans le domaine
Ω, on peut définir l’opérateur de Dirichlet-à-Neumann intérieur ni(k) : H1/2(Γ) → H−1/2(Γ) pour
f ∈ H1/2(Γ) par ni(k)f = ∂u/∂ν où u est la solution de l’équation de Helmholtz dans Ω avec
la condition au bord u = f sur Γ. Le problème du caractère discret des valeurs propres peut se
reformuler de la manière suivante : si Zk + ni(k) est injectif alors k2 n’est pas une valeur propre
de −∆ associée à l’opérateur Zk. Il suffit donc de montrer que Zk + ni(k) est injectif sauf pour un
ensemble discret de fréquences k. C’est pour montrer ceci que nous allons utiliser l’alternative de
Fredholm analytique.
Soit k0 un nombre complexe tel que
k20 = −i,
supposons que V (Γ) s’injecte de manière compact dans H1/2(Γ). On décompose Zk + ni(k) sous la
forme
Zk + ni(k) = Tk + ni(k)− ni(k0), (7.23)
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où Tk : V (Γ)→ V (Γ)∗ est défini pour g ∈ V (Γ) par
Tkg := Zk + ni(k0).
Montrons que Tk est un isomorphisme. Comme V (Γ) est inclus de manière compacte dans H1/2(Γ)
on a :
Tk = Zk + SΓ + ni(k0)− SΓ,
où Zk + SΓ : V (Γ) → V (Γ)∗ est un isomorphisme et ni(k0) − SΓ : V (Γ) → V (Γ)∗ est compact.
Il reste encore à montrer que Tk : V (Γ) → V (Γ)∗ est injectif. Soit f ∈ V (Γ) tel que Tkf = 0 et
uf ∈ H1(Ω) tel que {
∆uf + k20uf = 0 dans Ω,
uf = f sur Γ.
Alors ∂uf/∂ν = ni(k0)f et une formule de Green dans Ω donne∫
Ω
|∇uf |2dx− k20
∫
Ω
|uf |2dx+ < Zkuf , uf >= 0.
Prenons la partie imaginaire de cette équation, on aboutit à
Im(k20)
∫
Ω
|uf |2dx− Im < Zkuf , uf >= 0,
mais on a supposé que Zk satisfait l’hypothèse 7.1.1 donc Im(Zk) ≥ 0 et comme k20 = −i on obtient∫
Ω
|uf |2dx = 0,
et donc Tk est un opérateur injectif, c’est alors un isomorphisme. D’après (7.23) on a :
Zk + ni(k) = Tk(I + T−1k (ni(k)− ni(k0)))
et donc Zk + ni(k) : V (Γ)→ V (Γ)∗ est injectif si et seulement si
I + T−1k (ni(k)− ni(k0)) : V (Γ)→ V (Γ),
est injectif. L’opérateur ni(k) dépend analytiquement de k pour k dans le complémentaire des
valeurs propres de Dirichlet de l’opérateur −∆ dans Ω et d’après les hypothèses du théorème,
Zk dépend analytiquement de k donc T−1k (ni(k) − ni(k0)) dépend lui aussi analytiquement de k
pour k dans le complémentaire des valeurs propres de Dirichlet de l’opérateur −∆ dans Ω. Comme
T−1k (ni(k) − ni(k0)) est un opérateur borné de H1/2(Γ) → V (Γ), c’est un opérateur compact de
V (Γ)→ V (Γ). On peut donc appliquer l’alternative de Fredholm analytique à
I + T−1k (ni(k)− ni(k0))
et en déduire que les valeurs de k pour lesquelles I + T−1k (ni(k)− ni(k0)) n’est pas injectif forment
un ensemble discret dont le seul point d’accumulation possible est +∞. Ceci permet de conclure
dans le cas où V (Γ) s’injecte de manière compacte dans H1/2(Γ).
Supposons maintenant que H1/2(Γ) s’injecte de manière compacte dans V (Γ) et que k2 n’est
ni une valeur propre de Dirichlet ni une valeur propre de Neumann pour l’opérateur −∆ dans Ω.
L’opérateur ni(k) : H1/2(Γ)→ H−1/2(Γ) est un isomorphisme et on écrit
Zk + ni(k) = ni(k)(I + ni(k)−1Zk).
On conclut de la même manière que ci-dessus car ni(k)−1Zk : V (Γ)→ H1/2(Γ) est continu et c’est
donc un opérateur compact de H1/2(Γ) dans lui-même qui dépend analytiquement de k.
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7.2.4 Quelques applications du théorème de factorisation
L’intérêt du théorème 7.2.11 est double. En effet, on obtient un résultat d’unicité et une méthode
simple à implémenter pour reconstruire l’obstacle Ω. Pour ce qui est de l’unicité, si deux obstacles Ω1
et Ω2 associés aux opérateurs d’impédance Zk,1 et Zk,2 respectivement produisent le même champ
lointain pour toutes les directions d’incidence et toutes les directions d’observation, c’est-à-dire que
leurs opérateurs de champ lointain coïncident, alors d’après le théorème 7.2.11 on a
Ω1 = Ω2.
Compte tenu des hypothèses faites sur l’opérateur d’impédance et sur l’obstacle Ω on obtient
un meilleur résultat que celui obtenu au théorème 3.5.2. En effet, pour λ ∈ L∞(Γ) et η ∈ CI(Γ)
où on rappelle que CI(Γ) désigne l’ensemble des fonctions continues par morceaux sur Γ (voir § 3.2
pour une définition précise de cet espace) tels que
Im(λ) ≥ 0 , Im(η) ≤ 0
et
Re(η) ≥ c > 0
le théorème 7.2.11 s’applique et on unicité de l’obstacle. L’unicité pour les coefficients d’impédance
s’obtient de la même manière que dans la preuve du théorème 3.5.2.
Pour ce qui est de la méthode de reconstruction, nous consacrons la section suivante à la re-
construction du support d’un obstacle sur lequel on a une condition d’impédance généralisée du
type
Zk· = divΓ(η∇Γ·) + λ·
en utilisant le critère fourni par le théorème 7.2.11.
7.3 Application à la reconstruction d’obstacles
Dans cette section nous supposons que
Zk· := divΓ(η∇Γ·) + λ·
pour deux fonctions λ et η de L∞(Γ) telles que
Im(λ) ≥ 0 , Im(η) ≤ 0
et
Re(η) ≥ c > 0.
Ainsi, les théorèmes 7.2.11 et 7.2.14 s’appliquent pour V (Γ) := H1(Γ) qui s’injecte de manière
compacte dans H1/2(Γ) et l’équation
F
1/2
# gz = φz, (7.24)
admet une unique solution si et seulement si z est dans Ω sauf pour un ensemble discret de fréquences
k. Le but de cette section est d’utiliser ce critère pour identifier la forme d’un objet diffractant à
partir de la donnée du champ lointain pour un nombre fini mais grand de directions d’observation
et de directions d’incidence. Nous expliquons comment implémenter ce test dans un cadre discret
en nous restreignant à la dimension 2.
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7.3.1 Procédure de reconstruction et régularisation
Comme nous parlons de reconstruction numérique, les données ne correspondent pas à l’opé-
rateur F mais simplement à une matrice de taille n × n notée Un := (unij)1≤i≤n,1≤j≤n où
unij := u∞
(
2pi(i−1)
n ,
2pi(j−1)
n
)
et u∞ est le champ lointain associé à la solution discrète de
∆us + k2us = 0 dans R2 \ Ω,
∂us
∂ν
+ divΓ(η∇Γus) + λus = −
(
∂ui
∂ν
+ divΓ(η∇Γui) + λui
)
sur Γ
lim
R→∞
∫
|x|=R
|∂rus − ikus|2 = 0
(7.25)
pour ui(x) = exp(ikθˆ ·x) où θˆ = (cos(2pi(j− 1)/n), sin(2pi(j− 1)/n)). Dans la suite nous identifions
les vecteurs de S1 avec l’angle qu’ils forment avec l’axe des abscisses. Pour un niveau de bruit donné,
σ ≥ 0 on perturbe les données en ajoutant un bruit au champ lointain obtenu en résolvant (7.25) :
un,δij ← unij + σ(Xij1 + iXij2 )unij
où (Xijk )1≤i≤n,1≤j≤n,k∈{1,2} sont des nombres aléatoires uniformément répartis sur [−1, 1]. La matrice
contenant les champs lointains bruités est notée Un,δ. On note φnz ∈ Cn le vecteur de Cn défini pour
1 ≤ i ≤ n par φnz (i) = φz(2piin ) où φz est la fonction test du théorème 7.2.11 (voir remarque 7.2.12).
On défini aussi la matrice Un,δ# := |Re(Un,δ)|+|Im(Un,δ)| qui est une matrice symétrique réelle dont
le système de valeurs propres et de vecteurs propres est noté (eni , λni )1≤i≤n. On suppose que toutes
les valeurs propres de Un,δ# sont strictement positives. Ainsi, une manière simple d’implémenter la
version discrète du test (7.24) consiste à utiliser une version discrète du critère de Picard :
lim
n→∞
 n∑
j=1
1
λnj
|(φnz , enj )|2
−1 > 0 ⇐⇒ z ∈ Ω.
Pour j grand, les valeurs propres λnj peuvent être très petites ou nulles car l’opérateur F est un
opérateur compact, nous préférons donc utiliser la fonction
wn(z) :=
 n∑
j=1
λnj
(αn + λnj )2
|(φnz , enj )|2
−1 (7.26)
comme fonction indicatrice de l’obstacle, αn est le coefficient de régularisation. Remarquons que
wn(z) n’est autre que l’inverse de la norme au carré de la solution de
(αnIdn + Un,δ# )gn(z) = (U
n,δ
# )
1/2φnz ,
où Idn est l’identité de Cn. En introduisant le paramètre αn nous avons appliqué une régularisation
de Tikhonov à l’équation initiale, une manière de fixer le paramètre de régularisation consiste à
appliquer le principe de Morozov (voir [61] par exemple) et donc nous prendrons αn ∈]0, δnλn1 ] tel
que
n∑
j=1
α2n − δ2n|λnj |2
|αn + λnj |2
|(φnz , enj )|2 = 0.
où δn est une borne sur le bruit de mesure et les erreurs de discrétisation. Nous montrons à l’aide
de la lemme 7.3.3 qu’un tel αn existe nécessairement. Plus précisément, le paramètre δn est un réel
tel que
C3(p)n(u∞)p +
√
2
‖u∞‖1/2L2(]0,2pi[2)
‖φz‖L2(]0,2pi[)
n(φz) ≤ δn, (7.27)
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pour 0 < p < 1/2 et C3(p) > 0 est définie dans le lemme 7.3.2. Notons que C3(p) dépend de u∞ et
tend vers +∞ lorsque p tend vers 1/2. La quantité
n(u∞)2 :=
∑
1≤i≤n
1≤j≤n
∫
](i−1) 2pin ,i 2pin [×](j−1) 2pin ,j 2pin [
|u∞(s, t)− uδ,nij |2dsdt,
mesure l’erreur d’approximation due à la discrétisation du problème de diffraction et la quantité de
bruit que l’on a ajouté au champ lointain. De même,
n(φz)2 :=
∑
1≤i≤n
∫
](i−1) 2pin ,i 2pin [
|φnz (i)− φz(t)|2dt.
mesure l’erreur d’approximation sur la fonction test φz. Le théorème suivant justifie l’utilisation de
la fonction wn pour déterminer la forme de l’obstacle Ω.
Théorème 7.3.1 Lorsque δn tend vers 0 et satisfait (7.27) on a la caractérisation suivante pour
Ω :
lim
n→∞wn(z) > 0⇐⇒ z ∈ Ω,
où wn(z) est définie par (7.26).
Afin de démontrer ce théorème nous montrons tout d’abord un lemme de continuité Hölderienne
pour l’application
F 7−→ F 1/2# = (|Re(F )|+ |Im(F )|)1/2.
Ensuite nous montrons un résultat de convergence pour la régularisation choisie. Ce dernier point
a déjà été abordé dans [60] pour des opérateurs à image dense, nous traitons ici le cas d’opérateurs
de rang fini. Le lecteur intéressé pourra trouver une discussion complète à propos de l’application
de la méthode de factorisation pour le problème de tomographie d’impédance dans [69] dans un
cadre discret. Pour tout espace de Hilbert E, on note L(E) l’ensemble des applications linéaires et
continues de E dans E muni de la norme d’opérateurs continus notée ‖ · ‖.
Lemme 7.3.2 Soit E un espace de Hilbert, A ∈ L(E) un opérateur compact, ε0 > 0, pour tout
0 < p < 1/2 il existe C3(p) > 0 telle que pour tout opérateur compact B ∈ L(E) satisfaisant
‖A−B‖ ≤ ε0
on a ∥∥∥A1/2# −B1/2# ∥∥∥ ≤ C3(p)‖A−B‖p. (7.28)
Preuve. Soit A ∈ L(E), ε0 > 0, d’après le lemme 1 de [89], pour tout q > 0 il existe C > 0 tels
que pour tout B ∈ L(E) tel que
‖A−B‖ ≤ ε0
on a l’estimation suivante :
‖|A|q − |B|q‖ ≤ C(1 + | ln(‖A−B‖)|)‖A−B‖min(1,q). (7.29)
Notons que la constante C dépend uniquement de A, ε0 et q. Afin de s’affranchir de la partie en
« ln » de cette majoration, étudions brièvement la fonction fη : ε 7→ εη ln(ε) pour ε ∈ [0, ε0] et
0 < η < 1. Tout d’abord, si ε ≥ 1 on a
|fη(ε)| ≤ ε0 ln(ε0)
pour tout 0 < η < 1. D’un autre côté, si ε ≤ 1, la fonction fη est décroissante sur [0, ε1(η)] et
croissante sur [ε1(η), 1] où
ε1(η) := e−1/η.
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Ainsi, pour tout 0 < η < 1 et ε ∈ [0, 1], on a
|fη(ε)| ≤ 1
ηe
.
Notons C1(η) := max(1/(ηe), ε0 ln(ε0)) pour 0 < η < 1. Ainsi (7.29) devient :
‖|A|q − |B|q‖ ≤ C(εη0 + C1(η))‖A−B‖min(q,1)−η, (7.30)
pour tout 0 < η < min(q, 1). Notons
C2(η) := C(εη0 + C1(η)),
nous rappelons que cette constante dépend exclusivement de ε0, A, q et η.
Remarquons que
‖A# −B#‖ =‖|Re(A)|+ |Im(A)| − |Re(B)| − |Im(B)|‖
≤‖|Re(A)| − |Re(B)|‖+ ‖|Im(A)| − |Im(B)|‖,
et en utilisant (7.30) ceci devient :
‖A# −B#‖ ≤ C2(η)
(
‖Re(A)−Re(B)‖1−η + ‖Im(A)− Im(B)‖1−η
)
(7.31)
pour tout 0 < η < 1. Or, pour tout A ∈ L(E) on a
‖Re(A)‖ ≤ ‖A‖ et ‖Im(A)‖ ≤ ‖A‖
et en utilisant cette inégalité dans (7.31) on obtient
‖A# −B#‖ ≤ 2C2(η)‖A−B‖1−η.
Finalement, en utilisant à nouveau (7.30) avec q = 1/2, A = A# et B = B# on a :
‖A1/2# −B1/2# ‖ ≤ C2(η)‖A# −B#‖1/2−η,
≤ 2C2(η)2‖A−B‖1/2−η
pour tout 0 < η < 1/2. Le lemme est donc vrai pour C3(p) = 2C2(1/2− η)2 et p = 1/2− η.
Lemme 7.3.3 Soit E un espace de Hilbert muni d’une norme notée ‖ · ‖, (Tδ)δ>0 une suite d’opé-
rateurs de L(E) positifs auto-adjoints et de rang fini nδ et T0 ∈ L(E) un opérateur positif, compact
et injectif tels que
lim
δ→0
Tδ = T0.
Soit (yδ)δ>0 une suite d’éléments de R(Tδ) et y0 ∈ E tels que :
‖Tδ − T0‖+ ‖yδ − y0‖‖T0‖‖y0‖ ≤ δ (7.32)
et notons (α(δ), gδ) ∈ R× E l’unique solution du système de Tikhonov-Morozov
(α(δ) + T ∗δ Tδ)gδ = T ∗δ yδ, ‖Tδgδ − yδ‖ = δ‖gδ‖. (7.33)
On a alors la caractérisation suivante de R(T0) :
y0 ∈ R(T0) ⇐⇒ lim
δ→0
‖gδ‖ <∞ ⇐⇒ lim
δ→0
nδ∑
j=1
|λδj |2
(α(δ) + |λδj |2)2
|(yδ, ψδj )|2 <∞ (7.34)
où les λδj sont les valeurs propres strictement positives de Tδ et les ψδj sont les vecteurs propres
associés.
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Preuve. La preuve de ce lemme suit les grandes lignes de [60, théorème 5.1]. Nous prouvons dans
un premier temps que pour tout δ > 0 l’équation (7.33) admet une unique solution. Soit δ > 0 fixé,
comme yδ ∈ R(Tδ) on a
gδ =
nδ∑
j=1
λδj
(α(δ) + (λδj)2)
(yδ, ψδj )ψδj
et comme α(δ) satisfait le critère de Morozov, α(δ) doit annuler la fonction
fδ(α) :=
nδ∑
j=1
α2 − δ2|λδj |4
|α+ |λδj |2|2
|(yδ, ψδj )|2.
La fonction fδ est strictement croissante sur l’intervalle ]0,+∞[, fδ(α)→ −δ2‖yδ‖2 lorsque α → 0
et fδ(α) → ‖yδ‖2 lorsque α → +∞. Ainsi fδ s’annule pour un unique α(δ) et pour tout δ > 0,
(α(δ), gδ) est défini de manière unique.
Montrons l’équivalence (7.34) annoncée. Supposons que y0 est dans l’image de T0 et notons g0
l’unique élément de E tel que T0g0 = y0, on montre que la fonction gδ reste bornée. Par définition,
gδ minimise la fonction
g 7→ α(δ)‖g‖2 + ‖Tδg − yδ‖2,
et on a donc
α(δ)‖gδ‖2 + ‖Tδgδ − yδ‖2 ≤ α(δ)‖g0‖2 + ‖Tδg0 − yδ‖2. (7.35)
Mais
‖Tδg0 − yδ‖ ≤ ‖Tδg0 − T0g0‖+ ‖T0g0 − yδ‖,
≤ ‖Tδ − T0‖‖g0‖+ ‖y0 − yδ‖,
≤ ‖Tδ − T0‖‖g0‖+ ‖y0 − yδ‖‖T0‖‖y0‖ ‖g0‖,
et d’après (7.32) on obtient
‖Tδg0 − yδ‖ ≤ δ‖g0‖.
Enfin en utilisant (7.35) avec (7.33) ceci implique
‖gδ‖ ≤ ‖g0‖.
Supposons maintenant que y0 n’est pas dans l’image de T0 et montrons par contradiction que ‖gδ‖
tend vers +∞. Supposons qu’il existe une suite δj → 0 et une constante C > 0 telles que ‖gδj‖ ≤ C.
Alors gδj converge faiblement vers un certain g0 ∈ E et comme T0 est compact, T0gδj → T0g0
fortement (à une suite extraite près). Or, d’après (7.33) et (7.32) il existe C > 0 telle que pour tout
δ > 0
‖T0gδ − y0‖ ≤ ‖(Tδ − T0)gδ‖+ ‖Tδgδ − yδ‖+ ‖yδ − y0‖,
≤ δ‖gδ‖+ δ‖gδ‖+ δ‖T0‖‖y0‖ ,
≤ Cδ,
et donc T0g0 = y0 ce qui contredit l’hypothèse initiale que y0 n’est pas dans l’image de T0.
Preuve du théorème 7.3.1 Pour n > 0, définissons la famille des fonctions constantes par
morceaux (Li)1≤i≤n pour s ∈ [0, 2pi] par :
Li(s) :=

√
n
2pi si
2pi(i− 1)
n
≤ s ≤ 2pii
n
,
0 sinon.
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On associe aux valeurs (un,δi,j )i,j=1,...n la fonction un de L2(]0, 2pi[2) définie par
un(s, t) :=
∑
1≤i≤n
1≤j≤n
un,δij Li(s)Lj(t),
et au vecteur φnz on lui associe
Φnz :=
∑
1≤i≤n
φnz (i)Li.
Ainsi la matrice Un,δ est représentée par
Fn : L2(]0, 2pi[) −→ L2(]0, 2pi[)
v 7−→
∫ 2pi
0
un(s, t)v(t)dt.
D’après la définition des indicateurs d’erreur n(u∞) et n(φz) on a :
‖Fn − F‖ ≤ ‖un − u∞‖L2(]0,2pi[2) = n(u∞) et ‖Φnz − φz‖L2(]0,2pi[2) ≤ n(φz)
où la norme ‖ · ‖ désigne la norme d’opérateur de L2(]0, 2pi[) → L2(]0, 2pi[) et F est l’opérateur
champ lointain associé à la donnée continue u∞(xˆ, θˆ). En utilisant le lemme 7.3.2 on obtient∥∥∥(Fn)1/2# − F 1/2# ∥∥∥ ≤ C3(p)‖Fn − F‖p ≤ C3(p)n(u∞)p
pour tout 0 < p < 1/2 et C3(p) dépend de F , mais pas de Fn car Fn tend vers F lorsque n tend
vers +∞. De plus, comme F est un opérateur compact on montre en utilisant sa décomposition en
valeurs singulières que
‖F 1/2# ‖ ≤
√
2‖F‖1/2 ≤ √2‖u∞‖1/2L2(]0,2pi[2)
et donc d’après (7.27) on a∥∥∥(Fn)1/2# − F 1/2# ∥∥∥+ ‖F 1/2# ‖‖φz‖ ‖Φnz − φz‖L2(]0,2pi[) ≤ δn. (7.36)
On peut donc appliquer le lemme 7.3.3 à la suite d’opérateurs (Fn)1/2# , et d’après le théorème 7.2.11
on a la caractérisation suivante :
z ∈ Ω⇐⇒ z ∈ R(F 1/2# )⇐⇒ limδn→0 ‖gn‖L2(]0,2pi[) <∞
où gn correspond au gδ défini dans le lemme 7.3.3 avec yδ = Φnz .
Pour conclure, remarquons que pour tout g ∈ L2(]0, 2pi[)
(Fn)#g =
∑
1≤i≤n
1≤j≤n
(Un,δ# )i,j(g, Lj)L2(]0,2pi[)Li.
Rappelons que eni désigne le i-ème vecteur propre de U
n,δ
# associé à la valeur propre λni , pour
s ∈ [0, 2pi] on défini
vi(s) :=
n∑
j=1
(eni )jLj(s)
et donc pour i = 1, . . . , n
(Fn)#vi = λni vi.
Ceci permet de montrer que pour tout z ∈ R2
‖gn‖−2L2(]0,2pi[) = wn(z)
et on a le résultat annoncé.
Remarque 7.3.4 En pratique, le choix du δn satisfaisant 7.27 semble difficile. Nous le prendrons
simplement égal au niveau de bruit sur les mesures, σ.
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(b) kite
Figure 7.1 – η = 1, k = 2 pas de bruit.
7.3.2 Applications numériques
Notons wn(z) la fonction introduite à l’équation (7.26) lorsque la fonction test φz(xˆ) =
Φ∞(z, xˆ) = e−ikxˆ·z et wpn,dipole(z) la fonction définie par (7.26) lorsque φz(xˆ) = ∂Φ∞(z, xˆ)/∂p.
Remarquons qu’à cause de la linéarité du problème de diffraction par rapport à l’onde incidente,
il suffit de prendre p dans l’intervalle [0, pi]. On choisit de tester 4 directions de polarisation et on
pose
wn,dipole := max
p∈{0,pi/4,3pi/4,pi}
wpn,dipole.
Finalement, on affiche la valeur de
Wn(z) := max
(
wn(z)
maxz(wn(z))
,
wn,dipole(z)
maxz(wn,dipole(z))
)
.
On considère deux obstacles différents, le premier est convexe, c’est une ellipse de demi axes (1, 2)
alors que le second est non convexe et est donné par
Γ := {(cos(t) + 0.65 cos(2t), 1.5 sin(t)) pour t ∈ [0, 2pi[}.
Dans les deux cas la taille de l’obstacle Ω est de l’ordre d’une longueur d’onde lorsque la fréquence
est égale à 2. Les expériences sont menées dans le cas λ = 0. Le domaine d’échantillonnage est le
carré [−3, 3]2 que l’on discrétise à l’aide de 80 × 80 points z. Enfin on prend n = 100, c’est-à-dire
que l’on envoie 100 ondes incidentes pour des directions d’incidence uniformément réparties sur le
cercle unité et on observe le champ lointain dans les mêmes directions.
La figure 7.1 donne une idée de la meilleure image que l’on puisse obtenir avec ces paramètres
car elle représente la reconstruction lorsque le bruit sur les données est nul. Toutes les autres figures
ont été réalisées avec δ = 1% de bruit sur le champ lointain. La figure 7.2 illustre l’influence du
coefficient d’impédance généralisée η, plus ce coefficient est grand plus la reconstruction semble
floue. La figure 7.3 illustre l’influence de la fréquence, ces figures sont à comparer aux figures 7.2(c)
et 7.2(d), le côté convexe du kite semble mieux reconstruit, en revanche on ne capte plus la non
convexité. On termine ces expérimentations avec la reconstruction de deux ellipses distantes de 5
longueurs d’onde avec des coefficients η différents (voir figure 7.4).
Comparaison avec les méthodes d’optimisation
Les résultats que nous obtenons sont à comparer avec ceux présentés dans le chapitre 5. Gardons
à l’esprit que la méthode de factorisation nécessite un nombre importante de données (on envoie
100 ondes incidentes) alors que pour l’application des méthodes d’optimisation quelques ondes
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incidentes suffisent (2 donnaient déjà des résultats satisfaisant). Du point de vue de la qualité de la
reconstruction, les deux méthodes sont comparables même si la méthode de factorisation est plus
sensible au bruit. En revanche, pour appliquer cette méthode nous n’avons besoin que de très peu
d’informations a priori notamment sur le nombre et la localisation des obstacles.
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(f) kite, η = 10
Figure 7.2 – k = 2 avec 1% de bruit.
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Figure 7.3 – η = 1, k = 5 avec 1% de bruit.
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(a) ellipse de gauche : η = 1, ellipse de droite : η =
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(b) ellipse de gauche : η = 10, ellipse de droite :
η = 0.01
Figure 7.4 – Deux ellipses, k = 5 avec 1% de bruit.
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Ce chapitre est le fruit de mon séjour de trois mois à l’Université du Delaware sous
l’encadrement de Professeur Fioralba Cakoni. La langue de travail ayant été l’anglais
nous avons choisi de rédiger ce chapitre en anglais.
Pour conclure cette thèse nous abordons un sujet un peu différent, nous étudions lecomportement asymptotique d’un problème spectral. Nous nous intéressons à l’étude desvaleurs propres du problème de transmission intérieur dans le cas où l’obstacle diffractant
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est constitué d’une couche mince couvrant un conducteur parfait. Ce type de problème spectral est
apparu récemment dans de nombreux travaux traitant des problèmes de diffraction inverse (voir
[22, 38] par exemple) et suscite l’intérêt de part son caractère non auto-adjoint, voir [27] pour
un compte rendu concernant ce problème. De plus, on peut interpréter les valeurs propres de
transmission comme des fréquences pour lesquelles une onde incidente bien choisie peut produire
un champ diffracté nul (l’obstacle est alors invisible pour cette onde incidente). Une conséquence
directe de cette remarque est que pour une telle fréquence la Linear Sampling Method ne fonctionne
pas. De plus, ces valeurs propres peuvent être détectées à partir de la donnée du champ lointain
produit par une infinité d’ondes incidentes planes pour une plage de fréquence donnée (voir [23]).
Ainsi on peut les utiliser pour avoir des informations qualitatives sur le milieu diffractant (voir [20]
pour un exemple d’utilisation de ces valeurs propres).
Dans une première section nous donnons plus de détails sur le problème de transmission intérieur
en présence d’une couche mince. La deuxième section est consacrée au développement asymptotique
formel de la première valeur propre et des vecteurs propres associés par rapport à l’épaisseur de
la couche. Nous justifions ensuite dans la troisième section la validité des développements formels.
Enfin nous concluons ce chapitre par quelques illustrations numériques.
8.1 Interior transmission eigenvalues for a dielectric inhomogeneity
with a perfectly conducting inclusion
8.1.1 Setting of the problem
We consider the thin layer geometry described in sction 1.1.2, the inhomogeneity Ω is a boun-
ded of R2 simply connected domain of boundary Γ of class C∞. We still denote by Uδ = {x ∈
Ω such that d(x,Γ) < δ} the thin layer of interior boundary Γδ = {x ∈ Ω such that d(x,Γ) = δ}
that defines a bounded and simply connected domain Ωδ (see Figure 1.2). The scattering of an
incident wave ui by such a structure gives rise to a scattered field us = u− ui that satisfies
∆u+ k2nu = 0 in Uδ,
∆u+ k2u = 0 in Ωext := Rd \ Ω,[
∂u
∂ν
]
= 0 , [u] = 0 on Γ,
u = 0 on Γδ,
lim
R→∞
∫
|x|=R
|∂rus − ikus|2 ds = 0.
(8.1)
where k is the wave number, n ∈ L∞(Uδ) is the index of refraction of the layer, ν is the unitary
normal to Γ directed outward to Ω and [v] = v+ − v− denotes the jump of v across Γ where v+ is
the exterior trace of v and v− is the interior trace of v on Γ.
Remark 8.1.1 In this chapter, we treat the case of a Dirichlet obstacle. The extension a the results
to the case of a Neumann obstacle is not obvious and is still an open question. In particular, there
exists no proof about the existence of real interior transmission eigenvalues in this case (correspon-
ding to Theorem 8.1.4).
For any element θˆ of the unit sphere S1 we define an incident plane wave by ui(x) = eikθˆ·x
and we denote by u∞(xˆ, θˆ) ∈ L2(S1 × S1) the far-field pattern associated to the scattered field us
solution to (8.1) and defined by
us(x) = e
ik|x|√|x|
(
u∞(x/|x|) +O
( 1
|x|
))
|x| −→ +∞.
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Let us introduce the far-field operator at frequency k
Fk : L2(S1) −→ L2(S1)
g 7−→
∫
S1
u∞(xˆ, θˆ)g(θˆ)dθˆ.
If this operator is injective with dense range, by using the Linear Sampling Method one can deter-
mine the shape of the inhomogeneity from the far field pattern u∞(xˆ, θˆ) for all directions xˆ and θˆ.
But Fk may fail to be injective for special frequencies : the interior transmission eigenvalues. We
call an interior transmission eigenvalue a real kδ such that there exists a non trivial solution (wδ, vδ)
to the following coupled problem
∆wδ + k2δnwδ = 0 in Uδ,
∆vδ + k2δvδ = 0 in Ω,
∂vδ
∂ν
= ∂wδ
∂ν
, vδ = wδ on Γ,
wδ = 0 on Γδ.
(8.2)
Definition 8.1.2 The values k2δ > 0 for which (8.2) has a non trivial solution (wδ, vδ) are called
interior transmission eigenvalues, the functions wδ and vδ are the associated eigenvectors.
It seems that these eigenvalues can be determined from the far-field operator (see [23]) and that
one can use them to obtain information on the inhomogeneity like its size or bounds on the index
of refraction (see [20] for example). We propose to obtain estimates of the thickness δ by using an
asymptotic development of the first interior transmission eigenvalue of problem (8.2).
8.1.2 Existence and discreetness of the transmission eigenvalues
We briefly summarize the results obtained in [26] about transmission eigenvalues for the case of
an obstacle contained inside in an inhomogeneous medium. The first step consists in moving from
the second order equation (8.2) to a forth order eigenvalue problem. To do so, we introduce
uδ =
{
wδ − vδ in Uδ
−vδ in Ωδ
(8.3)
then
(∆ + k2δ )
1
1− n(∆ + k
2
δn)uδ = 0 in Uδ (8.4)
and we look for this function in
Wδ :=
{
u ∈ H10 (Ω) ∩H1∆(Uδ) such that
∂u
∂ν
= 0 on Γ
}
.
This space is associated with the norm
‖u‖2Wδ := ‖u‖2H1(Ω) + ‖∆u‖2L2(Uδ).
Define also the bounded linear operators Ak2 : Wδ →Wδ and B : Wδ →Wδ given by
(Ak2u, v)Wδ :=
∫
Uδ
1
1− n(∆u+ k
2u)(∆v + k2v) dx+ k4
∫
Ω
uv dx+ k2
∫
Ω
∇u · ∇v dx
(Bu, v)Wδ := 2
∫
Ω
uv dx.
As proven in [26, Theorem 2.1], the operators Ak2 and B satisfy the following proposition.
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Proposition 8.1.3 Assume that 0 < n∗ < n(x) < n∗ < 1, B is a compact operator and there exists
a constant C > 0 such that for all δ > 0
|(Ak2u, u)Wδ | ≥ C‖u‖2Wδ .
Proof. The proof can be found in [26]. The fact that the coercivity constant is independent of δ is
clear in this proof.
A positive number k2δ is an interior transmission eigenvalue (according to Definition 8.1.2) as-
sociated with the vectors (wδ, vδ) if and only if the function uδ defined by (8.3) is solution to
Ak2
δ
uδ − k4δBuδ = 0.
The vectors (wδ, vδ) are obtained from uδ by
wδ =
1
k2δ (1− n)
(∆uδ + k2δuδ) in Uδ, (8.5)
vδ =

−uδ in Ωδ,
1
k2δ (1− n)
(∆uδ + k2δnuδ) in Uδ.
(8.6)
We recall hereafter one of the results of [26].
Theorem 8.1.4 Assume that 0 < n∗ < n(x) < n∗ < 1. There exist an infinite discrete set of
transmission eigenvalues and +∞ is the only accumulation point.
In the following we are interested in obtaining an asymptotic development of the first transmission
eigenvalue, we denote this eigenvalue by λ1δ instead of k2δ . The associated eigenvectors will be denoted
by (w1δ , v1δ ) and the difference by u1δ . We chose these eigenvectors such that
‖u1δ‖Wδ = 1
and we have the following regularity result for the eigenvectors.
Lemma 8.1.5 If Γ is a boundary of class Ck+2 with k ≥ 2 and 0 < n < 1 is constant then
w1δ ∈ Hk(Uδ) and v1δ ∈ Hk(Ω).
Proof. First of all since ∆v1δ = −λ1δv1δ , using interior elliptic regularity for the Laplacian, we know
that v1δ ∈ C∞(ω) for all open set ω ⊂⊂ Ω. Hence its trace and its normal derivative trace on Γδ
are in Hk+2−1/2(Γδ) and Hk+2−3/2(Γδ) respectively. Using the same argument but this time for the
Laplace operator with homogeneous Dirichlet boundary condition on Γδ we can say that the trace
of the normal derivative of w1δ on Γδ is also in Hk+2−3/2(Γδ). We easily deduce that on Γδ we have{
∆u1δ ∈ Hk+2−1/2(Γδ),
∂νδ(∆u1δ) ∈ Hk+2−3/2(Γδ)
where νδ is the unit normal to Γδ directed toward the interior of Ωδ. Since u1δ satisfies (8.4) in Uδ
with homogeneous boundary conditions on Γ, regularity results for the bilaplacian (see [90]) implies
that u1δ is in Hk+2(Uδ). We finally get the result by using (8.5) and (8.6).
To ensure existence of such an interior transmission eigenvalue we assume in the following that
the index of the layer is constant and such that
0 < n < 1.
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8.2 Formal asymptotic development
8.2.1 Preliminary material
We perform the asymptotic development in dimension 2, the extension to dimension 3 is more
technical but the same process would give the expansion. Since we are in dimension 2, there exists
s0 and a C∞([0; s0]) periodic function xΓ : [0; s0]→ R2 which parameterizes the boundary Γ :
Γ = {xΓ(s) , s ∈ [0; s0]}.
Moreover, we can choose this parameterization such that τ (s) := dxΓds (s) the tangent vector to the
surface Γ at point xΓ(s) is unitary. Then we denote by n(s) the inward unit normal to Γ at point
xΓ(s) and we define the curvature κ(s) by
dτ
ds
(s) = κ(s)n(s).
By using this parameterization of the curve Γ, for some sufficiently small periodic function δ ∈
C0([0; s0]) the surface Γδ is parameterized by
Γδ = {xΓ(s) + δ(s)n(s) , s ∈ [0; s0]}. (8.7)
Define η0 := infs∈[0,s0] 1|κ(s)| , and Ω0 := {x ∈ R2 , dist(x,Γ) ≤ η0}. Then the map
ϕ : [0, s0]× (−η0, η0) −→ Ω0
(s, η) 7−→ xΓ(s) + ηn(s)
is a C∞-diffeomorphism. In other words, for every point x ∈ Ω0 there exists (s, η) ∈ [0, s0]×(−η0, η0)
such that
x = xΓ(s) + ηn(s).
For any function u defined on Ω0 we define u˜ on [0, s0] × (−η0, η0) by u˜(s, η) := u ◦ ϕ(s, η). The
gradient in this local coordinates writes
∇u = 1(1 + ηκ)
∂
∂s
u˜τ +
∂
∂η
u˜n
and using integration by part we can prove that for ~u = uττ + unn the divergence is
div~u =
1
(1 + ηκ)
∂
∂s
u˜τ +
1
(1 + ηκ)
∂
∂η
(1 + ηκ)u˜n.
We finally denote Js,η := |det(∇ϕ(s, η))| = 1 + ηκ(s) the Jacobian of the transformation.
8.2.2 The formal asymptotic development
Let us go back to our problem. In order to be able perform the computations, we assume that
the function δ used in (8.7) to define the interior boundary is of the form δ(s) = δ0g(s) for some
constant δ0 > 0 and some strictly positive and continuous function g which is independent of δ0
and such that |δ0g(s)| < η0. To simplify the notations and because there is no ambiguity, we shall
not make the distinction between g as a function of local or global variables. Then, we postulate
the following ansatz for the first interior transmission eigenvalue and the associated eigenvectors :
λ1δ =
∞∑
j=0
δj0λj
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w1δ (x) = wˆ1δ (s, ξ) =
∞∑
j=0
δj0wˆj (s, ξ) (8.8)
v1δ (x) =
∞∑
j=0
δj0vj(x)
for ξ = η/δ0. Remark that the functions wj are defined on G := {(s, ξ) ∈ [0, s0]× [0,max(g)] , ξ ≤
g(s)} which is independent of δ0, we denote wk(x) = wˆk(s, η/δ0). Using (8.2) and the expression of
the gradient and divergence operators in the local coordinates, we obtain that (wˆ1δ , v1δ ) satisfies
1
(1 + ξδ0κ)
∂
∂s
1
(1 + ξδ0κ)
∂
∂s
wˆ1δ +
1
δ20(1 + ξδ0κ)
∂
∂ξ
(1 + ξδ0κ)
∂
∂ξ
wˆ1δ + λ1δnwˆ1δ = 0 in G (8.9)
together with the boundary conditions
wˆ1δ (s, g(s)) = 0 ∀s ∈ [0, s0],
wˆ1δ (s, 0) = v˜1δ (s, 0) ∀s ∈ [0, s0],
∂v˜1δ
∂η
|η=0 =
1
δ0
∂wˆ1δ
∂ξ
|ξ=0 ∀s ∈ [0, s0].
Let us rewrite (8.9) in a more convenient way for the formal computations. If we multiply this
equality by δ20(1 + ξδ0κ)3 it writes
5∑
k=0
δk0Akwˆδ = 0
where the (Ak)k=0,··· ,5 are differential operators of order 2 at maximum. Let us give the expression
of the first terms
A0 =
∂2
∂ξ2
,
A1 = 3ξκ
∂2
∂ξ2
+ κ ∂
∂ξ
,
A2 = 3ξ2κ2
∂2
∂ξ2
+ 2ξκ2 ∂
∂ξ
+ ∂
2
∂s2
+ λ0n,
A3 = · · ·
Hence, by equating the terms of same order in δ, for k ∈ N, the function wˆk solves
A0wˆk = −
5∑
l=1
Alwˆk−l, (8.10a)
wˆk(s, g(s)) = 0, (8.10b)
wˆk(s, 0) = v˜k(s, 0), (8.10c)
∂wˆk
∂ξ
(s, 0) = ∂v˜k−1
∂η
(s, 0), (8.10d)
with the convention that wˆk = vk = 0 for negative k. The functions vk satisfy
∆vk + λ0vk = −
k∑
l=1
λlvk−l. (8.11)
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Order 0.
From (8.10a) we have
∂2wˆ0
∂2ξ
= 0
and using the boundary conditions (8.10b) and (8.10d) we obtain wˆ0 = 0 on G. Equation (8.10c)
together with (8.11) gives that (λ0, v0) solves{
∆v0 + λ0v0 = 0 in Ω
v0 = 0 on Γ
(8.12)
hence we define (λ0, v0) as being the first eigenpair of −∆ with a Dirichlet boundary condition and
‖v0‖L2(Ω) = 1. Remark that v0 is uniquely determined up to its sign, this will be clarified during
the convergence analysis.
Order 1.
Iterating the process, we obtain that wˆ1 is solution to
∂2wˆ1
∂ξ2
= 0
and with the boundary conditions we get
wˆ1(s, ξ) =
(
∂v˜0
∂η
)
|η=0ξ − g(s)
(
∂v˜0
∂η
)
|η=0.
Finally v1 solves ∆v1 + λ0v1 = −λ1v0 in Ω,v1 = −g∂v0
∂n
on Γ.
(8.13)
Since λ0 is an eigenvalue for −∆ with a Dirichlet boundary condition, the right hand side of (8.13)
has to satisfy a compatibility condition. Namely, it has to be orthogonal to the first eigenvector v0
(the first eigenvalue λ0 of −∆ with Dirichlet boundary conditions is simple for connected domains
[52, Theorem 1.2.5]). Let θ1 be a lifting of −g∂v0/∂n in Ω such that θ1|Γ = −g∂v0/∂n. Then (8.13)
is equivalent to find v1 = v1 − θ1 such that{
∆v1 + λ0v1 = −λ1v0 − (∆ + λ0)θ1 in Ω,
v1 = 0 on Γ.
As a consequence, to ensure existence and uniqueness of v1 we chose λ1 such that the second hand
side of this system is orthogonal to v0 that is
λ1 :=
∫
Ω
∇θ1 · ∇v0 − λ0θ1v0 dx
= −
∫
Ω
θ1∆v0 + λ0θ1v0 dx−
∫
Γ
θ1
∂v0
∂n
ds
=
∫
Γ
g
∣∣∣∣∂v0∂n
∣∣∣∣2 ds.
Still, v1 is uniquely determined that is why we also constraint v1 to be orthogonal to v0 in L2.
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Order 2.
Let us iterate the process once more, wˆ2 solves
∂2wˆ2
∂ξ2
+ κ∂wˆ1
∂ξ
= 0
and with the Neuman boundary conditions on Γ and the Dirichlet boundary condition on Γδ we
get
wˆ2(s, ξ) = −κ2
∂v0
∂n
ξ2 + ∂v1
∂n
ξ + κ2
∂v0
∂n
g2 − ∂v1
∂n
g.
From this we can write the equation that defines v2∆v2 + λ0v2 = −λ1v1 − λ2v0 in Ωv2 = κ2 ∂v0∂n g2 − ∂v1∂n g on Γ. (8.14)
As previously, define θ2 a lifting of v2 that satisfies θ2|Γ = κ2 ∂v0∂n g2 − ∂v1∂n g and v2 := v2 − θ2, then
(8.14) writes {
∆v2 + λ0v2 = −λ1v1 − λ2v0 −∆θ2 − λ0θ2 in Ω
v2 = 0 on Γ.
Again, to ensure existence and uniqueness of v2 we have to impose a compatibility condition that
is that the second hand side has to be orthogonal to v0 :
λ2 =− λ1
∫
Ω
v1v0 dx−
∫
Ω
(∆θ2 + λ0θ2)v0 dx
=−
∫
Γ
(
κ
2
∂v0
∂n
g2 − ∂v1
∂n
g
)
∂v0
∂n
ds.
And we also impose that
∫
Ω v2v0 dx = 0 to ensure uniqueness of v2.
Order k.
Take k > 0 and assume that the functions wˆl and vl as well as the real numbers λl are well defined
for l < k. Assume moreover that for all 0 < l < k,∫
Ω
vlv0dx = 0 (8.15)
and that ‖v0‖L2(Ω) = 1. The first step consists in computing wˆk by solving (8.10a) together with
the boundary conditions (8.10b) and (8.10d). This uniquely determines wˆk and one can obtain an
explicit formula for wˆk. Then, let us denote θk a lifting function in Ω such that
θk|Γ = wk|Γ
and vk = vk − θk solves{
∆vk + λ0vk = −
∑k
l=1 λlvk−l −∆θk − λ0θk in Ω
vk = 0 on Γ.
To ensure existence and uniqueness for vk we impose that the right hand side of this equations is
orthogonal to the first Dirichlet eigenvalue v0 and we have by using (8.15) and the fact that v0 is
of L2 norm equal to 1,
λk = −
∫
Ω
(∆θkv0 + λ0θkv0)dx
= −
∫
Γ
wk
∂v0
∂n
ds.
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Hence, the function vk = vk +θk solve (8.11) together with (8.10c) but this function is not uniquely
determined. To ensure the uniqueness of vk we assume in addition that∫
Ω
vkv0dx = 0.
Hence, from the knowledge of the functions wˆl and vl and the real numbers λl for l < k, we are
able to define the iterate k uniquely and the orthogonality assumption (8.15) propagates.
Remark 8.2.1 These computations are in fact valid for any interior transmission eigenvalue, the
difference would be the value of λ0. In the case of the first transmission eigenvalue, we proposed to
take λ0 as being the first eigenvalue of the Dirichlet problem, in the case of another transmission
eigenvalue we should take another Dirichlet eigenvalue for λ0.
8.3 Convergence analysis
To prove the convergence we assume that the thickness of the layer is constant (i.e. g ≡ 1). The
main objective of this part is to justify the asymptotic development
λ1δ = λ0 + δλ1 + δ2λ2 +O(δ3)
where O(x) stands for a generic function of C∞(R+) such that there exists a constant C > 0 such
that for all x ∈ R+
|O(x)| ≤ C.
The first step for proving such a result is to obtain a priori estimates for the interior transmission
problem 
∆wδ + k2δnwδ = f in Uδ,
∆vδ + k2δvδ = g in Ω,
∂vδ
∂ν
= ∂wδ
∂ν
, vδ = wδ on Γ,
wδ = 0 on Γδ,
this is the aim of the next section, the main estimates are stated in Propositions 8.3.6 and 8.3.7.
8.3.1 Preliminary regularity estimates
Let us establish some crucial elliptic regularity estimates with explicit dependence of the
constants with respect to δ. In the following, we denote by C a generic constant independent
of δ. In the next Lemma we adopt the notations and the definitions of [74, section 4] that we recall
here in a simplified setting. Let O be a connected Lipschitz domain of R2 and denote by (x1, x2)
the coordinates of x in some given basis. We define the operator P in O by
P := −
∑
i,j
∂
∂xi
ai,j
∂
∂xj
where for (i, j) ∈ {1, 2}2 ai,j ∈ C1(O). We say that P is coercive if there exists a constant C > 0
such that for all ξ ∈ R2 and x ∈ O ∑
i,j
ai,j(x)ξiξj ≥ C|ξ|2.
We call the conormal derivative the operator Bν given by
Bν :=
∑
i
νiγ∂O
∑
j
ai,j
∂
∂xj

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where γ∂O is the trace operator on ∂O and νi for i = 1, 2 is the ith component of the exterior normal
vector to ∂O.
Lemma 8.3.1 Take δ a strictly positive real number, g ∈ H1/2(R) and f ∈ L2(R × (0, δ)). Let P
be coercive operator with coercivity constant independent of δ. Let Bν be the conormal derivative
associated with P at x2 = 0. If w ∈ H0 := {w ∈ H1(R× (0, δ)) , w(x1, δ) = 0∀x1 ∈ R} solves
Pw = f in R× (0, δ),
Bνw(x1, 0) = g(x1) for all x1 ∈ R,
w(x1, δ) = 0 for all x1 ∈ R,
then there exists a constant C > 0 independent of δ such that
‖w‖H2(R×(0,δ)) ≤ C
(
‖f‖L2((R×(0,δ)) + ‖g‖H1/2(R)
)
.
Proof. With the definition of P and Bν we obtain by Green’s formula for all ψ ∈ H0∫
R×(0,δ)
Pwψ dx1dx2 = Φ(w,ψ)−
∫
R
Bνw(x1, 0)ψ(x1, 0) dx1
where the bilinear form Φ is defined for all functions (u, v) ∈ H0 by
Φ(u, v) =
∑
i,j
∫
R×(0,δ)
ai,j
∂u
∂xi
∂v
∂xj
dx1dx2.
Using the equation satisfied by w one obtains∫
R×(0,δ)
fψ dx1dx2 = Φ(v, ψ)−
∫
R
g(x1)ψ(x1, 0) dx1. (8.16)
Let us introduce the difference quotient in the direction x1 and give some basic properties it satisfies.
For h ∈ R and all (x1, x2) ∈ R× [0, δ] let us define
∆hu :=
u(x1 + h, x2)− u(x1, x2)
h
.
By algebraic calculus we prove that the following formulas hold true for all functions u and v in H0∫
R×(0,δ)
(∆hu)v dx1dx2 = −
∫
R×(0,δ)
u(∆−hv) dx1dx2 (8.17)
|Φ(∆hu, v) + Φ(u,∆−hv)| ≤ C‖v‖H1(R×(0,δ))‖u‖H1(R×(0,δ)) (8.18)
and moreover there exists another constant C > 0 independent of δ such that for all u ∈ H0 and h
sufficiently small
C
∥∥∥∥ ∂u∂x1
∥∥∥∥
L2(R×(0,δ))
≤ ‖∆hu‖L2(R×(0,δ)) ≤
∥∥∥∥ ∂u∂x1
∥∥∥∥
L2(R×(0,δ))
(8.19)
see [74, Lemma 4.13] for the proof of this last result.
Let us go back to formula (8.16) and make use of (8.17) and (8.18) to obtain for ψ = ∆−h∆hw ∈
H0 and all h sufficiently small
|Φ(∆hw,∆hw)| ≤ C‖w‖H1(R×(0,δ))‖∆hw‖H1(R×(0,δ))
+
∣∣∣∣∣
∫
R
g(x1)(∆−h∆hw)(x1, 0) dx1 +
∫
R×(0,δ)
f(∆−h∆hw) dx1dx2
∣∣∣∣∣ . (8.20)
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For all s ∈ R if ∂u∂x1 ∈ Hs(R) we have from [74, Exercise 4.4] that
‖∆hu‖Hs(R) ≤
∥∥∥∥ ∂u∂x1
∥∥∥∥
Hs(R)
then the boundary terms in (8.20) can be estimated as follow∫
R
|g(∆−h∆hw)| dx1 ≤‖g‖H1/2(R)‖(∆−h∆hw)‖H−1/2(R)
≤‖g‖H1/2(R)‖∆hw‖H1/2(R)
≤C‖g‖H1/2(R)‖∆hw‖H1(R×(0,δ)) (8.21)
with a trace constant C > 0 independent of δ and h (see the trace Lemma 8.3.4 for the last
inequality). Finally using (8.19), (8.20) and (8.21) we obtain from the coercivity of P
‖∆hw‖H1(R×(0,δ)) ≤ C
(
‖g‖H1/2(R) + ‖w‖H1(R×(0,δ)) + ‖f‖L2(R×(0,δ))
)
which gives in regard of [74, Lemma 4.13]∥∥∥∥ ∂w∂x1
∥∥∥∥
H1(R×(0,δ))
≤ C
(
‖g‖H1/2(R) + ‖w‖H1(R×(0,δ)) + ‖f‖L2(R×(0,δ))
)
.
To estimate the second order derivative with respect to x2 let us recall that
Pw = f
hence since P is coercive there exists a constant C > 0 that depends on the coefficients ai,j but not
on δ such that ∥∥∥∥∥∂2w∂x22
∥∥∥∥∥
L2(R×(0,δ))
≤ C
(
‖f‖L2(R×(0,δ)) +
∥∥∥∥ ∂w∂x1
∥∥∥∥
H1(R×(0,δ))
)
≤ C
(
‖g‖H1/2(R) + ‖w‖H1(R×(0,δ)) + ‖f‖L2(R×(0,δ))
)
.
Then the result is a consequence of a the classical a priori estimate for ‖w‖H1(R×(0,δ)) that comes
form the coercivity of P.
Form this regularity Lemma in a strip we obtain a regularity result in Uδ with homogeneous boun-
dary conditions in a first Lemma and then with inhomogeneous boundary conditions in a second
Lemma.
Lemma 8.3.2 There exists a constant C > 0 independent of δ such that for all f ∈ L2(Uδ) the
unique solution w ∈ H1(Uδ) of 
−∆w = f in Uδ,
∂w
∂n
= 0 on Γ,
w = 0 on Γδ,
satisfies the bound
‖w‖H2(Uδ) ≤ C‖f‖L2(Uδ).
Proof. First of all using a classical a priori estimate for the Laplacian we have
‖w‖H1(Uδ) ≤ C‖f‖L2(Uδ) (8.22)
with a constant C > 0 independent of δ. To obtain the H2 bound we will work locally and apply the
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Figure 8.1 – Local covering of the layer
Lemma 8.3.1 after having straightened the boundary. Since Uδ is compact, there exists an integer
n and a sequence (Ωi)i=1,··· ,n of bounded and connected domains of R2 such that Uδ ⊂ ∪ni=1Ωi and
this covering is valid for all δ sufficiently small. Moreover, we take the Ωi such that for all i there
exists si > 0 and a C∞([−si, si]) function xΓ such that for all δ sufficiently small
(Uδ) ∩ Ωi = {xΓ(s) + ηn(s) ,∀(s, η) ∈ (−si, si)× (0, δ)}
where for all s, xΓ(s) ∈ Γ (see Figure 8.1). In this case and for all δ sufficiently small,
ϕi : (Uδ) ∩ Ωi −→ Ωˆi
x 7−→ (s, η)
is a C2-Diffeormorphism where Ωˆi := (−si, si)× (0, δ).
Moreover, there exists a sequence of positive C∞(R2) functions (φi)i=1,··· ,n such that supp(φi) ⊂
Ωi and
∑
i φi = 1 in Uδ. Hence if we define wi := φiw ∈ H1(Uδ) then
‖w‖H2(Uδ) ≤
N∑
i=1
‖wi‖H2(Uδ) (8.23)
and for every i, wi is compactly supported in Ωi. Moreover, for all i, wi solves
−∆wi = fi in Uδ,
∂wi
∂n
= gi on Γ,
wi = 0 on Γδ,
with
fi := fφi + 2∇w∇φi + w∆φi,
gi := w
∂φi
∂n
.
In the following, for all function U ∈ L2((Uδ) ∩ Ωi) we denote by U˜ ∈ L2(Ωˆi) the function defined
by U˜ := U ◦ ϕi. Since the W 2,∞ norm of ϕi and ϕ−1i does not depend on δ one can prove that
there exists a constant C > 0 independent of δ such that for all integer 0 < p ≤ 2 and for all
U ∈ Hp((Uδ) ∩ Ωi)
1
C
‖U˜‖Hp(Ωˆi) ≤ ‖U‖Hp((Uδ)∩Ωi) ≤ C‖U˜‖Hp(Ωˆi) (8.24)
and for all 0 < s ≤ 2 and all G ∈ Hs(Γ ∩ ∂Ωi)
1
C
‖G˜‖Hs((−si,si)) ≤ ‖G‖Hs(Γ∩∂Ωi) ≤ C‖G˜‖Hs((−si,si). (8.25)
With these notations, we can prove using the computations of section 8.2.2 that w˜i ∈ H1(Ωˆi) solves
Pw˜i = f˜i in Ωˆi,
(Bνw˜i)(s, 0) = g˜i(s) for all s ∈ (−si, si),
w˜i(s, δ) = 0 for all s ∈ (−si, si),
(8.26)
8.3. Convergence analysis 183
where f˜i(s, η) := (1 + ηκ(s))(fi ◦ ϕi)(s, η), g˜i(s, η) := −(1 + ηκ(s))(gi ◦ ϕi)(s, η) and P and Bν are
as in Lemma 8.3.1. Remark that the coercivity constant for P does not depend on δ. Furthermore
since w˜i, f˜i and g˜i are equal to 0 in a vicinity of −si and si we can extend them by 0 into R× (0, δ).
We do not change the notations for the extensions and they satisfy the system (8.26) for all s ∈ R.
Hence we can apply Lemma 8.3.1 to w˜i and we obtain
‖w˜i‖H2(R×(0,δ)) ≤ C
(
‖g˜i‖H1/2(R) + ‖f˜i‖L2(R×(−si,si))
)
where C is independent of δ since χ is independent of δ. By using the equivalence of norms (8.24)
and (8.25) and (8.23) together with our first a priori estimate (8.22) we finally obtain the estimate
of the Lemma.
If the second hand side is in the boundary condition on Γ we get the following result.
Lemma 8.3.3 For any g ∈ H1/2(Γ) if w ∈ H1(Uδ) is solution to
∆w = 0 in Uδ,
∂w
∂n
= g on Γ,
w = 0 on Γδ,
then there exists a constant C > 0 such that for all δ > 0
‖w‖H2(Uδ) ≤ C‖g‖H1/2(Γ).
In addition if there exists Cg > 0 such that ‖g‖H1/2(Γ) ≤ Cg for all δ > 0, then
‖w‖H2(Uδ) −→δ→0 0.
Proof. Let us first build a well chosen lifting of g which is equal to 0 on Γδ. Let us define gi = φig
and its local counterpart g˜i using the same partition of unity and local parameterization as in the
previous proof. Then we can define an extension of g˜i to R that we denote gi by
gi(s) :=
{
g˜i(s) if s ∈ [−si, si],
0 elsewhere.
For any function G ∈ L1(R) we define its Fourier transform by
FG(ξ) :=
∫
R
G(s)e−i2pisξ ds
and the inverse Fourier transform by
F−1G(s) :=
∫
R
G(ξ)ei2pisξ dξ
Since the boundary Γ is C∞ and since g ∈ H1/2(Γ), from Plancherel Theorem there exists a constant
C independent of δ such that
‖(1 + ξ2)1/4Fgi‖L2(R) ≤ C‖g‖H1/2(Γ). (8.27)
For all ξ ∈ R and η ∈ [0, δ] let us define
wi(ξ, η) :=
Fgi(ξ)
|ξ|
(
sinh(|ξ|(η − δ))
cosh(|ξ|δ)
)
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and
wi(s, η) := (F−1wi)(s, η)
then wi satisfies wi(s, δ) = 0 and ∂wi∂η (s, 0) = gi(s) in R. Moreover, there exists a constant C > 0
independent of δ such that for all (ξ, η) ∈ R× (0, δ) we have
|wi(ξ, η)|2 ≤ C(Fgi(ξ))2 , |ξwi(ξ, η)|2 ≤ C(Fgi(ξ))2 ,
∣∣∣∣∂wi∂η (ξ, η)
∣∣∣∣2 ≤ C(Fgi(ξ))2
By integrating these inequalities other R × (0, δ), by using the bound (8.27) and the Plancherel
Theorem, there exists C > 0 independent of δ such that
‖wi‖2H1(R×(0,δ)) ≤ Cδ‖g‖2H1/2(Γ).
Moreover, for all (ξ, η) ∈ R× (0, δ) we also have
ξ2wi(ξ, η) = |ξ|Fgi(ξ)
sinh(|ξ|(η − δ))
cosh(|ξ|δ) ,
ξ
∂wi
∂η
(ξ, η) = |ξ|Fgi(ξ)
cosh(|ξ|(η − δ))
cosh(|ξ|δ) ,
∂2wi
∂η2
(ξ, η) = |ξ|Fgi(ξ)
sinh(|ξ|(η − δ))
cosh(|ξ|δ) .
Hence ∫
R
∫ δ
0
|ξ|4|wi(ξ, η)|2dηdξ =
∫
R
|ξ|2|Fgi(ξ)|2
∫ δ
0
sinh2(|ξ|(η − δ))
cosh2(|ξ|δ) dηdξ
=
∫
R
|ξ|2|Fgi(ξ)|2
∫ δ
0
cosh(2|ξ|(η − δ))− 1
2 cosh(|ξ|δ)2 dηdξ
= 12
∫
R
|ξ|2|Fgi(ξ)|2
( sinh(|ξ|δ)
|ξ| cosh(|ξ|δ) −
δ
cosh(|ξ|δ)2
)
dξ
≤ 12
∫
R
|ξ||Fgi(ξ)|2
sinh(|ξ|δ)
cosh(|ξ|δ)dξ
≤ 12
∫
R
|ξ||Fgi(ξ)|2dξ,
hence by using (8.27) we have∫
R
∫ δ
0
|ξ|4|wi(ξ, η)|2dηdξ ≤ C‖g‖2H1/2(Γ).
We obtain in a similar way that∫
R
∫ δ
0
∣∣∣∣ξ ∂wi∂η (ξ, η)
∣∣∣∣ dηdξ ≤ C‖g‖2H1/2(Γ) and ∫R
∫ δ
0
∣∣∣∣∣∂2wi∂η2 (ξ, η)
∣∣∣∣∣ dηdξ ≤ C‖g‖2H1/2(Γ)
for another constant C. Hence, from the Plancherel Theorem we get,
‖wi‖2H2(R×(0,δ)) ≤ C‖g‖2H1/2(Γ). (8.28)
Assume in addition that there exists Cg > 0 such that ‖g‖H1/2(Γ) ≤ Cg for all δ > 0, then for
almost every ξ ∈ R,
|ξ||Fgi(ξ)|2
sinh(|ξ|δ)
cosh(|ξ|δ) −→δ→0 0
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and since
|ξ|Fgi(ξ)|2
sinh(|ξ|δ)
cosh(|ξ|δ) ≤ |ξ|(Fgi(ξ))
2,
the Lebesgue dominated convergence theorem implies that∫
R
∫ δ
0
|ξ|4|wi(ξ, η)|2dηdξ −→
δ→0
0
We obtain in a similar way that∫
R
∫ δ
0
∣∣∣∣ξ ∂wi∂η (ξ, η)
∣∣∣∣ dηdξ −→δ→0 0 and
∫
R
∫ δ
0
∣∣∣∣∣∂2wi∂η2 (ξ, η)
∣∣∣∣∣ dηdξ −→δ→0 0.
Hence, from the the Plancherel Theorem,
‖wi‖2H2(R×(0,δ)) −→δ→0 0. (8.29)
Let us go back to the physical domain and define for x ∈ Uδ
wg(x) :=
∑
j s.t. x∈Ωj
(wj ◦ ϕ−1j )(x).
then wg satisfies ∂wg∂n |Γ = g together with wg|Γδ = 0. Since Γ is C∞ and the (wi)i satisfy (8.28),
there exists a constant C > 0 independent of δ such that
‖wg‖2H2(Uδ) ≤ C‖g‖2H1/2(Γ). (8.30)
If in addition here exists Cg > 0 such that ‖g‖H1/2(Γ) ≤ Cg for all δ > 0, then from (8.29) we also
have
‖wg‖2H2(Uδ) −→δ→0 0. (8.31)
Let us consider the function W := w − wg. W solves the following problems
∆W = −∆wg inUδ,
∂W
∂n = 0 onΓ,
W = 0 onΓδ,
From Lemma 8.3.2 there exists a constant C independent of δ such that
‖W‖H2(Uδ) ≤ C‖wg‖2H2(Uδ).
Let us go back to the definition of W and by using this last estimate together with (8.30) one
obtains the existence of a constant C independent of δ such that
‖w‖H2(Uδ) ≤ C‖g‖H1/2(Γ).
and if there exists Cg > 0 such that ‖g‖H1/2(Γ) ≤ Cg for all δ > 0, then from (8.31)
‖w‖H2(Uδ) −→δ→0 0.
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Let us conclude this section with two trace Lemma with explicit dependence of the constants
with respect to δ.
Lemma 8.3.4 For k = 1, 2, there exists a constant C > 0 independent of δ such that for all
v ∈ Hk(Uδ) with v|Γδ = 0
‖v‖Hk−1/2(Γ) ≤ C‖v‖Hk(Uδ).
Proof.We prove the result for the domain R×(0, δ) and using the partition of unity and the change
of variable introduced in the proof of Lemma 8.3.2 we will obtain the desired result. Take some
v ∈ C∞(R2) with compact support in R2. Let us denote as before by Fv the Fourier transform of v
along the first variable and by ξ the dual variable. Using integration by part, we have for all ξ ∈ R
(1 + ξ2)2(k−1/2)|Fv(ξ, 0)|2 = (1 + ξ2)2(k−1/2)|Fv(ξ, δ)|2
− 2Re
(∫ δ
0
(1 + ξ2)k−1∂Fv
∂η
(ξ, η)(1 + ξ2)kFv(ξ, η) dη
)
.
By integrating this equality along R and using the Cauchy-Schwartz inequality and the Plancherel
Theorem we obtain the existence of C > 0 independent of δ such that
‖v(s, 0)‖Hk−1/2(R) ≤ C
(
‖v‖Hk(R×(0,δ)) + ‖v(s, δ)‖Hk−1/2(R)
)
.
A density argument gives the validity of this formula for all v ∈ H2(R× (0, δ)) and we obtain the
result of the Lemma for v whose trace is 0 on R× {δ}.
Lemma 8.3.5 For any function w ∈ H1(Uδ) we have
‖w‖L2(Uδ) ≤ C(δ1/2‖w‖L2(Γ) + δ‖w‖H1(Uδ)). (8.32)
For any function w ∈ H2(Uδ) such that w|Γδ = 0 there exists a constant C such that for all δ ≤ η0
‖w‖H1/2(Γ) ≤ Cδ1/2‖w‖H2(Uδ). (8.33)
Proof of Lemma 8.3.5 Let us begin with the first inequality. Take φ ∈ C∞0 (R2) then using local
variables in the layer we have for every η ≤ δ
φ˜(s, η) = φ˜(s, 0) +
∫ η
0
∂φ˜
∂t
(s, t) dtds.
Whence, using the Cauchy-Schwartz inequality
|φ˜(s, η)|2 ≤ C
(
|φ˜(s, 0)|2 + δ‖φ‖2H1(Uδ)
)
and we obtain the desired estimate for φ ∈ C∞0 (R2) by integrating this inequality over Γ× [0, δ]. A
density argument gives the result for all w ∈ H1(Uδ).
Let us prove the second inequality. Take φ ∈ C∞0 (R2) and again using local variables in the layer
we have for all s ∈ [0, s0]
|φ˜(s, 0)| ≤ |φ˜(s, δ)|+
∣∣∣∣∣
∫ δ
0
∂φ˜
∂η
(s, η) dη
∣∣∣∣∣ ≤ |φ˜(s, δ)|+ δ1/2‖φ‖H1(Uδ)
which leads to
‖φ‖L2(Γ) ≤ C
(
‖φ‖L2(Γδ) + δ1/2‖φ‖H1(Uδ)
)
for some positive C. Similarly we prove that
‖∇Γφ‖L2(Γ) ≤ C
(
‖∇Γφ‖L2(Γδ) + δ1/2‖φ‖H2(Uδ)
)
.
By density, these two inequalities remain true for all w ∈ H2(Uδ) and by interpolation we obtain
the result of the Lemma when w|Γδ = 0.
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We gather the technical Lemmas here above into the two next propositions.
Proposition 8.3.6 Let vδ ∈ H2(Ω) and wδ ∈ H2(Uδ) be such that for some s ≥ 0
‖∆wδ‖L2(Uδ) ≤ O(δs) (8.34a)
wδ = 0 on Γδ
‖∆vδ‖L2(Ω) ≤ O(δs) (8.34b)∥∥∥∥∂vδ∂n − ∂wδ∂n
∥∥∥∥
H1/2(Γ)
≤ O(δs) (8.34c)
‖vδ − wδ‖H3/2(Γ) ≤ O(δs) (8.34d)
then
‖wδ‖H2(Uδ) ≤ O(δs) and ‖wδ‖L2(Uδ) ≤ O(δs+1).
Proof. Let us first prove by contradiction that ‖wδ‖H2(Uδ) ≤ O(δs). Assume that this is not true,
then
γδ := δs‖wδ‖−1H2(Uδ) −→δ→0 0.
Since wδ is in H2(Ωδ) and since ‖vδ − wδ‖H3/2(Γ) ≤ O(δs), from elliptic regularity for the Laplacian
with Dirichlet boundary condition there exists a constant C independent of δ such that
‖vδ‖H2(Ω) ≤ C
(
‖∆vδ‖L2(Ω) + ‖wδ‖H3/2(Γ) +O(δs)
)
and by using (8.34b), the trace Lemma 8.3.4 and the fact that γδ is bounded when δ goes to 0 we
deduce that ‖vδ‖H2(Ω)
‖wδ‖H2(Uδ)
≤ 1‖wδ‖H2(Uδ)
(
O(δs) + C‖wδ‖H2(Uδ) +O(δs)
)
≤ C
for C > 0 independent of δ. Hence by (8.34c) we deduce that
1
‖wδ‖H2(Uδ)
∥∥∥∥∂wδ∂n
∥∥∥∥
H1/2(Γ)
≤ C
and by applying Lemma 8.3.2 and Lemma 8.3.3 to the function wδ/‖wδ‖H2(Uδ) there exists a constant
C > 0 independent of δ such that
1 ≤ C
(‖∆wδ‖L2(Uδ)
‖wδ‖H2(Uδ)
+ ε(δ)
)
where ε(δ)→ 0 when δ goes to 0. Hence by using (8.34a) since γδ = δs‖wδ‖−1H2(Uδ) goes to 0 when δ
goes to 0 we get
1 ≤ ε(δ) −→ 0
δ→0
.
The first estimate of the Lemma holds and then a use of (8.32) together with (8.33) gives the second
estimate.
Proposition 8.3.7 Let wδ ∈ H2(Uδ) be such that for some s ≥ 0 we have
‖∆wδ‖L2(Uδ) ≤ O(δs)
and
wδ = 0 on Γδ ,
∥∥∥∥∂wδ∂n
∥∥∥∥
H−1/2(Γ)
≤ O(δs+1/2)
then
‖wδ‖H1(Uδ) ≤ O(δs+1/2) and ‖wδ‖L2(Uδ) ≤ O(δs+1).
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Proof. First of all, by (8.32) and the trace Lemma 8.3.4 there exists C > 0 such that for small
δ > 0 we have
‖wδ‖L2(Uδ) ≤ Cδ1/2‖wδ‖H1(Uδ).
A Green formula inside Uδ gives∫
Uδ
|∇wδ|2 dx =
∫
Uδ
−∆wδwδ dx−
∫
Γ
∂wδ
∂n
wδ ds
and by using the assumptions of the Lemma and the inequality here above we get∫
Uδ
|∇wδ|2 ≤ O(δs+1/2)‖wδ‖H1(Uδ)
which give the first estimate. We obtain the second one by using (8.32).
8.3.2 Convergence of the zero-th order approximation
Theorem 8.3.8 Let λ1δ be the first real interior transmission eigenvalue, then
λ1δ = λ0 +O(δ).
Proof. On the first hand, for λ < λ0 (we recall that λ0 is the first Dirichlet eigenvalue for −∆ in
Ω) the operator Aλ − λ2B is injective. Indeed for all u ∈Wδ,
((Aλ − λ2)Bu, u)Wδ =
∫
Uδ
1
1− n |∆u+ λu|dx− λ
2
∫
Ω
|u|2dx+ λ
∫
Ω
|∇u|2dx
≥ λ‖∇u‖2L2(Ω)
(
1− λ
λ0
)
by the Poincaré inequality. Hence we necessarily have
λ0 ≤ λ1δ .
On the other hand we can characterize λ1δ with the so called max-min principle
2(λ1δ)2 = inf
u∈W,‖u‖2
L2(Ω)
=1
(Aλ1
δ
u, u)Wδ
= inf
u∈W,‖u‖2
L2(Ω)
=1
∫
Uδ
1
1− n |∆u+ λ
1
δu|2 dx+ (λ1δ)2 + λ1δ
∫
Ω
|∇u|2 dx.
Now if we take u = u1δ,D where u1δ,D the first Dirichlet eigenvector for −∆ in Ωδ associated to the
eigenvalue λ1δ,D extended by 0 outside Ωδ such that ‖u1δ,D‖L2(Ωδ) = 1 we obtain
(λ1δ)2 ≤ λ1δ λ1δ,D
or equivalently
λ1δ ≤ λ1δ,D
since λ1δ is bounded below. To conclude let us simply remark that the first Dirichlet eigenvalue for
−∆ is Fréchet differentiable with respect to the shape (see [52]). A consequence of this result is
that there exists a constant C > 0 such that for all δ sufficiently small
|λ1δ,D − λ0| ≤ Cδ.
This point together with the lower and upper bounds given here above for λ1δ ends the proof.
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8.3.3 Convergence of the first order approximation
To go further in the estimate of the expansion of the eigenvalue we have to prove some estimate
on the first order approximation for the eigenvectors. Let us define
e1w := w1δ − δw1 in Uδ
extended by 0 in Ωδ and
e1v := v1δ − v0 in Ω
where v0 is a solution to (8.12) such that ‖v0‖L2(Ω) = 1 and w1(x) := wˆ1(s, ξ). We also extend w1δ
by 0 inside Ωδ. Remark that since w1δ and w1 vanish on Γδ, the functions e1w and w1δ are continuous
across the interface Γδ. Let us begin with a Lemma that provides a priori estimates for the function
w1δ . Then we prove estimates for the first order approximation of w1δ and v1δ .
Lemma 8.3.9 There exists a constant C > 0 such that for all small δ > 0,
‖w1δ‖H2(Uδ) ≤ C and ‖w1δ‖L2(Uδ) ≤ O(δ).
Proof. We prove that the Proposition 8.3.6 applies to (v1δ , w1δ ) for s = 0. First of all, since
2(λ1δ)2 = (Aλ1
δ
u1δ , u
1
δ)Wδ
and Aλ1
δ
is coercive with a coercivity constant independent of δ (see Proposition 8.1.3) there exists
a constant C independent of δ such that
‖u1δ‖H1(Ω) + ‖∆u1δ‖L2(Uδ) ≤ C.
A straightforward consequence of this bound is that there exists another constant C still independent
of δ such that
‖w1δ‖L2(Uδ) ≤ C and ‖v1δ‖L2(Ω) ≤ C.
Since −∆w1δ = λ1δnw1δ , by using Proposition 8.3.6 with s = 0, there exists C > 0 such that
‖w1δ‖H2(Uδ) ≤ C
and
‖w1δ‖L2(Uδ) ≤ O(δ).
Proposition 8.3.10 We have the following error estimate
‖e1v‖H1(Ω) ≤ O(δ)
and
‖e1w‖H1(Ω) ≤ O(δ) , ‖e1w‖L2(Ω) ≤ O(δ3/2). (8.35)
Proof. The idea of the proof is to establish that v1δ is an approximate eigenvector for −∆ in the
domain Ω and apply Lemma 8.5.2. With the first estimate of Lemma 8.3.9 and inequality (8.33) we
know that the trace of w1δ on Γ satisfies
‖w1δ‖H1/2(Γ) ≤ O(δ1/2).
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Let θw1
δ
be a lifting of w1δ in H1(Ω) such that θw1δ |Γ = w
1
δ |Γ then ‖θw1δ‖H1(Ω) ≤ O(δ
1/2). Define
v1δ := v1δ − θw1δ and let us prove that v
1
δ is close to v0. For all ψ ∈ H10 (Ω)∣∣∣∣∫Ω∇v1δ · ∇ψ − λ0v1δψ dx
∣∣∣∣ = ∣∣∣∣(λ1δ − λ0) ∫Ω v1δψ dx−
∫
Ω
(∇θw1
δ
· ∇ψ − λ0θw1
δ
ψ) dx
∣∣∣∣
≤ O(δ1/2)‖ψ‖H1(Ω).
Moreover since ‖u1δ‖L2(Ω) = 1, from estimate (8.35)
|‖v1δ‖L2(Ω) − 1| ≤ O(δ) (8.36)
hence in virtue of Lemma 8.5.2 there exists C > 0 and v0 solution to (8.12) with ‖v0‖L2(Ω) = 1 such
that for all δ sufficiently small we have
‖v1δ − v0‖H1(Ω) ≤ O(δ).
Remark that this last inequality uniquely determines the function v0. From the definition of v1δ and
the bound on the lifting this becomes
‖e1v‖H1(Ω) ≤ O(δ1/2).
Hence ∥∥∥∥∥∂e1w∂n
∥∥∥∥∥
H−1/2(Γ)
=
∥∥∥∥∥∂e1v∂n
∥∥∥∥∥
H−1/2(Γ)
≤ O(δ1/2).
But, from the definition of w1 which solves (8.10a) we have
∆w1 =
1
(1 + δξκ)3
( 5∑
k=0
δk−2Akwˆ1 − λ1δεwˆ1
)
and we obtain since v0 is regular and A0wˆ1 = 0 :
‖∆w1‖L2(Uδ) ≤ C(δ−1/2‖A1wˆ1‖L2(G) + δ1/2‖wˆ1‖L2(G) ≤ Cδ−1/2. (8.37)
Hence
‖∆e1w‖L2(Uδ) ≤ O(δ1/2) (8.38)
and we also have
‖∆e1v‖L2(Ω) ≤ O(δ1/2) ,
∥∥∥∥∥∂e1v∂n − ∂e
1
w
∂n
∥∥∥∥∥
H1/2(Γ)
= 0 and
∥∥∥e1v − e1w∥∥∥
H3/2(Γ)
= ‖δw1‖H3/2(Γ) ≤ O(δ)
hence by applying Proposition 8.3.6 we have
‖e1w‖H2(Uδ) ≤ O(δ1/2)
and then by using (8.33) for e1w we improve the bound on w1δ
‖w1δ‖H1/2(Γ) ≤ O(δ)
since ‖w1‖H1/2(Γ) ≤ C for all δ > 0. By repeating the first steps of the proof we improve the bound
on e1v :
‖e1v‖H1(Ω) ≤ O(δ).
Then, this last inequality together with (8.38) and the fact that
∂e1v
∂n
= ∂e
1
w
∂n
on Γ
we obtain the bounds for e1w thanks to Proposition 8.3.7.
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A consequence of the error estimates derived in Proposition 8.3.10 is the following result.
Corollary 8.3.11 The following asymptotic development holds for the first interior transmission
eigenvalue
λ1δ = λ0 + δλ1 +O(δ2).
Proof. Denote by u1δ the first interior transmission eigenvector of unitary L2-norm. Then
(λ1δ)2 =
∫
Uδ
1
1− n |∆u
1
δ + λ1δu1δ |2 dx+ λ1δ
∫
Ω
|∇u1δ |2 dx.
and by using the function w1δ this becomes
λ1δ =
∫
Uδ
λδ1(1− n)|w1δ |2 dx+
∫
Ω
|∇u1δ |2 dx. (8.39)
From the third inequality of Proposition 8.3.10 the first term is of order δ3, we just have to develop
the second one :∫
Ω
|∇u1δ |2 dx =
∫
Ω
|∇(e1w − e1v − v0 + δw1)|2 dx
=
∫
Ω
|∇e1w|2 dx+
∫
Ω
|∇e1v|2 dx+
∫
Ω
|∇v0|2 + δ2
∫
Uδ
|∇w1|2 dx
− 2
∫
Ω
∇v0∇(w1δ − e1v) dx+ 2δ
∫
Ω
∇(e1w − e1v)∇w1 dx− 2
∫
Ω
∇e1v∇e1w dx.
First of all remark that from Propositions 8.3.10 we have∫
Ω
|∇e1v|2 dx ≤ O(δ2),
∫
Ω
|∇e1w|2 dx ≤ O(δ2) and
∫
Ω
∇e1v∇e1w dx ≤ O(δ2).
Moreover, from the definition of v0 we have∫
Ω
|∇v0|2 = λ0,
and from the definition of w1
δ2
∫
Uδ
|∇w1|2 dx = δ2
∫ s0
0
(∣∣∣∣∂v0∂n
∣∣∣∣2 ∫ δ0 1δ2Js,η dη
)
ds+O(δ2) = δλ1 +O(δ2).
But we also know that ‖u1δ‖L2(Ω) = 1 that is
1 =
∫
Ω
|u1δ |2 dx =
∫
Ω
|u1δ + v0|2 + 2(u1δ + v0)v0 + |v0|2 dx.
The bounds of Proposition 8.3.10, gives that ‖u1δ + v0‖L2(Ω) ≤ O(δ) hence since ‖v0‖L2(Ω) = 1,∣∣∣∣∫Ω v0(uδ + v0) dx
∣∣∣∣ ≤ O(δ2). (8.40)
But v0 is a Dirichlet eigenvalue for −∆,∣∣∣∣∫Ω∇v0∇(w1δ − e1v) dx
∣∣∣∣ = ∣∣∣∣∫Ω∇v0∇(uδ + v0) dx
∣∣∣∣
= λ0
∣∣∣∣∫Ω v0(uδ + v0) dx
∣∣∣∣
≤ O(δ2)
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from (8.40). Finally let us also remark that∫
Uδ
∇(e1w − e1v)∇w1 dx =
∫
Uδ
−∆(e1w − e1v)w1 dx−
∫
Γ
∂
∂n
(e1w − e1v)w1 ds
and since ∂e
1
w
∂n =
∂e1v
∂n we have∫
Uδ
∇(e1w − e1v)∇w1 dx =
∫
Uδ
−∆(e1w − e1v)w1 dx. (8.41)
But
‖∆(e1w − e1v)‖L2(Uδ) ≤ ‖ − λ1δu1δ + (n− 1)w1δ + λ0v0‖L2(Uδ) +O(δ1/2)
≤ Cδ1/2
from Theorem 8.3.8, Proposition 8.3.10 and relations (8.35) and (8.37). This last estimate together
with equality (8.41) and ‖w1‖L2(Uδ) ≤ Cδ1/2 gives∫
Uδ
∇(e1w − e1v)∇w1 dx ≤ Cδ.
If we gather all these computations in the expression (8.39) of λ1δ we obtain
λ1δ = λ0 + δλ1 +O(δ2).
8.3.4 Convergence of the second order approximation
Before moving to the convergence for the eigenvalues we need to improve the convergence for
eigenfunctions. This is possible by adding correcting terms to v1δ and w1δ . Let us consider the
following error functions
e2w := w1δ − C1δ (δw1 + δ2w2) in Uδ
extended by 0 in Ωδ and
e2v := v1δ − C1δ (v0 + δv1) in Ω
where w2(x) := wˆ2(s, ξ) and v1 are defined in section 8.2.2 and C1δ := ‖u1δ+δv1‖L2(Ω). As before, the
error e2w is continuous across the interface Γδ since it vanishes on Γδ. Remark that since ‖u1δ‖L2(Ω) = 1
we have
C1δ = 1 +O(δ). (8.42)
We proceed as in Proposition 8.3.10 by giving a first estimate on e2w that provide a H1 bound for
e2v and then iterate to obtain the optimal bounds for e2w and e2v.
Lemma 8.3.12 There is a constant C > 0 such that for all δ sufficiently small
‖e2w‖H2(Uδ) ≤ Cδ and ‖e2w‖L2(Uδ) ≤ Cδ2.
Proof. First of all, let us recall (8.35)
‖w1δ‖L2(Uδ) ≤ Cδ3/2
and by using the definition of w1 and w2 we have
‖w1‖L2(Uδ) ≤ Cδ1/2 , ‖w2‖L2(Uδ) ≤ Cδ1/2. (8.43)
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Moreover,
∆(w1 + δw2) =
1
(1 + δξκ)3
( 5∑
k=0
δk−2Ak(wˆ1 + δwˆ2)− λ1δε(wˆ1 + δwˆ2)
)
but A0wˆ1 = 0 and A0wˆ2 +A1wˆ1 = 0 hence
∆(w1 + δw2) =
1
(1 + δξκ)3
(
A1wˆ2 − λ1δn(wˆ1 + δwˆ2) +
5∑
k=2
δk−2Ak(wˆ1 + δwˆ2)
)
and we obtain
‖∆e2w‖L2(Uδ) ≤ Cδ3/2. (8.44)
Moreover
‖e2w − e2v‖H3/2(Γ) = ‖C1δ δ2w2‖H3/2(Γ) ≤ Cδ2,
∂e2w
∂n
= ∂e
2
v
∂n
on Γ,
and
‖∆e2v‖L2(Ω) ≤ O(δ)
hence by applying Proposition 8.3.6 with s = 1 we get the result.
Similarly to the previous section we obtain the optimal convergence rates.
Proposition 8.3.13 We have the following asymptotic behaviours
‖e2v‖H1(Ω) ≤ Cδ3/2,
and
‖e2w‖H1(Ω) ≤ O(δ3/2) , ‖e2w‖L2(Uδ) ≤ O(δ5/2).
Proof. We proceed exactly as in the proof of Proposition 8.3.10. Define v2 := (C1δ )−1(v1δ − δv1).
Then since C1δ = 1 +O(δ),
v2|Γ = (C1δ )−1(v1δ |Γ − δv1|Γ − δ2v2|Γ) + (C1δ )−1δ2v2|Γ
= (C1δ )−1(v1δ |Γ − Cδ(δv1|Γ − δ2v2|Γ)) +O(δ2)
= (C1δ )−1e2w +O(δ2)
and by (8.33) together with Lemma 8.3.12 there exists C > 0 independent of δ such that
‖v2‖H1/2(Γ) ≤ Cδ1/2‖e2w‖H2(Uδ) +O(δ2) ≤ Cδ3/2.
Let us denote θv2 a lifting of v2 in Ω such that θv2 |Γ = v2|Γ and ‖θv2‖H1(Ω) ≤ Cδ3/2 and consider
v2 := v2 − θv2 . Obviously v2 ∈ H10 (Ω) and for all ψ ∈ H10 (Ω) we have∫
Ω
∇v2 · ∇ψ − λ0v2ψ dx =
∫
Ω
∇v2 · ∇ψ − λ0v2ψ dx−
∫
Ω
∇θv2 · ∇ψ + λ0θv2ψ dx.
We can treat the second term easily by using the bound on the lifting∣∣∣∣∫Ω∇θv2 · ∇ψ + λ0θv2ψ dx
∣∣∣∣ ≤ Cδ3/2‖ψ‖H1(Ω).
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Let us treat the the v2 term. For all ψ ∈ H10 (Ω) one has by using Corollary 8.3.11 and Proposition
8.3.10∫
Ω
∇(v1δ − δv1) · ∇ψ dx = λ1δ
∫
Ω
v1δψ dx− δλ0
∫
Ω
v1ψ dx− δλ1
∫
Ω
v0ψ dx
= (λ0 + δλ1)
∫
Ω
v1δψ dx− δλ0
∫
Ω
v1ψ dx− δλ1
∫
Ω
v0ψ dx+O(δ2)‖ψ‖H1(Ω)
= λ0
∫
Ω
(v1δ − δv1)ψ dx+O(δ2)‖ψ‖H1(Ω).
By using (8.42) we finally obtain for another constant C still independent of δ∣∣∣∣∫Ω(∇v2 · ∇ψ − λ0v2ψ) dx
∣∣∣∣ ≤ Cδ2‖ψ‖H1(Ω)
for all ψ ∈ H10 (Ω). We can apply Lemma 8.5.2 to v2 since
‖v2‖L2(Ω) = (C1δ )−1‖u1δ + δv1‖L2(Uδ) + (C1δ )−1‖wδ‖L2(Uδ) = 1 +O(δ3/2)
and we have
‖v2 − v0‖H1(Ω) ≤ Cδ3/2.
But by using the bound on the lifting and (8.42) this becomes
‖v1δ − C1δ v0 − C1δ δv1‖H1(Ω) ≤ Cδ3/2.
Hence, we can improve the bound on e2w, since
‖∆e2v‖L2(Ω) ≤ O(δ3/2)
we can apply Proposition 8.3.6 with s = 3/2 and
‖e2w‖H2(Uδ) ≤ O(δ3/2) ‖e2w‖L2(Uδ) ≤ O(δ5/2).
Remark 8.3.14 Similarly to Proposition 8.3.10 we can improve the bound on e2v if we choose
C1δ = ‖u1δ + δv1 − δw1‖L2(Ω).
Indeed, in this case
‖v2‖L2(Ω) = 1 +O(δ2)
and since ‖e2w‖H2(Uδ) ≤ O(δ3/2) we deduce that ‖e2v‖H1/2(Γ) ≤ O(δ2) which implies that
‖e2v‖H1(Ω) ≤ O(δ2).
The estimates obtained in Propositions 8.3.13 lead to the following result.
Corollary 8.3.15 We have the following expansion for the first transmission eigenvalue
λ1δ = λ0 + δλ1 + δ2λ2 +O(δ3).
8.3. Convergence analysis 195
Proof. Similarly to the proof of Corollary 8.3.11 we expand the definition of λ1δ by using the
approximate eigenvectors
w2app := C1δ (δw1 + δ2w2),
v2app := C1δ (v0 + δv1)
and we extend w2app by 0 inside Ωδ. From the characterization (8.39) of λ1δ and the bound (8.35) we
have
λ1δ =
∫
Uδ
|∇u1δ |2 dx+O(δ3)
that becomes∫
Ω
|∇u1δ |2 dx =
∫
Ω
|∇(e2w − e2v − v2app + w2app)|2 dx
=
∫
Ω
|∇e2w|2 dx+
∫
Ω
|∇e2v|2 dx+
∫
Ω
|∇v2app|2 +
∫
Uδ
|∇w2app|2 dx
− 2
∫
Ω
∇v2app∇(w1δ − e2v) dx+ 2
∫
Uδ
∇(e2w − e2v)∇w2app dx− 2
∫
Ω
∇e2v∇e2w dx.
Computation of the O(δ3) terms.
From Proposition 8.3.13 we have easily that∫
Ω
|∇e2w|2 dx = O(δ3),
∫
Ω
|∇e2v|2 dx = O(δ3) and
∫
Ω
∇e2v∇e2w dx = O(δ3).
Moreover, ∫
Uδ
∇(e2w − e2v)∇w2app dx = −
∫
Uδ
∆(e2w − e2v)w2app dx−
∫
Γ
∂
∂n
(e2w − e2v)w2app dx
but ∂e
2
v
∂n =
∂e2w
∂n and from (8.44) we have
‖∆(e2w − e2v)‖L2(Uδ) ≤ ‖λ1δnw1δ‖L2(Uδ) + ‖λ1δv1δ − λ0v0 − λ0δv1 − λ1δv0‖L2(Uδ) + Cδ3/2.
Hence by using Corollary 8.3.11, Proposition 8.3.13, (8.35) and (8.43) we have∣∣∣∣∫Uδ ∇(e2w − e2v)∇w2app dx
∣∣∣∣ ≤ Cδ3.
Computation of
∫
Uδ |∇w2app|2 dx.∫
Uδ
|∇w2app|2 dx = (C1δ )2δ2
∫
Uδ
|∇w1|2 dx+ 2(C1δ )2δ3
∫
Uδ
∇w1 · ∇w2 dx+ (C1δ )2δ4
∫
Uδ
|∇w2|2 dx.
From the definition of w1 and by using local coordinates we have
δ2
∫
Uδ
|∇w1|2 dx = δ3
∫ s0
0
∫ 1
0
1
δ2
∣∣∣∣∂wˆ1∂ξ (s, ξ)
∣∣∣∣2 (1 + δκξ) dξds+O(δ3)
= δλ1 + δ2
κ
2λ1 +O(δ
3).
With the same method and by using the definition of w2 we have
δ3
∫
Uδ
∇w1 · ∇w2 dx = δ4
∫ s0
0
∫ 1
0
1
δ2
∂wˆ1
∂ξ
(s, ξ)∂wˆ2
∂ξ
(s, ξ)dξds+O(δ3)
= δ2
∫ s0
0
∫ 1
0
(
−κ∂v0
∂n
ξ + ∂v1
∂n
)
∂v0
∂n
dξds+O(δ3)
= −δ2κ2λ1 + δ
2
∫
Γ
∂v1
∂n
∂v0
∂n
ds+O(δ3).
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For the last term we simply have
δ4
∫
Uδ
|∇w2|2 dx ≤ Cδ3.
We now have to estimate the constant (C1δ )2 :
(C1δ )2 =
∫
Ω
|u1δ + δv1|2 dx
=
∫
Ω
|u1δ |2 + 2δ
∫
Ω
u1δv1 dx+ δ2
∫
Ω
|v1|2 dx
= 1 + δ2
∫
Ω
|v1|2 dx+ 2δ
∫
Ω
(u1δ + v0)v1 dx
= 1 +O(δ2) (8.45)
since ‖u1δ +v0‖L2(Ω) ≤ Cδ. Hence we can conclude on the expression of
∫
Uδ |∇w2app|2 dx by using the
expansion (8.45) for (C1δ )2 :∫
Uδ
|∇w2app|2 dx = δλ1 + δ2
(
2
∫
Γ
∂v1
∂n
∂v0
∂n
ds− κ2λ1
)
+O(δ3).
Computation of
∫
Ω |∇v2app|2 dx.
From its definition we have∫
Ω
|∇v2app|2 dx = (C1δ )2
(∫
Ω
|∇v0|2 dx+ 2δ
∫
Ω
∇v0 · ∇v1 dx+ δ2
∫
Ω
|∇v1|2 dx
)
= (C1δ )2
(
λ0 + 2δλ0
∫
Ω
v0v1 dx+ 2δλ1+
δ2
∫
Ω
(λ0|v1|2 + λ1v0v1) dx+ δ2
∫
Γ
∂v1
∂n
∂v0
∂n
ds
)
= λ0‖v2app‖2L2(Ω) + 2(C1δ )2δλ1 + δ2
∫
Γ
∂v1
∂n
∂v0
∂n
ds.
Computation of
∫
Ω∇v2app · ∇(w1δ − e2v) dx.
To compute this term we make use of the equation satisfied by v2app together with the normali-
zation of u1δ to simplify it. First of all,∫
Ω
∇v2app · ∇(w1δ − e2v) dx = −
∫
Ω
∆v2app(w1δ − e2v) dx−
∫
Γ
∂v2app
∂n
v2app
= C1δ
∫
Ω
(λ0v0 + δλ0v1 + δλ1v0)(w1δ − e2v) dx
− (C1δ )2
∫
Ω
(
∂v0
∂n
+ δ ∂v1
∂n
)
δv1 ds.
From the bound (8.35) and Proposition 8.3.13,
C1δ δ
2
∫
Ω
λ1v1(w1δ − e2v) dx = O(δ3)
hence we have∫
Ω
∇v2app · ∇(w1δ − e2v) dx = (λ0 + δλ1)
∫
Ω
v2app(w1δ − e2v) dx+ (C1δ )2δλ1 + δ2
∫
Ω
∂v1
∂n
∂v0
∂n
ds+O(δ3).
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In order to see better what comes out, we use the normalization on u1δ :
‖u1δ‖2L2(Ω) = 1 =
∫
Ω
|u1δ + v2app − v2app|2 dx
=
∫
Ω
|u1δ + v2app|2 dx− 2
∫
Ω
v2app(u1δ + v2app) dx+
∫
Ω
|v2app|2 dx
= O(δ3)− 2
∫
Ω
v2app(u1δ + v2app) dx+
∫
Ω
|v2app|2 dx. (8.46)
Hence since u1δ + v2app = w1δ − e2v,
−2
∫
Ω
∇v2app ·∇(w1δ−e2v) dx = (λ0 +δλ1)
(
1− ‖v2app‖2L2(Ω)
)
−2(C1δ )2δλ1−2δ2
∫
Ω
∂v1
∂n
∂v0
∂n
ds+O(δ3).
But from the expansion (8.42) and the definition of v2app we obtain∣∣∣1− ‖v2app‖2L2(Ω)∣∣∣ ≤ Cδ2
and as a consequence
−2
∫
Ω
∇v2app · ∇(w1δ − e2v) dx = λ0
(
1− ‖v2app‖2L2(Ω)
)
− 2(C1δ )2δλ1 − 2δ2
∫
Ω
∂v1
∂n
∂v0
∂n
ds+O(δ3).
Conclusion
If we gather all the estimates obtained in this part, one has
λ1δ = λ0 + δλ1 + δ2λ2 +O(δ3).
8.4 Numerical results
In this part we propose to use the asymptotic development established in Theorem 8.3.8 to the
inverse problem of recovering the thickness of the layer from multi-static far field data. In a first
part we recall a well known method to compute interior transmission eigenvalues from the far field
map and show some numerical computation of the first eigenvalue in the case of a coated circle (in
this case we can compute analytically the first interior transmission eigenvalue). In a second part
we show that one can use this first transmission eigenvalue to have an estimate of δ.
8.4.1 Computation of the interior transmission eigenvalue
Let Ω be a circle of radius 1 and take δ = 1 being a constant. In this case we plot on Figure 8.2
the graph of k 7→ ∑i ‖gzi(k)‖L2(S1) where S1 is the unit circle and gzi(k) is a Tikhonov-Morozov
regularized solution to the far field equation
F bkgzi(k) = Φ∞zi .
The points zi are randomly distributed into the scatterer Ω. The operator
F bk : g −→
∫
S1
g(θˆ)u∞b (xˆ, θˆ)ds(θˆ)
is the far field operator associated with the noisy data u∞b (xˆ, θˆ). By noisy data, we mean that there
exists a far-field pattern u∞ associated to the scattered field solution to (8.1) such that
u∞b (xˆ, θˆ) = u∞(xˆ, θˆ) + b(xˆ, θˆ)
where b is a small function that represents the noise.
It seems that the norm of the solution blows up for the interior transmission eigenvalues, this
is the tool we use in the next section to detect these eigenvalues from multistatic data. We refer to
the article [23] for a more detailed discussion on this subject.
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Figure 8.2 – Comparison between the computed first eigenvalue and the theoretical one in the
case of a circle of radius 1 with δ = 0.1, the index of refraction is n = 0.5 and we took 10 angles of
observation and incidence.
XXXXXXXXXXXNoise level
δ 0.1 0.05 0.01
0% 0.11 0.052 0.0099
1% 0.11 0.052 0.0099
3% 0.11 0.052 0.0099
Table 8.1 – Estimate of the thickness when Ω is a disk of radius 1.
8.4.2 Application to inverse problems
Ω
Γ
Γδ
Figure 8.3 – Star-shape geometry with δ = 0.05.
In this section we present the result given by the inversion formula
δ = λ
1
δ − λ0
λ1
.
We compute the interior transmission eigenvalue from the noisy far-field data for a given number of
incident directions and directions of observations by using the technique proposed in the previous
section. The coefficients λ0 and λ1 are computed numerically by using finite elements implemented
in the software FreeFem++ (see [91]). This formula should give an estimate of δ with a precision
of order δ2 if the transmission eigenvalue is well estimated. Tables 8.1 to 8.3 present the inversion
results for various configurations.
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XXXXXXXXXXXNoise level
δ 0.1 0.05 0.01
0% 0.101 0.038 -0.0033
1% 0.097 0.038 -0.014
3% 0.053 0.015 -0.029
Table 8.2 – Estimate of the thickness when Ω is as in Figure 8.3 with 10 incident and observation
angles.
XXXXXXXXXXXNoise level
δ 0.1 0.05 0.01
0% 0.109 0.045 0.004
1% 0.084 0.026 -0.021
3% 0.046 0.011 -0.028
Table 8.3 – Estimate of the thickness when Ω is as in Figure 8.3 with 50 incident and observation
angles.
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8.5 Appendix
Let us recall here some well known results for the convergence of eigenvalues for self adjoint
positive and compact operators. This first and fundamental result can be found with its proof in
[79, section 3].
Theorem 8.5.1 Let A : H → H be a linear self-adjoint positive and compact operator on an
Hilbert space H. Let u ∈ H such that ‖u‖H = 1 and λ, r > 0 such that
‖Au− λu‖ ≤ r.
Then there is an eigenvalue λi of the operator A such that
|λ− λi| ≤ r.
Moreover, for any r∗ > r there is u∗ ∈ H, with ‖u∗‖H = 1, u∗ belonging to the eigenspace associated
with all the eigenvalues of the operator A lying on the segment [λ− r∗, λ+ r∗] and such that
‖u− u∗‖H ≤ 2r
r∗
.
From this general result we can obtain the following Lemma for the Laplace operator with Dirichlet
boundary conditions.
Lemma 8.5.2 Let Ω be a Lipschitz bounded domain. Let u ∈ H10 (Ω), λ > 0 and c > 0 such that
for all r > 0 ∣∣∣∣∫Ω∇u · ∇v − λuv dx
∣∣∣∣ ≤ cr‖v‖H1(Ω) ∀v ∈ H10 (Ω).
and |‖u‖L2(Ω) − 1| ≤ cr. Then there is an eigenvalue λi of the negative Laplacian with Dirichlet
boundary conditions on ∂Ω and a constant C > 0 independent of r such that
|λ− λi| ≤ Cr.
Moreover there exists another constant C > 0 and a Dirichlet Laplacian eigenvector ui with
‖ui‖L2(Ω) = 1 associated to the eigenvalue λi such that for all r sufficiently small
‖u− ui‖H1(Ω) ≤ Cr.
Proof. To prove this result we make use of Theorem 8.5.1. Let us define the operator A : H10 (Ω)→
H10 (Ω) by
(Au, v)H10 (Ω) := (u, v)L2(Ω) ∀(u, v) ∈ H
1
0 (Ω)
where for all (u, v) ∈ H10 (Ω),
(u, v)H10 (Ω) :=
∫
Ω
∇u · ∇v dx
and (u, v)L2(Ω) is the usual L2 scalar product. Obviously A is a self-adjoint positive and compact
operator of H10 (Ω) hence it has a discrete spectrum ( 1λi )i=1,·,∞ such that
λ1 ≤ · · · ≤ λn ≤ · · · −→ ∞
i−→∞
and for all i there is an eigenvector of A, ui ∈ H10 (Ω) such that
−∆ui = λiui.
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Assume that there is some (λ, u) that satisfy the hypothesis of the Theorem and define u˜ :=
u/‖u‖H10 . Then since the H
1 norm and the H10 norm are equivalent, we have∥∥∥∥Au˜− 1λu˜
∥∥∥∥ ≤ Crλ
for another constant C still independent of r. Then from Theorem 8.5.1 there is some eigenvalue of
A, 1λi , such that ∣∣∣∣ 1λ − 1λi
∣∣∣∣ ≤ Crλ
and consequently
|λ− λi| ≤ Crλi. (8.47)
For some r1 sufficiently small, the second part of the Theorem ensure the existence of u˜i an
eigenvector associated with 1λi and ‖u˜i‖H10 (Ω) = 1 such that there exists a constant C > 0 such that
for all r < r1 we have
‖u˜− u˜i‖H10 (Ω) ≤ Cr.
To end the proof we need to renormalize this last inequality. From the definition of u and by using
(8.47) we have |‖u‖H10 (Ω) − λi| ≤ Cr for some constant C independent of r. Moreover, we have
‖u˜i‖L2(Ω) = 1λi hence if we define ui := u˜i/‖u˜i‖L2(Ω) there exists a constant C > 0 such that for all
positive r < r1 we have
‖u− ui‖H10 (Ω) ≤ Cr.

CONCLUSIONS
Afin de clôturer ce document nous rappelons brièvement les principaux résul-tats obtenus tout en mettant en avant les différents problèmes qui restent ou-verts.
Notre étude commence par l’analyse théorique du problème direct de diffraction avec condition
d’impédance généralisée. Nous avons montré qu’il est bien posé dans le cas scalaire au chapitre 1
et dans le cas des équations de Maxwell au chapitre 2, en faisant un minimum d’hypothèses sur
l’opérateur d’impédance. La méthode utilisée est originale et consiste à formuler le problème de
diffraction volumique en un problème surfacique. Ceci permet d’optimiser les hypothèses nécessaires
à l’existence et l’unicité de la solution du problème direct, nous avons par exemple pu traiter le
cas d’opérateurs d’impédance du « mauvais signe » ne permettant pas d’appliquer directement
l’alternative de Fredholm. L’extension au cas des équations de Maxwell est plus qu’une simple
généralisation car dans certains cas il nous a fallu introduire une décomposition de Helmholtz
surfacique pour être en mesure de montrer le caractère Fredholm du problème. En effet, nous
avons été confronté au défaut de compacité de l’injection des fonctions de L2t (Γ) à rotationnel
surfacique scalaire dans L2(Γ) dans l’espace L2t (Γ). Nous avons volontairement laissé de côté la
question de l’approximation numérique d’opérateurs d’impédance d’ordres élevées (contenant un
bilaplacien surfacique par exemple) ou de « mauvais signe », il faudrait certainement proposer un
cadre adéquat afin de résoudre numériquement de tels problèmes.
Nous nous sommes ensuite concentré sur l’étude du problème inverse de reconstruction d’une
forme et de la condition d’impédance dans le cas où la condition au bord se réduit à un opéra-
teur de type Laplacien surfacique. Nous donnons dans le chapitre 3 des résultats d’unicité et de
stabilité pour la reconstruction des coefficients d’impédance lorsque le champ lointain est connu
pour une seule onde incidente. Bien que satisfaisant nos résultats ne sont pas optimaux, nous
n’avons par exemple pas pu conclure sur l’unicité et la stabilité de la reconstruction simultanée
de deux fonctions d’impédance à partir de la donnée d’un nombre fini d’onde incidentes. Des
résultats encourageant d’unicité ont récemment été obtenus dans [28] (uniquement dans le cas
bidimentionel), les auteurs montrent que trois ondes incidentes suffisent à déterminer de manière
unique deux coefficients d’impédance réguliers. Nous avons néanmoins montré que toute propriété
de stabilité pour les impédances à obstacle connu peut être utilisée pour montrer un résultat de
stabilité pour la reconstruction des impédances sur un obstacle perturbé. Ce type de résultat,
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nouveau à notre connaissance, permet de justifier formellement l’utilisation de méthodes itératives
pour la reconstruction simultanée des impédances et d’un obstacle sur lequel elles sont définies.
Nous concluons l’étude théorique par un résultat d’unicité pour les impédances et l’obstacle pour
une infinité d’ondes incidentes. Le chapitre 4 la première étape vers la résolution numérique du
problème inverse à l’aide d’une méthode d’optimisation puisque nous y calculons les dérivées par-
tielles du champ diffracté. Le calcul de la dérivée de forme comporte des particularités intéressantes
car nous avons considéré le cas de fonctions d’impédance liées à la géométrie et avons introduit
en conséquence une nouvelle définition de la dérivée de forme. La conséquence principale de notre
choix est que la différentielle de forme fait intervenir les composantes normales et tangentielles
de la perturbation représentant la direction de dérivation (classiquement, seule la composante
normale de la déformation intervient). Nous pensons que ces termes additionnels peuvent ac-
célérer la convergence d’algorithmes de minimisation mais nous n’avons rien montré dans cette
direction. Nous avons ensuite utilisé ces calculs dans le chapitre 5 pour résoudre numériquement
le problème inverse en utilisant une méthode de descente de gradient. Bien que non justifiée, la
technique de régularisation utilisée (régularisation du gradient et non de la fonctionnelle coût)
semble efficace. Son étude théorique semble délicate mais présente un intérêt certain, notamment
en ce qui concerne le choix du coefficient de régularisation. Nous avons aussi porté une attention
toute particulière au cas de coefficients d’impédance constants par morceaux en adoptant une
technique de régularisation issue du milieu du traitement d’images : la régularisation TV. Il s’est
avéré judicieux d’utiliser une régularisation TV plutôt qu’une régularisation de type H1 dans le cas
de fonctions d’impédance constantes par morceaux, ceci n’a rien d’étonnant car la régularisation
TV est connue pour pénaliser les variations de faible amplitude d’une fonction (liées au bruit) tout
en ne pénalisant pas discontinuités (liées à un changement de valeur d’une fonction constante par
morceaux). Enfin, nous donnons des exemples de reconstruction simultanée d’un obstacle et de sa
condition d’impédance. Au vu de la qualité des reconstructions, nous avons appliqué l’algorithme
de minimisation au cas où le champ lointain provient d’un modèle exact de couche mince et nous
avons observé que, tandis que l’utilisation d’une condition d’impédance classique pour retrouver la
forme de l’obstacle est parfois insuffisante, le modèle d’impédance généralisée donne d’excellents
résultats dans tous les cas étudiés. Cette dernière remarque semble justifier pleinement l’utilisation
de conditions d’impédance généralisée pour la résolution de problèmes inverses. L’extension de
ces travaux au cas des équations de Maxwell 3D est traitée dans le chapitre 6. Nous montrons
un résultat d’unicité pour la reconstruction d’une forme et des coefficients d’impédance puis nous
calculons les dérivées du champ diffracté par rapport aux coefficients d’impédance et à la forme.
Nous utilisons ensuite les résultats obtenus pour reconstruire une forme à partir de la donnée du
champ lointain correspondant à la diffraction de quelques ondes incidentes. Même si d’un point de
vue théorique l’analyse est très similaire au cas scalaire, nous avons été confronté à d’importantes
difficultés techniques pour le calcul de la dérivée de forme et l’implémentation numérique de
l’algorithme d’optimisation. L’utilisation d’équations intégrales de frontière pour la résolution du
problème direct pourrait très certainement simplifier le processus d’optimisation de forme (voir
[35] pour la description d’une méthode d’équations intégrales de frontière pour les équations de
Maxwell avec condition d’impédance généralisée). Il serait aussi certainement intéressant d’utiliser
une technique de lignes de niveaux qui éviterait d’avoir à remailler le domaine de clacul.
L’application de méthodes d’optimisation pour reconstruire un obstacle avec un opérateur d’im-
pédance faisant intervenir des dérivées surfaciques d’ordre élevé semble très compliqué voire techni-
quement impossible à mettre en œuvre, c’est en partie pour cette raison que dans la dernière partie
de la thèse nous nous sommes penchés sur l’utilisation de méthodes qualitatives. Nous commençons
dans le chapitre 7 par montrer que la méthode de factorisation s’applique à toute une classe de
problèmes de diffraction avec une condition d’impédance généralisée, cette méthode nous donne
une preuve d’identifiabilité de l’obstacle mais aussi un algorithme numérique de reconstruction. Il
reste tout de même un cas important que nous n’avons pas traité, celui d’un opérateur d’impédance
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pseudo-différentiel d’ordre 1. De plus, nous avons tenté d’appliquer les mêmes techniques au cas
des équations de Maxwell et mais n’avons pas été en mesure de conclure. En lien avec les méthodes
qualitatives, dans le chapitre 8 nous nous sommes penchés sur l’utilisation des valeurs propres de
transmission intérieure associées à la diffraction par un revêtement mince pour retrouver des infor-
mations sur la couche, comme son épaisseur ou ses propriétés physiques. Dans ce but, nous avons
calculé puis justifié un développement asymptotique de la première valeur propre. L’originalité de
ce travail réside dans le fait que le problème aux valeurs propres sous-jacent est non linéaire et
non auto-adjoint, nous avons donc dû utiliser des méthodes non standard pour justifier le déve-
loppement asymptotique. Finalement, le développement obtenu aboutit à une formule permettant
de déterminer de manière rapide l’épaisseur de la couche à partir de la donnée du champ lointain
pour toutes les directions d’incidences et pour une bande de fréquences contenant la première valeur
propre de transmission intérieure. Nous sommes actuellement en train de travailler sur le dévelop-
pement d’un modèle d’impédance dont les valeurs propres seraient proche des valeurs propres de
transmission intérieure pour le problème de couche mince. De nombreuses pistes restent à explorer,
nous n’avons traité que le cas qui nous est apparu le plus abordable, mais on pourrait étendre cette
étude à d’autres types de configurations comme un matériaux fortement absorbant. On pourrait
aussi considérer le même problème pour les équations de Maxwell.
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Titre : Modèles d’impédance généralisée en diffraction inverse
Résumé : Le but général de cette thèse est d’exploiter des modélisations asymptotiques pour la résolu-
tion de problèmes de diffraction inverse en électromagnétisme. Nous nous intéressons plus particulière-
ment au cas des conditions d’impédance généralisée qui modélisent notamment des matériaux fortement
absorbants ou des revêtements de faible épaisseur. L’expression « impédance généralisée » signifie que
la condition au bord fait intervenir un opérateur surfacique. Les conditions dites d’impédance classique
entrent dans cette famille de conditions aux bord, dans ce cas, l’opérateur surfacique se réduit à la
multiplication par une fonction. Dans le cadre des problèmes inverses, l’utilisation de modèles approchés
permet de simplifier aussi bien la résolution numérique que l’analyse mathématique. De nombreux tra-
vaux ont été menés en diffraction inverse sur l’utilisation d’une condition d’impédance classique, nous
les avons étendus pour des opérateurs surfaciques plus complexes faisant intervenir des dérivées tangen-
tielles. Une partie importante de la thèse est consacrée à la mise en oeuvre des méthodes d’optimisation
pour retrouver un obstacle ainsi que les paramètres définissant l’opérateur d’impédance. Nous présentons
en particulier un calcul de dérivée de forme dans le cas où les équations de l’électromagnétisme se sim-
plifient en une équation scalaire, nous étendons ensuite ce calcul aux équations de Maxwell vectorielles.
Des exemples numériques de reconstruction de forme et de paramètres d’impédance viennent illustrer
l’applicabilité des méthodes d’optimisation à notre problème inverse. Afin de compléter cette étude, nous
avons utilisé une méthode qualitative – la méthode de factorisation – pour identifier un objet diffractant
caractérisé par une condition d’impédance généralisée. Enfin, en relation avec les méthodes qualitatives,
nous nous sommes penché sur l’utilisation des valeurs propres de transmission associées au problème de
diffraction par des couches minces pour obtenir des informations sur la couche. Dans ce but, nous avons
calculé et justifié le développement asymptotique de la première valeur propre de transmission intérieure
par rapport à la faible épaisseur du revêtement. Ce développement donne une manière simple de calculer
l’épaisseur du revêtement à partir du champ diffracté pour plusieurs fréquences.
Mots-clés : Problèmes inverses, électromagnétisme, condition d’impédance généralisée, optimisation de
forme, asymptotique de valeurs propres, problème de transmission intérieure, méthode de factorisation.
Title: Generalized impedance models and inverse scattering
Abstract: The main objective of this thesis is to use asymptotic models for the resolution of inverse elec-
tromagnetic scattering problems. We consider in particular the case of generalized impedance conditions
that are models for thin coatings or strongly absorbing media. The term "generalized impedance" signi-
fies that the boundary condition involves a surface operator. The so-called classical impedance boundary
conditions is a particular case of generalized impedance boundary condition where the operator reduces
to the multiplication by a function. In the inverse problems context, the use of such approximate models
simplifies the numerical resolution as well as the mathematical analysis. In the literature a lot of studies
focus on inverse scattering with classical impedance boundary conditions, we extend them to the case
of more complex surface operators containing surface derivatives for example. An important part of the
thesis deals the application of optimization methods to find both a shape and parameters that charac-
terize the boundary operator. Among others, we present the computation of the shape derivative for
Helmholtz’ and Maxwell’s equations. Numerical illustrations of shape reconstruction and identification
of boundary coefficients are also provided. We complement this work by studying a qualitative method
– the factorization method – to retrieve a shape with a general form of generalized impedance boundary
conditions. In relation with qualitative methods, we investigated the use of the so-called interior trans-
mission eigenvalues associated with thin layer structures to obtain information about the layer thickness
and properties. In this view, we derived and justified the full asymptotic development of the first interior
transmission eigenvalue with respect to the small thickness of the layer. This development provides a
simple procedure to compute the thickness of the layer from multi-static scattered field data.
Keywords: Inverse problems, electromagnetism, generalized impedance boundary conditions, shape
optimization, asymptotic analysis of eigenvalues, interior transmission problem, factorization method.
