In this paper, we are concerned with the representation of an important sublinear expectation E G [·] under which framework a new stochastic process G-Lévy process has been introduced. We show the existence of a weakly compact family of probability measures P to give the representation by using two different methods.
Introduction
In 2006, [12] introduced the notion of G-Brownian motion and G-expectation by using a nonlinear partial differential equation called G-heat equation. Under this fully nonlinear G-expectation which serves as a tool to measure risk and model uncertainty, corresponding theory of stochastic calculus is further developed, such as a new type of Itô formula, the existence and uniqueness for stochastic differential equation driven by G-Brownian motion and martingale representation theorem for G-expectation, etc.(see [13] , [14] , [17] ).
In [6] and [10] , it has been proved that a G-expectation admits a representation with respect to a weakly compact set of probability measures. Recently, Hu and Peng have introduced in [9] a new stochastic process called G-Lévy process under a framework of sublinear expectation E G which derives from an integropartial differential equation. In this paper, motivated by both two methods established respectively in [10] and Section 4.1 of [6] , we use both the elementary representation of sublinear expectation and the stochastic control method to find a weakly relatively compact family of probability measures {P θ : θ ∈ Θ} which gives the following representation :
where the state space Ω in our study is D([0, ∞), R d ).
This paper is organized as follows : in Section 2, we review some important notions and results of sublinear expectations, G-Lévy process, capacity and function space related to an upper-expectation. In Section 3, we use the elementary representation of sublinear expectation by a family of finitely additive linear expectations {E λ : λ ∈ Λ} to find the desired weakly relatively compact family of probability measures {P θ : θ ∈ Θ}. A concrete weakly relatively compact family of probability measures is constructed through the method of optimal stochastic control in Section 4. In Section 5, we give some elementary characterizations of L ip (Ω). A generalized Kolmogorov-Chentsov's criterion for weak relative compactness has also been presented in the Appendix.
Basic settings
For a given positive integer n, we will denote by x, y the scalar product of x, y ∈ R n and by |x| = x, x 1 2 the Euclidean norm of x.
Let Ω be a given set and let H be a linear space of real-valued functions defined on Ω such that for each integer n, if X 1 , X 2 , · · · , X n ∈ H, then ϕ(X 1 , X 2 , · · · , X n ) ∈ H for each ϕ ∈ C b,Lip (R n ), where C b,Lip (R n ) denotes the space of bounded and Lipschitz functions on R n . H is usually considered as a space of random variables.
In the following we will present some preliminaries in the theory of sublinear expectation and the related G-Lévy process. More details of this section can be found in [9] . Definition 2.1 A functionalÊ : H → R is called a sublinear expectation if it satisfies the following properties : for all X, Y ∈ H, we have
We call the triple (Ω, H,Ê) a sublinear expectation space similar to the probability space (Ω, F , P ). Definition 2.2 Let X 1 and X 2 be two n-dimensional random vectors defined respectively on the sublinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ). They are called identically distributed ifÊ 1 
3 On a sublinear expectation space (Ω, H,Ê), an n-dimensional random vector Y is said to be independent of another m-dimensional random vector X, if for each test function ϕ ∈ C b,Lip (R m ×R n ), we haveÊ
2.1. G-Lévy process and Sublinear expectation related to G-Lévy process Definition 2.4 (Lévy process) Let X = (X t ) t≥0 be a d-dimensional càdlàg process defined on a sublinear expectation space (Ω, H,Ê). We say that X is a Lévy process if : (a) X 0 = 0; (b) Independent increments : for each t, s > 0, the increments X t+s −X t is independent of (X t1 , X t2 , . . . , X tn ), for each n ∈ N and 0 ≤ t 1 ≤ . . . ≤ t n ≤ t; (c) Stationary increments : the distribution of X t+s − X t does not depend on t.
Definition 2.5 (G-Lévy process)
where C is a constant. 
is a viscosity solution of the following equation :
where G X [f (·)] is a nonlocal operator defined by
Now we will consider a particular sublinear expectation related to G-Lévy process, and throughout this paper our study will be worked under such a sublinear expectation. Let 
is also a Polish space under the Skorohod topology d
• ∞ . Let B(Ω) denote the σ-algebra generated by all open sets. We will consider the canonical process B t (ω) = ω t for ω ∈ Ω, t ≥ 0. We introduce the space of finite dimensional cylinder random variables : for each fixed T ≥ 0, we denote Ω T = {ω ·∧T : ω ∈ Ω} and set
A sublinear expectationÊ[·] defined on L ip (Ω) through the following procedure is a sublinear expectation related to the G-Lévy process :
Step 1. For each ξ ∈ L ip (Ω) with the form ξ = ϕ(B t+s − B t ), t, s ≥ 0 and ϕ ∈ C b,Lip (R n ). We definê
, where u is a viscosity solution of the following integro-partial differential equation :
with the initial condition u(0, x) = ϕ(x), where
and U represents G X .
Step
is defined by ψ m via the following procedure :
. . .
The related conditional expectation of ξ under Ω ti is defined bŷ
It can be proved that the canonical process (B t ) t≥0 is a G-Lévy process, andÊ[·] consistently defines a sublinear expectation on
, and it is still a sublinear expectation on the corresponding completed space.
Capacity Associated to an Upper Probability and related functional spaces
Let Ω be a complete separable metric space equipped with the distance d, B(Ω) the Borel σ-algebra of Ω and M the collection of all probability measures on (Ω, B(Ω)). We denote by L 0 (Ω) the space of all B(Ω)-measurable real functions and C b (Ω) all bounded continuous functions. For a given subset P ⊆ M, we denote c(A) := sup
It is easy to verify that c(·) satisfies the following theorem. Theorem 2.7 The set function c(·) is a Choquet capacity, i.e. (see [4] , [5] 
Definition 2.8 We say that a set A is polar if c(A) = 0 and a property holds "quasi-surely" (q.s.) if it holds outside a polar set. In other words, A ∈ B(Ω) is polar if and only if P (A) = 0 for any P ∈ P.
By applying the Borel-Cantelli Lemma we could get immediately the following lemma. Lemma 2.9 Let (A n ) n∈N be a sequence of Borel sets such that
Then lim sup n→∞ A n is polar. The upper expectation (see [11] ) of P is defined as follows :
If for p > 0, we denote -
It is seen that L
p and N p are linear spaces and N p = N , for p > 0. All of the following definitions and propositions can be found in [6] , and the proofs are omitted here. 
3. Representation of the sublinear expectation related to G-Lévy process as an upper-Expectation
and B(Ω) denote the σ-algebra generated by all finite dimensional cylinder sets. The corresponding canonical processB t (ω) =ω t for ω ∈Ω, t ≥ 0. The space of Lipschitizian cylinder functions onΩ T is denoted by
Following the same procedure as the construction ofÊ[·], we can also construct a sublinear expectation E on (Ω, L ip (Ω)) such that (B t (ω)) t≥0 is also a G-Lévy process.
The following lemmas can be found in [10] and [15] . Lemma 3.1 LetÊ be a sublinear functional defined on a linear space H, i.e. (c) and (d) of Definition 2.1 hold forÊ. Then there exists a family Q = {E θ : θ ∈ Θ} of linear functionals defined on H such that
and such that, for each X ∈ H, there exists a θ ∈ Θ such thatÊ[X] = E θ [X]. Moreover ifÊ is a sublinear functional defined on a linear space H of functions on Ω such that (a) of Definition 2.1 holds (resp. (a),(b) hold) forÊ, then (a) also holds (resp. (a),(b) hold) for
3 Let E be a finitely additive linear expectation dominated byĒ on L ip (Ω), then there exists a unique probability measure
Remark 2 This is a direct result of Daniell-Stone's theorem and Kolmogorov's consistent theorem with the help of above lemma. By Lemma 3.1 and Lemma 3.3, it is easy to get the next result crucial for our following discussions. Lemma 3.4 There exists a family of probability measures P e on (Ω, B(Ω)) such that
We denote the associated capacity to P e bỹ Definition 3.5 Let I be a set of indices, (X t ) t∈I and (Y t ) t∈I be two processes indexed by I. Y is said to be a quasi-modification of X in for all t ∈ I, X t = Y t q.s.. Definition 3.6 Let ε be a positive number. A function y = X(t) is said to have no fewer than m ε-
We know that for a function y = X(t) to be càdlàg on a interval [a, b], it is necessary and sufficient that for arbitrary ε > 0, it has only finitely many ε-oscillations on [a, b]. Theorem 3.7 (Kolmogorov-Chentsov's Criterion) Let (X t ) t∈[0,1] be a stochastic process such that for all t ∈ [0, 1], X t belongs to L 1 . If it satisfies the following conditions : (i)for any t ∈ [0, 1], there exists a > 0, such that lim s→t E[|X s − X t | a ] = 0 ; (ii)for some C, r > 0, p, q ≥ 0 with p + q > 0, and all 0 ≤ s ≤ u ≤ t ≤ 1, it holds that
then it admits a càdlàg modification.
Proof. It follows from condition (i) that, for any ε > 0 and t ∈ [0, T ], lim s→t c(|X s − X t | ≥ ε) = 0. Now let us take the set J of all dyadic numbers belonging to [0,1],
It follows from (3) and Chebyshev's inequality that
Let A k,n denote the event
where
and
where B c kn is the complementary event of B kn . Let us define
with the complementary events
Then we have
where β = 2 −r/2 < 1, by Lemma 2.9 it follows that c(D c ) = 0, i.e. D c is a polar set. Let us choose a sample function X(t) for which the event A k+1,n D n+1 occurs. Thanks to the classical KolmogorovChentsov's criterion, we can continue to get the result which is essentially in the spirit of Kolmogorov's criterion, though its proof is much more difficult. We will only outline the proof for the convenience of readers. An interested reader may refer to [8, pp. 159-164] for details. Suppose that the event D occurs. Then beginning with some n 0 , all the events D n for n ≥ n 0 occur for the sample function of the process. For arbitrary ε > 0 we can find an n ≥ n 0 such that 2Lα n /(1 − α) 2 < ε. On an arbitrary set of the form
there can be no more than a single ε-oscillation, which yields that the function X(t) has no more than 2 n ε-oscillations on J. Thus outside a polar set, the sample functions of process X(t) have only finitely many ε-oscillations ; that is, the process X has a càdlàg modification. ✷ Remark 4 This theorem is a generalized Kolmogorov-Chentsov's criterion for càdlàg modification with respect to capacity. Lemma 3.8 ForB = {B t : t ≥ 0}, there exists a càdlàg modificationB = {B t : t ≥ 0} ofB (i.e.c({B t = B t }) = 0, for each t ≥ 0) such thatB 0 = 0.
Proof. The canonical process (B t ) has a decompositionB t =B 
where the constant C is a constant. By Theorem 3.7, there exists a càdlàg modificationB
The family of probability measures P e on (Ω, B(Ω) introduces a new family of probability measures P 1 := {Q •B −1 : Q ∈ P e } on (Ω, B(Ω)). Lemma 3.9 The family of probability measures P 1 is tight.
Proof. Since for all 0 ≤ s ≤ u ≤ t < ∞, there exists C ′ > 0, such that
Due to the generalized Kolmogorov -Chentsov's criterion for tightness (see Theorem A.3) combined with Corollary A.2, this implies the wished statement. ✷ By Lemma 3.4 and 3.8, the representation of sublinear expectation related to G-Lévy process with respect to P 1 is given by the following theorem. Theorem 3.10 For each monotonic and sublinear function
G be the corresponding sublinear expectation on (Ω, L ip (Ω)). Then there exists a relatively compact family of probability measures
Representation of E G using the stochastic control method
In this section we will construct a family of probability measures on Ω for which the upper expectation coincides with the sublinear expectation E G on L ip (Ω) through a method of optimal stochastic controls introduced in [6] .
Let (Ω, F , P ) be a probability space and (
Lévy process with finite variation in this space. The filtration generated by L is denoted by
where N is the collection of P -null subsets. We also denote, for a fixed s ≥ 0,
be a given bounded and closed subset in R d×3d . We denote a collection of Θ-valued processes on an interval [ 
where L T ) T ≥t is a Lévy stochastic integral. In the following we will prove that, for each n = 1, 2, . . . , any ϕ ∈ C b,Lip (R d×n ) and 0 ≤ t 1 , . . . , t n < ∞, the E G defined in [9] can be equivalently defined by
T )], then we can get the following generalized dynamical programming principle :
Proof. This is a result treated analogous to [6] , therefore we omit the proof here. ✷ Lemma 4.2 v is bounded by sup |ϕ|. It is Lipschitz function in x and hölder continuous in t.
Proof. Obviously we know that
since v is Lipschitz function in x, the absolute value of left hand is bounded by
We get the result. ✷ Theorem 4.3 v is a viscosity solution of the integro-partial differential equation :
where the function G is given in (2).
Proof. Since X t has a decomposition with X t = X 
where W is a Brownian motion, N is an independent Poisson random measure on R + × (R d \{0}) with levy measure ν, andÑ is the compensated Poisson random measure. Then we can write B t,θ T in the following form :
Firstly, we will suppose that ν(R d ) < ∞ which means that L t has finite activity (i.e. it has a finite number of jumps in any finite period of time). Let B 
. By Itô's formula for Lévy-type stochastic integral, it follows that 
Since θ s is a predictable process, then it is independent of N (ds, dz) andÑ (ds, dz), henceforth we have
Thus, by the assumption on ν and the inequalities (7) and (8), we have
is the probability distribution function of θ d s , and we denote ν
Hence, from the dynamic programming principle (5) it follows that 0 = sup
Consequently, ∂ψ ∂s
By the definition, v is a viscosity subsolution. Now we will prove that this conclusion is also true if we remove the condition ν(
is a a compound poisson process, hence is a finite-activity process.
where ε b ′ = ε≤|z| |z|ν(dz). Here note that C 2 is a finite number for each fixed ε. Since h > 0 is arbitrary small, and R d \{0} |z|ν(dz) < ∞ implies that lim ε↓0 |z|<ε |z|ν(dz) = 0. Then we divide both sides of last inequality by h, and let firstly h and then ε go to zero, we could finally obtain the result. Similarly, we can prove that v is also a supersolution. The proof is complete now. ✷ 
where P θ is the law of the process B 
Proof. Since for any s, u, t 0 ≤ s ≤ u ≤ t < ∞, there exists
Therefore the statement follows from Corollary A.2 and Theorem A.3. ✷ Example 1 Let (L t ) t≥0 be a homogeneous Poisson process with intensity λ = 1 denoted by (N t ) t≥0 , then we take especially a collection of F-predictable process A follows a Bernoulli distribution with success probability p, where p ∈ [λ, 1]. If (X t ) t≥0 is the 1-dimensional G-Poisson process [10] defined by the following equation :
It is easy to check that, for each n ∈ N, any ϕ ∈ C b,Lip (R d×n ) and 0 ≤ t 1 , . . . , t n < ∞, 
Characterization of L ip (Ω)
In [6] , we know that if
and that an element Y of the space L Proof. For any ω • ∈ Ω T , ω • is either u.s.c. or l.s.c. at each fixed t ∈ [0, T ]. Without loss of generality , we will only consider the u.s.c. case. Then for any ε > 0, there exists δ > 0, such that for any s ∈ [0, T ] satisfying that |s − t| < δ, we have ω • (s) < ω • (t) + ε/2. Now we can choose η = min(ε/2, δ) > 0, for any ω such that d s (ω, ω • ) < η, there exists some λ which is a strictly increasing, continuous mapping from [0,T] onto itself with λ0 = 0 and λT = T , then we have sup t |ω(t) − ω • (λ(t))| < η, and sup t |λ(t) − t| < η. Hence we get ω(t) − ω • (t) = ω(t) − ω • (λ(t)) + ω • (λ(t)) − ω • (t) < η + ε/2 < ε.
Thus the proof is complete. ✷ where V ′′ T (ω, δ) = sup s≤u≤t, t−s≤δ {|ω u − ω s | ∧ |ω t − ω u |}, the supremum extending over all triples s, u, t in [0,T] satisfying the constraints. Corollary A.2 Let X and Y be two càdlàg stochastic processes. Assume that the distributions of X and Y respectively under the probability measures (P n , n ∈ N) denoted respectively by P n (X ∈ ·), n ∈ N and P n (Y ∈ ·), n ∈ N are both tight, then P n (X + Y ∈ ·), n ∈ N is tight.
