Abstract. In this paper, we introduce a new kind of Siegel upper half space and consider the symplectic geometry on it explicitly under the action of the group of all holomorphic transformations of it. The results and methods will form a basis for our number theoretic applications later.
Introduction and notations
Let R denote the field of real numbers, and C the field of complex numbers by convention. For any positive integers m and n, let C (m,n) denote the set of all m × n matrices Z with entries in C. For any Z ∈ C (m,n) we use t Z to denote its transpose, which is a n × m matrix in C (n,m) . For any positive integer n, the well known so-called Siegel upper half space H n of order n is, by definition,
where ImZ (resp. ReZ) denotes the imaginary (resp. real) part of Z, i.e., if Z = (z ij ) then ImZ = (Imz ij ), ReZ = (Rez ij ), and ImZ > 0 means that ImZ is positive definite. Here, and throughout this paper, the symbol " := " is used to indicate that the right hand side of an equality is the definition of the left. Clearly, if n = 1, then H n is reduced to the classical Poincáre [P] upper half plane H = H 1 . The symplectic geometry on H by the action of the group of linear fractional transformations, or, by the order 2 symplectic group Sp(2, R) = SL 2 (R), possesses an almost full satisfactory understanding nowadays. And this understanding has led to many great applications both in mathematics itself and the spread area of other branches of subject. One of the most fascinating examples is the basic role it plays to the theory of classical automorphic forms and the applications in the field of number theory.
For n > 1, the symplectic geometry on H n , acted by the order 2n symplectic group Sp(2n, R), were studied systematically by Siegel [S2] in 1936 for the first time, and lots of very important essential results were established. Besides many other important applications it leads to, it then becomes the concrete basis for the theory of Siegel modular forms and Jacobi forms, see, e.g. [AZ] , [DI] , [EZ] , [M] , [S3] , [Sk3] , [Sk4] , [SZ1] and [SZ2] . And these subjects nowadays are becoming more and more important, active and fertile fields of mathematics.
In this series of papers, we will introduce a new kind of Siegel upper half spaceĤ 2 of order 2, see (3) below; and give a relatively systematic argument for the symplectic geometry on it, in the light of Siegel's classical work [S2] . This first paper will focus only on the relatively pure geometric part of our work. Although one might notice that our new object is not irreducible by Cartan [C] and the geometry might be viewed as a topological product of two Poincáre upper half planes H in essence as we proceed, it should be pointed out in advance that there do exist many important interesting and useful results valuable for researching at least from the explicit point of view. Furthermore, besides the independent importance just from the geometric point of view, one will find that the geometry in this paper will naturally become the essential basis for our number theoretic applications that follow in this series later. In other words, the principal novelties of this paper can be realized mainly from the following two aspects of view: one is a systematic and explicit formulation of the principal geometry of the new kind of Siegel upper half spaceĤ 2 in (3) below, and the other is the presentation of the ideas and explicit methods of transforming the non-irreducible objectĤ 2 to the irreducible one H; and the latter will have further important applications in the forthcoming number theoretic researches. By the way, we want to point out further that when the action of a discrete group is considered there would arise some new difficulties to be overcome.
Throughout this paper, we will use the following specific notations. The letter ε is used to stand for 1 or −1, that is ε = ±1. The letters p and q are always used to denote the following matrices of order 2, p := 1 √ 2 1 −1 1 1 , q := 0 1 1 0 .
The capital letters P and Q are always used to denote the block matrices P := p 0 0 p , Q := q 0 0 q .
Then simple computations show that
, and q 2 = I, Q 2 = I.
Here and throughout this paper, I is used to denote the identity matrix of proper order n ≥ 1, which is not necessarily the same at different occurrences. We always use the capital letter J to denote the block matrix J := 0 I −I 0 .
In this paper, J is also assumed to be of order 4, or equivalently, the above blocks I and 0 are assumed to be of order 2. Then the well known symplectic group Sp(4, R) of order 4, which will be denoted by Ω 2 throughout this paper, is as follows
Notice that we clearly have
Recall that the Siegel upper half space H 2 of order 2 is defined as H 2 = Z ∈ C (2,2) | t Z = Z, ImZ > 0 = Z = τ 1 z z τ 2 | τ 1 , τ 2 , z ∈ C, ImZ > 0 .
And the action of Ω 2 on H 2 is defined by
Here, and throughout this paper, we will always use the definition
M < Z >:= (AZ + B)(CZ
for any Z ∈ H 2 and M = A B C D ∈ Ω 2 .
The materials of this paper are arranged as follows. In §2 we will first give the exact definition of our object we will work with throughout our series, i.e., the definition of the new kind of Siegel upper half spaceĤ 2 of order 2. Then we will give an initial formulation of the action group. §3 is arranged to give an alternative formulation of H 2 and the corresponding action group. §4 is devoted to the investigation of the biholomorphic mappings ofĤ 2 . The result together with the arguments in §2 will give a complete formulation of the action group. This then becomes the basis for our further arguments. In §5 we consider the reduced form of a pair of points inĤ 2 , which will be used to simplify largely the formulation of our results in the following sections. In §6 the most important symplectic metric is built. This is a cornerstone for the materials that follow. §7 is devoted to consider the geodesic line and the distance connecting two points. This of course presents one of the most important intrinsic feature of the so called geometry. In the last §8 the corresponding symplectic volume element is considered explicitly.
The new kind of Siegel upper half space and the action group
Based on the well known Siegel upper half space H 2 of order 2, we now give the definition of the most important objectĤ 2 in this paper:
From now on, thisĤ 2 will always be called the new kind Siegel upper half space of order 2, as expressed in the title of this paper. Note that, for any Z = z 1 z 2 z 3 z 4 ∈ C (2,2) , Q < Z >= Z if and only if qZ = Zq, i.e., z 1 = z 4 , z 2 = z 3 . Thus by the definition of H 2 , The first main result in this paper is an explicit formulation of the maximal subgroup of Ω 2 , which can act onĤ 2 by group action. Theorem 1. LetΩ 2 be defined aŝ
Then we haveΩ
And soΩ 2 is the maximal subgroup of Ω 2 , which can act onĤ 2 under the action given by (1).
To prove Theorem 1, we first give a preliminary lemma.
Proof. The sufficiency is obvious by definition. So we only need to prove the necessity, i.e., we need to prove that
Taking Z = τ I with τ ∈ C and Imτ > 0, which is clearly inĤ 2 , then the above equality becomes τ 2 C + τ (D − A) − B = 0, and this leads to
by considering the limits as τ → 0. Substituting these into (5), we see that the matrix A must satisfy AZ = ZA
for any Z ∈Ĥ 2 . Now, if one puts A = a 11 a 12 a 21 a 22 , Z = z τ τ z , then by (7) and direct computation we have a 11 τ + a 12 z = a 11 τ + a 21 z and a 11 z + a 12 τ = a 12 τ + a 22 z, which clearly imply that a 12 = a 21 and a 11 = a 22 respectively. This then enables us to assume that A is of the form
So we also have A t A = I. By this and direct computation, we easily obtain a 2 + b 2 = 1, ab = 0. So now there exist exactly two possibilities: one is b = 0, a = ±1 and we derive A = εI, and the 4 other is a = 0, b = ±1 and we derive A = εq. This together with (6) implies that M = εI or = εQ as what we need. The proof of lemma 1 is thus complete. Now, we turn to the proof of Theorem 1. By the definition ofΩ 2 in Theorem 1, for any M ∈ Ω 2 , it is inΩ 2 if and only if M < Z >∈Ĥ 2 for all Z ∈Ĥ 2 . But by the definition ofĤ 2 , M < Z >∈Ĥ 2 if and only if qM < Z >= M < Z > q, i.e., qM < Z > q −1 = M < Z >, or Q < M < Z >>= M < Z > by definition 1. Using the simple property of group action, one can see easily that this last equality is also equivalent to M −1 QM < Z >= Z. Thus by Lemma 1 we can derive M −1 QM = εI or = εQ. However, the first case of M −1 QM = εI is impossible since this would imply Q = 1 which is clearly impossible. In other words, the set of M ∈ Ω 2 satisfying M −1 QM = εI is void. So there is no contribution toΩ 2 from this kind of case. And thus we can only have the latter case of M −1 QM = εQ, i.e., QM = εM Q, or in other words, the contribution toΩ 2 of the M ∈ Ω 2 comes exactly from the latter case of QM = εM Q. So this proves that M ∈Ω 2 iff QM = εM Q, as desired by the first part of Theorem 1. As for the other parts of the theorem, the maximal property ofΩ 2 is obvious from its definition, and the remaining things can be derived easily from the relative definitions by using the conclusion of the first part. The proof of Theorem 1 is thus complete.
3. An alternative formulation ofĤ 2 and the action group
In this section, we first come to give an alternative formulation of the new Siegel upper half spaceĤ 2 , which is isomorphic toĤ 2 under some "conformal transformation", and consider the corresponding action group, seeÊ 2 andΩÊ
Thus
On the other hand, since ImZ is positive definite, we have
The combination of the above yields 1 2i (Z −Z){v} = 0, so gives rise to v = 0. This then proves the invertibility of the matrix Z + iI as being stated above. Now we can define the above mentioned "conformal transformation" ofĤ 2 into C (2,2) as follows
From this definition it is not hard to see that Z 0 is bisymmetric and I − Z 0Z0 is positive definite and Hermitian. The first thing is because qZ 0 = Z 0 q which follows easily from qZ = Zq. The second is a consequence of the relevant arguments of Siegel []. Thus we are naturally led to define a domainÊ 2 in C (2,2) as followŝ
And (9) mapsĤ 2 intoÊ 2 . Conversely, if Z 0 ∈Ê 2 , then Siegel [] has proved that I − Z 0 is invertible. Thus we can also define the following map
By this definition it is also easy to prove that Z ∈Ĥ 2 for any Z 0 ∈Ê 2 , thus (11) mapŝ E 2 intoĤ 2 . Further, direct computations show that the composition of (9) with (11) is the identity mapping ofĤ 2 and the composition of (11) with (9) is the identity mapping ofÊ 2 . Hence the mappings (9) and (11) are all invertible and they are inverse mappings of each other, and whence both of them are one-to-one correspondence. Therefore the domainÊ 2 defined by (10) can be served as another formulation of our Siegel upper half spaceĤ 2 . In particular, one has
Next, we come to consider the action group onÊ 2 corresponding toΩ 2 . First of all, we define
Note that there holds
Then for any M ∈Ω 2 , we define a corresponding matrix M 0 ∈ C (4,4) by
, and we put
Notice also that (11) is indeed the one to one correspondence
This in combination with (1) implies that for any Z 0 ∈Ê 2 there holds
This shows that W 0 := M 0 < Z 0 > is an element ofÊ 2 , by noting that W = M < Z > is inĤ 2 since Z is. Thus if we note also thatΩÊ 2 is a group with matrices multiplication, then it can be checked easily that we have defined a group action ofΩÊ 2 onÊ 2 as followŝ
To have a better understanding of the groupΩÊ 2 defined by (12), we need to give a more explicit expression of it. To this end, we first note that by (8) one can derive easily that
Thus for our purpose we only need to transform the constrains on M in this expression to that on M 0 in (12). This can be done directly from M = LM 0 L −1 . In deed, it is not difficult to find by direct computations that
Further, if we let
we can verify easily that
And, for this kind of M 0 , we can also verify that R{M 0 } = R together with
Gathering together the above we therefore obtain
(16) Next, we come to give a purely algebraic lemma which will be useful for our further arguments.
is a positive definite real matrix of order 2, then there exists a invertible real matrix
of order 2 such that
Proof. First of all, from the positive definiteness of K we see that there holds k 1 > |k 2 |. So we separate the proof into two cases according to k 2 = 0 or not. If k 2 = 0, the result is obvious by taking K 0 = ±k
As for the case of k 2 = 0, we note at first that the condition qK 0 = εK 0 q is equivalent to K 0 being of the
by direct computation. Thus to prove the lemma, we are led to consider the solvability of the matrix equation
and again by direct computations, this can be shown to be equivalent to the solvability of the system of the algebraic equations
However, this is clearly true since on noting k 1 > |k 2 | and k 2 = 0 one can easily give the solutions of the system of the equations as follows
where ε 1 = ±1, ε 2 = ±1. The proof of Lemma 2 is complete.
Now we can state the main theorem in this section. 9
Theorem 2. The action ofΩÊ 2 onÊ 2 is transitive, so is the action ofΩ 2 onĤ 2 .
Proof. For the first assertion we only need to prove that for any Z 0 ∈Ê 2 it is in the same orbit of 0 ∈Ê 2 . Put K = I −Z 0Z0 , which is clearly real, positive definite, and bisymmetric. So by Lemma 2 there exists an invertible real matrix A 0 such that 
That is, for any given Z 0 ∈Ê 2 , there does exist M 0 ∈ΩÊ 2 such that M 0 < Z 0 >= 0 as desired by the first assertion of our Theorem. To prove the second assertion, we first take an arbitrary element Z ∈Ĥ 2 and put Z 0 = L −1 < Z >. Then by the first assertion we can take an
, which is clearly inΩ 2 , we can obtain M < Z >= iI by using the action of L to both sides of M 0 < Z 0 >= 0 . This proves that Z is in the orbit of iI ∈Ĥ 2 as desired. And thus the proof of Theorem 2 is complete.
We now take a step further to consider the stability group of a point Z 0 inÊ 2 under the action ofΩÊ 2 , and then that of a point Z inĤ 2 under the action ofΩ 2 . For any Z 0 ∈Ê 2 , we use S , that is, we define
In particular, we have
By Theorem 2 we know that there exists an M 1 ∈ΩÊ 2 such that M 1 < 0 >= Z 0 , so the latter set in (18) does has general meaning as the former set in (17). More precisely, we have the following proposition.
In particular, the right hand side of (19) is irrelevant to the choice of
Proof. This is just a direct consequence of the definition of the stability group S 
And thus the action of an element
0 is a unitary matrix satisfying qU = εU q.
Proof. The first equality for S
( 1) 0 comes directly from the definition together with the
prove the second equality, we first note that the condition qA 0 = εA 0 q on A 0 is equal to the assumption that A 0 is of the form A 0 = a b εb εa with a, b ∈ C. For this kind of A 0 , the condition A 0 tĀ 0 = 1 becomes both of the conditions |a| 2 + |b| 2 = 1 and ab + bā = 0, which is equivalent to |a + b| 2 = |a − b| 2 = 1. Then denoting ξ 1 = a + b and ξ 2 = a − b we arrive at a = (ξ 1 + ξ 2 ) /2 and b = (ξ 1 − ξ 2 ) /2 with |ξ 1 | = |ξ 2 | = 1 as desired. The proof of Proposition 2 is complete.
We now turn to the case of the actionΩ 2 onĤ 2 . Similar to (17), for any Z ∈Ĥ 2 we define the stability group of Z by
And in particular S
(2)
Then by the mapping (13) we can transform the above conclusions to the following corresponding results without any difficulty.
Proposition 1 ′ . For any given Z ∈Ĥ 2 , let M 2 be an element inΩ 2 such that M 2 < iI >= Z. Then we have
In particular, the right hand side of (22) is irrelevant to the choice of M 2 with M 2 < iI >= Z.
iI be defined as in (21). Then we have
is as in Proposition 2. And the action of an element
given by the formula
0 is again a unitary matrix satisfying qU = εU q. Remark 2. At the end of this section we remark that for each M 0 ∈ΩÊ 2 it is not difficult to see the mapping W 0 = M 0 < Z 0 > fromÊ 2 onto itself is bi-holomorphic whenÊ 2 is considered as a domain of
there corresponds to a bi-holomorphic mapping W 0 = M 0 < Z 0 > fromÊ 2 onto itself with the fixed point 0 ∈Ê 2 . So S (1) 0 can be viewed as a set of all bi-holomorphic mappings W 0 = M 0 < Z 0 > with the fixed point 0 ∈Ê 2 when M 0 ∈ΩÊ 2 , and Proposition 2 gives a description of this kind of mappings. Accordingly, for each M ∈Ω 2 the mapping W = M < Z > fromĤ 2 onto itself is bi-holomorphic whenĤ 2 is considered as a domain of C
(1,2) = C × C, and thus Proposition 2 ′ can be viewed as a formulation of all the biholomorphic mappings W = M < Z > with the fixed point iI ∈Ĥ 2 when M ∈Ω 2 . Now, an important converse question arises: what can we say about a general bi-holomorphic mapping fromÊ 2 (resp.Ĥ 2 ) onto itself, or more precisely, does every bi-holomorphic mapping fromÊ 2 (resp.Ĥ 2 ) onto itself has the form of Siegel [S2] , by the relevant results in the preceding sections, this is equivalent to asking specifically, wether or not are all the bi-holomorphic mappings from E 2 (resp.Ĥ 2 ) onto itself with the fixed point 0 ∈Ê 2 (resp. iI ∈Ĥ 2 ) contained in S
iI )? These will be answered in the following section.
The group of bi-holomorphic mappings
We first state a classical well known result from the analysis of several complex variables.
satisfying f (a 1 , a 2 ) = f (0, 0), it must be of the following form
where θ 1 , θ 2 are real parameters depending only on f and satisfying 0 ≤ θ 1 , θ 2 < 2π.
Proof. For a proof, one can see for example [H1] .
The main result in this section is the following Theorem 3. Every bi-holomorphic mapping fromÊ 2 (resp.Ĥ 2 ) onto itself has the form of
. So in view of Lemma 1, we can assert that the group of all bi-holomorphic mappings fromÊ 2 (resp.Ĥ 2 ) onto itself is exactly the quotient groupΩ 2 /{±I, ±Q} (resp.ΩÊ 2 /{±I, ±Q}).
Proof. First of all, we note that, as pointed out at the end of last section, to prove the theorem, we only need to prove the following Statement: every bi-holomorphic mapping f fromÊ 2 onto itself with the fixed point 0 ∈Ê 2 is contained in S
(1) 0 , that is, by Proposition 2, f is of the form
where U is a unitary constant matrix satisfying qU = εU q.
To prove the statement, we at first recall that by definition p = 1 √ 2 1 −1 1 1 , and
In particular, it is easy to see that the condition I − Z 0Z0 > 0, or t p(I − Z 0Z0 )p > 0 on Z 0 , is equivalent to both of the conditions 1 − |z 1 + z 2 | 2 > 0 and 1
And it is not difficult to verify that σ is bi-holomorphic and maps the zero 0 = 0 0 0 0 ∈Ê 2 to the zero 0 = (0, 0) ∈ D × D. Now definef to bê f := σf σ −1 . It is clear to find thatf is a bi-holomorphic mapping from D × D onto itself with the fixed point 0 = (0, 0). Thus by Lemma 3 with a 1 = a 2 = 0 we see thatf must be one of the following two forms:
where (ẑ 1 ,ẑ 2 ) denotes the variables in D × D, and ξ 1 and ξ 2 are complex constant parameters depending only onf (so only on f ) and satisfying |ξ 1 | = |ξ 2 | = 1. Using
to denote f (Z 0 ) and notingf = σf σ −1 , we can transform this to that of f and obtain
in the former case, and
in the latter case. Both of them can clearly be unified to the form
with ε = ±1. Now we take η 1 = ξ 1/2 1 and η 2 = ξ 1/2 2 to be some fixed square-roots of ξ 1 and ξ 2 respectively, then put u 1 = η 1 +η 2 2 , u 2 = η 1 −η 2 2 , and set
It is easy to see that η 1 and η 2 are complex constant parameters depending only on f and satisfying |η 1 | = |η 2 | = 1. So U is a complex constant matrix depending only on f . And direct computations show that
which proves that U is unitary. Further, in view of
and then (24), it can be verified directly that
Again, by the definition of U we can see plainly that qU = εU q. Now, gathering together the above, we complete the proof of the above statement, and so complete the proof of Theorem 3. 14 5. Reduced form for a pair of points of the spaceĤ 2
Recall that, in his remarkable paper [S2] , based on the transitivity of the action of Ω 2 on the Siegel upper half space H 2 of order 2, Siegel considered a simple reduced form of any pair of points in the space H 2 under the action of the elements in Ω 2 . More precisely, he proved that for any fixed pair of points Z, Z 1 ∈ H 2 , there exists an element M ∈ Ω 2 such that both M < Z 1 >= iI and M < Z >= iΛ hold with Λ being real and diagonal, and satisfying Λ ≥ I. Besides its independent interest from the geometric point of view, this result then became a powerful tool for the simplification of Siegel's relevant argument that follows. In this section, based on our Theorem 2, similar to Siegel [S2] , we will take a step further to consider the reduced form of any pair of points in the spaceĤ 2 under the action of the elements inΩ 2 . By philosophy and in view of the transitivity of the action ofΩ 2 onĤ 2 , this is roughly equal to finding a simple form of one point inĤ 2 under the transformation of action by element inΩ 2 , which however must has the fixed point iI. Our result is the following Theorem 4. Suppose that Z, Z 1 is a fixed pair of points inĤ 2 , then there exists an element M ∈Ω 2 such that both M < Z 1 >= iI and M < Z >= iΛ hold with Λ = λ 1 λ 2 λ 2 λ 1 being real and bi-symmetric, and satisfying
Λ is unique in the sense that if there exists another element M ′ ∈Ω 2 such that both M ′ < Z 1 >= iI and M ′ < Z >= iΛ ′ hold with Λ ′ having the same properties as that of Λ, then we have Λ ′ = Λ.
Proof. By the transitivity of the action ofΩ 2 onĤ 2 , we can assume without loss of generality that Z 1 = iI. To see this, we only need to show that Theorem 4 is true if one assumes its validity when Z 1 = iI. In fact, for any given Z 1 and Z, by transitivity it is known that there exists M 1 ∈Ω 2 such that M 1 < Z 1 >= iI. Put M 1 < Z >= Z ′ . Then Theorem 4 for the pair of points iI and Z ′ tells us that there exists M 0 ∈Ω 2 such that M 0 < iI >= iI and M 0 < Z ′ >= iΛ. Taking M = M 0 M 1 , we can see easily that M < Z 1 >= iI and M < Z >= iΛ. This is the existence part of Theorem 4 in general. To see the uniqueness, we assume there exist M, M ′ ∈Ω 2 such that
These together with M 1 < Z 1 >= iI and
And this implies Λ = Λ ′ by the uniqueness part of Theorem 4 for the pair of numbers iI and Z ′ = M 1 < Z >, which is what we need. Now we come to prove Theorem 4 under the assumption that Z 1 = iI. First, consider the existence part. Recalling (13) to the corresponding point σL −1 −1 (r 1 , r 2 ) of (r 1 , r 2 ) under the mapping σL −1 . Then we can take M to be an element inΩ 2 , for which the action onĤ 2 is exactly identical to the mapping g. Thus M fixes iI, and by (23) and (13),
, which clearly satisfies the desired conditions for Λ in Theorem 4, and the existence part is proved. Next, turn to the proof of the uniqueness of Λ. So we assume there is another M ′ in Ω 2 such that M ′ < iI >= iI and M ′ < Z >= iΛ ′ , and we are going to prove Λ = Λ ′ . From this assumption it can be seen easily that the action of the element M ′ M −1 ∈Ω 2 fixes the point iI and satisfies
which follows from
Hence by Theorem 3 we can get a unitary 2 × 2 matrix U with qU = εU q such that
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Again by (13), we have by simple computations,
, and
where we have used the symbols
Under these notations, (26) can thus be rewritten as
and by the assumptions λ 1 ≥ λ 2 + 1 ≥ 1 and λ
and
. So, to prove Λ = Λ ′ , it is sufficient to prove r 1 = r ′ 1 and r 2 = r ′ 2 from (27). We separate two cases according to ε = 1 or = −1 to do this. If ε = 1, then by qU = U q we see that
And hence by t UŪ = I, we get
Again, multiplying on both sides of (27) by t p = p −1 and p from the left and right respectively, and inserting pp −1 into the left-hand side of it behind t U and preceding U , we get
which gives
Whence we get
Taking absolute values on both sides of these two equalities, we then obtain by (28),
and similarly
as desired. If ε = −1, then by qU = −U q we see that U = u 1 u 2 −u 2 −u 1 again with u 1 and u 2 being complex numbers. Also using t UŪ = I we can get (28). Then again by (27) we can obtain by direct computations
Then taking absolute values and using (28), we obtain r 
The symplectic metric forĤ 2
The main purpose of this section is to consider the existence and uniqueness, up to a positive constant multiple, of symplectic metric for the spaceĤ 2 invariant under the action of the groupΩ 2 . To this end, we first give a definition of the cross ratio of points inĤ 2 following Siegel [S2] . For any Z, Z 1 ∈Ĥ 2 , in view of ImZ > 0 and ImZ 1 > 0, we can see easily that the matrix (Z −Z 1 ) is invertible. So we can define the matrix
and call it the cross ratio of Z and
Then direct computation yields
Here for the last equality we have used the symmetric property of
UsingZ 1 to replace Z 1 in the above equality, we havē
Substituting these two expressions into (29), we get
As a consequence, this shows that R (Z, Z 1 ) and R (W, W 1 ) have the same eigenvalues. Conversely, for two given pairs (Z, Z 1 ) and (W, W 1 ), by Theorem 4 we realize that there exist elements
, where
and R (W, W 1 ) have the same eigenvalues, then R (iI, iΛ 1 ) and R (iI, iΛ 2 ) have the same eigenvalues. So in view of
. Whence Λ 1 = Λ 2 , and hence we have
In summary, we have the following Theorem 5. There exists a symplectic transformation M ∈Ω 2 mapping a given pair (Z, Z 1 ) ofĤ 2 into another given pair (W, W 1 ) ofĤ 2 , if and only if the cross ratios R (Z, Z 1 ) and R (W, W 1 ) have the same eigenvalues.
Again, (30) shows that the trace tr(R(Z, Z 1 )) of the cross ratio R(Z, Z 1 ) is invariant under the action by M ∈Ω 2 , i.e., we have for any M ∈Ω 2 ,
Now we fix Z and M temporarily, and regard the right and the left hand sides of (31) as functions of Z 1 and W 1 respectively. Then by definition (29) we can find easily that R(Z, Z 1 ) and so tr(R(Z, Z 1 )) are differentiable with respect to the variable Z 1 . Thus by (31) and in view of the linearity of the differential operator, we get 
and hence
Thus we have
where we have written the fixed point Z as Z = X + iY , and we also use Z to denote the variable Z 1 for simplification and convention of notations. Summarizing the above, we can state the following Theorem 6. The quadratic differential form ds 2 , which is defined by which is plainly positive, where we have written the the corresponding variable Z at the point iI as Z = X + iY = x 1 x 2 x 2 x 1 + i y 1 y 2 y 2 y 1 . The proof of Lemma 4 is complete.
Next, we turn to consider the uniqueness, up to a positive constant multiple, of the symplectic metric. More precisely, we have the following
an arbitrary positive definite quadratic differential form of dz 1 , dz 2 , dz 1 , dz 2 , which is invariant under the actions of M ∈Ω 2 , written as
where A (Z) is an Hermitian matrix in C 4×4 depending at most on Z and f . Then there exists a positive constant C depending only on f such that
Proof. First of all, by the transitivity of the action ofΩ 2 onĤ 2 , we can take an M 0 ∈Ω 2 such that M 0 < iI >= Z. Using this M 0 we can make a transformation of variables
. Then the special case of Lemma 5
with the point Z = iI and dZ = dZ ′ gives rise to
Using M 0 to act on both sides of this equality and in view of the invariance of the both sides under this action, we deduce (34) immediately in general. So without loss of generality we can assume Z = iI in this lemma. And thus the problem becomes to prove (34) at the point iI ∈Ĥ 2 , i.e.,
Taking a step further, we consider the reflection of the problem to that of the domainÊ 2 .
To this end, we are naturally led to use the variable transformation Z 0 = L −1 < Z >= (Z − iI)(Z + iI) −1 . Note that, under this transformation the point iI ∈Ĥ 2 is transformed to 0 ∈Ê 2 . And we have
Hence, at the point Z = iI, or Z 0 = 0, we have dZ = 2idZ 0 . 
Further, if we write
and recall Z = z 1 z 2 z 2 z 1 , then at the point Z = iI we have by (36),
So the left hand side of (35) can be written as
where A 0 = −I 0 0 I A −I 0 0 I . Note that the positiveness of A 0 is equivalent to that of A. Thus by (37) and (38), the proof of (35) is reduced to proving
or simply, if we use again A to denote A 0 and let
under the assumptions that the left hand side of (39), denoted by f 0 , is positive definite, and is invariant under the actions of elements M ∈Ω E 2 with fixed point 0. Recall that by, Theorem 3, any action inΩ E 2 with fixed point 0 must be of the form Z 0 −→ t U Z 0 U with U being unitary and satisfying U q = εqU . Thus if we put
, then the invariance of f 0 is equivalent to that the matrix A satisfies
for any Z = z 1 z 2 z 2 z 1 . Therefore, our problem finally becomes to prove (39) under the assumptions of (40) and the positiveness of it. To do this, we are naturally led to consider at first a more explicit expression of (40). From U q = εqU we can write
, where U 1 = ( u 1 , u 2 ) and U 2 = ( u 2 , u 1 ). Hence from
. Thus we have
Denoting B = B 0 0 0 B 0 and inserting (41) into (40), we see that, for any B determined by U above, there always holds A = tB AB.
Further, if we write A = (a ij ) 4×4 = A 1 A 2 A 3 A 4 with a ij ∈ C and A 1 , ..., A 4 ∈ C 2×2 , and in view of the expanding form of the left hand side of (39), we can naturally assume also without loss of generality that a 33 = a 11 , a 34 = a 21 , a 43 = a 12 , a 44 = a 22 , a 23 = a 14 , a 41 = a 32 .
This together with tĀ = A implies
Also, inserting the block expressions of A and B above into (42) we obtain
Again, by taking u 1 = √ 3 2 i, u 2 = 1 2 , it can be checked easily that for ε = ±1 the matrix U = u 1 u 2 εu 2 εu 1 is unitary, and for this choice of U , we have u
ε . Inserting this B 0 into the first identity of (45) we get
23
From the first identity of (46) we see that a 21 = εa 12 holds for both of ε = ±1, and this clearly implies a 21 = 0, and whence a 12 = 0. And from the second equality of (46) with ε = 1 we derive a 11 = a 22 . Thus we deduce
and since tĀ 1 = A 1 by (44), we see that a 11 is real. Similarly, inserting the above B 0 into the second identity of (45) we can get by direct computations that −εa 23 = a 14 and −εa 24 = a 13 , and these equalities with ε = ±1 clearly imply a 14 = a 23 = 0 and a 13 = a 24 = 0 respectively. Thus we have
The combination of (44), (47) and (48) clearly implies
and by the assumption of the positiveness of f 0 we obtain a 11 > 0. Substituting this A = a 11 I into the left hand side of (39) it can be seen easily that (39) holds by taking C = a 11 . The proof of Lemma 4 is complete.
The geodesics and the symplectic distances
In this section we come to consider the geodesic and the symplectic distance of two points inĤ 2 under the metric given by the preceding section. Our first preliminary result is the following Lemma 5. Under the metric ds 2 = Y −1 dZY −1 dZ defined in the preceding section, the shortest length of sufficiently smooth curves Z = Z(t) joining the points Z(0) = iI and
where t 0 is a positive constant and 0 ≤ t ≤ t 0 is a parameter. And a curve of shortest length can be taken as
Proof. For any curve Z = Z(t) under consideration we write Z(t) = X(t) + iY (t). Then we have
The length S of this curve then is
and the equality holds ifẊ(t) = 0. Further, if we write Y (t) = y 1 (t) y 2 (t) y 2 (t) y 1 (t) with y 1 (t) > |y 2 (t)| then by direct computations we have
Put
Then we have clearly c 1 , c 2 ≥ 0, c 2 1 + c 2 2 = 1, and
if and only if c 1ẏ
Thus by (53) and (50) we have under (54),
This proves that the shortest length of sufficiently smooth curves from the point Z(0) = iI to the point Z(t 0 ) = iΛ to be equal at least to ρ. Again, if we take a curve by choosing
, then clearly Z(0) = iI, Z(t 0 ) = iΛ, X(t) = 0 and it can be checked by direct computations easily that all the conditions of (54) are satisfied. Therefore the length of this curve is indeed equal exactly to ρ = log 2 (λ 1 + λ 2 ) + log 2 (λ 1 − λ 2 ), and the proof of this lemma is complete.
The next lemma deals with the differential equation of the geodesics and the uniqueness of the curve with shortest length in the previous lemma.
Lemma 6. Under the notations of Lemma 5, (49) is the unique curve of shortest length ρ, and it is called the geodesic through the points iI and iΛ. Furthermore, the parameter t is nothing but the the length of the arcs in the geodesic starting from the point Z(0) = iI. The differential equation of the geodesic Z = Z(s) is
Proof. Assume that Z = Z(s) is an arbitrary piecewise sufficiently smooth curve connecting the points Z(0) = iI and Z (s 0 ) = iΛ, where the parameter s denotes of the length of the arc. Then by the definition ds 2 = tr Y −1 dZY −1 dZ of our metric we have
ds . Thus the length s 0 of this curve can be written as
ds, or abbreviated as
Now let Z(s) vary with the same endpoints Z(0) = iI and Z (s 0 ) = iΛ as the given curve of the lemma, then (57) can be viewed as a functional of the varied curves Z = Z(s). Moreover, if we use the parameter s 1 to denote the length of the arcs of the varied curves Z = Z(s), and use S 1 to denote the length of this curve, then by changing the integral variable s to s 1 we see that (57), with Z to be the present curve Z = Z(s), is equal to
This shows that (57) is always equal to the length of the curves with endpoints Z(0) = iI and Z (s 0 ) = iΛ whether or not the parameter s denotes the length of arc in the curve. And hence, as a functional of the curve Z = Z(s) connecting the points Z(0) = iI and Z (s 0 ) = iΛ, (57) is indeed the length of the curves. Therefore, for any curve Z = Z(s) with endpoints Z(0) = iI and Z (s 0 ) = iΛ of shortest length ρ, and with the parameter s to be the length of arc of this curve, we have
where δJ(Z(s)) denotes the first variation of a functional J(Z(s)) at Z(s). Further, for any function f (s), let δf (s) denote the first variation of f (s), and let δZ(s) denote the 26 matrix with the corresponding entries replaced by the first variations of them. Then by the simple properties of the first variation we get from (58),
Then we have by direct computations,
Again from Y Y −1 = I we can derive easily (δY )Y −1 +Y δY −1 = 0 and Y −1 . Y +Y −1Ẏ = 0, hence we have
And by the last equality we havė
Inserting (61) and (62) into the last expression of (60), by direct computations, we can write (60) further as
Inserting this into (59) and in view of This clearly impliesZ
which is the differential equation satisfied by the geodesics. Now we are in the position to consider the solution of this differential equation under the boundary conditions Z(0) = iI
1 −1 1 1 to multiply the left hand side of (63) from the left and the right respectively and obtain
Here we have used the abbreviations z 1 = z 1 (s), z 2 = z 2 (s), and the symbols z 1 = x 1 + iy 1 = x 1 (s) + iy 1 (s), z 2 = x 2 + iy 2 = x 2 (s) + iy 2 (s), with real x 1 , y 1 , x 2 , y 2 . Hencë
or equivalently, by considering the real and the imaginary parts respectively,
By the first equality of (64) one can derive easily thaṫ
where c 1 is a constant. This together with the boundary conditions x 1 (0) = x 2 (0) = 0 implies, for any s with 0 ≤ s ≤ s 0 ,
This in combination with the boundary conditions x 1 (s 0 ) = x 2 (s 0 ) = 0 implies c 1 = 0, whence we get
Similarly, by the first equality of (65) one can derive
Again, substituting (66) into the second equality of (64) we see thaẗ
This clearly impliesẏ 1 +ẏ 2 = c 2 (y 1 + y 2 ) , and so
where c 2 and c 3 again are constants. This together with the boundary conditions y 1 (0) = 1, y 2 (0) = 0, y 1 (s 0 ) = λ 1 and y 2 (s 0 ) = λ 2 gives rise to e c 3 = 1, e c 2 s 0 +c 3 = λ 1 + λ 2 , hence c 3 = 0, c 2 = s −1 0 log (λ 1 + λ 2 ). Thus
Similarly from the second equality of (65) we can obtain
Finally, by (66), (67) and (68) we see that the solution of (63) with the boundary conditions Z(0) = iI and Z(s 0 ) = iΛ is
The proof of this lemma is complete.
Next, we take a step further to consider the distance and the geodesic equation connecting two arbitrary points inĤ 2 . To this end, we will first need a further understanding of the action ofΩ 2 onĤ 2 . This is the following
. Put
Then we have M 1 , M 2 ∈ SL 2 (R), and the action of M on an element Z = z 1 z 2 z 2 z 1 of H 2 can be expressed as
where the action M < z > of an element M in SL 2 (R) on a point z in the upper half plane is defined by the linear fractional transformation as usual.
Thus by t DA − t BC = I we get
That is to say M 1 and M 2 are in SL 2 (R). Again, from the definition M < Z >= (AZ + B)(CZ + D) −1 we can obtain by direct computations,
When ε = 1, this can be computed further as
and when ε = −1, it can be computed as
So in summary we always have
as desired. The proof of this lemma is complete.
The following elementary result will be useful for our further arguments.
Lemma 8. Let λ 1 , λ 2 , µ 1 , µ 2 , θ 1 , θ 2 be real numbers satisfying λ 1 = 0, λ 2 = 0. Suppose λ with λ = 0 is a real number satisfying the equality
Proof. From (69) we have by direct computations
By the first column of (70) we have
And by the second column of (70) we have sin
Consider the difference of (71) and (72), getting
Now in view of cos θ 2 sin θ 2 = 0 we deduce det λλ 2 λ −1
which implies the desired result. The proof of this lemma is complete.
Lemma 9. For any z = x+iy in the upper half plane and any real µ > 0, let M ∈ SL 2 (R) be such that M < z >= µi. Then M must be of the form
, where θ is a real number.
Hence we have
From the latter of (73) , thus we have
where θ is a real number satisfying 0 ≤ θ < 2π. This clearly implies
Again from
and hence b = −ax − cµy = −µ 1/2 xy −1/2 cos θ + µ 1/2 y 1/2 sin θ,
This together with (74) completes the proof of this lemma.
Lemma 10. Let z 1 = x 1 + iy 1 and z 2 = x 2 + iy 2 be two arbitrary points in the upper half plane, then there exists an M ∈ SL 2 (R) such that
with λ ≥ 1 determined uniquely by z 1 and z 2 . And in this case, λ satisfies
Proof. Since the action of SL 2 (R) on the upper half plane is transitive, we can assume without loss of generality that z 1 = i for the proof of the existence of M . Then the problem becomes to prove the existence of M with fixed point i such that M < z 2 >= iλ. Transforming this into the upper half plane we have proved the existence of M . To prove the uniqueness of λ, we suppose there exists another M ′ ∈ SL 2 (R) such that
with λ ′ ≥ 1. Then we have
By the second equality of (75) we see that
where θ is real. Thus by the first equality of (75) we get
Hence if cos θ = 0 then by the identity of the imaginary part we see that λ = λ ′ . If cos θ = 0 then sin θ = 0, so λλ ′ = 1, which also leads to λ = λ ′ since we have λ ≥ 1 and λ ′ ≥ 1. Now, from M < z 1 >= i and Lemma 10 we have , where θ 1 and θ 2 are real numbers satisfying 0 ≤ θ 1 , θ 2 < 2π. By these and Lemma 8 we complete the proof of Lemma 10.
Theorem 7. Let Z 1 = τ 1 z 1 z 1 τ 1 and Z 2 = τ 2 z 2 z 2 τ 2 be two arbitrary points inĤ 2 .
Write τ 1 + z 1 = x 1 + iy 1 , τ 1 − z 1 = x 2 + iy 2 , τ 2 + z 2 = u 1 + iv 1 , τ 2 − z 2 = u 2 + iv 2 , A = y Proof. By Theorem 4 we know that there exists an M ∈Ω 2 such that M < Z 1 >= iI, M < Z 2 >= iΛ,where Λ = λ 1 λ 2 λ 2 λ 1 ∈ R (2,2) is a real matrix with λ 1 ≥ λ 2 + 1 and λ 2 ≥ 0. Thus by Lemma 7 we may obtain the induced matrices M 1 , M 2 ∈ SL 2 (R) from M such that 1 2 (M 1 < τ 1 + z 1 > +M 2 < τ 1 − z 1 >) = i, M 1 < τ 1 + z 1 > −M 2 < τ 1 − z 1 >= 0, and 1 2 (M 1 < τ 2 + z 2 > +M 2 < τ 2 − z 2 >) = iλ 1 , ε 2 (M 1 < τ 2 + z 2 > −M 2 < τ 2 − z 2 >) = iλ 2 .
These imply respectively
and M 1 < τ 2 + z 2 >= i (λ 1 + ελ 2 ) , M 2 < τ 2 − z 2 >= i (λ 1 − ελ 2 ) .
From Lemma 10 and the first equalities of (76) and (77) we get
and from Lemma 10 and the second equalities of (76) and (77) we get
Thus in view of A ≥ 2, B ≥ 2, λ 1 + ελ 2 ≥ 1 and λ 1 − ελ 2 ≥ 1, we get from the above two equalities that
Therefore by Lemma 5 and Theorem 6 we get ρ (Z 1 , Z 2 ) = ρ (iI, iΛ) = log 2 (λ 1 + λ 2 ) + log 2 (λ 1 − λ 2 ) , as what we need. The proof of the theorem is complete.
Next, we are going to give the parameter equation of geodesic connecting two arbitrary different points Z 1 and Z 2 inĤ 2 . To do this, we need the following preliminary result. Proof. By Lemma 6, we only need to provë
under the assumption thatZ Thus by multiplying p −1 and p from the left and right respectively to both sides of (79) we see that (79) 
under the assumption that (z(s)) .. + i(z(s)) .2 Im (z(s)) −1 = 0. The proof of this lemma is complete.
Theorem 8. Let Z 1 = τ 1 z 1 z 1 τ 1 and Z 2 = τ 2 z 2 z 2 τ 2 be any two fixed points inĤ 2 .
Write τ 1 + z 1 = x 1 + iy 1 , τ 1 − z 1 = x 2 + iy 2 , τ 2 + z 2 = u 1 + iv 1 , τ 2 − z 2 = u 2 + iv 2 , A = y 
