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Abstrat: In this paper we give a generalization of the well known split
uts of Cook, Kannan and Shrijver [5℄ to uts whih are based on multi-term
disjuntions. They will be alled k-disjuntive uts. The starting point is the
question what kind of uts is needed for a nite utting plane algorithm for
general mixed integer programs. We will deal with this question in detail and
derive utting planes based on k-disjuntions related to a given ut vetor.
Finally we will show how a nite utting plane algorithm an be established
using these uts in ombination with Gomory mixed integer uts.
1 Introdution
In this paper we will deal with utting planes and related algorithms for general mixed
integer linear programs (MILP). As most of the results will be derived by geometri
arguments we fous on programs that are given by inequality onstraints, i.e.
max cx+ hy
Ax+Gy ≤ b
x ∈ Zp
(1)
where the input data are the matries A ∈ Qm×p, G ∈ Qm×q, the olumn vetor b ∈ Qm
and the row vetors c ∈ Qp, h ∈ Qq. Moreover we denote by the polyhedra P = {(x, y) :
Ax+Gy ≤ b} ⊂ Rp+q and PI = conv ({(x, y) ∈ P : x ∈ Z
p}) ⊂ Rp+q the feasible domains
of the LP relaxation and the (mixed) integer hull of a given MILP, respetively. We all
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a MILP bounded, if the polyhedron P is bounded. We will also need the projetion
projX (P ) := {x ∈ R
p : ∃y ∈ Rq : (x, y) ∈ P} of the polyhedron P on the spae of the
integer variables.
By a utting plane for P we understand an inequality αx + βy ≤ γ with row vetors
α ∈ Qp, β ∈ Qq whih is valid for PI but not for P . Using utting planes gives a
simple idea of how to solve a general MILP: Solve the LP relaxation of the MILP. If the
optimal solution is feasible, i.e. satises the integrality onstraint, an optimal solution is
found. Otherwise nd a valid utting plane that uts o the urrent solution and repeat.
But unlike the pure integer ase no nite exat utting plane algorithm is known for
general MILP. Therefor we remark that most utting planes for general MILP suh as
e.g. Gomory mixed integer uts [7℄ or mixed integer rounding uts [11℄ are speial ases
of or equivalent to split uts [5℄. This fat and more detailed relations between these and
other uts are stated in [6℄. Here a split ut is dened as a utting plane αx + βy ≤ γ
for P with the additional property that there exists d ∈ Zp, δ ∈ Z suh that αx+βy ≤ γ
is valid for all (x, y) ∈ P whih satisfy the split disjuntion dx ≤ δ or dx ≥ δ + 1. So
split uts are dened not onstrutively but by a property, only. Now one an see in the
following 'lassial' example of Cook, Kannan and Shrijver [5℄ that split uts are not
suient for solving a general MILP in nite time.
Example 1. The MILP
max y
−x1 + y ≤ 0
−x2 + y ≤ 0
x1 + x2 + y ≤ 2
x1, x2 ∈ Z
has the optimal objetive funtion value 0 but the problem annot be solved by any algo-
rithm that uses split uts, only. A proof of this statement in a more general ontext is
given in Lemma 3.
On the other hand, as positive results in the ontext of utting plane algorithms for MILP
we an only give the following two speial ases: For mixed 0-1 programs split uts are
suient for generating the integer hull PI of a given polyhedron P . See e.g. [11℄ in the
ontext of mixed integer rounding uts or [3℄ in the more reent representation of lift-
and-projet uts. For general MILP, there only exists a nite approximation algorithm
of Owen and Mehrotra [12℄ whih nds a feasible ǫ-optimal solution and uses simple split
uts, that means split uts to disjuntions xi ≤ δ ∨ xi ≥ δ + 1.
So as split uts fail in the design of a nite utting plane algorithm for general MILP
we want to generalize this approah to uts that are based on multi-term disjuntions.
Therefor we start in setion 2 with the introdution of k-disjuntive uts and some of its
basi properties. Afterwards we look at the approximation properties of the k-disjuntive
losures and deal with the question what kind of uts is needed for an exat nite utting
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plane algorithm both in general and in speial ases. Finally we derive a k-disjuntive
ut aording to a given ut vetor. In setion 3 we turn to algorithmi aspets and give
a way of how a nite utting plane algorithm for general MILP an be designed using
k-disjuntive uts in onnetion with the well known mixed integer Gomory uts. Finally
we will disuss the algorithm and give some interpretations.
1.1 Preliminaries
Here we repeat two basi results that we will need during this paper. The rst one deals
with the omputation of the projetion projX (P ), the seond one with the onvergene
of the mixed integer Gomory algorithm in a speial ase.
Lemma 1. Let a polyhedron P = {(x, y) : Ax+Gy ≤ b} be given. Then
projX (P ) = {x ∈ R
p : vrAx ≤ vrb, ∀r ∈ R},
where {vr}r∈R is the set of extreme rays of the one Q := {v ∈ R
m : GT v = 0, v ≥ 0}.
Proof. The statement follows by applying the Farkas Lemma, see e.g. [10℄, I.4.4.
Next we look at the usual mixed integer Gomory algorithm [7℄. Although the algorithm
does in general not even onverge to the optimum, the speial ase in whih the optimal
objetive funtion value an be assumed to be integer, e.g. the ase of h = 0, an be
solved nitely using the algorithm. In detail we have the following
Theorem 1. Let a bounded MILP (1) be given. Then the mixed integer Gomory al-
gorithm terminates nitely with an optimal solution or detets infeasibility under the
following onditions:
1. One uses the lexiographi version of the simplex algorithm for solving the LP re-
laxation.
2. The optimal objetive funtion value is integral.
3. A least index rule is used for ut generation, i.e. the mixed integer Gomory ut
aording to the rst variable xj, that is frational in the urrent LP solution, is
added to the program. Here x0 orresponds to the objetive funtion value.
Using the last theorem, it is obvious that we an hek in nite time if there is a feasible
point in a polytope with a given (rational) objetive funtion value, as by saling it an
be always assumed that the optimal objetive funtion value is integral. This is expressed
in the following
Corollary 1. Let a bounded MILP (1) with the additional onstraint cx+hy = γ be given.
Then the mixed integer Gomory algorithm terminates nitely with a feasible solution or
detets infeasibility.
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(a) a 3-disjuntion (b) a 4-disjuntion
Figure 1: Examples for k-disjuntions in R2
2 k-disjuntive uts
2.1 Basi denitions and properties
In analogy to the denition of a split ut based on a split disjuntion we now dene a
k-disjuntive ut that is based on a k-disjuntion that ontains every integral vetor.
Denition 1. Let k ≥ 2 be a natural number, d1, . . . , dk ∈ Zp integral vetors and
δ1, . . . , δk ∈ Z. Then we all the inequalities d1x ≤ δ1, . . . , dkx ≤ δk a k-disjuntion, if
for all x ∈ Zp there is an i ∈ {1, . . . , k} with dix ≤ δi. In this ase we write D(k, d, δ)
with d = (d1, . . . , dk), δ = (δ1, . . . , δk) for the k-disjuntion.
We note that we do not require the vetors di, δi to be dierent. So every l-disjuntion
is also a k-disjuntion for l < k. Espeially every split disjuntion is also a k-disjuntion.
Moreover every k-disjuntion is a over of Zp by denition.
Denition 2. Let P ⊂ Rp+q be a polyhedron and αx+ βy ≤ γ be a utting plane. Then
αx+ βy ≤ γ is alled a k-disjuntive ut for P , if there exists a k-disjuntion D(k, d, δ)
with
(x, y) ∈ P : αx+ βy > γ =⇒ dix > δi, ∀i ∈ {1, . . . , k}.
Of ourse every k-disjuntive ut for P is valid for PI by denition. Aording to the
remark after Denition 1 every l-disjuntive ut is also a k-disjuntive ut for l < k. So
every split ut is a k-disjuntive ut.
Denition 3. Let P ⊂ Rp+q be a polyhedron. Then the intersetion of all k-disjuntive
inequalities is alled the k-disjuntive losure of P and denoted by P
(1)
k . Analog the i-th
k-disjuntive losure P
(i)
k of P is dened as the k-disjuntive losure of P
(i−1)
k . In the
speial ase of k = 2 we will also write P (i) instead of P
(i)
2 .
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We want to remark that it is not evident if the k-disjuntive losure P
(1)
k for a given
polyhedron P is again a polyhedron in the ase of k ≥ 3. The both proofs of this
property for the split losure [1℄ and [5℄ annot be applied to the more general ase.
However, we will not further deal with this question, as our results in the following
are independent of this property. We further remark that Denition 2 also applies in a
natural way to losed onvex sets P . Therewith it is guaranteed that the denition of
the i-th k-disjuntive losure P
(i)
k of a polyhedron P is well dened.
A valid ut to a given k-disjuntion an be omputed as intersetion ut to any basis
solution of the LP-relaxation that is not ontained in the disjuntion aording to [2℄.
In the ase of k = 2, Andersen, Cornuéjols and Li have shown [1℄ that intersetion uts
are suient to desribe all uts to a given split disjuntion. This result is not true for
general k-disjuntions. Here not every valid k-disjuntive ut to a given disjuntion is
equal to or dominated by an intersetion ut. This an be seen in the following
Example 2. We look at the polyhedral one C ∈ R2+1 with apex (12 ,
1
2 ,
1
2) that is dened
by
−x1 + y ≤ 0
−x2 + y ≤ 0
x1 + y ≤ 1
x2 + y ≤ 1.
Then y ≤ 0 is a 4-disjuntive ut for C to the 4-disjuntion D := {x1+x2 ≥ 2, x1−x2 ≥
1,−x1 + x2 ≥ 1,−x1 − x2 ≥ 0} . The set of all bases is given by any three of the above
onstraints. Computing the four relating intersetion uts to the 4-disjuntion D we get
that the point (12 ,
1
2 ,
1
6) is valid for the four uts and so y ≥
1
6 has to be satised.
Although the properties of general k-disjuntive uts are more involved than in the ase
of split uts, an investigation of these uts is useful beause every valid utting plane for
a given polyhedron is a k-disjuntive ut for some k.
Lemma 2. Let P ⊂ Rp+q be a polyhedron and αx + βy ≤ γ be a valid utting plane.
Then αx+ βy ≤ γ is a k-disjuntive ut for some k ∈ N.
Proof. Let P be a polyhedron and αx+βy ≤ γ be a valid utting plane. The set M that
is ut o by the above utting plane is given by
M := {(x, y) ∈ P : αx+ βy > γ}.
M ontains no feasible points of PI . So we have x 6∈ Z
p
for (x, y) ∈M . By Lemma 1 the
projetion of M an be expressed as
projX (M) = {x ∈ R
p : Aex ≤ be, Alx < bl}
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with wlog integral matries Ae, Al with rows ai satisfying gcd(ai) = 1 and integer vetors
be, bl. We modify the oeients of the vetors be, bl by
b˜ei = ⌊b
e
i ⌋+ 1,
b˜li = ⌈b
l
i⌉.
Altogether we get that αx+ βy ≤ γ is a k-disjuntive ut aording to
D(k,−(Ae, Al),−(˜be, b˜l)).
It is our goal to ompute the mixed integer hull of a given polyhedron using k-disjuntive
uts. Of ourse this should be done 'as simple as possible', what means that both the
number k of hyperplanes needed for the disjuntions and the number of iterations in
a utting plane proedure should be small. At least the latter property an be easily
realized as the next theorem shows.
Theorem 2. Let P ⊂ Rp+q be a polyhedron. Then PI = P
(1)
2p .
Proof. We will show that every valid inequality αx + βy ≤ γ for PI is a 2
p
-disjuntive
ut for P . This is suient for the theorem. Using Lemma 2 we get that αx + βy ≤ γ
is a k-disjuntive ut with a related disjuntion D(k, d, δ). So the laim is shown for
k ≤ 2p. Otherwise the number of inequalities of the disjuntion an be redued until the
required limit of 2p. Sine D(k, d, δ) is a k-disjuntion we have
∀x ∈ Zp ∃i ∈ {1, . . . , k} : dix ≤ δi.
On the other hand we take the set of all integral vetors with the property dix = δi
for a given i ∈ {1, . . . , k}. Either it exists now a vetor x¯ ∈ Zp with dix¯ = δi and
dj x¯ > δj , ∀j ∈ {1, . . . , k} \ {i}, or we an expand the disjuntion by setting the right
hand side of the inequality to δi − 1 and repeat this onsideration. This may also lead
to the ase that the inequality an be dropped. Therewith we an restrit ourselves to
disjuntions with the additional ondition:
∀i ∈ {1, . . . , k} ∃xi ∈ Zp : dixi = δi ∧ djxi > δj , ∀j ∈ {1, . . . , k} \ {i}
The set conv ({x1, . . . , xk}) ontains exept for its verties {x1, . . . , xk} no more integral
vetors: Assumed that there was another integral vetor z ∈ conv ({x1, . . . , xk}) we had
diz ≤ δi for an i. This ontradits the denition of the vetors xi. So we have onstruted
a set that ontains exatly k integer points as its verties. This will lead to a ontradition
for k > 2p. Then we had at least two verties v,w with the additional property that eah
omponent vi, wi, i ∈ {1, . . . , n} of both vetors is either even or odd. So
1
2(v+w) is an
integral vetor whih is ontained in conv ({x1, . . . , xk}). This is a ontradition to the
properties of the set.
We look at an easy example to see that 2p-disjuntive uts are needed in general to
ompute the mixed integer hull of a polyhedron in one step.
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Example 3. We take the p-dimensional unit ube C = [0; 1]p and dene the polyhedron
Q by
Q = {x : ax ≤ max
x∈C
ax, a ∈ {−1, 1}p}.
Next we embed Q in the Rp+1 and dene the polyhedron
P = conv
{(
x
0
)
,
1
2
1
}
, x ∈ Q.
Of ourse it is PI = C and the only valid k-disjuntion for the utting plane xp+1 ≤ 0 is
dened by the faets of Q itself.
As Theorem 2 shows, the mixed integer hull of a general polyhedron an be 'easily'
generated with 2p-disjuntive uts in theory. Of ourse for pratial issues the use of
disjuntions with an exponential number of dening hyperplane is very expensive. So we
will deal in the following with the seond question we mentioned above, i.e. what kind of
k-disjuntive uts we need at least in omputing the mixed integer hull using a repeated
appliation of k-disjuntive uts.
2.2 Approximation property of split uts
Before we further analyze whih uts we need to solve a MILP exatly, we will deal
with the approximation properties of k-disjuntive uts. We repeat that already using
split uts is suient to approximate the optimal objetive funtion value of any MILP
arbitrarily exat. Therefor look at the series (γ(i))i∈N of objetive funtion values that is
given by
γ(i) := max{cx+ hy| (x, y) ∈ P (i)} (2)
for an arbitrary objetive funtion cx + hy that is bounded over the polyhedron P . In
detail we get the following
Theorem 3. Let P ⊂ Rp+q be a polytope, cx+hy an objetive funtion, γ∗ = max{cx+
hy| (x, y) ∈ PI} and γ
(i)
as dened in (2). Then for all ǫ > 0 there is an i0 ∈ N with
|γ(i0) − γ∗| < ǫ.
Proof. A proof of this statement in a slightly dierent form using a repeated variable
disjuntion an be found in the paper [12℄ of Owen and Mehrotra. Moreover the algorithm
in this paper also gives a onstrutive proof.
As we an approximate any optimal objetive funtion value arbitrarily exat using split
uts, the use of general k-disjuntive uts beomes neessary for determining exat solu-
tions, only. Moreover we want to remark that in pratial appliations already optimizing
over the rst split losure often gives a good approximation of the optimal objetive fun-
tion value. This was in detail investigated by Balas and Saxena [4℄ for instanes from
the MIPLIB 3.0 and several other lasses of strutured MILP.
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2.3 Solving MILP exatly
We now get bak to the question what kind of uts is needed to solve a general MILP
exatly. As we will see, this depends on the struture of the projetion of the solution
spae on the x-spae of integral variables. For example the important speial ase of
the solution spae being a vertex an be solved just using split uts. However, we will
see that in general the required number of disjuntive hyperplanes is exponential in the
dimension of the integer spae. We start with the ase that the solution set ontains
relative interior integer points.
Theorem 4. Let P ⊂ Rp+q be a polyhedron, cx+hy an over P bounded objetive funtion
and γ∗ = max{cx+ hy| (x, y) ∈ PI}. If
relint (projX ({(x, y) ∈ PI : cx+ hy = γ
∗})) ∩ Zp 6= ∅
then there is a k ∈ N with max{cx+ hy| (x, y) ∈ P (k)} = γ∗.
Proof. If max{cx + hy| (x, y) ∈ P} = γ∗ there is nothing to show, so let max{cx +
hy| (x, y) ∈ P} > γ∗. That means espeially that int (projX (M)) ∩ Z
p = ∅ where
M := PI ∩ {(x, y) : cx + hy = γ
∗} denotes the solution set. Moreover let x∗ ∈
relint (projX (M)) ∩ Z
p
. To proof the laim we have to show that cx + hy ≤ γ∗ is a
split ut for one of the polyhedra P (k), k ∈ N.
Let AIx+GIy ≤ bI denote these inequalities in the representation of the mixed integer
hull that onstrain the set M . With Theorem 3 we get
lim
k→∞
max{aI,ix+ gI,iy| (x, y) ∈ P
(k)} = bI,i. (3)
Moreover x∗ lies in the boundary of the projetion projX (M
(k)) of eah set M (k) :=
P (k) ∩ {(x, y) : cx+ hy ≥ γ∗}. As M (k+1) ⊆M (k) there exists an inequality px ≤ π that
is valid for all of the sets projX (M
(k)) with the additional property
px = π,∀x ∈ projX (M), (4)
as x∗ ∈ relint (projX (M)). If we ombine (3) and (4) we get as diret onsequene that
cx+ hy ≤ γ∗ is a split ut to the disjuntion D(p, π) for some P (n), n ∈ N.
After we have seen that split uts are even suient for solving an important lass of
MILP exatly, we turn to the general situation. The idea for nite onvergene using
k-disjuntive uts in general onsists of the basi priniple that there has to exist a k-
disjuntion D so that the interior of the projetion projX (M) of the solution set is not
ontained in D. If no appropriate k-disjuntion exists for all losures P
(i)
k then we annot
ahieve a nite algorithm using k-disjuntive uts. On the other hand, if this ondition is
satised for eah fae of the solution set, nite onvergene an be shown in the general
ase.
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Theorem 5. Let P ⊂ Rp+q be a polyhedron, cx + hy an over P bounded objetive
funtion, γ∗ = max{cx+hy| (x, y) ∈ PI} and M := PI ∩{(x, y) : cx+hy = γ
∗}. If there
exists for both M and all its faes f ∈ F with relint (projX (f))∩Z
p = ∅ a k-disjuntion
Df (k, d, δ) with the property
x ∈ relint (projX (f)) =⇒ x 6∈ Df ,
then there exists a n ∈ N with max{cx+ hy| (x, y) ∈ P
(n)
k } = γ
∗
.
Proof. We prove the laim by indution over the dimension l of the solution set M . We
start with l = 0. In this ase k = 2 an always be hosen and the result is a speial ase
of Theorem 4. We assume now that the laim is true for l − 1, l ∈ N.
So let M be the solution set of max{cx+hy| (x, y) ∈ PI} and dim(M) = l. Moreover let
for k ∈ N exist a k-disjuntion D(k, d, δ) for M aording to the assumption. We proof
that cx + hy ≤ γ∗ is a k-disjuntive ut to the disjuntion D for one of the sets P
(n)
k .
Therefor we show that it exists a n ∈ N suh that (P
(n)
k ∩{(x, y) : cx+hy > γ
∗})∩D = ∅.
With the disjuntion D we dene the polyhedron Q := {(x, y) : dx ≥ δ ∧ cx+ hy = γ∗}.
As cx+ hy = γ∗ is a supporting hyperplane of PI , there exists (x̂, ŷ) with cx̂+ hŷ > γ
∗
and x̂ 6∈ D suh that eah of the inequalities cfx + hfy ≤ γf dened by (x̂, ŷ) and a
faet f of Q is valid for PI . All inequalities cfx + hfy ≤ γf at most support M in an
under dimensional fae. So it follows either by indution hypothesis or by Theorem 3
that the inequalities cfx + hfy ≤ γf are valid for some P
(n)
k . Herewith, the ondition
(P
(n)
k ∩ {(x, y) : cx+ hy > γ
∗}) ∩D = ∅ is satised and the theorem is proven.
We remark that it is neessary to involve all the faes of the solution set in the last
theorem, as the following example shows.
Example 4. We dene the polyhedron P ⊂ R3+1 through the verties
(0, 0, 0, 0), (2, 0, 0, 0), (0, 2, 0, 0)
(0, 0, 1, 0), (2, 0, 1, 0), (0, 2, 1, 0)(
1
2
,
1
2
,
1
2
,
1
2
)
For the objetive funtion vetor (0, 0, 0, 1) we get that M is ontained in a split disjun-
tion, whereas the ut aording to the fae x3 = 0 is a 3-disjuntive ut, only.
We now deal with the question what uts we need to solve a general MILP. Therefor
we use speial sets that an arise as solution sets of MILP to give a lower bound of
the required number of disjuntion terms. The idea is based on a generalization of
Example 1.
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Lemma 3. Let P ⊂ Rp+q be a polyhedron, cx+hy an over P bounded objetive funtion,
γ∗ = max{cx + hy| (x, y) ∈ PI} > max{cx + hy| (x, y) ∈ P} and M := PI ∩ {(x, y) :
cx + hy = γ∗}. If projX (M) ⊂ R
p
has k faets with eah ontaining a relative interior
integer point, than max{cx+ hy| (x, y) ∈ P
(i)
k−1} > γ
∗, ∀i ∈ N.
Proof. Let projX (M) be given with relative interior points {x
1, . . . , xk} ∈ Zp that are
ontained in pairwise dierent faets. Then we have xij := 12(x
i + xj) ∈ int (projX (M))
for all i, j, i 6= j. By presumption there exists (xij , yij) ∈ P with cxij + hyij > γ∗.
Moreover at least one of the points (xij , yij) is not ut o by an arbitrary k−1-disjuntive
ut. So the ut is valid for the set Qij := conv ((xij , yij), PI). As eah ut an be lassied
by this property we get that
⋂
i 6=j Q
ij ⊆ P
(1)
k−1. It is lear that
⋂
i 6=j Q
ij
ontains a point
(x, y) with cx+hy > γ∗. As P
(1)
k−1 satises all presumptions and the solution set M does
not hange, the proof follows by indution.
Therewith we an show now that we need utting planes to an in the dimension p
exponential number of disjuntive terms to solve a MILP in general.
Theorem 6. Let P be a polyhedron, cx + hy be an over P bounded objetive funtion
with max{cx+ hy : (x, y) ∈ P} = γ∗. Then in general
max{cx+ hy : (x, y) ∈ P
(n)
2p−1+1
} > γ∗, ∀n ∈ N.
Proof. Using Lemma 3 it is suient to give an integer polytope Q ⊂ Rp with p = n+1
and at least 2n + 2 faets that ontains no interior integer point but in eah faet a
relative interior integer point. Therefor we dene Q as the set of all (x, xn+1) ∈ R
n+1
with the property:
ax− π(a)xn+1 ≤ 1, a ∈ {±1}
n
0 ≤ xn+1 ≤ 2
with π(a) := |{i ∈ {1, . . . , n} : ai = 1}| − 1. We show that Q has the desired properties.
Its verties are ontained in the hyperplane xn+1 = 0 or xn+1 = 2. For xn+1 = 0 the
related polytope is the n-dimensional ross polytope. For xn+1 = 2 the related polytope
is generated by the verties 1 + (n − 1)ui. The last property follows from the fat that
ax ≤ 1 is ative for a vetor ±ui if, and only if ax ≤ 1+ 2π(a) is ative for 1± (n− 1)ui
by denition of π(a). So Q is integer.
Let (z, 1) ∈ Zn+1 be given. We take the side onstraint ax ≤ 1 + π(a) with ai = 1 ⇐⇒
zi > 0, i ∈ {1, . . . , n} and get
az =
∑
1≤i≤n
|zi| ≥
∑
zi>0
zi ≥ |{i ∈ {1, . . . , n} : ai = 1}| = 1 + π(a).
So (z, 1) is no interior point of Q. Moreover we an see that (z, 1) ∈ Q for z ∈ {0, 1}n
and that (z, 1) is a relative interior point of the faet ax− π(a)xn+1 ≤ 1 for ai = 1 ⇐⇒
zi = 1, i ∈ {1, . . . , n}. As 0 and 1 are relative interior point of xn+1 = 0 and xn+1 = 2,
Q has all properties.
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0(a) x3 = 0
0
(b) x3 = 1
0
() x3 = 2
Figure 2: The set Q onstruted in Theorem 6 for p = 3, projeted on the x3-spae
So we have proven that in general at least 2p−1 +2-disjuntive uts are required to solve
a MILP exatly in a nite number of steps. We remark that we have an upper bound
of 2p as shown in Theorem 2. With this result we an see that an exat utting plane
algorithm gets in general very expensive as a large number of disjuntive hyperplanes
has to be omputed. Moreover we have not yet disussed how to determine a ut to the
related k-disjuntion. As intersetion uts aording to basis relaxations do not generate
strong uts in general, this is an important issue for pratial appliations. On the other
hand we have seen that a wide lass of problems an even be solved using split uts.
Moreover the onvergene properties of k-disjuntive uts depend on the struture of
the projetion of the polyhedron and the objetive funtion. This fat suggests to use
information of the projetion in utting plane algorithms.
2.4 Computing k-disjuntive uts
At the end of this setion we want to give an alternative to ompute strong valid k-
disjuntive uts. Unlike the usual generating of valid uts for MILP, we need as additional
input the vetor (c h) to whih we want to ut. Moreover we restrit ourselves on shifted
polyhedral ones P = {(x, y) : Ax + Gy ≤ b} with apex (x∗, y∗), x∗ 6∈ Zp and assume
that the funtion cx+ hy attains its unique maximum at (x∗, y∗) with value γ∗. In this
situation we an desribe (x∗, y∗) as polyhedron given by the (over-determined) system
Pγ∗ :=
{(
A
−c
)
x+
(
G
−h
)
y ≤
(
b
−γ∗
)}
. (5)
Using Lemma 1, the projetion of the above system on the x-spae - that is equal to x∗
- is given by
projX (Pγ∗) =
{
x ∈ Rp : vr
(
A
−c
)
x ≤ vr
(
b
−γ∗
)
, ∀r ∈ R
}
(6)
with R being the set of extreme rays of the one
Q =
{
v ∈ Rm+1 :
(
G
−h
)T
v = 0, v ≥ 0
}
. (7)
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As the one Q is rational, we an assume that the extremal rays vr are elements of the
additive group
GPγ∗ :=
{
w ∈ Qm+1 : w
(
A
−c
)
∈ Zm+1
}
. (8)
Therewith we an use the above polyhedral desription of projX (Pγ∗) to dene a valid
k-disjuntion for P , that does not ontain the apex (x∗, y∗). We do this by rounding up
the right hand sides of the dening onstraints of projX (Pγ∗) in (6).
Lemma 4. Let P, (x∗, y∗), (c h), γ∗ and projX (Pγ∗) as dened above. Moreover dene
for r ∈ R
dr := vr1,...,mA− v
r
m+1c
δr := ⌊vr1,...,mb− v
r
m+1γ
∗⌋+ 1
with vr = (vr1,...,m, v
r
m+1). Then D(|R|,−d,−δ) is a valid |R|-disjuntion for P that does
not ontain (x∗, y∗).
Proof. By denition it is max{cx + hy : (x, y) ∈ PI} < γ
∗
. So there is an ǫ > 0 suh
that cx+ hy ≤ γ∗ − ǫ is valid but not optimal for PI . Moreover the inequalities dening
projX (Pγ∗−ǫ) are given by v
r
1,...,mA−v
r
m+1c with right hand sides v
r
1,...,mb−v
r
m+1(γ
∗− ǫ).
The set projX (Pγ∗−ǫ) ontains no integer points, so for all x ∈ Z
p
there is a r ∈ R with
drx > vr1,...,mb− v
r
m+1γ
∗.
Therewith is follows that the polyhedron {x ∈ Rp : dx ≤ δ} ontains no integer point
in its interior. This is equivalent to the set D(|R|,−d,−δ) being a valid |R|-disjuntion.
Moreover, as the right hand side of eah dening hyperplane of the projetion has been
enlarged by the denition of D it is obvious that (x∗, y∗) is not ontained in the dis-
juntion. This proofs the lemma. We remark that the above denitions and the proof is
similar to Lemma 2.
So we have found a k-disjuntion that an be used to ut o the urrent LP solution
(x∗, y∗). As we have mentioned at the beginning of this setion we want to ut to the
vetor (c h). We an do this now using the right hand side δ of the disjuntion D. As
for vrm+1 > 0 the value of δ
r
depends on the objetive funtion value, we an ompute
the objetive funtion value that orresponds to the value of δr that we have got by the
rounding operation. The inequalities of D whose right hand sides δr are independent of
the value of γ an be omitted in this onsiderations. Taking the maximum of the related
objetive funtion values for all onstraints gives us a valid ut to the vetor (c h). As
the disjuntion does not ontain x∗, we an ensure that the urrent solution is ut o.
Theorem 7. Let P, (x∗, y∗), (c h), γ∗,projX (Pγ∗) and D(|R|,−d,−δ) as dened above.
Let for r ∈ R with vrm+1 > 0
γr :=
δr − vr1,...,mb
−vrm+1
and γ̂ = max{γr : r ∈ R, vrm+1 > 0}. Then cx+hy ≤ γ̂ is valid for PI and cx
∗+hy∗ > γ̂.
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Proof. The validity of the inequality cx + hy ≤ γ̂ follows diretly using Lemma 4, as it
is a disjuntive ut aording to D(|R|,−d,−δ) by denition. Equally it follows that
cx∗ + hy∗ > γ̂.
As we have nished the derivation of the k-disjuntive ut, we want to add some remarks.
Using the projetion as k-disjuntion, we solve the problem how to nd a suitable k-
disjuntion for utting in general. This relates both to the seletion of the number k
and the seletion of the dening hyperplanes of the disjuntion. Moreover we have seen
in the last subsetions, that using information of the projetion an be useful. On the
other hand, the projetion that we use orresponds to the predisposed utting vetor. So
the seletion of a suitable k-disjuntion is partially shifted to the seletion of the utting
vetor. Here it is i.e. open how to hoose utting vetors to get deep uts in general.
However, for solving a given MILP we will see in the next setion that this approah
leads to a nite algorithm if we use the objetive funtion vetor.
3 Algorithm
We now turn to an algorithmi appliation of the previous results and want to present
an exat algorithm that solves a bounded MILP in nite time. It is based on a series
of mixed integer Gomory uts that is mixed with ertain k-disjuntive uts whih are
required as disussed in subsetion 2.3. The k-disjuntive uts we use here are similar
to the ones we introdued in subsetion 2.4, using the objetive funtion as the vetor
to whih we ut. As the assumptions that we have made there for the k-disjuntive
uts are in general not satised, we have to do some modiations. So we will dene
k-disjuntive uts over general polyhedra P for an arbitrary ut vetor (c h). We disuss
the details of the generalization. It is lear that the equalities (6), (7), (8) also desribe
the projetion for P being a general polyhedron and γ∗ being an arbitrary value of the
objetive funtion. Even the derivation of a valid k-disjuntion and a valid k-disjuntive
ut, respetively, is true, if the value γ∗ of the objetive funtion cx+ hy is not optimal
for PI . However, for the appliation in the algorithm we will dene a slightly weaker
version of the |R|-disjuntive ut that does not always ut o the urrent LP solution,
but an be used more general. We do this in the next
Theorem 8. Let P be a polyhedron and γ∗ suh that cx + hy ≤ γ∗ is valid for PI but
not for P . Dene the |R|-disjuntion D(|R|,−d,−δ) using the equalities (5), (6), (7),
(8) with
dr := vr1,...,mA− v
r
m+1c
δr := ⌈vr1,...,mb− v
r
m+1γ
∗⌉
and let γ̂ = max{γr : r ∈ R, vrm+1 > 0} analog to Theorem 7. Then cx + hy ≤ γ̂ is a
valid utting plane for PI .
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Proof. By assumption projX (Pγ∗) annot ontain an integral point in its interior. So
rounding up the right hand sides gives a valid |R|-disjuntion. Therefor cx + hy ≤ γ̂ is
a valid utting plane analog to the proof of Theorem 7.
We go on with the single steps of the algorithm. We start with the usual mixed integer
Gomory algorithm as long as we get either a feasible solution of the MILP or a solution
of the LP relaxation that has a lower objetive funtion value. This happens in nite
time by Corollary 1 if we restrit ourselves to polytopes. If the objetive funtion value
has dereased we an apply Theorem 8 and ompute a valid |R|-disjuntive ut using the
objetive funtion as vetor to whih we ut. Now we an apply the Gomory algorithm
to the modied program again, until either a feasible solution is found or the objetive
funtion value dereases, and use Theorem 8 again. In this way we get an algorithm that
nitely terminates with an optimal solution to the given MILP or detets infeasibility.
The formal algorithm is stated in Algorithm 1.
Theorem 9. Let a bounded MILP (1) be given. Then Algorithm 1 either nds an optimal
solution or detets infeasibility in a nite number of steps.
Proof. The proof follows immediately with the following two fats: Every while loop (16)
to (27) has only nite many iterations by Corollary 1 as P is bounded by presumption.
Similarly the outer while loop (14) to (31) has only nite many iterations as the possible
number of dierent values γ̂ is nite.
Before we further disuss the algorithm we will give two examples. We start with repeat-
ing Example 1:
Example 5. Let again the MILP
max y
−x1 + y ≤ 0
−x2 + y ≤ 0
x1 + x2 + y ≤ 2
x1, x2 ∈ Z
with the optimal solution (23 ,
2
3 ,
2
3) of the LP relaxation be given. The mixed integer
Gomory uts aording to x1 and x2 are given by −x1 + 2y ≤ 0 and −x2 + 2y ≤ 0 with
the new LP solution (45 ,
4
5 ,
2
5). As the value of the objetive funtion has dereased, we
ompute γ˜ as in Theorem 8. The extremal rays of the one {( 1 1 1 −1 )y = 0, y ≥
0} are the three vetors
(1, 0, 0, 1), (0, 1, 0, 1), (0, 0, 1, 1),
so the projetion projX (Pγ) is given by
−x1 ≤ 0− γ
−x2 ≤ 0− γ
x1 + x2 ≤ 2− γ
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Algorithm 1 Exat utting plane algorithm
1: Input: bounded MILP (1)
2: Output: "optimal solution (x∗, y∗)" or "problem infeasible" if no solution exists;
3:
4: (x∗, y∗) := argmax {cx+ hy : (x, y) ∈ P};
5: γ∗ := max{cx+ hy : (x, y) ∈ P};
6:
7: if P = ∅ then
8: "problem infeasible"; break
9: end if
10: if x∗ ∈ Zp then
11: "optimal solution (x∗, y∗)"; break
12: end if
13:
14: while x∗ 6∈ Zp do
15: γ := γ∗;
16: while γ∗ = γ do
17: Compute Gomory ut α1x+ α2y ≤ β to P, (x∗, y∗) by least index rule;
18: P := P ∩ {(x, y) : α1x+ α2y ≤ β};
19: (x∗, y∗) := argmax {cx+ hy : (x, y) ∈ P};
20: γ∗ := max{cx+ hy : (x, y) ∈ P};
21: if P = ∅ then
22: "problem infeasible"; break
23: end if
24: if x∗ ∈ Zp then
25: "optimal solution (x∗, y∗)"; break
26: end if
27: end while
28:
29: Compute γ̂ = max{γr : r ∈ R, vrm+1 > 0} aording to Theorem 8 for P, (c h), γ
∗
;
30: γ∗ = γ˜;
31: end while
32:
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Inserting the urrent value γ = 25 of the objetive funtion and rounding gives
maxr=1,2,3 γ˜
r = max{0, 0, 0} = 0. After applying the related ut y ≤ 0 we get as new LP
solution the feasible point (2, 0, 0) and the algorithm stops with an optimal solution.
Seond we show how the algorithm works for the example of Owen and Mehrotra [12℄. For
this ILP the usual mixed integer Gomory algorithm does not onverge to the optimum.
Example 6. Let the ILP
max x1 + x2
8x1 + 12x2 ≤ 27
8x1 + 3x2 ≤ 18
x1, x2 ≥ 0
x1, x2 ∈ Z
with the initial LP solution (158 , 1) be given. After applying the rst possible ut to x1 the
value of the objetive funtion dereases and we an go to the seond step of the algorithm.
As we have an ILP it is projX (Pγ) = Pγ with Pγ given by
−x1 − x2 ≤ −γ
8x1 + 12x2 ≤ 27
8x1 + 3x2 ≤ 18
x1, x2 ≥ 0
By rounding we get nally the valid ut x1 + x2 ≤ 2 that relates to the optimal objetive
funtion value.
The result of this example is typial for applying the algorithm on ILP. In this ase we
have to presume that all input data is integral and the k-disjuntive ut to the objetive
funtion redues to the Chvátal Gomory ut of the objetive funtion vetor.
Conluding we want to disuss the algorithm. We have seen in the last example that for
an ILP the k-disjuntive ut redues to an integer Gomory ut to the objetive funtion.
So the whole algorithm an be seen as a variant of the pure integer Gomory algorithm in
this ase. The ruial fat for nite onvergene of the integer algorithm is the possibility
to add uts both to the objetive funtion and to eah variable if they are not integral.
Using k-disjuntive uts to the objetive funtion we have now the possibility to add uts
to the objetive funtion in the ase of MILP as well. Therewith we obtain a onvergent
algorithm in analogy to the integer ase.
Of ourse the omplex part of the algorithm onsists in omputing the k-disjuntive ut
as the number |R| of extreme rays vr of the one Q grows exponentially. So an eient
algorithm for omputing the extreme rays of the related one is required. Moreover
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we have to ensure that the omputed rays satisfy the integrality onstraints, i.e. are
ontained in the group GPγ∗ . Therefor we an presume in pratial appliations the
oeients of the matrix A and the vetor c to be integer. Then the integrality onstraints
are satised, if all of the extreme rays vr are integer. However, we will not further deal
with this issue here, but refer to the papers of Henk and Weismantel [9℄ and of Hemmeke
[8℄ and the referenes therein. They state several algorithms for this and the similar
problem of omputing Hilbert bases of polyhedral ones.
At last we want to give a further interpretation of the algorithm. Therefor we assume
that the feasible domain P is full dimensional and bounded. One an see that in this ase
we an always hoose an optimal solution of the MILP suh that q dening inequalities
of P are ative. So the solution is ontained in a (p + q)− q = p-dimensional fae of P .
Therefor we an solve the MILP by solving eah of the related p-dimensional subproblems
and taking the best solution. Moreover the set of feasible solutions in eah p-dimensional
fae is disrete in general, so solving a MILP for a p-dimensional fae an be interpreted
as solving an ILP, as we ould apply a suitable ane transformation. This means that
solving a MILP an be seen as parallel solving of several ILP. Espeially every valid
utting plane for PI is even valid for eah of the disrete subproblems. Therefor we need
information of the related disrete subproblems if we want to generate strong valid uts.
As the number of p-dimensional faes of P grows exponentially, this interpretation also
gives another reasoning that we need k-disjuntive uts with an exponential number of
dening disjuntive hyperplanes to solve general MILP. Within the algorithm we an
nd the p-dimensional subproblems in the faets of the polyhedron projX (Pγ∗), where
the value of the right hand side δi an be related to the urrent objetive funtion value
of the subproblem.
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