Abstract : This paper proposes a method for evaluating control performance of a switching control system for which the switching strategy consists of so-called maximal output admissible sets. The proposed method gives an upper bound of the control performance index. The key to calculate it is the use of a dwell time. Two types of the algorithms are presented so as to seek for the dwell time. The proposed method is summarized as a theorem that provides an upper bound of the control performance index. Finally, a numerical example is used to make sure of what the theorem states.
Introduction
Almost all of practical control systems inherently possess pointwise-in-time constraints, such as actuator bounds on control variables and physical limits on state variables, which appear most commonly. Such constraints drastically degrade system performances especially when the controller includes an integral action, and in the worst case lead to instability [1] . For this reason, several approaches to constrained control have been proposed, for example, anti-windup control [2] - [4] , model predictive control [5] - [8] , reference governor (and reference shaping) [9] - [14] , jswitching control [15] - [17] and so on. Furthermore, since the best control performance achievable under the constraint is usually preferred, some of those approaches explicitly evaluate the performance, such as an l 2 -performance manner and the model predictive control fashion.
Let us focus on multi-mode switching control [16] , [17] , which is one of the constrained control methods for regulation problems. The switching strategy of static feedback controllers can improve the control performance more than the case of traditional feedback control with a single controller such that the constraints are not violated, i.e., employing a low-gain controller. This is because as the state moves close to zero, the strategy gradually switches to appropriate higher-gain controllers. However, there have been no studies on how to systematically measure the control performance for this type of switching control systems. Providing the performance evaluation method is necessary for checking the applicability of the switching strategy for given design specifications.
To the end, this paper proposes a systematic method for evaluating the control performance of the multi-mode switching control system with the strategy based on the maximal output admissible sets. We estimate the worst case value of a control performance index, which is described in the quadratic form of signals. A key in this method is to use a dwell time. A specific structure of the strategy consisting of the maximal output admissible sets yields the possibility of calculating the dwell time, and the maximum dwell time is required to prepare the estimation of the worst case performance. Then, this paper presents algorithms to calculate the maximum dwell time and summarizes the result as a theorem that provides the upper bound of the control performance. Finally, a numerical example is used to make sure of what the theorem states.
The remainder of this paper is as follows. Section 2 formulates the linear plant with the constraint condition in discrete time and the switching control strategy. In Section 3, two algorithms are presented to acquire the dwell time and the theorem is stated. After the numerical example in Section 4, we finally conclude this paper in Section 5.
Notation: Given two sets, X ⊂ n and Y ⊂ n , X\Y denotes the operation X (X ∩ Y), where means that it removes the common components of the sets X and Y from the set X. Even if X and Y are closed, X\Y may become neither closed nor open. A simple example is that [1, 3] 
Multi-mode Switching Control System
This section describes the multi-mode switching control system that consists of a linear plant with some pointwise-in-time constraints and a switching strategy with invariant sets.
Linear System with Pointwise-in-Time Constraint
Consider the following linear plant in discrete-time,
where t ∈ Z + , Z + is a set of all non-negative integers, and the pair (A, B) assumes to be controllable. x ∈ n is a state vector and an initial x(0) = x 0 ∈ n is assumed to be given. u ∈ m is a control input, y ∈ p 2 is a measured or sensor output, and JCMSI 0005/11/0405-0365 c 2010 SICE z 1 ∈ p 1 is a controlled output. In addition, z 0 ∈ p 0 is a vector to be constrained within a prescribed subset Z ⊂ p 0 as
where Z = {z 0 ∈ p 0 | M z z 0 ≤ m z } includes an origin inside, i.e., m z > 0, where M z ∈ s z ×p 0 and m z ∈ s z with appropriate dimensions. Note that the above inequality implies that it is component-wise. The control object for the constrained system (1) is a regulation under the constraint satisfaction, which can be accomplished by the switching strategy.
Multimode Switching Control Strategy
Multi static controllers are supposed to be designed in advance to meet some reasonable specifications and to be denoted as F i ∈ m×p 2 , i ∈ I F := {1, 2, · · · , k}, (k ≥ 2 is a constant integer that means the number of the gains.), where F 1 and F k correspond to the best and the least control performance respectively and as the index i increases, F i corresponds to the lower control performance gradually. When using the discrete-time LQR controller design, for example, values of the respective optimal performances are considered in labeling the gains by i. The control law is
and naturally the entire control law with F i become timevarying. The strategy utilizes the maximal output admissible set [18] , [19] to select one of the multi gains. Then, its definition is stated below.
Definition 1 (Maximal Output Admissible Set)
With the ith feedback gain F i fixed, let z 0 (t; x 0 , F i ) denote the output (2) when the initial state x 0 is given. Define a maximal output admissible set [18] , [19] as
Remark 1
The maximal output admissible set can be described by a polyhedral set
where the matrix M i ∈ q i ×n and the vector m i ∈ q i are numerically calculated by linear programming-based computational procedures proposed in [18] , [19] .
With these sets the switching strategy is formulated in
Applying above strategy to the plant (1), the closed-loop control system can be written below as a switched system,
where each matrices are
Therefore, the switching control system can be composed of the original constraint (2) and the switched system (5) with the strategy (4a). As for the switching control system, the following result is known.
Theorem 1 [17] The gain F i for each i ∈ I F is supposed to stabilize the plant in absence of the constraint (2). Then, for any x 0 ∈ ∪ i∈I F O i ∞ , the switching strategy (4a) can stabilize the control system (5) and can achieve the fulfillment of the constraint condition (2).
Remark 2
The switching strategy (4a) provides a sequence of the index i converging to one, i.e., i(t) → 1 as t → ∞.
Remark 3 When supposing a certain condition
it is easy to understand what happens on state space. Actually, a LMI-based design technique for the gains, proposed in [20] , allows us to get ready for a switching control system satisfying the condition.
For the formulated control system the way of measuring the control performance over the infinite horizon will be explained in the next section.
Performance Measurement in Quadratic Form
The problem considered in this paper is evaluating an upper bound of the infinite horizon performance index for a given specific initial condition satisfying
where z 1 (t) denotes the controlled output of (5) corresponding to the initial condition x(0) = x 0 . In order to evaluate the upper bound γ(x 0 ), we introduce a concept of dwell-times [21] . Let i ∈ I F \ {1} and
∞ . We consider the time response x(t) of (5) straiting from the initial condition x(0) = x. We define the dwell-time t d i (x) of the given x as:
The dwell-time t 
The dwell-time t * i gives the time horizon length such that the ith controller could be possibly active.
For a switched system in (5), there might exist specific initial conditionx and time instancet such that the switching algorithm (4b) gives i * (t) = i and i * (t + 1) = i − 2. This means that resulting state trajectory starting from the initial condition x(0) =x jumps the region that corresponds to the set O i−1
∞ showed this type of jump, the i − 1th controller is useless, and one can remove it from the switching control structure. Thus, we can assume that the dwell-time in (7) is always defined without loss of generality.
We utilize the dwell-time t * i to evaluate the upper bound γ(x 0 ). However, computing t * i for each i ∈ I F \ {1} may not be straightforward, since the non-convexity of the region O i
We propose two algorithms which can seek t * i .
Algorithms to Find Maximum Dwell Time
Two types of the algorithms can be composed to calculate the maximum dwell time. One is called here as forward (in time) algorithm, and the other is done as backward algorithm. 
where bd(S ) denotes a boundary of a closed set S . Since the maximization (8) is clearly difficult to solve by one-shot approach, t of (8a) is fixed, and then, we try to find the state x ∈ bd(O 
terminate.
In Algorithm 1, the variable i begins with i = k and is fixed from 00 through 70 to check for all i ∈ I F \1. The horizon t is also fixed at 10, and then, the problem to find the state x ∈ bd(O i ∞ ) subject to (8b), is described with a linear programming problem from 20 through to 50. The line 40 checks for each s ∈ {1, 2, · · · , q i } if Problem(s) at line 30 is feasible. If Problem(s) is infeasible for some s, then after going forward about t, go back 20 and check again the feasibility of the problem in 20-50. If all of the problems are feasible, then set the horizon t as the maximum t * i at 60. Finally, when t * i ∀ i ∈ I F \1 are acquired, this algorithm terminates.
As shown in Algorithm 1, it needs to solve the linear programming problem q i times, the number of the faces. Here, a backward calculation in time can also form to another algorithm that provides the same result.
Backward algorithm
As for the backward approach, a set O i −t ⊂ n is used and its definition is below,
where O 
Being similar to how to solve (8) by Algorithm 1, the procedure is composed as the backward type in Algorithm 2, where the vector m i −t is supposed to have q i elements.
[Algorithm 2.] 00 set i = 2. 10 set t = 1. (Fig. 2) in Section 4 will be used to illustrate how the sets O i −t is going on to cover O i ∞ in the state space as t increases. Additionally, the maximum dwell times obtained by the two kinds of algorithms are the same, which is presented as the following.
Proposition 1 For the maximal output admissible sets, O i
∞ i ∈ I F , the maximum dwell times given by the optimizations, (8) and (10) , are the same, i.e., t * i = T * i ∀i ∈ I F \1.
Proof: See Appendix A.
A statement on a computation is that both of the algorithms have the similar cost because they commonly use the linear programming and include three nested for loop structures. In the next section, the way of calculating the upper bound γ(x 0 ) in (6) will be considered using the obtained dwell time.
Upper Bound of the Objective
The dwell times, t * i ∀i ∈ I F \1, are supposed to be acquired by the previous algorithms. Then, the following result can be attained.
Theorem 2 If
∞ holds, then the switching control system (5) has the upper bound γ(x 0 ),
of the objective (6), where γ i ∈ and γ k (x 0 ) ∈ can be respectively calculated by
and an obserervability Grammian,
Proof: A sequence of the switching times for the initial state x 0 is denoted as {t k (x 0 ), t k−1 (x 0 ),· · · ,t 1 (x 0 ), t 0 (x 0 )}, where t k (x 0 ) = 0 and t 0 (x 0 ) = ∞. Then, the objective function is divided over the switching times, i.e.,
With the piecewise functions, it is shown that Eq. (12) holds. First, let us consider J 1 (x 0 ). In this case, since the state evolution is limited inside the maximal output admissible set O 1 ∞ and any switchings do not occur, the constrained system can be regarded as a linear one. Therefore, a traditional result about l 2 -performance analysis from the modern control theory [22] is applicable in this issue. Then, the upper bound γ 1 of the piecewise function J 1 (x 0 ) is given by the following convex optimization
where the Grammian
is the solution to the Lyapunov equation,
With the Grammian, we can easily check that
holds because
is satisfied, where the equality holds when the optimizer x * to (13) is coincident with x(t 1 (x 0 )), i.e., x(t 1 (x 0 )) = x * . Similarly, in the case that the state is evolved inside the set O i
satisfies that
with the matrices W i , i ∈ I F \{1, k}, in (12) and the result of Lemma 1 in Appendix B because the following derivation
holds. The equality in (17) holds when t * i = t i−1 (x 0 ) − t i (x 0 ) and x(t i (x 0 )) = x * , ∀ i ∈ I F \{1, k}, are satisfied with respect to the optimizer x * of (16).
Finally, now that the initial state
∞ is known, the upper bound γ k (x 0 ) is calculated by
with the matrix W k in (12) , and it holds that
The equality of (19) holds when t k−1 (x 0 ) = t k (x 0 )+t * k is satisfied. Therefore, we can drive the following relation from (15), (17) , and (19),
and understand that (11) holds. This terminates the proof.
Numerical Example
Using a numerical example, this section comfirms if the proposed evaluation method provides the upper bound. Consider the following discrete-time system, Furthermore, there exist the constraint condition,
For the constrained system, we designed three feedback gains F i , i ∈ I F := {1, 2, 3} such that the linear quadratic objective functions,
are minimized, where each weight matrices are R = 1 and
. Fig. 1 Layout of three maximal output admissible sets on the state space. Fig. 2 How the set O 2 −t of (19) is going to cover O 2 ∞ by Algorithm 2 to obtain the maximal dwell time, t * 2 = 3.
(a) Time-responses of x 1 (t) and the worst case.
(b) Time-responses of x 2 (t) and the worst case.
(c) State evolution on the state space. Then, the following gains are obtained, 
Some of the time-responses are in Fig. 3 , where the timeresponses of x 1 and x 2 are illustrated in Fig. 3 (a) and Fig. 3 (b) , respectively. In the figures, the circle plots mean the worstcase responses during each index, which starts from x 0 , x * t *
, x
, where x 0 was manually set so as to provide the worst-case response during t ∈ [0, t * 3 ]. And, Fig. 3 (c) shows the state evolution on the state space, where a circle denotes the state evolution that provides the upper bound of the control performance. Additionally, from those figures we can see also that the state sufficiently converges to zeros in twenty horizons. Therefore, since the value of the finite horizon objective function until the thousand steps is approximately the same as a true one of the infinite horizon function J(x 0 ) in (6), we can check the approximate J(x 0 ) is smaller than γ(x 0 ), i.e., J(x 0 ) ≈ 1000 t=0 z 1 (t)
T z 1 (t) = 85697 < γ(x 0 ).
Remark 4
In this numerical example, it took 0.334 and 0.296 seconds in total to obtain the maximum dwell times, t * 3 = 4 and t * 2 = 3, by Algorithm 1 and Algorithm 2, respectively. To compute them MATLAB R2010b was used on Mac Pro, whose specs are 2.93 GHz Quad-Core Intel Xeon and 8GB memories.
Remark 5
The simulation is done with x 0 given a priori. On the other hand, this approach can also regard the initial state as a parameter that impacts on the output response. Consequently, the proposed method enables us to estimate the worst-case control performance that the switching control system possesses. To imply such a situation as well, in the numerical example the initial state is set to be the most far away in the sense of the norm with the Grammian (13).
Conclusion
This paper has proposed the method for evaluating the upper bound of the control performance for the multi-mode switching control system, where the switching is conducted using the maximal output admissible sets. By the numerical example, it has been checked that the obtained γ(x 0 ) is larger than the actual value of the objective function. In the future, the authors will consider the evaluation method for the switching control system with disturbances.
