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We study the detectability of circular polarization in a stochastic gravitational wave background from various
sources such as supermassive black hole binaries, cosmic strings, and inflation in the early universe with pulsar
timing arrays. We calculate generalized overlap reduction functions for the circularly polarized stochastic gravi-
tational wave background. We find that the circular polarization can not be detected for an isotropic background.
However, there is a chance to observe the circular polarization for an anisotropic gravitational wave background.
We also show how to separate polarized gravitational waves from unpolarized gravitational waves.
PACS numbers:
I. INTRODUCTION
It is believed that the direct detection of gravitational waves (GWs) will bring the era of gravitational wave astronomy. The
interferometer detectors are now under operation and awaiting the first signal of GWs [1–3]. It is also known that pulsar timing
arrays (PTAs) can be used as a detector for GWs [4–6]. These detectors are used to search for very low frequency (∼ nHz)
gravitational waves, where the lower limit of the observable frequencies is determined by the inverse of total observation time T .
Indeed, the total observation time has a crucial role in PTAs, because PTAs are most sensitive near the lower edge of observable
frequencies [7, 8]. Taking into account its sensitivity, the first direct detection of the gravitational waves might be achieved by
PTAs.
The main target of PTAs is the stochastic gravitational wave background (SGWB) generated by a large number of unresolved
sources with the astrophysical origin or the cosmological origin in the early universe. The promising sources are super massive
black hole binaries [9], cosmic (super)string [10, 11], and inflation [12, 13]. Previous studies have assumed that the SGWB is
isotropic and unpolarized [14]. These assumptions are reasonable for the primary detection of the SGWB, but the deviation from
the isotropy and the polarizations should have rich information of sources of gravitational waves. Recently, the cross-correlation
formalism has been generalized to deal with anisotropy in the SGWB [15]. Result of this work enables us to consider arbitrary
levels of anisotropy, and a Bayesian approach was performed by using this formalism [16]. On the other hand, for the anisotropy
of the SGWB, the cross-correlation formalism has been also developed in the case of interferometer detectors [18]. As to the
polarization, there are works including the ones motivated by the modified gravity [19, 20]. We can envisage supermassive black
hole binaries emit circularly polarized SGWB due to the Chern-Simons term [21]. There may also exist cosmological SGWB
with circular polarization in the presence of parity violating term in gravity sector [22–26].
In this paper, we investigate the detectability of circular polarization in the SGWB by PTAs. We characterize SGWB by the so
called Stokes V parameter [27] and calculate generalized overlap reduction functions (ORFs) so that we can probe the circular
polarization of the SGWB. We also discuss a method to separate the intensity (I mode) and circular polarization (V mode) of the
SGWB.
The paper is organized as follows. In Section II, we introduce the Stokes parameters for monochromatic plane gravitational
waves, and clarify the physical meaning of the Stokes parameters I and V . In Section III, we formulate the cross-correlation
formalism for anisotropic circularly polarized SGWB with PTAs. The basic framework is essentially a combination of the
formalism of [15], and the polarization decomposition formula of the SGWB derived in [18]. In section IV, we calculate
the generalized ORFs for the V mode. The results for I mode are consistent with the previous work [15]. In section V, we
give a method for separation between the I mode and V mode of the SGWB. The final section is devoted to the conclusion.
In Appendixes, we present analytic results for the generalized overlap reduction functions. In this paper, we will use the
gravitational units c =G = 1.
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2II. STOKES PARAMETERS FOR PLANE GRAVITATIONALWAVES
Let us consider the Stokes parameters for plane waves traveling in the direction nˆ = z, which can be described by
hxx(t,z) = −hyy(t,z) =Re[B+e−iw(t−z)] , (2.1)
hxy(t,z) = hyx(t,z) =Re[B×e−iw(t−z)] . (2.2)
For an idealized monochromatic plane wave, complex amplitudes B+ and B× are constants. Polarization of the plane GWs is
characterized by the tensor, (see [27] and also electromagnetic case [29, 30])
JAA′ = B∗ABA′ = ( B∗+B+ B∗+B×B∗×B+ B∗×B× )AA′ , (2.3)
where A,A′ take +,×. Any 2×2 Hermitian matrix can be expanded by the Pauli and the unit matrices with real coefficients.
Hence, the 2×2 Hermitian matrix JAA′ can be written as
JAA′ = 12(Iσ0,AA′ +Qσ3,AA′ +Uσ1,AA′ +Vσ2,AA′) = 12 ( I+Q U − iVU + iV I−Q )AA′ , (2.4)
where
σ0,AA′ = ( 1 00 1 )AA′ , σ1,AA′ = ( 0 11 0 )AA′ , σ2,AA′ = ( 0 −ii 0 )AA′ , σ3,AA′ = ( 1 00 −1 )AA′ . (2.5)
By analogy with electromagnetic cases, I,Q,U, and V are called Stokes parameters. Comparing Eq. (2.3) with Eq. (2.4), we can
read off the Stokes parameters as
I = ∣B+∣2+ ∣B×∣2, (2.6)
Q = ∣B+∣2− ∣B×∣2, (2.7)
U = 2Re[B∗+B×] = B∗+B×+B∗×B+, (2.8)
V = −2Im[B∗+B×] = i(B∗+B×−B∗×B+). (2.9)
Apparently, the real parameter I is the intensity of GWs. In order to reveal the physical meaning of the real parameter V , we
define the circular polarization bases [31]
eRi j = e+i j + ie×i j√2 , eLi j = e
+
i j − ie×i j√
2
. (2.10)
From the relation
Bi j ≡ BReRi j +BLeLi j = B+e+i j +B×e×i j , (2.11)
we see
BR = B+− iB×√
2
, BL = B++ iB×√
2
. (2.12)
Thus, we can rewrite the Stokes parameters (2.6)-(2.9) as
I = ∣BR∣2+ ∣BL∣2, (2.13)
Q = B∗RBL+B∗LBR, (2.14)
U = −i(B∗RBL−B∗LBR), (2.15)
V = −∣BR∣2+ ∣BL∣2. (2.16)
From the above expression, we see that the real parameter V characterizes the asymmetry of circular polarization amplitudes.
The other parameters Q andU have additional information about linear polarizations by analogy with the electromagnetic cases.
Alternatively, we can also define the tensor J′CC′ in circular polarization bases
J′CC = B∗CBC′ = ( B∗RBR B∗RBLB∗LBR B∗LBL )CC′ = 12 ( I−V Q+ iUQ− iU I+V )CC′ , (2.17)
3where C,C′ = R,L. Note that the Stokes parameters satisfy a relation
I2 =Q2+U2+V 2 . (2.18)
Next, we consider the transformation of the Stokes parameters under rotations around the nˆ = z axis. The rotation around the
nˆ = z axis is given by
xµ → x′µ =Λµνxν , Λ = ⎛⎜⎜⎜⎝
1 0 0 0
0 cosψ −sinψ 0
0 sinψ cosψ 0
0 0 0 1
⎞⎟⎟⎟⎠ , (2.19)
where ψ is the angle of the rotation. The GWs traveling in the direction nˆ = z
hµν(x) = Bµνe−ikz , (2.20)
transform as
B′µν =ΛµρΛνλBρλ , (2.21)
where we took the transverse traceless gauge
Bρλ = ⎛⎜⎜⎜⎝
0 0 0 0
0 B+ B× 0
0 B× −B+ 0
0 0 0 0
⎞⎟⎟⎟⎠
ρλ
. (2.22)
After a short calculation, we obtain
B′+ = B+ cos2ψ −B× sin2ψ , (2.23)
B′× = B+ sin2ψ +B× cos2ψ . (2.24)
Using Eqs. (2.23) and (2.24), the four Stokes parameters (2.6)-(2.9) transform as
I′ = I , (2.25)
Q′ = Qcos4ψ −U sin4ψ , (2.26)
U ′ = Qsin4ψ +U cos4ψ , (2.27)
V ′ = V . (2.28)
As you can see, the parameters Q and U depend on the rotation angle ψ . This reflects the fact that Q and U parameters
characterize linear polarizations. Note that this transformation is similar to the transformation of electromagnetic case except
for the angle 4ψ and can be rewritten as
I′ = I , (2.29)
Q′+ iU ′ = e4iψ(Q+ iU) , (2.30)
Q′− iU ′ = e−4iψ(Q− iU) , (2.31)
V ′ = V . (2.32)
III. FORMULATION
In this section, we study anisotropic distribution of SGWB and focus on the detectability of circular polarizations with pulsar
timing arrays. We combine the analysis of [15] and that of [18]. In Sec.III A, we derive the power spectral density for anisotropic
circularly polarized SGWB SAA
′
h ( f , nˆ). Then we also derive the dimensionless density parameter Ωgw( f ) which is expressed by
the frequency spectrum of intensity I( f ) [15]. In Sec.III B, we extend the generalized ORFs to cases with circular polarizations
characterized by the parameter V . For simplicity, we consider specific anisotropic patterns with l = 0,1,2,3 expressed by the
spherical harmonics Ylm(nˆ).
4A. Power spectral density SAA
′
h ( f , nˆ) and density parameter Ωgw( f )
In the transverse traceless gauge, metric perturbations hi j(t,x) with a given propagation direction nˆ can be expanded as [28]
hi j(t,x) = ∑
A=+,×∫ ∞−∞ d f ∫S2 d2nˆ h˜A( f , nˆ) eAi j(nˆ) e−2pii f(t−nˆ⋅x) , (3.1)
where the Fourier amplitude satisfies h˜A(− f , nˆ) = h˜∗A( f , nˆ) as a consequence of the reality of hi j(t,x), d2nˆ = d cosθdφ , f is
the frequency of the GWs, i, j = x,y,z are spatial indices, A = +,× label polarizations. Note that the Fourier amplitude h˜A( f , nˆ)
satisfies the relation
f 2Bi j( f , nˆ) = ∑
A=+,× h˜A( f , nˆ)eAi j(nˆ) , (3.2)
where Bi j( f , nˆ) was defined by Eq. (2.11). The polarized tensors eAi j(nˆ) are defined by
e+i j(nˆ) = uˆiuˆ j − vˆivˆ j , (3.3)
e×i j(nˆ) = uˆivˆ j + vˆiuˆ j , (3.4)
where u and v are unit orthogonal vectors perpendicular to nˆ. The polarization tensors satisfy
eAi j(nˆ)eA′ i j(nˆ) = 2δAA′ . (3.5)
With polar coordinates, the direction nˆ can be represented by
nˆ = (sinθ cosφ ,sinθ sinφ ,cosθ) , (3.6)
and the polarization basis vectors read
uˆ = (sinφ ,−cosφ ,0) , vˆ = (cosθ cosφ ,cosθ sinφ ,−sinθ) . (3.7)
We assume the Fourier amplitudes h˜A( f , nˆ) are random variables, which is stationary and Gaussian. However, they are not
isotropic and unpolarized. The ensemble average of Fourier amplitudes can be written as [15, 18]
⟨h˜∗A( f , nˆ)h˜A′( f ′, nˆ′)⟩ = δ( f − f ′)δ 2(nˆ, nˆ′)SAA′h ( f , nˆ) , (3.8)
where
SAA
′
h ( f , nˆ) = ( I( f , nˆ)+Q( f , nˆ) U( f , nˆ)− iV( f , nˆ)U( f , nˆ)+ iV( f , nˆ) I( f , nˆ)−Q( f , nˆ) ) . (3.9)
Here, the bracket ⟨...⟩ represents an ensemble average, and δ 2(nˆ, nˆ′) is the Dirac delta function on the two-sphere. The GW
power spectral density SAA
′
h ( f , nˆ) is a Hermitian matrix, and satisfies SAA′h ( f , nˆ)= SA′Ah (− f , nˆ) because of the relation h˜A(− f , nˆ)=
h˜∗A( f , nˆ). Therefore, we have the relations
I( f , nˆ) = I(− f , nˆ) , Q( f , nˆ) =Q(− f , nˆ) , U( f , nˆ) =U(− f , nˆ) , V( f , nˆ) = −V(− f , nˆ) . (3.10)
Note that the Stokes parameters are not exactly the same as the expression of Eq. (2.4), but they have the relation Eq. (3.2) and
characterize the same polarization. We further assume that the SGWBs satisfy
⟨h˜A( f , nˆ)⟩ = 0 . (3.11)
We also assume the directional dependence of the SGWB is frequency independent [32]. This implies the GW power spectral
density is factorized into two parts, one of which depends on the direction while the other depends on the frequency.
Because of the transformations Eqs. (2.29)-(2.32), the parameters I and V have spin 0 and the parameters Q± iU have spin±4 [33]. To analyze the SGWB on the sky, it is convenient to expand the Stokes parameters by spherical harmonicsYlm. However,
5since Q± iU parameters have spin ±4, they have to be expanded by the spin-weighted harmonics ±4Ylm [34]. Thus, we obtain
I( f , nˆ) = I( f ) ∞∑
l=0
l∑
m=−l cIlmYlm(nˆ) , (3.12)
V( f , nˆ) = V( f ) ∞∑
l=0
l∑
m=−l cVlmYlm(nˆ) , (3.13)
(Q+ iU)( f , nˆ) = P+( f ) ∞∑
l=4
l∑
m=−l cP+lm 4Ylm(nˆ) , (3.14)
(Q− iU)( f , nˆ) = P−( f ) ∞∑
l=4
l∑
m=−l cP−lm −4Ylm(nˆ) . (3.15)
In this paper, we study specific anisotropic patterns with l = 0,1,2,3 for simplicity. Therefore, we can neglect Q andU from now
on. Thus, the GW power spectral density becomes
SAA
′
h ( f , nˆ) = ( I3( f , nˆ) −iV3( f , nˆ)iV3( f , nˆ) I3( f , nˆ) ) , (3.16)
where
I3( f , nˆ) = I( f ) 3∑
l=0
l∑
m=−l cIlmYlm(nˆ) , V3( f , nˆ) =V( f )
3∑
l=0
l∑
m=−l cVlmYlm(nˆ) . (3.17)
So, we focus on the parameters I and V . In what follows, we will use the following shorthand notation
l=3∑
lm
≡ 3∑
l=0
l∑
m=−l . (3.18)
Next, we consider the dimensionless density parameter [28]
Ωgw( f ) = 1ρc dρgwd log f , (3.19)
where ρc = 3H20 /8pi is the critical density, H0 is the present value of the Hubble parameter,
ρgw = 132pi ⟨h˙i j(t,x)h˙i j(t,x)⟩ , (3.20)
is the energy density of gravitational waves, and dρgw is the energy density in the frequency range f to f +d f . The bracket⟨...⟩ represents the ensemble average. However, actually, we take a spatial average over the wave lengths λ/(2pi) of GWs or a
temporal average over the periods 1/ f of GWs. Here, we assumed the ergodicity, namely, the ensemble average can be replaced
by the temporal average. Using Eqs. (3.1), (3.5), (3.8), as well as h˜A(− f , nˆ) = h˜∗A( f , nˆ) and I( f ) = I(− f ), we get
ρgw = pi∫ f=∞
f=0 d(log f ) f 3I( f )∑lm ∫S2 d2nˆ cIlmYlm(nˆ) . (3.21)
Then we define
ρgw ≡ ∫ f=∞
f=0 d(log f ) dρgwdlog f . (3.22)
Hence, the dimensionless quantity Ωgw( f ) in Eq. (3.19) is given by
Ωgw( f ) = 8pi23H20 f 3I( f )∑lm ∫S2 d2nˆ cIlmYlm(nˆ) , (3.23)
where the spherical harmonics are orthogonal and normalized as
∫
S2
d2nˆYlm(nˆ)Yl′m′(nˆ) = δll′δmm′ . (3.24)
6Using Y00(nˆ) = 1/√4pi , we obtain
Ωgw( f ) = 16pi5/2cI003H20 f 3I( f ) . (3.25)
Without loss of generality, we normalize the monopole moment as
cI00 =√4pi . (3.26)
So, Eq. (3.19) becomes
Ωgw( f ) = 32pi33H20 f 3I( f ) . (3.27)
B. Frequency shift
The time of arrival of radio pulses from the pulsar is affected by GWs. Consider a pulsar with frequency ν0 located in the
direction pˆ. To detect the SGWB, let us consider the redshift of the pulse from a pulsar [35, 36]
z(t, nˆ) ≡ ν0−ν(t)
ν0
= 1
2
pˆi pˆ j
1+ nˆ ⋅ pˆ∆hi j(t, nˆ) , (3.28)
where ν(t) is a frequency detected at the Earth and pˆ is the direction to the pulsar. The unit vector nˆ represents the direction of
propagation of gravitational plane waves. We also defined the difference between the metric perturbations at the pulsar (tp,xp)
and at the Earth (te,xe) as
∆hi j(t, nˆ) = hi j(tp, nˆ)−hi j(te, nˆ) . (3.29)
The gravitational plane waves at each point is defined as
hi j(t, nˆ) ≡ ∑
A=+,×∫ ∞−∞ d f h˜A( f , nˆ) eAi j(nˆ) e−2pii f(t−nˆ⋅x). (3.30)
For the SGWB, the redshift have to be integrated over the direction of propagation of the gravitational waves nˆ:
z(t) = ∫
S2
d2nˆ z(t, nˆ) . (3.31)
We choose a coordinate system
te = t , xe = 0 , tp = te−L = t −L , xp = Lpˆ , (3.32)
and assume that the amplitudes of the metric perturbation at the pulsar and the Earth are the same. Then Eq. (3.29) becomes
∆hi j(t, nˆ) = ∫ ∞−∞ d f e−i2pi f t(e2pii f L(1+nˆ⋅ pˆ)−1)∑A hA( f , nˆ)eAi j(nˆ) , (3.33)
and therefore, Eq. (3.31) reads
z(t) = ∫ ∞−∞ d f ∫S2 d2nˆ e−i2pi f t(e2pii f L(1+nˆ⋅pˆ)−1)∑A hA( f , nˆ)FA(nˆ) , (3.34)
where we have defined the pattern functions for pulsars
FA(nˆ) ≡ 1
2
pˆi pˆ j
1+ nˆ ⋅ pˆ eAi j(nˆ) . (3.35)
Note that our convention for the Fourier transformation is
g(t) = ∫ ∞−∞ d f g˜( f )e−i2pi f t . (3.36)
7Therefore, the Fourier transformation of Eq. (3.34) can be written as
z˜( f ) = ∫
S2
d2nˆ (e2pii f L(1+nˆ⋅ pˆ)−1)∑
A
hA( f , nˆ)FA(nˆ) . (3.37)
In the actual signals from a pulsar, there exist noises. Hence, we need to use the correlation analysis. We consider the signals
from two pulsars
sa(t) = za(t)+na(t) , (3.38)
where a = 1,2 labels the pulsar. Here, sa(t) denotes the signal from the pulsar and na(t) denotes the noise intrinsic to the
measurement. We assume the noises are stationary, Gaussian and are not correlated between the two pulsars. To correlate the
signals of two measurements, we define
Y = ∫ T2− T2 dt∫
T
2− T2 dt′ s1(t)s2(t′)K(t − t′) , (3.39)
where T is the total observation time and K(t − t′) is a real filter function which should be optimal to maximize signal-to-noise
ratio. In the case of interferometer, the optimal filter function falls to zero for large ∣t− t′∣ compered to the travel time of the light
between the detecters. Since the signals of two detectors are expected to correlate due to the same effect of the gravitational
waves, the optimal filter function should behave this way. Then, typically one of the detectors is very close to the other compared
to the total observation time T . Therefore, the total observation time T can be extended to ±∞ [14]. In contrast, in the case of
PTA, it is invalid that T is very large compered to the travel time of the light between the pulsars. Nevertheless, we can assume
that one of the two T can be expanded to ±∞, because in situations L = L1 = L2 and f L≫ 1 it is known that we can ignore the
effect of the distance L of pulsars. In this case, it is clear that any locations of the pulsars are optimal and optimal filter function
should behave like as the interferometer case [35].
Using these assumptions L = L1 = L2 and f L≫ 1, we can rewrite Eq. (3.39) as
Y = ∫ ∞−∞ d f ∫ ∞−∞ d f ′ δT ( f − f ′)s˜∗1 ( f )s˜2( f ′)K˜( f ′) , (3.40)
where
δT ( f ) ≡ ∫ T2− T2 dt e2pii f t = sin(pi f T)pi f . (3.41)
Note that K˜( f ) satisfies K˜( f ) = K˜∗(− f ), because K(t) is real. Moreover, to deal with the unphysical region f ≤ 0 we require
K˜( f ) = K˜(− f ). Thus, K˜( f ) becomes real. Taking the ensemble average, using δ(0) = ∫ T/2−T/2dt = T , L = L1 = L2, and assuming
the noises in the two measurements are not correlated, we get
S ≡ ⟨Y ⟩ = ∫ ∞−∞ d f ∫ ∞−∞ d f ′ δT ( f − f ′)⟨z˜∗1 ( f )z˜2( f ′)⟩K˜( f ′)= T ∫ ∞−∞ d f K˜( f )[I( f )ΓI( f )+V( f )ΓV ( f )] , (3.42)
where we have defined
ΓI( f ) ≡ ∫
S2
dnˆ κ( f , nˆ) l=3∑
lm
cIlmYlm(nˆ){F∗+1 (nˆ)F+2 (nˆ)+F∗×1 (nˆ)F×2 (nˆ)} , (3.43)
ΓV ( f ) ≡ −i∫
S2
dnˆ κ( f , nˆ) l=3∑
lm
cVlmYlm(nˆ){F∗+1 (nˆ)F×2 (nˆ)−F∗×1 (nˆ)F+2 (nˆ)} , (3.44)
κ( f , nˆ) ≡ (e−2pii f L(1+nˆ⋅ pˆ1)−1)(e2pii f L(1+nˆ⋅ pˆ2)−1) . (3.45)
The functions ΓI( f ) and ΓV ( f ) are called the generalized ORFs, which describe the angular sensitivity of the pulsars for
the SGWB. Note that, as we already mentioned, we consider the cases of l = 0,1,2,3 for simplicity. Then we have assumed
L = L1 = L2 and f L≫ 1, this assumption implies that Eq. (3.45) approximately becomes
κ( f , nˆ) ∼ 1 , (3.46)
due to the rapid oscillation of the phase factor. Therefore, the distance L of the pulsars does not appear in the generalized ORFs,
and hence the generalized ORFs do not depend on the frequency.
As you can see from Eq. (3.42), the correlation of the two measurements involve both the total intensity and the circular
polarization. However, the degeneracy can be disentangled by using separation method, which will be discussed in the section
V.
8IV. GENERALIZED OVERLAP REDUCTION FUNCTION FOR CIRCULAR POLARIZATION
In this section, we consider the generalized ORFs for circular polarizations:
ΓV = l=3∑
lm
cVlmΓ
V
lm , (4.1)
where we defined
ΓVlm ≡ −i∫
S2
dnˆYlm(nˆ){F∗+1 (nˆ)F×2 (nˆ)−F∗×1 (nˆ)F+2 (nˆ)} . (4.2)
In the above, we have used Eq. (3.46) and the fact that the generalized ORFs do not depend on frequency. For computation of
the generalized ORFs for circular polarizations, it is convenient to use the computational frame [15] defined by
pˆ1 = (0,0,1) , (4.3)
pˆ2 = (sinξ ,0,cosξ) , (4.4)
where ξ is the angular separation between the two pulsars. Using Eqs. (3.6)-(3.7), (4.3), and (4.4), one can easily show that
F+1 (nˆ) = 12 pˆi1 pˆ j11+ nˆ ⋅ pˆ1 e+i j(nˆ) = −12(1−cosθ) , (4.5)
F×1 (nˆ) = 12 pˆi1 pˆ j11+ nˆ ⋅ pˆ1 e×i j(nˆ) = 0 , (4.6)
F+2 (nˆ) = 12 pˆi2 pˆ j21+ nˆ ⋅ pˆ2 e+i j(nˆ) = 12 sin2 ξ sin2φ − sin2 ξ cos2θ cos2φ +2sinξ cosξ sinθ cosθ cosφ −cos2 ξ sin2θ1+ sinξ sinθ cosφ +cosξ cosθ , (4.7)
F×2 (nˆ) = 12 pˆi2 pˆ j21+ nˆ ⋅ pˆ2 e×i j(nˆ) = sin2 ξ cosθ sinφ cosφ − sinξ cosξ sinθ sinφ1+ sinξ sinθ cosφ +cosξ cosθ . (4.8)
We therefore get
ΓVlm( f ) = i2 ∫S2 dnˆYlm(nˆ)(1−cosθ)(sin2 ξ cosθ sinφ cosφ − sinξ cosξ sinθ sinφ)1+ sinξ sinθ cosφ +cosξ cosθ . (4.9)
The explicit form of the spherical harmonics reads
Ylm(θ ,φ) =Nml Pml (cosθ)eimφ , (4.10)
where
Nml =
¿ÁÁÀ2l+1
4pi
(l−m)!(l+m)! , (4.11)
is the normalization factor. The associated Legendre functions are given by
Pml (x) = (−1)m(1−x2)m/2 dmdxmPl(x) , (4.12)
and
P−ml (x) = (−1)m (l−m)!(l+m)!Pml (x) , (4.13)
with the Legendre functions
Pl = 12l l! dldxl [(x2−1)l] . (4.14)
9Using the spherical harmonics, Eq. (4.9) becomes
ΓVlm = −Nml2 ∫ pi0 dθ sinθ(1−cosθ)Pml (cosθ)∫ 2pi0 dφ (sin2 ξ cosθ sinφ cosφ − sinξ cosξ sinθ sinφ)1+ sinξ sinθ cosφ +cosξ cosθ sin(mφ) ,
(4.15)
where we have used the fact that the function of φ is odd parity in the case of cosmφ and is even parity in the case of isinmφ .
Note that the generalized ORFs for circular polarizations are real functions. In the case of m = 0 and/or ξ = 0,pi , the integrand in
Eq. (4.15) vanishes. Therefore, we cannot detect circular polarizations for these cases. This fact for ξ = 0 implies that we do not
need to consider auto-correlation for a single pulsar. This is the reason why we neglected auto-correlation term in Eq. (3.46).
Integrating Eq. (4.15), we get the following form for l = 0:
ΓV00 = 0 . (4.16)
For l = 1, we have obtained
ΓV10 = 0 , (4.17)
ΓV11 = −√6pi3 sinξ [1+3(1−cosξ1+cosξ ) log(sin ξ2 )] , (4.18)
ΓV1−1 = ΓV11 , (4.19)
Recall that −l ≤m ≤ l. The derivation of this formula for l = 1 can be found in Appendix A.
For l = 2, we derived the following:
ΓV20 = 0 , (4.20)
ΓV21 = √30pi6 sinξ1+cosξ [2+(1−cosξ){cosξ +6log(sin ξ2 )}] , (4.21)
ΓV2−1 = ΓV21 , (4.22)
ΓV22 = −√30pi6 (1−cosξ)[2−cosξ +6(1−cosξ1+cosξ ) log(sin ξ2 )] , (4.23)
ΓV2−2 = −ΓV22 , (4.24)
For l = 3, the results are
ΓV30 = 0 , (4.25)
ΓV31 = −√21pi48 sinξ [33−20cosξ −5cos2 ξ +96(1−cosξ1+cosξ ) log(sin ξ2 )] , (4.26)
ΓV3−1 = ΓV31 , (4.27)
ΓV32 = √210pi24 (1−cosξ)[8−5cosξ −cos2 ξ +24(1−cosξ1+cosξ ) log(sin ξ2 )] , (4.28)
ΓV3−2 = −ΓV3−2 , (4.29)
ΓV33 = −√35pi16 sinξ (1−cosξ1+cosξ )[11−6cosξ −cos2 ξ +32(1−cosξ1+cosξ ) log(sin ξ2 )] , (4.30)
ΓV3−3 = ΓV33 . (4.31)
In Fig. 1, we plotted these generalized ORFs as a function of the angular separation between the two pulsars ξ .
It is apparent that considering the V mode does not make sense when we only consider the isotropic (l = 0) ORF. On the other
hand, when we consider anisotropic (l ≠ 0) ORFs, it is worth taking into account polarizations. The polarizations of the SGWB
would give us rich information both of super massive black hole binaries and of inflation in the early universe.
Using the same procedure described in the above to derive the generalized ORFs for circular polarizations, we can also derive
the generalized ORFs for the intensity
ΓI = l=3∑
lm
cIlmΓ
I
lm , (4.32)
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(a) l = 0 (b) l = 1
(c) l = 2 (d) l = 3
FIG. 1: Plots of the generalized ORFs ΓVlm as a function of the angular separation between the two pulsars ξ . In Fig. 1(a), we find the ORF
for the monopole (l=0) is trivial. In Fig. 1(b), the ORFs for the dipole (l=1) are shown. In Fig. 1(c), the ORFs for the quadrupole (l=2) are
depicted. In Fig. 1(d), the ORFs for the octupole (l=3) are plotted. The black solid curve, the blue dashed curve, the red dotted curve, the
dark-red space-dotted curve, and the green long-dashed curve represent m = 0, m = ±1, m = +2, m = −2, m = ±3, respectively.
where
ΓIlm ≡ ∫
S2
dnˆYlm(nˆ){F∗+1 (nˆ)F+2 (nˆ)+F∗×1 (nˆ)F×2 (nˆ)} . (4.33)
The angular integral in this case was performed in [15]. The results are summarized in Appendix B.
V. EXTRACTION OF CIRCULARLY POLARIZED COMPONENTS
In this section, we separate the I mode and V mode of the SGWB with correlation analysis [18]. To this aim, we use four
pulsars (actually we need at least three pulsars), and define correlations of z˜( f )
⟨z˜∗1 ( f )z˜2( f ′)⟩ ≡C12( f )δ( f − f ′) , (5.1)⟨z˜∗3 ( f )z˜4( f ′)⟩ ≡C34( f )δ( f − f ′) , (5.2)
where 1,2,3,4 label the pulsars. Comparing Eqs. (3.42) with (3.42), we obtain
C12( f ) = l=3∑
lm
[cIlmI( f )ΓIlm,12+cVlmV( f )ΓVlm,12] , (5.3)
C34( f ) = l=3∑
lm
[cIlmI( f )ΓIlm,34+cVlmV( f )ΓVlm,34] . (5.4)
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If the I mode and V mode of the SGWB are dominated by a certain l,m and l′,m′, Eqs. (5.3) and (5.4) become
C12( f ) = [cIlmI( f )ΓIlm,12+cVl′m′V( f )ΓVl′m′,12] , (5.5)
C34( f ) = [cIlmI( f )ΓIlm,34+cVl′m′V( f )ΓVl′m′,34] . (5.6)
To separate the intensity and the circular polarization, we take the following linear combinations
DI ≡ aIC34( f )+bIC12( f )= cIlmI( f )(ΓIlm,34ΓVl′m′,12−ΓIlm,12ΓVl′m′,34) , (5.7)
DV ≡ aVC34( f )+bVC12( f )= cVl′m′V( f )(ΓVl′m′,34ΓIlm,12−ΓVl′m′,12ΓIlm,34) , (5.8)
where we defined coefficients
aI ≡ ΓVl′m′,12 , bI ≡ −ΓVl′m′,34 , aV ≡ ΓIlm,12 , bV ≡ −ΓIlm,34 . (5.9)
As you can see, DI contains only I( f ), and DV contains only V( f ).
For the signal Sp, the formulas corresponding to Eqs. (5.7) and (5.8) are given by
SP = ⟨aPY34+bPY12⟩ = T ∫ ∞−∞ d f K˜( f )[aPC34( f )+bPC12( f )] , (5.10)
where P denotes I and V . We assume
z(t)≪ n(t) , (5.11)
and that the noise in the four pulsars are not correlated. We also assume that the ensemble average of Fourier amplitudes of the
noises n˜( f ) is of the form
⟨n˜∗( f )n˜( f ′)⟩ = δ( f − f ′)Sn( f ) , (5.12)
where Sn( f ) is the noise power spectral density. The reality of n(t) gives rise to n˜(− f ) = n˜∗( f ) and therefore we obtain
Sn(− f ) = Sn( f ). Without loss of generality, we can assume⟨n˜( f )⟩ = 0 . (5.13)
Then we obtain corresponding noises N2P:
N2P ≡ ⟨(aPY34+bPY12)2⟩− ⟨aPY34+bPY12⟩2 = T ∫ ∞−∞ d f ∣K˜( f )∣2[a2PS2n,34( f )+b2PS2n,12( f )] , (5.14)
where
Sn,12( f ) ≡ [Sn,1( f )Sn,2( f )]1/2 , Sn,34( f ) ≡ [Sn,3( f )Sn,4( f )]1/2 . (5.15)
Using the inner product
(A,B)P ≡ ∫ ∞∞ d f A∗( f )B( f )[a2PS2n,34( f )+b2PS2n,12( f )] , (5.16)
we can rewrite Eqs. (5.10), (5.14) as
SP = T ⎛⎝K˜( f ), aPC34( f )+bPC12( f )a2PS2n,34( f )+b2PS2n,12( f )⎞⎠P , (5.17)
NP = T 1/2(K˜( f ),K˜( f ))1/2P . (5.18)
Therefore, the optimal filter function can be chosen as
K˜P( f ) = aPC34( f )+bPC12( f )a2PS2n,34( f )+b2PS2n,12( f ) . (5.19)
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Using Eq. (5.19), we get optimal signal-to-noise ratio
SNRP ≡ SPNP = T 1/2⎛⎝ aPC34( f )+bPC12( f )a2PS2n,34( f )+b2PS2n,12( f ) , aPC34( f )+bPC12( f )a2PS2n,34( f )+b2PS2n,12( f )⎞⎠
1/2
P
= ⎡⎢⎢⎢⎢⎣T ∫
∞
−∞ d f (aPC34( f )+bPC12( f ))2a2PS2n,34( f )+b2PS2n,12( f )
⎤⎥⎥⎥⎥⎦
1/2
. (5.20)
Plugging Eqs. (5.5), (5.6), and (5.9) into Eq. (5.20), we obtain
SNRI = ⎡⎢⎢⎢⎢⎢⎢⎣T ∫
∞
−∞ d f
(cIlm)2 I2( f )(ΓIlm,34ΓVl′m′,12−ΓIlm,12ΓVl′m′,34)2(ΓVl′m′,12)2S2n,34( f )+(ΓVl′m′,34)2S2n,12( f )
⎤⎥⎥⎥⎥⎥⎥⎦
1/2
, (5.21)
SNRV = ⎡⎢⎢⎢⎢⎢⎢⎣T ∫
∞
−∞ d f
(cVl′m′)2V 2( f )(ΓVl′m′,34ΓIlm,12−ΓVl′m′,12ΓIlm,34)2(ΓIlm,12)2S2n,34( f )+(ΓIlm,34)2S2n,12( f )
⎤⎥⎥⎥⎥⎥⎥⎦
1/2
. (5.22)
If we assume all of the noise power spectral densities are the same, Eq. (5.15) becomes
Sn,12( f ) = Sn,34( f ) . (5.23)
Thus, the compiled ORFs can be defined as
ΓI12∶34 ≡ ΓIlm,34ΓVl′m′,12−ΓIlm,12ΓVl′m′,34[(ΓVl′m′,12)2+(ΓVl′m′,34)2]1/2 , (5.24)
ΓV12∶34 ≡ ΓVl′m′,34ΓIlm,12−ΓVl′m′,12ΓIlm,34[(ΓIlm,12)2+(ΓIlm,34)2]1/2 . (5.25)
This compiled ORFs ΓIlml′m′,12∶34 and ΓVlml′m′,12∶34 describe the angular sensitivity of the four pulsars for the pure I and V mode
of the SGWB, respectively. Note that, to do this separation, we must know a priori the coefficients aP and bP. If we do not
assume Eq. (3.46), the generalized ORFs depend on the frequency. In this case, it seems difficult to calculate these coefficients.
We next consider the case that I mode and/orV mode dominant in two or more l,m. In this case, if we have a priori knowledge
of the values of cPlm in each of l,m for coefficients aP and bP, we can separate I mode and V mode. For example, assume that I
mode is dominated by (l,m) = (0,0),(1,1), while V mode is dominated by (l′,m′) = (1,1), then Eqs. (5.3) and (5.4) become
C12( f ) = [cI00I( f )(ΓI00,12+ cI11cI00ΓI11,12)+cV11V( f )ΓV11,12] , (5.26)
C34( f ) = [cI00I( f )(ΓI00,34+ cI11cI00ΓI11,34)+cV11V( f )ΓV11,34] . (5.27)
Thus, we can separate I mode and V mode by using linear combinations
DI ≡ aIC34( f )+bIC12( f )
= cI00I( f )[(ΓI00,34+ cI11cI00ΓI11,34)ΓV11,12−(ΓI00,12+ c
I
11
cI00
ΓI11,12)ΓV11,34] , (5.28)
DV ≡ aVC34( f )+bVC12( f )
= cV11V( f )[ΓV11,34(ΓI00,12+ cI11cI00ΓI11,12)−ΓV11,12(ΓI00,34+ c
I
11
cI00
ΓI11,34)] , (5.29)
where
aI ≡ ΓV11,12 , bI ≡ −ΓV11,34 , aV ≡ ΓI00,12+ cI11cI00ΓI11,12 , bV ≡ −ΓI00,34− c
I
11
cI00
ΓI11,34 . (5.30)
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As in the previous calculations, we can get the compiled ORFs
ΓI12∶34 ≡ (Γ
I
00,34+ cI11cI00ΓI11,34)ΓV11,12−(ΓI00,12+ c
I
11
cI00
ΓI11,12)ΓV11,34
[(ΓV11,12)2+(ΓV11,34)2]1/2 , (5.31)
ΓV12∶34 ≡ Γ
V
11,34(ΓI00,12+ cI11cI00ΓI11,12)−ΓV11,12(ΓI00,34+ c
I
11
cI00
ΓI11,34)⎡⎢⎢⎢⎢⎣(ΓI00,12+ c
I
11
cI00
ΓI11,12)2+(ΓI00,34+ cI11cI00ΓI11,34)
2⎤⎥⎥⎥⎥⎦
1/2 . (5.32)
In Fig. 2 we show some compiled ORFs ΓI12∶34 (left panels) and ΓV12∶34 (right panels) as a function of the two angular sep-
arations ξ and ζ for two pulsar pairs, respectively. We used the expressions of V mode and I mode (see Appendix B), and
we assumed cI10/cI00 = cI11/cI00 = cI1−1/cI00 = 1 for simplicity. In Fig. 2(a) and 2(b), the I mode is dominated by (l,m) = (0,0)
and V mode is dominated by (l′,m′) = (1,1). In Fig. 2(c) and 2(d), the I mode is dominated by (l,m) = (0,0),(1,0) and V
mode is dominated by (l′,m′) = (1,1). In Fig. 2(e) and 2(f), the I mode is dominated by (l,m) = (0,0),(1,1) and V mode is
dominated by (l′,m′) = (1,1). In Fig. 2(e) and 2(f), the I mode is dominated by (l,m) = (0,0),(1,−1) andV mode is dominated
by (l′,m′) = (1,1). By definition, in the case of ξ = ζ , the compiled ORFs are zero.
VI. CONCLUSION
We have studied the detectability of the stochastic gravitational waves with PTAs. In most of the previous works, the isotropy
of SGWB has been assumed for the analysis. Recently, however, a stochastic gravitational wave background with anisotropy
have been considered. The information of the anisotropic pattern of the distribution should contain important information of the
sources such as supermassive black hole binaries and the sources in the early universe. It is also intriguing to take into account
the polarization of SGWB in the PTA analysis. Therefore, we extended the correlation analysis to circularly polarized SGWB
and calculated generalized overlap reduction functions for them. It turned out that the circular polarization can not be detected
for an isotropic background. However, when the distribution has anisotropy, we have shown that there is a chance to observe
circular polarizations in the SGWB.
We also discussed how to separate polarized modes from unpolarized modes of gravitational waves. If we have a priori
knowledge of the abundance ratio for each mode in each of l,m, we can separate I mode and V mode in general. This would be
possible if we start from fundamental theory and calculate the spectrum of SGWB. In particular, in the case that the signal of
lowest (l,m) is dominant, we performed the separation of I mode and V mode explicitly.
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Appendix A: generalized overlap reduction function for circular polarization: dipole cases
In this Appendix, we perform angular integration of the generalized ORF for dipole (l = 1) circular polarization (see [15, 37]):
ΓV1m = −Nm12 ∫ pi0 dθ sinθ(1−cosθ)Pm1 (cosθ)∫ 2pi0 dφ (sin2 ξ cosθ sinφ cosφ − sinξ cosξ sinθ sinφ)1+ sinξ sinθ cosφ +cosξ cosθ sin(mφ)
= −Nm1
2 ∫ 1−1 dx (1−x)Pm1 (x)∫ 2pi0 dφ (xsin2 ξ sinφ cosφ −
√
1−x2 sinξ cosξ sinφ)
1+√1−x2 sinξ cosφ +xcosξ sin(mφ) , (A1)
where we have defined x ≡ cosθ . It is obvious that in the case of (l,m) = (1,0), integrand of the generalized ORF is zero, because
of sin(0) = 0, then we obtain
ΓV10 = 0 . (A2)
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(a) ΓI12∶34 ∶ (l,m) = (0,0),(l′,m′) = (1,1) (b) ΓV12∶34 ∶ (l,m) = (0,0),(l′,m′) = (1,1)
(c) ΓI12∶34 ∶ (l,m) = (0,0),(1,0),(l′,m′) = (1,1) (d) ΓV12∶34 ∶ (l,m) = (0,0),(1,0),(l′,m′) = (1,1)
(e) ΓI12∶34 ∶ (l,m) = (0,0),(1,1),(l′,m′) = (1,1) (f) ΓV12∶34 ∶ (l,m) = (0,0),(1,1),(l′,m′) = (1,1)
(g) ΓI12∶34 ∶ (l,m) = (0,0),(1,−1),(l′,m′) = (1,1) (h) ΓV12∶34 ∶ (l,m) = (0,0),(1,−1),(l′,m′) = (1,1)
FIG. 2: Density plots of the compiled ORFs ΓI12∶34 (left panels) and ΓV12∶34 (right panels) as a function of the two angular separations ξ ,ζ for
two pulsar pairs, respectively. For simplicity, we assumed cI10/cI00 = cI11/cI00 = cI1−1/cI00 = 1.
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Then, using Eqs. (4.11)-(4.14), we calculate
N11 =√ 38pi , N−11 =
√
3
2pi
, P11 (x) = −√1−x2 , P−11 (x) = √1−x22 , (A3)
and we find
ΓV11 = ΓV1−1 . (A4)
Therefore we only have to consider the dipole generalized ORF in the case of l = 1, m = 1:
ΓV11 = 12
√
3
8pi ∫ 1−1 dx (1−x)√1−x2∫ 2pi0 dφ (xsin2 ξ sinφ cosφ −
√
1−x2 sinξ cosξ sinφ)
1+√1−x2 sinξ cosφ +xcosξ sinφ
= 1
2
√
3
8pi
(G(ξ)+L(ξ)) , (A5)
where
G(ξ) ≡ sin2 ξ ∫ 1−1 dx x(1−x)√1−x2H(x,ξ) , (A6)
H(x,ξ) ≡ ∫ 2pi
0
dφ
sin2φ cosφ
1+√1−x2 sinξ cosφ +xcosξ , (A7)
L(ξ) ≡ −sinξ cosξ ∫ 1−1 dx (1−x)(1−x2)M(x,ξ) , (A8)
M(x,ξ) ≡ ∫ 2pi
0
dφ
sin2φ
1+√1−x2 sinξ cosφ +xcosξ . (A9)
First, to calculate M(x,ξ), we use contour integral in the complex plane. Defining z = eiφ and substituting
cosφ = z+ z−1
2
, sinφ = z− z−1
2i
, dφ = dz
iz
, (A10)
into Eq. (A9), we can rewrite M(x,ξ) as
M(x,ξ) = ∮
C
dz
i(z2−1)2
z2[4z(1+xcosξ)+2√1−x2 sinξ(z2+1)] , (A11)
where C denotes a unit circle. We can factorize the denominator of the integrand and get
M(x,ξ) = ∮
C
dz
i(z2−1)2
2
√
1−x2 sinξ ⋅ z2(z− z+)(z− z−) , (A12)
where
z+ ≡ −¿ÁÁÀ(1∓x)(1∓cosξ)(1±x)(1±cosξ) , z− ≡ 1z+ . (A13)
Hereafter, the upper sign applies when −cosξ ≤ x ≤ 1 and the lower one applies when −1 ≤ x ≤−cosξ . Note that we only consider
the region 0 ≤ ξ ≤ pi , so we have used the relation sinξ =√1−cos2 ξ in above expression. In the region −1 ≤ x ≤ 1, z+ is inside
the unit circle C except for x = −cosξ and z− is outside the unit circle C. Now, we can perform the integral using the residue
theorem
M(x,ξ) = ∮
C
dz f (z) = 2pii∑
i
Res( f ,zi) , (A14)
where
f (z) ≡ i(z2−1)2
2
√
1−x2 sinξ ⋅ z2(z− z+)(z− z−) . (A15)
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The residues inside the unit circle C can be evaluated as
Res( f ,0) = lim
z→0{ ddz [z2 f (z)]} = i(z++ z−)2√1−x2 sinξ , (A16)
Res( f ,z+) = lim
z→z+{(z− z+) f (z)} = i(z+− z−)2√1−x2 sinξ . (A17)
Thus, we obtain
M(x,ξ) = 2pi(1±x)(1±cosξ) . (A18)
Next, we consider L(ξ) defined in Eq. (A8). Using Eq. (A18), we can calculate L(ξ) as
L(ξ) = −2pi sinξ cosξ ∫ 1−1 dx (1−x2)(1−x)(1±x)(1±cosξ)
= −2pi sinξ cosξ { 1(1−cosξ) ∫ −cosξ−1 dx (1−x2)+ 1(1+cosξ) ∫ 1−cosξ dx (1−x)2}
= −2pi sinξ cosξ (1+ 1
3
cosξ) . (A19)
Similarly, we can evaluate H(x,ξ) given in Eq. (A7). To calculate H(x,ξ) in the complex plane, we again substitute Eq.
(A10) into Eq. (A7) and obtain
H(x,ξ) = ∮
C
dz
i(z2−1)2(z2+1)
4
√
1−x2 sinξ ⋅ z3(z− z+)(z− z−) . (A20)
We use the residue theorem
H(x,ξ) = ∮
C
dz g(z) = 2pii∑
i
Res(g,zi) , (A21)
where
g(z) ≡ i(z2−1)2(z2+1)
4
√
1−x2 sinξ ⋅ z3(z− z+)(z− z−) . (A22)
The residues inside the unit circle C can be calculated as
Res(g,0) = lim
z→0{ d2dz2 [12 z3g(z)]} = i(z2++ z2−)4√1−x2 sinξ , (A23)
Res(g,z+) = lim
z→z+{(z− z+)g(z)} = i(z2+− z2−)4√1−x2 sinξ . (A24)
Therefore, H(x,ξ) becomes
H(x,ξ) = −pi(1±x)(1±cosξ)
¿ÁÁÀ(1∓x)(1∓cosξ)(1±x)(1±cosξ) . (A25)
Substituting Eq. (A25) to Eq. (A6), we can calculate G(ξ):
G(ξ) = −pi sin2 ξ ∫ 1−1 dx x(1−x)
√
1−x2(1±x)(1±cosξ)
¿ÁÁÀ(1∓x)(1∓cosξ)(1±x)(1±cosξ)
= −pi sin2 ξ ⎧⎪⎪⎨⎪⎪⎩ 11−cosξ
¿ÁÁÀ1+cosξ
1−cosξ ∫ −cosξ−1 dx x(1+x)+ 11+cosξ
¿ÁÁÀ1−cosξ
1+cosξ ∫ 1−cosξ dx x(1−x)21+x ⎫⎪⎪⎬⎪⎪⎭= −2pi
3
sinξ {4−3cosξ −cos2 ξ +(1−cosξ
1+cosξ )(−6log2+6log(1−cosξ))} . (A26)
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(a) l = 0 (b) l = 1
(c) l = 2 (d) l = 3
FIG. 3: Plots the generalized ORFs ΓIlm as a function of the angular separation between the two pulsars ξ . Fig. 3(a) shows monopole (l=0),
Fig. 3(b) shows dipole (l=1), Fig. 3(c) shows quadrupole (l=2) and Fig. 3(d) shows octupole (l=3). The black solid curve, the blue dashed
curve, the dark-blue dash-dotted curve, the red dotted curve, the green long-dashed curve, the dark-green space-dashed curve represent m = 0,
m = +1, m = −1, m = ±2, m = +3, m = −3, respectively.
Finally, substituting Eqs. (A19) and (A26) into Eq. (A5), we get the generalized ORF for (l,m) = (1,1)
ΓV11 = −√6pi3 sinξ [1+3(1−cosξ1+cosξ ) log(sin ξ2 )] . (A27)
Appendix B: Generalized overlap reduction function for intensity
In this Appendix,we show ORFs for the intensity [15]. The following form for l = 0 was derived in [38], and our expressions
are identical to their expressions:
ΓI00 = √pi2 [1+ cosξ3 +4(1−cosξ) log(sin ξ2 )] , (B1)
For, l = 1, we calculated as
ΓI10 = −√3pi6 [1+cosξ +3(1−cosξ){1+cosξ +4log(sin ξ2 )}] , (B2)
ΓI11 = √6pi12 sinξ [1+3(1−cosξ){1+ 41+cosξ log(sin ξ2 )}] , (B3)
ΓI1−1 = −ΓI11 , (B4)
18
For l = 2, we obtain
ΓI20 = √5pi60 [45+19cosξ −45cos2 ξ −15cos3 ξ +120(1−cosξ) log(sin ξ2 )] , (B5)
ΓI21 = −√30pi60 sinξ [21−15cosξ −5cos2 ξ +60(1−cosξ1+cosξ ) log(sin ξ2 )] , (B6)
ΓI2−1 = −ΓI2−1 , (B7)
ΓI22 = √30pi24 (1−cosξ)[9−4cosξ −cos2 ξ +24(1−cosξ1+cosξ ) log(sin ξ2 )] , (B8)
ΓI2−2 = ΓI22 , (B9)
For l = 3, it is straightforward to reach the following
ΓI30 = −√7pi24 (1−cosξ)[(1+cosξ)(17+10cosξ +5cos2 ξ)+48log(sin ξ2 )] , (B10)
ΓI31 = √21pi48 sinξ(1−cosξ)[34+15cosξ +5cos2 ξ + 961+cosξ log(sin ξ2 )] , (B11)
ΓI3−1 = −ΓI31 , (B12)
ΓI32 = −√210pi48 (1−cosξ)[17−9cosξ −3cos2 ξ −cos3 ξ +48(1−cosξ1+cosξ ) log(sin ξ2 )] , (B13)
ΓI3−2 = ΓI32 , (B14)
ΓI33 = √35pi48 (1−cosξ)2sinξ [34−17cosξ −4cos2 ξ −cos3 ξ +96(1−cosξ1+cosξ ) log(sin ξ2 )] , (B15)
ΓI3−3 = −ΓI33 . (B16)
These are plotted in Fig. 3. The generalized ORFs of total intensity are different from that of circular polarization in that the
value for m = 0 is non-trivial. Then the I mode ORFs for (l,m) = (0,0),(1,0),(2,0) have value even in the case of ξ = 0. This
implies that we can consider auto-correlation for a single pulsar.
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