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Abstract 
In this paper, a classification method named explicit Markov model is applied for text classification. Currently some 
machine learning technologies, such as support vector machine (SVM), have been discussed widely in text classification. 
However, these methods consider that any two features are independent and ignore the language structure information. 
Hidden Markov model is a powerful tool for sequence tagging problems. This paper presents a new method called explicit 
Markov model (EMM) which is based on HMM for text classification. EMM make better use of the context information 
between the observation symbols. Our experiments are conducted on three datasets: Reuter s 21578 R8 dataset, WebKB 
and Fudan University Chinese text classification corpus. Experimental results show that the performance of EMM is 
comparable to SVM for text classification. 
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1. Introduction 
Text classification plays an important role for managing huge amount of text documents in information 
retrieval, nature language, web mining and content security research fields. The task of text classification is to 
assign one or more predefined classes or topics to a natural text document according to the knowledge gained 
from text expression and feature dimension reduction at the training stage. Many efficient machine learning 
approaches have been used to text classification, such as Bayesian methods [1], decision trees [2], neural 
networks [3], k nearest neighbour (KNN) [4], and support vector machines (SVM) [5]. However, these 
methods base on the vector space method (VSM) without the application of the feature s context. Hidden 
Markov model (HMM) is a kind of sequence tagging model based on statistics. Context information can be 
considered in HMM.  
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Hidden Markov Model was proposed by Baum and his group in the 1970s. Since then, HMM has been 
widely used in many various domains such as speech recognition [6], nature language process, information 
extraction [7], computational molecular Biology [8] and text classification [9] [10], etc. In the field of text 
classification, [9] combines 2 and improved TFIDF method to construct the output observation distribution. In 
the category process, the classifier uses forward-backward algorithm to obtain the probability of respective 
category and chooses the category label with the max probability as the final result. However, this method 
needs to train a classification for each category. The training process can be very time consuming. In this paper, 
a novel approach called explicit Markov model (EMM) that takes advantage of context information is proposed. 
In this model, an EMM is generated by learning from the training dataset. Given an input document, this model 
will serialize it according to observation symbols after feature selection by FS. Then, using decoding algorithm 
to decode this sequence, a predicted category will be output. 
The remainder of this paper is organized as follows: Section 2 presents techniques to HMM. In Section 3 
introduces our new text categorization approach. Section4 describes the experiments and obtains results. 
Finally, section 5 is the conclusion.  
2. Hidden Markov Model 
An HMM is a finite state automaton [11], and it is a doubly stochastic process with an underlying stochastic 
process that is not observable (it is hidden), but can only be observed through another set of stochastic 
processes that produce the sequence of observed symbols [12]. A discrete HMM consists of a finite set of states, 
a finite set of observations, two conditional probability distributions and the initial state distribution. States in 
HMM are uncertain and invisible, which can only be observed through another stochastic process that produce 
the sequence of observed symbols. 
An HMM can be defined as a quintuple, ),,,,( BAVS .  
Formally, we can describe an HMM as follows: 
(1) ),,...,,( 121 NN SSSSS , N is the number of the states in S; 
(2) ),,...,,( 121 MM VVVVV , M is the number of the observations in V; 
(3) The matrix of state transition probability ),q|({A 1 itjtij SSqPa  },1 Nji , 1
1
N
j
ija ; 
(4) The matrix of observation symbol emission probability ))({B kiOb  ),|( k itt SqVOP  
}1,1 MkNi , 1
1
)(
M
k
biO k ; 
(5) The initial state distribution }1),({ 1 NiSqP ii , 1
1
N
i
i . 
Given the form of the HMM discussed in the previous section, there are three key problems that must be 
solved for the model to be useful in real world applications. These problems are the following: 
(1) Evaluation problem: given a sequence of observations 121 ,...,, TOOOO TO, and a 
model ),,,,( BAVS , how can we calculate )|(OP ? This problem can be solved by forward algorithm or 
backward algorithm. 
(2) Decoding problem: given a observation sequence TT OOOOO ,,...,, 121 , how to determine a hidden 
state sequence TT qqqqq ,,...,, 121  which is most likely to generate O ? This problem can be solved by 
Viterbi algorithm. 
(3) Learning problem: how can we adjust the model parameters ),,,,( BAVS  to maximize )|(OP ? This 
problem can be solved by Baum-Welch algorithm. 
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3. Text Classification based on EMM 
In this section, we propose a classifier which called explicit Markov model (EMM) based on HMM. The 
process of EMM classification include learning the parameters of the model from the training dataset after the 
pre-processing of features selection, generating the observation symbol sequence and calculate each probability 
of the categories, and choosing the category which has the maximum probability. 
3.1. Explicit Markov model 
In an HMM, the state is hidden, what can be observed is observation symbol. When used as a classifier, the 
state is explicit, it can be observed directly. As a result, we call the new model as explicit Markov model 
(EMM). 
This EMM classifier is based on the following hypothesis: the current observation depends on the last 
observation and the current state. As a result, we should reconstruct HMM to be a classifier. We denote 
),,,,( BAVS  as an EMM classifier, which can be described as follows:  
(1) ),,...,,(C 121 NN CCCC , N is the number of the categories in C; 
(2) ),,...,,( 121 MM WWWWW , M is the number of the features in W; 
(3) }1,,1),,|({A 1)( ))(( NkMjiCqWOWOPa ktitjt
k
OO ji ; 
(4) }1,1),|q({B )( MkNiWOCPb ktitOi k ;  
(5) }1,1),O|({ 11)( MkNiWCqP kiOi k . 
3.2. Feature selection 
There are many methods used for feature selection, such as TF-IDF, information gain, mutual information, 
and 2 statistics. In this paper, we put forward a new method to select the most useful features. ),(FS iCt  is 
defined to measure the relevance between feature t and the category Ci. 
Citi TFDFAFBA
BACt ,
11 *)()(***2),(FS  
A is the percentage of documents which contains feature t belonging to category Ci. B is the percentage of 
documents which contains feature t in the whole dataset. The first part of the formula is to calculate the 
harmonic mean of A and B. D is the percentage of documents which contains feature t in negative 
categories. 
1F  is the standard Normal distribution s inverse cumulative probability function [13]. 
2
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From Fig. 1, we know that if the feature has a strong prevalence with a category, it should have a bigger area 
under the curve. 
TF is term frequency based on the sub-linear scale transform method. TF is computed as follows: 
i
i
Ct
Ct
N
TF ,,
log1
 
others
N
iCt ,0,  
Here is a smooth coefficient. 
After all the above steps are completed, we choose the features which have the top highest FS difference as 
the observation symbols for the text categorization task. This step can be expressed as: 
)}},(min{)},({max{maxarg)(FS
1max
ii
Ni
CtFSCtFSt  
3.3. Parameters learning 
In the training process, because of the limited number of corpuses for our experiments, it may lead to 
engender a sparse matrix. To avoid this, smoothing is necessary. We use supervised learning method to 
calculate the parameters as follow: 
1
00),,(
*),,(
*),,(
1
1
1)(
))(( pelse
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OO ji  
where ),,( kji CWWTransition  is the number of the transition from iW  to jW in category kC . 
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where ),( ki CWEmition  is the number of iW  occurring in category kC . 
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N
n
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where ),( ki CWtionInitializa  is the number of iW  being the first observation in category kC . 
3.4. Algorithm 
We consider a text document as a sequence of observation symbols during the classification process. Given 
TT OOOOO ,,...,, 121  and ),,,,( BAVS , we use decoding algorithm to calculate the probabilities of 
O  being category )1(C Nkk , and then choose the category, which has the maximum probability, as the 
document s category. We define )(t k  as: 
TNkOOOOCk ttk t11),,,...,,|(P)( 121t  
The algorithm may be summarized formally as: 
 
Algorithm  
Input: TT OOOOO ,,...,, 121 , observation symbol sequence of the document; 
Output: )1(C Nkk , category of the document; 
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Procedure: 
Step1: Initialization 
for k : 1 to N 
)()(k1 11 *)k( OkO b  
end for 
Step2: Induction 
for t : 2 to T 
  for k : 1 to N 
)(
)(
))((1 **)k()k( 1 ttt Ok
k
OOtt ba  
end for 
end for 
Step3: Termination 
  )k(P max
1
*
T
Nk
 
  )k(q maxarg
1
*
T
Nk
 
Return q*; 
4. Experiments 
Three data sets, Fudan University Chinese text classification corpus, WebKB, and Reuters-21578 R8 are 
used in this paper. The Chinese corpus contains 20 categories. To reduce the computational requirements, we 
choose 5 categories of documents, which are total 4,000 documents. The documents in each category are 
further randomly split into two data sets, the first one consists of 600 documents for training, and the other 
contains 200 for testing. WebKB consisted of 4 categories. We randomly select 300 training documents and 
100 test documents from each category to form a target data set. R8 is part of Reuters-21578. The data in 
training set and test set of R8 dataset are shown in Table 1. From Table 1, it can be seen that R8 is partitioned 
unevenly across 8 different categories and category grain  and ship  are small samples. 
Table 1 summary of R8 dataset 
class #train docs #test docs total # docs 
acq 1596 696 2292 
crude 253 121 374 
earn 2840 1083 3923 
grain 41 10 51 
interest 190 81 271 
money-fx 206 87 293 
ship 108 36 144 
trade 251 75 326 
Total 5485 2189 7674 
 
We use FS to optimally select top k features on average after removing stop words and applying stemming. 
The performance of EMM classification algorithm has been measured using Precision and Recall.  
In a document, words in the beginning part are much more important than the middle part for they carry 
more information. In other words, observation symbols in the top can make greater contribution than symbols 
in the middle. This can be confirmed by the relevant data from Figure 2. Even taking 10 observations, EMM 
can perform well. The lengths of observation symbols in R8 after feature selection are evener and shorter than 
Fudan corpus. And the length distribution of WebKB is not even, some samples are very long meanwhile some 
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very short. This affects the precision in some degree. From Fig. 2, we can easily draw the conclusion that 
different lengths lead to different results. In the experiments, we choose the length which observes the 
maximum precision.  
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Fig. 2 precision comparisons of different length 
The experiments evaluated the performance of EMM compared to SVM. Table 2, 3, and 4 depict the average 
precisions and recalls on three datasets. The EMM method could achieve a high precision and a high recall at 
the same time. Table 2 presents the results of Fudan University corpus. The results show that the EMM method 
outperforms SVM on Chinese corpus. The precision is roughly 90% and the variance of precision is very small. 
Table 2 comparisons of different methods on Chinese corpus dataset 
class SVM EMM 
Precision Recall Precision Recall 
C19-Computer 84.50% 97.50% 99.59% 81.83% 
C31-Environment 88.33% 91.25% 89.35% 90.50% 
C34-Economy 84.89% 78.75% 89.97% 93.85% 
C38-Politics 95.31% 78.00% 84.93% 95.80% 
C39-Sports 95.33% 98.25% 91.61% 91.17% 
Average 89.67% 88.75% 91.09% 90.63% 
 
Table 3 comparisons of different methods on WebKB dataset 
class SVM EMM 
Precision Recall Precision Recall 
project 85.62% 79.24% 87.36% 87.63% 
course 96.44% 84.00% 92.67% 92.00% 
faculty 91.70% 81.35% 80.20% 91.68% 
student 73.49% 86.16% 92.89% 79.56% 
Average 86.81% 82.69% 88.28% 87.72% 
 
Table 3 shows the classification performances of SVM and EMM on WebKB dataset. Notice that on this 
dataset, some experimental results of EMM are contrary to that of SVM. For each category, SVM get a higher 
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precision and a lower recall, meanwhile EMM could achieve a higher recall and a lower precision. On the two 
datasets, EMM has a higher precision, and it is 2% higher than SVM. 
In Table 4, the symbol -  means there is no test document predicted as grain . The reason may be that 
SVM fails to find or find fewer support vectors for grain  and its negative categories. But EMM can do it well. 
It just because that EMM can keep every probability learned from training dataset, even a very small 
probability. Both methods have higher precisions when predict category ship  and lower recall. It means that 
very few documents are predicted as ship  and basically they are rightly predicted. These results show that 
EMM performs far better than SVM when processing uneven dataset.  
Table 4 comparisons of different methods on R8 dataset 
 SVM EMM 
Precision Recall Precision Recall 
acq 83.05% 97.84% 94.69% 98.83% 
crude 95.50% 70.25% 95.54% 89.17% 
earn 95.78% 98.52% 99.16% 98.43% 
grain - 0 100% 90.00% 
interest 94.59% 43.20% 98.44% 77.78% 
money-fx 79.63% 49.22% 84.78% 90.70% 
ship 100% 5.71% 94.44% 48.6% 
trade 94.44% 90.67% 81.11% 97.35% 
Average 90.54% 56.93% 95.52% 86.36% 
 
Comparing the results reported in Table 2, Table 3, and Table 4, we find EMM has a good performance to be 
a classifier in both Chinese and English corpora, even better than SVM in some categories. SVM is unstable 
with small training samples, but EMM can work smoothly and effectively. 
The training time and classification time of EMM and SVM on the three dataset are detailed in Table 5. 
Comparing training time and classification time, we can conclude that EMM is much shorter than SVM. The 
time that SVM needs is about one order of magnitude higher than EMM. Because the time complexity of EMM 
is linear, however, SVM is nonlinear. 
Table 5 comparisons of different methods on R8 dataset 
dataset mthod training time(ns) classification time(ns) 
WebKB SVM 4,804,498,287 2,013,471,437 
HMM 117,474,292 29,721,742 
Chinese 
corpus 
SVM 134,362,456,801 7,689,443,354 
HMM 1,131,429,601 218,314,925 
R8 SVM 49,148,567,658 184,778,655 
HMM 19,342,844,146 65,343,822 
5. Conclusion 
This paper introduces a classification method, explicit Markov model, for text classification. A new method 
is proposed to select effective features. Explicit Markov model make use of the context between observation 
symbols. EMM calculates the probability of the observation sequence given a category with the decoding 
algorithm and considers that the maximum one is the  category. On three public testing datasets, 
EMM shows good performance for text categorization. 
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