Abstract. We present two noncommutative algebras over a field of characteristic zero that each possess a family of actions by cyclic groups of order 2n, represented in 2 × 2 matrices, requiring generators of degree 3n.
Background
Emmy Noether proved the following theorem that is useful in computing the invariants of a finite group acting linearly on a commutative polynomial ring over a field of characteristic zero (or when the characteristic of k is larger than |G|). Theorem 1.1 (Noether 1916 [14] ). If k is a field of characteristic zero and G is a finite group of invertible n × n matrices acting linearly on A := k[x 1 , . . . , x n ] then the ring of invariants A G can be generated by polynomials of total degree ≤ |G|.
The non-modular case (where characteristic of k does not divide |G|) was proven independently by Fleischmann (2000) [6] , Fogarty (2001) [7] , and Derksen and Sidman (2004) [4] .
Noether's bound can be sharp in the case G is a cyclic group, and Domokos and Hegedüs provided a smaller upper bound on the degrees of generators if G is not cyclic; this result was extended to all characteristics by Sezer. [5] , Sezer 2002 [15] ). If G is a noncyclic finite group of invertible n × n matrices acting linearly on A := k[x 1 , . . . , x n ] then the ring of invariants A G can be generated by polynomials of total degree ≤ 3|G|/4 if |G| is even, and ≤ 5|G|/8 if |G| is odd.
Theorem 1.2 (Domokos and Hegedüs 2000
The Noether bound does not always hold if the field has characteristic p (see, for example, Example 3.5.5(a) p. 94 [3] , where a degree 3 invariant is required to generate the invariants under a group of order 2 acting on polynomials in 6 variables over a field of characteristic 2). For further background on the problem of finding degree bounds for groups acting on A = k[x 1 , . . . , x n ] see the survey of Neusel from 2007 [13] . Symonds proved the following general theorem that is true for a field in any characteristic, showing that there is an upper bound that is a function of both the order of the group and the dimension of the representation of the group (i.e. the number of variables in the polynomial ring). Theorem 1.3 (Symonds 2011 [16] ). If G is a finite group of order |G| > 1 acting linearly on A := k[x 1 , . . . , x n ] with n ≥ 2 then the ring of invariants A G can be generated by polynomials of degree ≤ n(|G| − 1).
The case of group actions on the noncommutative skew polynomial ring A = k −1 [x 1 , . . . , x n ] (polynomials where x j x i = −x i x j for i = j), was considered by Kirkman, Kuzmanovich, and Zhang ( [11] ), where results concerning permutation actions on A = k −1 [x 1 , . . . , x n ] were proven, and it was noted that the Noether bound does not hold when n = 2 and G is the group of order 2 generated by the transposition of variables, since a generating set of the fixed ring requires a generator of degree 3. Here the difference between the order of the group and the largest degree needed in a set of generators is only 1, but in this paper we show that this difference can be arbitrarily large.
Throughout this paper let k be an algebraically closed field of characteristic 0, 2 = −1, and G be the cyclic group of order 2n generated by the matrix g := 0 λ 1 0 where λ = e 2π /n is a primitive nth root of unity, For an algebra A on which g acts, let β(g) denote the minimal degree d such that the ring of invariants A G has a set of algebra generators of degree ≤ d. We compute β(g) explicitly in Section 2 for the skew polynomial ring k −1 [u, v] , and in Section 3 for the down-up algebra A(0, 1). In both cases, when n is odd β(g) = 3n (Theorems 2.5 and 3.7), the Noether bound does not hold, and β(g) is arbitrarily larger than the order of the group. Moreover, in the case where A = k[x 1 , . . . , x n ] Noether's bound is exceeded in characteristic p by using a representation of G of large dimension. For the noncommutative algebras that we consider here the large values of β(g) are achieved using only a two-dimensional representation. Both of these algebras were considered because they are Artin-Schelter regular algebras (as in [1] ), and can be regarded as natural noncommutative generalizations of commutative polynomial rings. On the other hand, F. Gandini [8, Theorem VI.13] has shown that the Noether bound holds for exterior algebras
The analog of Noether's bound for noncommutative algebras is not yet evident, but these examples provide data for further research.
Many of the paper's computations were provided by the fourth author in an undergraduate research project in mathematics at Wake Forest University. Computations were aided by the NCAlgebra package in Macaulay2 [9] .
A cyclic group acting on a skew polynomial ring
Let A := k −1 [u, v] be the skew polynomial ring with vu = −uv. The group G acts on A by g.u = v and
denote the orbit sum of the monomial u i v j , i.e. the sum of the distinct elements in the orbit of u i v j under the action of G. The orbit sum of a monomial is equal, up to a constant, to the value of the Reynolds operator
, where the sum is taken over all elements of the group.
Proof. Since the elements of G = (g) do not change the total degree of an element of A, an invariant is a linear combination of homogeneous elements of some degree p; these elements are linear combinations of monomials of the form u p−i v i for i = 0, . . . , p for some p. Since g 2 := λ 0 0 λ , any homogeneous invariant must be a linear combination of invariants of degree a multiple of n, indeed
Hence homogeneous invariants are linear combinations of orbit sums of monomials of the form u kn−i v i for some k, i, and the orbit of
Note that when the monomial is an invariant, the two summands in the proposition above are identical, and we have defined O(i, j) to be twice the sum of monomials in the orbit (e.g. when n = 2, we define O(2, 2) = 2u 2 d 2 ). Further, it is possible for O(i, j) = 0 (e.g. when n = 2, we have O(1, 1) = uv + vu = 0).
In this section we will show that
Hence the Noether bound does not hold when n is odd.
2.1. Case n even. We begin with the case n ≡ 2 mod 4.
Proof. We show that all invariants can be obtained from the invariants of degree n, namely from
Inducting on k we show these elements generate all invariants of degree kn where k ≥ 2. Note that O(n/2, n/2)/2 = u n/2 v n/2 is an invariant of degree n, since n/2 is odd and g.u
. It suffices to show that the invariants of the form a = u
where f is the orbit sum of u (2k−1)n/2−i v i−n/2 , an invariant of degree (k − 1)n and hence generated by induction. If i < n/2,
where n + i ≥ n/2, and f can be generated by the previous case. Hence we have shown β(g) = n.
Next we consider the case where n ≡ 0 mod 4.
Proof. We first show that β(g) ≤ 2n. Let a ∈ A G of degree kn for k ≥ 2; we show, by induction on k that a can be generated by elements of degree ≤ 2n. Note that u n v n ∈ A G is an invariant of degree 2n. Without loss of generality by Proposition 2.1 we can assume that a is of the form a := u
If i ≥ n then we can factor the invariant u n v n from a, writing a as a = (u n v n )b, where b is an invariant of degree (k − 2)n, and b can be generated by invariants of degree ≤ 2n by induction. Therefore it suffices to prove that if i < n then a can be generated by invariants of degree ≤ 2n.
where O((k − 1)n − i, i) can be generated by invariants of degree ≤ 2n by induction and O((k − 1)n − i, n + i) can be generated by invariants of degree ≤ 2n by the case above. So β(g) ≤ 2n.
Finally, we show β(g) ≥ 2n, i.e. A G cannot be generated by linear combinations of elements of degree n. Invariants of degree n are linear combinations of elements of the form
n/2 v n/2 because n/2 is even. These n/2 invariants are linearly independent. One checks that when n is even these orbit sums satisfy the equation:
Hence in considering the products of invariants of degree n we may assume that i ≥ j. We will show that one cannot write all orbit sums of degree 2n as linear combinations of products of orbit sums of degree n by showing that the homogeneous system of n/2+1 2 equations in n variables (2.2) below has a nontrivial solution. The coefficient matrix of this system is the coefficients of the orbit sums of degree 2n in equation (2.1) above.
The existence of this solution shows that the dimension of the space spanned by products of two invariants of degree n is < the dimension of the space spanned by the orbit sums of degree 2n. Hence we next show that the system
in the variables x p for p = 0, . . . , n − 1 has a nontrivial solution given by
First we consider the case i = 2ℓ and j = 2k − 1 for ℓ = 0, . . . , n/2 − 1 and k = 1, . . . , n/2, and without loss of generality we can assume i ≥ j. In this case the equation (2.2) becomes 0 = x 2(l+k)−1 + λ 2l x 2(n/2−l+k)−1 . Substituting the expression in (2.3) for the variables we get
The cases i, j both even or both odd are handled similarly. Hence the products of degree n orbit sums cannot determine all the orbit sums O(2n − i, i), and hence invariants of degree n do not generate all invariants of degree 2n.
2.2. Case n odd. When n is odd we prove that the Noether bound does not hold.
Lemma 2.4. If n is odd then an orbit sum of degree 2n and an orbit sum of degree n multiply as
, the other cases are similar,
Now it suffices to notice that
Notice that when i is even the two expressions in Lemma 2.4 coincide; this is expected since in this case O(2n − i, i) is central. When i is odd then the two products in Lemma 2.4 differ by a sign.
Proof. We first show that β(g) ≤ 3n. It suffices to show by induction on k that for k ≥ 4, an invariant of the form a = O(kn − i, i) can be generated by invariants of degree ≤ 3n. Note that u n v n is not invariant since g.
n v n because n is odd. First we show that we can generate the invariant u 2n v 2n . We have the equations:
Adding the two equations above shows that u 4n +v 4n can be generated by invariants of degree ≤ 3n. Using the equation (
we see that u 2n v 2n can be generated by invariants of degree ≤ 3n. Next we show that we can generate any orbit sum a = O(kn − i, i) for k ≥ 4 if i ≥ 2n. In this case we can factor out u 2n v 2n and obtain
and since O((k − 2)n − i, i − 2n) has total degree (k − 4)n it can be generated by invariants of degree ≤ 3n by induction, and therefore so can a. If i < 2n we have the equation
and O((k − 2)n − i, i) is of degree (k − 2)n, so generated by invariants of degree ≤ 3n by induction. Further O((k − 2)n − i, 2n + i) is generated by invariants of degree ≤ 3n by the first case. Therefore a = O(kn − i, i) is generated by invariants of degree ≤ 3n, and we have shown β(g) ≤ 3n. Next we show β(g) ≥ 3n. We claim that the vector with entries
is a solution to the equations
We start by checking the first equation in the system in Lemma 2.4
We first check that the signs of the two summands are opposite, we need the following congruence to be true
this congruence is equivalent to
simplifying the left side yields 2ji − 2jn − in + n 2 ≡ −i + 1 (mod 2), which is true since n is odd. Now we check that the power of λ is the same; for that to be true we need
since n is odd 2 is invertible, hence multiplying by 4 we get
which is equivalent to 1 + 2i + 2j ≡ 4j + 1 + 2i − 2j (mod n), which is true. The second equation in Lemma 2.4 can be checked with a similar computation. The above computations show that one cannot solve for all generators of degree 3n using lower degree invariants, as the system of equations needed to solve for these orbit sum invariants of degree 3n has rank less than the number of variables, since we have shown that kernel of the coefficient matrix has a nontrivial element. Hence invariants of degree ≤ 2n do not generate all invariants of degree 3n, and β(g) = 3n |G| = 2n.
A cyclic group acting on a graded down-up algebra
The down-up algebras were introduced by Benkart and Roby in [2] , as a generalization of the universal enveloping algebra of some three-dimensional Lie algebras. Let α and β be fixed elements of a field k. The graded down-up algebras A(α, β) are the algebras generated over k generated by two elements u, d with relations
These algebras have a monomial basis of the form u a (du) b d c , and we define the degree of this monomial to be the total degree in u and d, i.e. a + 2b + c. The downup algebra A(α, β) is noetherian if and only if it is Artin-Schelter regular if and only if β = 0 [12] . Again let λ = e 2π /n be a primitive nth root of unity. Denote by g the automorphism of A(α, β) with g.u = d and g.d = λu, and let G := (g) be the cyclic group of order 2n generated by g. The graded automorphism groups of A(α, β) were computed in [10, Proposition 1.1], and the graded down-up algebras on which g acts are A(0, 1), A(0, −1) and A(2, −1). As in the previous section, any invariant under G must have degree a multiple of n.
Orbits of monomials will consist of one or two summands; when the monomial is invariant O(u a (du) b d c ) will denote twice the orbit sum. Further, we will sometimes denote the orbit sum
In this section we consider the case α = 0, β = 1, so that the relations in
We show that
and hence in the case that n is odd the Noether bound does not hold.
3.1. Case n even. We begin by proving an upper bound on β(g) when n is even. Proof. First, we show that β(g) ≤ 2n. We know that u n d n is an invariant of degree 2n, because g.
We prove by induction on k that invariants of degree kn for k ≥ 3 can be degenerated by invariants of degree ≤ 2n. Let O(u a (du) b d c ) be an orbit sum of degree a + 2b + c = kn for k ≥ 3. Case 1: a ≥ n and c ≥ n.
can be generated by two invariants of lower degree.
and the second invariant on the right-hand side of the equation belongs to Case 1 because (a − n) ≥ n and (c + n) ≥ n.
and the second invariant on the right-hand side belongs to Case 1. Hence O(u kn−c d c ) can be generated by two invariants of lower degree, and by symmetry this is true if 0 < a < n.
If b = 0 and c ≥ n, then either a ≥ n and we are done by Case 1 or a < n and we are done by symmetry as noted above. 
, where the second invariant on the right-hand side belongs to Case 1. Hence O(u kn−2b (du) b ) can be generated by two invariants of lower degree. Case 4.2: c = 0 and n/2 ≤ b < n ≤ kn/2. Then
where the second invariant on the belongs to Case 2, since (kn
can be generated by two invariants of lower degree: Case 4.3: c = 0 and b < n/2. Then if b is even:
and if b is odd:
In both cases, the second invariant on the right-hand side belongs to Case 2 and O(u kn−2b (du) b ) can be generated by two invariants of lower degree. 
In both cases, the second invariant on the right-hand side belongs to Case 1, and
can be generated by two invariants of lower degree. Case 5.2: b < n. We know that with both a ≥ n and c ≥ n, the case falls into case (1). Hence we assume a < n, and hence (2b + c) > 2n, so (b + c) > n, and there are 4 subcases as shown below. If b and c are both even:
If b is odd and c is even:
If b is even and c is odd:
If b and c are both odd (note that c + 2b − n + 1 < 2n − n + 1 and a ≥ 1):
In all four cases we are done by Case 3, and by symmetry we are done if c < n, completing the proof of Case 5.2.
From now on we will denote the element O(u kn−2i−j (du) i d j ) as O(kn−2i−j, i, j). We fix a basis for the vector space generated by the orbit sums of degree 2n. The orbit sum O(2n − 2i − j, i, j) is a basis element if n > i + j or if n = i + j and i is even. If an orbit sum is represented by a triple not satisfying the conditions above, we can switch it to one that does using the following formula 
If j is even and q is odd then the product is
If j is odd and q is even then the product is
If j and q are both odd then the product is
Proof. We show the case j, q even and p ≥ i, the remaining cases are similar. The product
j+q since the powers of u and d are central. This, together with the product
This, together with the remaining product, form the desired orbit sum.
Next we prove the lower bound on β(g) when n is even.
Proof. It suffices to show that β(g) ≥ 2n, i.e. the orbit sums of degree 2n cannot be all generated by orbit sums of degree n. In the formulae in Proposition 3.2 we replace the orbit sum O(2n−2l −k, l, k) with the variable x l,k , keeping in mind that the triple may need to be changed using (3.1) if it is not in the desired form. We also change the product O(n − 2i − j, i, j)O(n − 2p − q, p, q) with zero. This gives rises to a linear system of homogeneous equations. To prove the theorem we prove that this system has a nonzero solution. We claim that the vector x l,k = λ
⌋ is a nonzero solution. We check the case j, q even, p ≥ i, p ≡ i (mod 2) and no changes to the triple occurred, the remaining cases are checked similarly. We need to check that x p+i,q+j + λ p+q x p−i−1,n+2i+j−2p−q+1 = 0. Under the hypothesis p ≡ i (mod 2)
= 0, which is true since λ n 2 = −1.
3.2.
Case n odd. We next show that when n is odd β(g) = 3n, and hence the Noether bound does not hold. We fix a basis for the orbit sums of degree 3n as follows: O(3n − 2l − k, l, k) is a basis element if 3n > 2(l + k). If a triple does not have this form, then it can be changed according to the following formula: 
If j and q are both odd then the product is
O(3n − 2i − j − 2p − q, i + p, j + q)+ λ p+q O(n − 2i − j + 1 + 2p, i − p, 2n + j − q) p ≤ i O(n − j + q + 1, p − i − 1, 2n + 2i + j − 2p − q + 1) p > i.
If j is odd and q is even then the product is
λ p+q O(n − 2i − j + q, i + p, 2n − 2p − q + j)+ O(3n − 2i − j − q, i − p, q + j + 2p) p ≤ i O(3n − 2p − j − q + 1, p − i − 1, j + 2i + q + 1) p > i.
The product of the orbit sums
The proof of the previous proposition is similar to the proof of Proposition 3.2 and therefore is omitted. Proof. We need to show that the orbit sums of degree 3n cannot be generated with orbit sums of lower degree. In the formulae in Proposition 3.4 we replace the orbit sum O(3n − 2l − k, l, k) with the variable x l,k , keeping in mind that the triple may need to be changed using (3.3) if not in the desired form. We also change the product O(n − 2i − j, i, j)O(2n − 2p − q, p, q) with zero. This gives rises to a linear system of homogeneous equations. To prove the proposition we prove that this system has a nonzero solution. We claim that the vector
is a nonzero solution. We check the case j even, q odd, p ≥ i and no changes to the triple occurred, the remaining cases are checked similarly. We need to check that
We first prove that
Indeed, computing the left hand side minus the right hand side in Z yields
which is zero modulo 2. It remains to prove that
Computing the left hand side minus the right hand side in Z yields −n(−n+p+q−1) which is clearly zero modulo n.
Next we prove that when n is odd, then β(g) ≤ 4n.
Proof. We show that all invariants can be generated by invariants of degrees ≤ 4n. First of all, we notice that u 2n v 2n ∈ A G is an invariant of degree 4n, because
We argue by induction, and show that for a+2b+c = kn, with k ≥ 5, the orbit sum O(a, b, c) can be generated by invariants of smaller degree. In both cases, the second invariant on the right-hand side belongs to Case 1 because c ≥ n + 1 and oth n and c are odd.. Case 5: 0 < b < n 2 then a + c > 4n, so that one cannot have both a < 2n and c < 2n. Without loss of generality we assume that a > 2n and c < 2n, and we write a = 2n + p for 0 < p < 2n and c = 2n − q for 0 < q < 2n. Since a + c > 4n we have p − q > 0. We consider two cases. Case 5.1: a = 2n + p > 3n. Then we can assume a < 4n by Case 1, and then n ≤ c < 2n. Therefore Note that in both cases above, in the second invariant on the right-hand side, the degree of du, which is n − b − 1, is smaller than Note that the degree of du is now 2n − b − 1, and 0 ≤ (2n − b − 1) < n. Thus the case falls into the union set of Cases 4, 5, and 6.
Having shown we can generate the invariants using invariants of degree ≤ 4n we now improve this bound, and together with Proposition 3.5, we compute β(g). Proof. It suffices to show that an invariant (4n − 2b − c, b, c) of degree 4n can be generated by invariants of degree ≤ 3n. We first compute some special cases. We have the following system of equations 
