Mobile Ad hoc NETworks (MANETs) are comprised of mobile devices communicating with each other over multi-hop wireless links. Because they do not require any fixed infrastructure, these networks are appropriate for communication in military operations, for example. The Session Initiation Protocol (SIP) is a standard for session establishment in Voice over IP context, notably, but is not adapted to MANETs and peer-to-peer (P2P) networks. Though solutions have been proposed, their security properties are not addressed in depth. We thus analyze the different threats affecting a military MANET used for P2PSIP, propose a security solution, based in large part on cryptographic challenges, to counter the identified threats and present some simulation-based experiment results for our proposed solution.
INTRODUCTION
Peer-To-Peer (P2P) networks are used in many different contexts and for many different reasons. For instance, P2P is interesting for file sharing systems (Androutsellis-Theotokis, 2002 ) since it provides enhanced robustness compared to the traditional clientserver mode (where the server becomes a single point of failure). In other contexts, using P2P allows to prevent giving too much trust to a single controlling entity (the server); instead, putting a small amount of trust in many other peers (Wendlandt et al., 2008) .
The security aspects of P2P systems have been studied in the literature (e.g., (Urdaneta et al., 2011) and (Levine et al., 2006) ). However, security studies and solutions are usually general to P2P and not specific to the various contexts (e.g., who are the peers) and applications (e.g., file sharing) for which a P2P system will be deployed. We believe that considering both the context and the application underlying the P2P system is important when building a threat model to consider which security solutions to adopt.
In this paper, we present our work toward securing a P2P network used for a Voice over IP (VoIP) application (with SIP 1 ) in the context of military missions relying on Mobile Ad hoc NETworks (MANETs) (Giordano et al., 2002) . The contributions of this pa-1 Session Initiation Protocol per are:
• Presenting a threat model for the specific situation of P2P SIP over MANETs.
• Proposing the first layers of a defense mechanism to protect the network.
• Providing experimental results in OverSim 2 , a P2P simulation environment built on top of OMNeT++ 3 . The rest of the paper is structured as follows. First, Section 2 provides some background information regarding P2P, SIP and MANET. Then, Section 3 discusses related work from the literature. Sections 4 and 5 respectively present the threat model and the defense mechanisms for our context (P2P for VoIP in a military MANET). Section 6 then presents securityrelated experiments performed in a network simulator. Finally, Section 7 concludes with a discussion regarding the lessons learned and pointers towards future work.
BACKGROUND
This section provides a short background on the key elements used throughout this paper: MANET, SIP,
Mobile Ad Hoc Networks
MANETs (Giordano et al., 2002) , being infrastructure-less wireless networks, do not require any kind of central administration. Every node in such a network acts both as an end device and as a router. When a node wants to send a packet to another one that is not within communication range, the packet will follow a multi-hop path and will be routed wirelessly through intermediate nodes until it reaches its destination.
This kind of network thus allows for constantlychanging topology, and nodes can be devices carried by people or vehicles. This makes MANETs ideal for a number of scenarios, such as emergency response and, more specifically for this paper, military networks. Soldiers and military vehicles can carry mobile devices and form a network to communicate even in the most hostile of environments.
Session Initiation Protocol
SIP (Rosenberg et al., 2002 ) is a protocol standardized by the IETF that, as the name indicates, is used to initiate a session between two users' devices, which are identified by an ID (SIP URI) similar to an email address (sip:alice@example.com). A key part of the protocol is thus a registrar,à la DNS, to map SIP URIs to a contact address, which is the current network location (IP address) where the SIP client can be reached. A SIP URI mapping to a contact address in such a way is called an Address-of-Record (AOR).
SIP is based on a client-server architecture. The role of the registrar is assumed by a number of SIP servers, that are generally managed by larger organizations or Internet service providers. When a SIP client needs to establish a connection with another one, it contacts its SIP server which, using DNS, will locate the recipient's SIP server, which knows the status and location of the recipient itself.
P2P
Because SIP is based on a client-server architecture, it is not appropriate for use in MANETs. A solution to this is to use a P2P overlay network such as a distributed hash table (DHT) to store and retrieve the registrations associated with SIP URIs. Such an approach was standardized by the IETF as the RELOAD protocol (Jennings et al., 2014) .
A P2P (Schollmeier, 2001 ) network is a distributed network in which participants share a part of their hardware resources to provide, together, a certain service and content. Peers are accessible to one another directly, eliminating the need for central intermediary entities to pass through. In the case of a pure P2P network, any node can come and go without affecting the overall service, meaning that no central entity is needed at all to offer the service. The fact that no central entity is needed and that nodes can leave and rejoin at will makes P2P an ideal choice for MANETs.
One way to structure a P2P network is to use a distributed hash table (DHT). A DHT stores (key, value) pairs and peers can easily and efficiently retrieve the value associated with a given key. The way this works is by having keys and node identifiers be values in the same identifier space. This is often achieved by using a hash of the node's IP address as its ID. The same hashing function is then used to calculate keys from a meaningful name related to their values. The value associated with key k is stored on the node whose identifier is closest to k, for some definition of closeness.
RELATED WORK
A few solutions have been proposed to address the implementation of SIP over MANETs. TacMAN (Li and Lamont, 2005) and an approach identified as "Loosely Coupled" (LCA) by (Banerjee et al., 2004) do so by replacing the central registrars with local storage and broadcast lookups. AdSIP (Yahiaoui et al., 2012) , MANETSip (Fudickar et al., 2009 ) and another approach identified as "Tightly Coupled" by (Banerjee et al., 2005) , on the other hand, select a subset of the network's peers to act as registrars, more akin to the standard, centralized version of SIP. Finally, two unnamed proposals (Wongsaardsakul, 2010; O'Driscoll et al., 2007) and SIPHoc (Stuedi et al., 2007) implement a DHT to replace registrars. This last approach was also proposed in early P2PSIP literature, is used in the standardized RELOAD protocol (Jennings et al., 2014) and is also used for the purposes of this paper.
However, these solutions do not, for the most part, focus on security. RELOAD does have a three-level security model, based on a central certificate authority (CA). Connections between nodes use TLS or an equivalent protocol, all messages are signed, and stored objects are signed as well by the creating node.
Other proposed solutions for securing P2PSIP include P2PNS (Baumgart, 2008) and unnamed proposals by (Bryan et al., 2008) and (Seedorf, 2006) . Both P2PNS and (Bryan et al., 2008) use public-key cryptography to sign overlay messages. Additionally, the former signs registration messages while the latter signs the registrations themselves. Also, neither relies on a central CA but rather make it harder for an attacker to get a valid key pair using a rate limiting mechanism (crypto-puzzles in the case of P2PNS). (Seedorf, 2006) proposes the use of self-certifying SIP URIs to protect the integrity of registrations. This is achieved by using a hash of a node's self-generated public key as the user part of its SIP URI and signing its registrations with the corresponding private key.
In short, most security solutions for P2PSIP make little assumptions about the context in which the network will be used. For example, they do not assume that a central entity can manage the network, which is possible in our context. This means they are not tailored to the context under focus for this paper (described in Section 4.1), and thus they often lack some security properties that we consider important like resistance to DHT poisoning.
THREAT MODEL
Before discussing the threat model per se, we provide a description of the context underlying our P2P system and then discuss the security objectives that are important in that context.
Context
This paper considers a P2P network built over a military MANET used to run SIP (to initiate VoIP sessions). In such a setting, the P2P layer will be used to store and retrieve the mapping between a SIP URI (the id of the user we want to contact) and his current contact address (the IP address where to locate this user). This mapping will be stored in a distributed hash table (DHT), common in P2P systems. The focus of our work is to protect this DHT.
Furthermore, we are making the following assumptions/observations regarding the context in which P2P will be used:
• The P2P network is "Private". Or more accurately, it is owned/operated/controlled by a given entity. Indeed, being a military network, random users should not be part of the core network unless they are part of the military team. This is different from the usual P2P context which are usually designed to be as open as possible.
• The application level IDs (SIP URI) can be authorized by the central authority when a node is granted access to the network (we assume this is done offline, before the military deployment). Thus, there is no need to worry about ID generation and potential collisions. Those IDs will be something human readable (e.g., firstName.LastNameNumber).
• The DHT acts as a DNS-like service. The role of the DHT is to store the mapping [AOR → contact address]. In that sense, it acts as a service that allows users to resolve a SIP URI and update their own record.
• The DHT will be dynamic, which is not something usually considered for DHT security. MANETs provide mobility which means that nodes will join and leave the network causing readdressing to occur.
• The DHT does not need to be fully persistent. Once a user y leaves the network, it is not meaningful to keep the entry mapping y to its network address up-to-date.
• For simplicity reasons, we assume that each device (each P2P node) is associated with a single user. This is reasonable for personal devices (e.g., smartphone-like gear) but would not be for larger devices (e.g., vehicles).
Security Properties
Several security objectives can be defined for P2P systems:
• Data integrity (security): the content delivered by DHT in the underlying P2P network has not been tampered with.
• Service availability (resilience): whenever two available (and reachable) nodes want to communicate together, they should be able to do so.
• Confidentiality: Information extracted from the DHT should not be exposed to intermediary nodes (only the querying node should access the content).
• Anonymity: when a node queries the DHT, the node providing the information should not be able to trace back where the query originated from.
Data integrity (security) and service availability (resilience) are the primary security objectives in our context. Confidentiality and anonymity are not considered in this paper, but they have been studied in the P2P literature (e.g., Tarzan (Freedman and Morris, 2002) , MorphMix (Rennhard and Plattner, 2002) , and Octopus (Wang and Borisov, 2012) for Confidentiality and (Fonville, 2010) for Anonymity).
Attacker
We consider malicious nodes to have the following capabilities:
• They can collaborate together to achieve their goal.
• They can communicate together via a dedicated channel to coordinate their attack.
• They control one legitimate device with one valid SIP URI and the associated certificate. This allows them to impersonate this ID, but should not allow them to impersonate others. The objectives of the malicious nodes are twofold. On the one hand, they aim to manipulate the DHT service in order to fool honest nodes regarding the location of their peers. On the other hand, failing to compromise the content of the DHT, they will try to deny DHT service to legitimate nodes. We focus on DHT-level attacks, also known as storage-retrieval attacks.
To achieve their objectives, they can rely on various attacks. Below, Section 4.3.2 describes some possible storage-retrieval attack scenarios. Other attacks, although not directly compromising the DHT, could help mount a storage-retrieval attack. In Section 4.3.3 we briefly discuss two types of impersonation attacks that may be used for such a purpose and are widely discussed in the P2P literature.
Notation
The following notation is used throughout this paper:
• Q and R stand for legitimate nodes.
• x and y stand for legitimate users.
• Q and x are used to denote an entity querying the DHT.
• R and y are used to denote an entity to communicate with.
• M stands for a malicious node (and user).
• S stands for a generic node (and user).
• A stands for a contact address.
Storage-Retrieval Attacks
This section presents attack scenarios relevant to the storage-retrieval operation in a DHT. In a VoIP context, the DHT is used to store/retrieve a mapping between the SIP URI of a user and the address at which that user can be reached in the network. In this section, we often refer to attacks available in OverSim since this is the environment used for the experiments in Section 6.
For the attack scenarios, assume node Q queries the DHT to get the location of user y. There is a node (or multiple if storage is redundant) which is responsible for storing the mapping for y, we call this node P(y). The query from Q must be routed to P(y) through the underlying P2P network.
Routing-based Attacks. A simple routing attack consists of dropping requests seeking the next hop to reach P(y). This attack can take place whenever a malicious node happens to be on the request path and poses resilience issues. This attack is called Drop Find Node Attack in OverSim. A similar attack in OverSim is the Drop Route Message Attack. It is also a simple attack that only consists of dropping packets. The difference resides in the type of message that is dropped: the Drop Route Message Attack applies to messages sent using key-based routing.
A more sophisticated version of a routing attack is for an intermediate node to provide a wrong answer (as to which node should be the next hop toward P(y)) sending the querier on a false trail. The goal is to end up fooling the querier by providing a false (and malicious) node as P(y). This then sets up the table for a Query-Based attack (see below). This is implemented as two attacks scenarios in OverSim: Invalid Nodes Attack and Is Sibling Attack. The former is rather superficial as the answer (next hop) is just randomly generated (a malicious, legitimate, or nonexistent node), while the latter will indicate that P(y) is the malicious node itself (which can later mount a query-based attack).
Query-based Attacks. The easiest query attack is for a malicious node posing as P(y) to refuse to serve the data by not replying to the query: a Denial of Service (DoS) attack.
A more interesting scenario is for a malicious P(y) node to answer a query with bogus data. If the querier is unable to detect the attack, the data integrity will be compromised leading to potentially serious problems. If the querier detects the attack, a DoS is likely to occur unless strong mechanisms are implemented to recover from such a situation. This scenario is called Invalid Data Attack in OverSim, where a malicious node would answer with random data which would not be adequate in a DNS-like DHT.
Because the attack scenarios implemented in OverSim are general and not specific to P2PSIP, we implemented our own attack scenario refining the Invalid Data Attack, we call it Resolve to Self Attack. In this new scenario, a malicious node M which happens to be responsible for storing y's information (i.e., M is also P(y)) will answer that y is located at M instead of answering random data.
Resource Exhaustion Attack. RELOAD (Jennings et al., 2014) , an RFC for P2PSIP with security considerations, mentions a type of resource exhaustion attack where a node is asked to store an abnormally large amount of data by malicious nodes. As a consequence, the attacked node might be unable to store legitimate data for which it should be responsible, leading to resilience problems.
DHT Poisoning Attack. In a P2PSIP application where the DHT acts as a naming service (mapping each SIP URI to a contact address), poisoning attacks become a real threat. In this attack, a malicious node inserts/overwrites data in the DHT instead of focusing on attacking the query mechanism. Hence, when Q queries the DHT, a legitimate P(y) will unknowingly serve wrong data after being poisoned by a malicious node. Unless strong security mechanisms are in place to validate updates to the DHT, poisoning attacks would be problematic as they are quite easy to perform (compared to query-based attacks).
Replay Attack. If the address of a peer changes over time, then a replay attack becomes possible: an attacker currently located at address A could reuse an old DHT entry saying SIP URI of node y is located at A (y was located at A in the past) to fool a querier into thinking y is still at A while a malicious node is there. Even tough not as powerful as a poisoning attack, a replay attack is difficult to counter.
Impersonation Attacks
Sybil Attack. The Sybil attack (Douceur, 2002) comes from the inherent openness of P2P systems and consists of one malicious peer being able to act as multiple different logical nodes in the system (i.e., controlling multiple IDs in the DHT). By itself, this kind of attack does not compromise the resilience nor the integrity of the network. However, the ability for a malicious entity to easily control a large number of nodes greatly enhances its ability to perform attacks. For instance, if an entity can setup several malicious nodes in a network, its chances of disrupting the network through a DoS attack are vastly superior than if it controls a single one.
Eclipse Attack. An extreme case of the Sybil attack is the Eclipse attack (Ismail et al., 2015) where a malicious entity controls all the nodes "surrounding" its target. Hence, every query from the target peer passes through a malicious node which can then manipulate the data as it sees fit since the target has a compromised view of the logical network.
SECURING DHT FOR P2PSIP
We propose a multilayer approach to securing a DHT. The proposed approach is centered around an offline public key infrastructure (PKI). We start by tackling the data integrity problem and then work toward increasing resilience.
Data Integrity
The main security objective is to prevent manipulation of the DHT; that is, for P2PSIP, malicious nodes (possibly colluding together) should not be able to convince node Q that user y is located at node R when this is not the case. When malicious nodes try fooling Q in such a way, Q should be able to detect the problem and abort the attempt to communicate with y. Q should be able to detect this before sending any meaningful data to R.
We identify two attack vectors for malicious nodes to try and fool Q:
• At query time. When Q queries the DHT, malicious nodes will attempt to redirect the query to a malicious node M (the goal is to let Q believe that the node responsible for handling its query is one of the malicious nodes). Then, M can answer the query from Q with false information. This is a combination of Routing-based and Query-based attacks mentioned in Section 4.3.2.
• At insertion time. Before Q even queries the DHT, a malicious node could insert a mapping in the DHT (possibly overwriting the previous legitimate entry) with bogus information. This is the DHT poisoning attack discussed in Section 4.3.2. This attack is particularly important whenever the DHT acts as a registrar (like it is the case of P2PSIP) as poisoning the DHT is much simpler and efficient then building attacks at query time.
End-User Validation
In our specific context (P2PSIP), where the DHT stores the mapping between a user ID and the node where that user is located, the easiest way to prevent impersonation is to allow the querier to validate the result of its DHT query by challenging the returned node to prove it is indeed occupied by the right user. So if Q wants to know where y is, it asks the DHT and gets a node R. Now Q will challenge R and ask Toward Testing Security Attacks and Defense Mechanisms for P2PSIP in MANETs with a Simulator 47 for a proof that user y is indeed at R. This can be done with an offline PKI in the following way.
Details
We use an offline CA to give, to each node, a root certificate (rootCert with public key only) and a user certificate (userCert with private key). userCert is issued for the SIP URI (user) associated to the node and is signed by rootCert. This is not a major overhead as each device will have to be prepared for missions beforehand anyway and we have a central authority owning the P2P network.
So now, a node R can prove its real identity by using the private key associated with its userCert to sign a challenge. The challenge protocol should be such that the answer will not be re-playable nor transferable.
Back to our above example, Q will issue a challenge to R asking to sign a random value with y's public key. The random value makes past answers non re-playable. So, only a node with access to y's private key can answer the challenge correctly. Once the answer from the challenge comes back to Q, Q can validate it using y's public key which should be sent in a certificate alongside the answer. Q will first validate the certificate (it should be for y and be properly signed by rootCert).
To avoid a malicious node M posing as y to simply transfer the challenge to the real node hosting y and forwarding y's answer back to Q, the response should be specific to y's location. For instance, Q will send a random number Rand as the challenge for y to node R. The answer should be < Rand, y, R > signed with y's private key.
If the node R successfully passes the challenge, Q can go along with the communication. If the node R is malicious, it can't answer the challenge. As a result, Q stops its communication attempts with y.
The PKI provides good security trough end-user validation. But, the network needs to be more resilient to DoS because it is currently easy for a malicious node to DoS the system (making sure a communication fails because of invalid challenge-response).
Resilience
The approach discussed above, end-user validation with a PKI, will solve the data integrity problem. However, the system will not be very resilient (DHT poisoning will easily lead to DoS). Resilience can be increased with a three-step approach. Note that 100% resilience is unattainable because if an attacker controls a "strategic" part of the P2P network (enough nodes or the right nodes), he can generate DoS below the DHT (e.g., at the network level).
Step 1 -Preventing DHT Poisoning
To prevent malicious nodes from inserting false entries in the DHT, nodes are required to sign their insertion requests, and nodes responsible for storing the information are required to validate signatures before storing the information. So, whenever node y wants to store/update its address A in the DHT, it will sign the new mapping with its private key. The node responsible for storing that information, P(y), will validate that any insertion for the SIP URI of y are properly signed by y's private key.
This signature validation upon storing in the DHT will prevent poisoning attacks. And since the enduser validation presented in Section 5.1.1 above turns retrieval attacks into DoS attacks, the attacker is left with less attack surface. However, a replay attack is still possible.
Step 2 -Limiting Replay Attacks
In a replay attack, a malicious node reuses an old DHT entry that should not be valid anymore to fool honest nodes. Assume user y was previously at address A and has stored this in the DHT at some point. Now, assume y is at another address and a malicious node M is able to obtain address A. M could now inject the old information saying that y is at A in the DHT. This will lead to a DoS (not a data integrity problem) since legitimate nodes will challenge y at A and M (located at A) will not be able to resolve the challenge. Still, this allows for easy DoS under the right conditions.
To limit replay attacks, information stored in the DHT should be timestamped. Then either those entries older than the most recent one or those expired (for some given threshold) are not valid. The problem with the first approach is the need of a relative point of view (the most recent one is needed to make sure all the old ones are considered invalid). The second approach on the other hand, requires some form of clock synchronization for various nodes. It also requires that legitimate nodes periodically update their info, even if it did not change, before it expires. Moreover, the second approach is not entirely local: one entry that is not expired might still be invalid if a newer entry exists. Nevertheless, the second approach is kept as it is more flexible.
At insertion time, P(y) will reject insertion requests that are older than the currently stored entry, to prevent replay-based DHT poisoning. Replay attacks are hard to completely circumvent, especially in a decentralized context. But, since the end-user validation will prevent replay attacks from compromising data integrity and instead turn them into resilience problems (DoS), limiting those attacks to corner cases will make them highly unattractive.
Step 3 -Adding Redundancy
Now that DHT entries are timestamped to limit replay attacks, it is possible to further limit the opportunities of replay attacks by adding redundancy in the storage-retrieval procedure. Indeed, the more nodes are responsible for y's entry in the DHT, the harder it becomes for a malicious node to reuse an old entry. To do so, a malicious node has to prevent all the legitimate nodes responsible for y from answering the initial query. Just one legitimate answer is enough to prevent a replay attack, indeed, if the querier receives multiple answers, only the most recent one will be considered valid.
To illustrate the effectiveness of redundancy, let's consider an extreme case where the information is stored everywhere and retrieved locally. In this context, an attack is successful if the malicious node is able to push an old entry into the DHT (which every node stores locally) and prevent any newer entry from reaching the targeted node (the eventual "querier" Q). However, to prevent the new entry from reaching Q, the attacker must eclipse Q from y (y is assumed to broadcast his entry info). To achieve this, the attacker must control every path from y to Q. The gain for the attack is only a denial of service because the attacker will fail end-user validation anyway. Figure 1 illustrates such a possible scenario. However, it is possible for the malicious node (M) to achieve the same DoS without manipulating the DHT entries because it controls the traffic flow between Q and y.
EXPERIMENTS
We describe our experiments in 6.1, show the results obtained from these experiments in Section 6.2 and discuss them in Section 6.3.
Methodology
As previously mentioned, we implemented simulations in OMNeT++ using the OverSim framework. The simulated network has 25 nodes placed in such a way that, if they are all honest and cooperate, any node can reach any other node. Nodes are static and form a Chord DHT (Stoica et al., 2001 ) over an OLSR network (Clausen and Jacquet, 2003) .
Upon joining the DHT, nodes try registering their AOR in the DHT with the P2PSIP service and keep trying until they succeed. After 100 seconds of simulation time, nodes that have successfully registered start issuing random resolve requests for SIP URIs that have also been successfully registered. They do so periodically, every 30 seconds.
The defense mechanism against attacks on data integrity described in Section 5.1 has been implemented with a simulated PKI. The Resolve to Self Attack, described in Section 4.3.2, has also been implemented in order to test the effectiveness of the PKI.
We simulated 600 seconds per simulation and each scenario was run 20 times in order to account for randomness and get representative results.
Results
This section shows the results of our simulations evaluating the effect of different attacks on the ability of nodes to join the DHT and, most importantly, the success rate of resolve calls. They all show these statistics for different proportions of malicious nodes, ranging from none to half of the nodes, as indicated on the horizontal axis. The margin of error displayed on all graphs is for 95% confidence intervals.
Graphs for the resolve call statistics show four relevant statistics. A solid green line indicates the percentage of resolve requests that were successful with the defense mechanism in place, meaning that a response was received, it was determined with the cryptographic challenge that it was valid and communication could be established with the correct node. An orange line shows the percentage of resolve calls that yielded a valid response in the sense that it was in the correct format (i.e. an IP address), but the cryptographic challenge determined that the response had been tampered with and the correct node could not be reached at the received address. A dashed green line (sometimes over the solid green line), combine both of these last statistics to show the percentage of requests that would have been considered successful had there not been a defense mechanism in place, including connections established with malicious nodes. Finally, the red line indicates the percentage of requests that failed to yield a valid response, because of a network error or wrongly formatted data (i.e. not an IP address) for example.
Section 6.2.1 shows results for attacks that are included in OverSim, and for which the simulated PKI that we have implemented is not expected to make a difference -because they are DoS attacks 4 or are detectable without the PKI 5 . Section 6.2.2 shows results for the attack scenario that we have implemented, the Resolve to Self Attack, as well as a combination of this one with the Is Sibling Attack, which is expected to be more powerful. These last two scenarios are expected to demonstrate the effectiveness of the PKI.
Attacks in OverSim
These attacks are part of the OverSim framework and reside at the overlay layer, meaning they do not have knowledge nor account for the P2PSIP context. They are thus either DoS attacks or data integrity attacks that are easily detectable by the P2PSIP application, effectively turning them into DoS attacks. The defense mechanism that we have implemented for data integrity is not expected to show any improvement in results in this context. Drop Find Node Attack. Figures 2 and 3 show the effect of the Drop Find Node Attack on the ability of peers to join the DHT and on the success rate of resolve calls, respectively. We notice that the number of nodes able to join the DHT and the resolve success rate both drop as the number of malicious nodes increase, because more nodes drop messages intended to locate nodes. Our defense mechanism does not have any impact as this is a DoS attack.
Invalid Data Attack. This attack does not affect nodes joining the DHT, but it does, of course, affect resolve calls. The success rate drops as the number of malicious nodes increases, as shown in Figure 4 , as more resolves result in invalid data being received. Cryptographic challenges are not needed because having data in the wrong format is enough to detect attacks. This shows that generic attack scenarios are not always sufficient.
Invalid Nodes Attack. This attack affects both nodes trying to join the DHT and resolve attempts, as shown in Figures 5 and 6 . Nodes have more trouble joining the DHT in the presence of more malicious nodes and the success rate of resolve calls drop in the same cirumstances as a result of malicious nodes sending queriers on false trails. This is a DoS attack, so cryptographic challenges are of no help.
Is Sibling Attack. Resolve success rate drops in the presence of an attacker performing an Is Sibling Attack, as shown in Figure 7 . This is because, in this scenario, resolve calls are ultimately replied to by the first malicious node reached when trying to find the node responsible for the desired AOR, whether it is 
Attacks Demonstrating the Effectiveness of the PKI
The following attacks target data integrity, with knowledge of the P2PSIP application, thus making them effective and impossible to detect without some security mechanism in place. The cryptographic challenge mechanism that we have implemented is expected to prove useful in this context.
Resolve to Self Attack. This attack does not affect nodes joining the DHT, but it does affect resolve calls, as they are the target of the attack. It is also undetectable without a security mechanism in place, as shown in Figure 8 , because responses are valid IP address of a (malicious) node in the network.
Resolve to Self and Is Sibling Attacks Combined. This attack has the same kind of impact as the Resolve to Self Attack alone, only the Is Sibling Attack worsens the situation. When trying to find the node responsible for the queried AOR, the first malicious node reached will resolve the call to itself. This is shown in Figure 9 .
Discussion
As expected, the simulation of attacks presented in Section 6.2.1 had the effect of denying service to honest nodes. The Drop Find Node Attack and Invalid Nodes Attack both prevented some peers from joining the DHT by preventing them from locating peers that had already joined. All of these attacks made the success rate of resolve requests drop as the number of malicious nodes increased. This is either because they prevented the requests from reaching the node responsible for the queried data (Drop Find Node Attack, Invalid Nodes Attack and Is Sibling Attack) or because malicious nodes did tamper with the data they were responsible for (Invalid Data Attack), but in a way that is easily detected by the P2PSIP applicationi.e. by replying to requests with data that is not a contact address.
Results for the attack scenario that we have implemented ourselves, the Resolve to Self Attack, are also as we expected them to be. With any node in the network having probability Pr of being malicious and performing this attack, any resolve request should succeed with a little more than probability Pr (accounting for the case where a malicious node is responsible for its own AOR and replies with the correct address when resolving it). Figure 8 shows that our results generally follow that rule. This figure also shows the effectiveness and usefulness of the defense mechanism presented in Section 5.1 to protect data integrity. All the failed challenges shown would have been considered successful resolves without this mechanism, meaning the node performing the request would have initiated communication with the malicious node that responded. Instead, these failed challenge only mean that the SIP URI could not be resolved, effectively turning the attack into a DoS.
Also expected was the fact that combining the Is Sibling Attack with the Resolve to Self Attack would amplify the negative effect on resolve success rate. By comparing orange lines in Figures 8 and 9 , we can see that with our simulation parameters (i.e. 25 nodes with probability of being malicious from 0.1 to 0.5), the addition of the Is Sibling Attack roughly doubled the attack rate. This is explained by the fact that, in this scenario, all resolve requests going through a malicious node, while trying to find a path to the node responsible for the queried AOR, will be replied to by this node with its own address, rather than just the requests it is actually responsible for. Again, the cryptographic challenge mechanism proved useful by turning these data integrity attacks into DoS attacks.
CONCLUSION
Security in P2P networks has already been studied. However, proposed solutions are usually very generic and do not address challenges specific to a given context and application. By focusing on the threat model for VoIP applications (through SIP) in military MANETs, we were able to identify threats that are not usually part of the P2P security literature such as DHT poisoning and replay attacks. When experimenting in the OverSim P2P simulator, we quickly found that existing attack scenarios are too generic to be applicable in a specific context. Hence, we conclude that efforts regarding the security of specific P2P systems is important and should be further explored.
In this paper, we detailed the threat model affecting our military MANET used for P2PSIP. We then presented a security solution both to protect data integrity and make the network more resilient to DoS attacks. We simulated the data integrity protection mechanism, based on a cryptographic challenge, in OverSim and showed its effectiveness and importance through experimentation.
As future work, we plan to implement the resilience part of our security solution. For instance, we will work on having signed and timestamped insertion requests and using storage redundancy. We will also integrate other meaningful attack scenarios (e.g., DHT poisoning and replay attacks). Furthermore, we will include node mobility in the experiment to provide a simulation more representative of the actual context. Finally, performing experimental comparison between our solution and existing ones would provide a clearer picture regarding the differences and their impacts.
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