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1
1 Einleitung
In der Arbeit On representations of partial *-algebras based on B-Weights von
K.-D. K

ursten und E. Wagner wird in Proposition 3.3 eine verallgemeinerte GNS-
Darstellung eingef

uhrt. Die gleiche Aussage wird in Proposition 3.4 getroen,
allerdings sind die Voraussetzungen leicht abge

andert. Ziel dieser Arbeit ist es,
ein Beispiel zu nden, das die zweite Variante der Voraussetzungen erf

ullt.
In den ersten Kapiteln werden dazu die Begrie der Kompatibilit

at und der
vollst

andigen

Uberdeckung aufbereitet, wie sie von Antoine eingef

uhrt wurden.
Anschlieend werden diese Erkenntnisse auf die `
p
-R

aume, ihre Schnitte `
p+
und
ihre Vereinigungen `
p 
angewandt. Dabei zeigt sich, da man auf dem Raum
`
1 
folgende drei Kompatibilit

aten einf

uhren kann. Kompatibel bez

uglich #
0
werden zwei Vektoren x und y genau dann genannt, wenn die Reihe
P
jx
j
y
j
j
konvergiert. Dies ist auch die Kompatibilit

at, die K

othe in seinem Kapitel

uber
vollkommene R

aume untersucht. Die beiden anderen Kompatibilit

aten werden
mit Hilfe vollst

andiger

Uberdeckungen deniert. So sollen die Prober

aume der
Kompatibilit

at #
1
genau die Mengen `
p
, `
p+
und `
p 
sein. F

ur #
2
bilden breits
`
p+
und `
p 
die zugeh

orige

Uberdeckung.
Auch die Topologien von `
p+
und `
p 
werden genauer untersucht. Der Raum
`
r+
wird dazu als projektiver Limes aller `
p
mit p > r aufgefat. Es wird gezeigt,
da dies ein Frechetraum ist. Analog ist `
s 
der induktive Limes aller `
p
mit
p < s. F

ur diesen gilt, da er ein tonnelierter (DF)-Raum ist. Sowohl `
r+
als auch
`
s 
sind reexiv, und der eine ist der Dualraum des anderen, falls gilt
1
r
+
1
s
= 1.
Als letzter vorbereitender Schritt ist noch zu kl

aren, wie die Kompatibilit

at
#
2
mit R

aumen der Gestalt x`
p
interagiert. Dabei stellt sich heraus, da f

ur jedes
p genau ein p
0
gefunden werden kann, so da gilt (x`
p+
)
#
2
#
2
= (x`
p
)
#
2
#
2
= `
p
0
+
.
Mit diesem Wissen kann nun ein Beispiel f

ur Proposition 3.4 konstruiert wer-
den. Als *-Algebra dient `
1 
, auf der die Kompatibilit

at ] = #
2
deniert wird.
Der Teilraum B wird als `
3
2
gew

ahlt und die B-Wichte ist 
 : (x; y) 7!
P
x
j
y
j
.
Durch diese Wahl wird die entscheidende Voraussetzung des Satzes, n

amlich da

c
xB

]
tonneliert ist, erf

ullt. Mit geeignetem q
0
gilt

x`
3
2

#
2
= `
q
0
 
, welches im
allgemeinen tonneliert ist.
2 Partielle innere Produktr

aume
2.1 Kompatibilit

at
Als erstes werden einige allgemeine

Uberlegungen zu Kompatibilit

aten angestellt.
Die Gedanken hierzu stammen im wesentlichen aus [Antoine I].
2.1.1. Denition. Eine Kompatiblit

at ist eine symmetrische bin

are Relation #
auf einer Menge S. Zwei Elemente x und y der Menge S heien kompatibel, wenn
2
gilt x#y. F

ur eine Menge A  S ist die dazu kompatible Menge
A
#
= fy j 8x (x 2 A  ! x#y)g
A heit Probemenge, wenn A
##
= A. Diese Probemenge wird in der englischen
Fachliteratur als assaying subset bezeichnet.
2.1.2. Lemma. F

ur Vereinigungen und Durchschnitte von Familien von Mengen
(A
|
)
|2J

uber beliebige Indexmengen J gilt

[
A
|

#
=
\
A
|
#
(2.1.1)

\
A
|

#

[
A
|
#
(2.1.2)
Beweis. (2.1.1)

[
A
|

#
=
n
y j 8x

x 2
[
A
|
 ! x#y
o
= fy j 8x ((9| (x 2 A
|
))  ! x#y)g
= fy j 8x ((8|: (x 2 A
|
)) _ x#y)g
= fy j 8x8| (x 2 A
|
 ! x#y)g
= fy j 8|8x (x 2 A
|
 ! x#y)g
=

y j 8|
 
y 2 A
|
#
	
=
\
A
|
#
(2.1.2)

\
A
|

#
=
n
y j 8x

x 2
\
A
|
 ! x#y
o
= fy j 8x ((8| (x 2 A
|
))  ! x#y)g
= fy j 8x ((9|: (x 2 A
|
)) _ x#y)g
= fy j 8x9| (x 2 A
|
 ! x#y)g
 fy j 9|8x (x 2 A
|
 ! x#y)g
=

y j 9|
 
y 2 A
|
#
	
=
[
A
|
#
3
2.1.3. Lemma. Die Kompatibilit

at # hat folgende Eigenschaften
A
#
=
\
x2A
fxg
#
(2.1.3)
A  B =) A
#
 B
#
(2.1.4)
A  B =) A
##
 B
##
(2.1.5)
A
##
 A (2.1.6)
A
###
= A
#
(2.1.7)
A
##
= A() 9B
 
A = B
#

(2.1.8)
Beweis. Da A =
S
x2A
fxg, folgt (2.1.3) sofort aus (2.1.1). Gleichung (2.1.4) gilt
wegen (2.1.3) und
A
#
=
\
x2A
fxg
#

\
x2B
fxg
#
= B
#
(2.1.5) ergibt sich durch zweimaliges Anwenden von (2.1.4). F

ur einelementige
Mengen gilt
fxg
##
= fy j x#yg
#
= fz j 8y (x#y  ! y#z)g  fxg
Daraus, aus (2.1.3) und aus (2.1.2) folgt (2.1.6)
A
##
=
 
\
x2A
fxg
#
!
#

[
x2A
fxg
##

[
x2A
fxg = A
(2.1.7) erh

alt man aus (2.1.6) und (2.1.4)
A
###
=
 
A
#

##
 A
#

 
A
##

#
= A
###
Die Implikation von links nach rechts der Gleichung (2.1.8) ergibt sich mit B =
A
#
, die R

uckrichtung folgt aus (2.1.7) angewendet auf B.
2.1.4. Lemma. Es gilt
A
##
=
\

B j B = B
##
; A  B
	
(2.1.9)
A
##
ist die kleinste Probemenge, die A enth

alt.
Beweis. Die Inklusion  gilt, da A
##
nach (2.1.7) und (2.1.6) selbst ein solches
B ist. Andererseits gilt f

ur jedes B wegen (2.1.5) A
##
 B
##
= B, was nat

urlich
auch auf den Durchschnitt zutrit.
Der Durchschitt von Probemengen ist selbst eine Probemenge.
2.1.5. Denition. Eine Kompatibilit

at # auf einem Vektorraum V heit linear,
wenn alle Probemengen Untervektorr

aume von V sind.
2.1.6. Bemerkung. Im weiteren werden nur noch lineare Kompatibilit

aten auf
Vektorr

aumen betrachtet. Die Probemengen werden als Prober

aume bezeichnet.
Insbesondere sind alle Mengen der Form A
#
nach (2.1.8) Untervektorr

aume von
V .
4
2.2 Involutive

Uberdeckungen
Wie in [Antoine III] ausgef

uhrt, gibt es einen weiteren Zugang zu den Kompati-
bilit

aten. Man betrachtet dazu eine involutive

Uberdeckung des Raumes, durch
die eine Kompatibilit

at eindeutig deniert wird.
2.2.1. Denition. Sei A eine partiell geordnete Menge mit der Ordnung . Eine
Involution auf A ist eine Bijektion r ! r von A auf sich selbst, so da f

ur alle
r; p; q 2 A gilt
r = r (2.2.1)
p  q =) p  q (2.2.2)
2.2.2. Denition. Sei F ein Verband mit den Operationen ^ und _. Auerdem
habe F die Involution r $ r und es gelte f

ur alle p; q 2 F
p _ q = p ^ q (2.2.3)
Dann heit F ein involutiver Verband.
Gilt dar

uber hinaus f

ur beliebige Teilmengen J  F
 
_
r2J
r
!
=
^
r2J
r (2.2.4)
heit F vollst

andiger involutiver Verband.
2.2.3. Denition. Eine Familie F = fV
r
g
r2J
von Teilr

aumen des Vektorraums
V heit involutive

Uberdeckung von V , falls
1. F ist eine

Uberdeckung von V , d.h.
S
r2J
V
r
= V
2. F ist stabil unter endlicher Durchschnittsbildung, d.h. V
p
\ V
q
2 F
3. F tr

agt eine Involution V
r
$ V
r
, welche die Teilmengenordnung umkehrt,
d.h. V
p
 V
q
=) V
p
 V
q
,
2.2.4. Satz. Sei V ein Vektorraum und # eine lineare Kompatibilit

at. Dann ist
die Familie aller Prober

aume F (V;#) eine involutive

Uberdeckung von V mit
der Involution V
r
$ V
r
= V
r
#
. Dar

uber hinaus ist F (V;#) ein vollst

andiger
involutiver Verband mit den Operationen
^
r2J
V
r
=
\
r2J
V
r
_
r2J
V
r
=
 
X
r2J
V
r
!
##
(2.2.5)
Beweis. [Antoine III, 3.1. Theorem]
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2.2.5. Satz. Sei V ein Vektorraum mit einer involutiven

Uberdeckung F . Be-
trachte im karthesischen Produkt V  V die Teilmenge  =
S
V
r
2F
V
r
 V
r
. De-
niere f#g durch ff; gg 2 . Dann ist # eine lineare Kompatibilit

at, F ein invo-
lutiver Unterverband von F (V;#) und F (V;#) der durch F erzeugte vollst

andige
involutive Verband.
Beweis. [Antoine III, 3.2. Theorem]
2.2.6. Bemerkung. Diese beiden S

atze besagen, da die Deniton einer Kom-
patibilit

at entweder elementar oder durch die Angabe einer involutiven

Uber-
deckung erfolgen kann. Die beiden Begrie sind

aquivalent, da man nach 2.2.4 von
einer Kompatibilitat #
0
zu einem vollst

andigen involutiven Verband F (V;#
0
)
gelangt. Aus diesem kann man mittels 2.2.5 wieder eine Kompatibilit

at #
1
kon-
struieren, deren Verband der Probemengen F (V;#
1
) die Vervollst

andigung von
F (V;#
0
) ist. Da F (V;#
0
) bereits vollst

andig war, ist F (V;#
1
) = F (V;#
0
).
Es gilt f

ur die kompatible einer einelementigen Menge fxg
#
1
= fxg
#
1
#
1
#
1
=
fxg
#
0
#
0
#
1
= fxg
#
0
#
0
#
0
= fxg
#
0
und daher #
1
= #
0
.
2.3 Vergleich verschiedener Kompatibilit

aten
Man kann auf einem Raum V nat

urlich auch mehrere verschiedene Kompatibi-
lit

aten einf

uhren. Auf diesen l

at sich folgende Ordnung denieren.
2.3.1. Denition. Eine Kompatibili

at #
1
heit (echt) gr

ober als #
0
bez

uglich
des Gesamtraumes V , wenn der involutive Verband der Prober

aume F (V;#
1
) ein
(echter) involutiver Unterverband von F (V;#
0
) ist. Man schreibt daf

ur #
1
 #
0
(#
1
< #
0
).
Involutiver Unterverband bedeutet dabei sowohl, da F (V;#
1
) Teilmenge von
F (V;#
0
) ist, als auch da die Involution und die Verbandoperationen die gleichen
sind.
2.3.2. Lemma. #
1
ist genau dann gr

ober als #
0
, wenn
S
#
1
#
1
= S
#
1
#
0
(2.3.1)
f

ur jede Teilmenge S 2 V .
Beweis. Der folgende Beweis stammt aus [Antoine III, 5.3. Proposition]. Eine
Menge A  V ist genau dann eine Probemenge, wenn es ein B gibt mit B
##
= A
oder

aquivalent dazu, wenn es ein C gibt mit C
#
= A. Aus S
#
1
#
1
= S
#
1
#
0
folgt
also, da jede Probemenge bez

uglich #
1
als
 
S
#
1

#
0
geschrieben werden kann
und somit Probemenge bez

uglich #
0
ist. Folglich ist F (V;#
1
) Teilmenge von
F (V;#
0
). F

ur Mengen aus F (V;#
1
), welche sich alle als S
#
1
schreiben lassen,
gilt, da die Involution #
1
die gleiche ist wie #
0
, somit ist F (V;#
1
) ein involutiver
Unterverband von F (V;#
0
).
6
Ist hingegen #
1
gr

ober als #
0
, so gilt f

ur die Mengen aus F (V;#
1
), welche
sich alle als S
#
1
schreiben lassen, da die Involutionen #
1
und #
0
die gleichen
sind, somit S
#
1
#
1
= S
#
1
#
0
.
2.3.3. Lemma. Falls #
1
 #
0
, gilt f

ur alle Mengen S  V
S
#
1
#
1
 S
#
0
#
0
(2.3.2)
S
#
1
 S
#
0
(2.3.3)
x#
1
y =) x#
0
y (2.3.4)
Beweis. Dies ist die Folgerung [Antoine III, 5.4. Corollary]. Die Menge A
##
ist
die kleinste Probemenge die A enth

alt. Da die Probemengen bez

uglich #
1
ein
involutiver Unterverband der Probemengen bez

uglich #
0
sind, ist S
#
0
#
0
eine
Teilmenge von S
#
1
#
1
. Da S  S
#
1
#
1
ist, folgt mittels 2.3.2 S
#
1
= S
#
1
#
1
#
1
=
S
#
1
#
1
#
0
 S
#
0
. Schlielich gilt y 2 fxg
#
1
 fxg
#
0
.
3 Folgenr

aume
3.1 Vektorraumstruktur
Anschlieend werden Aussagen

uber R

aume von Zahlenfolgen gemacht. Dabei
bedeutet das Zeichen 
"
echte Teilmenge von\, w

ahrend  auch die Gleichheit
zul

at.
Betrachtet wird der Vektorraum ! der komplexen Zahlenfolgen. Die Addition
und skalare Multiplikation werden komponentenweise deniert.
3.1.1. Denition. F

ur zwei komplexe Zahlenfolgen x = (x
j
)
j2N
und y = (y
j
)
j2N
aus ! ist x + y = (x
j
+ y
j
)
j2N
die punktweise Summe und xy = (x
j
y
j
)
j2N
das
punktweise Produkt der Folgen. Ist A eine Menge aus ! dann ist x + A =
fx+ y j y 2 Ag und xA = fxy j y 2 Ag.
3.1.2. Bemerkung. Im folgenden werden die R

aume `
p
untersucht. Dazu sei
p 2 [1;1]. F

ur q gelte dann stets q 2 [1;1] und
q =
8
>
<
>
:
1 falls p = 1
1 +
1
p 1
falls p 2 (1;1)
1 falls p =1
Die Variablen r und s werden analog benutzt.
3.1.3. Lemma. Sei 1  r < p  1. Dann ist `
r
 `
p
und k:k
r
 k:k
p
. Die
Normtopologie von `
r
ist st

arker als die durch `
p
auf `
r
induzierte Topologie.
7
Beweis. Der folgende Beweis stammt aus [K

othe I, x14 8.(9)]. Sei x ein Element
der Einheitssph

are von `
r
. Dann ist
P
1
j=1
jx
j
j
r
= 1 und somit
P
1
j=1
jx
j
j
p
 1 f

ur
r < p <1 und sup
1j<1
jx
j
j  1 f

ur p =1. F

ur diese x gilt also kxk
r
 kxk
p
.
Da nicht negative Vielfache von x die Ungleichung auch erf

ullen, gilt sie f

ur alle
x 2 `
r
.
Aus der Normabsch

atzung folgt `
r
 `
p
. Die beiden R

aume sind aber nicht
gleich, was z.B. das Element y =


1
j

1
r

j2N
zeigt, denn y 62 `
r
aber y 2 `
p
.
Die beiden genannten Topologien sind ebenfalls nicht gleich. Betrachte dazu
die Folge der z
n
= (z
n;j
)
j2N
mit z
n;j
=
(
y
j
falls j  n
0 sonst
. Alle z
n
liegen in `
r
und
mit der Normtopologie k:k
r
divergiert die Folge. Da `
r
ein Banachraum ist, ist z
n
keine Cauchyfolge. Unter der durch k:k
p
induzierten Metrik hingegen ist z
n
eine
Cauchyfolge, woraus folgt, da die Topologien unterschiedlich sind. Also ergibt
sich zusammen mit der Normabsch

atzung, da die Normtopologie von `
r
echt
st

arker ist als die Topologie, welche durch `
p
auf `
r
induziert wird.
3.1.4. Denition. F

ur r 2 [1;1) und s 2 (1;1] sind
`
r+
=
\
r<p<1
`
p
`
s 
=
[
1<q<s
`
q
(3.1.1)
3.1.5. Satz. Ist 1  r < p  1, so gelten folgende Inklusionen
    `
r
 `
r+
 `
p 
 `
p
    (3.1.2)
Beweis. Sei x 2 `
r
. F

ur alle a > r gilt x 2 `
a
und somit x 2 `
r+
. Sei r < b < c < p
und x 2 `
r+
. Dann ist x 2 `
b
 `
c
 `
p 
. Sei x 2 `
p 
. Dann gibt es ein d < p mit
x 2 `
d
 `
p
.
Zu zeigen ist noch, da es sich immer um echte Inklusionen handelt. Die Folge

1
j

1
r
liegt nicht in `
r
aber in `
r+
, da die Reihe
P
n1
 
1
n


genau dann konvergiert,
wenn  > 1.
Im Fall p =1 ist `
p 
6= `
p
oensichtlich durch die konstante Folge bewiesen,
sonst wird

1
(j+1)(ln(j+1))
2

1
p
betrachtet. Nach dem Cauchyschen Verdichtungssatz
hat die Reihe
P
n2

1
n(lnn)
2


das gleiche Konvergenzverhalten wie
X
2
n

1
2
n
(ln 2
n
)
2


=
X
2
n(1 )

1
(ln 2
n
)
2


=
X
2
n(1 )
1
n
2
(ln 2)
 2
F

ur  = 1 konvergiert diese Reihe. Wenn man den Grenzwert des Quotienten
zweier aufeinanderfolgender Folgenglieder f

ur n!1 betrachtet, bekommt man
lim
n!1
a
n+1
a
n
= lim
n!1
2
(n+1)(1 )
n
2
2
n(1 )
(n+ 1)
2
= lim
n!1
2
1 

n
n+ 1

2
= 2
1 
8
Im Fall  > 1 ist der Grenzwert kleiner 1, die Reihe konvergiert daher, bei  < 1
hingegen divergiert sie.
3.1.6. Lemma. Mit p 2 [1;1], r 2 [1;1) und s 2 (1;1] sind die Mengen `
p
,
`
r+
und `
s 
Untervektorr

aume von !. Dies gilt auch f

ur beliebige Vereinigungen
und Durchschnitte dieser Mengen.
Beweis. Die `
p
sind Vektorr

aume bez

uglich komponentenweiser Addition und ska-
larer Multiplikation von Zahlenfolgen. F

ur `
r+
gilt die Behauptung, weil Durch-
schnitte von Untervektorr

aumen wieder Untervektorr

aume sind. Da f

ur aufstei-
gende q die `
q
ineinander enthalten sind, sind auch die `
s 
Vektorr

aume. Belie-
bige Vereinigungen sind auch Vektorr

aume, da man immer eine Inklusion nden
kann.
3.1.7. Lemma. Sei A eine beliebige nicht leere Teilmenge von (1;1) und a =
inf A und b = supA. F

ur Schnitte und Vereinigungen der `
p 
, `
p
, `
p+
-R

aume gilt,
1. falls das Minimum von A existiert,
\
p2A
`
p 
= `
a 
\
p2A
`
p
= `
a
\
p2A
`
p+
= `
a+
(3.1.3)
2. falls das Maximum von A existiert,
[
p2A
`
p 
= `
b 
[
p2A
`
p
= `
b
[
p2A
`
p+
= `
b+
(3.1.4)
3. falls A kein Minimum hat,
\
p2A
`
p 
=
\
p2A
`
p
=
\
p2A
`
p+
= `
a+
(3.1.5)
4. falls A kein Maximum hat,
[
p2A
`
p 
=
[
p2A
`
p
=
[
p2A
`
p+
= `
b 
(3.1.6)
Beweis. Die Gleichungen (3.1.3) und (3.1.4) sind aufgrund der Enthaltenseinsre-
lationen 3.1.5 oensichtlich.
Aus
`
a+
=
\
p>a
`
p
=
\
p>a
\
r>p
`
r
=
\
p>a
`
p+

\
p>a
`
p

\
p>a
`
p 
=
\
p>a
[
r<p
`
r
=
\
p>a
[
a<r<p
`
r

\
p>a
`
a+
= `
a+
9
folgt (3.1.5), w

ahrend
`
b 
=
[
p<b
`
p
=
[
p<b
[
r<p
`
r
=
[
p<b
`
p 

[
p<b
`
p

[
p<b
`
p+
=
[
p<b
\
r>p
`
r
=
[
p<b
\
b>r>p
`
r

[
p<b
`
b 
= `
b 
(3.1.6) ergibt.
3.1.8. Bemerkung. F

ur r 2 [1;1) und s 2 (1;1] k

onnen die R

aume `
r+
und
`
s 
als Durchschnitt bzw. Vereinigung beliebiger R

aume `
p
, `
p+
und `
p 
mit p > r
bzw. p < s gebildet werden. Sie m

ussen lediglich konnal in der Folge der `
p
mit
p = r+
1
n
bzw. p = s 
1
n
und n 2 N liegen. Im Fall s =1 mu man stattdessen
Konnalit

at mit p = n fordern. Insbesondere sind Durchschnitt und Vereinigung
abz

ahlbar.
3.1.9. Lemma. Sei x 2 !, J eine beliebige Indexmenge und (A
|
)
|2J
eine Familie
von Mengen aus !, dann gilt f

ur Vereinigungen und Durchschnitte
x
[
A
|
=
[
xA
|
(3.1.7)
x
\
A
|

\
xA
|
(3.1.8)
Beweis. (3.1.7)
x
[
A
|
=
n
y j 9z

z 2
[
A
|
^ y = xz
o
= fy j 9z9| (z 2 A
|
^ y = xz)g
= fy j 9|9z (z 2 A
|
^ y = xz)g
= fy j 9| (y 2 xA
|
)g
=
[
xA
|
(3.1.8)
x
\
A
|
=
n
y j 9z

z 2
\
A
|
^ y = xz
o
= fy j 9z8| (z 2 A
|
^ y = xz)g
 fy j 8|9z (z 2 A
|
^ y = xz)g
= fy j 8| (y 2 xA
|
)g
=
\
xA
|
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3.2 Kompatibilit

at bez

uglich der absoluten Konvergenz
Auf dem Raum der Zahlenfolgen wird nun eine Kompatibilit

at eingef

uhrt. Mit
dieser besch

aftigt sich auch [K

othe I, x30 Vollst

andige R

aume].
3.2.1. Denition. Zwei Vektoren x; y 2 ! heien kompatibel bez

uglich der ab-
soluten Konvergenz der Summe

uber die Koordinaten des Produkts, falls
1
X
j=1
jx
j
y
j
j <1
Man schreibt daf

ur x#
0
y.
3.2.2. Satz. Es gilt f

ur p 2 [1;1]
`
p
#
0
= `
q
(3.2.1)
Insbesondere ist `
p
ein Proberaum.
Beweis. Der Beweis f

ur die Spezialf

alle p = 1 und p = 1 stammt aus [K

othe I,
x30 1.(4)] f

ur die anderen F

alle aus [K

othe I, x30 1.(6)].
Sei x 2 `
1
#
0
. Wegen (1; 1; 1; : : : ) 2 `
1
ist
P
1
j=1
jx
j
j =
P
1
j=1
jx
j
 1j < 1
und somit x 2 `
1
. Ist andererseits x 2 `
1
und y 2 `
1
so gilt
P
1
j=1
jx
j
y
j
j 
kxk
1
kyk
1
<1, also x 2 `
1
#
0
.
Aus y 2 `
1
und x 2 `
1
folgt aus dem gleichen Grund y 2 `
1
#
0
. Ist hingegen
y unbeschr

ankt, l

at sich immer ein x 2 `
1
nden, so da
P
1
j=1
jx
j
y
j
j divergiert.
Denn es gibt eine Teilfolge von y mit jy
j
n
j  n, zu der ein x mit x
j
n
=
1
n
2
und
sonst x
j
= 0 gew

ahlt werden kann. Dann ist x 2 `
1
und die Summe der jx
j
y
j
j
divergiert wie die Reihe
P
1
n=1
1
n
. Somit ist y 62 `
1
#
0
.
Sei nun p 2 (1;1). F

ur alle x 2 `
p
und y 2 `
q
konvergiert die Summe auf
Grund der H

olderschen Ungleichung kxyk
1
 kxk
p
kyk
q
, woraus folgt `
q
 `
p
#
0
.
Angenommen es g

abe ein y 2 `
p
#
0
, das nicht in `
q
liegt. Da
P
1
j=1
jy
j
j
q
= 1 ist,
lassen sich 0 = n
1
< n
2
<    und M
i
 1 so bestimmen, da


y
(n
i
)+1


q
+    +



y
n
(i+1)



q
= M
q
i
 1 ist. F

ur n
i
+ 1  j  n
i+1
wird x
j
=
1
i
jy
j
j
q 1
M
q 1
i
gesetzt. Unter
Verwendung von (q   1) p = q erh

alt man
1
X
j=1
jx
j
j
p
=
1
X
j=1





1
i
jy
j
j
q 1
M
q 1
i





p
=
1
X
j=1
1
i
p
jy
j
j
q
M
q
i
=
1
X
i=1
1
i
p


y
(n
i
)+1


q
+   +



y
n
(i+1)



q
M
q
i
=
1
X
i=1
1
i
p
<1
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und somit x 2 `
p
. Allerdings ist
1
X
j=1
jx
j
y
j
j =
1
X
j=1
1
i
jy
j
j
q
M
q 1
i
=
1
X
i=1
1
i


y
(n
i
)+1


q
+   +



y
n
(i+1)



q
M
q 1
i
=
1
X
i=1
1
i
M
i

1
X
i=1
1
i
=1
was bedeutet y 62 `
p
#
0
. Dies ist ein Widerspruch zur Annahme.
3.2.3. Satz. Es gilt f

ur r 2 [1;1) und s 2 (1;1]
`
r+
#
0
= `
s 
`
s 
#
0
= `
r+
(3.2.2)
Insbesondere sind `
r+
und `
s 
Prober

aume.
Beweis. Aus den Aussagen

uber Vereinigung und Durchschnitt kompatibler Men-
gen 2.1.2 folgt
`
r+
#
0
=
 
\
r<p<1
`
p
!
#
0

[
r<p<1
`
p
#
0
=
[
1<q<s
`
q
= `
s 
`
s 
#
0
=
 
[
1<q<s
`
q
!
#
0
=
\
1<q<s
`
q
#
0
=
\
r<p<1
`
p
= `
r+
Noch zu zeigen ist `
r+
#
0
 `
s 
. Sei x 62 `
s 
. Dann ist wegen 3.1.5 f

ur alle
q 2 (1; s) auch x 62 `
q
. Sei (q
n
)
n2N
eine streng monoton wachsende Folge in (1; s),
wobei q
n
% s konvergiert, und sei (p
n
)
n2N
die dazugeh

orige streng monoton
fallende Folge in (r;1) mit p
n
& r. Die Reihen
P
j2N
jx
j
j
q
n
sind f

ur jedes n 2 N
divergent. Es l

at sich also in Abh

angigkeit von n eine streng monoton wachsende
Folge (j
k
(n))
k2N
in N nden, so da f

ur alle k 2 N
0
@
j
k+1
(n)
X
j=j
k
(n)+1
jx
j
j
q
n
1
A
1=q
n
 2
k
Ohne Beschr

ankung der Allgemeinheit kann man zus

atzlich fordern, da j
k
(n)
auch in n monoton wachsend ist. Damit ergibt sich die neue, streng monoton
wachsende Folge (j
n
(n))
n2N
. Dies erm

oglicht die Denition der partiellen `
p
-Norm

uber dem n-ten Intervall, die im folgenden mit k:k
n;p
bezeichnet wird.
kxk
n;p
=
0
@
j
n+1
(n+1)
X
j=j
n
(n)+1
jx
j
j
p
1
A
1=p
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Weiterhin gilt kxk
n;q
n
 2
n
.
Nun wird ein y 2 ! wie folgt konstruiert:
j
n
(n) + 1  j  j
n+1
(n+ 1) =) y
j
= 2
 n
x
j
kxk
n;p
n
Der Nenner ist sicher positiv, da kxk
n;q
n
> 0 und die partielle `
p
-Norm positiv
denit ist. Dadurch ist y jeweils im n-ten Intervall linear zu x, kyk
n;p
n
= 2
 n
und
jy
j
j  1. Die `
p
-Norm von y f

ur beliebiges p 2 (r;1) wird wie folgt abgesch

atzt
X
j2N
jy
j
j
p
=
X
n2N
j
n+1
(n+1)
X
j=j
n
(n)+1
jy
j
j
p
=
X
n2N
p
n
p
j
n+1
(n+1)
X
j=j
n
(n)+1
jy
j
j
p
+
X
n2N
p
n
<p
j
n+1
(n+1)
X
j=j
n
(n)+1
jy
j
j
p
Die erste Reihe hat aufgrund der Monotonie und Konvergenz von (p
n
)
n2N
nur
endlich viele Summanden und die zweite Reihe konvergiert wegen
X
n2N
p
n
<p
j
n+1
(n+1)
X
j=j
n
(n)+1
jy
j
j
p

X
n2N
p
n
<p
j
n+1
(n+1)
X
j=j
n
(n)+1
jy
j
j
p
n
=
X
n2N
p
n
<p

kyk
n;p
n

p
n
=
X
n2N
p
n
<p
 
2
 n

p
n

X
n2N
p
n
<p
2
 n
 1
Folglich liegt y in jedem `
p
und somit auch in deren Durchschnitt `
r+
.
Da x und y in den einzelnen Intervallen linear abh

angig sind, gilt in der
partiellen H

olderschen Ungleichung sogar die Gleichheit, womit folgt
X
j2N
jx
j
y
j
j =
X
n2N
j
n+1
(n+1)
X
j=j
n
(n)+1
jx
j
y
j
j =
X
n2N
kxyk
n;1
=
X
n2N
kxk
n;q
n
kyk
n;p
n

X
n2N
2
n
2
 n
=
X
n2N
1 =1
Also ist x nicht kompatibel zu y, d.h. x 62 `
r+
#
0
.
3.3 Kompatibilit

aten auf `
1 
Im folgenden Abschnitt werden verschiedene Kompatibilit

aten betrachtet, bei
denen die `
p
-R

aume eine wesentliche Rolle spielen. Diese werden durch involutive

Uberdeckungen eingef

uhrt.
Dazu mu zun

achst der Gesamtraum eingeschr

ankt werden. Ab jetzt werden
nicht mehr Zahlenfolgen aus ganz ! betrachtet, sondern nur noch solche aus `
1 
.
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3.3.1. Lemma. F

ur p 2 (1;1), r 2 [1;1) und s 2 (1;1] gilt auf dem Raum
`
1 
`
p
#
0
= `
q
`
r+
#
0
= `
s 
`
s 
#
0
= `
r+
(3.3.1)
Beweis. Die Formeln wurden in 3.2.2 und 3.2.3 auf dem Raum aller Zahlenfolgen
! gezeigt. Da die kompatiblen Mengen ohnehin schon in `
1 
liegen,

andern sie
sich bei der Einschr

ankung des Grundbereichs nicht.
3.3.2. Bemerkung. Die Menge aller Prober

aume F(`
1 
;#
0
), die auf dem Vek-
torraum `
1 
durch die Kompatibilit

at #
0
erzeugt werden, bilden nach 2.2.4 einen
vollst

andigen involutiven Verband. Dieser wird im weiteren mit F
0
bezeichnet.
3.3.3. Denition. Sei F
1
die Menge f1+g [ fp ; p; p+ j p 2 (1;1)g [ f1 g.
Diese Menge wird total geordnet durch die Bedingungen 1+ < p  < p < p+ <
1  und r < p =) r+ < p , wobei p; r 2 (1;1). Eine Involution wird deniert
durch 1+ = 1 , p  = q+, p = q, p+ = q  und 1  = 1+. Durch diese
Involution wird die Ordnung auf F
1
umgekehrt, d.h. f < h =) f > h. Durch
f ^ h = minff; hg und f _ h = maxff; hg wird F
1
zum involutiven Verband, da
gilt f _ h = maxff; hg = minff; hg = f ^ h.
3.3.4. Bemerkung. Die Menge der `
1+
, `
p 
, `
p
, `
p+
und `
1 
kann auch als
Verband aufgefat werden. Wenn man die FamilieF
1
= f`
f
g
f2F
1
durch die Indizes
f 2 F
1
anordnet, erh

alt man wie in 3.1.5 gesehen die echte Teilmengenbeziehung
als Ordnungsrelation. Die Verbandoperationen sehen wie folgt aus
`
f
^ `
h
= `
f
\ `
h
= `
f^h
= `
minff;hg
`
f
_ `
h
= `
f
[ `
h
= `
f_h
= `
maxff;hg
3.3.5. Lemma. Sei P eine Teilmenge von (1;1) und Q die Menge aller der-
jenigen q, f

ur die
1
p
+
1
q
= 1 f

ur ein p 2 P gilt. Die Mengen R  [1;1) und
S  (1;1] seien analog verkn

upft. Dann gilt mit der Involution `
f
= `
f
\
p2P
`
p
=
[
q2Q
`
q
\
r2R
`
r+
=
[
s2S
`
s 
\
s2S
`
s 
=
[
r2R
`
r+
(3.3.2)
[
p2P
`
p
=
\
q2Q
`
q
[
r2R
`
r+
=
\
s2S
`
s 
[
s2S
`
s 
=
\
r2R
`
r+
(3.3.3)
Beweis. In 3.1.7 wurden bereits derartige Schnitte und Vereinigungen untersucht.
Entscheident war dabei, ob das Minimum oder Maximum der Indexmengen exi-
stiert. Hier wurden die Indexmengen so konstruiert, da P genau dann ein Ma-
ximum hat, wenn Q ein Minimum hat und umgekehrt. F

ur R und S gilt dies
analog. Die erste Gleichung wird exemplarisch bewiesen.
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1. Fall: Minimum von P und Maximum von Q existieren
\
p2P
`
p
= `
minP
= `
minP
= `
maxQ
=
[
q2Q
`
q
2. Fall: P und Q haben kein Minimum bzw. Maximum
\
p2P
`
p
= `
(inf P )+
= `
(inf P )+
= `
(supQ) 
=
[
q2Q
`
q
Der Spezialfall, da 1 2 R und1 2 S, wird von 3.1.7 nicht abgedeckt, aber dann
sind die relevanten Gleichungen ohnehin trivial.
3.3.6. Satz. F
1
= f`
f
g
f2F
1
ist ein vollst

andiger involutiver Verband mit der
Involution `
f
= `
f
und den Operationen
^
F =
\
F (3.3.4)
_
F =
[
F (3.3.5)
wobei F beliebige Teilmenge von F
1
ist und F = f`
f
g
f2F
.
Beweis. Um Durchschnitt und Vereinigung von F berechnen zu k

onnen, zer-
legt man F in folgende drei Teile: F
 
= F \ fs  j s 2 (1;1]g, F
=
= F \
fp j p 2 (1;1)g und F
+
= F \ fr+ j r 2 [1;1)g.
Entsprechend k

onnen dann Schnitt und Vereinigung aufgeteilt werden
\
F =
\
f2F
`
f
=
\
s 2F
 
`
s 
\
\
p2F
=
`
p
\
\
r+2F
+
`
r+
[
F =
[
f2F
`
f
=
[
s 2F
 
`
s 
[
[
p2F
=
`
p
[
[
r+2F
+
`
r+
Nach 3.1.7 liegen diese Mengen alle wieder in F
1
. Auerdem erkennt man anhand
dieser Aufteilung und 3.3.5, da
V
F =
W
F und
W
F =
V
F .
3.3.7. Denition. Nach 2.2.5 l

at sich durch jede involutive

Uberdeckung ei-
ne Kompatibilit

at einf

uhren. Da F
1
den Raum `
1 

uberdeckt, l

at sich #
1
als
diejenige Kompatibilit

at denieren, die durch F
1
erzeugt wird.
3.3.8. Bemerkung. Da F
1
ein vollst

andiger involutiver Verband ist, gilt f

ur den
Verband aller Prober

aume F(`
1 
;#
1
) = F
1
. Zwei Vektoren x und y sind genau
dann kompatibel bez

uglich #
1
, wenn sich ein f 2 F
1
nden l

at, so da x 2 `
f
und y 2 `
f
. Eine entsprechende Konstruktion ndet man auch in [Antoine III,
3.C. Generalization: Reexive chains of Banach spaces].
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3.3.9. Lemma. Auf `
1 
ist die Kompatibilit

at #
1
echt gr

ober als #
0
.
Beweis. F
1
ist ein involutiver Unterverband von F
0
. Nach Denition 2.3.1 gilt
dann #
1
 #
0
.
Die beiden Kompatibilit

aten sind aber nicht gleich. Dazu seien x und y Vek-
toren aus `
1 
, die mit #
1
nicht kompatibel sind. x^ und y^ werden aus x und y
konstuiert, indem an den geraden bzw. ungeraden Folgengliedern Nullen eingef

ugt
werden. Da sich die `
p
-Normen dabei nicht

andern, liegen diese Vektoren in genau
denselben R

aumen `
p 
, `
p
und `
p+
wie x und y. Somit ist x^ nicht #
1
-kompatibel
zu y^. Allerdings ist deren punktweises Produkt Null, also x^#
0
y^.
3.3.10. Denition. Sei F
2
= f1+g [ fp ; p+ j p 2 (1;1)g [ f1 g. Die Invo-
lution, Ordnung und Verbandsoperationen seien analog zu denen bei F
1
. Somit
ist F
2
ein echter involutiver Unterverband von F
1
.
3.3.11. Bemerkung. Die Familie F
2
= f`
f
g
f2F
2
wird damit zum involutiven
Unterverband von F
1
.
3.3.12. Satz. F
2
= f`
f
g
f2F
2
ist ein vollst

andiger involutiver Verband mit der
Involution `
f
= `
f
und den Operationen
^
F =
\
F (3.3.6)
_
F =
[
F (3.3.7)
wobei F beliebige Teilmenge von F
2
ist und F = f`
f
g
f2F
.
Beweis. Um Durchschnitt und Vereinigung von F berechnen zu k

onnen, wird F
in die Teile F
 
= F \ fs  j s 2 (1;1]g und F
+
= F \ fr+ j r 2 [1;1)g zerlegt.
Entsprechend k

onnen dann Schnitt und Vereinigung aufgeteilt werden
\
F =
\
f2F
`
f
=
\
s 2F
 
`
s 
\
\
r+2F
+
`
r+
[
F =
[
f2F
`
f
=
[
s 2F
 
`
s 
[
[
r+2F
+
`
r+
Nach 3.1.7 liegen diese Mengen alle wieder in F
2
. Auerdem erkennt man anhand
dieser Aufteilung und 3.3.5, da
V
F =
W
F und
W
F =
V
F .
3.3.13. Denition. Die Kompatibilit

at #
2
wird durch die involutive

Uberdek-
kung F
2
auf dem Vektorraum `
1 
deniert.
3.3.14. Bemerkung. Es gilt F(`
1 
;#
2
) = F
2
, da F
2
ein vollst

andiger involu-
tiver Verband ist. Zwei Vektoren x und y sind genau dann kompatibel bez

uglich
#
2
, wenn sich ein r und das dazugeh

orige s nden lassen, so da x 2 `
r+
und
y 2 `
s 
oder y 2 `
r+
und x 2 `
s 
.
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3.3.15. Lemma. Es gilt F
2
 F
1
 F
0
und #
2
< #
1
< #
0
.
Beweis. Die vollst

andigen involutiven Verb

ande der Prober

aume sind echte Un-
terverb

ande. Die Kleinerrelation folgt damit sofort aus ihrer Denition.
3.3.16. Lemma. Es gilt f

ur p 2 [1;1)
`
p
#
2
#
2
= `
p+
(3.3.8)
Beweis. Nach 2.1.4, 3.1.5 und 3.1.7 ist
`
p
#
2
#
2
=
\

B j B = B
#
2
#
2
; `
p
 B
	
=
\
f`
r+
j `
p
 `
r+
g \
\
f`
s 
j `
p
 `
s 
g
=
\
pr<1
`
r+
\
\
p<s1
`
s 
= `
p+
\ `
p+
3.4 Topologie der `
p
-R

aume
In diesem Abschnitt werden Aussagen

uber die Topologien der R

aume `
p 
, `
p
und `
p+
gemacht, wobei 1 < p < 1. Dar

uber hinaus gelten die Aussagen auch
f

ur `
1+
und `
1 
.
3.4.1. Lemma. Falls 1 < r < p < 1, l

at sich `
r
stetig in `
p
einbetten. Diese
Einbettung ist auerdem schwach kompakt.
Beweis. Die Aussage

uber die Stetigkeit folgt aus 3.1.3. Seien U
r
und U
p
die abge-
schlossenen Einheitskugeln der R

aume `
r
bzw. `
p
. Wegen k:k
r
 k:k
p
gilt f

ur die
Einheitskugeln U
r
 U
p
. Nach [Meise, 23.25] ist die abgeschlossene Einheitskugel
eine Banachraums genau dann schwach kompakt, wenn er reexiv ist. Somit ist
U
r
als Teilmenge der Einheitskugel U
p
relativ schwach kompakt in `
p
. Dies ist die
Denition einer schwach kompakten Abbildung.
3.4.2. Denition. F

ur r 2 [1;1) kann der Raum `
r+
als projektiver Limes aller
`
p
mit r < p aufgefat werden. Damit ist er ein topologischer Vektorraum.
`
r+
= lim
 ---
r<p<1
`
p
(3.4.1)
Analog kann man f

ur s 2 (1;1] auf `
s 
die Topolgie des induktiven Limes
aller `
q
mit q < s einf

uhren.
`
s 
= lim
---!
1<q<s
`
q
(3.4.2)
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3.4.3. Bemerkung. Aus [Meise, 24.6(3)] l

at sich die Existenz des induktiven
Limes leicht folgern, sie wird aber beim Beweis von 3.4.7 ohnehin gezeigt.
3.4.4. Lemma. Beide Limites k

onnen ohne Einschr

ankung auch als abz

ahlbar
angenommen werden.
Beweis. Die Mengen

r +
1
n
j n 2 N
	
bzw.

s 
1
n
j n 2 N
	
f

ur s <1 liegen kon-
nal in den ursp

unglichen Indexmengen. Nach [K

othe I, x19 8.(2)] bzw. [K

othe I,
x19 3.(2)] reicht dies aus, damit projektiver bzw. induktiver Limes

uber diese Teil-
indizes topologisch isomorph zu den urspr

unglichen Limites sind. Im Fall s =1
benutze N als Indexmenge.
3.4.5. Lemma. Die R

aume `
p
sind normiert, vollst

andig, reexiv und tonne-
liert, falls p 2 (1;1).
Beweis. Die `
p
sind reexive Banachr

aume.
3.4.6. Satz. F

ur r 2 [1;1) ist `
r+
ein (F)-Raum.
Beweis. Die Vollst

andigkeit folgt mittels [Schaefer, Ch.II 5.3] aus der Vollst

an-
digkeit der `
p
-R

aume.
Im projektiven Limes `
r+
l

at sich ein Halbnormsystem allgemein als

 j  = max
p2M

p
;M endliche Teilmenge von (r;1); 
p
stetige Halbnorm in `
p

angeben. Da `
p
ein normierter Raum ist, l

at sich jede stetige Halbnorm durch
c
p
k:k
p
mit einem c
p
> 0 absch

atzen. Es gilt somit
 = max
p2M

p
 max
p2M
c
p
max
p2M
k:k
p
 max
p2M
c
p
 k:k
minM
Folglich ist
n
k:k
p
j p 2 (r;1)
o
ein Fundamentalsystem von Halbnormen auf `
r+
.
Das abz

ahlbare System
n
k:k
r+
1
n
j n 2 N
o
ist dazu

aquivalent.
3.4.7. Satz. F

ur s 2 (1;1] ist `
s 
ein vollst

andiger reexiver tonnelierter (DF)-
Raum.
Beweis. Wegen 3.4.1 und 3.4.4 bilden die Abbildungen j
q
: `
q
! `
s 
ein schwach
kompaktes Einbettungsspektrum. [Meise, 25.18] sichert damit die Existenz des
induktiven Limes, und [Meise, 25.19] sagt aus, da jener ein vollst

andiger reexi-
ver (DF)-Raum ist. Als induktiver Limes tonnelierter R

aume ist `
s 
nach [Meise,
24.16] selbst tonneliert.
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3.4.8. Satz. Mit r 2 [1;1) und zugeh

origem s 2 (1;1] sind `
r+
und `
s 
reexiv
und es gilt
`
r+
0
= `
s 
`
s 
0
= `
r+
(3.4.3)
Beweis. Bezeichne 
r+
die Topologie von `
r+
= lim
 ---
r<p<1
`
p
, die durch den pro-
jektiven, und 
s 
die Topologie von `
s 
= lim
---!
1<q<s
`
q
, die durch den induktiven
Limes induziert wird.  sei die Mackeysche und  die starke Topologie. Als Ab-
bildung des dualen Paares wird (x; y) 7 !
P
j2N
x
j
y
j
verwendet.
Nach [Schaefer, Ch.IV x4 Seite 139] heit ein projektiver Limes E = lim
 ---

p

E

genau dann reduziert, wenn die Bilder der Projektionen p

(E) in allen E

dicht
liegen. Auf `
r+
trit dies zu, weil die endlichen Zahlenfolgen in allen `
p
enthalten
sind und dort dicht liegen. Somit l

at sich [Schaefer, Ch.IV 4.4] mit E = `
r+
anwenden. Danach gilt unter Benutzung der Reexivit

at von `
q
(`
r+
0
;  (`
r+
0
; `
r+
)) = lim
---!
r<p<1
(`
p
0
;  (`
p
0
; `
p
)) = lim
---!
1<q<s
(`
q
;  (`
q
; `
q
0
))
= lim
---!
1<q<s

`
q
; k:k
q

= (`
s 
; 
s 
)
Es gilt f

ur die Vektorr

aume `
s 
= `
r+
0
und f

ur die Topologien 
s 
=  (`
s 
; `
r+
).

s 
ist also zul

assig bez

uglich des dualen Paares (`
s 
; `
r+
). Daher ist bez

uglich
dieser Topologie der Dualraum `
s 
0
= `
r+
.
Nach 3.4.7 ist `
s 
reexiv bez

uglich der induktiven Topologie 
s 
. Diese ist
gleich der Mackeyschen Topologie  (`
s 
; `
r+
), die dann mit der starken Topologie
 (`
s 
; `
r+
) zusammen f

allt. Damit gilt f

ur den Bidualraum von `
r+
`
r+
00
= (`
s 
;  (`
s 
; `
r+
))
0
= (`
s 
; 
s 
)
0
= `
s 
0
= `
r+
`
r+
ist daher halbreexiv und als (F)-Raum tonneliert, was die Reexivit

at zur
Folge hat.
3.4.9. Lemma. F

ur 1 < r < p <1 sind folgende Einbettungen stetig
    ! `
r+
 ! `
p 
 ! `
p
 ! `
p+
 !    (3.4.4)
`
1+
 ! `
p 
 !        ! `
r+
 ! `
1 
(3.4.5)
Beweis. Mit r < a < p ist die erste Abbildung gerade die Hintereinanderaus-
f

uhrung der Einbettungen `
r+
 ! `
a
 ! `
p 
. Diese erzeugen die Topologie
des projektiven bzw. induktiven Limes und sind daher stetig. F

ur alle b < p
ist `
b
 ! `
p
stetig. Nach [Meise, 24.7] gilt das dann auch f

ur `
p 
 ! `
p
. Jede
Halbnorm des Halbnormsystems k:k
c
von `
p+
mit c > p l

at sich durch k:k
p
absch

atzen, weshalb `
p
 ! `
p+
stetig ist. Die letzen beiden Aussagen sind wegen
der Hintereinanderausf

uhrungen `
1+
 ! `
r
 ! `
p 
und `
r+
 ! `
p
 ! `
1 
oensichtlich.
19
3.4.10. Bemerkung. Die projektiven bzw. induktiven Limites `
r+
und `
s 
k

on-
nen aus beliebigen Teilsequenzen von (3.4.4) mit r < p bzw. p < s gebildet
werden. Sie m

ussen lediglich konnal in der Folge der `
p
mit p = r +
1
n
bzw.
p = s 
1
n
und n 2 N liegen, da nach [K

othe I, x19 8.(2), 3.(2)] die Konnalit

at
der Teilindizes bereits die topologische Isomorphie der Limites bewirkt.
Lediglich die Existenz des induktiven Limes

uber die gesamte Sequenz ist noch
zu zeigen, diese folgt aus [Meise, 24.6(3)].
3.5 Die R

aume x`
p
unter der Kompatibilit

at #
2
Im folgenden werden einige Aussagen

uber die R

aume x`
p
getroen. Insbesondere
ist von Interesse, was #
2
angewandt auf solche R

aume bewirkt. Die komplexe
Zahlenfolge x sei im weiteren als beschr

ankt vorausgesetzt.
3.5.1. Lemma. Es ist f

ur jedes x 2 `
1
und p 2 [1;1]
x`
p
 `
p
(3.5.1)
Beweis. Sei y 2 `
p
. Aus kxyk
p
 kxk
1
kyk
p
folgt xy 2 `
p
.
3.5.2. Lemma. Die Multiplikationsoperatoren
M
x
: `
p
3 y 7 ! xy 2 `
1 
(3.5.2)
M
x
: `
p+
3 y 7 ! xy 2 `
1 
(3.5.3)
sind stetig, falls x 2 `
1
und p 2 [1;1).
Beweis. Die Abbildung `
p
3 y 7 ! xy 2 `
p
ist wegen kxyk
p
 kxk
1
kyk
p
und die
Einbettung `
p
 ! `
1 
nach 3.4.9 stetig.
Die stetige Einbettung `
p+
3 y 7 ! y 2 `
p+1
f

uhrt die zweite Aussage auf die
erste zur

uck.
3.5.3. Lemma. Sei x 2 `
1
, p 2 [1;1) und s 2 (1;1]. Falls x`
p
 `
s 
, dann
existiert ein s
0
2 (1; s) so, da x`
p
 `
s
0
 
. Falls x`
p+
 `
s 
, dann existiert ein
s
0
2 (1; s) so, da x`
p+
 `
s
0
 
.
Beweis. Der Beweis wird mittels [Meise, 24.33 Grothendiekscher Faktorisierungs-
satz] gef

uhrt. Dabei ist E = `
1 
, F = `
p
, u =M
x
und u
n
= id.
1. Fall s 2 (1;1)
Setze F
n
= `
s 
1
n+
1
s 1
. Die Konstruktion ist so angelegt, da s 
1
n+
1
s 1
2 (1; s)
und lim
n!1
s 
1
n+
1
s 1
= s. F und F
n
sind als Banachr

aume nat

urlich auch
(F)-R

aume. u und u
n
sind nach 3.5.2 bzw. 3.4.9 stetige lineare Abbildun-
gen von F bzw. F
n
in E. Es ist u (F ) = x`
p
 `
s 
=
S
n2N
`
s 
1
n+
1
s 1
=
20
Sn2N
u
n
(F
n
). Da alle Voraussetzungen des Satzes erf

ullt sind, existiert
ein m 2 N so, da u (F )  u
m
(F
m
). Mit s
0
= s  
1
m+1+
1
s 1
erh

alt man
x`
p
= u (F )  u
m
(F
m
) = `
s 
1
m+
1
s 1
 `

s 
1
m+1+
1
s 1

 
= `
s
0
 
.
2. Fall s =1
Setze F
n
= `
n
. F und F
n
sind als Banachr

aume nat

urlich auch (F)-R

aume.
u und u
n
sind nach 3.5.2 bzw. 3.4.9 stetige lineare Abbildungen von F
bzw. F
n
in E. Es ist u (F ) = x`
p
 `
s 
=
S
n2N
`
n
=
S
n2N
u
n
(F
n
). Da
alle Voraussetzungen des Satzes erf

ullt sind, existiert ein m 2 N so, da
u (F )  u
m
(F
m
). Mit s
0
= m + 1 erh

alt man x`
p
= u (F )  u
m
(F
m
) =
`
m
 `
(m+1) 
= `
s
0
 
.
Die zweite Aussage l

at sich analog mit F = `
p+
statt `
p
beweisen, da `
p+
nach 3.4.6 ebenfalls ein (F)-Raum ist.
3.5.4. Lemma. Sei x 2 `
1
und p 2 [1;1). Dann gibt es genau ein p
0
2 [1;1),
so da
(x`
p
)
#
2
#
2
= `
p
0
+
(3.5.4)
Es gibt es genau ein p
0
2 [1;1), so da
(x`
p+
)
#
2
#
2
= `
p
0
+
(3.5.5)
Beweis. Die Kompatibilit

at #
2
hat nur die R

aume `
s 
mit s 2 (1;1] und `
r+
mit r 2 [1;1) als Prober

aume. Da laut 2.1.4 das zweimalige Anwenden von #
auf eine Menge den Durchschnitt aller gr

oeren Probemengen ergibt, erh

alt man
in diesem Fall
(x`
p
)
#
2
#
2
=
\
f`
s 
j x`
p
 `
s 
g \
\
f`
r+
j x`
p
 `
r+
g
Nach 3.1.7 kann ein solcher Durchschnitt h

ochstens dann vom Typ `
p
0
 
sein, wenn
das Minimum im ersten Schnitt existiert. Da dies wegen 3.5.3 nicht m

oglich ist,
ist der entstehende Proberaum vom anderen Typ `
p
0
+
.
Die Eindeutigkeit folgt aus 3.1.5, denn f

ur verschiedene p
0
sind die R

aume `
p
0
+
echt ineinander enthalten.
Die zweite Aussage folgt analog.
3.5.5. Lemma. Sei x 2 `
1
, p 2 [1;1) und r
0
2 [1;1). Falls x`
p
 `
r
0
, dann
existiert f

ur alle " > 0 ein Æ > 0, so da x`
p+Æ
 `
r
0
+"
Beweis. Sei y^ 2 `
p
r
0
und y =

jy^
j
j
1
r
0

j2N
. Dann gilt
P
jy
j
j
p
=
P
jy^
j
j
p
r
0
< 1,
das heit y 2 `
p
. Nach Voraussetzung ist deshalb xy 2 `
r
0
. Mit x^ =

jx
j
j
r
0

j2N
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konvergiert die Reihe
P
jx^
j
y^
j
j =
P
jx
j
j
r
0
jy
j
j
r
0
=
P
jx
j
y
j
j
r
0
< 1. Das bedeutet
x^#
0
y^. Da aber y^ beliebig gew

ahlt wurde, ist x^ 2

`
p
r
0

#
0
Angenommen, es existiert ein " > 0, so da f

ur alle Æ > 0 gilt x`
p+Æ
6
`
r
0
+"
. Dann gibt es ein z 2 `
p+Æ
mit xz 62 `
r
0
+"
. Sei ~x =

jx
j
j
r
0
+"

j2N
und ~z =

jz
j
j
r
0
+"

j2N
. Einerseits ist
P
j~z
j
j
p+Æ
r
0
+"
=
P



jz
j
j
r
0
+"



p+Æ
r
0
+"
=
P
jz
j
j
p+Æ
< 1 und
somit ~z 2 ` p+Æ
r
0
+"
. Andererseits ist
P
j~x
j
~z
j
j =
P
jx
j
j
r
0
+"
jz
j
j
r
0
+"
=
P
jx
j
z
j
j
r
0
+"
=
1, was bedeutet, da ~x bez

uglich #
0
nicht kompatibel zu ~z ist. Dann ist ~x 62

` p+Æ
r
0
+"

#
0
.
Das Problem besteht nun darin, da die kompatiblen Mengen nicht einfach
berechnet werden k

onnen. In 3.3.1 wurden nur Aussagen

uber die kompatiblen
Mengen der `
p
getroen, deren Index in [1;1] liegt. Da aber die Quotienten von
p und r
0
bzw. p + Æ und r
0
+ " dies im allgemeinen nicht erf

ullen, m

ussen die
einzelnen F

alle getrennt betrachtet werden.
1. Fall p > r
0
Es wurde angenommen, da es ein " > 0 gibt, so da x`
p+Æ
6 `
r
0
+"
. Diese
Aussage gilt dann aber auch f

ur alle kleineren 0 < "
0
< ", da `
r
0
+"
0
 `
r
0
+"
.
Also kann man ohne Einschr

ankung annehmen, da p > r
0
+ ".
Es ist somit
p
r
0
> 1 und
p+Æ
r
0
+"
> 1, d.h. x^ 2 `
1+
1
p
r
0
 1
und ~x 62 `
1+
1
p+Æ
r
0
+"
 1
. Da dies
f

ur alle Æ gilt, liegt ~x auch nicht in der Vereinigung, also ~x 62 `
1+
1
p
r
0
+"
 1
 

`
1+
1
p
r
0
 1
. F

ur jx
j
j  1 gilt j~x
j
j  jx^
j
j. Folglich ist auch x^ 62 `
1+
1
p
r
0
 1
, was ein
Widerspruch ist.
2. Fall p  r
0
Die Annahme gilt f

ur alle Æ > 0 also insbesondere auch f

ur Æ = ".
Nach 3.5.1 ist x`
p+Æ
= x`
p+"
 `
p+"
 `
r
0
+"
. Das ist ein Widerspruch zur
Annahme.
3.5.6. Lemma. Sei x 2 `
1
, p 2 [1;1) und s 2 (1;1]. Falls x`
p
 `
s
0
 
, dann
ist auch x`
p+
 `
s
0
 
. Die umgekehrte Richtung gilt trivialerweise.
Beweis. Nach 3.5.4 gibt es ein p
0
, so da x`
p
 `
p
0
+
= (x`
p
)
#
2
#
2
 (`
s
0
 
)
#
2
#
2
=
`
s
0
 
. Da `
p
0
+
niemals gleich `
s
0
 
sein kann, ist p
0
< s
0
. W

ahle r
0
und " so, da
p
0
< r
0
< r
0
+ " < s
0
. Wegen x`
p
 `
p
0
+
 `
r
0
existiert dann nach 3.5.5 ein Æ > 0
mit x`
p+Æ
 `
r
0
+"
 `
s
0
 
. Unter Verwendung von 3.1.9 erh

alt man schlielich
x`
p+
= x
T
d>0
`
p+d

T
d>0
x`
p+d
 x`
p+Æ
 `
s
0
 
.
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3.5.7. Satz. F

ur alle x 2 `
1
und p 2 [1;1) gibt es genau ein p
0
2 [1; p], so da
(x`
p+
)
#
2
#
2
= (x`
p
)
#
2
#
2
= `
p
0
+
(3.5.6)
Beweis. Wie in 3.5.4 gesehen, ist sowohl (x`
p+
)
#
2
#
2
als auch (x`
p
)
#
2
#
2
von der
Gestalt `
p
0
+
. Es mu noch gezeigt werden, da es sich in beiden F

allen um dasselbe
p
0
handelt. R

aume vom Typ `
p
0
+
lassen sich nach 3.1.8 als Durchschnitt aller
gr

oeren `
s
0
 
darstellen. Da es kein s
0
gibt mit x`
p+
 `
s
0
 
 (x`
p+
)
#
2
#
2
oder
x`
p
 `
s
0
 
 (x`
p
)
#
2
#
2
, ist zu zeigen
\
f`
s
0
 
j x`
p+
 `
s
0
 
g =
\
f`
s
0
 
j x`
p
 `
s
0
 
g
In 3.5.6 wurde bewiesen, da die beiden Bedingungen

aquivalent sind, woraus die
Gleichheit der Mengen folgt.
p
0
 p folgt mittels 3.5.1 und 3.3.16 aus `
p
0
+
= (x`
p
)
#
2
#
2
 `
p
#
2
#
2
= `
p+
.
4 Beispiele f

ur eine verallgemeinerte GNS-Dar-
stellung
4.1 Stetigkeit des linearen Funktionals
In [K

ursten] wird die verallgemeinerte GNS-Darstellung von partiellen *-Algebren
untersucht. Im allgemeinen Fall sind die Voraussetzung relativ umfangreich. Je-
doch existiert in [K

ursten, Proposition 3.4] die gleiche Aussage mit einfacheren
Voraussetzungen, wenn zus

atzlich gefordert wird, da alle in bestimmter Weise
assozierten Prober

aume tonneliert sind. Ziel ist es, f

ur diesen Spezialfall ein Bei-
spiel zu nden. Dazu werden Konstruktionen mit Hilfe der `
p
, `
p+
und `
p 
R

aume
gemacht.
In diesem ersten Unterkapitel wird untersucht, wie die zuvor eingef

uhrten
R

aume und Topologien auf das Beispiel anwendbar sind.
4.1.1. Bemerkung. Sei y

= (y)
j2N
das komponentenweise konjugiert komple-
xe von y. Da
P
j2N
jx
j
y
j
j =
P
j2N
jx
j
j jy
j
j =
P
j2N
jx
j
y
j
j ist, gilt x#
0
y

genau
dann wenn x#
0
y. Weil die Zugeh

origkeit von y zu `
p
mittels absoluter Konver-
genz der Reihe deniert ist, geh

oren y und y

denselben `
p
, `
p+
und `
p 
an. Die
Kompatibilit

aten #
1
und #
2
wurden durch diese R

aume eingef

uhrt, somit ist
x#
1
y


aquivalent zu x#
1
y und x#
2
y


aquivalent zu x#
2
y.
4.1.2. Denition. Sei V ein beliebiger Teilraum von `
1 
und 
 die Abbildung

 : V  V
#
2
3 (x; y) 7 !
X
j2N
x
j
y
j
2 C (4.1.1)
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Auf dem Raum V werde die Topologie 
 
V; V
#
2

durch die Halbnormen

y
: V 3 x 7 ! j
 (x; y)j 2 [0;1) (4.1.2)
erzeugt, wobei y 2 V
#
2
.
4.1.3. Lemma. 
 und  sind wohldeniert.
Beweis. In 3.3.15 wurde gezeigt, da #
2
gr

ober ist als #
0
. Nach 2.3.3 gilt x#
0
y
und somit x#
0
y

. Weil die Konvergenz der Summe
P
j2N
jx
j
y
j
j in 3.2.1 benutzt
wurde, um die Kompatibilit

at #
0
zu denieren, ist gew

arleistet, da 
 f

ur alle x
und y deniert ist. Wegen der Linearit

at von 
 in x ist 
y
eine Halbnorm.
4.1.4. Lemma. F

ur p 2 [1;1) gilt `
p
#
2
= `
q 
.
Beweis. Wegen 3.3.16 ist `
p
#
2
= `
p
#
2
#
2
#
2
= `
p+
#
2
= `
q 
4.1.5. Satz. Falls p in [1;1) liegt, bilden die R

aume `
p
und `
q 
zusammen mit
der Abbildung (x; y) 7!
P
j2N
x
j
y
j
ein duales Paar.  (`
p
; `
q 
) stimmt mit der
schwachen Topologie  (`
p
; `
q 
)

uberein. Ebenso bilden `
p+
und `
q 
ein duales
Paar, und es gilt  (`
p+
; `
q 
) =  (`
p+
; `
q 
).
Beweis. Da `
p
 `
q 
 `
p+
 `
q 
und `
p+
#
0
= `
q 
, konvergiert die Summe in
beiden F

allen absolut. Es ist y 2 `
q 
genau dann wenn y

2 `
q 
.
4.1.6. Satz. Sei p 2 [1;1) und f das lineare Funktional
f : `
p
3 b 7 ! 
 (xb; w) 2 C (4.1.3)
wobei x 2 `
1 
und w 2 (x`
p
)
#
2
. Dann ist f stetig bez

uglich der Topologie

 
`
p
; `
p
#
2

mit p 2 [1;1).
Beweis. f ist nach Denition von 
 mit V = x`
p
wohldeniert. Wegen 3.5.7
und 2.3.3 gilt (x`
p
)
#
2
= (x`
p+
)
#
2
 (x`
p+
)
#
0
. Folglich ist w 2 (x`
p+
)
#
0
. F

ur
alle y 2 `
p+
gilt also xy#
0
w, was

aquivalent ist zur Konvergenz der Summe
P
j2N
jx
j
y
j
w
j
j =
P
j2N
jy
j
x
j
w
j
j, was wiederum

aquivalent ist zu y#
0
x

w. Somit
ist x

w 2 `
p+
#
0
= `
q 
= `
p
#
2
.
Da x

w 2 `
p
#
2
, bildet b 7 ! j
 (b; x

w)j eine stetige Halbnorm auf `
p
bez

uglich
der Topologie 
 
`
p
; `
p
#
2

. Wegen jf(b)j = j
 (xb; w)j = j
 (b; x

w)j ist f stetig.
4.2 Ein elementares Beispiel
Zun

achst wird ein Beispiel konstruiert, das auf einen Kern und die Echtheit der
partiellen *-Algebra verzichtet. Diese Eigenschaften werden in den folgenden Ka-
piteln erg

anzt. Es m

ussen alle in [K

ursten, Proposition 3.4] und in den vorange-
gangenen Denitionen gemachten Voraussetztungen Schritt f

ur Schritt

uberpr

uft
werden.
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Als partielle *-Algebra A wird der Vektorraum `
1 
mit der Involution x

=
(x
j
)
j2N
und dem koordinatenweisen Produkt x  y = xy = (x
j
y
j
)
j2N
benutzt.
Da dieses Produkt auf ganz `
1 
deniert ist, handelt es sich sogar um eine
gew

ohnliche *-Algebra. Oensichtlich ist x  (y + z) =  (x  y) +  (x  z) und
(x  y)

= y

 x

.
Als lineare Kompatibilit

at ] auf A wird #
2
benutzt. Die Abbildung 
 auf dem
Graphen   (]) = f(x; y) j x]yg wird durch 
 (x; y) =
P
j2N
x
j
y
j
eingef

uhrt. Wenn
x]y ist, gilt auch x#
0
y, also ist 
 wohldeniert. 
 ist linear im ersten Argument
und es gilt 
 (x; y) = 
 (y; x).
Als B wird `
3
2
gew

ahlt. Da das Produkt der *-Algebra A

uberall deniert
ist, ist B ein linearer Unterraum der rechten Multiplikatoren R (A) = `
1 
. Noch
zu pr

ufen sind die Bedingungen i) bis iv) in [K

ursten, Denition 2.1]. Wegen
`
3
2
 `
3 
= `
3
2
#
2
und `
1 
`
3
2
 `
3
2
 `
3
2
#
2
ist B  B [ AB  B    (]).

 (xb
1
; b
2
) =
P
j2N
x
j
b
1
j
b
2
j
=
P
j2N
b
1
j
x

j
b
2
j
= 
 (b
1
; x

b
2
). Wegen `
1 
`
3
2
 `
3
2
ist
(x
1
b
1
; x

2
b
2
) 2   (]) und 
 (x
1
b
1
; x

2
b
2
) =
P
j2N
x
1
j
b
1
j
x

2
j
b
2
j
=
P
j2N
x
2
j
x
1
j
b
1
j
b
2
j
=

 (x
2
x
1
b
1
; b
2
). Falls 
 (x; y) = 0 f

ur alle y 2 B, dann ist x = 0, also 
 (y; x) = 0
f

ur alle y 2 B
]
.
F

ur die in [K

ursten, Proposition 2.3] eingef

uhrten Mengen gilt N
1
= N
2
=
N = f0g, also V = B
]
=N = B
]
= `
3
2
#
2
= `
3 
und x^ = x + N = x. Es ist
# = #
2
und hx; yi = 
 (x; y). Das Tripel (V;#; h:; :i) bildet einen partiellen
inneren Produktraum. Da die endlichen Zahlenfolgen in V
#
= `
3 
#
2
= `
3
2
liegen,
ist (V;#; h:; :i) nicht degeneriert.
Die in [K

ursten, Denition 3.2] unter der Bedingung B = `
3
2
 `
3 
= B
]
eingef

uhrte Topologie 
 
B;B
]

ist gleich der schwachen Topologie 

`
3
2
; `
3 

.
Das FunktionalB 3 b 7 ! 
 (xb; w) 2 C ist bez

uglich dieser Topologie nach 4.1.6
stetig.
Die Bedingung i) ist wegen B
]]
= `
3
2
+
6= `
3
2
= B = B + N nicht erf

ullt.
Hingegen gilt ii), denn

c
xB

#
=

x`
3
2

#
2
ist nach 3.5.7 von der Gestalt `
q
0
 
mit q
0
2 [3;1]. 3.4.7 besagt, da dieser Raum unter der induktiven Topologie
tonneliert ist. Wegen 3.4.8 ist diese Topologie zul

assig bez

uglich des dualen Paares
(`
q
0
 
; `
p
0
+
). Folglich ist

c
xB

#
tonneliert bez

uglich der Mackeyschen Topologie



c
xB

#
;

c
xB

##

.
Zusammengefat mu man die Variablen wie folgt w

ahlen
A = `
1 
] = #
2

 (x; y) =
X
j2N
x
j
y
j
B = `
3
2
Automatisch ergibt sich dann
N = 0 V = `
3 
# = #
2
h:; :i = 
 
 
B;B
]

= 

`
3
2
; `
3 

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Diese Belegung liefert ein Beispiel f

ur [K

ursten, Proposition 3.4].
4.3 Beispiel mit Kern
Im letzen Kapitel war der Raum N = 0. Nun wird eine Konstruktion angegeben,
bei welcher der Kern N nicht der Nullraum ist. Dabei ist die Idee, da man im
Vergleich zum vorherigen Beispiel, an den ungraden Stellen der Elemente von
`
1 
beliebige Zahlen einf

ugt.
Um diese R

aume einfacher handhaben zu k

onnen, werden folgende Bezeich-
nungen eingef

uhrt. Sei A eine Teilmenge der komplexen Zahlenfolgen !. Dann
ist
[A]
0
=
n
(x
j
)
j2N
j (x
2j
)
j2N
2 A und x
2j 1
= 0
o
[A]
C
=
n
(x
j
)
j2N
j (x
2j
)
j2N
2 A und x
2j 1
2 C
o
[A]
=
=
n
(x
2j
)
j2N
j (x
j
)
j2N
2 A
o
F

ur Elemente x 2 ! gelte entsprechend [x]
=
= (x
2j
)
j2N
.
Als *-Algebra A wird der Raum derjenigen Zahlenfolgen benutzt, f

ur des-
sen Elemente gilt (x
2j
)
j2N
2 `
1 
; in der neuen Schreibweise A = [`
1 
]
C
. Das
Produkt und die Involution seien nach wie vor komponentenweise deniert, alle
Zahlen sind miteinander multiplizierbar. Zwei Vektoren x; y 2 A heien kom-
patibel bez

uglich ], falls gilt [x]
=
#
2
[y]
=
. F

ur die kompatiblen Mengen bedeutet
das, A
]
=
h
[A]
=
#
2
i
C
. Die Abbildung 
 auf dem Graphen   (]) = f(x; y) j x]yg
wird durch 
 (x; y) =
P
j2N
x
2j
y
2j
eingef

uhrt. Wegen x]y ist [x]
=
#
0
[y]
=
und so-
mit 
 wohldeniert. Linearit

at im ersten Argument und 
 (x; y) = 
 (y; x) sind
oensichtlich.
AlsB wird der Raum
h
`
3
2
i
0
gew

ahlt. F

ur das Produkt eines Vektors ausB und
eines aus A gilt, da es an ungeraden Stellen 0 ist und die geraden Komponenten
in `
1 
liegen. B ist ein linearer Unterraum der rechten Multiplikatoren R (A).
Noch zu pr

ufen sind die Bedingungen i) bis iv) in [K

ursten, Denition 2.1].
Die Rechnungen erfolgen analog zum vorherigen Beispiel, man mu jeweils nur die
geraden Komponenten betrachten. Wegen B =
h
`
3
2
i
0
 [`
3 
]
C
=
h
`
3
2
#
2
i
C
= B
]
und AB = [`
1 
]
C
h
`
3
2
i
0
=
h
`
1 
`
3
2
i
0

h
`
3
2
i
0
= B  B
]
ist BB [ ABB 
  (]). 
 (xb
1
; b
2
) =
P
j2N
x
2j
b
1
2j
b
2
2j
=
P
j2N
b
1
2j
x

2j
b
2
2j
= 
 (b
1
; x

b
2
). Wegen
AB  B ist (x
1
b
1
; x

2
b
2
) 2   (]) und 
 (x
1
b
1
; x

2
b
2
) =
P
j2N
x
1
2j
b
1
2j
x

2
2j
b
2
2j
=
P
j2N
x
2
2j
x
1
2j
b
1
2j
b
2
2j
= 
 (x
2
x
1
b
1
; b
2
). Falls 
 (x; y) = 0 f

ur alle y 2 B, dann ist
x
2j
= 0, also 
 (y; x) = 0 f

ur alle y 2 B
]
.
F

ur die in [K

ursten, Proposition 2.3] eingef

uhrten Mengen gilt N
1
= N
2
=
N = [f0g]
C
, also V = B
]
=N

=

B
]

=
= `
3
2
#
2
= `
3 
. Das Bild der kanonischen
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Abbildung B
]
3 x 7 ! x + N 2 B
]
=N wird als x^ = (x
2j
)
j2N
bezeichnet. Es
ist # = #
2
und hx^; y^i = 
 (x; y). Das Tripel (V;#; h:; :i) bildet einen partiellen
inneren Produktraum. Da die endlichen Zahlenfolgen in V
#
= `
3 
#
2
= `
3
2
liegen,
ist (V;#
2
; h:; :i) nicht degeneriert.
Die in [K

ursten, Denition 3.2] unter der BedingungB =
h
`
3
2
i
0
 [`
3 
]
C
= B
]
eingef

uhrte Topologie 
 
B;B
]

wird durch die Halbnormen p
y
: B 3 x 7 !



P
j2N
x
2j
y
2j



2 R
0
wobei y 2 B
]
erzeugt. Zu zeigen ist die Stetigkeit des
Funktionals f : B 3 b 7 !
P
j2N
x
2j
b
2j
w
2j
2 C unter der Bedingung x 2
A = [`
1 
]
C
und w 2 (xB)
]
=


[x]
=
`
3
2

#
2

C
. Es ist dann [x]
=
2 `
1 
und
[w]
=
2

[x]
=
`
3
2

#
2
. Im Beweis von 4.1.6 wurde gezeigt, da f

ur solche [x]
=
und
[w]
=
gilt [x]
=

[w]
=
2 `
3
2
#
2
, was bedeutet x

w 2
h
`
3
2
#
2
i
C
= B
]
. Also folgt aus
der Absch

atzung jf (b)j =



P
j2N
x
2j
b
2j
w
2j



=



P
j2N
b
2j
x

2j
w
2j



= p
x

w
(b) die
Stetigkeit von f bez

uglich 
 
B;B
]

.
Die Bedingung i) ist wegen B
]]
=
h
`
3
2
+
i
C
6=
h
`
3
2
i
C
=
h
`
3
2
i
0
+ [f0g]
C
= B+N
nicht erf

ullt. Hingegen gilt ii), denn

c
xB

#
=

[x]
=
`
3
2

#
2
ist nach 3.5.7 von der
Gestalt `
q
0
 
mit q 2 [3;1] und 3.4.7 besagt, da dieser Raum tonneliert ist.
Zusammengefat mu man die Variablen wie folgt w

ahlen
A = [`
1 
]
C
x]y , [x]
=
#
2
[y]
=

 (x; y) =
X
j2N
x
2j
y
2j
B =
h
`
3
2
i
0
Automatisch ergibt sich dann
B
]
= [`
3 
]
C
N = [0]
C
V = `
3 
# = #
2
hx; yi =
X
j2N
x
j
y
j
Diese Belegung liefert ein weiteres Beispiel f

ur [K

ursten, Proposition 3.4].
4.4 Beispiel einer echten partiellen *-Algebra mit Kern
Abschlieend wird ein Beispiel angegeben, bei dem man es mit einer echten par-
tiellen *-Algebra zu tun hat und auerdem der Kern N nicht der Nullraum ist.
Zu diesem Zweck bildet man die direkte Summe der Algebra aus 4.2 mit einer
echten patiellen *-Algebra. Man w

ahlt dazu den Raum `
1
, wobei das punktweise
Produkt ' = ('
j
)
j2N
 ( 
j
)
j2N
= ('
j
 
j
)
j2N
genau dann deniert sein soll, wenn
P
j2N
j'
j
 
j
j
2
<1 ist.
Als partielle *-Algebra A hat man `
1 
 `
1
. Es gilt die Bezeichnung x =
(x
a
; x
b
) =

 
x
a
j

j2N
;
 
x
b
j

j2N

. Die Multiplikation ist komponentenweise de-
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niert als x  y = (x
a
 y
a
; x
b
 y
b
), falls gilt
P
j2N


x
b
j
y
b
j


2
< 1, und die Involu-
tion als x

= (x

a
; x

b
). Oensichtlich ist x  (y + z) =  (x  y) +  (x  z) und
(x  y)

= y

 x

.
Zwei Vektoren x; y 2 A heien kompatibel bez

uglich ], falls gilt x
a
#
2
y
a
und
x
b
#
0
y
b
. F

ur die kompatiblen Mengen bedeutet das, (A B)
]
= A
#
2
 B
#
0
.
Die Abbildung 
 auf dem Graphen   (]) = f(x; y) j x]yg wird durch 
 (x; y) =
P
j2N
x
a
j
y
a
j
eingef

uhrt. Wegen x]y ist x
a
#
2
y
a
und somit 
 wohldeniert. Linea-
rit

at im ersten Argument und 
 (x; y) = 
 (y; x) sind oensichtlich.
Als B wird der Raum `
3
2
 `
2
gew

ahlt. F

ur das Produkt eines Vektors aus B
und eines aus A gilt, da es wieder in B liegt, da die Elemente von A beschr

ankt
sind. Insbesondere ist die zweite Komponente des Produkts in `
2
, somit ist B ein
linearer Unterraum der rechten Multiplikatoren R (A).
Noch zu pr

ufen sind die Bedingungen i) bis iv) in [K

ursten, Denition 2.1].
Wegen B = `
3
2
 `
2
 `
3 
 `
2
= `
3
2
#
2
 `
2
#
0
= B
]
und AB = `
1 
`
3
2
 `
1
`
2

`
3
2
 `
2
= B  B
]
ist BB[ABB    (]). 
 (xb
1
; b
2
) =
P
j2N
x
aj
b
1
aj
b
2
aj
=
P
j2N
b
1
aj
x

aj
b
2
aj
= 
 (b
1
; x

b
2
). Wegen AB  B ist (x
1
b
1
; x

2
b
2
) 2   (]) und

 (x
1
b
1
; x

2
b
2
) =
P
j2N
x
1
aj
b
1
aj
x

2
aj
b
2
aj
=
P
j2N
x
2
aj
x
1
aj
b
1
aj
b
2
aj
= 
 (x
2
x
1
b
1
; b
2
).
Falls 
 (x; y) = 0 f

ur alle y 2 B, dann ist x
a
= 0, also 
 (y; x) = 0 f

ur alle y 2 B
]
.
F

ur die in [K

ursten, Proposition 2.3] eingef

uhrten Mengen gilt N
1
= N
2
=
N = 0  `
2
, also V = B
]
=N = (`
3 
 `
2
) = (0 `
2
)

=
`
3 
Das Bild der kanoni-
schen Abbildung B
]
3 x 7 ! x +N 2 B
]
=N wird als x^ = x
a
bezeichnet. Es ist
# = #
2
und hx
a
; y
a
i = hx^; y^i = 
 (x; y) =
P
j2N
x
a
j
y
a
j
. Das Tripel (V;#; h:; :i)
bildet einen partiellen inneren Produktraum. Da die endlichen Zahlenfolgen in
V
#
= `
3 
#
2
= `
3
2
liegen, ist (V;#
2
; h:; :i) nicht degeneriert.
Die in [K

ursten, Denition 3.2] unter der Bedingung B = `
3
2
`
2
 `
3 
`
2
=
B
]
eingef

uhrte Topologie 
 
B;B
]

wird durch die Halbnormen p
y
: B 3 x 7 !



P
j2N
x
a
j
y
a
j



2 R
0
wobei y 2 B
]
erzeugt. Zu zeigen ist die Stetigkeit des
Funktionals f : B 3 b 7 !
P
j2N
x
a
j
b
a
j
w
a
j
2 C unter der Bedingung x 2 A
und w 2 (xB)
]
. Es ist dann x
a
2 `
1 
, x
b
2 `
1
, w
a
2

x
a
`
3
2

#
2
und w
b
2
(x
b
`
2
)
#
0
. Wegen 3.5.7 ist w
a
2

x
a
`
3
2
+

#
2


x
a
`
3
2
+

#
0
. Das bedeutet, f

ur alle
y 2 `
3
2
+
 `
2
gilt
P
j2N
jw
a
x
a
y
a
j < 1 und
P
j2N
jw
b
x
b
y
b
j < 1, was auch als
x

w 2 `
3 
 `
2
interpretiert werden kann. Insbesondere ist die Multiplikation
x

w deniert, da x
b
w
b
2 `
2
ist. Wegen x

w 2 B
]
folgt aus der Absch

atzung
jf (b)j =



P
j2N
x
a
j
b
a
j
w
a
j



=



P
j2N
b
a
j
x

a
j
w
a
j



= p
x

w
(b) die Stetigkeit von f
bez

uglich 
 
B;B
]

.
Die Bedingung i) ist wegenB
]]
= `
3
2
+
`
2
6= `
3
2
`
2
= `
3
2
`
2
+0`
2
= B+N
nicht erf

ullt. Hingegen gilt ii), denn

c
xB

#
=

x
a
`
3
2

#
2
ist nach 3.5.7 von der
Gestalt `
q
0
 
mit q 2 [3;1] und 3.4.7 besagt, da dieser Raum tonneliert ist.
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Zusammengefat mu man die Variablen wie folgt w

ahlen
A = `
1 
 `
1
x]y , x
a
#
2
y
a
^ x
b
#
0
y
b

 (x; y) =
X
j2N
x
a
j
y
a
j
B = `
3
2
 `
2
Automatisch ergibt sich dann
B
]
= `
3 
 `
2
N = 0 `
2
V = `
3 
# = #
2
hx
a
; y
a
i =
X
j2N
x
a
j
y
a
j
Diese Belegung liefert ein weiteres Beispiel f

ur [K

ursten, Proposition 3.4].
5 Zusammenfassung
Auf der Suche nach einem Beispiel f

ur [K

ursten, Proposition 3.4] st

ot man auf
die wesentliche Voraussetzung:
Sei eine der beiden Bedingungen erf

ullt:
i). B
]]
= B+N
ii).

c
xB

#
ist tonneliert f

ur alle x 2 A
Da sich i) relativ einfach erf

ullen l

at, ist in der Aufgabenstellung gefordert, ein
derartiges Beispiel zu nden, bei dem nur ii) gilt. Auerdem soll i) auch bei
N = 0 nicht gelten. Das bedeutet, da B kein Proberaum bez

uglich ] sein darf.
Wenn man B als `
3
2
w

ahlt, darf man nicht mehr die durch
P
jx
j
y
j
j denierte
Kompatibilit

at verwenden, da dort alle `
p
Prober

aume sind. Als Ausweg bietet
sich die gr

obere Kompatibilit

at #
2
an, bei der genau die Mengen `
p+
und `
p 
Prober

aume sind. Diese kann wie in [Antoine III] beschrieben eingef

uhrt werden,
da diese Mengen eine involutive

Uberdeckung des Gesamtraums `
1 
sind. Sie
bilden dort mit den Operationen
T
,
S
und `
r+
$ `
s 
einen vollst

andigen invo-
lutiven Verband. Mit ] = #
2
erh

alt man B
]]
= `
3
2
#
2
#
2
= `
3
2
+
, was ungleich B
ist.
Um zu sehen, da ii) erf

ullt ist, mu man die Topologie der beteiligten R

aume
studieren. Wenn man `
r+
mit der projektiven Topologie und `
s 
mit der induk-
tiven Topologie ausstattet, erh

alt man mittels der Theorie

uber lokalkonvexe
R

aume, da `
r+
ein (F)-Raum und `
s 
ein reexiver tonnelierter (DF)-Raum ist.
Ein Satz aus [Schaefer] mit der Aussage, da der Dualraum eines projektiven
Limes gleich dem induktiven Limes der Dualr

aume ist, wird verwendet, um zu
beweisen, da auch `
r+
reexiv ist, und sowohl `
r+
als auch `
s 
der Dualraum
des jeweils anderen ist, falls gilt
1
r
+
1
s
= 1.
Der Grothendieksche Faktorisierungssatz wird benutzt, um unter Ausnutzung
der topologischen Eigenschaften zu zeigen, da man f

ur alle p ein p
0
nden kann, so
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da gilt (x`
p+
)
#
2
#
2
= (x`
p
)
#
2
#
2
= `
p
0
+
. Jetzt kann man erkennen, da Bedingung
ii) erf

ullt ist, denn es gilt

c
xB

#
=

x`
3
2

#
2
= `
q
0
 
, und dieser Raum ist
tonneliert.
Man kann das Beispiel noch variieren. Zum einen kann man die B-Wichte so
ab

andern, da sie nur die Eintr

age an den geraden Stellen der Zahlenfolgen be-
achtet. Dadurch bekommt man einen Kern N der nicht der Nullraum ist. Zum an-
deren kann man das direkte Produkt aus der urspr

unglich betrachteten *-Algebra
und einer echten partiellen *-Algebra bilden. Man erh

alt in diesem Beispiel neben
einem Kern auch eine echte partielle *-Algebra.
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