Modeling intents are what engineers wish the part to be (even under changes) modeled in order to reflect his original design considerations, dependencies and constraints. Such intents in the current Computer-aided Design (CAD) modeling practice are not systematically captured, and often represented in the form of implicit constraints embedded in features. In order to unveil modeling intents it is necessary to analyze the feature relations. Feature dependency graph for a part model is created by extracting historical modeling operations and the dependency information of each feature. It offers a more organized view toward the model construction. A posterior analysis of CAD models is proposed to unveil modeling intents by examining feature dependencies with different graph measures, including degree centrality, closeness centrality, betweenness centrality, and eigenvector centrality. This paper shows critical feature for the construction of the CAD model can be identified with the centrality analysis, which provides engineers a starting point to reexamine the modeling intents behind the model creation.
Introduction
Feature-based CAD models are typically created with a series of operations with predefined features, e.g., block feature, hole feature, blend feature, and extrude feature. In most systems, sketch and Boolean operations are also treated as feature operations. CAD model reuse boosts product development process [5] . However, most of the created CAD models are not well reusable. Even with visually the same resulting CAD geometries the modeling procedures and operations applied might be quite diverse. Without a good understanding of the characteristics of model construction, it is hard to modify CAD models to cater to new design requirements. In some cases, even a single alteration of a certain value in the model could render the whole part unusable, which is even worse if they are not visually identifiable. The reason behind it, the authors believe, is the non-optimal and implicit modeling strategy in terms of the applied feature sequences to create the model. In order to reach a more robust CAD modeling strategy, a better understanding of the nature of the CAD model construction is necessary. The authors believe that the key lies in the understanding of modeling intents.
Modeling intents are different from design intents. Wang et al. use design intents in different levels, e.g., to represent design concepts, geometric properties and relations, referred to as features and constraints [24] . This CONTACT Yongsheng Ma yongsheng.ma@ualberta.ca; Zhengrong Cheng zcheng3@ualberta.ca; Yanan Xie yanan8@ualberta.ca paper distinguishes model intents and design intents.
Here the authors treat design intents as what associate functions with product structures, i.e., the reasons why a product has specific structures. Design intents convey the functional design considerations to product structures. Modeling intents are restricted to those that are behind the CAD model construction, i.e., what users wish the model to be. There are two levels of modeling intents, i.e., the reasons why models are constructed in certain ways to, firstly, conform to the physical structures, and secondly, comply with functional design considerations ( Fig. 1) . One of the generally expected structural modeling intents is that minor (auxiliary) features should be built based on major features that contribute to the general shape of the product. Understanding modeling intents is critical. If changes are about to be made to the model, it is better to know how and why the model has been constructed in certain ways such that when the changes are carried out the model will at least be able to regenerate. If the intents of model construction are unknown, it would be difficult to change the model properly due to its inner parametric and geometric associations [18, 25] . Moreover, if the modeling intents are revealed, engineers can see whether the model has been constructed robustly by judging, for example, if the functional considerations have been conformed to. Unfortunately, modeling intents are not explicitly expressed in the model. Modeling intents are usually reflected through the way how features are applied in the model construction process. Users, with the same set of feature operations at hand, might construct visually identical product geometry with different modeling procedures, which result in different feature dependencies [1] . So it is not enough to analyze the shape information. In order to unveil modeling intents in CAD models, the analysis of applied features is a way to go, more specifically, the analysis of feature dependencies.
The approach in this research is to retrieve implicit feature dependencies from the CAD model to construct an association graph from which further analysis is carried out. An algorithm is developed to retrieve feature information and to construct the dependency graph automatically. The graph provides a more organized view towards the applied modeling procedure. There are multiple aspects of the ADFDG that can be analyzed to unveil modeling intents. Current research focusses on finding the critical features in ADFDG to provide engineers with a starting point to examine the rightfulness of the modeling intents reflected by the model construction. Centrality related metrics, assessing each node's involvement in the walk structure of a graph [2, 4] , are applied to characterize the properties of feature dependency graphs.
The rest of this paper is organized as follows. Section 2 presents related works to this research, including featurebased CAD, a preamble to graph theory and its application in product design. Section 3 introduces the observed properties of feature dependency graph that could be made use of. It also presents the framework of system implementation with the algorithm to extract feature information from CAD models, which is designed based on the characteristics of how features are stored in the models. A few examples are studied in Section 4. Section 5 concludes the paper.
Related works

Feature-based CAD
CAD systems have gone through a long way from modeling with lower level geometric elements like points and lines in 2D environment to feature-based parametric 3D modeling, which makes it more convenient for designers to build digital prototype of products that could be further used in downstream design activities, e.g., engineering analysis [16] ; hence they reduce time to market. In feature-based CAD, features are the building blocks of the geometric construction. Fig. 2 shows an example of UML diagram for implementing features in CAD, where builder pattern is applied. It could be seen that geometrical and positional data, which are parameterized, need to be set to build features. The richness of available features that represent different engineering semantics makes CAD systems more versatile. Other than system provided features, which are, in the sense of application domain, more general, User Defined Features (UDF) make it possible for end users to enrich the feature library by defining their own features based on their specific application domains [11, 12] . The abilities of CAD systems to change feature attributes in the model to fit new design scenarios make part models reusable and further increase productivity, i.e., designer don't have to build CAD models from scratch to fit new design requirements. A working digital prototype might be just a few clicks away.
In the history-mode of CAD system, all feature operations are recorded and kept in the model history. Every feature knows its "children" and "parents". Note that this "children" is different from the parent-children relationships in the Object-oriented Programming. For example, in the software design, all specific features, like block feature and extrude feature, are the children classes of the more generic feature class (See Fig. 2 ). However, in the CAD modeling procedure, children feature mean those features are built based on the "parent" features because their existences are based on certain geometric aspects of the "parent "features. For example, when a hole feature is built based on an existing block feature, it makes the block feature a parent and the hole child feature. For another example, an extrude feature requires a section upon which to extrude, which makes the extrude feature depending on the section. These feature ownerships, or parent-children relations, are the origin of feature dependencies [1] .
With the feature-based technology available to designers, many CAD model construction methods are possible. Camba et al. [5] examined three formal modeling methodologies, i.e., Delphi's horizontal modeling, explicit reference modeling, and resilient modeling, by comparing their advantages and disadvantages. Horizontal modeling tries to minimize the need to recreate or repair CAD model by eliminating the parent/child dependencies between features and build features on top of datum planes, instead of features. However, nowadays datum planes are also treated as a type of features. Explicit reference modeling focuses on minimizing the number of constraints linked to existing geometry by managing functional references (which are solids). Resilient modeling aims to create a neutral solution to fix the problem of unstable design tree of CAD model by defining a collection of best practice methods. It categorizes features in the design trees by 6 different groups. It is anticipated that those different modeling methodologies would result in different feature dependency trees for a same product. Fig. 3 presents a general CAD modeling procedure [8] . It shows, generally speaking, minor features should be built on top of major features, which is a good rule-of-thumb.
Graph theory and its applications in product design
Graph, or network, has been used to describe product structures. [19] proposed propagation cost and clustered cost based on Design Structure Matrix (DSM) to compare the structures of different software designs. The propagation cost assumes equal cost among both direct and indirect dependencies, whereas clustered cost assigns different cost across cluster or module. Jaiswal et al. [13] introduced an assembly-based conceptual 3D modeling with unlabeled components, where a probabilistic factor graph was used to encapsulate the relationships between the unlabeled components in a shape database.
Graph theory has been applied in CAD retrieval for model reuse purposes. Graphs are used to represent the CAD models and the similarity between two 3D CAD models could be evaluated with graph matching algorithms. The graphs can be constructed using different elements of the CAD model. Some construct the graph from the shape of the CAD models with B-rep. For example, Tao et al. (2012) [23] uses a representation of face Attributed Relational Graph (ARG), where faces are taken as nodes and edges connecting the faces as arcs in the graph, created from a B-rep CAD model to convert partial retrieval problem into a subgraph matching problem. They also constructed a Face Adjacency Graph (FAG) from B-rep models and assess the model similarity by segmenting the graph into a set of regional graphs for subgraph matching [22] . On the other hand, [17] describes a reuse-oriented retrieval method for CAD models where modeling knowledge are captured in model similarity assessment with feature dependency directed acyclic graph and subgraph decomposition, i.e., their graphs were constructed based on the direct shape of the CAD model but the construction features. The resulting graph was used to simplify the CAD models such that shape histogram could be constructed based on the simplified CAD models.
Graph metrics have been used to characterize the key properties of products. [15] applied graph to model the structure and evolution of products. One of the case studies they used is a physical product and they take the different parts as nodes and physical connection as edges of the graph. The evolution of the product is captured by adding and removing of nodes and edges. A few network measures were employed to quantify the evolutionary characteristics of product structures, including average degree, degree distribution, density, clustering coefficient, average shortest path, etc. [6] applied a network approach to assess the impacts of changes on complex product, where a product is considered as a weighted network of parts, subassemblies, or subsystems. Three changeability indices, including degree-changeability, reach-changeability, and between-changeability were presented. However, the dependency relationship between parts is documented with approaches like interviewing experienced engineers, which is subjective and time-consuming.
Tab. 1 presents the formulas for some of the key graph centralities [2] [3] 10, 14] , where A denotes the adjacency matrix of the graph. For local measure, one can use degree centrality. Degree centrality of a node measures how many edges are connected directly to it. In a directed graph, degree centrality could be further categorized into in-degree and out-degree. The larger the number of in-or out-connecting edges is, the bigger the in-or out-degree value is. The value could be normalized by dividing by the maximum possible number of the connections. There are also global measures in the sense that they measure the centrality of a specific node relative to the rest of the network, e.g., closeness, betweenness, and eigenvector centrality [2, 4, 10] . Betweenness centrality is a measure to 
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quantify the number of times a node acts as a bridge along the shortest path between two other nodes, the value of which can also be normalized. In Tab. 1, g jk is the total number of shortest paths from node j to k. g jk (i) is the number of those paths that pass through node i. Closeness centrality of a node is the reciprocal of the length of the total shortest path between the node and all other nodes in the graph. d(i, j) is the shortest distance between node i and node j. Eigenvector centrality [3] measures the importance of a node by considering its neighbors' connectivity (or influence) as well as their subsequent downstream neighbors. The values of interests are contained in the eigenvector corresponding to the largest eigenvalue of the adjacency matrix of the graph. In Tab. 1., λ is the largest eigenvalue and e is the corresponding eigenvector of the adjacency matrix A. Another variation of the eigenvector centrality, applied in link analysis using hubs and authorities in information networks and World Wide Web [9] , and in determining the design domination weights and design subordination weights in dependency analysis of design elements in the product development [6], is to calculate the dominant eigenvector of, instead of the adjacency matrix of the graph, the multiplication of adjacency matrix with its transpose.
Framework and algorithm
It is observed that the feature dependency graph is directed and acyclic, which is called Acyclic and Directed Feature Dependency Graph (ADFDG), where the set of nodes, or vertices V, are the features and the set of edges E, depict the feature dependencies. Moreover, due to the nature of feature modeling, feature dependencies in ADFDG have other characteristics. Feature dependencies are non-reflexive, i.e., a feature cannot depend on itself. Feature dependencies are nonsymmetrical, i.e., two features cannot mutually depend on each other. Feature dependencies are transitive, i.e., if feature a depends on feature b and feature b depends on featurec, then feature a also depends on feature c [1, 17] . A part model contains a lot more information than just features, for example, geometric information like bodies, faces, edges, etc., and non-geometric information like annotations, colors, and layers. Here what we care about are features in the part. There is a feature manager in the part model called feature collection [21] , which is responsible for creating different feature builders to construct features, and keeping track of features that have been created in the part. All features within a part can be obtained from the feature collection, as is shown in Fig. 4 . In addition, since each feature has pointers to those features depending on it, we can trace down the feature dependencies to build the graph. The general algorithm to extract feature information and to construct the feature dependency graph is shown in Fig. 6 . The general framework of current research is presented in Fig. 5 . It starts with a constructed feature-based CAD model with all the model history and feature information. Then feature information is extracted from the model with API programming to construct the ADFDG based on the algorithm introduced in Fig. 6 . In general, three representations are available for a graph, adjacency list, edge list, and adjacency matrix. This research uses adjacency list representation for ADFDG by using a data structure called map, which is a type of associative container that stores key-value pairs. Note that some feature operations are created automatically by the CAD system in the background during the model construction. The resulting graph might show more feature nodes than what could be seen in the part navigator, where only explicitly applied feature operations are presented. With the ADFDG at hand, visualization and centrality analysis of the graph could be carried out.
Degree analysis of ADFDG examines how many incoming and outgoing edges each feature node has. It provides the direct dependency measurements for each feature operation. Out-degree of each feature node indicates its influence on its direct neighboring feature nodes. In-degree of feature nodes shows their direct "parent nodes" they base upon. Out-degree centrality is more interesting here because we want to find the influencing features. Betweenness centrality helps to quantify the number of times a feature acts as a bridge along the shortest path between two other features. Features with higher betweenness values are those located in the "center" of the ADFDG. If we imagine the path with flows flowing through them, those features with high betweenness values mean that more flows are flowing through them, i.e., they are the busiest ones. Eigenvector analysis is calculated based on the matrix multiplication of adjacency matrix and its transpose, instead of adjacency matrix directly. As is shown in [7, 9] that the meaning of dominant eigenvector of AA T and A T A are different. Here since the interest is in finding the features with dominant influences over other features, AA T is chosen as the matrix based on which eigenvector analysis was carried out.
Results and discussion
Three examples will be studied in this section to prove the feasibility and effectiveness of the proposed approach. In section 4.1 a connection rod example will be discussed in detail. Section 4.2 will present the results for other two examples briefly.
Connection rod case study
A connection rod model of an inner combustion engine design is taken as an example in this subsection. This model was constructed by one of the authors. Fig. 7 gives the geometry of the connection rod in (b), its modeling history in (a), and the corresponding visualization of its ADFDG in (c). The adjacency list representation of the ADFDG for the connection rod case study is given in Fig. 8 . Tab. 2 shows parts of the feature information for the model. Note that the tags for features are likely to change in different sessions. They are unique for different features within a session. The results of different centrality analyses are provided in Fig. 10 , where the horizontal axis gives node numbers and the vertical axis centrality values, which bring to our attentions of two major features shown in Fig. 9 . Fig. 11 provides the correlations of those four centralities, where some key features are numbered and their correlation values are given in c. It is found that the connection rod model has a few dominant features. Out degree, eigenvector, and closeness centralities agree that the most critical features are feature 1, a datum feature, and feature 4, an extrusion feature based on the sketch feature 3. It might indicate that betweenness centrality might not be a good indicator for feature dependency graph in this case since it does not correlate well with other centralities. Those most critical features for connection rod are the ones constructed in the beginning of the modeling process, i.e., feature 1, 3, and 4, that influence the following feature operations a lot. It could be seen that it is reasonable because for connection rod many features are built on top of the features that generate the overall shape, which could be seen as a characteristic of the connection rod. It is predictable that for some other mechanical parts one might found more numbers of dominant shapes upon which smaller features are built. Hence, the resulting ADFDG and centrality analyses would be totally different. It could be said that on the one hand centrality analysis helps to reveal critical features in the model construction, on the other hand, helps to identify the characteristics of the model. In could be seen that similar results could be obtained with the other two case studies in the next subsection.
Sport car seat and trigger switch cases
In order to demonstrate the generality of the proposed approach, two more cases are demonstrated in this subsection. Fig. 12 shows a sport car seat model in (b) and the virtualization of its ADFDG in (a). The sport car seat model is taken from GrabCAD [20] , Tab. 3 presents part of the extracted feature information for the sport's car seat model. Fig. 13 shows some of the key features of this case study, identified by the centrality analysis results from Fig. 14. These key features lay down the foundations for the auxiliary features to work on. Fig. 15 shows a trigger switch CAD model in (a), and its corresponding ADFDG in (b). This is an example model from Siemens NX [21] . Tab. 4 shows part of the extracted feature information for the trigger switch model. Fig. 16 gives the centrality values for the model, which helps to identify some key features shown in Fig. 17 . It can be observed that the trigger switch model has two relatively separate major volumetric features (highlighted in Fig. 17 (b) and (c)), which is different from the above two case studies.
Discussion
The graphical representation of the feature dependencies provided by ADFDG offers engineers a more organized view toward the model construction, where interactions among feature operations are easily seen. Many graph properties are exploitable to give insights in understanding modeling intents for an individual model. Current research studies centrality properties of ADFDG, which reveals the information about which set of features are critical from the perspective of network topology. Different metrics interpret the graph differently. They might not always agree on which features are important. Users need to choose the centrality metrics according to their application. For example, if one wants to find out which is the feature that other features directly depend on, he/she need to use the degree centrality. If one need also consider indirect dependencies, he/she could use one of the eigenvector centralities.
By looking at the identified critical features, engineers can start to ponder whether it is reasonable based on their engineering judgements, i.e., whether or not the applied modeling procedure is suitable or not. Ideally, the modeling intents should not only conform to the structural requirements but also comply with functional considerations of the design. So engineers need to check whether or not the modeling intents reflected from the ADFDG comply with the structural and functional considerations of the design. They can start with the critical features. It also provides a means to review the quality of the constructed model.
Not every designer adopts a modeling methodology. Some just follow their own habits or construct models based on their experiences. That is to say, there is no standard way or consensus on how to build CAD models. Visualization and analysis of the ADFDG would reveal how a model constructed by an experienced user is different from the one constructed by a new user, which provides guidance for CAD training. It is observed that experienced CAD users build models in a way that minor features depend on major features, which could be confirmed by their resulting ADFDG. What junior CAD users can learn is how to manage the feature dependencies. 
Conclusions
This work proposes an intelligent knowledge discovery scheme to unveil engineering modeling intents in CAD models via centrality analysis with a type of automatically-generated feature dependency graph. An algorithm has been developed to retrieve feature dependency information from CAD models, and, instead of consulting designers or engineers to build up the network for products, to generate ADFDG for both visualization and analysis purposes. Posterior examination of the modeling intents could reveal engineering constraints applied in those CAD models. Current research focuses on one important aspect of the graph properties, i.e., centrality analysis. Users with different levels of experiences tend to construct the model in different fashion, which is reflected by the resulting feature tree.
In terms of the interpretation of the charts when the number of features increases, there is not much difference because there are always a few dominant features. The computational approach, given that the rules are correct, is more objective than visual observation. Potentially many exploitable engineering knowledge aspects can be revealed through this approach; that prospect warrants more future research. For example, more discoveries can be expected in the direction of merit comparison of different feature embodiment solutions.
