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E-mail address: nielsenj@chalmers.se (J. Nielsen).The exploitation of microorganisms in industrial, medical, food and environmental biotechnology
requires a comprehensive understanding of their physiology. The availability of genome sequences
and accumulation of high-throughput data allows gaining understanding of microbial physiology at
the systems level, and genome-scale metabolic models represent a valuable framework for integra-
tive analysis of metabolism of microorganisms. Genome-scale metabolic models are reconstructed
based on a combination of genome sequence information and detailed biochemical information,
and these reconstructed models can be used for analyzing and simulating the operation of metab-
olism in response to different stimuli. Here we discuss the requirement for having detailed physio-
logical insight in order to exploit microorganisms for production of fuels, chemicals and
pharmaceuticals. We further describe the reconstruction process of genome-scale metabolic models
and different algorithms that can be used to apply these models to gain improved insight into
microbial physiology.
 2010 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
1.1. The challenge of microbial fermentations: comprehensive
understanding of the microbial physiology
Microorganisms are able to produce a wide range of valuable
compounds and microbial fermentation is widely used as a route
for production of chemicals in industry. Microbial fermentation is
expected to increase to about 20% of the total global chemical
market [1], which will represent a sales volume of US$310 billion.
This increase is expected in basic chemicals and commodities as
well as in the ﬁeld of polymers and high added value ﬁne chemi-
cals. Furthermore, microbial fermentation is making novel prod-
ucts and specialty chemicals available which have not previously
been synthesized by traditional petrochemical processes. The efﬁ-
ciency of a microbial production process should be evaluated based
on the following key elements: high titer, high yield, high produc-
tivity and process robustness. The mentioned parameters highly
depend on the host microorganism. Natural screening, mutagene-
sis, selection, bioprocess development, genetic engineering and
metabolic engineering strategies have been adopted to increase
the metabolic capabilities of the host microorganisms [2]. Im-
proved strains have been proven to be commercially successful
in the production of organic acids [3], amino acids [4], biofuels
[5], and pharmaceuticals [6]. Nevertheless, problems such as the
accumulation of toxic intermediates or metabolic stress resultingchemical Societies. Published by Ein a decreased cellular ﬁtness are still far from being solved. The
lack of knowledge about the regulatory mechanisms of key en-
zymes and the complex relationships between microbial genotype
and metabolic phenotype are still barriers to the development of
efﬁcient cell factories. Over-expression, deletion or introduction
of heterologous genes in speciﬁc metabolic pathways does not al-
ways result in the desired phenotype. A good example is attempts
to increase the glycolytic ﬂux, which cannot be increased by indi-
vidual or combinational over-expression of genes encoding the key
glycolytic enzymes in either eukaryotic or prokaryotic microorgan-
isms [7]. The essence of the problems listed above lies in the lack of
a comprehensive and global understanding of the microbial phys-
iology. Microbial physiology is the result of the interplay between
gene transcription, protein translation, enzyme kinetics, internal
composition (e.g. the intracellular energy charge and the interior
redox potential and intracellular pH) [8,9], and extracellular envi-
ronment [10,11], such as temperature, dissolved oxygen and other
sources of physical or chemical stress. The microbial genotype, rep-
resented by the genome, is typically evolved for survival and
growth in their natural habitat, and it is often necessary to retroﬁt
the genotype to obtain a desired phenotype [12]. Random muta-
genesis and metabolic engineering strategies have been used to
either modify or introduce new cellular metabolic capabilities
[13]. These strategies include relief of feedback inhibition, deletion
of competing pathways, up-regulation of primary biosynthetic
pathways, over-expression of export processes, and insertion of
new metabolic pathways.
The total protein and RNA concentration in bacteria such as
Escherichia coli is in the range 300–400 g/L bacteria volume [14],lsevier B.V. All rights reserved.
Table 1
The reactions and enzymes number involved in nucleotides in KEGG [40].
ATP ADP NADH NAD+ NADPH NADP+ CoA Acetyl-CoA
Reactions number 496 347 740 750 887 889 480 169
Enzymes number 454 350 433 455 462 462 250 119
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macromolecules. If the total concentration of these macromole-
cules inside cells accumulated to a signiﬁcant proportion of the cel-
lular volume, this would lead to macromolecular crowding [14],
which affects the folding and aggregation of proteins and the met-
abolic capability of microbial cells. Small metabolites also play
complex roles in metabolic regulation. It has been well-docu-
mented that nucleotides not only make up the structural units of
RNA and DNA, but also play central roles in metabolism [15].
Nucleotides serve as energy sources [16], co-factors for enzymatic
reactions (Table 1 and Fig. 1) or for transport reactions [17,18], and
participate in protein transcription and translation [19], cellular
signaling, cell morphology [20] and stress response.
Microarray analysis has demonstrated that sets of functionally
related genes are coordinately induced or repressed in response
to developmental or environmental cues [21]. Therefore, the
microbial metabolic function is subject to hierarchical control
[22] and originates at the level of transcription (induction–repres-
sion mechanism and mRNA degradation), translation (protein acti-
vation and proteolysis) and enzyme activity (allostery) or usually a
combination of them (such as signaling cascades). Manipulation of
the gene regulation mechanisms has been developed as a rational
strategy to obtain the desired phenotypes based on careful analysis
of the regulation control mechanisms, and successfully applied in
the control of carbohydrate utilization [23,24], lipid metabolism
[25], amino-acid starvation response [26], nutrient and environ-
mental stress response [27] and expression of the ribosomal regu-
lon [28]. While traditional metabolic engineering strategies are
based predominantly on single or multiple genetic manipulations
of the target metabolic pathway, many complex aspects of metab-
olism cannot be altered as desired by manipulating particular met-
abolic genes and a more holistic view becomes necessary. With the
accumulation of genome sequences and other genome scale data,
reconstruction of metabolic, regulatory, and signaling networks
has become possible, which allows for a complete and comprehen-
sive understanding of the microbial cell as a whole.
1.2. The accumulation of high-throughput data
According to http://www.ebi.ac.uk/, there are 1051 microbial
genome sequences that have been completed, and the sequencing
of other 2527 microbial genomes is in progress. Another 1455
microbial species have been partially sequenced. The number of
complete genome sequences continues to increase and new infor-
mation generated from the already completed sequences is also
exploding. As illustrated in Fig. 2, the amount of high-throughput
data (transcriptome, proteome, enzyme, metabolites, biochemical
and binary protein reaction, and biological network) originating
from genome sequences is rapidly increasing and is at the point
of becoming a ﬂood of biological information. Another important
data source is the scientiﬁc literature, which records an over-
whelming amount of biological facts. With MEDLINE as example,
MEDLINE contains 11 million references to journal articles in the
life sciences, and the size is continuously growing at a rate of sev-
eral thousand papers per week. The huge and increasing textual re-
sources provide the scientists with (1) the name, sequence,
location and transcriptional regulation, plus the essentiality of
genes for cell growth; (2) the sequence, domain, motif, structure,and function of proteins [29]; (3) nomenclature (enzyme name,
EC number, etc.), functional parameters, organism-related infor-
mation, enzyme structure, stability and application of an enzyme
[30]; (4) metabolites, enzyme inhibitor and activator, co-factors
of metabolic reactions and pathways [31]; (5) metabolic and pro-
tein interaction networks [32]; (6) transcriptional regulation,
membrane transporters, and metabolism; and (7) the composition,
and the physiological parameters of strains [33]. The platforms for
the literature include Pubmed, MEDLINE, and CiteXplore. The latter
combines literature search with text mining tools for biology and it
contains the papers from Agricola (506447 citations), Chinese bio-
logical abstracts (134890 citations), Citeseer (716328 citations),
patents (1902475 citations), MEDLINE (19474348 citations), and
Pubmed (493277 citations). A series of techniques have been
developed to identify, extract, manage, integrate and exploit this
knowledge, and to discover new, hidden or unsuspected informa-
tion, such as Textpresso [34], PubFinder [35], PubMatrix [36],
WIKIGENE [37], and MineBlast [38]. Based on the results from lit-
erature mining, systems biology aims to connect the textual evi-
dences to biochemical and signaling models in order to produce
accurate computational models. Genome-scale metabolic models
are important platforms that combine wet (high-throughput data)
and dry (bibliographic data) data to decipher the metabolic, regu-
latory, and signaling networks at the level of the whole organism.
2. Reconstruction of genome-scale metabolic models
The reconstruction process of a genome-scale metabolic model
involves the following ﬁve steps [39]: (1) creation of a draft model;
(2) reconstruction of a detailed model; (3) conversion into a math-
ematical format; (4) identiﬁcation and ﬁlling of gaps; and (5) sim-
ulation and visualization. These steps are described in detail in
Fig. 3.
The reconstruction process starts with the identiﬁcation of cod-
ing sequences and the functional annotation of genes, which can be
accomplished by sequence homology with known proteins. Several
databases provide such functional annotations for most of the se-
quenced microbial genomes. It should be noted that only genes
encoding for enzymes or membrane transporters are used for mod-
el reconstruction, not the complete set of sequenced genes. In or-
der to build a metabolic model, it is necessary to translate the
functional annotation of enzymes into appropriate biochemical
reactions (Fig. 3A). EC numbers provide an unambiguous way to
identify enzyme-catalyzed reactions, KEGG and other databases
provide direct correspondence between EC numbers and reactions.
However, there are several special cases that should be considered:
(1) recently identiﬁed enzymatic activities, which have not yet
been assigned an EC number; (2) annotation which only provides
more general GO categories and not full EC numbers; (3) some en-
zymes have a broad speciﬁcity and accept multiple substrates, one
example being alcohol dehydrogenase (EC1.1.1.1), which catalyzes
the oxidation of several distinct primary alcohols; (4) isoenzymes
are encoded by different genes, but catalyze the same reaction;
and (5) there are several genes associated with one or more reac-
tions catalyzed by an enzyme complex. To address these issues, a
number of software packages (i.e. PATHOLOGIC) for textual anno-
tation in UniProtKB/SwissProt/BRENDA and literature mining have
to be used to identify gene–reaction associations.
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Fig. 1. An illustration of the wide use of the co-factor couple NADH/NAD+ in different metabolic reactions involved in the production of key metabolic products identiﬁed as
platform chemicals.
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with assigned EC numbers are matched to biochemical reaction
databases, e.g. KEGG [40] and BREAD [41], or to already existing
metabolic models for phylogenetically close organisms (e.g. the
models in BIGG database (http://bigg.ucsd.edu/)). The gene names
and details about individual reactions, such as (1) metabolites and
co-factors; (2) chemical formula or InChI string for each metabo-
lite; (3) identiﬁers for each metabolite from compound databases
such as CHEBI (http//www.ebi.ac.uk/chebi), PubChem (http://
ncbi.nlm.nih.gov/sites/entrez), or KEGG (http://www.genome.jp);
(4) reaction stoichiometry and directionality; (5) gene and reaction
localization; (6) reaction identiﬁer from reaction databases such as
KEGG; and (7) metabolic subsystems should all be included in the
reaction annotation. It should be noted that this stage only collects
candidate biochemical reactions, and that many proteins which
catalyze DNA methylation, rRNA modiﬁcation, or function as ki-
nases in signal transduction reactions also have EC numbers but
they should not be included in this reaction list.
A crucial step in the reconstruction of genome-scale metabolic
models is the addition of reactions which are not inferred from
genome annotation (Fig. 3B). Such reactions include: (1) spontane-
ous reactions; (2) extracellular transport reactions; (3) intracellu-
lar transport reactions; and (4) exchange reactions. The addition
of these reactions will decrease the number of dead-end metabo-
lites and improve network connectivity.
Another set of required reactions are the biomass reactions,
which describe all known biomass constituents and their contribu-
tion to the overall cellular biomass. The biomass reaction stoichi-
ometry is determined by the relative amounts of necessary
macromolecules and building blocks in the biomass composition
of the target organism, and is usually derived from the literature
studies. If such biochemical and physiological data are not avail-
able, this has to be determined experimentally for cells growing
in the logarithmic phase. Information about energy requirement
(in terms of ATP molecules) for microbial cell growth (e.g. proteins,
DNA and RNA synthesis) and maintenance (e.g. turgor pressure) is
also included in the biomass equation. The values for these energy
requirements can be found in the literature or be determined fromchemostat growth experiments. The reconstruction needs to con-
tain information regarding growth-enabling media, including: (1)
the available substrates; (2) the auxotrophic components; (3) min-
imal medium composition; (4) rich medium composition; and (5)
uptake or secretion rates.
As shown in Fig. 3C, the third stage of the reconstruction pro-
cess is to convert the reaction list into a constraint-based mathe-
matical format. If no constraints are imposed on the model it can
take up or excrete compounds at any arbitrary rate, which is
clearly not representative of living cells. Therefore, constraints
have to be applied in a manner so that the ﬂux solution space bet-
ter approximates that of a living organism. These constraints are
normally set to represent known growth behavior. There are four
different kinds of constraints that limit the cellular functions:
physiochemical constraints, topological constraints, environmental
conditions constraints, and regulatory constraints. Genome-scale
metabolic models normally rely on physiochemical and/or envi-
ronmental conditions constraints: ﬂux balance (S  v = 0), energy
balance (DE = 0), enzyme or transporter capacity (vi 6 vmax) and
thermodynamics (0 6 Vmin).
Once a draft metabolic model is obtained, the consequent
steps are to verify and evaluate the reconstructed model
(Fig. 3D). The ﬁrst step is to check the consistency of the recon-
structed model, to identify metabolic gaps and to track how dif-
ferent substrates are catabolized into different metabolites. An
intensive textual mining in biochemical databases, biochemical
textbooks, and the published literature will help to ﬁll possible
gaps. However, it should be noted that adding new reactions to
the network may cause new gaps. Therefore, when adding reac-
tions, it should be ensured that all metabolites are connected to
the network.
The following steps in the reconstruction will be testing of the
models’ metabolic capacity at three distinct levels: (1) test the abil-
ity to produce biomass components in different media and under
all known growth conditions. The aim of this step is to validate
the capabilities of the reconstructed network; (2) test the growth
ability and rate on different types of media; and (3) test whether
the model can produce the secreted metabolites from a given
Fig. 2. Overview of different types of high-throughput data that are available in biochemical databases.
L. Liu et al. / FEBS Letters 584 (2010) 2556–2564 2559substrate and whether the speciﬁc production rates of metabolites
are correct. It is likely that this step may lead to the requirement
for further addition of reactions with or without experimental evi-
dence. The last step of the reconstruction process is to use the
model to predict growth phenotypes. By comparison to experi-
mental data, model predictions will help in further reﬁning the
model (Fig. 3D).3. Algorithms help understanding microbial physiology
A genome-scale metabolic model is basically just a stoichiome-
tric representation of all possible metabolic reactions in the cell.
The stoichiometry and the reversibility of each reaction, together
with the assumption of steady state for the internal metabolites,
allow deﬁning a region of allowed ﬂux distributions. Several
Fig. 3. Description of the different steps in the reconstruction of genome-scale metabolic models.
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scale models to explore the microbial cell metabolic potential
and to identify target genes for metabolic engineering. Depending
on the desired purpose, the algorithm optimization methods can
be divided into [42]: (1) linear programming; (2) quadratic pro-
gramming; (3) mixed integer linear programming; and (4) evolu-
tionary programming.
The most widespread method based on linear programming is
Flux Balance Analysis (FBA) [43,44], which was speciﬁcally de-
signed to predict quantitative growth phenotype based on a stoi-
chiometric model and the pseudo-steady state assumption. FBA
has been applied to (1) estimate the optimal state for growth under
different cultivation conditions [45]; (2) maximize ATP or NADH
production [46]; and (3) maximize the production of target metab-
olites [47,48]. In other words, FBA can predict global quantitative
relationships between the input rates of nutrients [48], the output
rates of byproducts and growth rates. Other algorithms based on
linear programming are Flux Variability Analysis (FVA), which cal-
culates the rank of possible variation of each reaction rate, FluxCoupling Analysis (FCA), which elucidates the correlation between
different reaction rates, Thermodynamics based metabolic ﬂux
analysis, FBA with molecular crowding, etc. The Minimization of
Metabolic Adjustment (MOMA) use quadratic programming (QP),
and it has been developed to ﬁnd a unique ﬂux distribution that
is the closest to a given ﬂux distribution observed in a wild-type
strain [49,50]. MOMA is based on the assumption that metabolism
in a knockout mutant operates as closely as possible to metabolism
in the wild-type strain. The algorithm has been proven to provide
slightly better predictions than FBA.
In order to optimize the product yields of microbial strains, the
most widespread strategy aims at coupling the production of the
desired product to cellular growth. In order to achieve that, a num-
ber of optimization frameworks have been proposed. OptKnock, a
bi-level optimization framework [51,52], was developed to identify
optimal gene knockout strategies in order to obtain a resulting
phenotype with a high production of the desired metabolite at
the maximal growth rate. With OptKnock as starting point, four
different computational approaches were proposed: OptReg
Fig. 3 (continued)
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tiﬁcation) [57,58], and regulatory on/off minimization (ROOM)
[59]. OptReg initially uses constraints, such as glucose uptake rate,
minimum ATP production and 13C experimental ﬂux data to char-
acterize the upper and lower bounds of each reaction in the wild-
type, secondly, by using a bi-level optimization it ﬁnds not only
deletion targets but also over-expression and down-regulation tar-
gets in the form of changed upper and lower bounds. OptStrain
identiﬁes (among a collection of databases) a minimal set of non-
native reactions that, when added to the wild strain, maximize
the yield of the desired product. OMNI was designed to ﬁnd the
bottleneck reactions that cause the discrepancies between the
experimental ﬂuxes measured using 13C labeling and in silico pre-
dictions. Similar to MOMA, ROOM also determines putative ﬂux
distributions after gene deletions by minimizing the number of sig-
niﬁcant ﬂux changes [60,61]. OptGene [56] is an evolutionary algo-
rithm developed to ﬁnd deletion targets in microorganisms atlower computational costs. OptGene deﬁnes a priori the number
of gene knockouts to be found and uses simulated annealing (SA)
[62,63] and Set-based Evolutionary Algorithms (SEA) [62]. Each
of the mentioned algorithms has its own particularities and are
often best suited for speciﬁc cases as discussed by Park et al. [42].4. Understanding of microbial physiology using genome-scale
metabolic models
One of the primary uses of genome-scale metabolic models is
the investigation of the effects of gene deletions [64,65]. Each reac-
tion is associated to its enzyme-encoding genes, so gene deletions
are translated into inactivated reactions with ﬂuxes constrained to
zero [66]. Following this rule, FBA [43,67], MOMA [49] and ROOM
[59] methods have been developed and used to predict the out-
comes of gene deletions series of bacteria. A main application of
2562 L. Liu et al. / FEBS Letters 584 (2010) 2556–2564GSMM is the identiﬁcation of essential genes [68,69]. The essential
genes are those which are required for a microbial cell survival
[70]. Essential genes in a microorganism constitute its minimal
gene set, which is the smallest possible group of genes that would
be sufﬁcient to sustain a functioning cell under the most favorable
condition [69,71,72]. By using the most recent E. coli metabolic
model, which contains 932 unique metabolic reactions, Andrew
et al. tested 3888 single-deletion mutants on glycerol-supple-
mented minimal medium and found that 119 mutants were unable
to grow on glycerol [73]. Furthermore, the determination of essen-
tial genes involved in the production of biomass precursors can be
used to deﬁne relations between essentiality and particular metab-
olites [74]. Essentiality is in many cases environmental dependent
[75,76]. Genome-scale metabolic models allow testing for essenti-
ality in different growth conditions [77,78] in order to investigate
the causes of gene dispensability, or to study bacterial evolution.
Genome-scale metabolic models can also be used as frameworks
for the interpretation of metabolic concentrations [79]. Differences
in metabolite concentrations under known environmental condi-
tions can be mapped onto genome scale models and combined
with transcriptomic data to investigate the effects of metabolic
regulation in the cell. Integrated with data on reaction directional-
ity and standard chemical potentials, genome scale models have
allowed the prediction of the concentration ranges of unmeasured
metabolites, as well as the change in Gibbs free energy associated
with each reaction and the identiﬁcation of possible thermody-
namic bottlenecks [80]. In addition to this, metabolic relationships
between metabolites, either by simply examining the co-occur-
rence of metabolites in reactions, or by determining conservation
relations between metabolites can also be elucidated [79,81,82].
At the level of metabolic ﬂuxes, the relative occurrence of reactions
within the total set of possible ﬂux distributions [83] and across
several environmental conditions has been evaluated by sampling
methods [66,67], and the results showed that a few active reac-
tions act as high-ﬂux metabolic backbone while most of the others
carry low ﬂuxes. Similarly, the correlation and dependencies of
pairs of metabolic reactions were determined [84,85]. The
regulation of metabolism is a very complex process that involves
gene–gene, gene–protein, protein–protein and protein–metabolite
interactions [21]. There are many examples of genome scale mod-
els being used in conjunction with different high-throughput data
in order to understand the regulation of metabolism. Recently, the
role of transcriptional regulation of Saccharomyces cerevisiae in
controlling metabolism was highlighted by comparing gene
expression data and metabolic ﬂuxes at a steady state in chemostat
on various carbon sources. A remarkable regulatory-metabolic net-
work of S. cerevisiae GSMM was reconstructed, and this include 55
regulatory transcription factors regulating 348 metabolic genes
[86]. In E. coli, based on metabolic ﬂux analysis, Perrenoud and
Sauer investigated the impact of global transcription regulation
by global regulatory proteins on glucose catabolism [87]. The reg-
ulatory role of the catabolite repressor/activator protein cra on the
central metabolic pathways of E. coli was carefully investigated by
analyzing metabolic ﬂuxes and gene expression [88,89]. After the
deletion of the csrA gene in E. coli, the formation of phosphoenol-
pyruvate, an essential precursor for synthesis amino acid, was
inhibited by the repression of pckA and pps [90], therefore, it is
not surprising to ﬁnd that the phenylalanine titer increased with
the over-expression pps gene in E. coli [91]. Similarly, disrupting
three repressors of galactose uptake in S. cerevisiae can increase
galactose consumption [92]. A comparison of in silico metabolic
ﬂuxes versus microarray gene expression data in E. coli and S. cere-
visiae revealed that metabolic genes whose ﬂuxes are directionally
coupled generally share transcriptional regulators [93]. Comparing
in silico predicted ﬂuxes with expression states of metabolic genes,
the most sensitive parts of metabolism to different stimulus suchas carbon source shifts or nutrient limitations can be identiﬁed
[94].
5. Concluding remarks and future directions
In order to enhance the performance of cell factories, a com-
plete and comprehensive understanding of microbial physiology
is necessary to guide metabolic engineering strategies. The increas-
ing availability of high-throughput biological data allows us to
understand cellular physiology at the genomic level. Genome-scale
metabolic models include information on biochemical reactions
that makes it possible to quantify the cell’s metabolic capability
and thus allow researchers to formulate predictions and make
hypotheses that guide strategies for stain improvement. However,
due to the lack of regulatory and kinetic information, the under-
standing of physiology attainable from genome-scale metabolic
models is still limited. There is therefore a need for developing
novel genome scale regulatory networks that integrate regulatory
mechanisms with metabolism. Such integrative models are ex-
pected to appear in the near future and this will open for further
advancement of computerized prediction of cellular phenotypes,
and hence speed up the development of efﬁcient cell factories that
can be used for production of fuels, chemicals, feeds, foods and
pharmaceuticals.
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