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Recent studies of unconventional superconductivity have focused on charge or spin fluctuation, instead of
electron-phonon coupling, as an origin of attractive interaction between electrons. On the other hand, a multipole
order, which represents electrons’ degrees of freedom in strongly correlated and spin-orbit coupled systems, is
recently attractingmuch attention. Stimulated by the backgrounds, we investigatemultipole-fluctuation-mediated
superconductivity, which proposes a new pairing mechanism of unconventional superconductivity. Indeed,
previousworks have shown spin-triplet superconductivity induced by fluctuations of odd-parity electricmultipole
orders in isotropic systems. In this study, we establish a general formulation of themultipole-fluctuation-mediated
superconductivity for all multipole symmetries, in both isotropic and crystalline systems. As a result, we reveal
various anisotropic pairings induced by odd-parity and/or higher-order multipole fluctuations, which are beyond
the ordinary charge or spin fluctuations. Topological superconductivity due to the mechanism is also discussed.
Based on the obtained results, we discuss unconventional superconductivity in doped SrTiO3, PrTi2Al20,
Li2(Pd, Pt)3B, and magnetic multipole metals.
I. INTRODUCTION
Searching for unconventional superconductors is one of the
central issues in recent condensed matter physics. While
the conventional BCS superconductivity is mediated by an
electron-phonon coupling, recent studies have elucidated
charge- or spin-fluctuation-induced unconventional supercon-
ductivity, e.g., d-wave superconductivity in high-Tc cuprate
superconductors and CeCoIn5 by antiferromagnetic spin fluc-
tuations [1–3], spin-triplet superconductivity in UCoGe and
URhGe by ferromagnetic spin fluctuations [4, 5] analogous
to superfluid 3He [6], and s++-wave superconductivity in Fe-
based superconductors by charge (orbital) fluctuations [7, 8].
Thus, the correlation between superconductivity and other
electric or magnetic orders has attracted much attention, espe-
cially in a field of strongly correlated electron systems.
In the field, on the other hand, recent theoretical and ex-
perimental studies have vigorously reinterpreted various elec-
tric or magnetic orders, as well as charge or spin, in the
context of multipoles [9–38]. Therefore, attempts to ex-
tend the above-mentioned mechanism of superconductivity to
multipole-fluctuation-mediated superconductivity are attract-
ing interest. A topic of interest is higher-order multipoles
in superconductors. For example, an electric quadrupole or-
der may be closely related to superconductivity in PrTr2Al20
(Tr = Ti, V) [29–34] and PrIr2Zn20 [39, 40]; an electric hex-
adecapole [35, 36] or a magnetic dotriacontapole order [37] in
URu2Si2 and various multipoles in PrOs4Sb12 [38] were also
intensively discussed. Another topic is odd-parity multipoles;
recent theoretical studies have pointed out that odd-parity mul-
tipoles invoke unconventional superconductivity not only in
the coexisting state [18, 19, 41, 42] but also in the disordered
state due to the multipole fluctuations [43–48].
Multipoles are classified by fundamental symmetries,
namely spatial parity and time-reversal parity, into four classes:
∗ shuntaro.sumita@riken.jp
even-parity electric (EE), even-parity magnetic (EM), odd-
parity electric (OE), and odd-parity magnetic (OM) multi-
poles. In a pioneering work by Kozii and Fu [43], they pro-
posed odd-parity superconductivity mediated by fluctuations
of momentum-based OE multipoles, which are represented
by an electron’s spin texture on the Fermi surface in spin-
orbit-coupled systems. However, superconductivity induced
by the other classes of (EE, EM, and OM) multipole fluctua-
tions, which has been investigated in specific models or ma-
terials [38, 48], remains to be clarified in generic situations.
Furthermore, crystalline electric fields (CEF)may cause higher
anisotropy of superconductivity [47], although Kozii and Fu
considered only isotropic systems [43].
In this paper, we construct a general theory of fer-
roicmultipole-fluctuation-mediated superconductivity in spin-
orbit coupled systems. First, a pairing interaction is formulated
for all multipole fluctuations [Eq. (14)]. Using the formula-
tion, we next calculate the induced pairing channels in both
isotropic systems and crystalline systems. In the isotropic
case, the fluctuations of EE and OE multipoles yield attrac-
tive interactions not only in the s-wave channel but also in
the anisotropic channel with the same symmetry as the mul-
tipoles. However, no attractive interaction is induced by the
EM and OM multipole fluctuations. In the crystalline case,
on the other hand, the CEF effect gives rise to significant ef-
fects on superconductivity. For instance, anisotropic extended
s-wave superconductivity may emerge owing to the magnetic
multipole fluctuations as well as the electric ones.
This paper is constructed as follows. First, in Sec. II, we
define momentum-based multipoles and introduce an inter-
acting Hamiltonian induced by multipole fluctuations in the
same manner as Ref. [43]. Next, we show a general formula-
tion of the pairing interaction vertex for all (EE, EM, OE, and
OM) multipoles in Sec. III. Then, we investigate multipole-
fluctuation-induced pairings in isotropic systems (Sec. IV)
and crystalline systems (Sec. V). Furthermore, in Sec VI, we
suggest unconventional superconductivity by multipole fluc-
tuations in candidate materials: doped SrTiO3, PrTi2Al20,
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2Li2(Pd, Pt)3B, and magnetic multipole systems. Finally, a
brief summary and discussion are given in Sec. VII.
II. PREPARATION
In this section, we introduce a momentum-based multipole
operator and an effective Hamiltonian, which play an essential
role in the paper. Let M be a magnetic point group symmetry
in a disordered state, which is assumed to contain spatial inver-
sion and time-reversal symmetry. For simplicity, we restrict
our discussion to a spin-orbit-coupled single-band problem,
where the band has a twofold (Kramers) degeneracy.
First, we define an order parameter of multipole in order to
discuss fluctuations. A Hermitian operator Qˆ is defined as
Qˆ =
∑
k
∑
αβ
Λαβ(k)c†kαckβ with Λ†(k) = Λ(k), (1)
where α and β are pseudospin indices for the doubly degener-
ate states at every k. In the discussion, we choose “manifestly
covariant Bloch basis” used in Refs. [16, 43]. Concretely
speaking, the subscripts are exchanged under a time-reversal
operation (T), while they are not changed under a spatial in-
version (I):
Tc†
kα
T−1 =
∑
β
(iσy)αβc†−kβ, (2)
Ic†
kα
I−1 = c†−kα, (3)
where σi is a Pauli matrix. Based on the choice of the basis,
the 2 × 2 matrix Λ(k) has the following form,
Λ(k) =

ψkσ
0, ψk = ψ−k (EE),
ck · σ, ck = c−k (EM),
dk · σ, dk = −d−k (OE),
φkσ
0, φk = −φ−k (OM),
(4)
where we take into account spatial parity and time-reversal
parity of the multipole order. ψk , ck , dk , and φk are real
functions of k because of the hermiticity ofΛ(k). Equation (4)
is consistent with the momentum representations of multipoles
which are shown in the previous study [23, 24].
Next, we introduce an effective Qˆ-Qˆ interacting Hamilto-
nian,
Heff =
∑
q
VqQˆ(q)Qˆ(−q), (5)
where Qˆ(q) = Qˆ†(−q) is the Fourier transform in the momen-
tum (q) space of the order parameter:
Qˆ(q) = 1
2
∑
k
∑
αβ
{
Λαβ(k + q) + Λαβ(k)
}
c†
k+qα
ckβ . (6)
Restricting the effective interaction [Eq. (5)] to pairing chan-
nels with zero center-of-mass momentum, we obtain the fol-
lowing reduced Hamiltonian,
Hp =
∑
k,k′
∑
αβγδ
Vαβδγ(k, k ′)c†kαc†−kβc−k′γck′δ, (7)
where the momentum- and pseudospin-dependent interaction
vertex Vαβγδ(k, k ′) is given by
Vαβγδ(k, k ′)
=
1
8
[
Vk−k′{Λ(k) + Λ(k ′)}αδ{Λ(−k) + Λ(−k ′)}βγ
− Vk+k′{Λ(k) + Λ(−k ′)}αγ{Λ(−k) + Λ(k ′)}βδ
]
. (8)
The vertex represents an effective interaction between elec-
trons induced by fluctuations of the multipole order. As a
simplest example, let us consider a charge (electric monopole)
order Λ(k) = σ0. Then, the vertex function is
Vαβγδ(k, k ′) = 14 (Vk−k′ + Vk+k′)(iσ
y)αβ(iσy)†γδ
+
1
4
(Vk−k′ − Vk+k′)(σiσy)αβ · (σiσy)†γδ, (9)
where the first (second) term in the RHS means spin-singlet
(spin-triplet) pairing. Furthermore, the interaction vertex for
spin (magnetic dipole) fluctuations is similarly deduced as
Vαβγδ(k, k ′) = −34 (Vk−k′ + Vk+k′)(iσ
y)αβ(iσy)†γδ
+
1
4
(Vk−k′ − Vk+k′)(σiσy)αβ · (σiσy)†γδ,
(10)
which is consistent with a well-known theory of spin-
fluctuation-mediated superconductivity [2, 3]. This interac-
tion results in, for example, spin-triplet superconductivity by
ferromagnetic fluctuations [4–6, 49], and d-wave supercon-
ductivity by antiferromagnetic fluctuations [1].
Now we adopt a simple treatment used in Ref. [43], where
Vk±k′ = V0 ∓ V1 kˆ · kˆ ′ + · · · is assumed to be approximated by
the zeroth-order term V0 < 0. Note that the treatment is valid
when the Fermi surface is relatively small, and V0 should be
negative so that ferroic order of Qˆ is favored in Eq. (5). Then,
the interaction vertex [Eq. (8)] is simplified as
Vαβγδ(k, k ′)
=
V0
8
[{Λ(k) + Λ(k ′)}αδ{Λ(−k) + Λ(−k ′)}βγ
− {Λ(k) + Λ(−k ′)}αγ{Λ(−k) + Λ(k ′)}βδ
]
, (11)
which is a key ingredient for determining the pairing symmetry
in the superconducting state. We here emphasize that the
“ordinary” mechanism of unconventional superconductivity
caused by spin fluctuations [Eq. (10)] is qualitatively different
from the mechanism described by Eq. (11). The momentum
dependence of the effective spin-spin interaction Vq plays an
essential role in the former theory, and it has been a canonical
mechanism of unconventional superconductivity [3]. In the
latter new mechanism, on the other hand, the momentum-
based multipole Λ(k) itself has a momentum dependence,
which is responsible for anisotropic pairing even when Vq is
a constant V0. In the following sections, we do not take into
account the momentum dependence of Vq , but focus on the
latter mechanism unless explicitly mentioned otherwise. We
calculate Eq. (11) and investigate what pairing symmetry is
likely, in the vicinity of various multipole orders.
3III. GENERAL FORMULATION
Now we derive a generic form of the vertex function
Vαβγδ(k, k ′) [Eq. (11)] for all classes of multipole orders.
Consistent with the Landau theory of phase transitions, the
multipole operator Qˆ is classified by an irreducible represen-
tation (IR) of the symmetry in the disordered state. Thus,
Eq. (1) is generalized for any IR (Γ) to
QˆΓn =
∑
k
∑
αβ
ΛΓnαβ(k)c†kαckβ, (12)
where n (= 1, . . . , dim Γ) represents a basis index of the IR Γ.
In the vicinity of the Γmultipole phase, the effective interaction
[Eq. (5)] is naturally extended to
HΓeff =
dim Γ∑
n=1
∑
q
VqQˆΓn(q)QˆΓn(−q). (13)
Then, the interaction vertex under the approximation Vk±k′ '
V0 is formulated as
Vαβγδ(k, k ′) =

− |V0 |
8
∑
n
{(ψΓnk )2 + (ψΓnk′ )2}(iσy)αβ(iσy)†γδ −
|V0 |
4
∑
n
(ψΓnk iσy)αβ(ψΓnk′ iσy)†γδ (EE),
|V0 |
8
∑
n
{|cΓnk |2 + |cΓnk′ |2}(iσy)αβ(iσy)†γδ +
|V0 |
4
∑
n
(cΓnk iσy)αβ · (cΓnk′ iσy)†γδ (EM),
− |V0 |
8
∑
n
{|dΓnk |2 + |dΓnk′ |2}(iσy)αβ(iσy)†γδ
− |V0 |
4
∑
n
(dΓnk · σiσy)αβ(dΓnk′ · σiσy)†γδ +
|V0 |
4
∑
n
(dΓnk × σiσy)αβ · (dΓnk′ × σiσy)†γδ (OE),
|V0 |
8
∑
n
{(φΓnk )2 + (φΓnk′ )2}(iσy)αβ(iσy)†γδ +
|V0 |
4
∑
n
(φΓnk σiσy)αβ · (φΓnk′ σiσy)†γδ (OM),
(14)
where we use V0 < 0. Equation (14) is one of the main results
in this paper. Pairing interactions induced by EE, EM, OE,
and OM multipole fluctuations are shown in this order. Using
this, we can discuss the possible superconducting instability
in various circumstances. The isotropic systems are studied
in Sec. IV, while the crystalline systems are investigated in
Sec. V.
IV. INTERACTION VERTEX IN ISOTROPIC SYSTEMS
In this section, we clarify the stable pairing states in isotropic
systems, where the magnetic “point group” is represented by
the rotation group: M = O(3) + O(3)T . In the case, the IR
and its bases are given by the total angular momentum: Γ = J
(= 0, 1, 2, . . . ) and n = M (= −J,−J + 1 . . . , J). Using the
bases, we first review the previously suggested spin-triplet su-
perconductivity induced by an OE multipole fluctuation [43].
Furthermore, the theory is extended for the other classes (OM,
EE, and EM) of multipole fluctuations.
A. Review: OE multipoles
First, we revisit the OE-fluctuation-mediated superconduc-
tivity proposed in the previous study by Kozii and Fu [43].
We here set a basis function of the OE multipole ΛJMOE (k) =
dJM
k
· σ for each angular momentum. In Refs. [16, 43], three
total angular momenta J = 0, 1, and 2 are considered:
Λ00OE(k) = kˆ · σ, (15a)
Λ1iOE(k) = (kˆ × σ)i, (15b)
Λ
2,i j
OE (k) = kˆ iσ j + kˆ jσi −
2
3
(kˆ · σ)δi j, (15c)
where the L = 1 orbital angular momentum, namely the lin-
ear k-dependence, is assumed.1 The momentum dependence
of multipole operators causes unconventional superconduct-
ing instability even when Vk±k′ is approximated by the zeroth
order V0. For example, we suppose the vicinity of the J = 1
order, which is spontaneous emergence of a Rashba structure
in the momentum space [Eq. (15b)]. Then, the vertex function
1 For J = 1 and 2, classification of the OE operators by M is given by
Λ1MOE (k) ∼
{
(kˆ ×σ)z M = 0,
∓ 1√
2
{(kˆ ×σ)x ± i(kˆ ×σ)y } M = ±1,
Λ2MOE (k) ∼

√
2
3 (2kˆzσz − kˆxσx − kˆyσy ) M = 0,
∓ {(kˆzσx + kˆxσz ) ± i(kˆyσz + kˆzσy )} M = ±1,
(kˆxσx − kˆyσy ) ± i(kˆxσy + kˆyσx ) M = ±2.
Although some of these functions are non-hermitian, the hermitian forms
in Eq. (15) can be straightforwardly obtained by appropriately transforming
the bases.
4[Eq. (14)(OE)] is calculated as
Vαβγδ(k, k ′) = − |V0 |2 (iσ
y)αβ(iσy)†γδ
+
|V0 |
3
{Λ00OE(k)iσy}αβ{Λ00OE(k ′)iσy}†γδ
− |V0 |
8
∑
i
{Λ1iOE(k)iσy}αβ{Λ1iOE(k ′)iσy}†γδ
+
|V0 |
16
∑
i, j
{Λ2,i jOE (k)iσy}αβ{Λ2,i jOE (k ′)iσy}†γδ,
(16)
where the third term for spin-triplet pairing as well as the
first term for spin-singlet (s-wave) pairing give an attractive
interaction, while the second and fourth spin-triplet terms are
repulsive. Because in realistic superconductors, the screened
Coulomb repulsion should make a pair-breaking effect in the
s-wave channel [43, 44, 50, 51], the odd-parity pairing due to
the third term may be energetically favored by the fluctuation
of OE multipoles. Similar results are obtained for the other
J = 0 and 2 multipoles [43]; in general, the induced odd-
parity pairing possesses the same symmetry as the fluctuating
OE multipole, which is easily seen in the second term of
Eq. (14)(OE).
B. Result: OM multipoles
Next, we investigate OM multipoles. We consider a basis
function of the OM order for each angular momentum, in a
similar way to OE multipoles. Restricting the discussion to
the L = 1 orbital, the basis function ΛJMOM (k) = φJMk σ0 has
components only for J = 1 total angular momentum. Indeed,
the J = 1 basis functions are given by
Λ1iOM(k) = kˆ iσ0. (17)
Therefore, we only calculate Eq. (14)(OM) for the J = 1 bases:
Vαβγδ(k, k ′) = |V0 |4 (iσ
y)αβ(iσy)†γδ
+
|V0 |
12
{Λ00OE(k)iσy}αβ{Λ00OE(k ′)iσy}†γδ
+
|V0 |
8
∑
i
{Λ1iOE(k)iσy}αβ · {Λ1iOE(k ′)iσy}†γδ
+
|V0 |
16
∑
i, j
{Λ2,i jOE (k)iσy}αβ{Λ2,i jOE (k ′)iσy}†γδ .
(18)
As apparent from the above equation, fluctuations of OM
multipoles in the isotropic space unfortunately cause the re-
pulsive pairing interaction irrespective of the spatial parity
(spin-singlet or spin-triplet) of superconductivity. In this case,
multipole-fluctuation-mediated superconductivity is unlikely.
Later, we show that an anisotropic superconductivity may be
stabilized in crystalline systems.
C. Result: EE multipole
Now let us move on to even-parity multipole orders. The
simplest (lowest-order) basis function of EE multipole order
is an electric monopole (charge) with J = 0: Λ00EE(k) = σ0.
Then, the interaction vertex [Eq. (14)(EE)] due to the charge
fluctuation is
Vαβγδ(k, k ′) = − |V0 |2 (iσ
y)αβ(iσy)†γδ, (19)
which represents an attractive interaction for the isotropic s-
wave pairing. Thus, the charge fluctuation induces conven-
tional s-wave superconductivity, and this is true beyond the
condition Vk±k′ ' V0 [Eq. (9)].
On the other hand, the result is changed in the vicinity of
a higher-order EE multipole state. Considering the second
lowest-order EE multipole, namely electric quadrupoles with
J = 2, the basis functions are represented as Λ2iEE(k) = ψ2ik σ0
with
{ψ2ik }i =
{
1
2
(
2(kˆz)2 − (kˆx)2 − (kˆy)2
)
,
√
3kˆz kˆx,
√
3kˆy kˆz,
√
3
2
(
(kˆx)2 − (kˆy)2
)
,
√
3kˆx kˆy
}
. (20)
Substituting the fivefold degenerated representation into
Eq. (14)(EE), the interaction function is given by
Vαβγδ(k, k ′) = − |V0 |4 (iσ
y)αβ(iσy)†γδ
− |V0 |
4
∑
i
(Λ2iEE(k)iσy)αβ(Λ2iEE(k ′)iσy)†γδ,
(21)
where the second term means an attractive d-wave pairing,
while the first term favors s-wave superconductivity. Gen-
erally speaking, a fluctuation of higher-order EE multipoles
induces an anisotropic pairing with the same symmetry as the
multipoles [the second term in Eq. (14)(EE)], as well as a
conventional s-wave pairing [the first term in Eq. (14)(EE)].
D. Result: EM multipole
Finally we consider EMmultipole fluctuations. The lowest-
order basis functions are magnetic dipole (spin) with J = 1:
Λ1iEM(k) = σi (i = x, y, z). Therefore, the interaction vertex
[Eq. (14)(EM)] is given by
Vαβγδ(k, k ′) = 3|V0 |2 (iσ
y)αβ(iσy)†γδ, (22)
which means that any superconducting phase is not stabilized.
This is an artifact of our assumption Vk±k′ ' V0. Beyond the
condition, the vertex function has a well-known form of spin-
fluctuation-mediated interaction [Eq. (10)], where the momen-
tum dependence of Vq plays an important role for stabilizing
5superconductivity [3]. As we mentioned before, however, we
do not touch this mechanism and focus on another mechanism
due to momentum dependence of multipole operators.
Within Vk±k′ ' V0, higher-order EM multipoles also me-
diate no attractive pairing. Indeed, fluctuation of magnetic
octupole (J = 3) orders Λ3iEM(k) = c3ik · σ with [23, 24],
{c3ik }i =
{
3
2
(
−2kˆx kˆz, −2kˆy kˆz, 2(kˆz)2 − (kˆx)2 − (kˆy)2
)
,
−
√
6
4
(
3(kˆx)2 + (kˆy)2 − 4(kˆz)2, 2kˆx kˆy, −8kˆx kˆz
)
,
−
√
6
4
(
2kˆx kˆy, (kˆx)2 + 3(kˆy)2 − 4(kˆz)2, −8kˆy kˆz
)
,
√
15
2
(
2kˆx kˆz, −2kˆy kˆz, (kˆx)2 − (kˆy)2
)
,
√
15
2
(
2kˆy kˆz, 2kˆx kˆz, 2kˆx kˆy
)
,
3
√
10
4
(
(kˆx)2 − (kˆy)2, −2kˆx kˆy, 0
)
,
3
√
10
4
(
2kˆx kˆy, (kˆx)2 − (kˆy)2, 0
)}
, (23)
gives rise to the following interaction vertex
Vαβγδ(k, k ′) = 21|V0 |4 (iσ
y)αβ(iσy)†γδ
+
21|V0 |
4
∑
i
(Λ2iEE(k)iσy)αβ(Λ2iEE(k ′)iσy)†γδ .
(24)
Although Eq. (24) has a similar form as Eq. (21), all the terms
have positive coefficients, revealing the absence of attractive
pairing.
V. INTERACTION VERTEX UNDER CRYSTAL
SYMMETRY
In the previous section, we have elucidated superconduc-
tivity mediated by multipole fluctuations in isotropic systems
where multipoles are classified by total angular momentum
J. In real superconductors, on the other hand, CEF causes
splitting of degeneracy in the J-manifold and induces further
anisotropic interaction.
In the following subsections, we calculate the interaction
vertex under CEF. Systems with three high-symmetry crystal
point groups D4h , D6h , and Oh are analyzed in a compre-
hensive manner, following the previous classification theories
of unconventional superconductivity [52] and multipole or-
der [23]. We show universal relations between the symmetry
of multipole order and superconductivity. They are also ex-
pected to be valid in systems of lower crystalline symmetry.
A. Review: classification of multipole order
First of all, we revisit the classification theory of multipole
order parameters under CEF [23, 24]. From the viewpoint of
representation theory, the CEF causes two effects on multipole
orders: (i) degeneracy splitting among same-order multipoles
and (ii) representation merging among different-order multi-
poles. For the help of understanding, let us consider OE dipole
moments {x, y, z}, which are basis functions of the threefold
degenerate J = 1 representation in isotropic systems, as an
example. When the CEF with tetragonal D4h symmetry is
switched on, (i) the threefold degeneracy splits into two IRs
of D4h , namely, a non-degenerate A2u with the basis {z} and
a doubly degenerate Eu with {x, y}. Furthermore, since D4h
is a finite group, (ii) these J = 1 multipoles and higher-order
(J = 3, 5, . . . ) multipoles are merged into the same IR; for
example, the above A2u IR has basis functions of an electric
octupole Q30 ∼ 12 (5z2 − 3r2)z as well as the electric dipole
Q10 ∼ z.
For the above reasons, classification of multipoles in crys-
talline systems is significantly different from that in isotropic
systems. Indeed, recent studies have shown the list of IRs in
crystal point groups and the corresponding basis functions of
multipole moments [23, 24]. Parts of their classification ta-
bles are reprinted in Tables V-VII of Appendix A, which pro-
vide lowest-order basis functions in the real-space coordinates
r = (x, y, z) and those in the momentum-space coordinates
kˆ = (kˆx, kˆy, kˆz). We denote IRs with even (odd) time-reversal
parity by Γ+ (Γ−); in otherwords, electric (magnetic)multipole
moments are represented by Γ+ (Γ−).
Tables V-VII are useful to identify correspondence between
the fluctuating real-spacemultipoles and themomentum-space
basis functions used in our theory [Eq. (14)]. For example,
when we discuss a ferroelectric fluctuation along the z axis
in tetragonal superconductors, we see Table V(OE), which
shows that the electric dipole (z) belongs to the A+2u IR, and the
corresponding momentum-space basis is dA2u
k
= kˆx yˆ − kˆy xˆ.
B. Result: classification of interaction vertex under CEF
Using basis functions in Tables V-VII, we calculate the
interaction vertex in Eq. (14) and decompose it into IRs of the
corresponding point group. We accomplish the calculation for
all IRs in the point groups D4h , D6h , and Oh , with the help of
GTPack [53, 54], a free Mathematica group theory package.
The irreducible decomposition of the vertex deduced from the
multipole fluctuations is given in Tables I-III, for all even-
parity/odd-parity electric/magnetic basis functions.
Tables I-III represent the complete classification of the
multipole-fluctuation-mediated interaction vertex in crys-
talline systems, within the condition Vk±k′ ' V0. In the ta-
bles, direct products of two representations are shown, e.g.,
Γg × A2g. They originate from the pseudospin degree of free-
dom σ j ( j = x, y, z) of the degenerate band. A component
σz is distinct from the others σx and σy in tetragonal and
hexagonal systems; the former belongs to the A2g IR, while
the latters to the Eg (E1g) IR in the D4h (D6h) point group.
6TABLE I. Irreducible decomposition of interaction vertex induced by multipole fluctuations for all IRs under D4h CEF. The IR of the multipole
is denoted by Γ. The middle column shows the interaction vertex for the four classes (EE, EM, OE, and OM) of multipoles. We obtain the
same form within the symmetry class specified by spacial parity and time-reversal parity. An explicit form for each IR is given by assigning
the basis functions ψk (EE), ck (EM), dk (OE), and φk (OM) listed in Tables V-VII. The right column represents the IRs of pairing channels.
Multipole (Γ) Vαβγδ(k, k ′)/|V0 | Decomposition
EE (Γ+g ) − 18
∑
n{(ψΓnk )2 + (ψΓnk′ )2}(iσy)αβ(iσy)
†
γδ
A1g
− 14
∑
n(ψΓnk iσy)αβ(ψΓnk′ iσy)
†
γδ
Γg
EM (Γ−g ) + 18
∑
n{|cΓnk |2 + |cΓnk′ |2}(iσy)αβ(iσy)
†
γδ
A1g
+ 14
∑
n{(cΓnk )ziσy}αβ{(cΓnk′ )ziσy}
†
γδ
Γg × A2g
+ 14
∑
n
∑
j=x,y{(cΓnk )j iσy}αβ{(cΓnk′ )j iσy}
†
γδ
Γg × Eg
OE (Γ+u ) − 18
∑
n{|dΓnk |2 + |dΓnk′ |2}(iσy)αβ(iσy)
†
γδ
A1g
− 14
∑
n(dΓnk · σiσy)αβ(dΓnk′ · σiσy)
†
γδ
Γu
+ 14
∑
n{(dΓnk × σ)ziσy}αβ{(dΓnk′ × σ)ziσy}
†
γδ
Γu × A2g
+ 14
∑
n
∑
j=x,y{(dΓnk × σ)j iσy}αβ{(dΓnk′ × σ)j iσy}
†
γδ
Γu × Eg
OM (Γ−u ) + 18
∑
n{(φΓnk )2 + (φΓnk′ )2}(iσy)αβ(iσy)
†
γδ
A1g
+ 14
∑
n(φΓnk σziσy)αβ(φΓnk′ σziσy)
†
γδ
Γu × A2g
+ 14
∑
n
∑
j=x,y(φΓnk σ j iσy)αβ(φΓnk′ σ j iσy)
†
γδ
Γu × Eg
TABLE II. Irreducible decomposition of interaction vertex induced by multipole fluctuations for all IRs under D6h CEF.
Multipole (Γ) Vαβγδ(k, k ′)/|V0 | Decomposition
EE (Γ+g ) − 18
∑
n{(ψΓnk )2 + (ψΓnk′ )2}(iσy)αβ(iσy)
†
γδ
A1g
− 14
∑
n(ψΓnk iσy)αβ(ψΓnk′ iσy)
†
γδ
Γg
EM (Γ−g ) + 18
∑
n{|cΓnk |2 + |cΓnk′ |2}(iσy)αβ(iσy)
†
γδ
A1g
+ 14
∑
n{(cΓnk )ziσy}αβ{(cΓnk′ )ziσy}
†
γδ
Γg × A2g
+ 14
∑
n
∑
j=x,y{(cΓnk )j iσy}αβ{(cΓnk′ )j iσy}
†
γδ
Γg × E1g
OE (Γ+u ) − 18
∑
n{|dΓnk |2 + |dΓnk′ |2}(iσy)αβ(iσy)
†
γδ
A1g
− 14
∑
n(dΓnk · σiσy)αβ(dΓnk′ · σiσy)
†
γδ
Γu
+ 14
∑
n{(dΓnk × σ)ziσy}αβ{(dΓnk′ × σ)ziσy}
†
γδ
Γu × A2g
+ 14
∑
n
∑
j=x,y{(dΓnk × σ)j iσy}αβ{(dΓnk′ × σ)j iσy}
†
γδ
Γu × E1g
OM (Γ−u ) + 18
∑
n{(φΓnk )2 + (φΓnk′ )2}(iσy)αβ(iσy)
†
γδ
A1g
+ 14
∑
n(φΓnk σziσy)αβ(φΓnk′ σziσy)
†
γδ
Γu × A2g
+ 14
∑
n
∑
j=x,y(φΓnk σ j iσy)αβ(φΓnk′ σ j iσy)
†
γδ
Γu × E1g
In cubic systems, on the other hand, all the x, y, and z di-
rections are equivalent. Thus, {σx, σy, σz} are bases of the
three-dimensional IR, T1g. The explicit forms of the direct
products are shown in Appendix B.
In the decomposition of the vertex (Tables I-III), a term
with the sign + and − indicates a repulsive and attractive
interaction, respectively. Thus, we can speculate what super-
conducting symmetry is likely. Within the speculation, the
main conclusion is similar to that we obtained in isotropic
systems. First, electric multipole fluctuations mediate attrac-
tive pairing interactions of not only the totally symmetric IR
(A1g), but also the same IR (Γ) as the multipole. Therefore,
7TABLE III. Irreducible decomposition of interaction vertex induced by multipole fluctuations for all IRs under Oh CEF.
Multipole (Γ) Vαβγδ(k, k ′)/|V0 | Decomposition
EE (Γ+g ) − 18
∑
n{(ψΓnk )2 + (ψΓnk′ )2}(iσy)αβ(iσy)
†
γδ
A1g
− 14
∑
n(ψΓnk iσy)αβ(ψΓnk′ iσy)
†
γδ
Γg
EM (Γ−g ) + 18
∑
n{|cΓnk |2 + |cΓnk′ |2}(iσy)αβ(iσy)
†
γδ
A1g
+ 14
∑
n
∑
j=x,y(cΓnk iσy)αβ · (cΓnk′ iσy)
†
γδ
Γg × T1g
OE (Γ+u ) − 18
∑
n{|dΓnk |2 + |dΓnk′ |2}(iσy)αβ(iσy)
†
γδ
A1g
− 14
∑
n(dΓnk · σiσy)αβ(dΓnk′ · σiσy)
†
γδ
Γu
+ 14
∑
n{dΓnk × σiσy}αβ · {dΓnk′ × σiσy}
†
γδ
Γu × T1g
OM (Γ−u ) + 18
∑
n{(φΓnk )2 + (φΓnk′ )2}(iσy)αβ(iσy)
†
γδ
A1g
+ 14
∑
n(φΓnk σiσy)αβ · (φΓnk′ σiσy)
†
γδ
Γu × T1g
OE multipole fluctuations such as ferroelectric fluctuations
may stabilize odd-parity spin-triplet superconductivity, while
the EE multipole fluctuations such as quadrupole fluctuations
favor spin-singlet superconductivity. We show some exam-
ples in the next subsection and discuss candidate materials in
Sec. VI. Second, in the vicinity of the magnetic multipole or-
der, all the pairing channels are apparently repulsive. Then,
we might speculate that the superconductivity is unstable. In
some cases, however, an effectively attractive interaction in the
A1g channel could be realized, from a term
+
|V0 |
8
∑
n
{|cΓnk |2 + |cΓnk′ |2}(iσy)αβ(iσy)†γδ, (25)
for EM multipoles, and
+
|V0 |
8
∑
n
{(φΓnk )2 + (φΓnk′ )2}(iσy)αβ(iσy)†γδ, (26)
for OM multipoles, because of the symmetry lowering due to
the CEF effect. We propose anisotropic s-wave superconduc-
tivity based on this mechanism in the following subsections
using some examples.
C. Nodeless s-wave and p-wave superconductivity by
ferroelectric (A+2u or E
+
u ) fluctuations in D4h systems
In the previous subsection, the complete classification tables
of the vertex function under CEF have been given. Now we
discuss some interesting examples of unconventional pairings
using the results. For simplicity, let us assume an isotropic
(spherical) Fermi surface in the following discussions. In this
situation, the CEF effect is imposed only on the interaction
vertex introduced in Tables I-III. Then substituting the vertex
into a linearized gap equation (Appendix D), the equation is
analytically solvable for each IR channel, with the help of
(vector) spherical harmonics (Appendix C).
In this subsection, let us focus on the OE multipole fluctu-
ation and demonstrate how the result in Eq. (16) is changed
under the D4h CEF effect. As mentioned in Sec. VA, the
OE dipoles {x, y, z} in isotropic systems split into {z} in the
A+2u and {x, y} in the E+u IR. According to Table V(OE), the
corresponding bases in momentum space are {kˆx yˆ − kˆy xˆ} for
A+2u and {kˆy zˆ ± kˆz yˆ, kˆx zˆ ± kˆz xˆ} for E+u , respectively.
Herewediscuss superconductivity accompanied by the elec-
tric dipole (ferroelectric) fluctuation. For the A+2u fluctuation
(dA
+
2u
k
= kˆx yˆ − kˆy xˆ), the vertex function in Table I(OE) is
given by
8Vαβγδ(k, k ′) = − |V0 |8 {(kˆ
x)2 + (kˆy)2 + (kˆ ′x)2 + (kˆ ′y)2}(iσy)αβ(iσy)†γδ A1g
− |V0 |
4
{(kˆyσx − kˆxσy)iσy}αβ{(kˆ ′yσx − kˆ ′xσy)iσy}†γδ A2u
+
|V0 |
4
{(kˆxσx + kˆyσy)iσy}αβ{(kˆ ′xσx + kˆ ′yσy)iσy}†γδ A1u
+
|V0 |
4
∑
j=x,y
{kˆ jσziσy}αβ{kˆ ′jσziσy}†γδ Eu . (27)
Therefore attractive interaction appears in the spin-triplet A2u
channel as well as the A1g channel, which is similar to the
result in the isotropic case.
Solving the linearized gap equation (Appendix D), we cal-
culate the superconducting transition temperature Tc and the
corresponding order parameter. First, considering the A1g
channel, the vertex function is rewritten in spherical harmon-
ics,
V A1gαβγδ(k, k ′) = −4pi |V0 |
[
1
3
Y00(kˆ)Y ∗00(kˆ ′) −
1
6
√
5
{Y00(kˆ)Y ∗20(kˆ ′) + Y20(kˆ)Y ∗00(kˆ ′)}
]
· 1
2
(iσy)αβ(iσy)†γδ, (28)
where the second term is a non-separable cross term. This
term appears because of the representation merging under the
CEF. Note that the vertex functions are inevitably separable
in the isotropic systems [see Eq. (16) for example]. We sub-
stitute Eq. (28) into the linearized gap equation (D6), and
integrate with respect to the solid angle Ωkˆ after multiplying
Y ∗00(kˆ) [Y ∗20(kˆ)]. Then, the following simultaneous equations
are obtained:
c00 = N(0)|V0 |
(
c00
3
− c20
6
√
5
) ∫ ωc
0
dξ
1
ξ
tanh
(
ξ
2T A1gc
)
,
(29a)
c20 = N(0)|V0 |
(
− c00
6
√
5
) ∫ ωc
0
dξ
1
ξ
tanh
(
ξ
2T A1gc
)
. (29b)
Obviously, both c00 and c20 need to be nonzero for the equa-
tions possessing a nontrivial solution. Thus, a quadratic equa-
tion about x = c20/c00,
1
6
√
5
x2 − 1
3
x − 1
6
√
5
= 0, (30)
is derived. It has two solutions x =
√
5 ± √6, one of which is
negative and satisfies Eq. (29): 0 > c20/c00 =
√
5−√6. Finally
the solution of Eq. (29) gives the following order parameter:
∆A1g (k) ∼ [(
√
30 − 3){(kˆx)2 + (kˆy)2}
+ (12 − 2
√
30)(kˆz)2]iσy, (31)
with a critical temperature
T A1gc = 1.14ωc exp
(
−6
√
30 − 30
N(0)|V0 |
)
. (32)
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FIG. 1. Coloredmap of the nodeless extended s-wave order parameter
on the spherical Fermi surface induced by the (a) A+2u and (b) E
+
u
multipole fluctuations of D4h .
Although the order parameter∆A1g (k) seems to have a compli-
cated form reflecting anisotropy due to the CEF, it indeed rep-
resents a slightly distorted s-wave gap function as illustrated
in Fig. 1(a). Thus, we obtained a solution for the nodeless
s-wave superconductivity.
For the spin-triplet A2u channel, on the other hand, the
vertex function is rewritten in vector spherical harmonics,
V A2uαβγδ(k, k ′)
= −4pi
2
|V0 |
3
{Y 110(kˆ) · σiσy}αβ{Y 110(kˆ ′) · σiσy}†γδ . (33)
Substituting it into the linearized gap equation (D6), we easily
obtain a solution for p-wave superconductivity,
∆A2u (k) ∼ Y 110(kˆ) · σiσy ∼ (kˆxσy − kˆyσx)iσy, (34)
where the d-vector has the exactly same form as the multipole
basis dA
+
2u
k
= kˆx yˆ − kˆy xˆ in momentum space. In the A2u
9superconductivity, point nodes appear on the north and south
poles of the Fermi surface. The existence of the nodal points
is ensured by crystal symmetry; a zero-dimensional (0D) Z2
number defined on the C4v-symmetric axis characterizes the
nodes [55]. Furthermore, a two-dimensional (2D) Z2 topolog-
ical number [50, 56, 57],
ν
j
2D =
∏
k i, j=0,pi; k j=0
sgn(ξk ) ∈ Z2, (35)
is well-defined and nontrivial for j = z, where ξk is an energy
dispersion in the normal state. Thus, the superconducting state
hosts Majorana mode when we choose an appropriate surface.
The transition temperature T A2uc of the p-wave superconduc-
tivity is
T A2uc = 1.14ωc exp
(
− 3
N(0)|V0 |
)
, (36)
which is slightly lower than the spin-singlet one, T A1gc .
The difference in transition temperatures of s-wave and and
p-wave superconductivity is much smaller than that in the
isotropic system [43]. The logarithm of the ratio of the transi-
tion temperatures is
N(0)|V0 | log
(
T A2uc
T A1gc
)
= (6
√
30 − 30) − 3 = −0.137, (37)
while that in the isotropic case2 is
N(0)|V0 | log
(
T p-wavec
T s-wavec
)
= −5. (38)
Thus, the CEF effect significantly favors p-wave supercon-
ductivity. As Ref. [43] referred, Tc of the s-wave channel is
reduced by short-range Coulomb repulsion. Therefore, the
p-wave superconductivity may be more stable than the s-wave
one in nearly ferroelectric crystalline systems. Later we dis-
cuss SrTiO3 as a candidate superconductor.
Note that we have adopted the weak-coupling BCS mean-
field theory. Therefore, the transition temperatures calculated
in Eqs. (32) and (36) may change when quantum fluctuations
of the multipole order parameter are taken into account. Al-
though it is expected that the symmetry of superconductivity
is not altered by the quantum fluctuations in most cases [2, 3],
it is desirable to refer to higher order theories when the s-wave
and p-wave states are nearly degenerate. This is an interesting
future issue since we may expect an enhancement of Tc due to
the quantum criticality, as Ref. [44] suggested.
For the E+u fluctuations ({dE
+
un
k
} = {kˆy zˆ± kˆz yˆ, kˆx zˆ± kˆz xˆ}),
we can derive possible order parameters and the corresponding
transition temperature in a similar way to the above calculation.
The obtained results are shown in Table IV(a) and Fig. 1(b).
2 In this case, both transition temperatures are equivalent to those in Oh
systems [see Γ = T+1u in Table IV(c)].
The nodeless extended s-wave (A1g) and the p-wave (Eu) su-
perconductivity are the most and the second most stable state,
respectively. In the Eu superconductivity, one of the 2D Z2
numbers ν j2D ( j = x, y, z) is defined when the superconducting
order parameter preserves TRS. Such order parameter falls into
the B2u or B3u IR of the subgroup D2h , which has point nodes
on the ky or kx axis, respectively. Thus the index νy2D or ν
x
2D
is correspondingly well-defined and nontrivial. When TRS is
spontaneously broken due to the 2D Eu superconducting order,
on the other hand, a 2D Chern number
C2D =
1
2pi
∮
S
dS · F(k) ∈ Z, (39)
can be defined on a closed surface S. Here the Berry flux is
defined by using the wavefunctions whose energy eigenvalue
is negative:
Fi(k) = −iεi jk
∑
En(k)<0
∂k j 〈un(k)|∂kkun(k)〉 . (40)
When the Eu superconductivity has a point-nodal gap struc-
ture, the 2D indexC2D is nontrivial for S surrounding the node;
namely, the point node is a Weyl node.
In contrast to the case of A+2u multipole, the functional form
of the p-wave order parameter induced by the E+u multipole
fluctuations is deformed from the original multipole bases
{dE+un
k
} [see Table IV(a) for an explicit form]. That is be-
cause the second attractive term and the third repulsive term
in Table I(OE),
− 1
4
∑
n
(dE+un
k
· σiσy)αβ(dE
+
un
k′ · σiσy)†γδ
+
1
4
∑
n
{(dE+un
k
× σ)ziσy}αβ{(dE
+
un
k′ × σ)ziσy}†γδ, (41)
are mixed with each other due to Eu × A2g = Eu .
D. Nodal s-wave superconductivity by magnetic toroidal dipole
(A−2u or E
−
u ) fluctuations in D4h systems
Next, we discuss fluctuations of OM toroidal dipole mo-
ments in D4h superconductors: y xˆ − x yˆ for the A−2u and{y zˆ − z yˆ, z xˆ − x zˆ} for the E−u IR. According to Table V(OM),
the corresponding bases in momentum space are φA
−
2u
k
= kˆz
and {φE−un
k
} = {kˆx, kˆy}, respectively.
Considering the OM fluctuations, the linearized gap equa-
tion (D6) has only one solution with a nodal extended s-wave
order parameter, for both A−2u and E
−
u multipoles [see Ta-
ble IV(a) and Fig. 2]. Recall that such OMmultipoles mediate
no attractive pairing in isotropic systems [Eq. (18)]. There-
fore, the CEF effect plays an essential role to stabilize super-
conductivity in OM-multipole-fluctuating systems, due to its
degeneracy splitting. An intuitive understanding of the result
is shown below.
For concreteness, we consider the A−2u fluctuation with
φ
A−2u
k
= kˆz ; the similar discussion holds for the E−u fluctua-
tion. In this case, the vertex function in Table I(OM) is given
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TABLE IV. Solutions of the linearized gap equation (D6) for some multipole-fluctuation-mediated superconductivity in (a) D4h , (b) D6h , and
(c) Oh crystalline systems. When there exist more than one solutions for a multipole fluctuation, they are listed in descending order of Tc.
“MO” in (b) and “EQ” in (c) represent the momentum-based magnetic octupole [Eq. (46)] and electric quadrupole [Eq. (47)], respectively.
The seventh column represents topological numbers with one or higher dimensions which have a possibility to be finite (nontrivial) in the
superconducting state.
Γ kˆ-based multipole IR Tc ∆(k) Fig. Topo. #
(a) Tetragonal (D4h)
A+2u kˆ
x yˆ − kˆy xˆ A1g 1.14ωc exp
(
− 6
√
30−30
N (0) |V0 |
)
[(√30 − 3){(kˆx)2 + (kˆy)2} + (12 − 2√30)(kˆz )2]iσy 1(a) N/A
A2u 1.14ωc exp
(
− 3
N (0) |V0 |
)
(kˆxσy − kˆyσx)iσy ν j2D
E+u {kˆy zˆ ± kˆz yˆ, A1g 1.14ωc exp
(
− 6(
√
105−10)
N (0) |V0 |
)
[(12 − √105){(kˆx)2 + (kˆy)2} 1(b) N/A
kˆx zˆ ± kˆz xˆ} + (−18 + 2√105)(kˆz )2]iσy
Eu 1.14ωc exp
(
− 3
√
2
N (0) |V0 |
)
{(√2 − 1)(kˆx + i kˆy)σz ± kˆz (σx + iσy), ν j2D or C2D
(√2 − 1)(kˆx − i kˆy)σz ± kˆz (σx − iσy)}iσy
A−2u kˆ
z A1g 1.14ωc exp
(
− 9
√
5+15
N (0) |V0 |
)
[(√5 + 3){(kˆx)2 + (kˆy)2} − 2(√5 + 1)(kˆz )2]iσy 2(a) w1D
E−u {kˆx, kˆy} A1g 1.14ωc exp
(
− 6
√
30+30
N (0) |V0 |
)
[(√30 + 3){(kˆx)2 + (kˆy)2} − (12 + 2√30)(kˆz )2]iσy 2(b) w1D
(b) Hexagonal (D6h)
E−1g { xˆ, yˆ} no solution
MO A1g 1.14ωc exp
(
− 534.451
N (0) |V0 |
)
{Y00(kˆ) − 0.478411Y20(kˆ) − 38.1751Y40(kˆ)}iσy 3(a) w1D
(c) Cubic (Oh)
E+g EQ Eg 1.14ωc exp
(
− 10
N (0) |V0 |
)
{2(kˆz )2 − (kˆx)2 − (kˆy)2, C2D√
3((kˆx)2 − (kˆy)2)}iσy
A1g 1.14ωc exp
(
− 13.8864
N (0) |V0 |
)
[Y00(kˆ) + 0.694319Y40(kˆ) 3(b) N/A
+ 0.414935{Y44(kˆ) + Y4−4(kˆ)}]iσy
T+1u {(kˆ × σ)n} A1g 1.14ωc exp
(
− 1
N (0) |V0 |
)
iσy N/A
T1u 1.14ωc exp
(
− 6
N (0) |V0 |
)
{(kˆ × σ)niσy} ν j2D or C2D
(�) (�)
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FIG. 2. Colored map of the nodal extended s-wave order parameter
on the spherical Fermi surface induced by the (a) A−2u and (b) E
−
u
multipole fluctuations of D4h . The green lines represent nodal rings.
by
Vαβγδ(k, k ′)
= +
|V0 |
8
{(kˆz)2 + (kˆ ′z)2}(iσy)αβ(iσy)†γδ A1g
+
|V0 |
4
(kˆzσziσy)αβ(kˆ ′zσziσy)†γδ A1u
+
|V0 |
4
∑
j=x,y
(kˆzσ jiσy)αβ(kˆ ′zσ jiσy)†γδ Eu, (42)
where the first A1g term is composed of the summation (kˆz)2+
(kˆ ′z)2, while the others have separable form between kˆ and kˆ ′.
11
Then, we rewrite the first term as
V A1gαβγδ(k, k ′)
= +
|V0 |
8
(iσy)αβ(iσy)†γδ
×
[
1 + (kˆz)2(kˆ ′z)2−{(kˆx)2 + (kˆy)2}{(kˆ ′x)2 + (kˆ ′y)2}
]
.
(43)
The underlined term has a negative sign; namely, an effectively
attractive interaction is induced in the A1g channel, which
results in the extended s-wave superconductivity illustrated in
Fig. 2(a). Later we discuss hypothetical superconductivity in
OM multipole materials.
It is noteworthy that the line nodes illustrated in Figs. 2(a)
and 2(b) are topologically protected. Let l be a closed path en-
circling the nodal ring. Then, a one-dimensional (1D) winding
number defined by
w1D =
i
4pi
∮
l
dk · Tr[SHˆBdG(k)−1∇k HˆBdG(k)] ∈ Z, (44)
where HˆBdG(k) is aBogoliubov-deGennes (BdG)Hamiltonian
andS is a chiral operator, has a finite (nontrivial) value±2 [58,
59]. Therefore, the nodal rings are topologically stable.
E. s + g-wave superconductivity by magnetic octupole (E−1g)
fluctuations in D6h systems
Now we focus on a fluctuation of EM multipoles with E−1g
symmetry in hexagonal (D6h) superconductors. The lowest-
order bases of the IR are magnetic dipoles {cE
−
1gn
k
} = { xˆ, yˆ}
[Table V(EM)]. For the bases, the interaction vertex function
in Table II(EM) is
Vαβγδ(k, k ′) = +|V0 |(iσy)αβ(iσy)†γδ A1g, (45)
which is similar to the isotropic case in Eq. (22),3 and does not
result in superconductivity.
On the other hand, the E−1g IR also contains higher-order
magnetic octupoles [23, 24],
{cE
−
1gn
k
}
= −
√
6
4
{(
3(kˆx)2 + (kˆy)2 − 4(kˆz)2
)
xˆ + 2kˆx kˆy yˆ − 8kˆx kˆz zˆ,
2kˆx kˆy xˆ +
(
(kˆx)2 + 3(kˆy)2 − 4(kˆz)2
)
yˆ − 8kˆy kˆz zˆ
}
.
(46)
Using the bases, we get the vertex with three channels: A1g,
E1g, and E2g. When it is substituted into the linearized gap
3 The only difference is the coefficients 3 |V0 |/2 for isotropic systems and
|V0 | for hexagonal systems. It is attributed to the number of components in
the magnetic dipole bases taken into account: {xˆ, yˆ, zˆ } for the former and
{xˆ, yˆ } for the latter.
(�) (�)
-�
�
�
FIG. 3. Colored map of the s + g-wave order parameter on the
spherical Fermi surface induced by the (a) E−1g multipole fluctuations
of D6h and (b) E+g multipole fluctuations of Oh . The green lines
represent nodal rings. In (a) g-wave Cooper pairing is dominant,
while s-wave and g-wave Cooper pairings are comparable in (b).
equation (D6), a single solution with A1g symmetry, which
is shown in Table IV(b), is obtained. The solution is, as a
result of the CEF effect, a highly anisotropic s + g-wave order
parameter with dominant g-wave pairing and four horizontal
line nodes [Fig. 3(a)], which are topologically stable nodes
characterized by the 1D winding number w1D. However, the
pairing may be suppressed by the competition with the mag-
netic dipole fluctuation [Eq. (45)], since Tc is considerably
small [Table IV(b)]. Later we discuss Mn3Z (Z = Sn, Ge) as a
candidate material.
F. d-wave and s + g-wave superconductivity by electric
quadrupole (E+g ) fluctuations in Oh systems
Let us move on to the cubic (Oh) superconductors. We
firstly consider electric quadrupole moments with E+g symme-
try [Table VII(EE)],
{ψE
+
gn
k
} =
{
1
2
(
2(kˆz)2 − (kˆx)2 − (kˆy)2
)
,
√
3
2
(
(kˆx)2 − (kˆy)2
)}
. (47)
For a fluctuation of the quadrupoles, the vertex function in
Table III(EE) is given by
Vαβγδ(k, k ′)
= − |V0 |
8
[
{(kˆx)4 + (kˆy)4 + (kˆz)4
− (kˆx)2(kˆy)2 − (kˆy)2(kˆz)2 − (kˆz)2(kˆx)2}
+ { kˆ → kˆ ′}
]
(iσy)αβ(iσy)†γδ A1g
− |V0 |
4
∑
n=1,2
(ψE
+
gn
k
iσy)αβ(ψE
+
gn
k′ iσ
y)†γδ Eg, (48)
which consists of two attractive pairing channels with A1g and
Eg symmetry. Solutions of the linearized gap equation (D6)
for the interaction vertex are given in Table IV(c). The d-wave
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pairing with the same symmetry as that of the fluctuating elec-
tric quadrupoles holds the highest Tc, while the anisotropic
s + g-wave superconductivity is a subleading order. The d-
wave superconductivity with Eg symmetry hosts nodes4 in the
[111] direction, which are characterized by a 0D topological
index (Z or Z2), and a 2D Chern number C2D when the su-
perconducting order breaks TRS [55, 62]. The s + g-wave
order parameter has no nodal points as illustrated in Fig. 3(b),
unlike the magnetic-octupole-fluctuation-mediated supercon-
ductivity with D6h symmetry [Fig. 3(a)]. Later we discuss
PrTi2Al20 as a candidate superconductor.
G. A role of momentum dependence in Vq
Finally we discuss OE dipoles in the T+1u IR of Oh . In
contrast to Sec. VC where ferroelectric order was similarly
considered, the degeneracy splitting does not occur. In mo-
mentum space, the multipole order parameter is given by
{dT
+
1un
k
} = {(kˆ × rˆ)n}, which is equivalent to the J = 1 basis
functions in isotropic systems [Eq. (15b)]. Thus, the interac-
tion vertex [Table III(OE)] was already calculated in Eq. (16),
that is,
Vαβγδ(k, k ′)
= − |V0 |
2
(iσy)αβ(iσy)†γδ A1g
+
|V0 |
3
{Λ00OE(k)iσy}αβ{Λ00OE(k ′)iσy}†γδ A1u
− |V0 |
8
∑
i
{Λ1iOE(k)iσy}αβ{Λ1iOE(k ′)iσy}†γδ T1u
+
|V0 |
16
∑
i, j
{Λ2,i jOE (k)iσy}αβ{Λ2,i jOE (k ′)iσy}†γδ Eu + T2u,
(49)
where we do not decompose the final term into the two IRs
Eu and T2u since the both channels are repulsive and have no
contribution to superconductivity. As a calculation result of
the linearized gap equation (D6), the first A1g and the third
T1u channels induce the predominant s-wave and the sublead-
ing p-wave superconductivity, respectively [see Table IV(c)].
In the T1u superconductivity, the Z2 number ν j2D (the Chern
number C2D) may be nontrivial when the TRS is preserved
(broken). The value of the indices depends on the rate of the
three components in the order parameter.
Here we comment on a recent theoretical suggestion [47] of
s + g-wave superconductivity by ferroelectric (electric dipole)
fluctuations in cubic systems. In the study, Gastiasoro et al.
considered the bosonic propagator describing the ferroelectric
fluctuations in the disordered state. The propagator includes
the quadratic term with respect to the momentum representing
4 Although there exist only point nodes in our minimal single-band model,
the nodal points are inflated to surface nodes (Bogoliubov Fermi surfaces)
in real superconductors with non-negligible interband pairings [60, 61].
the cubic anisotropy, which induces an anisotropy in the gap
function, namely, an admixture of s-wave and g-wave pairings.
Although the gap anisotropy seems to be not compatible with
our result (the purely s-wave pairing), we may reproduce, in
the framework of the paper, the s + g-wave superconductivity
by taking into account higher-order terms in the interaction.
For example, the general form of the interaction vertex for
{ΛΓn(k)} = {dΓn
k
· σ} is
Vαβγδ(k, k ′)
=
1
8
∑
n
[
−VΓnk−k′(dΓnk + dΓnk′ ) · σαδ(dΓnk + dΓnk′ ) · σβγ
+ VΓnk+k′(dΓnk − dΓnk′ ) · σαγ(dΓnk − dΓnk′ ) · σβδ
]
. (50)
Here, we adopt an approximation,
VΓnk±k′ ' V0 + V1(kˆn ± kˆ ′n)2 (n = x, y, z), (51)
while only the first constant term V0 has been considered in
this paper. For the electric dipoles {dT
+
1un
k
} = {(kˆ × rˆ)n},
fourth-order terms about kˆ, kˆ ′ are admixed in the A1g channel
when V1 , 0, which may results in an s + g-wave pairing.
VI. CANDIDATE MATERIALS
In this section, we propose some candidate materials of
the multipole-fluctuation-induced unconventional supercon-
ductivity. We discuss a stable superconducting phase, based on
the results of previous sections, in doped SrTiO3, PrTi2Al20,
Li2(Pd, Pt)3B, and magnetic multipole systems.
A. SrTiO3
Superconductivity in doped SrTiO3 has received extensive
attention for a long time [46, 63]. One of the reasons is
that the superconductivity starts to emerge at an extraordi-
nary low carrier density on the order of 1017 cm−3 [64, 65],
where the conventional Migdal-Eliashberg theory is not ap-
plicable. Although various studies have proposed possible
origins of the dilute superconductivity [66–73], there is no
sufficient understanding of the pairing mechanism even now.
Another reason is a quantum paraelectricity in SrTiO3, which
prevents a long-range ferroelectric order by its quantum fluc-
tuations [74, 75]. While pure SrTiO3 is in the vicinity of the
ferroelectric critical point, it undergoes the ferroelectric tran-
sition under some chemical or physical operations [76–79].
The two major problems, namely the dilute superconductivity
and the ferroelectric quantum criticality, are considered to be
related with each other. Indeed, recent theoretical [69] and ex-
perimental [80–84] works have suggested an enhancement of
the superconducting transition temperature by the ferroelectric
quantum fluctuations.
Stimulated by the above backgrounds, many studies have
focused on superconducting properties in the vicinity of the
ferroelectric (electric dipole) phase [43, 44, 47, 69] or in the
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coexistent ferroelectric phase [41, 42, 85]. Now we apply
our result to SrTiO3. Since SrTiO3 has a crystal structure of
tetragonal space group I4/mcm (D184h) below 105K due to an
antiferrodistortive transition [86, 87], there are two ferroelec-
tric modes parallel and perpendicular to the antiferrodistortive
rotation axis [88], which correspond to the A+2u and E
+
u multi-
poles, respectively [see Table V(OE)]. As shown in Sec. VC
and Table IV(a), the A1g pairing channel gives the highest
Tc for the both multipole fluctuations. Therefore, a node-
less extended s-wave superconductivity illustrated in Fig. 1
is likely realized in doped SrTiO3 by the ferroelectric fluc-
tuations. The gap symmetry agrees with recent theoretical
reports, which explain the dome of Tc in dilute superconduc-
tors such as LaAlO3/SrTiO3 interface [89, 90]. When the
short-range Coulomb interaction suppresses the s-wave super-
conductivity, the subleading p-wave superconductivity can be
stabilized. However, the p-wave gap function shown in Ta-
ble IV(a) possesses nodal points, and it is incompatible with a
recent tunneling experiment [91]. Note that, as mentioned in
Sec. VG, a g-wave order parameter is admixed through higher-
order terms in Vk±k′ , which may give a non-negligible effect
on the actual SrTiO3 with anisotropic Fermi surfaces [92–96].
B. PrTi2Al20
PrTi2Al20 is a cubic superconductor with the space group
Fd3¯m (O7
h
) [97]. Recent experiments on the material have
observed ferroic (q = 0) electric quadrupole ordering at
TQ = 2.0K,which is closely related to the nonmagnetic Γ3 (Eg)
doublet ground state [29–31, 98, 99]. Furthermore, PrTi2Al20
shows superconductivity at Tc = 0.2K [32]. The supercon-
ducting phase continues to exist against pressure [33, 98, 100];
in the high-pressure region, the enhancement of Tc, which
reaches 1.1K at 8.7GPa, and the gradual drop of TQ above
6.5GPa have been reported. The enhancement of Tc coincid-
ing with the suppression of TQ may indicate that the supercon-
ductivity is induced by the electric quadrupole fluctuations,
although the coexistence of the two phases was reported for at
least P . 9.1GPa [33, 100].
Now we discuss the superconducting property mediated by
the E+g electric quadrupole fluctuations. According to Sec. V F
and Table IV(c), the E+g fluctuation induces the d-wave pair-
ing with the same Eg symmetry, which may compete with the
s + g-wave pairing [Fig. 3(b)]. Since the d-wave supercon-
ductivity has two-component order parameters, two possible
ground states are expected. One is a chiral d-wave state with
broken time-reversal symmetry, and the other is a nematic state
possessing nodal gap. On the other hand, s + g-wave state is
nodeless as shown in Fig. 3(b). Although pairing symmetry
of PrTi2Al20 has not been determined, these superconducting
states can be distinguished by experiments. Our result paves a
way to understand the unconventional superconductivity me-
diated by the electric quadrupole fluctuations.
Whereas PrTi2Al20 is a unique compound exhibiting the
ferroquadrupole order in the caged Pr 1-2-20 family, the oth-
ers with an antiferro-quadrupole order (e.g. PrV2Al20 and
PrIr2Zn20) may be dealt with in our framework, by taking into
account higher-order terms in Vk±k′ and/or a nesting of the
Fermi surface. We leave this argument for future works.
C. Li2(Pd, Pt)3B
Li2Pd3B and Li2Pt3B are ternary borides with an antiper-
ovskite cubic structure belonging to the noncentrosymmet-
ric space group P4332 (O6) [101]. In the whole family of
Li2(Pd1−xPtx)3B (0 ≤ x ≤ 1), a bulk superconducting tran-
sition with a critical temperature Tc = 2-8K was observed by
various experiments [102–112]. The noncentrosymmetry of
Li2(Pd1−xPtx)3B is expected to cause mixing of a spin-singlet
state and a spin-triplet state in the superconductivity. Indeed,
NMR [102–105], specific heat [106, 107], and penetration
depth [108] measurements have suggested that a line-nodal
state with dominant spin-triplet pairing is realized for x & 0.8
while spin-singlet-dominant BCS superconductivity occurs for
x . 0.8, although a µSR study [109] supports s-wave super-
conductivity across the entire doping regime.
One possible origin of the spin-triplet-dominant supercon-
ductivity for x & 0.8 is an abrupt increase of the extent of
inversion-symmetry breaking due to a local structural distor-
tion [105]. The abrupt change results in an enhancement of
the spin-orbit coupling splitting, which has been confirmed by
band calculations [105, 113, 114]. Therefore, the origin of the
superconductivity in Li2(Pd1−xPtx)3B around x = 0.8 can be
attributed to an enhancement of a momentum-based OE mul-
tipole fluctuation, which is a very subject in this paper. Since
the crystal point group of the compound isO, the OEmultipole
belongs to the A+1u IR of Oh . According to Table VII(OE), a
real-space basis function of the A+1u IR is an electric rank-9
multipole (512-pole) xyz(x2 − y2)(y2 − z2)(z2 − x2), which
corresponds to a hedgehog structure dA
+
1u
k
= kˆx xˆ + kˆy yˆ + kˆz zˆ
in momentum space.
Next, we consider a stable superconducting state due to the
OE multipole fluctuation. The momentum basis dA
+
1u
k
is the
same as the J = 0 multipole in isotropic systems [Eq. (15a)].
Thus, the interaction vertexwas already calculated in Ref. [43],
that is,
Vαβγδ(k, k ′)
= − |V0 |
4
(iσy)αβ(iσy)†γδ A1g
− |V0 |
4
(kˆ · σiσy)αβ(kˆ ′ · σiσy)†γδ A1u
+
|V0 |
4
(kˆ × σiσy)αβ · (kˆ ′ × σiσy)†γδ T1u, (52)
which stabilizes A1g (s-wave; the first term) and A1u (p-wave;
the second term) superconductivity. In the noncentrosymmet-
ric point group O, the A1g and A1u IRs of Oh are merged
into the identical IR A1. Therefore, parity-mixed s + p-wave
superconductivity may occur in Li2(Pd, Pt)3B and OE multi-
pole fluctuations actually give rise to attractive interactions in
both channels. Such parity mixing causes the presence of line
nodes when the spin-triplet component is larger than the spin-
singlet one [115]. The result is consistent with the line-nodal
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spin-triplet-dominant superconductivity for x & 0.8 observed
by many experiments [102–108]. A similar enhancement of
spin-triplet pairing was recently observed in Cd2Re2O7 in the
vicinity of the parity violating structural transition [116].
Nowwe comment on the s+p+ f -wave superconductivity of
Li2Pt3Bproposed inRef. [108]. In the framework of this paper,
the f -wave order parameter stems from a cubic component of
k in the g-vector, which represents the antisymmetric spin-
orbit coupling and corresponds to a momentum basis of OE
multipole dk in our formalism. Thus, the result of Ref. [108]
should be reproduced by taking into account the following dk ,
d
A+1u
k
= a1(kˆx xˆ + kˆy yˆ + kˆz zˆ)
+ a2[kˆx{(kˆy)2 + (kˆz)2} xˆ
+ kˆy{(kˆz)2 + (kˆx)2} yˆ
+ kˆz{(kˆx)2 + (kˆy)2} zˆ]. (53)
where both the first linear term and the second cubic term
of k belong to the same IR A+1u . The cubic term causes the
attractive interaction in the f -wave pairing channel. Since the
Fermi surfaces of Li2(Pd, Pt)3B are highly anisotropic [105,
113, 114], the cubic term may not be negligible and results in
the f -wave pairing.
D. Magnetic multipole systems
Recent vigorous studies have gotten us to recognize that
the multipole expansion of a magnetic structure is a powerful
approach in the study of magnets and related phenomena. A
recently developed cluster multipole theory [20, 21], which
systematically characterize a magnetic structure over atoms
as a magnetic multipole, has elucidated that coplanar antifer-
romagnets Mn3Z (Z = Sn, Ge) possess a magnetic octupole
order corresponding to Eq. (46). AlthoughMn3Z is amagnetic
metal, we may consider a hypothetical superconducting transi-
tion which can be realized by carrier doping or applying pres-
sure, etc. According to Sec. VE and Table IV(b), we naively
expect line-nodal s+g-wave superconductivity with dominant
g-wave pairing [Fig. 3(a)] due to fluctuations of the magnetic
octupole. A similar anisotropic superconducting state may
be realized even in a magnetic octupole ice Ce2Sn2O7 with a
pyrochlore (cubic) lattice [117].
Although magnetic octupole is a EM multipole, OM mul-
tipole order with broken inversion and time-reversal sym-
metries are recently attracting significant attention. For
example, Fulde-Ferrell-Larkin-Ovchinnikov superconductiv-
ity coexisting with magnetic quadrupole [18, 19], magneto-
electric effect [10–12, 23–25] and magnetopiezoelectric ef-
fect [23, 118, 119] originating from odd-parity magnetic mul-
tipole have been suggested. More than 110 OM multipole
materials have been identified by a recent group-theoretical
study [23]. At least more than 40 of them exhibit a metallic
or semiconducting property. Thus, the material list is strongly
expected to include OM-multipole-fluctuation-mediated su-
perconductors. As exemplified in Sec. VD, nodal extended
s-wave superconductivity may be stabilized in such systems
with the CEF effect.
VII. SUMMARY AND DISCUSSION
In this paper, we elucidated a pairing interaction between
electrons mediated by fluctuations of various ferroic multipole
orders, which has been an undiscovered pairing mechanism
of unconventional superconductivity. First, we formulated the
interaction vertex for all symmetry classes (EE, EM, OE, and
OM) of multipoles [Eq. (14)]. The formulation is useful for a
further investigation of induced superconductivity, as we have
actually done in the paper.
Next, considering isotropic systems, we showed that elec-
tric multipole fluctuations mediate not only an s-wave pairing
but also an unconventional pairing with the same symmetry
as the multipole. This result is consistent with previous stud-
ies [43, 44], suggesting odd-parity superconductivity by OE
multipole fluctuations. On the other hand, the vertex arising
frommagneticmultipole fluctuations reveals repulsive interac-
tion in all channels. Thus, superconductivity is not stabilized
in isotropic systems by the magnetic multipole fluctuations.
Furthermore, we carried out exhaustive calculations of pair-
ing vertex mediated by multipole fluctuations in crystalline
systems. Correspondence between symmetries of supercon-
ductivity and multipole order was clarified. Order parameter
and transition temperature of superconductivity were calcu-
lated for some multipole fluctuations in D4h , D6h , and Oh
point groups. Then, the results are different from isotropic
systems owing to the CEF effects. For example, nodal ex-
tended s-wave superconductivity may emerge due to magnetic
multipole fluctuations, which is a consequence of the degen-
eracy splitting under the CEF. Other interesting results are
summarized in Table IV.
Finally, we proposed doped SrTiO3, PrTi2Al20,
Li2(Pd, Pt)3B, and some magnetic multipole systems as candi-
date materials for the multipole-fluctuation-mediated uncon-
ventional superconductivity. In addition, our result may be
consistent with a recent theory [120], which suggested the Tc
enhancement for both d-wave and extended s-wave pairing
due to nematic orbital fluctuations in Fe-based superconduc-
tors [121–124]. Since recently-confirmed symmetry-based
approach [23, 24] enables us to easily search for multipole
ordering systems, it is strongly expected that many other can-
didates will be discovered. Thus, our theory becomes a solid
foundation for further investigations of exotic superconductiv-
ity in the vicinity of the multipole orders.
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TABLE V. Basis functions in the real and momentum spaces for IRs
of the D4h point group [23]. The bases in momentum space (third
column) correspond to ψΓn
k
(EE), cΓn
k
(EM), dΓn
k
(OE), and φΓn
k
(OM).
IR (Γ) Basis in real space Basis in momentum space
(EE)
A+1g x
2 + y2, z2
A+2g xy(x2 − y2)
B+1g x
2 − y2 (r → kˆ)
B+2g xy
E+g {yz, zx}
(EM)
A−1g z(y xˆ − x yˆ)
A−2g zˆ
B−1g xy zˆ, z(y xˆ + x yˆ) (r → kˆ)
B−2g (x2 − y2) zˆ, z(x xˆ − y yˆ)
E−g { xˆ, yˆ}
(OE)
A+1u xyz(x2 − y2) kˆx xˆ + kˆy yˆ + kˆz zˆ,
2kˆz zˆ − kˆx xˆ − kˆy yˆ
A+2u z, z
3 kˆx yˆ − kˆy xˆ
B+1u xyz kˆ
x xˆ − kˆy yˆ
B+2u z(x2 − y2) kˆx yˆ + kˆy xˆ
E+u {x, y} {kˆy zˆ + kˆz yˆ, kˆz xˆ + kˆx zˆ},
{kˆy zˆ − kˆz yˆ, kˆz xˆ − kˆx zˆ}
(OM)
A−1u 2z zˆ − x xˆ − y yˆ, kˆx kˆy kˆz ((kˆx)2 − (kˆy)2)
x xˆ + y yˆ + z zˆ
A−2u y xˆ − x yˆ kˆz
B−1u x xˆ − y yˆ kˆx kˆy kˆz
B−2u y xˆ + x yˆ kˆ
z ((kˆx)2 − (kˆy)2)
E−u {y zˆ + z yˆ, z xˆ + x zˆ}, {kˆx, kˆy}
{y zˆ − z yˆ, z xˆ − x zˆ}
Appendix A: Classification of multipoles under CEF
In Tables V-VII, we reprint classification of real-space and
momentum-space basis functions of multipoles under the CEF
effect [23, 24].
Appendix B: Direct product tables
In Tables I-III, direct products of representations are used
for classification of the channel of the vertex functions. We
explicitly show the direct products for each point group in
Table VIII.
Appendix C: Vector spherical harmonics
In this appendix, we introduce vector spherical harmon-
ics [125], which are useful for the formulation of the linearized
gap equation for spin-triplet superconductivity (Appendix D).
1. Definition
Vector spherical harmonics are defined by
Y LJM (kˆ) ≡
L∑
m=−L
1∑
µ=−1
CJMLm1µYLm(kˆ)eµ, (C1)
whereYLm(kˆ) are (usual) spherical harmonics,5 andCJMLm1µ are
Clebsch-Gordan coefficients. eµ (µ = −1, 0, 1) are covariant
spherical basis vectors (spin functions for S = 1),
e−1 =
1√
2
(xˆ − i yˆ), e0 = zˆ, e1 = − 1√
2
(xˆ + i yˆ), (C2)
which have an orthonormal property eµ1 · e∗µ2 = δµ1µ2 .
As simple examples, the vector spherical harmonics for L =
0, 1 are listed below:
Y 01M (kˆ) =
1√
4pi
eM (M = −1, 0, 1), (C3a)
Y 100(kˆ) = −
1√
4pi
(kˆx xˆ + kˆy yˆ + kˆz zˆ), (C3b)
Y 11−1(kˆ) =
1√
4pi
√
3
2
{kˆz(xˆ − i yˆ) − (kˆx − i kˆy) zˆ}, (C3c)
Y 110(kˆ) =
i√
4pi
√
3
2
(kˆx yˆ − kˆy xˆ), (C3d)
Y 111(kˆ) =
1√
4pi
√
3
2
{kˆz(xˆ + i yˆ) − (kˆx + i kˆy) zˆ}, (C3e)
5 For the later discussion in Appendix D, we define (vector) spherical har-
monics in momentum (kˆ) space, not in real (rˆ) space.
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TABLE VI. Basis functions in the real and momentum spaces for IRs of the D6h point group [23].
IR (Γ) Basis in real space Basis in momentum space
(EE)
A+1g z
2
A+2g 3x
5y − 10x3y3 + 3xy5
B+1g (3x2 − y2)yz
B+2g (x2 − 3y2)zx (r → kˆ)
E+1g {yz, zx}
E+2g {xy, x2 − y2}
(EM)
A−1g z(x yˆ − y xˆ)
A−2g zˆ
B−1g (x2 − y2)xˆ − 2xy yˆ
B−2g (x2 − y2) yˆ + 2xy xˆ (r → kˆ)
E−1g { xˆ, yˆ}
E−2g {(x2 − y2) zˆ, xy zˆ}, {z(x xˆ − y yˆ), z(y xˆ + x yˆ)}
(OE)
A+1u xyz(3x4 − 10x2y2 + 3y4) kˆz zˆ, kˆx xˆ + kˆy yˆ
A+2u z kˆ
x yˆ − kˆy xˆ
B+1u x(x2 − 3y2) kˆy(3(kˆx)2 − (kˆy)2) zˆ, kˆz ((kˆx)2 − (kˆy)2) yˆ + 2kˆx kˆy kˆz xˆ
B+2u y(3x2 − y2) kˆx((kˆx)2 − 3(kˆy)2) zˆ, kˆz ((kˆx)2 − (kˆy)2)xˆ − 2kˆx kˆy kˆz yˆ
E+1u {x, y} {kˆy zˆ + kˆz yˆ, kˆz xˆ + kˆx zˆ}, {kˆy zˆ − kˆz yˆ, kˆz xˆ − kˆx zˆ}
E+2u {(x2 − y2)z, xyz} {kˆx yˆ + kˆy xˆ, kˆx xˆ − kˆy yˆ}
(OM)
A−1u 2z zˆ − x xˆ − y yˆ, x xˆ + y yˆ + z zˆ kˆx kˆy kˆz (3(kˆx)4 − 10(kˆx)2(kˆy)2 + 3(kˆy)4)
A−2u x yˆ − y xˆ kˆz
B−1u y(3x2 − y2) zˆ, z(x2 − y2) yˆ + 2xyz xˆ kˆx((kˆx)2 − 3(kˆy)2)
B−2u x(x2 − 3y2) zˆ, z(x2 − y2)xˆ − 2xyz yˆ kˆy(3(kˆx)2 − (kˆy)2)
E−1u {y zˆ + z yˆ, z xˆ + x zˆ}, {y zˆ − z yˆ, z xˆ − x zˆ} {kˆx, kˆy}
E−2u {x yˆ + y xˆ, x xˆ − y yˆ} {2kˆx kˆy kˆz, kˆz ((kˆx)2 − (kˆy)2)}
Y 12−2(kˆ) =
1√
4pi
√
3
2
(kˆx − i kˆy)(xˆ − i yˆ), (C3f)
Y 12−1(kˆ) =
1√
4pi
√
3
2
{kˆz(xˆ − i yˆ) + (kˆx − i kˆy) zˆ}, (C3g)
Y 120(kˆ) =
1√
4pi
1√
2
(2kˆz zˆ − kˆx xˆ − kˆy yˆ), (C3h)
Y 121(kˆ) = −
1√
4pi
√
3
2
{kˆz(xˆ + i yˆ) + (kˆx + i kˆy) zˆ}, (C3i)
Y 122(kˆ) =
1√
4pi
√
3
2
(kˆx + i kˆy)(xˆ + i yˆ). (C3j)
2. Properties
The vector spherical harmonics [Eq. (C1)] satisfy the fol-
lowing orthonormal property,
∫
dΩkˆ Y
L1
J1M1
(kˆ) · Y L2J2M2 (kˆ)∗ = δJ1J2δM1M2δL1L2, (C4)
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TABLE VII. Basis functions in the real and momentum spaces for IRs of the Oh point group [23].
IR (Γ) Basis in real space Basis in momentum space
(EE)
A+1g x
2 + y2 + z2
A+2g (x2 − y2)(y2 − z2)(z2 − x2)
E+g {2z2 − x2 − y2, x2 − y2} (r → kˆ)
T+1g {yz(y2 − z2), zx(z2 − x2), xy(x2 − y2)}
T+2g {yz, zx, xy}
(EM)
A−1g yz(y2 − z2)xˆ + zx(z2 − x2) yˆ + xy(x2 − y2) zˆ
A−2g yz xˆ + zx yˆ + xy zˆ
E−g {yz xˆ − zx yˆ, 2xy zˆ − yz xˆ − zx yˆ}
T−1g { xˆ, yˆ, zˆ} (r → kˆ)
T−2g {xy yˆ − zx zˆ, yz zˆ − xy xˆ, zx xˆ − yz yˆ},
{(y2 − z2)xˆ, (z2 − x2) yˆ, (x2 − y2) zˆ}
(OE)
A+1u xyz(x2 − y2)(y2 − z2)(z2 − x2) kˆx xˆ + kˆy yˆ + kˆz zˆ
A+2u xyz kˆ
x((kˆy)2 − (kˆz )2)xˆ + kˆy((kˆz )2 − (kˆx)2) yˆ + kˆz ((kˆx)2 − (kˆy)2) zˆ
E+u {xyz(2z2 − x2 − y2), xyz(x2 − y2)} {kˆx xˆ − kˆy yˆ, 2kˆz zˆ − kˆx xˆ − kˆy yˆ}
T+1u {x, y, z} {kˆy zˆ − kˆz yˆ, kˆz xˆ − kˆx zˆ, kˆx yˆ − kˆy xˆ}
T+2u {x(y2 − z2), y(z2 − x2), z(x2 − y2)} {kˆy zˆ + kˆz yˆ, kˆz xˆ + kˆx zˆ, kˆx yˆ + kˆy xˆ}
(OM)
A−1u x xˆ + y yˆ + z zˆ kˆ
x kˆy kˆz ((kˆx)2 − (kˆy)2)((kˆy)2 − (kˆz )2)((kˆz )2 − (kˆx)2)
A−2u x(y2 − z2)xˆ + y(z2 − x2) yˆ + z(x2 − y2) zˆ kˆx kˆy kˆz
E−u {x xˆ − y yˆ, 2z zˆ − x xˆ − y yˆ} {
√
3kˆx kˆy kˆz ((kˆx)2 − (kˆy)2), kˆx kˆy kˆz (2(kˆz )2 − (kˆx)2 − (kˆy)2)}
T−1u {y zˆ − z yˆ, z xˆ − x zˆ, x yˆ − y xˆ} {kˆx, kˆy, kˆz }
T−2u {y zˆ + z yˆ, z xˆ + x zˆ, x yˆ + y xˆ} {kˆx((kˆy)2 − (kˆz )2), kˆy((kˆz )2 − (kˆx)2), kˆz ((kˆx)2 − (kˆy)2)}
where Ωkˆ is a solid angle of the normalized vector kˆ . This
equality is proved as follows:
(LHS) =
L1∑
m1=−L1
1∑
µ1=−1
L2∑
m2=−L2
1∑
µ2=−1
CJ1M1
L1m11µ1C
J2M2
L2m21µ2
×
∫
dΩkˆ YL1m1 (kˆ)Y ∗L2m2 (kˆ)︸                           ︷︷                           ︸
δL1L2 δm1m2
eµ1 · e∗µ2︸   ︷︷   ︸
δµ1µ2
=
L1∑
m1=−L1
1∑
µ1=−1
CJ1M1
L1m11µ1C
J2M2
L1m11µ1δL1L2
= (RHS), (C5)
where we use the orthogonality relation of the Clebsch-Gordan
coefficients in the final equality.
In a similar way, the following “orthogonality” is easily
derived:∫
dΩkˆ
∑
αβ
{Y L1J1M1 (kˆ) · σiσy}αβ{Y
L2
J2M2
(kˆ) · σiσy}†αβ
= 2δJ1J2δM1M2δL1L2, (C6)
where the factor 2 in the RHS stems from the trace of the
2 × 2-matrix,∑
αβ
(eµ1 · σiσy)αβ(eµ2 · σiσy)†αβ = 2δµ1µ2 . (C7)
Equation (C6) is a useful relation for the formulation of the
linearized gap equation for spin-triplet superconductivity (Ap-
pendix D 2).
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TABLE VIII. Direct product tables for (a) D4h , (b) D6h , and (c) Oh point groups.
(a) Tetragonal (D4h)
Γ A1g A2g B1g B2g Eg A1u A2u B1u B2u Eu
Γ × A2g A2g A1g B2g B1g Eg A2u A1u B2u B1u Eu
Γ × Eg Eg Eg Eg Eg A1g + A2g + B1g + B2g Eu Eu Eu Eu A1u + A2u + B1u + B2u
(b) Hexagonal (D6h)
Γ A1g A2g B1g B2g E1g E2g A1u A2u B1u B2u E1u E2u
Γ × A2g A2g A1g B2g B1g E1g E2g A2u A1u B2u B1u E1u E2u
Γ × E1g E1g E1g E2g E2g A1g + A2g + E2g B1g + B2g + E1g E1u E1u E2u E2u A1u + A2u + E2u B1u + B2u + E1u
(c) Cubic (Oh)
Γ A1g A2g Eg T1g T2g A1u A2u Eu T1u T2u
Γ × T1g T1g T2g T1g + T2g A1g + Eg +
T1g + T2g
A2g + Eg +
T1g + T2g
T1u T2u T1u + T2u A1u + Eu +
T1u + T2u
A2u + Eu +
T1u + T2u
Appendix D: Linearized gap equation
Here we introduce a basic formulation of a linearized gap
equation for spin-singlet (even-parity) and spin-triplet (odd-
parity) superconductivity. Note that spin-space isotropy is
not assumed, unlike the usual “textbook-style” formulation
where spin-singlet and spin-triplet cases are not distinguished.
Instead, we postulate that the energy dispersion is quadratic
(isotropic): ξk = ξk = k
2
2m − µ.
In a single-band problem, the Hamiltonian is
H =
∑
k
∑
α
ξkc
†
kα
ckα
+
1
2
∑
k,k′
∑
αβγδ
Vαβγδ(k, k ′)c†−kαc†kβck′γc−k′δ, (D1)
where we assume the existence of spatial inversion and time-
reversal symmetry. Using a mean-field approximation, the
effective Hamiltonian is given by
HMF =
∑
α
ξkc
†
kα
ckα
+
1
2
∑
k
∑
αβ
{
∆αβ(k)c†kαc†−kβ + H.c.
}
+ const., (D2)
where
∆αβ(k) = −
∑
k′
∑
γδ
Vβαγδ(k, k ′) 〈ck′γc−k′δ〉 . (D3)
Through a Bogoliubov transformation, we obtain the self-
consistent gap equation,
∆αβ(k) = −
∑
k′
∑
γδ
Vβαγδ(k, k ′)
∆γδ(k ′)
2Ek′
tanh
(
Ek′
2T
)
, (D4)
with
Ek =
√
ξ2
k
+
1
2
Tr[∆(k)∆†(k)], (D5)
where a unitary order parameter is assumed. Just below the
transition temperature Tc, ∆(k) is negligibly small so that
Ek = ξk . Therefore, the following linearized gap equation
is obtained:
∆αβ(k) = −
∑
k′
∑
γδ
Vβαγδ(k, k ′)
∆γδ(k ′)
2ξk′
tanh
(
ξk′
2Tc
)
. (D6)
1. Spin-singlet superconductivity
Next, we solve the linearized gap equation (D6) for a spin-
singlet interaction channel. In the channel, the interaction
vertex can be expanded by spherical harmonics,
V singletαβγδ (k, k ′)
= 4pi
∑
L=even
VL(k, k ′)
L∑
m=−L
YLm(kˆ)Y ∗Lm(kˆ ′)
× 1
2
(iσy)αβ(iσy)†γδ, (D7)
where the product of two spherical harmonics YLm(kˆ)Y ∗Lm(kˆ ′)
appears with the same L and m because isotropic systems are
assumed. Note that a cross term YLm(kˆ)Y ∗L′m′(kˆ ′) (L , L ′ or
m , m′) is allowed in crystalline systems [e.g. Eq. (28)]; in
such a case, we appropriately take into account cross terms
and derive simultaneous equations. Below we show solutions
for isotropic systems. The superconducting order parameter is
also expanded by spherical harmonics [52],
∆singlet(k) =
∑
L=even
L∑
m=−L
cLmYLm(kˆ)iσy . (D8)
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Using the orthonormal property of spherical harmonics,
Eq. (D6) is simplified as
1 = − Ω
2pi2
∫ ∞
0
dk ′ k ′2VL(k, k ′) 12ξk′ tanh
(
ξk′
2Tc
)
, (D9)
where Ω is a volume. Now we assume that VL(k, k ′) is finite
nearby the Fermi surface; there exists a cutoff energy ωc such
that
VL(k, k ′) =
{
−VL (const.) |ξk |, |ξk′ | ≤ ωc,
0 |ξk |, |ξk′ | > ωc . (D10)
Then, the linearized gap equation is
1 = N(0)VL
∫ ωc
0
dξ
1
ξ
tanh
(
ξ
2Tc
)
(L = even), (D11)
where N(0) is a density of states at the Fermi level. Therefore,
the solution (order parameter) of Eq. (D11) is labeled by L:
∆L(k) = ∑Lm=−L cLmYLm(kˆ)iσy . For each L, the transition
temperature is given by
T (L)c = 1.14ωc exp
(
− 1
N(0)VL
)
. (D12)
2. Spin-triplet superconductivity
Let us move on to the spin-triplet case. The interaction
vertex and the superconducting order parameter in the spin-
triplet channel can be expanded by vector spherical harmonics,
V tripletαβγδ (k, k ′)
= 4pi
∑
J
∑
L=odd
VJL(k, k ′)
× 1
2
J∑
M=−J
{Y LJM (kˆ) · σiσy}αβ{Y LJM (kˆ ′) · σiσy}†γδ,
(D13)
∆triplet(k) =
∑
J
∑
L=odd
J∑
M=−J
cLJMY
L
JM (kˆ) · σiσy . (D14)
Using the orthonormal property of vector spherical harmon-
ics (Appendix C), Eq. (D6) is
1 = − Ω
2pi2
∫ ∞
0
dk ′ k ′2VJL(k, k ′) 12ξk′ tanh
(
ξk′
2Tc
)
. (D15)
Also we assume that VL(k, k ′) is finite nearby the Fermi sur-
face,
VJL(k, k ′) =
{
−VJL (const.) |ξk |, |ξk′ | ≤ ωc,
0 |ξk |, |ξk′ | > ωc . (D16)
Then, the linearized gap equation is simplified as
1 = N(0)VJL
∫ ωc
0
dξ
1
ξ
tanh
(
ξ
2Tc
)
(L = odd). (D17)
Therefore, the solution (order parameter) of Eq. (D17) is la-
beled by J and L: ∆JL(k) = ∑LM=−L cLJMY LJM (kˆ) · σiσy . For
each (J, L), the transition temperature is given by
T (JL)c = 1.14ωc exp
(
− 1
N(0)VJL
)
. (D18)
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