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Abstract-This paper investigates the analytical and computational properties of Decell’s[l] finite 
algorithm for determining the Moore-Penrose generalized inverse of a rectangular matrix. In 
Kalaba et al. [3] we show how Decell’s algorithm, given by a finite sequence of matrices and scalars 
to be computed recursively, can be useful in the development of the algebraic properties of the 
Moore-Penrose generalized inverse. In this paper a complete characterization of the above 
sequence is given and proved. The analytical results are then used in developing three tests to 
determine the rank of a rectangular matrix. These tests (based on the computed matrices and 
scalars of the sequence) are empirically investigated and proved to be accurate. 
1. INTRODUCTION 
This paper investigates the analytical and computational properties of Decell’s[l] finite 
algorithm for determining the Moore-Penrose generalized inverse of a rectangular matrix. 
In Kalaba et al. [3] we show how Decell’s algorithm, given by a finite sequence of matrices 
and scalars to be computed recursively, can be useful in the development of the algebraic 
properties of the Moore-Penrose generalized inverse. In this paper a complete character- 
ization of the above sequence is given and proved. The analyticabresults are then used in 
developing three tests to determine the rank of a rectangular matrix. These tests (based on 
the computed matrices and scalars of the sequence) are empirically investigated and proved 
to be accurate. 
This paper proceeds as follows. In Section 2 we present the algorithm and derive its 
properties. Section 3 contains the tests to determine the rank of a rectangular matrix and 
Section 4 presents ome empirical results. Section 5 is devoted to a short summary. 
2. THE ALGEBRAIC ARGUMENT 
Dejinition 1. Let 2 be a given m x n real matrix of rank r I n, Z be the n x n identity 
matrix, &, 6,, . . . ,6, + , be a real sequence of scalars, and A,, . . . , A, + , be a sequence of 
n x n real matrices, where 
6,= 1, A,, = 0, (1) 
A /_+, = 6,Z - ZTZAk, k = 0, 1, . . . , n, (2) 
6 
1 
k+l=k+l - tr (ZTZAk + I>, k = 0, 1, . . . , n. (3) 
It can be shown [ 1,3] that the Moore-Penrose generalized inverse of Z, denoted by Z + , 
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where A, and 6, are computed sequentially by (2) and (3) with initial conditions given by (1). 
To clarify and ease the following discussion, note that the AI’s in (2) can be written 
recursively as follows: 
A, = 6,I - Z’Z, 
A, = c&Z- Z’Z(S,Z - Z’Z) = 6,Z - G,ZTZ + (Z’Z)‘, 
and in general, for k = 1, . . . , n, 
A k+,=bkz-~k_,(Z~Z)+6~-*(Z~Z)~+~~~+(- l)“(ZTZY. (4) 
Hence, Ak + , is a polynomial of degree k in Z’Z. 
Let A, 2 1, L . * * 2 i, be the non-zero eigenvalues of ZTZ (which is, clearly, positive 
semi-definite). Obviously 1, + , = 5 + 2 = . . . = /2, = 0. Let a, be the coefficients of the charac- 
teristic polynomial of ZTZ given by 
lzTz - xz( = (- l)“Xn-“(X’ + Ul_P1 + . . . + a,). (5) 
Let vi, i = 1, . . . , r, be an orthonormal set of eigenvectors of ZTZ corresponding to the 
nonnegative igenvalues A,, i = 1, . . . , r, and u;, i = r + 1, . . . , n be an orthonormal set of 
eigenvectors of ZTZ corresponding to the zero eigenvalues. 
From (4) it is immediately observed, that ZI,, . . . , 21, are also eigenvectors of Ak, 
k=l,...,n. 
We shall proceed to characterize the properties of the sequence defined in (l)-(3). 
LEMMA 1 
(a) Ak is symmetric, and A,(ZTZ) = (ZTZ)A, for k = 0, 1,. . , n + 1, 
(b) The scalar sequence 6,, S,, . . . ,6, evaluated recursively by equations (l)-(3) satisfies 
the relation 
6, = (- I)%,, k=O,l,..., n, (6) 
where uk is a coefficient of the characteristic polynomial of ZTZ. 
(c) 6,>0,6,>0 ,..., 6,>0,and6,+,=6,+,=...=6,=0. 
The proof is given in Lemmas (l)-(5) in Kalaba et al. [3]. 
LEMMA 2 
The eigenvalues of Ak are given by f,(l,), where lli is an eigenvalue of ZTZ and 
fk(x)=&, -dk_2X+,..+(- l)k-‘xk-1. (7) 
Proof. From (4) 
(8) 
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LEMMA 3 
The eigenvalues of Ak, f,(&), satisfy 
fk(4) ’ O i=l,..., r k=l,..., r. 
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(9) 
(10) 
Proof. Rewrite fk(x) in (7) as follows: 
h(x) = L 
h(x) - 6, - x = 6, - xj-‘(x), 
h(x) = 6, - s,x + x2 = 6, - xJ;(x), 
fk(x)=cs_,-Bk-2x+*. ‘+(-l)k-‘xk-‘=&-,-&,(X). (11) 
For k = 1, f,(x) = 6, > 0 by virtue of lemma 1. Consider, without loss of generality, 
fk@,), k = 2, . . . , r. From (1 l), using Vieta’s relations between the roots and coefficients 
of the characteristic polynomial, we have: 
and 
f&l,) = 6, - nf;(n,) = c Ailj - 1, 2 A, 
i<j i>l 
= i niAj > 0. 
I<i<j 
We assume now that for some k 
fk_,(A,) = i &#I,. . . I,> 0 
l<icj<...</ 
and proceed to prove that f&$) > 0. 
From (11) 
@I) = 6k- 1 - ‘%hk - I@,>, 
and using Vieta’s relation 
fk&> = i A,Aj . . . M?l - 4 ni3,. . .A, 
I$i<j<,,.</<m l<i<j<,,.</ 
= i ninj . . . A,& > 0 
I<i<jc~.~<l<m 
(13) 
(14) 
(15) 
(16) 
which concludes the proof. 
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Ak is a positive definite matrix for k = I, . . . , r. 
Proof. We shall show that all the n eigenvalues of A,, k = 1, . . , r, are positive. 
The eigenvalue corresponding to v,, i = 1, . . . , r is given by (see (16)) 
f&l> = i ni3, . . . A,& > 0. 
l<i<jc.x/im 
The eigenvalue corresponding to v,, i = r + 1, . . , n, is given by 
(17) 
(18) 
using Lemma 1 part (c). 
Thus, fk(Aj) > 0 for i = 1, . . . , n, k = 1, . . . , r, which proves the theorem. 
THEOREM 5 
(a> A,+, is positive semi-definite, and rank (A,+ ,> = n - r. 
(b) A,+,ZT= 0. 
Proof. For (a) we need to show that n - r eigenvalues of A,, , are positive, and r 
eigenvalues are zero. Using (7) we have 
fr+,(x)=6,-6,_,X+*.~+(-l)‘x’. (19) 
Letting x = Ai in (19) we have 
fr+,(U = 0 i=l,...,r 
since li>O for i= l,..., r and f, + , is the characteristic polynomial of ZrZ, for which 
4, . . . , I, are the non-zero solutions of the equation fr + ,(&) = 0. 
The eigenvalues of A,+, corresponding to v,+ ,, . . , v, are given by (see (7)) 
by Lemma 1, which completes part (a). Part (b) is proved in Kalaba et al. ([3], Lemma 
6). 
THEOREM 6 
Ifrsn-2, A,+j=Oforj=2 ,..., n-r. 
Proof. From (7), the eigenvalues of A,+i, j = 2, . . . , n - r are 
f,+,(n3=~,‘-‘(6,-6,_,1;+...+(-1)’~:). (20) 
Thus, the eigenvalues of A,+j corresponding to the zero eigenvalues of Z’Z are 
_A+,@> = 0. 
The non-zero eigenvalues of ZTZ, li, i = 1, . . . , r are the roots of 
which is the term in parentheses in (20). Hence 
(21) 
f,+,(&) = 0 for i = I, . . . , r; j = 2,. . . , n - r. 
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Thus, all the eigenvalues of A,+j, j = 2, . . . , n - r are zero. Hence A,, 2 = Arf3 = 
. . . = A, = 0, since they are also symmetric. 
LEMMA 7 
An+i=O, i=l,2,..., 
Sri+++ = Ot i = 1,2,. . . . 
Proof. It is proved in Kalaba et al. ([3], Lemma 4) that A,ZTZ = 6,Z. Substituting this 
result in (2) and (3) for k = n, n + 1, . . . yields the desired result. 
3. APPLICATION TO RANK DETERMINATION 
In Section 2 we developed and presented the properties of the sequence given in (l)-(3). 
The theoretical analysis suggests three different tests for determining the rank of Z, an 
m x n real matrix of rank r I n. All these tests are by-products of the computation of the 
sequence given in (l)-(3) for k = 0, 1, . . . , n + 2. 
(1) Compute 6,, . . . ,a,,. Using Lemma 1 we have 6, > 0, . . ,6, > 0, a,+, = 
6 r+2=” . = 6” = 0. 
(2) Compute A,ZT for k = 2, . . . , n + 1. We have A,, ,ZT = 0 using Theorem 5. 
(3) From Theorems 4, 5 and 6 A,, . . . , A, are positive definite, A,+, # 0 is positive 
semi-definite and A, + z = 0. 
In principle, the three tests are distinct, but in practice they can be combined in the 
following way. 
Compute A,, Sk, k = 1,2,3, . . . , until 6, < 6 where L > 0 is some prespecified tolerance 
(to be discussed later). By Theorem 4, as long as k I r, A, is positive definite and dk > 0. 
If 6, < 6 (“close” to zero), declare r = k - 1. Obviously, if Z is ill-conditioned (regardless 
of the value of r relative to n), that is, it is of rank r, but “on the verge” of changing to 
rank r - 1, say, it may be difficult to compute 6, accurately. Thus, proceed to form A,ZT. 
Using Theorem 5, r = k - 1 implies A,ZT = 0, but A, # 0. If k - 1 < r, A, is of rank n 
(Theorem 4), rank (AkZT) = r, and A,ZT # 0. Actual computations of Q = A,, ,ZT gives 
a matrix Q with “small” elements. Thus, some tolerance on the norm of Q will be suggested 
later on. Finally, we compute A, + ,. If r = k - 1, Ak+ , = 0. Hence in practice, a norm of 
A k + 1 should be smaller than some tolerance. 
The three tests are related, since they come from the same sequence (lk(3). However, 
we consider the second and third tests, A,+ ,ZT = 0, A1+2 = 0 to be “powerful” tests since 
they produce (n x m) and (n x n) matrices with all elements being equal to zero. 
Moreover, the second and third tests are not simple extensions of the first test; that is, if 
inaccuracy in computation implied 6,_, z 0, this does not imply A,ZT E 0 or A,+1 z 0. 
Finally, the computations by computer result in round-off errors. Thus, all three tests 
are only approximate ones, and some tolerance, greater than zero must be adopted. 
Obviously, the measure of tolerance depends on all the elements in the matrix Z, and there 
are various ways to define it. In this paper we shall suggest one approach, 
First let 
~=fig,,$,l Tl,. h I Tl.’ h b It Z Z rl w ere Z Z ,, is t e a so u e value of the ijth element in ZTZ. Let the 
tolerance~ieiel t be given by t = CI * /I, where j3 is a small number, say a.= lo-“. 
The tests will be carried out as follows. 
(1) First test. If 6, < t, declare r = k - 1 and proceed to the second test. 
(2) Let 
S = & ,$ ,f IAJ’ji,, 
r-l,-1 
where IA,ZTJ,, is the ijth element of the matrix A,ZT. 
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If S < t, r = k - 1, proceed to the third test. 
(3) Let 
where (Ak+,lij is the absolute value of the ijth element of Ak+ ,. 
If T<E. r=k-I. 
4. EXAMPLES 
In this section we present three examples. If the rank of the matrix Z is r s n, but is 
“on the verge” of changing to r - 1 (or less), we expect some difficulties. Otherwise, all 
three tests, but in particular the second and third, should perform well for any r in, 
provided n is not “too large”. If n is large (say, n 2 25), the algorithm, which in essence 
determines the generalized inverse of Z, can be inaccurate. In particular, if Z’Z has 
eigenvalues greater than unity, or if the ratio of the largest eigenvalue to the smallest one 
is very large (say, lOOO), inversion of a matrix or determining its rank is a difficult task 
for any method. 
Example 1 
I 
1+p 11 
z= ; ;; 
1 1 1 
Clearly p # 0 implies rank (Z) = 2. 
(a) ,u = 0.01 yields: 
6, = 16.02, 6, = 0.9 x 10-3, 
A,ZT = 
1 
0.9000D-01 - 0.3000D-01 
- 0.3000D-01 O.lOlOD-01 
- 0.3000D-01 O.lOlOD-01 
- 0.3000D-01 O.lOlOD-01 
A,Z= = 
I 
O.l066D-13 O.l066D-13 
0.3588D-14 0.35_53D-14 
0.3588D-14 0.3553D-14 
0.3588D-14 0.3553D-14 
1 
0.0 0.3553D-14 
A3 = 
0.3553D-14 0.6000D-03 
0.3553D-14 - 0.3000D-03 
0.3553D-14 - 0.3000D-03 
- O.l425D-13 - O.l428D-13 
A4 = 
- 0.4263D- 13 O.l425D-13 
- 0.42631)-13 - O.l425D-13 
- 0.4263D-13 - O.l425D-13 
6, = 0.28 x lo-l3 
- 0.3000D-01 - 0.3000D-01 
O.lOlOD-01 O.lOlOD-01 
O.lOlOD-01 O.lOlOD-01 
O.lOlOD-01 O.lOlOD-01 : 
O.l066D-13 O.l066D-13 
0.3553D-14 0,3553D-14 
0.3553D-14 0.3553D-14 1 
0.3553D-14 0.3553D-14 1 
0.3553D-14 0.3553D-14 
- 0.3000D-03 - 0.3000D-03 
0.6000D-03 - 0.3000D-03 
- 0.3000D-03 0.6000D-03 
- O.l428D-13 - O.l428D-13 
- O.l425D-13 - O.l425D-13 
O.l425D-13 - O.l425D-13 
- O.l425D-13 O.l425D-13 I 
Clearly, the value of 6, # 0 and 6, % 0. Observing that A,Z’z 0 and A, x 0, but A, # 0, 
all indicate that r = 2. 
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(b) p = 0.000001 yields 
6, = 16.00, 6, = 0.9 x 10-l’, 6, = 0.7 x lo-‘3 
I 
0.9000D-05 - 0.3000D-05 - 0.3000D-05 - 0.3000D-05 
A,ZT = 
- 0.3000D-05 0.1 OOOD-05 O. lOOOD-05 O. lOOOD-05. 
- 0.3000D-05 0. IOOOD-05 0.1 OOOD-05 O.lOOOD-05 
- 0.3000D-05 O.lOOOD-05 O. lOOOD-05 O. lOOOD-05 
- O.l066D-19 0.0 0.0 0.0 
A3ZT= 
0.1776D-13 O.l776D-13 O.l776D-13 O.l776D-13 
O.l776D-13 O.l776D-13 O.l776D-13 O.l776D-13 
O.l776D-13 O.l776D-13 O.l776D-13 O.l776D-13 
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- O.l066D-13 0.3553D-14 0.3553D-14 0.3553D-14 - 
A, = 
0.7105D-14 0.5993D-11 - 0.2991D-11 - 0.2991D-11 
0.7105D-14 - 0.2991D-11 0.5993D-11 - 0.2991D-11 
0.7105D-14 - 0.2991D-11 - 0.2991D-11 0.5993D-11 1 
0.7105D-13 - 0.7105D-13 - 0.7105D-13 - 0.7105D-13 
A,= 
! 
O.l066D-19 - 0.35531)-20 - 0.7105D-13 - 0.7105D-13 
O.l066D-19 - 0.7105D-13 - 0.3553D-20 - 0.7105D-13 
O.l066D-19 - 0.7105D-13 - 0.7105D-13 - 0.3553D-20 : 
In this case, the rank of Z is 2, but “on the verge” of being 1, and determining the 
rank of Z is difficult. While A, is much closer to a zero matrix than A,, test number three 
is somewhat inconclusive in determining whether r = 1 or r = 2 (as is test number 1). Note 
however, that test number two points out quite clearly that r = 2. 
When p = 10m8, test two implies r = 2, while tests one and three give r = 1. Note that 
our tests provide necessary conditions only, thus, if the second test gives r = 2, while the 
other imply that r = 1, we should choose r = 2. 
Example 2 
i 
l+pL, 1 1 1 
1 l+pz 1 1 
z= 1 .1 1 1 
11 11 I 
Clearly p, # 0, pL2 # 0 imply rank (Z) = 3. 
Let ,~i = pz = 0.01. The results are as follows. 
6, = 16.04, 6, = 0.2 x 1o-2, 6, = 0.4 x lo-‘, 6, = - 0.2 x 10-‘2. 
Test number 3 was somewhat ambiguous between r = 2 and r = 3, suggesting that 
r = 3. Test two, however clearly shows that r = 3; that is 
0.5040D-14 - 0.2000D-05 - 0.2000D-05 
A3ZT = 
0.5045D-14 
)_ 0.4000D-05 
0.4000D-05 - 0.2000D-05 - 0.2000D-05 
- 0.2000D-05 - 0.2000D-05 0.2010D-05 0.2010D-05 
- 0.2000 -05 - 0.2000D-05 0.2010D-05 1 0.2010D-05 _ 
i 
- 0.6141D-13 - 0.6172D-13 - 0.6152D-13 - 0.6152D-13 
A,ZT = 
- 0.6172D-13 - 0.6141D-13 - 0.6152D-13 - 0.6152D-13 
- 0.6149D-13 - 0.6149D-13 - 0.6129D-13 - 0.6129D-13 
1 - 0.6149D-13 - 0.6149D-13 - 0.6129D-13 - 0.6129D-13 1 
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It is evident that in example 2 it is more difficult to determine the rank of Z. When 
,u~ = pL2 = 0.0001 all three tests suggest, incorrectly, that r = 2. 
Example 3 
A matrix occurring frequently in the numerical solution of partial differential equations 
is the n x n tridiagonal matrix: 
wherein all entries are zero except the diagonal entries, always - 2, and the infra- and 
super-diagonal entries, always 1. The eigenvalues and corresponding eigenvectors are given 
by 
A,= -4sin2(&)_ U.=[sin&,sinj$+,...,sin+$]‘, 
where i= 1,2 ,..., n. 
The rank of Z is n. Note that when n increases, the smallest eigenvalue decreases 
towards - 4, while the largest eigenvalue approaches zero. Thus, for large n, it is difficult 
to determine the rank of Z (or, equivalently, to compute Z-l). 
For n I 29 all three tests pointed out conclusively that rank (Z) = rz. For n 2 30, the 
computation of A,, k = 1, . . , n, became highly inaccurate which precludes the use of any 
of our tests. 
5. DISCUSSION AND SUMMARY 
This paper suggests a set of tests to determine the rank of an (m x n) matrix Z. Our 
tests determine directly the rank of ZTZ (which is equal to the rank of Z); thus, they may 
be inaccurate when n is very large (see example 3 in Section 4 for n 2 30). However, if 
one seeks to evaluate the generalized inverse of Z, for which the rank of Z must be 
determined, our tests are a direct by-product of that computation. The tests that we 
perform show that if rank (Z) = Y I n, there is no difficulty in evaluating r, provided the 
matrix Z is not on the verge of changing rank from r to some other value. 
From our experiments, it seems that the best test is the second test; that is, choose 
rank (Z) = k if k is the smallest integer such that A, + ,ZT x 0. Finally, in the context of 
computing the generalized inverse of a symmetric matrix, if our tests are inconclusive, 
wheiherr =norr=n-1, 
choosing r = n to compute 
Choosing r = n - 1, when r 
mation in some cases. 
it is better to choose r = n - 1. If the true r is equal n - 1, 
Z+ results in a completely wrong approximation to Z +. 
should equal n, can be shown to be a fairly good approxi- 
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