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Abstract—The idea of clustering computer users is very
beneficial for making recommendations to a user based on
the histories of other users with similar preferences, detecting
changes in the behavior of a user, and so on. However, computer
users have different needs as they learn to use a software system
or their goals changes. Although there are several approaches
for clustering users, most of them do not consider the changes
in their behavior. In this paper, we present an approach for
clustering automatically the behavior profile of a computer user
and an evolving method based on Evolving Systems to keep up
to date the created profile clusters.
I. INTRODUCTION
The idea of clustering computer users is very beneficial
for making recommendations to a user based on the histories
of other users with similar preferences, detecting changes in
the behavior of a user, and so on. In addition, experience has
shown that users themselves do not know how to articulate
what they do, especially if they are very familiar with the
tasks they perform. Computer users usually leave out activi-
ties that they do not even notice they are doing. Thus, only if
we can observe users we can model his/her behavior correctly
[1]. However, the construction of an effective computer user
profile is normally a difficult problem because a human
behavior is usually erratic, and sometimes humans behave
differently because of a change in their goals. The latter
problem makes necessary that the user profile clusters we
create change and evolve.
Computer users have different needs as they learn to
use a software system or their goals changes. Moreover,
users needs change as they use a system and become more
familiar with the task domain and its capabilities. Recent
growing interest in modeling user behavior has generated
an increase in research efforts on computer systems which
can automatically alter aspects of their functionality to suit
the needs of individuals or groups of users. However, these
systems are still difficult to develop, and there are many
challenges to be overcome. In this paper, we face one of
the challenges of the user clustering: the creation of user
clusters which can be updated dynamically.
Recent researches on user modeling have predominantly
pursued users behavioral patterns or preferences, rather than
on the cognitive processes that underlie that behavior. This
research is also focused on this aspect in order to cluster
a user behavior. We will use the approach presented in
[2] for automatically creating the profile of a user based
on the analysis of the sequence of commands s/he typed.
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Although there are several approaches for clustering users,
most of the user profile groups do not change according to
the environment and new goals of the users. In this research,
it is proposed an adaptive approach for creating behavior
profiles in order to cluster these users.
This paper is organized as follows: Section 2 provides a
brief overview of the background and related work relevant
to this research. Section 3 describes the construction of the
user behavior profile. The evolving clustering is explained
in Section 4. Finally, section 5 contains future work and
concluding remarks.
II. BACKGROUND AND RELATED WORK
Different methods have been used to find out relevant
information under the computer user behavior in different
computer areas:
Discovery of navigation patterns: Spiliopoulou et al. [3]
present the Web Utilization Miner WUM, a mining system
for discovering navigation patterns in web sites.
Web recommender systems: Macedo et al. [4] propose a
system (WebMemex) that provides recommended information
based on the captured history of navigation from a list of
known users. WebMemex captures information such as IP
addresses, user Ids and URL acceseed for future analysis.
Web page filtering: Godoy and Amandi [5] present a
technique to generate readable user profiles that accurately
capture interests by observing their behavior on the Web. The
proposed technique is built on the Web Document Conceptual
Clustering algorithm, with which profiles without an a priori
knowledge of user interest categories can be acquired.
Computer security: Pepyne et al. [6] describe a method
using queuing theory and logistic regression modeling meth-
ods for profiling computer users based on simple temporal
aspects of their behavior.
In this paper, as sequences are very relevant in human
skill learning and reasoning [7], the problem of user profile
clustering is examined as a problem of sequence clasterin.
According to this aspect, Horman and Kaminka [8] present
a learner with unlabeled sequential data that discover mean-
ingful patterns of sequential behavior from example streams.
III. CREATING A COMPUTER USER PROFILE
In this research, as it was explained in [2], we consider
that the commands typed by a user are usually influenced by
past experiences. This aspect motivates the idea of automated
sequence learning for behavior clustering; if we do not know
the features that influence the behavior of an agent, we can
consider a sequence of past actions to incorporate some of
the historical context of the agent. Indeed, sequence learning
is arguable the most common form of human and animal
learning. Sequences are absolutely relevant in human skill
learning and in high-level problem solving and reasoning
[9]. Taking this aspect into account in this paper, the com-
puter user modeling is transformed into a sequence analysis
problem where a sequence of commands represents a specific
behavior. This transformation can be done because it is clear
that any behavior has a sequential aspect, as actions are
performed in a sequence.
The commands typed by a computer user are inherently
sequential, and this sequentiality is considered in the mod-
eling process (when a user types a command, it usually
depends on the previous typed commands and it is related to
the following commands). According to this aspect, in order
to get the most representative set of subsequences from a
sequence, we propose the use of a trie data structure [10],
[11].
Fig. 1. Steps of creating an example trie.
The construction of a user profile from a single sequence
of commands consists of three steps: 1. Segmentation of the
sequence of commands, 2. Storage of the subsequences in
a trie, and 3. Creation of the user profile. These steps are
detailed in the following 3 subsections.
These steps are detailed in the following 3 subsections. For
the sake of simplicity, let us consider the following sequence
as an example: {ls → date → ls → date → cat}.
A. Segmentation of the sequence of commands
First, the sequence is segmented into subsequences of
equal length from the first to the last element. Thus, the
sequence A=A1A2...An (where n is the number of commands
of the sequence) will be segmented in the subsequences de-
scribed by Ai...Ai+length ∀ i,i=[1,n-length+1], where length
is the size of the subsequences created and this value deter-
mines how many commands are considered as dependent. In
the remainder of the paper, we will use the term subsequence
length to denote the value of this length. In addition, in this
case, the value of this term represents how many commands
a user usually types consecutively as part of his/her behavior
pattern.
In the proposed sample sequence ({ ls→ date→ ls→ date
→ cat}), let 3 be the subsequence length, then we obtain:
{ls → date → ls}, {date → ls → date}, {ls → date →
cat}
B. Storage of the subsequences in a trie
The subsequences of commands are stored in a trie in a
way that all possible subsequences are accessible and ex-
plicitly represented. A node of a trie represents a command,
and its children represent the commands that follow it. Also,
each node keeps track of the number of times a command
has been inserted into it. When a new subsequence is inserted
into a trie, the existing nodes are modified and/or new nodes
are created. Moreover, as the dependencies of the commands
are relevant in the user profile, the subsequence suffixes are
also inserted.
Considering the previous example, the first subsequence
({ls → date → ls}) is added as the first branch of the empty
trie (Figure 1 a). Each node is labeled with the number 1
which indicates that the command has been inserted in the
node once (in Figure 1, this number is enclosed in square
brackets). Then, the suffixes of the subsequence ({date
→ ls} and {ls}) are also inserted (Figure 1 b). Finally,
after inserting the three subsequences and its corresponding
suffixes, the completed trie is obtained (Figure 1 c).
C. Creation of the user profile
Once the trie is created, the subsequences that characterize
the user profile and its relevance are calculated by traversing
the trie. For this purpose, frequency-based methods are used.
In particular, to evaluate the relevance of a subsequence,
its relative frequency or support [12] is calculated. In this
case, the support of a subsequence is defined as the ratio of
the number of times the subsequence has been inserted into
the trie to the total number of subsequences of equal size
inserted.
Fig. 2. Distribution of subsequences of commands - Example.
Thus, in this step, the trie can be transformed into a
set of subsequences labeled by its support value. This set
of subsequences is represented as a distribution of relevant
subsequences. In the previous example, the trie consists of
9 nodes; therefore, the corresponding profile consists of 9
different subsequences which are labeled with its support.
Figure 2 shows the distribution of these subsequences.
Once a user behavior profile has been created, it is classi-
fied in a cluster and used to update the Evolving Clustering
Library (ECLib), as explained in the next section.
IV. EVOLVING COMPUTER USER CLUSTERING
Clustering is the process of grouping data objects into
clusters so that objects withing a cluster have a high similar-
ity in comparison to one another, but are very dissimilar to
objects in other clusters. In this case, the clustering method is
devised to group computer users by tacking into account their
distributions similarity in a feature space. The feature space is
defined by distributions of subsequences of commands. Thus,
a distribution in the feature space represents a specific profile
which is one of the clusters (prototypes) of the evolving
clustering library ECLib. These prototypes are not fixed and
evolve taking into account the new information collected on-
line from the data stream - this is what makes the clustering
method Evolving. The number of these prototypes is not pre-
fixed but it depends on the homogeneity of the observed
sequences. This clustering method is based in the evolving
classifier proposed in [13].
The following subsections describes how a user profile is
represented by the proposed clustering methods, and how the
proposed clustering method work.
A. User behavior representation
First, the sequence of commands is converted into the
corresponding distribution of subsequences on-line. In order
to cluster a user profile, these distributions must be repre-
sented in a data space. For this reason, each distribution is
considered as a data vector that defines a point that can be
represented in the data space.
Fig. 3. Distributions of subsequences of commands in an evolving system
approach - Example
The data space in which these points can be represented
should consist of n dimensions, where n is the number of the
different subsequences observed. It means that we should
know all the different subsequences of the environment a
priori. However, this value is unknown and the creation
of this data space from the beginning is not efficient. For
this reason, in this approach, the dimension of the data
space is incrementally growing according to the different
subsequences that are represented in it. Figure 3 explains
graphically this idea, where the dimensions of the data
space represent the different subsequences typed by the
users and they will increase according to the different new
subsequences obtained.
B. Structure of the clustering method
Once the corresponding distribution has been created, it
is processed by the clustering method, which does not need
to be configured according to the environment where it is
used because it can start ’from scratch’. Also, the relevant
information of the obtained samples is necessary to update
the library; but, as we will explain in the next subsection,
there is no need to store all the samples in it. The structure
of this clustering method includes:
1) Calculate the potential of the new data sample to be
a prototype (cluster).
2) Update all the prototypes considering the new data
sample. It is done because the density of the data
space surrounding certain data sample changes with
the insertion of each new data sample. Insert the new
data sample as a new prototype if needed.
3) Remove any prototype if needed.
Next 3 subsections explain each step of this evolving
clustering method.
1) Calculate the potential of a new data sample: As in
[14], a prototype is a data sample (a computer user profile
represented by a distribution of subsequences of commands)
that groups several samples which represent a certain cluster.
The cluster method is initialized with the first data sample,
which is stored in ECLib. Then, based on the potential of
the new data sample to become a prototype, it could form a
new prototype or replace an existing one.
The potential (P) of the kth data sample (xk) is calculated
by the equation (1) which represents a function of the
accumulated distance between a sample and all the other
k-1 samples in the data space. The result of this function









where distance represents the distance between two sam-
ples in the data space.
In [14] the potential is calculated using the cosine distance.
Cosine distance has the advantage that it tolerates differ-
ent samples to have different number of attributes (in this
case, an attribute is the support value of a subsequence of
commands). Also, cosine distance tolerates that the value
of several subsequences in a sample can be null (null is
different than zero). Therefore, the proposed method uses the
cosine distance (cosDist) to measure the similarity between
two samples; as it is described in equation (2).











where xk and xp represent the two samples to measure its
distance and n represents the number of different attributes
in both samples.
Note that the expression in the equation (1) requires all
the accumulated data sample available to be calculated,
which contradicts to the requirement for real-time and on-
line application needed in the proposed approach. For this
reason, in [14] it is developed a recursive expression cosine































; j = [1, n+ 1]
(3)
Using this expression, it is only necessary to calculate
(n+1) values where n is the number of different subsequences
obtained; this value is represented by b, where bjk, j = [1, n]
represents the accumulated value for the kth data sample.
2) Creating new prototypes (clusters): The proposed
evolving user behavior clustering method can start ’from
scratch’ (without prototypes in the library) in a similar man-
ner as eClass evolving fuzzy rule-based classifier developed
in [14]. The potential of each new data sample is calcu-
lated recursively and the potential of the other prototypes
is updated. Then, the potential of the new sample (zk) is
compared with the potential of the existing prototypes. A
new prototype is created if its value is higher than any other
existing prototype, as shown in equation (4).
∃i, i = [1, NumPrototypes] : P (zk) > P (Proti) (4)
Thus, if the new data sample is not relevant, the overall
structure of the clusters is not changed. Otherwise, if the new
data sample has high descriptive power and generalization
potential, the clusters evolve by adding a new prototype
which represents a part of the observed data samples.
3) Removing existing prototypes (clusters): After adding
a new prototype, we check whether any of the already
existing prototypes are described well by the newly added
prototype [14]. By well we mean that the value of the
membership function that describes the closeness to the
prototype is a Gaussian bell function chosen due to its
generalization capabilities:
∃i, i = [1, NumPrototypes] : µi(zk) > e−1 (5)
For this reason, we calculate the membership function






, i = [1, NumPrototypes]
(6)
where cosDist(zk, P roti) represents the cosine distance
between a data sample (zk) and the ith prototype (Proti);
σi represents the spread of the membership function, which
also symbolizes the radius of the zone of influence of the
prototype. This spread is determined based on the scatter [15]
of the data. The equation to get the spread of the kth data






cosDist(Proti, zk) ; σi(0) = 1 (7)
where k is the number of data samples inserted in the data
space; cosDist(Proti, zk) is the cosine distance between the
new data sample (zk) and the ith prototype.
However, to calculate the scatter without storing all the
received samples, this value can be updated (as shown
in [16]) recursively by:
σi(k) =
√
[σi(k − 1)]2 + [cosDist




In this paper we describe a generic approach to model
and cluster automatically computer users from the sequence
of commands s/he types during a period of time. As a
user profile is usually not fixed but rather it changes and
evolves, we have proposed a user profile cluster method able
to keep up to date the created clusters based on Evolving
Systems. This evolving cluster method is one pass, non-
iterative, recursive and it has the potential to be used in
an interactive mode; therefore, it is computationally very
efficient and fast. Although the evaluation of this approach
is not easy, we have conducted several experiments that can
help us to know that we are going in a promising direction.
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