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GELFAND-KIRILLOV DIMENSIONS OF THE Z-GRADED OSCILLATOR
REPRESENTATIONS OF o(n,C) AND sp(2n,C)
ZHANQIANG BAI
ABSTRACT. In this paper, we give a method to compute the Gelfand-Kirillov dimensions
of some polynomial type weight modules. These modules are infinite-dimensional irre-
ducible o(n,C)-modules and sp(2n,C)-modules that appeared in the Z-graded oscillator
generalizations of the classical theorem on harmonic polynomials established by Luo and
Xu. We also found that some of these modules have the secondly minimal GK-dimension,
and some of them have the larger GK-dimension than the maximal GK-dimension apearing
in unitary highest-weight modules.
Key Words: Gelfand-Kirillov dimension; Weight module; Oscillator representation.
1. INTRODUCTION
Fifty years ago, Gelfand and Kirillov [5] introduced a quantity to measure the rate of
growth of an algebra in terms of any generating set, which is now known as Gelfand-
Kirillov dimension. Since then the Gelfand-Kirillov dimension has become a very use-
ful and powerful tool for people to measure the size of infinite-dimensional irreducible
modules of Lie algebras and Lie groups. However, usually it is not easy to compute the
Gelfand-Kirillov dimensions of explicit modules.
A module of a finite-dimensional simple Lie algebra is called a weight module if it is a
direct sum of its weight subspaces. The classification of weight modules had been com-
pleted by Mathieu [14] after the contributions of many mathematicians. But we don’t have
many results about the distribution of Gelfand-Kirillov dimensions of weight modules. Let
M be an irreducible highest-weight module for a finite-dimensional simple Lie algebra
g. Then M is naturally a weight module with finite-dimensional weight subspaces. De-
note by dM its Gelfand-Kirillov dimension. We fix a Cartan subalgebra h, a root system
∆ ⊂ h∗ and a set of positive roots ∆+ ⊂ ∆. Let ρ be half the sum of all positive roots.
Suppose that β is the highest root. It is well known that dM = 0 if and only if M is
finite-dimensional, in which case irreducible modules are classified by the highest-weight
theory. From Vogan [18] and Wang [20], we know that the next smallest integer occurring
is dM = (ρ, β
∨). We call them the minimal Gelfand-Kirillov dimension module. These
small modules are of great interest in representation theory. A general introduction can be
found in Vogan [18]. Recently we [2] studied the GK-dimensions of unitary highest-weight
modules. We found that the secondly minimal GK-dimension of a unitary highest-weight
module is 2((ρ, β∨) − C) and the maximal GK-dimension of a unitary highest-weight
module is r((ρ, β∨) − (r − 1)C), where C and r are constants only depending on the
type of Lie algebras and given by Enright, Howe and Wallach in [4]. Does any irreducible
weight module have larger GK-dimension than r((ρ, β∨) − (r − 1)C)? We will confirm
the answer in this paper.
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In classical harmonic analysis, a fundamental theorem says that the spaces of homo-
geneous harmonic polynomials are irreducible modules of the corresponding orthogonal
Lie group (algebra) and the whole polynomial algebra is a free module over the invari-
ant polynomials generated by harmonic polynomials. Bases of these irreducible modules
can be obtained easily (e.g., cf. [21]). The algebraic beauty of the above theorem is that
the Laplace equation characterizes the irreducible submodules of the polynomial algebra
and the corresponding quadratic invariant gives a decomposition of the polynomial algebra
into a direct sum of irreducible submodules, namely, complete reducibility. Recently Luo
and Xu [11] established the Z2-graded oscillator generalizations of the above theorem for
sl(n,C), where the irreducible submodules are Z2-graded homogeneous polynomial solu-
tions of deformed Laplace equations. In [1], we find an exact formula of Gelfand-Kirillov
dimensions for these sl(n,C)-modules. It turns out that their Gelfand-Kirillov dimensions
are independent of the double grading and three infinite subfamilies of these modules have
the minimal Gelfand-Kirillov dimension. In [12, 13], by using the results in [11], Luo
and Xu established the structure of the corresponding two-parameter Z-graded oscillator
representations of o(n,C) and sp(2n,C). It turned out that these modules are irreducible
weight modules. In this paper, we will compute the Gelfand-Kirillov dimensions of these
modules. Below we give a more detailed introduction for theses modules.
For convenience, we will use the notion i, i+ j = {i, i+1, i+2, ..., i+j} for integers i
and j with i ≤ j. Denote by N the additive semigroup of nonnegative integers. LetEr,s be
the square matrix with 1 as its (r, s)-entry and 0 as the others. The orthogonal Lie algebra
o(2n,C) =
n∑
i,j=1
C(Ei,j−En+j,n+i)+
∑
1≤i<j≤n
[C(Ei,n+j−Ej,n+i)+C(En+j,i−En+i,j)]
Denote B = C[x1, ..., xn, y1, ..., yn]. Fix n1, n2 ∈ 1, n with n1 ≤ n2. We have the
following non-canonical oscillator representation of o(2n,C) on B determined by
(1.1) (Ei,j − En+j,n+i)|B = E
x
i,j − E
y
j,i for i, j ∈ 1, n
with
(1.2) Exi,j |B =


−xj∂xi − δi,j if i, j ∈ 1, n1,
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n,
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1,
xi∂xj if i, j ∈ n1 + 1, n
and
(1.3) Eyi,j |B =


yi∂yj if i, j ∈ 1, n2,
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n,
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2,
−yj∂yi − δi,j if i, j ∈ n2 + 1, n
and
(1.4) Ei,n+j |B =


∂xi∂yj if i ∈ 1, n1, j ∈ 1, n2,
−yj∂xi if i ∈ 1, n1, j ∈ n2 + 1, n,
xi∂yj if i ∈ n1 + 1, n, j ∈ 1, n2,
−xiyj if i ∈ n1 + 1, n, j ∈ n2 + 1, n
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and
(1.5) En+i,j |B =


−xjyi if j ∈ 1, n1, i ∈ 1, n2,
−xj∂yi if j ∈ 1, n1, i ∈ n2 + 1, n,
yi∂xj if j ∈ n1 + 1, n, i ∈ 1, n2,
∂xj∂yi if j ∈ n1 + 1, n, i ∈ n2 + 1, n.
The related variated Laplace operator becomes
(1.6) D =
n1∑
i=1
xi∂yi −
n2∑
r=n1+1
∂xr∂yr +
n∑
s=n2+1
ys∂xs .
Set
(1.7) B〈k′〉 = Span{x
αyβ | α, β ∈ N n,
n∑
r=n1+1
αr−
n1∑
i=1
αi+
n2∑
i=1
βi−
n∑
r=n2+1
βr = k
′}
for k′ ∈ Z. Define
(1.8) H〈k′〉 = {f ∈ B〈k′〉 | D(f) = 0}.
The following is the first main theorem of this paper.
Theorem 1.1. For any k′ ∈ Z, if the o(2n,C)-moduleH〈k′〉 is irreducible, then it has the
Gelfand-Kirillov dimension
(1.9) d =


2n− 1, if 1 = n1 < n2 < n− 1, or 3 ≤ n1 < n2 = n,
or 1 < n1 < n2 ≤ n− 1, or n1 = n2 when n ≥ 5;
2n− 2, if 1 = n1 < n2 = n− 1, n, or 2 = n1 < n2 = n
or n1 = n2 when n = 4;
2n− 3, if n1 = n2 when n = 2, 3.
Remark 1.1. For this case, the minimal GK-dimension is 2n− 3. From our paper [2], the
secondly minimal GK-dimension is max(4n− 10, 2n− 2), and the maximal GK-dimension
is
n(n−1)
2 . So 2n − 1 is larger than the secondly minimal GK-dimension of any unitary
highest-weight modules when n ≤ 4 and smaller then the secondly minimal GK-dimension
of any unitary highest-weight modules when n > 4.
We observe that the orthogonal Lie algebra
o(2n+ 1,C) = o(2n,C)⊕
n⊕
i=1
[C(E0,i − En+i,0) + C(E0,n+i − Ei,0)].
Let B′ = C[x0, x1, ..., xn, y1, ..., yn]. We define a non-canonical oscillator representation
of o(2n+ 1,C) on B′ by the differential operators in (1.1)-(1.5) and
E0,i|B′ =


−x0xi if i ∈ 1, n1,
x0∂xi if i ∈ n1 + 1, n,
x0∂yi−n if i ∈ n+ 1, n+ n2,
−x0yi−n if i ∈ n+ n2 + 1, 2n
and
Ei,0|B′ =


∂x0∂xi if i ∈ 1, n1,
xi∂x0 if i ∈ n1 + 1, n,
yi−n∂x0 if i ∈ n+ 1, n+ n2,
∂x0∂yi−n if i ∈ n+ n2 + 1, 2n.
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Now the variated Laplace operator becomes
D′ = ∂2x0 − 2
n1∑
i=1
xi∂yi + 2
n2∑
r=n1+1
∂xr∂yr − 2
n∑
s=n2+1
ys∂xs .
Set
B′〈k〉 =
∞∑
i=0
B〈k−i〉x
i
0, H
′
〈k〉 = {f ∈ B
′
〈k〉 | D
′(f) = 0}.
The following is the second main theorem of this paper.
Theorem 1.2. For any k′ ∈ Z, the irreducible o(2n+1,C)-moduleH′〈k′〉 has the Gelfand-
Kirillov dimension
(1.10)
d =


2n, if 1 ≤ n1 < n2 < n− 1, or 3 ≤ n1 < n2 = n,
or 1 < n1 < n2 = n− 1, or n1 = n2 when n ≥ 5,
or n1 = n2 = n = 3, or n1 = n2 > 1 when n = 4;
2n− 1, if 1 = n1 < n2 = n− 1, n, or 2 = n1 < n2 = n,
or n1 = n2 = 2 when n = 2, 3, or n1 = n2 = 1 when n = 1, 4;
2n− 2, if 1 = n1 = n2 < n = 2, 3.
Remark 1.2. For this case, the minimal GK-dimension is 2n− 2. From our paper [2], the
secondly minimal GK-dimension and the maximal GK-dimension are the same, i.e., 2n−1.
So 2n is larger than the maximal GK-dimension of any unitary highest-weight modules.
The symplectic Lie algebra
sp(2n,C) =
n∑
i,j=1
C(Ei,j − En+j,n+i) +
n∑
i=1
(CEi,n+i + CEn+i,i)
+
∑
1≤i<j≤n
[C(Ei,n+j + Ej,n+i) + C(En+i,j + En+j,i)].
We define the two-parameter Z-graded oscillator representation of sp(2n,C) on B via
(1.1)-(1.5).
The related variated Laplace operator becomes
(1.11) D =
n∑
r=n1+1
xr∂xr −
n1∑
i=1
xi∂xi +
n2∑
i=1
yi∂yi −
n∑
r=n2+1
yr∂yr .
Set
(1.12) B〈k′〉 = Span{x
αyβ | α, β ∈ Nn,
n∑
r=n1+1
αr−
n1∑
i=1
αi+
n2∑
i=1
βi−
n∑
r=n2+1
βr = k
′}
for k′ ∈ Z. Then B〈k′〉 = {f ∈ B | D(f) = k
′f}.
The following is the third main theorem of this paper.
Theorem 1.3. For any k′ ∈ Z, if the sp(2n,C)-module B〈k′〉 is irreducible, then it has the
Gelfand-Kirillov dimension
(1.13) d = 2n− 1.
When n1 = n2, the sp(2n,C)-module B〈0〉 also has the Gelfand-Kirillov dimension d =
2n−1.When n1 = n2 = n, the two irreducible components of B〈0〉 also have the Gelfand-
Kirillov dimension d = 2n− 1.
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Remark 1.3. For this case, the minimal GK-dimension is n. From our paper [2], the
secondly minimal GK-dimension and is 2n − 1. So all the modules in the above theorem
have the secondly minimal GK-dimension.
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2. PRELIMINARIES ON GELFAND-KIRILLOV DIMENSION
We recall some definitions and properties of the Gelfand-Kirillov dimension. Details
may be found in Refs.[3, 6, 10, 16, 17, 19].
Definition 2.1. Let A be an algebra (not necessarily associative) generated by a finite-
dimensional subspace V . Let V n denote the linear span of all products of length at most
n in elements of V . The Gelfand-Kirillov dimension of A is defined by:
GKdim(A) = lim sup
n→∞
log dim(V n)
logn
.
Remark 2.1. It is well-known that the above definition is independent of the choice of the
finite dimensional generating subspace V (see Ref.[3, 10]). Clearly GKdim(A) = 0 if
and only if dim(A) <∞.
The notion of Gelfand-Kirillov dimension can be extended for left A-modules. In fact,
we have the following definition.
Definition 2.2. Let A be an algebra (not necessarily associative) generated by a finite-
dimensional subspace V . Let M be a left A-module generated by a finite-dimensional
subspaceM0. Let V
n denote the linear span of all products of length at most n in elements
of V . The Gelfand-Kirillov dimensionGKdim(M) ofM is defined by
GKdim(M) = lim sup
n→∞
log dim(V nM0)
logn
.
In particular, let g be a complex Lie algebra. Let A = U(g) be the enveloping algebra
of g, with the standard filtration given by An = Un(g), the subspace of U(g) spanned by
products of at most n-elements of g. By the Poincare´-Birkhoff-Witt theorem (see Knapp
[9, Prop. 3.16]), the graded algebra gr(U(g)) is canonically isomorphic to the symmetric
algebra S(g). Suppose M is a U(g)-module generated by a finite-dimensional subspace
M0. We set Mn = Un(g)M0. Denote grM =
∞⊕
n=0
grnM , where grnM = Mn/Mn−1.
Then grM becomes a graded S(g)-module. We denote dim(Mn) by ϕM (n). Then we
have the following lemma.
Lemma 2.1. (Hilbert-Serre [23, Chapter VII. Th.41] ) With the notations as above, there
exists a unique polynomial ϕ˜M (n) such that ϕM (n) = ϕ˜M (n) for large n. The leading
term of ϕ˜M (n) is
c(M)
(dM )!
ndM ,
where c(M) is an integer.
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Remark 2.2. From the definition of Gelfand-Kirillov dimension, we know
GKdim(M) = lim sup
n→∞
log dim(Un(g)M0)
logn
= lim sup
n→∞
log ϕ˜M (n)
logn
= dM = dimV (M).
Example 2.1. Let M = C[x1, ..., xk]. Then M is an algebra generated by the finite-
dimensional subspace V = SpanC{x1, ..., xk}. So Mn = V n =
⊕
0≤q≤n
Pq[x1, ..., xk] is
the subset of homogeneous polynomials of degree≤ n. Then
ϕM (n) =
∑
0≤q≤n
dimC(Pq[x1, ..., xk])
=
∑
0≤q≤n
(
k + q − 1
q
)
=
(
k + n
n
)
=
nk
k!
+O(nk−1).
Then we have GKdim(M) = k.
3. PROOF OF THE MAIN THEOREM FOR o(2n,C)
We keep the same notations with the introduction. Through the paper we always take
K =
n∑
i,j=1
C(Ei,j − En+j,n+i), and K+ =
∑
1≤i<j≤n C(Ei,j − En+j,n+i). A weight
vector v in B is called a K-singular vector if K+(v) = 0.
We simply write Ei,j |B as Ei,j . Take
(3.1) h =
n∑
i=1
C(Ei,i − En+i,n+i)
as a Cartan subalgebra of o(2n,C) and the subspace spanned by positive root vectors:
(3.2) o(2n,C)+ =
∑
1≤i<j≤n
C(Ei,j − En+j,n+i) +
∑
1≤i<j≤n
C(Ei,n+j − Ej,n+i).
Correspondingly, we have
(3.3) o(2n,C)− =
∑
1≤i<j≤n
C(Ej,i − En+i,n+j) +
∑
1≤i<j≤n
C(En+j,i − En+i,j).
If we take P+ =
∑
1≤i<j≤n C(Ei,n+j − Ej,n+i), then o(2n,C)+ = K+ + P+. From
the PBW theorem we know that the irreducible o(2n,C)-module H〈k〉 = U(g)vK =
U(g− + P+)vK for any K-singular vector vK. In the following we will compute the
Gelfand-Kirillov dimension ofH〈k〉 in a case-by-case way.
Firstly we need the following two well-known lemmas.
Lemma 3.1. (Multinomial theorem)
Let n,m be two positive integers,then
(3.4)
∣∣∣∣∣{(k1, k2, ..., km) ∈ Nm|
m∑
i=1
ki = n}
∣∣∣∣∣ =
(
n+m− 1
m− 1
)
.
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Lemma 3.2. Let p, n be two positive integers, then
n∑
i=0
ip =
(n+ 1)p+1
p+ 1
+
p∑
k=1
Bk
p− k + 1
(
p
k
)
(n+ 1)p−k+1,
where Bk denotes a Bernoulli number.
From these two lemmas, we can get several propositions.
Proposition 3.1. Let k ∈ N and we denote
Mk =


∏
1≤i≤n1
n1+1≤t≤n
(xixt)
pit |
∑
1≤i≤n1
n1+1≤t≤n
pit = k, pit ∈ N


.
Then
dk = dimSpanRMk =
(
n1 + k − 1
k
)(
n− n1 + k − 1
k
)
≈ akn−2,
for some constant a.
Proof. From the definition ofMk, we know that all the elements inMk are monomials and
they must form a basis for SpanRMk. Thus
dk =dimSpanRMk = #


∏
1≤i≤n1
n1+1≤t≤n
(xixt)
pit |
∑
1≤i≤n1
n1+1≤t≤n
pit = k, pit ∈ N


=#


∏
1≤i≤n1
(xi)
∑
n1+1≤t≤n
pit
∏
n1+1≤t≤n
(xt)
∑
1≤i≤n1
pit |
∑
1≤i≤n1
n1+1≤t≤n
pit = k, pit ∈ N


=
(
n1 + k − 1
k
)(
n− n1 + k − 1
k
)
≈ akn−2, for some constant a.

The idea of the proof for the following propositions are very simple: Denote B =
C[x1, ..., xn, y1, ..., yn]. We define a partial order (i.e., dictionary order) on the monomials
of B:
xp11 ...x
pn
n y
pn+1
1 ...y
p2n
n  x
p′1
1 ...x
p′n
n y
p′n+1
1 ...y
p′2n
n
if there exists 1 ≤ m ≤ 2n, such that pi = p′i for any i < m and pm < p
′
m. We can also
interchange the place of x1 and some xj (or yj), then define a similar partial order.
Suppose I = ∪{i} is a given index set and P is a set of homogeneous polynomials
which are products of some binomials (fi − gi)ai (fi and gi are monomials of degree 2 in
B, and
∑
i∈I
ai = k is a constant), i.e., P = {
∏
i∈I
(fi − gi)ai |
∑
ai = k}. We fix i ∈ 1, n.
We choose two subsets I1 and I2 in I , such that I1 ∩ I2 = ∅, and I1 ∪ I2 = ∪{i} = I .
Suppose fip is a multiple of xi and gip is not a multiple of xi when ip ∈ I1, and gil is a
multiple of xi and fil is not a multiple of xi when il ∈ I2.
Then we have
dimSpanRP ≥ #{
∏
ip∈I1
(fip)
aip ·
∏
il∈I2
(gil)
ail |I = I1 ⊔ I2,
∑
aip +
∑
ail = k},
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here we interchange the place of x1 and xi. So the monomial
∏
ip∈I1
(fip)
aip ·
∏
il∈I2
(gil)
ail
which contain the largest power of xi is the leading term in the expression of
∏
i∈I
(fi−gi)ai .
Proposition 3.2. (1) (n1 = n2 = 1) Let k ∈ N and we denote
Tk =


∏
2≤p<t≤n
(xpyt − xtyp)
gpt ·
∏
2≤t≤n
(x1xt − y1yt)
g1t |
∑
1≤p<t≤n
gpt = k, gpt ∈ N

 .
Then we have
dk = dimSpanRTk ≈


c0k
2n−4, if n = 2 or n = 3;
c1k
2n−3, if n = 4;
c2k
2n−2, if n ≥ 5.
Here c0, c1 and c2 are some positive constants which are independent of k.
(2) (n1 = n2 = n− 1) Let k ∈ N and we denote
Sk =


∏
1≤i<r≤n−1
(xiyr − xryi)
fir ·
∏
1≤i≤n−1
(xixn − yiyn)
fin |
∑
1≤i<r≤n
fir = k, fir ∈ N

 .
Then we have
dk = dimSpanRSk ≈


a0k
2n−4, if n = 2 or n = 3;
a1k
2n−3, if n = 4;
a2k
2n−2, if n ≥ 5.
Here a0, a1 and a2 are some positive constants which are independent of k.
(3) (n1 = n2 = n)Let k ∈ N and we denote
Rk =


∏
1≤i<r≤n
(xiyr − xryi)
fir |
∑
1≤i<r≤n
fir = k, fir ∈ N

 .
Then we have
dk = dimSpanRRk ≈


b0k
2n−4, if n = 2 or n = 3;
b1k
2n−3, if n = 4;
b2k
2n−2, if n ≥ 5.
Here b0, b1 and b2 are some positive constants which are independent of k.
(4) (1 < n1 = n2 < n− 1)Suppose 1 < n1 < n− 1. Let k ∈ N and we denote
Uk =


∏
n1+1≤p<t≤n
(xpyt − xtyp)
gpt ·
∏
1≤i<r≤n1
(xiyr − xryi)
gir
·
∏
1≤i≤n1
n1+1≤t≤n
(xixt − yiyt)
g1t |
∑
1≤p<t≤n
gpt = k, gpt ∈ N


.
Then we have
dk = dimSpanRUk ≈
{
e1k
2n−3, if n = 4;
e2k
2n−2, if n ≥ 5.
Here e0, e1 and e2 are some positive constants which are independent of k.
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Proof. The statements (1) and (2) are dual to each other. The proof of (4) is similar to (1).
So we only need to give the proof for (1) and (3).
Proof of (1):
When n = 3, we have
dk = dimSpanRTk
= dimSpanR
{
(x1x2 − y1y2)
g12 (x1x3 − y1y3)
g13(x2y3 − x3y2)
g23 |
∑
gpt = k
}
≥ dimSpanR
{
(x1x2)
g12(x1x3)
g13(x2y3)
g23 |
∑
gpt = k
}
= dimSpanR
{
(x1)
g12+g13(y3)
g23
· (x2)
g12+g23(x3)
g13 |
∑
gpt = k
}
≈ c00k
2, for some constant c00.
On the other hand, we have dk = dimSpanRTk ≤ c01k3−1 = c01k2, for some positive
constant c01. So we must have dk = dimSpanRTk ≈ c0k2 = c0k2n−4, for some positive
constant c0.
When n = 4, we have
dk = dimSpanRTk
= dimSpanR {(x1x2 − y1y2)
g12 (x1x3 − y1y3)
g13(x1x4 − y1y4)
g14
(x2y3 − x3y2)
g23(x2y4 − x4y2)
g24 (x3y4 − x4y3)
g34 |
∑
gpt = k
}
≥ dimSpanR
{
(y1y2)
g12 (x1x3)
g13 (x1x4)
g14(x3y2)
g23(x2y4)
g24 (x4y3)
g34 |
∑
gpt = k
}
= dimSpanR
{
(y2)
g12+g23(x1)
g13+g14(y3)
g34(y4)
g24
· (y1)
g12(x3)
g13+g23(x4)
g14+g34(x2)
g24 |
∑
gpt = k
}
≈ c10k
5, for some constant c10.
On the other hand, we have dk = dimSpanRTk ≤ c11k6−1 = c11k5, for some positive
constant c11. So we must have dk = dimSpanRTk ≈ c1k5 = c1k2n−3, for some positive
constant c1.
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When n ≥ 5, we have
dk = dimSpanRTk
= dimSpanR


∏
2≤p<t≤4
(xpyt − xtyp)
gpt ·
∏
2≤t≤4
(x1xt − y1yt)
g1t
·
∏
2≤p<t≤n
t≥5
(xpyt − xtyp)
gpt ·
∏
t≥5
(x1xt − y1yt)
g1t |
∑
1≤p<t≤n
gpt = k,


≥ dimSpanR

(y2)g12+g23(x1)g13+g14(y3)g34(y4)g24
∏
5≤t≤n
ygit+g2tt
∏
3≤p<n
y
∑
p<t≤n
gpt
p
· (y1)
g12+
∑
5≤t≤n
g1t
(x3)
g13+g23 (x4)
g14+g34(x2)
g24+
∑
5≤t≤n
g2t ∏
5≤t≤n
x
∑
3≤p<t
gpt
t
|
∑
gpt = k
}
≈ c20k
2n−2, for some constant c20.
On the other hand, we have
dk =dimSpanRTk
≤ dimSpanR
{∏
(x1)
p1
∏
(yt)
qt ·
∏
(xt)
lt
∏
(y1)
f1 |
p1 +
∑
2≤t≤n
qt = f1 +
∑
2≤t≤n
lt = k


≈c21k
2n−2, for some constant c21.
So we must have dk = dimSpanRTk ≈ c2k
2n−2, for some positive constant c2.
Proof of (3):
When n = 2, we have dk = dimSpanRRk = dimSpanR
{
(x1y2 − x2y1)k
}
= 1.
When n = 3, we have
dk = dimSpanRRk
= dimSpanR
{
(x1y2 − x2y1)
f12 (x1y3 − x3y1)
f13(x2y3 − x3y2)
f23 |f12 + f13 + f23 = k
}
≥ dimSpanR
{
(x1y2)
f12 (x3y1)
f13 (x2y3)
f23 |f12 + f13 + f23 = k
}
=
(
3 + k − 1
k
)
≈
1
2
k2.
On the other hand, we have dk = dimSpanRRk ≤ b00k3−1 = b00k2, for some positive
constant b00. So we must have dk = dimSpanRRk ≈ b0k2 = b0k2n−4, for some positive
constant b0.
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When n = 4, we have
dk = dimSpanRRk
= dimSpanR


∏
1≤i<r≤4
(xiyr − xryi)
fir |
∑
1≤i<r≤4
fir = k, fir ∈ N


≥ dimSpanR
{
(x1y2)
f12 (x3y1)
f13 (x1y4)
f14(x2y3)
f23 (x4y2)
f24(x3y4)
f34
|
∑
1≤i<r≤4
fir = k, fir ∈ N


= dimSpanR
{
(x1)
f12+f14 (x3)
f13+f34(x4)
f24(x2)
f23 · (y2)
f12+f24 (y1)
f13(y4)
f14+f34(y3)
f23
|
∑
1≤i<r≤4
fir = k, fir ∈ N


≈ b11k
5, for some constant b11.
On the other hand, we have dk = dimSpanRRk ≤ b12k6−1 = b12k5, for some positive
constant b12. So we must have dk = dimSpanRRk ≈ b1k5 = b1k2n−3, for some positive
constant b1.
When n ≥ 5, we have
dk = dimSpanRRk
= dimSpanR


∏
1≤i<r≤4
(xiyr − xryi)
fir ·
∏
1≤i<r≤n
r≥5
(xiyr − xryi)
fir |
∑
1≤i<r≤n
fir = k, fir ∈ N


≥ dimSpanR


∏
1≤i<r≤4
(xiyr − xryi)
fir ·
∏
5≤r≤n
(x1yr)
f1r (x2yr)
f2r (xry3)
f3r (xry4)
f4r
|
∑
1≤i<r≤n
fir = k, fir ∈ N


= dimSpanR

(x1)f12+f14+
∑
f1r (x3)
f13+f34 (x4)
f24(x2)
f23+
∑
f2r
∏
5≤r≤n
(xr)
f3r+f4r
·(y2)
f12+f24(y1)
f13(y4)
f14+f34+
∑
f4r (y3)
f23+
∑
f3r
∏
5≤r≤n
(yr)
f1r+f2r
|
∑
1≤i<r≤n
fir = k, fir ∈ N


≈ b21k
2n−2, for some constant b21.
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On the other hand, we have
dk = dimSpanRRk
≤ dimSpanR


∏
1≤i≤n
1≤r≤n
xi
aiybrr |
∑
ai =
∑
br = k


≈ b22k
2n−2,
for some positive constant b22. So we must have dk = dimSpanRRk ≈ b2k2n−2, for
some positive constant b2. 
Proposition 3.3. (1) (1 < n1 < n2 = n − 1)Suppose 1 < n1 < n − 1. Let k ∈ N
and we denote
Vk =
{∏
(xixs)
pis
∏
(xiys)
lis
∏
(xsyn)
us
∏
(ysyn)
qs
∏
(xixn − yiyn)
hi
∏
(xiyr − xryi)
fir |∑
1≤i≤n1
n1+1≤s≤n−1
pis +
∑
1≤i≤n1
n1+1≤s≤n−1
lis +
∑
n1+1≤s≤n−1
us +
∑
n1+1≤s≤n−1
qs
+
∑
1≤i≤n1
hi +
∑
1≤i<r≤n1
= k

 ,
then
dk = dimSpanRVk ≈ bk
2n−2,
for some constant b.
(2) (1 = n1 < n2 < n− 1)Suppose 1 < n2 < n− 1. Let k ∈ N and we denote
Wk =
{∏
(x1xs)
ps
∏
(x1ys)
ls
∏
(xsyt)
ust
∏
(ysyt)
qst
∏
(x1xt − y1yt)
ht
∏
(xpyt − xtyp)
gpt |
∑
2≤s≤n2
ps +
∑
2≤s≤n2
ls +
∑
2≤s≤n2
n2+1≤t≤n
ust +
∑
2≤s≤n2
n2+1≤t≤n
qst +
∑
n2+1≤t≤n
ht +
∑
n2+1≤p<t≤n
gpt = k


,
then
dk = dimSpanRWk ≈ βk
2n−2,
for some constant β.
(3) (1 < n1 < n2 = n)
Suppose 1 < n1 < n. Let k ∈ N and we denote
Zk =
{∏
(xixs)
pis
∏
(xiys)
lis
∏
(xiyr − xryi)
fir |
∑
1≤i≤n1
n1+1≤s≤n
pis +
∑
1≤i≤n1
n1+1≤s≤n
lis +
∑
1≤i<r≤n1
fir = k


,
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then
dk = dimSpanRZk ≈
{
α0k
2n−3, if n1 = 2 < n;
α1k
2n−2, if 3 ≤ n1 < n.
Here α0 and α1 are some positive constants which are independent of k.
(4) (1 < n1 < n2 < n− 1)
Let k ∈ N. Suppose 1 < n1 < n2 < n− 1 and we denote
N ′k =
{∏
(xixs)
pis
∏
(ysyt)
qst
∏
(xiys)
lis
∏
(xsyt)
ust
·
∏
(xixt − yiyt)
hit
∏
(xiyr − xryi)
fir
∏
(xpyt − xtyp)
gpt
|
∑
1≤i≤n1
n1+1≤s≤n2
(pis + lis) +
∑
n1+1≤s≤n−1
n2+1≤t≤n
(ust + qst)
+
∑
1≤i≤n1
n2+1≤t≤n
hit +
∑
1≤i<r≤n1
fir +
∑
n2+1≤p<t≤n1
gpt = k


,
then
dk = dimSpanRN
′
k ≈ ck
2n−2,
for some constant c.
Proof. The statements (1) and (2) are dual to each other. Their proofs are similar to the
proof of (4). So we only need to prove (3) and (4).
Proof of (3): When n1 = 2, we have
dk = dimSpanR
{∏
(xixs)
pis
∏
(xiys)
lis(x1y2 − x2y1)
f12 |
∑
1≤i≤2
n1+1≤s≤n
pis +
∑
1≤i≤2
3≤s≤n
lis + f12 = k


=dimSpanR


∏
1≤i≤2
(xi)
∑
3≤s≤n
pis+lis
·
∏
3≤s≤n
(xs)
∑
1≤i≤2
pis ∏
3≤s≤n
(ys)
∑
1≤i≤2
lis
·
∏
(x1y2 − x2y1)
f12 |
∑
1≤i≤2
3≤s≤n
pis +
∑
1≤i≤2
3≤s≤n
lis + f12 = k


≈ α0k
2n−3, for some constant α0.
When n1 > 2, we have
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dk = dimSpanR
{∏
(xixs)
pis
∏
(xiys)
lis
∏
(xiyr − xryi)
fir |
∑
1≤i≤n1
n1+1≤s≤n
pis +
∑
1≤i≤n1
n1+1≤s≤n
lis +
∑
1≤i<r≤n1
fir = k


≥ dimSpanR


∏
1≤i≤n1
(xi)
∑
n1+1≤s≤n
pis+lis
·
∏
n1+1≤s≤n
(xs)
∑
1≤i≤n1
pis ∏
n1+1≤s≤n
(ys)
∑
1≤i≤n1
lis
·
∏
2≤i<r≤n1
(xryi)
fir · (x1yn1)
f1n1 ·
∏
2≤r<n1
(xry1)
f1r
|
∑
1≤i≤n1
n1+1≤s≤n
pis +
∑
1≤i≤n1
n1+1≤s≤n
lis +
∑
1≤i<r≤n1
fir = k


= dimSpanR


∏
1≤i≤n1
(xi)
∑
n1+1≤s≤n
pis+lis
·
∏
2<r≤n1
(xr)
∑
i<r
fir
· (x1)
f1n1 ·
∏
2≤r<n1
(xr)
f1r
·
∏
n1+1≤s≤n
(xs)
∑
1≤i≤n1
pis ∏
n1+1≤s≤n
(ys)
∑
1≤i≤n1
lis
·
∏
2≤i<n1
(yi)
∑
i<r≤n1
fir
·
∏
2≤r<n1
(y1)
f1r · (yn1)
f1n1 |
∑
1≤i≤2
3≤s≤n
pis +
∑
1≤i≤2
3≤s≤n
lis + f12 = k


≈ α10k
2n−2, for some constant α10.
On the other hand, we have
dk =dimSpanRZk
≤dimSpanR
{∏
(xi)
pi ·
∏
(xs)
as
∏
(ys)
bs
∏
(yi)
fi
|
∑
pi =
∑
fi +
∑
as +
∑
bs = k
}
≈α11k
2n−2, for some constant α11.
So we must have dk = dimSpanRZk ≈ α1k2n−2, for some positive constant α1.
Proof of (4):
GELFAND-KIRILLOV DIMENSIONS OF THE Z-GRADED OSCILLATOR REPRESENTATIONS 15
When n1 = 2 < n2 < n− 1, we have
dk = dimSpanR
{∏
(xixs)
pis
∏
(ysyt)
qst
∏
(xiys)
lis
∏
(xsyt)
ust
∏
(xixt − yiyt)
hit
∏
(xiyr − xryi)
fir
∏
(xpyt − xtyp)
gpt |∑
pis +
∑
qst +
∑
lis +
∑
ust +
∑
hit +
∑
fir +
∑
gpt = k
}
≥ dimSpanR
{∏
(xixs)
pis
∏
(ysyt)
qst
∏
(xiys)
lis
∏
(xsyt)
ust
∏
n2+2≤t≤n
(x1xt)
h1t · (y1yn2+1)
h1,n2+1 · (x2xn2+1)
h2,n2+1 ·
∏
n2+2≤t≤n
(y2yt)
h2t
∏
(x1y2 − x2y1)
f12
∏
(xtyn2+1)
gn2+1,t |∑
pis +
∑
qst +
∑
lis +
∑
ust +
∑
hit +
∑
fir +
∑
gpt = k
}
≥ dimSpanR



(x2)h2,n2+1+∑(p2s+l2s)(x1)∑(p1s+l1s)+f12( ∏
n2+2≤t≤n
(x1)
h1t)
∏
n2+2≤t≤n
(yt)
h2t(yt)
∑
(qst+ust)(yn2+1)
h1,n2+1+
∑
gn2+1,t


·

∏(xs)p1s+p2s+∑ust(xn2+1)h2,n2+1( ∏
n2+2≤t≤n
(xt)
h1t+gn2+1,t)
(
∏
(ys)
∑
qst+
∑
lis)(y1)
h1,n2+1
∏
n2+2≤t≤n
(y2)
h2tyf122


|
∑
pis +
∑
qst +
∑
lis +
∑
ust +
∑
hit +
∑
fir +
∑
gpt = k
}
≈ c0k
2n−2, for some constant c0.
On the other hand, we have
dk =dimSpanRN
′
k
≤dimSpanR
{∏
(xi)
pi
∏
(yt)
qt ·
∏
(xs)
as
∏
(ys)
bs
∏
(xt)
lt
∏
(yi)
fi |
∑
pi +
∑
qt =
∑
lt +
∑
fi +
∑
as +
∑
bs = k
}
≈c00k
2n−2, for some constant c00.
So we must have dk = dimSpanRN
′
k ≈ ck
2n−2, for some positive constant c.
When n1 > 2, we have a similar argument. And for these cases we still have dk =
dimSpanRN
′
k ≈ ck
2n−2, for some positive constant c.

Next, we will compute the Gelfand-Kirillov dimensions of our modules in a case-by-
case way.
Luo and Xu [12] proved that for any n1 − n2 + 1 − δn1,n2 ≥ k
′ ∈ Z, H〈k′〉 is an irre-
ducible o(2n,C)-module. Moreover, the homogeneous subspaceB〈k′〉 =
⊕∞
i=0 η
i(H〈k′−2i〉)
is a direct sum of irreducible submodules. The module H〈k′〉 under the assumption is of
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highest-weight type only if n2 = n, in which case x
−k′
n1
is a highest-weight vector with
weight−k′λn1−1 + (k
′ − 1)λn1 + [(k
′ − 1)δn1,n−1 − 2k
′δn1,n]λn.
3.1. Case 1. n1 + 1 ≤ n2 and n1 − n2 + 1 ≥ k′ ∈ Z.
In this case we have:
(Er,i − En+i,n+r)|B = −xi∂xr − yi∂yr for 1 ≤ i < r ≤ n1,(3.5)
(Es,i − En+i,n+s)|B = −xixs − yi∂ys for i ∈ 1, n1, s ∈ n1 + 1, n2,(3.6)
(Et,i − En+i,n+t)|B = −xixt + yiyt for i ∈ 1, n1, t ∈ n2 + 1, n,(3.7)
(Es,j − En+j,n+s)|B = xs∂xj − yj∂ys for n1 < j < s ≤ n2,(3.8)
(Et,s − En+s,n+t)|B = xt∂xs + ysyt for s ∈ n1 + 1, n2, t ∈ n2 + 1, n,(3.9)
(Et,p − En+p,n+t)|B = xt∂xp + yt∂yp for n2 + 1 ≤ p < t ≤ n,(3.10)
(Ei,n+r − Er,n+i)|B = ∂xi∂yr − ∂xr∂yi for 1 ≤ i < r ≤ n1,(3.11)
(En+r,i − En+i,r)|B = −xiyr + xryi for 1 ≤ i < r ≤ n1,(3.12)
(Ei,n+s − Es,n+i)|B = ∂xi∂ys − xs∂yi for i ∈ 1, n1, s ∈ n1 + 1, n2,(3.13)
(En+s,i − En+i,s)|B = −xiys − yi∂xs for i ∈ 1, n1, s ∈ n1 + 1, n2,(3.14)
(Ei,n+t − Et,n+i)|B = −yt∂xi − xt∂yi for i ∈ 1, n1, t ∈ n2 + 1, n,(3.15)
(En+t,i − En+i,t)|B = −xi∂yt − yi∂xt for i ∈ 1, n1, t ∈ n2 + 1, n,(3.16)
(Ej,n+s − Es,n+j)|B = xj∂ys − xs∂yj for n1 < j < s ≤ n2,(3.17)
(En+j,s − En+s,j)|B = −ys∂xj + yj∂xs for n1 < j < s ≤ n2,(3.18)
(Es,n+t − Et,n+s)|B = −xsyt − xt∂ys for s ∈ n1 + 1, n2, t ∈ n2 + 1, n,(3.19)
(En+s,t − En+t,s)|B = −∂xs∂yt − ys∂xt for s ∈ n1 + 1, n2, t ∈ n2 + 1, n,(3.20)
(Ep,n+t − Et,n+p)|B = −xpyt + xtyp for n2 + 1 ≤ p < t ≤ n,(3.21)
(En+p,t − En+t,p)|B = −∂xp∂yt + ∂xt∂yp for n2 + 1 ≤ p < t ≤ n.(3.22)
Then the above root elements form a basis for the subalgebra g(P+)− := o(2n,C)−+P+.
From Luo-Xu [12] we know that the K-singular vectors in H〈k′〉 are:
(3.23) xm1n1 y
m2
n2+1
with − (m1 +m2) = k
′,
(3.24) xm1n1+1y
m2
n2+1
with m1 −m2 = k
′,
(3.25) xm1n1 y
m2
n2
with −m1 +m2 = k
′,
for all possiblem1,m2 ∈ N. When n1 + 1 = n2 = n, the K-singular vectors in H〈k′〉 are
those in (3.25).
Let g1 be the subalgebra of o(2n,C) spanned by the root vectors in the following set:
I1 := {(3.5), (3.8), (3.10), (3.11), (3.13), (3.15), (3.16), (3.17), (3.18), (3.20), (3.22)}.
Let g2 be the subalgebra of o(2n,C) spanned by the root vectors in the following set:
I2 := {(3.6), (3.7), (3.9), (3.12), (3.14), (3.19), (3.21)}.
So we get U(g(P+)−) = U(g2)U(g1). From the construction of the root vectors we
have the following lemma.
Lemma 3.3. Every root vector in g1 acts locally nilpotently onH〈k′〉 and every root vector
in g2 acts torsion-freely (injectively) onH〈k′〉.
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We take a K-singular vector vK = x−k
′
n1
, and setM0 = U(g1)x
−k′
n1
. ThenM0 is finite-
dimensional from the above lemma.
Thus
H〈k′〉 = U(g)vK = U(g− + P+)vK = U(g2)M0.
Let k be any positive integer. We want to compute dim(Uk(g2)M0), and then get the
Gelfand-Kirillov dimension of U(g2)M0.
The cardinality of a set A is usually denoted by |A|.
We use Ep to stand for the root vector in the equation (p). And denote
N0(k) =
{(∏
Epis3.6
∏
Ehit3.7
∏
Eqst3.9
∏
Efir3.12
∏
Elis3.14
∏
Eust3.19
∏
E
gpt
3.21
)
vK
|
∑
pis +
∑
hit +
∑
qst +
∑
fir +
∑
lis +
∑
ust +
∑
gpt = k,
pis, hit, qst, fir, lis, ust, gpt ∈ N} .
From the definition we know(∏
Epis3.6
∏
Ehit3.7
∏
Eqst3.9
∏
Efir3.12
∏
Elis3.14
∏
Eust3.19
∏
E
gpt
3.21
)
vK
=
(∏
(−xixs − yi∂ys)
pis
∏
(−xixt + yiyt)
hit
∏
(ysyt)
qst
∏
(−xiyr + xryi)
fir
·
∏
(−xiys − yi∂xs)
lis
∏
(−xsyt − xt∂ys)
ust
)
· x−k
′
n1
=
(∏
(−xixs)
pis
∏
(−xixt + yiyt)
hit
∏
(ysyt)
qst
∏
(−xiyr + xryi)
fir
·
∏
(−xiys)
lis
∏
(−xsyt)
ust
)
· x−k
′
n1
+ lower degree polynomials of ys and xs.
Now we suppose 1 < n1 < n2 < n− 1. Then we must have
dimSpanRN0(m) ≥ dm = dimSpanRN
′
m.
Using the same idea with the proof of Proposition 3.3 (4), we can also get
dimSpanRN0(m) ≤ dm = dimSpanRN
′
m.
Thus dimSpanRN0(m) = dm = dimSpanRN
′
m.
Then using Proposition 3.3 (4), we can get
dimSpanR(
⋃
0≤m≤k
N0(m))
=
∑
0≤m≤k
dimSpanRN
′
m
=c
∑
0≤m≤k
m2n−2
=c′k2n−1
Also we have
dimSpanR(
⋃
0≤m≤k
N0(m)) ≤ dim(Uk(g2)M0) ≤ dimM0 dimSpanR(
⋃
0≤m≤k
N0(m)).
Then from the definition, we know that the Gelfand-Kirillov dimension of U(g2)M0 is
d = 2n− 1, if 1 < n1 < n2 < n− 1.
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When n1 = 1 < n2 < n − 1 or 1 < n1 < n2 = n − 1, through a similar argument
and using Proposition 3.3 (1) and 3.3(2), we find that the Gelfand-Kirillov dimension of
U(g2)M0 is
d = 2n− 1.
When 1 = n1 < n2 = n − 1 or 1 = n1 < n2 = n, through a similar argument and
using Proposition 3.1, we find that the Gelfand-Kirillov dimension of U(g2)M0 is
d = 2n− 2.
When 1 < n1 < n2 = n, through a similar argument and using Proposition 3.3 (3), we
find that the Gelfand-Kirillov dimension of U(g2)M0 is
d =
{
2n− 2, if n1 = 2 < n2 = n;
2n− 1, if 3 ≤ n1 < n2 = n.
Therefore, for this case n1 + 1 ≤ n2, the Gelfand-Kirillov dimension of U(g2)M0 is
d =
{
2n− 2, if n1 = 1, n2 = n− 1 or n1 = 1, 2, n2 = n;
2n− 1, if n1 = 1 < n2 < n− 1 or 1 < n1 < n2 ≤ n− 1 or 3 ≤ n1 < n2 = n.
3.2. Case 2. n1 = n2 and 0 ≥ k′ ∈ Z.
In this case we have:
(Er,i − En+i,n+r)|B = −xi∂xr − yi∂yr for 1 ≤ i < r ≤ n1,(3.26)
(Et,i − En+i,n+t)|B = −xixt + yiyt for i ∈ 1, n1, t ∈ n1 + 1, n,(3.27)
(Et,p − En+p,n+t)|B = xt∂xp + yt∂yp for n1 + 1 ≤ p < t ≤ n,(3.28)
(Ei,n+r − Er,n+i)|B = ∂xi∂yr − ∂xr∂yi for 1 ≤ i < r ≤ n1,(3.29)
(En+r,i − En+i,r)|B = −xiyr + xryi for 1 ≤ i < r ≤ n1,(3.30)
(Ei,n+t − Et,n+i)|B = −yt∂xi − xt∂yi for i ∈ 1, n1, t ∈ n1 + 1, n,(3.31)
(En+t,i − En+i,t)|B = −xi∂yt − yi∂xt for i ∈ 1, n1, t ∈ n1 + 1, n,(3.32)
(Ep,n+t − Et,n+p)|B = −xpyt + xtyp for n1 + 1 ≤ p < t ≤ n,(3.33)
(En+p,t − En+t,p)|B = −∂xp∂yt + ∂xt∂yp for n1 + 1 ≤ p < t ≤ n.(3.34)
Then the above root elements form a basis for the subalgebra g(P+)− := o(2n,C)−+P+.
Suppose n1 = n2 < n− 1. From Luo-Xu [12] we know that the K-singular vectors in
H〈k′〉 are:
(3.35) xm1n1 y
m2
n2+1
with − (m1 +m2) = k
′,
(3.36) x−k
′
n1
ζm+11 with m ∈ N,
(3.37) y−k
′
n1+1
ζm+12 with m ∈ N,
where ζ1 = xn1−1yn1 − xn1yn1−1 and ζ2 = xn1+1yn1+2 − xn1+2yn1+1.
Let g1 be the subalgebra of o(2n,C) spanned by the root vectors in the following set:
I1 := {(3.26), (3.28), (3.29), (3.31), (3.32), (3.34)}.
Let g2 be the subalgebra of o(2n,C) spanned by the root vectors in the following set:
I2 := {(3.27), (3.30), (3.33)}.
So we get U(g(P+)−) = U(g2)U(g1).
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We take a K-singular vector vK = x−k
′
n1
, and setM0 = U(g1)x
−k′
n1
. ThenM0 is finite-
dimensional.
Thus
H〈k′〉 = U(g)vK = U(g− + P+)vK = U(g2)M0.
Let k be any positive integer. We want to compute dim(Uk(g2)M0), and then get the
Gelfand-Kirillov dimension of U(g2)M0.
The argument for this case is similar to case 1, and using Proposition 3.2, we find that
the Gelfand-Kirillov dimension of U(g2)M0 is
d =


2n− 3, if n = 2, 3;
2n− 2, if n = 4;
2n− 1, if n ≥ 5.
(3.38)
When n1 = n2 = n−1, n, the arguments are similar with the above, and the conclusion
is the same with 3.38.
4. PROOF OF THE MAIN THEOREM FOR o(2n+ 1,C)
We keep the same notations with the introduction. We know
o(2n+ 1,F) = o(2n,C)⊕
n⊕
i=1
[C(E0,i − En+i,0) + C(E0,n+i − Ei,0)]
and B′ = C[x0, x1, ..., xn, y1, ..., yn].
Luo and Xu [12] proved that for any k′ ∈ Z, H′〈k′〉 is an irreducible o(2n + 1,C)-
module. Moreover, the homogeneous subspace B′ =
⊕
k∈Z
⊕∞
i=0(η
′)i(H′〈k′〉) is a de-
composition of irreducible submodules. The module H′〈k′〉 under the assumption is of
highest-weight type only if n2 = n, in which case x
−k′
n1
is a highest-weight vector with
weight−k′λn1−1 + (k
′ − 1)λn1 + [(k
′ − 1)δn1,n−1 − 2k
′δn1,n]λn.
4.1. Case 1. n1 < n2 and k
′ ∈ N.
The representation of o(2n + 1,C) on B′ by the differential operators in (3.5)-(3.22)
and K+ with |B is replaced by |B′ and also contains the following:
(E0,i − En+i,0)|B′ = −x0xi − yi∂x0 for i ∈ 1, n1,(4.1)
(E0,s − En+s,0)|B′ = x0∂xs − ys∂x0 for s ∈ n1 + 1, n2,(4.2)
(E0,t − En+t,0)|B′ = x0∂xt − ∂x0∂yt for t ∈ n2 + 1, n,(4.3)
(E0,n+i − Ei,0)|B′ = x0∂yi − ∂x0∂xi for i ∈ 1, n1,(4.4)
(E0,n+s − Es,0)|B′ = x0∂ys − xs∂x0 for s ∈ n1 + 1, n2,(4.5)
(E0,n+t − Et,0)|B′ = −x0yt − xt∂x0 for t ∈ n2 + 1, n.(4.6)
Now we want to compute the Gelfand-Kirillov dimensions of the o(2n+ 1,C)-module
H′〈k′〉 andH
′
〈−k′〉 for this case. From Luo-Xu [12] we know thatH
′
〈k′〉 is an irreducible
o(2n+ 1,C)-submodule generated by xk
′
n1+1, andH
′
〈−k′〉 is an irreducible o(2n+ 1,C)-
submodule generated by xk
′
n1
. Then similar to the computation of o(2n+1,C), the Gelfand-
Kirillov dimension ofH′〈k′〉 is
d =
{
2n− 1, if 2 = n1 < n2 = n or 1 = n1 < n2 = n− 1, n;
2n, if 3 ≤ n1 < n2 = n or 1 < n1 < n2 = n− 1 or 1 ≤ n1 < n2 < n− 1.
H′〈−k′〉 has the same Gelfand-Kirillov dimension withH
′
〈k′〉.
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4.2. Case 2. n1 = n2 and k
′ ∈ N.
The representation of o(2n + 1,C) on B′ by the differential operators in (3.5)-(3.22)
and K+ with |B is replaced by |B′ and also contains the following:
(E0,i − En+i,0)|B′ = −x0xi − yi∂x0 for i ∈ 1, n1,(4.7)
(E0,t − En+t,0)|B′ = x0∂xt − ∂x0∂yt for t ∈ n2 + 1, n,(4.8)
(E0,n+i − Ei,0)|B′ = x0∂yi − ∂x0∂xi for i ∈ 1, n1,(4.9)
(E0,n+t − Et,0)|B′ = −x0yt − xt∂x0 for t ∈ n2 + 1, n.(4.10)
Now we want to compute the Gelfand-Kirillov dimensions of the o(2n+ 1,C)-module
H′〈k′〉 andH
′
〈−k′〉 for this case. From Luo-Xu [12] we know thatH
′
〈−k′〉 is an irreducible
o(2n + 1,C)-submodule generated by xk
′
n1
, and H′〈k′〉 is an irreducible o(2n + 1,C)-
submodule generated by T1(y
k′−1
n1
) (here T1 =
∞∑
i=0
(−2)ix2i+1
0
Di
(2i+1)! and D = −
n1∑
i=1
xi∂yi +
n2∑
s=n1+1
∂xs∂ys −
n∑
t=n2+1
yt∂xt). Then similar to the computation of o(2n + 1,C), the
Gelfand-Kirillov dimension ofH′〈−k′〉 is
d =


2n− 2, if 1 = n1 = n2 < n = 2, 3;
2n− 1, if n1 = n2 = 2 when n = 2, 3 or n1 = n2 = 1 when n = 1, 4;
2n, if n1 = n2 = n = 3 or 2 ≤ n1 = n2 ≤ n = 4 or 1 ≤ n1 = n2 ≤ n when n ≥ 5.
H′〈k′〉 has the same Gelfand-Kirillov dimension withH
′
〈−k′〉.
5. PROOF OF THE MAIN THEOREM FOR sp(2n,C)
We keep the same notations with the introduction. Recall the symplectic Lie algebra
sp(2n,C) =
n∑
i,j=1
C(Ei,j − En+j,n+i) +
n∑
i=1
(CEi,n+i + CEn+i,i)
+
∑
1≤i<j≤n
[C(Ei,n+j + Ej,n+i) + C(En+i,j + En+j,i)].
Again we take the Cartan subalgebra h =
∑n
i=1 C(Ei,i − En+i,n+i) and the subspace
spanned by positive root vectors
sp(2n,C)+ =
∑
1≤i<j≤n
[C(Ei,j − En+j,n+i) + C(Ei,n+j + Ej,n+i)] +
n∑
i=1
CEi,n+i.
Correspondingly, we have
sp(2n,C)− =
∑
1≤i<j≤n
[C(Ej,i − En+i,n+j) + C(En+i,j + En+j,i)] +
n∑
i=1
CEn+i,i.
Fix 1 ≤ n1 ≤ n2 ≤ n. We have the following two-parameter Z-graded oscillator
representation of sp(2n,C) on B = C[x1, ..., xn, y1, ..., yn] determined by
(Ei,j − En+j,n+i)|B = E
x
i,j − E
y
j,i.
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In particular we have
(Es,i − En+i,n+s)|B = −xixs − yi∂ys for i ∈ 1, n1, s ∈ n1 + 1, n2,(5.1)
(Et,i − En+i,n+t)|B = −xixt + yiyt for i ∈ 1, n1, t ∈ n2 + 1, n,(5.2)
(Et,s − En+s,n+t)|B = xt∂xs + ysyt for s ∈ n1 + 1, n2, t ∈ n2 + 1, n,(5.3)
(En+r,i + En+i,r)|B = −xiyr − xryi for 1 ≤ i < r ≤ n1,(5.4)
(En+s,i + En+i,s)|B = −xiys + yi∂xs for i ∈ 1, n1, s ∈ n1 + 1, n2,(5.5)
(Es,n+t + Et,n+s)|B = −xsyt + xt∂ys for s ∈ n1 + 1, n2, t ∈ n2 + 1, n,(5.6)
(Ep,n+t + Et,n+p)|B = −xpyt − xtyp for n2 + 1 ≤ p < t ≤ n,(5.7)
(En+i,i)|B = −xiyi for i ∈ 1, n1,(5.8)
(Et,n+t)|B = −xtyt for t ∈ n2 + 1, n.(5.9)
Then the above root elements form a subalgebra for sp(2n,C), denoted by g2. The re-
maining root elements form another subalgebra for sp(2n,C), denoted by g1.
Luo and Xu [12] proved that for any k′ ∈ Z, when n1 < n2 or k′ 6= 0, B〈k′〉 is an
irreducible weight sp(2n,C)-module. Moreover, the module B〈k′〉 under the assumption
is of highest-weight type only if n2 = n, in which case form ∈ N, x−mn1 is a highest-weight
vector of B〈−m〉 with weight−mλn1−1+(m−1)λn1 , x
m+1
n1+1
is a highest-weight vector of
B〈m+1〉 with weight−(m+2)λn1 +(m+1)λn1+1+(m+1)δn1,n−1λn if n1 < n2 = n,
and ym+1n is a highest-weight vector of B〈m+1〉 with weight (m+1)λn−1−2(m+1)λn if
n1 = n2 = n. When n1 = n2, the subspace B〈0〉 is a direct sum of two irreducible weight
sp(2n,C)-submodules. If n1 = n2 = n, they are highest-weight modules with a highest-
weight vector 1 of weight −2λn and with a highest-weight vector xn−1yn − xnyn−1 of
weight (1 − δn,2)λn−2 − 4λn, respectively.
We take K =
n∑
i,j=1
C(Ei,j −En+j,n+i), andK+ =
∑
1≤i<j≤n C(Ei,j −En+j,n+i). A
weight vector v in B is called a K-singular vector if K+(v) = 0.
From the PBW theorem we have
B〈k′〉 = U(g)vK = U(g2)U(g1)vK
for any fixed K-singular vector vK. If we denote M0 := U(g1)vK, then M0 is finite-
dimensional and B〈k′〉 = U(g2)M0.
Similar to the o(2n,C) case, we can compute the Gelfand-Kirillov dimension of B〈k′〉
in a case-by-case way. Actually the Gelfand-Kirillov dimension is equal to
2n− 1
for any irreducible sp(2n,C)-module B〈k′〉.
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