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LOCAL UNIFORMIZATION OF ABHYANKAR VALUATIONS
STEVEN DALE CUTKOSKY
Abstract. We prove local uniformization of Abhyankar valuations of an algebraic func-
tion field K over a ground field k. Our result generalizes the proof of this result, with
the additional assumption that the residue field of the valuation ring is separable over
k, by Hagen Knaf and Franz-Viktor Kuhlmann. The proof in this paper uses different
methods, being inspired by the approach of Zariski and Abhyankar.
1. Introduction
In this paper we prove local uniformization of Abhyankar valuations ν of an algebraic
function field K over a ground field k. An Abhyankar valuation is a valuation which
satisfies equality in Abhyankar’s inequality (1). These valuations are particularly well
behaved. Abhyankar [1] showed that the valuation groups of these valuations are finitely
generated, and that the residue fields of their valuation rings are finitely generated field
extensions of k. In [17, Theorem 1.1], Knaf and Kuhlmann prove that with the additional
assumption that the residue field of the valuation is separable over the ground field k, local
uniformization holds for Abhyankar valuations of algebraic function fields. A version of
this theorem, valid for Abhyankar valuations in complete local rings over an algebraically
closed field, is proven by Teissier in [23, Theorem 5.5.1]. In this paper, we prove that
local uniformization holds for Abhyankar valutions in algebraic function fields, without
any extra assumptions. Our local uniformization theorems are given in Theorems 1.1, 1.2
and 1.3, stated later in this introduction, and proven in this paper.
The proof of Knaf and Kuhlmann [17], which has the assumption that the residue field
of the Abhyankar valuation ν is separable over k, shows that there is a regular local ring
R of K which is dominated by the valuation ν such that R is smooth over the ground field
k. Without the assumption that the residue field of ν is separable over k, this may not
be possible to achieve. However, we prove in the general case of an Abhyankar valuation,
that there exists a regular local ring R of K which is dominated by the valuation ν.
Our proof is a generalization of the proof of Zariski for maximal rational rank valuations
in a characteristic zero algebraic function field, [24]. This method was used by Abhyankar
to prove local uniformization of Abhyankar valuations in two dimensional algebraic func-
tion fields over an algebraically closed ground field in [2, Section 1]. The proofs is [24] and
[2] both make use of the values of derivations of K/k to achieve reduction of multiplicity.
We only use the definition of a regular local ring: it has a regular system of parameters.
Zariski used Perron transforms in [24] to prove local uniformization for rank 1 valuations
in characteristic zero algebraic function fields, and made a reduction argument to use
this result to prove local uniformization of arbitrary rank valuations in characteristic zero
algebraic function fields. Our approach is influenced by that of Samar El Hitti in [12],
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where local uniformization is proven in characteristic zero algebraic function fields for an
arbitrary valuation, via a uniform use of higher rank Perron transforms.
A delicate point in the construction of a proof of local uniformization of an Abhyankar
valuation in the general case, when the residue field of the valuation is not separable over
the ground field k, is that it may not be possible to find a coefficient field of the completion
of a given local ring dominated by the valuation which contains k.
Before stating our local uniformization theorems, we give some necessary background
about valuations. We refer to [25], [13] and [14] for basic facts about valuations. Let K be
an algebraic function field over a field k, and ν be a valuation of K/k; that is, a valuation
of K which is trivial on k. Let Vν be the valuation ring of ν with maximal ideal mν and
Γν be its valuation group. Let t be the rank of ν, and
(0) = P νt+1 ⊂ P
ν
t ⊂ · · · ⊂ P
ν
2 ⊂ P
ν
1 = mν
be the chain of prime ideals in Vν . Let
0 = Γ0 ⊂ Γ1 ⊂ · · · ⊂ Γt = Γν
be the chain of isolated subgroups. For 1 ≤ i ≤ t, let νi be the specialization of ν with
valuation ring Vνi = VP νi . The maximal ideal mνi of Vνi is mνi = P
ν
i Vνi ; in particular,
ν1 = ν. The value group of νi is Γνi = Γν/Γi−1.
Abhyankar’s inequality ([1] and [25, Proposition 2, Appendix 2, page 331]) is
(1) rrank ν + trdegkVν/mν ≤ trdegkK
where rrank ν is the rational rank of ν. When equality holds in (1), we have that Γν ∼= Z
n
as a group for some n and Vν/mν is a finitely generated field over k. This is proven in
[1], and [25, Proposition 3, page 335, Appendix 2]. Valuations that satisfy (1) are called
Abhyankar valuations.
The following three theorems, establishing local uniformization along an Abyhankar
valuation in an algebraic function field, are proven in Section 4 of this paper, as a conse-
quence of the theory developed in Section 3. Any notation used in the statements of our
local uniformization theorems, which is not defined above, can be found in Section 2. If
Vν/mν is separable over k, these theorems are a consequence of [17, Theorem 1.1]
Theorem 1.1. Suppose that K is an algebraic function field over a field k and ν is an
Abhyankar valuation of K/k. Then there exists a regular algebraic local ring R of K such
that ν dominates R. Further,
1) R has a regular system of parameters x1,1, . . . , xt,rt such that νj(xj,1), . . . , νj(xj,rj)
is a Z-basis of Γj/Γj−1 and Pi(R) = P
ν
i ∩R is the regular prime ideal (xi,1, . . . , xt,rt)
for 1 ≤ j ≤ t.
2) We have that
(R/Pi(R))Pi(R)
∼= (V/P νi )P νi
∼= Vνi/mνi
for 1 ≤ i ≤ t.
Regular parameters as in 1) are called very good parameters of R (Definition 3.1).
Primitive transforms are defined in Definition 3.2. They are a particularly simple type
of birational transform of a regular local ring.
Theorem 1.2. Suppose that R satisfies the conclusions of Theorem 1.1.
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1) Suppose that 0 6= f ∈ R. Then there exists a sequence of primitive transforms
(2) along ν, R → R(1), such that R(1) with the resulting very good parameters
x1,1(1), . . . , xt,rt(1), satisfies the conclusions of Theorem 1.1, and
f = x1,1(1)
a1,1 · · · xt,rt(1)
at,rtu
where a1,1, . . . , at,rt ∈ N and u ∈ R(1) is a unit.
2) Suppose that I ⊂ R is an ideal. Then there exists a sequence of primitive trans-
forms (2) along ν, R→ R(1), and a1,1, . . . , at,rt ∈ N such that
IR(1) = x1,1(1)
a1,1 · · · xt,rt(1)
at,rtR(1).
3) Suppose that 0 6= f ∈ Vν. Then there exits a sequence of primitive transforms (2)
along ν, R→ R(1), such that
f = x1,1(1)
a1,1 · · · xt,rt(1)
at,rtu
where a1,1, . . . , at,rt ∈ N and u ∈ R(1) is a unit.
Theorem 1.3. Suppose that K is an algebraic function field over a field k and ν is
an Abhyankar valuation of K. Suppose that S is an algebraic local ring of K which is
dominated by ν. Then there exists a birational extension S → R such that R is a regular
algebraic local ring of K which is dominated by ν and satisfies the conclusions 1) and 2)
of Theorem 1.1.
1.1. Defect of extensions of valuations. It has become apparent that the possibility of
defect in a finite extension of valued fields is the essential obstruction to local uniformiza-
tion in positive characteristic ([19], [22] and [9]). This is somewhat surprising, since defect
does not appear explicitly in the proofs that do exist of local uniformization of arbitrary
valuations in a positive characteristic algebraic function field of dimension ≤ 3, including
[2], [21], [16], [4], [3], [6], [5]. No general results of local uniformization of arbitrary valu-
ations exist, at the time of this writing, in positive characteristic algebraic function fields
of dimension larger than 3.
We now define the classical ramification and inertia indices and the defect of a finite
extension of valued fields.
Suppose that K is a field and ν is a valuation of K. Let Vν be the valuation ring of
ν with maximal ideal mν and Γν be the value group of ν. Suppose that K → L is a
finite field extension and ω is an extension of ν to L. We have associated ramification and
inertia indices of the extension ω over ν,
e(ω/ν) = [Γω : Γν ] and f(ω/ν) = [Vω/mω : Vν/mν ].
The defect of the extension of ω over ν is
δ(ω/ν) =
[Lh : Kh]
e(ω/ν)f(ω/ν)
where Kh and Lh are henselizations of the valued fields K and L. This is a positive integer
(as shown in [14]) which is 1 if Vν/mν has characteristic zero and is a power of p if Vν/mν
has positive characteristic p.
The following theorem is a consequence of [18, Theorem 1.5].
Theorem 1.4. Let K/k be an algebraic function field and ν be a valuation of K/k.
Suppose that L is a finite extension field of K. Then the defect δ(L/K) = 1.
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This theorem plays an essential role in the proof of the local uniformization theorem of
[17].
It is shown in [9], that Zariski’s local uniformization algorithm, which takes place in a
finite extension of arbitrary valued fields, converges if and only if there is no defect. In
particular, if a projection to a regular local ring is chosen in which defect occurs, then the
resolution algorithm which we use will not converge.
In our proof of local uniformization (Theorems 1.1 - 1.3) the fact that there is no
defect in an extension of Abhyankar valuations does not appear explicitly, and we do not
use Theorem 1.4. However, since we show explicitly that Zariski’s local uniformization
algorithm converges in the completion of our local ring, it is implicit in the proof that
there is no defect in our finite extension.
1.2. Essentially finitely generated extensions of valuation rings. In this subsec-
tion, we discuss a very interesting question proposed by Hagen Knaf, and give an appli-
cation of our local uniformization theorem to improve a positive result on this question
from [10].
Let H be an ordered subgroup of an ordered abelian group G. The initial index ε(G/H)
of H in G is defined ([13, page 138]) as
ε(G/H) = |{g ∈ G≥0 | g < H>0}|,
where
G≥0 = {g ∈ G | g ≥ 0} and H>0 = {h ∈ H | h > 0}.
We define the initial index ε(ω/ν) of the finite extension K → L as ε(Γω : Γν).
We always have that ε(ω/ν) ≤ e(ω/ν) ([13, (18.3)]).
Suppose that A is a subring of a ring B. We will say that B is essentially finitely
generated over A (or that B is essentially of finite type over A) if B is a localization of a
finitely generated A-algebra.
LetD(ν, L) be the integral closure of Vν in L. The localizations ofD(ν, L) at its maximal
ideals are the valuation rings Vωi of the extensions ωi of ν to L. We have the following
remarkable theorem.
Theorem 1.5. ([13, Theorem 18.6]) The ring D(ν, L) is a finite Vν-module if and only if
δ(ωi/ν) = 1 and ε(ωi/ν) = e(ωi/ν)
for all extensions ωi of ν to L.
Hagen Knaf proposed the following interesting question, asking for a local form of the
above theorem.
Question 1.6. (Knaf) Suppose that ω is an extension of ν to L. Is Vω essentially finitely
generated over Vν if and only if
δ(ω/ν) = 1 and ε(ω/ν) = e(ω/ν)?
Knaf proved the implies direction of his question; his proof is reproduced in [10, Theorem
4.1]. If e(ω/ν) = 1, δ(ω/ν) = 1 and Vω/mω is separable over Vν/mν , then the only if
direction of the question is true, as is proven in [20]. Also, the only if direction of the
question is true if L/K is normal or ω is the unique extension of ν to L by [10, Corollary
2.2].
The only if direction of the question is proven whenK is the quotient field of an excellent
two-dimensional excellent local domain and ν dominates R in [10, Theorem 1.4]. The proof
of [10, Theorem 1.4] uses the existence of a resolution of excellent surface singularities ([21]
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or [4]) and local monomialization of defectless extensions of two dimensional excellent local
domains ([7, Theorem 3.7] and [11, Theorem 7.3]).
The only if direction is proven when K is an algebraic function field over a field k of
characteristic zero and ν is arbitrary in [8, Theorem 1.3].
We obtain the following theorem, which is proven in Section 4, as a consequence of
Theorems 1.1 and 1.3.
Theorem 1.7. Let K be an algebraic function field over a field k, and let ν be an Ab-
hyankar valuation on K. Assume that L is a finite extension of K and that ω is an
extension of ν to L. If ε(ω/ν) = e(ω/ν), then Vω is essentially finitely generated over Vν .
The defect δ(ω/ν) = 1 with the assumptions of Theorem 1.7 by Theorem 1.4 as ν is an
Abhyankar valuation.
Theorem 1.7 is proven in [10, Theorem 1.5], with the additional assumption that Vω/mω
is separable over k. To prove the stronger Theorem 1.7, we must only modify the proof
of [10, Theorem 1.1] by observing that the statement of [10, Theorem 7.2] is true without
the assumption that Vν/mν is separable over k, using Theorems 1.1 and 1.2 of this paper
in place of [17, Theorem 1.1].
2. Notation
We will denote the non-negative integers by N and Z>0 will denote the positive integers.
If R is a local ring we will denote its maximal ideal by mR. A regular prime ideal in a
Noetherian local ring is a prime ideal P such that R/P is a regular local ring. If A is a
domain then QF(A) will denote the quotient field of A. Suppose that A is a subring of a
ring B. We will say that B is essentially finitely generated over A (or that B is essentially
of finite type over A) if B is a localization of a finitely generated A-algebra. If R and S are
local rings such that R is a subring of S and mS ∩R = mR then we say that S dominates
R.
Suppose that k is a field and K/k is an algebraic function field over k. An algebraic local
ring of K is a local domain which is essentially of finite type over k and whose quotient
field is K. A birational extension R→ R1 of an algebraic local ring R of K is an algebraic
local ring R1 of K such that R1 dominates R.
If ν is a valuation of a field K, we will denote the valuation ring of ν by Vν and its
maximal ideal by mν . If a valuation ring Vν dominates A we will also say that ν dominates
A. If A is a subring of a valuation ring Vν , we will write Aν for the localization of A at
mν ∩A.
A valuation ν of a function field K/k is a valuation of K which is trivial on k.
A pseudo valuation µ on a local domain R is a prime ideal P of R and a valuation µ on
the quotient field of R/P which dominates R/P . If µ is a pseudo valuation on a domain
R, we will write µ(f) =∞ if f is in the kernel P of the map from R to Vµ.
3. Abhyankar valuations
Let K be an algebraic function field of a field k and let ν be an Abhyankar valuation
of K/k. Since ν is Abhyankar, there exists a transcendence basis
x0,1, . . . , x0,r0 , x1,1, . . . , x1,r1 , x2,1, . . . , xt,1, . . . , xt,rt ∈ Vν
of K over k such that the classes x0,1, . . . , x0,r0 of x0,1, . . . , x0,r0 in Vν/mν are a tran-
scendence basis of Vν/mν over k and ν(xi,1), . . . , ν(xi,ri) is a Z-basis of Γi/Γi−1 for 1 ≤
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i ≤ t. In particular, ν(xi,1), . . . , ν(xt,rt) is a Z-basis of Γνi for all i, and the classes of
x0,1, . . . , xi−1,ri−1 in Vνi/mνi is a transcendence basis of Vνi/mνi over k.
Definition 3.1. Suppose that A is a regular algebraic local ring of K which is dominated
by νi. A regular system of parameters zi,1, . . . , zt,rt in A such that νi(zj,1), . . . , νi(zj,rj) is
a basis of Γj/Γj−1 for i ≤ j ≤ t is called a very good regular system of parameters in A.
Definition 3.2. Suppose that A is a regular algebraic local ring of K which is dominated
by νi. Suppose that zi,1, . . . , zt,rt is a good regular system of parameters in A. A primitive
transform along νi, A→ A1, is defined by
(2) zj,k = zj,k(1)zl,m
where νi(zj,k) > ωi(zl,m). We define A1 = A[zj,k(1)]νi . Then A1 is a regular algebraic
local ring of K which has the good regular system of parameters zi,1(1), . . . , zt,rt(1) where
zα,β(1) = zα,β if (α, β) 6= (j, k).
The following proposition is [10, Proposition 7.4], which is a generalization of [24, The-
orem2].
Proposition 3.3. Suppose that A is a regular algebraic local ring of K which is dominated
by νi and zi,1, . . . , zt,rt is a good regular system of parameters in A. Suppose that M1 =∏
α,β z
aα,β
α,β and M2 =
∏
α,β z
bα,β
α,β are monomials such that ωi(M1) < ωi(M2). Then there
exists a sequence of primitive transforms along νi,
A→ A1 → · · · → As,
such that M1 divides M2 in As.
Proof. There exists a largest index l such that
∏
j z
al,j
l,j 6=
∏
j z
bl,j
l,j . Then νi(
∏
j z
al,j
l,j ) <
νi(
∏
j z
bl,j
l,j ). By [24, Theorem 2], there exists a sequence of primitive transforms A→ As
along νi in the variables zl,j(m) from the regular parameters of Am as j varies, such that∏
j z
al,j
l,j divides
∏
j z
bl,j
l,j in As. Writing M1 and M2 in the regular parameters zi,j(s) of As
as
M1 =
∏
zi,j(s)
ai,j (s) and M2 =
∏
zi,j(s)
bi,j(s),
we have that
M2 =
∏
i<l,j
zi,j(s)
bi,j (s)
∏
j
zl,j(s)
bl,j(s)
∏
i>l,j
zi,j(s)
ai,j (s)

with bl,j(s) − al,j(s) ≥ 0 for all j and for some j, bl,j(s) − al,j(s) > 0. Without loss of
generality, this occurs for j = 1. (If bl,j(s) = al,j(s) for all j, then al,j = bl,j for all j in
contradiction to our choice of l.)
Now perform a sequence of primitive transforms As → Am along νi defined by zl,1(t) =
zl,1(t+ 1)zα,β(t+ 1) for α < l and β such that bα,β(t) < aα,β(t) where
M1 =
∏
zα,β(t)
aα,β(t) and M2 =
∏
zα,β(t)
bα,β(t)
to achieve that M1 divides M2 in Am. 
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3.1. Construction of an algebraic local ring which is dominated by ν and has
some good properties. Let L = k(x0,1, . . . , xt,rt). L→ K is a finite field extension. Let
ω = ν|L and ωi = νi|L.
Let
Ri = k[x0,1, . . . , xt,rt ]ωi = k(x0,1, . . . , xi−1,ri−1)[xi,1, . . . , xt,rt ](xi,1,...,xt,rt),
a regular local ring.
Lemma 3.4. Suppose that f ∈ Vωi . Then there exists a sequence of primitive transforms
along ωi,
Ri → R
1
i = Ri[xi,1(1), . . . , xt,rt(1)](xi,1(1),...,xr,tr (1))
such that f = uM where M is a monomial in xi,1(1), . . . , xr,tr(1) and u is a unit in R
1
i .
It follows that Vωi/mωi = k(x0,1, . . . , xi−1,ri−1).
Proof. Write f = g
h
with g, h ∈ Ri. Expand g =
∑
αλi,1,...,λt,rtx
λi,1
i,1 · · · x
λt,rt
t,rt
and h =∑
βλi,1,...,λt,rtx
λi,1
i,1 · · · x
λt,rt
t,rt
in Rˆi = κ[[xi,1, . . . , xt,rt ]] with
αλi,1,...,λt,rt , βλi,1,...,λt,rt ∈ κ = k(x0,1, . . . , x0,r0).
Let I = (x
λi,1
i,1 · · · x
λt,rt
t,rt
| αλi,1,...,λt,rt 6= 0) and J = (x
λi,1
i,1 · · · x
λt,rt
t,rt
| βλi,1,...,λt,rt 6= 0) which
are ideals in Ri. By Proposition 3.3, there exists a sequence of primitive transforms along
ωi, Ri → R(1) = Ri[xi,1(1), . . . , xt,rt(1)](xi,1(1),...,xr,tr (1)) and di,1, . . . , dt,rt , ei,1, . . . , er,tr ∈ N
such that IR(1) = xi,1(1)
di,1 · · · xt,rt(1)
dr,trR(1) and JR(1) = xi,1(1)
ei,1 · · · xt,rt(1)
er,trR(1)
and dk,l ≥ ek,l for all k, l. Thus g = xi,1(1)
di,1 · · · xt,rt(1)
dt,rr γ and
h = xi,1(1)
ei,1 · · · xt,rt(1)
et,rr δ
where γ, δ ∈ R̂(1) are units. Now γ, δ ∈ K ∩ R̂(1) = R(1) are units (by Lemma [2, Lemma
2]). Thus f = xi,1(1)
di,1−ei,1 · · · xt,rt(1)
dt,rt−et,rrγδ−1 has the desired form in R(1).

Remark 3.5. The sequence of primitive transforms Ri → R
1
i of Lemma 3.4 induces a
sequence of primitive transforms
R1 → R
1
1 = R1[xi,1(1), . . . , xt,rt(1)](x1,1,...,xi−1,ri−1 ,xi,1(1),...,xt,rt(1))
along ω such that (R11)(xi,1(1),...,xt,rt(1)) = R
1
i .
Now Vωi/mωi = k(x0,1, . . . , xi−1,ri−1) → Vνi/mνi is a finite algebraic extension since νi
is Abhyankar. Thus there exists αi,1, . . . , αi,si ∈ Vνi/mνi such that
Vνi/mνi = (Vωi/mωi)(αi,1, . . . , αi,si).
Let Ti be the integral closure of Vωi in L. There exists a maximal ideal m of Ti such
that (Ti)m = Vνi and so Vνi/mνi = Ti/m. Let αi,1, . . . , αi,s be lifts of αi,1, . . . , αi,si to Ti.
Let fj(x) ∈ Vωi [x] be the minimal polynomial of αi,j over L. Let a
k
i,j be the coefficients of
the fj(x). By Lemma 3.4, and Remark 3.5, there exists a sequence of primitive transforms
along ω, R1 → R
1
1, such that
aki,j ∈ (R
1
1)ωi = (R
1
1)(xi,1(1),...,xt,rt(1))
for all j, k.
We may thus construct a sequence of primitive transforms along ω
R1 → R(1)→ · · · → R(t)
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such that
R(t) = k(x0,1, . . . , x0,r0)[x1,1(t), . . . , xt,rt(t)](x1,1(t),...,xt,rt(t))
,
and
(R(t))ωi = k(x0,1, . . . , x0,r0 , x1,1(1), . . . , xi−1,ri−1(t))[xi,1(t), . . . , xt,rt(t)](xi,1(t),...,xt,rt(t))
for 1 ≤ i ≤ t and aki,j ∈ (R(t))ωi for all j, k and i.
Replacing R1 with R(t), we may assume that a
k
i,j ∈ (R1)ωi for all i, j, k.
Let B be the integral closure of R = R1 in K. Let Pi(R) = P
ν
i ∩ R = P
ω
i ∩ R. Then
BPi(R) is the integral closure in K of Rωi = RPi(R) for all i. Thus αi,j ∈ BPi(R) for all j.
Now BPi(R) is a finite Rωi module for all i and BPi(R) ∩ P
ν
i is a maximal ideal in BPi(R).
Thus there exists a maximal ideal mi in BPi(R) such that mi = BPi(R) ∩mνi . Thus B̂νi
is the mi-adic completion of BPi(R) with respect to mi and Bνi/mBνi = BPi(R)/mi. We
have
(3)
Vωi/mωi = Rωi/mRωi = k(x0,1, . . . , xi−1,ri−1) ⊂ k(x0,1, . . . , xi−1,ri−1)(αi,1, . . . , αi,si)
⊂ BPi(R)/mi = Bνi/mBνi ⊂ Vνi/mνi = (Vωi/mωi)(αi,1, . . . , αi,si)
so BPi(R)/mi = Bνi/mBνi = Vνi/mνi for all i.
Now BPi(R) is a finite Rωi-module which implies that
Pi(R)(BPi(R))mi = (xi,1, . . . , xt,rt)Bmi
is an mi-primary ideal in Bmi , so that xi,1, . . . , xt,rt is a system of parameters in Bmi ,
since
(4) dimBmi = dimRωi = ri + · · · + rt.
Thus xi,1, . . . , xt,rt is a system of parameters in B̂mi = B̂νi .
Let ki be a coefficient field of B̂νi (so ki
∼= Vωi/mωi). ki[[xi,1, . . . , xt,rt ]] ⊂ B̂νi is a power
series ring, by [25, Corollary 2, page 293], and B̂νi is a finite module over ki[[xi,1, . . . , xt,rt ]]
by [25, Remark on page 293]. By our construction, νi(xi,1), . . . , νi(xt,rt) is a Z-basis of Γωi
and ki ∼= Vωi/mωi for 1 ≤ i ≤ t. Let Pi+1(Bνi) be the prime ideal
Pi+1(Bνi) = (P
ν
i+1Vνi) ∩Bνi ⊂ (P
ν
i Vνi) ∩Bνi = mBνi .
Equation (4) implies that
dimBνi = ri + · · · + rt = dimRωi
for all i. Thus
dimBνi/Pi+1(Bνi) = dimBνi − dim(Bνi)Pi+1(Bνi ) = dimBνi − dimBνi+1 = ri.
Now B̂νi is reduced and equidimensional of the same dimension ri + · · ·+ rt as Bνi and
(5) Pi+1(Bνi)B̂νi = I1 ∩ · · · ∩ Iu
where the Ij are prime ideals in B̂νi such that
dim B̂νi/Ij = dimBνi/Pi+1(Bνi) = ri
for all j by [15, Scholie IV.7.8.3]. Define a prime ideal Qi+1 = Qi+1(B̂νi) in B̂νi of the
Cauchy sequences {fj} in Bνi such that given γ ∈ Γi/Γi−1, there exists j0 such that
νi(fj) > γ for j ≥ j0.
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We have an injective finite map
ki[[xi,1, . . . , xi,ri ]]
∼= ki[[xi,1, . . . , xt,rt ]]/Qi+1 ∩ ki[[xi,1, . . . , xt,rt ]]→ B̂νi/Qi+1
so dim B̂νi/Qi+1 = ri. Now Pi+1(Bνi)B̂νi ⊂ Qi+1 implies one of the Ij in (5) is Qi+1.
Thus after possibly reindexing the Ij, we have that Qi+1 = I1 and
(6) Pi+1(Bνi)B̂νi = Qi+1 ∩ I2 ∩ · · · ∩ Iu.
νi is composite with the valuation νi with valuation ring Vνi = (Vν/P
ν
i+1)P νi , value group
Γνi = Γi/Γi−1 and residue field (Vν/P
ν
i )P νi . νi naturally induces a valuation on B̂νi/Qi+1.
(7)
There exists a local ring D which is essentially of finite type over k,
such that Bν1 is a quotient of D.
Let Pi(D) be the preimage of P
ν
i under the composition D → Bν1 → Vν and let
Di = DPi(D). Then Di are regular local rings which are essentially of finite type over k
with regular parameters xi,1, . . . , xi,ri , xi+1,1, . . . , xt,rt , y1, . . . , ym in Di such that Bνi is a
quotient of Di (we identify the xi,j with their image in B).
We have that νi induces a pseudo-valuation on Di with kernel Pt+1(Ui). Let Ai = D̂i =
ki[[xi,1, . . . , xi,ri , xi+1,1, . . . , xt,rt , y1, . . . , ym]]. Let Q = Qi+1(Ai) be the preimage of Qi+1
in Ai. Then νi induces a pseudo valuation on B̂νi with kernel Qi+1 and induces a pseudo
valuation on Ai with kernel Q = Qi+1(Ai). νi induces a pseudo valuation on Di, with
kernel
(8) Pi+1(Di) = Q(Ai) ∩Di
which is the preimage of P νi+1 in Di.
More generally, suppose that
(9)
Ui is a regular local ring which is essentially of finite type over k with quotient field K
such that Ui dominates Di and the pseudo valuation νi dominates Ui.
We then have a natural homomorphism pi : Ui → Vνi . For j such that i ≤ j ≤ t + 1,
define
(10) Pj(Ui) = pi
−1(P νj Vνi).
We have a chain of prime ideals
Pt+1(Ui) ⊂ Pt(Ui) ⊂ · · · ⊂ Pi(Ui) = mUi .
Suppose that
(11) xi,1, . . . , xi,ri , xi+1,1, . . . , xi+1,ri+1 , . . . , xt,rt , y1, . . . , ym
is a regular system of parameters in Ui such that νj(xj,1), . . . , νj(xj,tj ) is a Z-basis of
Γj/Γj−1 for 1 ≤ j ≤ t. Such a regular system of parameters will be called a good regular
system of parameters. Sometimes we will abuse notation and allow a good system of
parameters to be a permutation of an ordered list (11).
We define four types of transformations Ui → U(1) along νi.
Type (1, j) with i ≤ j. This is a transform
xj,k =
rj∏
l=1
xj,l(1)
ak,l , for 1 ≤ i ≤ rj
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where ak,l ∈ N, Det(ak,l) = ±1 and νi(xj,l(1)) > 0 for all l. We define
U(1) = Ui[xj,1(1), . . . , xj,rj(1)]νi .
Type (2, j) with i ≤ j. Suppose u ∈ {xj+1,1, . . . , xt,rt , y1, . . . , ym} with νi(u) ∈ Γj+1. Let
a1, . . . , arj ∈ N. Define
u = xa1j,1 · · · x
arj
j,rj
u(1)
and U(1) = Ui[u(1)]νi .
Type (3, j) with i ≤ j. Suppose νi(yk) ∈ Γj and νj(yk) = a1νj(xj,1) + · · · + arjνj(xj,rj)
with a1, . . . , arj ∈ N and
νi
 yk
xa1j,1 · · · x
arj
j,rj
 ≥ 0.
Define yk = x
a1
j,1 · · · x
arj
j,rj
yk(1) and U(1) = Ui[yk(1)]νi .
Type (4, j) with i ≤ j. Suppose that u ∈ {xj+1,1, . . . , xt,rt , y1, . . . , ym} with νi(u) ∈
Γj. Suppose that a1, . . . , arj ∈ N are such that νi(u) > νi(x
a1
j,1 · · · x
arj
j,rj
). Define u =
xa1j,1 · · · x
arj
j,rj
u(1) and U(1) = Ui[u(1)]νi .
In all four cases, U(1) has a natural good system of regular parameters.
We also define analogously formal transforms along νi. Let Ui be as above. A good
regular system of parameters in Ai is a regular system of parameters in Ai of the form (11)
with xi,1, . . . , xt,rt part of good regular system of parameters in Ui and y1, . . . , ym ∈ Ai
possibly formal. We will construct sequences of formal transforms along νi
Ai = Ûi → A(1)→ · · · → A(l)
where each arrow is a formal transform of one of the four above types. We have a natural
extension of νi to a pseudo valuation of A(l).
We will now fix i. Let xj = xi,j and r = ri.
There exists a sequence of transforms along νi, Ui → U(1), such that U(1) has regular
parameters x1(1), . . . , ym(1) such that x1(1) · · · xr(1) divides each of
x1, . . . , xr, xi+1,1, . . . , xt,rt , y1, . . . , ym
in U(1). We have an induced map Ai → A(1) = Û(1). Suppose that α ∈ ki and q ∈ Z+.
Then there exist α′ ∈ Ui and h ∈ m
q
Ai
such that α = α′ + (x1(1) · · · xr(1))
qh1 with
h1 ∈ Ai(1). Replacing Ui with Ui(1), we may suppose that this property holds in Ai.
That is, given α ∈ ki and q > 0, there exist α
′ ∈ Ui and h ∈ Ai such that
(12) α = α′ + (x1 · · · xr)
qh.
(13)
Suppose that there exist good regular parameters
x1, . . . , xr, z1, . . . , zm, xi+1,1, . . . , xt,rt , w1, . . . , wl
in Ai such that xi+1,1, . . . , wl ∈ Q = Qi+1(Ai). If m = 0 then Q is generated by part of
a regular system of parameters in Ai, and so Ai/Q is a regular local ring.
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(14)
We will prove that we can perform a sequence of transforms along νi, Ui → U(1), and
find a regular system of parameters in A(1) = Û(1) such that m = 0.
We will prove this by induction on m. Suppose that m ≥ 1, and let z = z1. We may
assume that z ∈ Ui.
Let z be the class of z in B̂νi/Qi+1. The element z is integral over Ci = ki[[x1, . . . , xr]].
Thus there exists a relation zn + an−1z
n−1 + · · · + a0 = 0 with all aj ∈ Ci. Thus z
n +
an−1z
n−1 + · · ·+ a0 ∈ Q. That is, νi(z
n + an−1z
n−1 + · · · + a0) =∞.
Set f(x1, . . . , xr, x) = x
n + an−1x
n−1 + · · · + a0, a polynomial in Ci[x]. We have that
f(0, . . . , 0, x) ∈ ki[x]. Let µ = ord f(0, . . . , 0, x). We have that 1 ≤ µ ≤ n.
3.2. The reduction algorithm. If µ = 1 we replace z with f(x1, . . . , xr, z), and obtain
a reduction in m. So suppose that µ ≥ 2. Set an = 1 and let ρ = min{νi(ajz
j)}. Write
a0 + a1z + · · ·+ an−1z
n−1 + zn = ai1z
i1 + · · · + aisz
is + ais+1z
is+1 + · · ·+ ain+1z
in+1
where ρ = νi(z
i1) = · · · = νi(aisz
is), with i1 < · · · < is and ρ < νi(aijz
ij ) < νi(aij+1z
ij+1)
if j > s.
There exist di ∈ Z such that νi(z) =
∑r
i=1 diνi(xi). There exists a formal transform
Ai → A(1) along νi of type (1,i), xj =
∏
k xk(1)
bjk for 1 ≤ j ≤ r, as in Lemma 3.4, such
that A(1) has regular parameters x1(1), . . . , xr(1), z, . . . such that if aij is nonzero, then
aij is a unit aij in ki[[x1(1), . . . , xr(1)]] times a monomial in x1(1), . . . , xr(1). Further, by
Proposition 3.3, xd11 · · · x
dr
r is a monomial x1(1)
e1 · · · xr(1)
er (all ei are nonnegative).
Now perform the formal transform A(1)→ A(2) along νi of type (3,i) defined by
(15) z = x1(1)
e1 · · · xr(1)
er z˜1
so that νi(z˜1) = 0. Now A(2)/mA(2) ⊂ Vνi/mνi
∼= ki so ki continues to be a coefficient
field of A(2) and there exists a unit α ∈ ki such that setting
(16) z1 = z˜1 − α,
x1(1), . . . , xr(1), z1, . . . are good regular parameters in A(2).
(17)
If νi(z1) =∞ we terminate the algorithm.
Since z1 ∈ Qi+1(2) = Qi+1(A(2)), we have a reduction of m in A(3).
Suppose that νi(z1) 6=∞, We have that
f(x1, . . . , xr, z) = ai1z
i1 + · · ·+ aisz
is + ais+1z
is+1 + · · ·+ ain+1z
in+1
= x1(1)
g1 · · · xr(1)
gr
(
ai1(z1 + α)
i1 + · · · + · · · + ais(z1 + α)
is
)
+ x1(1)
g1,is+1 · · · xr(1)
gr,is+1ais+1(z1 + α)
is+1 + · · ·
+ x1(1)
g1,in+1 · · · xr(1)
gr,in+1ain+1(z1 + α)
in+1 .
Now perform a formal transform along νi A(2)→ A(3) of type (1,i) in x1(1), . . . , xr(1) so
that x1(1)
g1 · · · xr(1)
gr divides x1(1)
g1,ij · · · xr(1)
gr,ij for all j. Setting
f1(x1(1), . . . , xr(1), z1) =
f
x1(1)g1 · · · xr(1)gr
∈ ki[[x1(1), . . . , xr(1)]][z1]
we have that νi(f1) =∞. We expand
(18) f1 = ai1(z1 + α)
i1 + · · · + ais(z1 + α)
is + x1(2) · · · xr(2)Ω
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with Ω ∈ ki[[x1(2), . . . , xr(2)]][z1]. We have that
f1(0, . . . , 0, z1) = a˜i1(z1 + α)
i1 + · · · + a˜is(z1 + α)
is ∈ ki[z1].
where α˜ij is the residue of aij in ki
∼= A(2)/mA(2). We have that 1 ≤ ord f1(0, . . . , 0, z1) ≤
µ (since νi(f1) =∞).
(19)
If ord f1(0, . . . , 0, z1) < µ then we have a reduction. Go back to Subsection 3.2 with z
replaced by z1, Ai replaced with A(3), Ci replaced with ki[[x1(2), . . . , xr(2))]], f replaced
with f1 and µ replaced with ord f1(0, . . . , 0, z1).
Of course we many now have that z is formal.
If ord f1(0, . . . , 0, z1) = µ, then is = µ, ais is a unit in Ci (since ord f(0, . . . , 0, x) = µ)
and f1(0, . . . , 0, z1) = aisz
µ
1 . Thus
f1(0, . . . , 0, z1 − α) = a˜i1z
i1
1 + · · ·+ a˜isz
is
1 = ais(z1 − α)
is .
So, i1 = 0 and ai1 6= 0. Thus
νi(z) =
1
µ
νi(ai0) =
1
µ
νi(a1)
∈ 1
µ
(Nνi(x1) + · · · + Nνi(xr)) ∩ (Zνi(x1) + · · ·+ Zνi(xr))
= Nνi(x1) + · · ·+ Nνi(xr).
Thus there exist l1, . . . , lr ∈ N such that νi(z) = νi(x
l1
1 · · · x
lr
r ).
There therefore exists λ ∈ ki ∼= Vνi/mνi such that νi(z − λx
l1
1 · · · x
lr
r ) > νi(z). Set
z1 = z − λx
l1
1 · · · x
lr
r and f1(x1, . . . , xr, z1) = f(x1, . . . , xr, z) (this f1 is different from the
f1 of (18)). We have that ord f1(0, . . . , 0, z1) = µ.
(20)
Go back to the beginning of Subsection 3.2 with z replaced by z1 and f replaced with f1,
and run the reduction algorithm in Ai.
Of course we now have that z is formal.
3.3. Termination of the reduction algorithm. We either terminate after a finite num-
ber of iterations of the reduction algorithm, so that we terminate with either µ = 1 at
the beginning of an iteration, or ν(z1) =∞ in equation (17), or after a finite number s of
reductions (19) of µ, we never find a reduction in µ after that, performing the operation
of equation (20) infinitely many times.
We thus construct a sequence
Ai = G(0)→ G(1)→ · · · → G(s)
where each G(j) → G(j + 1) is an iteration of the reduction algorithm, culminating in
the reduction step (19). In G(0) = Ai, we start with z ∈ Ui with νi(z) < ∞, and so that
x1(0), . . . , xr(0), z are part of a good regular system of parameters in Ui. If s > 0, we
make a change of variables
(21) z0 = z −
∑
λ0,lx1(0)
u1,l(0) · · · xr(0)
ur,l(0)
with λ0,l ∈ ki and the sum is finite. We then apply the reduction algorithm to z0, to
construct G(0)→ G(1).
Each G(j − 1) → G(j) terminates with a new variable z′j , which is derived from zj−1
in the reduction algorithm (these are the variables named z1 and z respectively in the
reduction step (19)). The reduction algorithm gives x1(j), . . . , xr(j), z
′
j which are part of
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a regular system of parameters in G(j). If νi(z
′
j) = ∞, we terminate in (17), so that we
have obtained a reduction of m in (13). If j < s, we make a change of variables
(22) zj = z
′
j −
∑
λj,lx1(j)
u1,l(j) · · · xr(j)
ur,l(j)
with λj,l ∈ ki and the sum is finite, and perform the reduction algorithm on zj in G(j).
We thus construct z0, z1, . . . , zs by performing the reduction algorithm of subsection
3.2, each time obtaining a reduction in µ, giving a formal sequence of transforms
Ai = G(0)→ · · · → G(s)
along νi. The reduction algorithm produces an equation
fs(x1(s), . . . , xr(s), zs) ∈ ki[[x1(s), . . . , xr(s)]][zs]
such that νi(fs) =∞ and ord fs(0, . . . , 0, zs) = µ. If µ = 1 then the algorithm terminates
with a reduction of m in (13), since fs(x1(s), . . . , xr(s), zs) ∈ Q(s) = Qi+1(G(s)) is then
part of a regular system of parameters in G(s). Otherwise, we repeat the algorithm of sub-
section 3.2 infinitely many times in G(s), each time culminating in step (20), constructing
αs+ix1(s)
g1(s+i) · · · xr(s)
gr(s+i) for i ≥ 0 with αs+i ∈ ki and g1(s + i), . . . , gr(s + i) ∈ N
such that for all i,
νi(x1(s)
g1(s+i+1) · · · xr(s)
gr(s+i+1)) > νi(x1(s)
g1(s+i) · · · xr(s)
gr(s+i))
and the sequence
zs+i+1 = zs+i − αs+ix1(s)
g1(s+i) · · · xr(s)
gr(s+i)
satisfies
νi(zs+i) = νi(x1(s)
g1(s+i) · · · xr(s)
gr(s+i)), νi(zs+i+1) > νi(zs+i).
Since νi(x1(s)
g1(s+i) · · · xr(s)
gr(s+i)) is an increasing sequence in the semigroup Nνi(x1(s))+
· · · + Nνi(xr(s)), we have that νi(x1(s)
g1(s+i) · · · xr(s)
gr(s+i)) 7→ ∞ as i 7→ ∞. Thus
νi(zs+i) 7→ ∞ as i 7→ ∞. Let z∞ be the limit in G(s) of the Cauchy sequence {zs+i}. We
have that the regular parameter z∞ satisfies νi(z∞) = ∞, so z∞ ∈ Q(s) = Qi+1(G(s))
and so we have a reduction of m in G(s) in (13).
3.4. The algorithm comes from an algebraic sequence of transforms. We will
show that there exists a sequence
Ui = V (0)→ V (1)→ · · · → V (s)
such that each sequence V (j) → V (j + 1) is a sequence of transforms along νi such that
G(j) = Vˆ (j) for all j. Each G(j)→ G(j + 1) has a factorization
G(j) = E(0)→ E(1)→ E(2)→ E(3) = G(j + 1)
corresponding to the factorization
Ai → A(1)→ A(2)→ A(3)
of the main algorithm, with regular parameters x1(j), . . . , xr(j), zj , . . . in E(0), where
zj is defined by (22), corresponding to the regular parameters x1, . . . , xr, z0, . . . in Ai
in the notation of the reduction algorithm and (21). We then have regular parameters
w1(1), . . . , wr(1), zj , . . . in E(1) corresponding to the regular parameters x1(1), . . . , xr(1), z0, . . .
in A(1). We have regular parameters w1(1), . . . , wr(1), z
′
j+1, . . . in E(2) corresponding to
the regular parameters x1(1), . . . , xr(1), z1, . . . in A(2). Finally, we have regular param-
eters w1(2), . . . , wr(2), z
′
j+1, . . . in E(3) corresponding to x1(2), . . . , xr(2), z1, . . . in A(3).
The variable z′j+1 is named to be consistent with (22).
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We will construct the V (j) by induction, so that V (j) has regular parameters
x1(j), . . . , xr(j), z
∗
j , . . .
such that
(23) z∗j = zj + (x1(j) · · · xr(j))
σ(j)hj
with hj ∈ G(j) = ˆV (j), and so that we can take σ(j) arbitrarily large.
If j = 0, we define z∗0 as in (24) below.
Suppose that we have constructed V (0) → V (j) and j < s. We will construct V (j) →
V (j + 1). Then the transform G(j) = E(0) → E(1), which is in terms of x1(j), . . . , xr(j)
and w1(1), . . . , wr(1) gives a transform V (j) → F (1) along νi of type (1,i) such that
F̂ (1) = E(1). The transform E(1)→ E(2) is defined by equation (15), which is
zj = w1(1)
e1 · · ·wr(1)
er w˜j+1
in terms of variables of E(1) andE(2). Now x1(j) · · · xr(j) is a monomial in w1(1), . . . , wr(1)
in which all variables have positive exponents. Taking σ(j) sufficiently large in (23), we
have that w1(1)
e1 · · ·wr(1)
er divides (x1(j) · · · xr(j))
σ(j) in F (1) and
(x1(j) · · · xr(j))
σ(j)
w1(1)e1 · · ·wr(1)er
= w1(1)
v1 · · ·wr(1)
vr ∈ mF (1).
Thus νi(z
∗
j ) = νi(zj). Let F (1)→ F (2) be the transform along νi of type (3,i) defined by
z∗j = w1(1)
e1 · · ·wr(1)
er v˜j+1.
Then
w˜j+1 = v˜j+1 −w1(1)
v1 · · ·wr(1)
vrhj
and so F̂ (2) = E(2). Now the variable z′j+1 of E(2) defined by (16) in terms of variables
of E(2) is z′j+1 = w˜j+1 − α, for suitable α ∈ ki . By (12), there exists α
′ ∈ Ui such that
α = α′ + (w1(1) · · ·wr(1))
τ(j)h where h ∈ E(2) and τ(j) can be arbitrarily large.
Set v′j+1 = v˜j+1−α
′. We have that w1(1), . . . , wr(1), z
′
j+1 is part of a regular system of
parameters in E(2) and w1(1), . . . , wr(1), v
′
j+1 are part of a regular system of parameters
in F (2) such that
v′j+1 = z
′
j+1 + (w1(1) · · · + wr(1))
β(j)gj
with gj ∈ E(2) and β(j) can be arbitrarily large.
Finally, the transform E(2)→ E(3) is in terms of w1(1), . . . , wr(1) and w1(2), . . . , wr(2)
so gives a transform F (2) → F (3) along νi of type (1,i) such that F̂ (3) = E(3). We have
thus constructed V (j + 1) = F (3).
Now in the change of variables of (22), we have
zj+1 = z
′
j+1 −
∑
l
λj+1,lx1(j + 1)
u1,l(j+1) · · · xr(j + 1)
ur,l(j+1)
where xl(j + 1) = wl(2) for 1 ≤ l ≤ r. We apply (12) to find λ
′
j+1,l ∈ Ui such that
λj+1,l = λ
′
j+1,l + (x1(j + 1) · · · xr(j + 1))
ω(j+1)hj+1,l
where hj+1,l ∈ G(j + 1) and ω(j + 1) can be arbitrarily large, and set
(24) z∗j+1 = v
′
j+1 −
∑
l
λ′j+1,lx1(j + 1)
u1,l(j+1) · · · xr(j + 1)
ur,l(j+1).
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After m iterations of the algorithms of subsections 3.2 - 3.4, each iteration producing a
reduction of m in (13), we obtain the following theorem.
Theorem 3.6. There exists a sequence of transforms Ui → U(1) along νi such that
Qi+1(1) = Qi+1(Û(1)) is a regular prime ideal in Û(1).
3.5. Resolution in the smallest rank. Suppose that there exist
w1, . . . , wl ∈ P = Pi+1(Ui) = Qi+1(Ai) ∩ Ui ⊂ Ui
and zˆ1, . . . , zˆm ∈ Q = Qi+1(Ai) ⊂ Ai = Û(i) such that
(25)
Q = (zˆ1, . . . , zˆm, xi+1,1, . . . , xt,rt , w1, . . . , wl)
and
x1, . . . , xr, zˆ1, . . . , zˆm, xi+1,1, . . . , xt,rt , w1, . . . , wl
is a good regular system of parameters in Ai.
We will show that if m ≥ 1, then there exists a sequence of transforms Ui → U(1) along
νi such that there exist an expression 25 in U(1) and A(1) = Uˆ(1) with a decrease of m
(and increase in l).
We will prove this by descending induction on m. By Theorem 3.6, we can assume that
there is such an expression with m = dimUi − dimBνi (and l = 0).
From equation (6), we have a reduced primary decomposition PAi = Q ∩ I2 ∩ · · · ∩ Iu.
Thus there exists f1, . . . , fl ∈ P and a1, . . . , al ∈ (Ai)Q such that a1f1 + · · · + alfl = zˆ1.
Write ai =
bi
ci
where bi ∈ Ai and ci ∈ Ai \Q. Set di = bi
∏
j 6=i cj. Then
d1f1 + · · ·+ dlfl = czˆ1
where c =
∏
ci 6∈ Q (so νi(c) <∞).
We will show that there exists g ∈ P such that g has an expansion
(26) g = α1zˆ1 + α2zˆ2 + · · · + αnwl with αi ∈ Ai and α1 6∈ Q.
If one of the fi has such an expansion, then we set g = fi. Otherwise,
fi ∈ (zˆ
2
1 , zˆ2, . . . , wl)
for all i, and so, czˆ1 =
∑l
i=1 difi ∈ (zˆ
2
1 , zˆ2, . . . , wl). But c 6∈ Q implies czˆ1 6∈ (zˆ
2
1 , zˆ2, . . . , wl),
a contradiction. Thus some fi has an expansion (26).
Suppose g ∈ Ai has an expansion (26). Let τ = νi(α1) < ∞. For 1 ≤ j ≤ m, there
exists zj ∈ Ui such that zˆj = zj + hj where hj ∈ m
2τ
Ai
. Substituting into (26), we obtain
an expansion
g = δ0 + δ1z1 + δ2z2 + · · ·+ δnwl
with δ0 ∈ (mki[[x1,...,xr]])
2τ , δ1, . . . , δn ∈ Ai and νi(δ1) = τ <∞.
Expand
δ1 =
∑
1≤i
βix
b1,i
1 · · · x
br,i
r + γ1z1 + · · ·+ γnwl
where 0 6= βi ∈ ki, νi(x
b1,i
1 · · · x
br,i
r ) < νi(x
b1,i+1
1 · · · x
br,i+1
r ) for all i, and γ1, . . . , γn ∈ Ai, so
that νi(βix
b1,1
1 · · · x
br,1
r ) = τ .
Expand
δ0 =
∑
1≤i
εix
c1,i
1 · · · x
cr,i
r
where 0 6= εi ∈ ki and νi(x
c1,i
1 · · · x
cr,i
r ) < νi(x
c1,i+1
1 · · · x
cr,i+1
r ) for all i.
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Let J = ({x
b1,i
1 · · · x
br,i
r }, {x
c1,j
1 · · · x
cr,j
r }) be the ideal generated by all of the x
b1,i
1 · · · x
br,i
r
and x
c1,j
1 · · · x
cr,j
r . There exists a transform Ui → U(1) along νi of type (1,i) in x1, . . . , xr
and x1(1), . . . , xr(1) such that JU(1) is generated by x
b1,1
1 · · · x
br,1
r = x1(1)
e1 · · · xr(1)
er .
Now define a sequence of transforms U(1)→ U(2) along νi of types (2,j) and (4,j) by
zi = x1(1)
e1 · · · xr(1)
erzi(1) for 1 ≤ i ≤ m,
xj,k = x1(1)
e1 · · · xr(1)
erxj,k(1) for i+ 1 ≤ j ≤ t and all k,
wj = x1(1)
e1 · · · xr(1)
erwj(1) for all j.
We have an induced formal sequence of transforms along νi, Ai → A(1) = Û(1)→ A(2) =
Û(2). Then g = x1(1)
e1 · · · xr(1)
erg1 where g1 ∈ mA(2) satisfies g1 ≡ β1z1(1) mod m
2
A(2).
Now
g
x1(1)e1 · · · xr(1)er
∈ Û(1) ∩QF(U(1)) = U(1)
by [2, Lemma 2], and so g1 ∈ U(1) ∩Qi+1(A(2)) = Pi+1(U(2)). We thus have a reduction
of m in A(2).
By induction on m, we have thus established the following theorem.
Theorem 3.7. There exists a sequence of transforms Ui → U(1) along νi of types (i,1),
(i,2), (i,3) and (i,4)such that Pi+1(U(1)) is a regular prime ideal in U(1) and
Qi+1(Û(1)) = Pi+1(U(1))Û(1).
3.6. Resolution in arbitrary rank.
Lemma 3.8. Suppose that Ui is as in (9) and that Ui has good regular parameters
xi,1, . . . , xi,ri , y1, . . . , ym
such that νi(xi,1), . . . , νi(xi,ri) is a Z-basis of Γi/Γi−1 and the prime ideal Pi+1(Ui) of (10)
is Pi+1(Ui) = (y1, . . . , ym) so that Pi+1(Ui) is a regular prime ideal.
1) Suppose that f ∈ Ui \ Pi+1(Ui). Then there exists a sequence of transforms Ui →
U(1) along νi of types (1,i) and (2,i) such that f has an expression
f = xi,1(1)
d1 · · · xi,ri(1)
driγ,
where d1, . . . , dri ∈ N and γ ∈ U(1) is a unit.
2) Suppose that f ∈ Pi+1(Ui) and ρ ∈ Γi/Γi−1 is given. Then there exists a se-
quence of transforms Ui → U(1) along νi of types (1,i) and (2,i) such that f =
xi,1(1)
d1 · · · xi,ri(1)
driγ, where d1, . . . , dri ∈ N, γ ∈ U(1) and
νi(xi,1(1)
d1 · · · xi,ri(1)
dri ) > ρ.
The proof of Lemma 3.8 is similar to the proof of Lemma 3.4.
Proof. First assume that f is in Case 1). Expand
f =
∑
αλi,1,...,λi,rix
λi,1
i,1 · · · x
λi,ri
i,ri
+ h1y1 + · · ·+ hmym
in Ai = Uˆi with αλi,1,...,λi,ri ∈ ki not all zero and h1, . . . hm ∈ Ai. Let
I = (x
λi,1
i,1 · · · x
λi,ri
i,ri
| αλi,1,...,λi,ri 6= 0),
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an ideal in Ui. By Proposition 3.3, there exists a sequence of transforms of type (1,i) along
νi, Ui → U(1), where U(1) has good parameters xi,1(1), . . . , xi,ri(1), y1, . . . , ym and there
exist di,1 . . . , di,ri ∈ N, such that
IU(1) = xi,1(1)
di,1 · · · xi,ri(1)
di,riU(1).
Now perform a sequence of transforms of type (2,i) along νi, U(1)→ U(2) defined by
yj = xi,1(1)
di,1 · · · xi,ri(1)
di,ri yj(1) for 1 ≤ j ≤ m,
to obtain f = xi,1(1)
di,1 · · · xi,ri(1)
di,riγ where γ ∈ Û(2) is a unit. Now γ ∈ Û(2) ∩ K
implies γ ∈ U(2), achieving the conclusions of 1) in U(2).
Now suppose that f is in case 2). Then f = h1y1 + · · · + hmym with h1, . . . , hm ∈ Ui.
Then perform a sequence of transforms along νi of type (2,i), Ui → U(1), defined by
yj = x
d1
i,1 · · · x
dri
i,ri
yj(1) for 1 ≤ i ≤ m, with d1, . . . , dri ∈ N, such that νi(x
d1
i,1 · · · x
dri
i,ri
) > ρ,
to obtain the conclusions of 2) in U(1).

Lemma 3.9. Suppose that Ui is as in (9) and that Ui has good regular parameters
xi,1, . . . , xi,ri , y1, . . . , ym
such that νi(xi,1), . . . , νi(xi,ri) is a Z-basis of Γi/Γi−1 and the prime ideal Pi+1(Ui) of
(10) is Pi+1(Ui) = (y1, . . . , ym) so that Pi+1(Ui) is a regular prime ideal. Suppose that
z1, . . . , zm are good regular parameters in Ui+1 = (Ui)Pi+1(Ui). Then there exists a se-
quence of transforms along νi, Ui → U(1) of types (1,i) and (2,i) such that Ui+1 =
U(1)Pi+1(U(1)) and U(1) has good regular parameters x1,1(1), . . . , x1,r1(1), y1(1), . . . , ym(1)
such that νi(xi,1(1)), . . . , νi(x1,r1(1)) is a Z-basis of Γi/Γi−1, Pi+1(U(1)) = (y1(1), . . . , ym(1))
is a regular prime and for 1 ≤ j ≤ m,
zj = xi,1(1)
d1j · · · xi,ri(1)
d
ri
j yj(1)
with djk ∈ N for all j, k.
Proof. We have that
(y1, . . . , ym)Ui+1 = (z1, . . . , zm)Ui+1 = Pi+1(Ui)Ui+1.
Thus there exist aj,k ∈ Ui+1 such that for 1 ≤ j ≤ m,
zj =
m∑
k=1
aj,kyk.
There exist bj,k ∈ Ui and cj,k ∈ Ui \ Pi+1(Ui) such that aj,k =
bj,k
cj,k
. By Lemma 3.8, there
exists a sequence of transforms Ui → U(1) along νi of types (1,i) and (2,i) such that U(1)
has good regular parameters
xi,1(1), . . . , xi,ri(1), y1(1), . . . , ym(1)
such that for all j, k,
cj,k = xi,1(1)
d1
jk · · · xi,ri(1)
d
ri
jkγjk
where γjk are units in U(1) and d
l
jk ∈ N. Now perform a sequence of transforms U(1) →
U(2) along νi of type (2,i)
yk = xi,1(1)
ek1 · · · xi,ri(1)
ekri yk(1)
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for 1 ≤ k ≤ m so that we have expansions
zj =
m∑
k=1
fjkyk(1) for 1 ≤ j ≤ m
with fjk ∈ U(2) for all j, k. We continue to have U(2)Pi+1(U(2)) = Ui+1. Since Det(fjk)
is a unit in Ui+1, there exists an fjk such that fjk 6∈ Pi+1(U(2)). Without loss of gen-
erality, j = 1. By Lemma 3.8, there exists a sequence of transforms along νi, U(2) →
U(3), of types (i,1) and (i,2) such that U(3) has a good regular system of parameters
xi,1(3), . . . , xi,ri(3), . . . such that
fjk = xi,1(3)
α1
j,k · · · xi,ri(3)
α
ri
j,kgj,k
where gj,k ∈ U(3) is a unit if fjk 6∈ Pi+1(U(2)) and νi(xi,1(3)
α1
jk · · · xi,ri(3)
α
ri
jk ) is arbitrarily
large if gjk ∈ Pi+1(U(2)). After performing a transform U(3) → U(4) along νi of type
(i,1), and permuting the yk(1), we have an expression
z1 = xi,1(4)
β1 · · · xi,ri(4)
βri
[
g1,1y1(1) +
m∑
k=2
g′1,kyk(1)
]
where g′jk ∈ U(4) and g11 is a unit in U(4). We then make a change of variables in U(4),
replacing y1(1) with g1,1y1(1) +
∑m
k=2 g
′
jkyk(1), giving equations
z1 = xi,1(4)
β1 · · · xi,ri(4)
βriy1(4)
zj =
∑m
k=1 g
′
jkyk(4) for 2 ≤ j ≤ m
with g′jk ∈ U(4). We thus have that
Det
 g
′
2,2 · · · g
′
2,m
...
...
g′m,2 · · · g
′
m,m
 6∈ Pi+1(U(4)),
so that some g′j,k 6∈ Pi+1(U(4)), with 2 ≤ j, 2 ≤ k. We may thus continue as above to
construct U(4)→ U(5) such that U(5)Pi+1(U(5)) = Ui+1 and
z1 = xi,1(5)
β1,1 · · · xi,ri(5)
β1,riy1(5)
z2 = xi,1(5)
β2,1 · · · xi,ri(5)
β2,riy2(5)
zj =
∑m
k=1 g
′
jkyk(5) for 3 ≤ j ≤ m.
By induction, we continue, to achieve the conclusions of the lemma. 
Lemma 3.10. Suppose that Ui is as in (9) and that Ui has good regular parameters
xi,1, . . . , xi,ri , y1, . . . , ym
such that νi(xi,1), . . . , νi(xi,ri) is a Z-basis of Γi/Γi−1 and the prime ideal Pi+1(Ui) of
(10) is Pi+1(Ui) = (y1, . . . , ym) so that Pi+1(Ui) is a regular prime ideal. Suppose that
Ui+1 = (Ui)Pi+1(Ui) → X is a transform along νi+1 of one of the types (1,j), (2,j), (3,j)
or (4,j) with i+ 1 ≤ j. Then there exists a sequence of transforms Ui → U(1) along νi of
types (1,k), (2,k), (3,k) and (4,k) with i ≤ k such that U(1)Pi+1(U(1)) = X.
Proof. Suppose that Ui+1 → X is of type (1,j). Then Ui+1 has good regular parameters
· · · , xj,1, . . . , xj,rj , . . . , such that νi+1(xj,1), . . . , νi+1(xj,rj) is a Z-basis of Γj/Γj−1 and X =
Ui+1[xj,1(1), . . . , xj,rj(1)]νi+1 where xj,k =
∏rj
l=1 xj,l(1)
akl for 1 ≤ j ≤ rj. By Lemma 3.9,
there exists a sequence of transforms along νi, Ui → U(1), such that U(1)Pi+1(U(1)) =
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Ui+1 and U(1) has good regular parameters xi,1, . . . , xi,r1 , . . . , xj,1, . . . , xj,rj , . . . , such that
xj,k = x
d1
k
i,1 · · · x
d
ri
k
i,ri
xj,k for 1 ≤ l ≤ rj and some d
l
k ∈ N.
Now xj,l(1) =
∏rj
k=1 x
bk,l
j,l where (bk,l) = (ak,l)
−1 is a matrix with integral coefficients.
For 1 ≤ i ≤ rj ,
xj,l(1) =
( rj∏
k=1
x
bk,l
j,k
)
δl where δl =
rj∏
k=1
(x
d1
k
i,1 · · · x
d
ri
k
i,ri
)bk,l
is a unit in Ui+1. Thus defining U(1)→ U(2) by U(2) = U(1)[xj,1(1), . . . , xj,rj(1)]νi where
xj,k =
∏rj
l=1 xj,l(1)
ak,l for 1 ≤ k ≤ rj, we have that U(2)Pi+1(U(2)) = X.
Now suppose that Ui+1 → X is of type (3,j). Then Ui+1 has good regular parameters
· · · , xj,1, . . . , xj,rj , . . . , yk, . . . such that νi+1(xj,1), . . . , νi+1(xj,rj) is a Z-basis of Γj/Γj−1
andX = Ui+1[yk(1)]νi+1 where yk = x
a1
j,1 · · · x
arj
j,rj
yk(1) with νj(yk(1)) = 0 and νi+1(yk(1)) ≥
0. By Lemma 3.9, there exists Ui → U(1) such that U(1)Pi+1(U(1)) = Ui+1 and U(1) has
good regular parameters
xi,1, . . . , xi,ri , . . . , xj,1, . . . , xj,rj , . . . , yk, . . .
such that xj,k = x
d
k1
i,1 · · · x
d
ri
k
i,ri
xj,k for 1 ≤ k ≤ rj and some d
l
k ∈ N, and yk = x
e1
i,1 · · · x
eri
i,ri
yk
for 1 ≤ k ≤ m. Now
νi+1
 yk
xa1j,1 · · · x
arj
j,rj
 = νi+1
 yk
xa1j,1 · · · x
arj
j,rj
 ≥ 0
so if
νi
 yk
xa1j,1 · · · x
arj
j,rj
 < 0, then νi+1
 yk
xa1j,1 · · · x
arj
j,rj
 = 0,
and so there exists k such that ak 6= 0 and n ∈ N such that
nakνi(xi,1) + νi
 yk
xa1j,1 · · · x
arj
j,rj
 ≥ 0.
Let U(1)→ U(2) be the transform of type (2,j) defined by xj,k = x
n
i,1xj,k(1). Then define
U(2)→ U(3) to be the transform of type (3,j) defined by yk = xj,1(1)
a1xa2
j,2(1) · · · xj,rj(1)
arj yk(1).
The remaining two cases, transforms of types (3,j) and (4,j), have a similar but simpler
analysis. 
Theorem 3.11. Let D be the local ring of (7). There exists a sequence of transforms
D → D(1) along ν such that there exists a good system of regular parameters
x1,1, . . . , xt,rt , yt+1, . . . , ym
in D(1) such that νj(xj,1), . . . , νj(xj,rj) is a Z-basis of Γj/Γj−1 for 1 ≤ j ≤ t and
ν(yt+1) = · · · = ν(ym) =∞.
In particular, Pj(D(1)) are regular primes in D(1) for 1 ≤ j ≤ t+1 and thus D(1)/Pt+1(D(1))
is a regular local ring which is dominated by ν and dominates Bν1. We further have that
(D(1)/Pi(D(1)))Pi(D(1))
∼= Vνi/mνi
for 1 ≤ i ≤ t.
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Proof. We will prove the theorem by descending induction on i with 1 ≤ i ≤ t. By
Theorem 3.7, there exists a sequence of transforms Dt → E1 along νt of types (1,t), (2,t),
(3,t) and (4,t) such that Pt+1(E1) is a regular prime in E1.
Suppose, by induction, that we have constructed a sequence of transforms Di+1 → E1
along νi+1 of types (1,j), (2,j), (3,j) and (4,j) with j ≥ i+ 1 such that Pj(E1) are regular
primes in E1 for j ≥ i + 1. By Theorem 3.7 and Lemmas 3.9 and 3.10, there exists a
sequence of transform Di → F1 along νi of types (1,j), (2,j), (3,j) and (4,j) with j ≥ i such
that (F1)Pi+1(F1) = E1. By Theorem 3.7, there exists a sequence of transforms along νi,
F1 → F2, such that (F2)Pi+1(F2) = E1 and Pi+1(F2) is a regular prime in F2. By Lemmas
3.9 and 3.10, there exists a sequence of transforms along νi, F2 → F3, such that F3 has
good regular parameters xi,1, . . . , xt,rt , z1, . . . , zm such that Pj(F3) = (xj,1, . . . , ym) for all
j ≥ i and νi(xj,1), . . . , νi(xj,tj) is a Z-basis of Γj/Γj−1 for i ≤ j ≤ t.
The last statement of the theorem follows from (3). 
4. Local Uniformization of Abhyankar valuations
In this section we prove Theorems 1.1, 1.2, 1.3 and 1.7.
Proof of Theorem 1.1: This is immediate from Theorem 3.11, taking R to be
D(1)/Pt+1(D(1)).
We remark that the regular parameters in R of the conclusions of Theorem 1.2 are good
regular parameters (Definition 3.1).
Proof of Theorem 1.2: We first prove 1). In Rˆ = k1[[x1,1, . . . , xt,rt ]], where k1
∼= Vν/mν
is a coefficient field of Rˆ, we have an expansion
(27) f =
∑
αb1,1,...,bt,rtx
b1,1
1,1 · · · x
bt,rt
t,rt
with αb1,1,...,bt,rt ∈ k1. Let J be the ideal
J = (x
b1,1
1,1 · · · x
bt,rt
t,rt
| αb1,1,...,bt,rt 6= 0).
By Proposition 3.3, there exists a sequence of primitive transforms R→ R(1) along ν such
that
JR(1) = x1,1(1)
a1,1 · · · xt,rt(1)
at,rtR(1).
Then f has an expression
f = x1,1(1)
a1,1 · · · xt,rt(1)
at,rtu
with u ∈ R̂(1) a unit. By [2, Lemma 2], u ∈ K∩R̂(1) = R(1), giving the desired expression
of f in R(1).
To prove 2), take generators f1, . . . , fm of I. By part 1) of this theorem, there exists
a sequence of primitive transforms R → R(1) along ν such that each fi is a monomial in
x1,1(1), . . . , xt,rt(1) times a unit in R(1). By Proposition 3.3, we many now apply another
sequence of primitive transforms R(1)→ R(2) along ν to achieve the conclusions of 2).
The proof of 3) is a variation on the proof of 1), as in Lemma 3.4.
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Proof of Theorem 1.3: There exist f1, . . . , fm ∈ Vν such that S = k[f1, . . . , fm]ν . Let
R be the regular local ring of the conclusions of Theorem 1.1. By Theorem 1.2, there
exists a sequence of primitive transforms R→ R(1) such that f1, . . . , fm ∈ R(1) and R(1)
satisfies the conclusions of Theorem 1.1. Thus R(1) dominates S and so R(1) satisfies the
conclusions of Theorem 1.3.
Proof of Theorem 1.7: To prove Theorem 1.7, we need only modify the proof of [10,
Theorem 1.1] by observing that the statement of [10, Theorem 7.2] is true without the
assumption that Vν/mν is separable over k, using Theorems 1.1 and 1.2 of this paper in
place of [17, Theorem 1.1].
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