Let M be the maximum of a standard Bessel bridge of dimension . A series formula for P (M a) due to Gikhman and Kiefer for = 1; 2; : : : is shown to be valid for all real > 0. Various other characterizations of the distribution of M are given, including formulae for its Mellin transform, which is an entire function.
The distribution of M for = 1; 2; : : : arises as a limit in the theory of empirical distributions 46] . As shown by Doob 14] , asymptotic results of Kolmogorov 29] and Smirnov 47] give expressions for P(M 1 a) for a > 0, in particular P(M 1 a) = 
Gikhman 18] and Kiefer 27] found the following formula for = 1; 2; : : :: 
where 0 < j ;1 < j ;2 < is the sequence of positive zeros of J , the Bessel function of index := ( ? 2)=2; and C := 2 ( ?2)=2 ?( =2) = 2 ?( + 1): (6) Appendix A recalls the de nition of J , basic properties of the j ;n , and some other formulae for Bessel functions which are used in this paper. The equality of the right side of (4) and the right side of (5) for = 1 is an instance of the functional equation for Jacobi's theta function. One purpose of this paper is to establish the following result, which was claimed without proof in 38]:
Theorem 1 The Gikhman-Kiefer formula (5) is valid for all real > 0.
In particular, for each real > 0 the right side of formula (5) de nes an increasing function of a 2 (0; 1) with limit 0 at 0 and limit 1 and 1. These facts are not obvious from the formula, even for integer . As pointed out by Williams 53] , the law of the standard Brownian excursion described by L evy 31] and is identical to the law of (r 3 (u); 0 u 1). Thus the distribution of M 3 found by Gikhman and Kiefer is identical to the distribution of the maximum of the standard Brownian excursion, found by Chung 11] and Kennedy 25] . Due to Vervaat's 50] transformation of a standard Brownian bridge into a standard Brownian excursion, the distribution of M 3 appears again as the distribution of the maximum minus minimum of a standard Brownian bridge.
As observed by Watson 52] and Chung 12] , the formula (4) implies easily that for > 0 E exp(? 
That is to say, there is the equality in distribution M 
which combined with (7) leads to the remarkable conclusion that T 3 an independent copy of T 3 := T 3;1 . As far as we know, no proof of these identities (8) and (10) has ever been given in probabilistic terms, without involving some analysis related to the functional equation for Jacobi's theta function. See 5, 38, 56, 4] for further discussion of this circle of results.
Stimulated by these remarkable results involving M and T for = 1 and 3, we were led to study the distributions of M and T for a general > 0 and to look for relations involving the distributions of these random variables. Though the distribution of M is our main concern in this paper, we often mention corresponding results for M := sup 0 u 1 R (u). Results for M are typically simpler, due to the identity in law M ?2 d = T (11) which is an immediate consequence of the inverse relation P(T > t) = P( sup
and Brownian scaling. An analog of (11) for M is provided by the following absolute continuity relation between the law of M ?2 and the law of In 38] we presented the agreement formula as the specialization to Bessel processes of a general result for one-dimensional di usions. As explained in 5, 56, 38] , the agreement formula follows from the fact that a certain -nite measure on the space of continuous non-negative paths with nite lifetimes can be explicitly disintegrated in two di erent ways, according to the lifetime, or according to the value of the maximum. For = 3 this -nite measure is Itô's excursion law for excursions away from 0 of the re ecting Brownian motion BES(1). The agreement formula is then an expression of Williams ' 53, 55] results that on the one hand a Brownian excursion of length t is a BES(3) bridge of length t, and on the other hand, a Brownian excursion of height h can be constructed by back-to-back splicing of two independent copies of BES 0 ( ) run until its rst hitting time of h. For 2 (2; 4) there is a similar interpretation in terms of Itô's law of excursions of the recurrent BES(4 ? ) process 36, 5] . This paper presents some variations and applications of the Gikhman-Kiefer and agreement formulae. In Section 2 we recall from 38] a general formula which determines the distribution of the maximum of a one-dimensional di usion bridge. Section 3 shows how this formula implies the Gikhman-Kiefer formula (5) for arbitrary real > 0. In Section 4 we review some known results regarding the distribution of T and relate these results to the Gikhman-Kiefer and agreement formulae. Section 5 shows how the general results of Section 2 yield another characterization of the law of M by a Laplace transform which is convenient for some purposes. Section 6 gives applications of the results of previous sections to the computation of moments of M . In particular, we deduce from the agreement formula some simple evaluations of particular moments of M for integer which are not at all obvious from the Gikhman-Kiefer formula. For instance E(M ); (16) where N(0; v) denotes a normal variable with mean zero and variance v.
This theorem is related to the classical result, due to Poincar e and others, that for a vector picked uniformly at random from the surface of the sphere of radius p in R , as ! 1 through the integers, for each xed k the distribution of the rst k co-ordinates approaches that of k independent standard normal variables. See 32, 57] ; 0) when these processes are constructed with stationary independent increments as in 36] .
We record in Section 10 some relations between the distributions of M and T and the distribution of last exit times derived from the BES 0 ( ) process. Finally, in Section 11 we record the evaluation of a series involving the zeros of J which we obtain by comparison of the Gikhman-Kiefer and agreement formulae for the distribution of M . 2 The maximum of a di usion bridge Let p(t; x; y) denote the symmetric transition density of a regular one-dimensional diffusion R on 0; 1) relative to the speed measure of the di usion 23]. Let M(t) := sup 0 s t R(s), and for x; y 0 and t > 0 let P t;x;y denote the probability law governing an R-bridge of length t from x to y. So P t;x;y (M(t) > a) = P(M(t) > a j R(0) = x; R(t) = y):
By a rst passage argument, for 0 x; y < a there is the formula 38, (2.9)] P t;x;y (M(t) > a)p(t; x; y) = Z t 0 f xa (u)p(t ? u; a; y) du (18) where f xa (u) denotes the density at u of the distribution of the rst passage time to a for the di usion started at x. Let " and # denote the increasing and decreasing solutions of Au = u for A the in nitesimal generator of the di usion 23], normalized so that 
It is well known that for 0 x < a the rst passage density f xa is determined by the Laplace transform
So the Laplace transform equivalent of (18) (22) This transform also determines the P t;x;y distribution of M(t) for all t > 0, except if x = y = 0 and 0 is an entrance boundary point: then # (0) = 1 and (22) holds only in the trivial sense of 1 = 1. This possibility complicates the following analysis of BES( ) bridges from 0 to 0 in the case 2. There is also the following companion of (18) , which re ects the Williams decomposition at the time the maximum is attained: for 0 x; y < a P t;x;y (M(t) 2 da) : (25) Let R denote the BES( ) process with R (0) = 0. The density of R (t) relative to the speed measure 2y ?1 dy is well known to be p (t; 0; y) = P(R (t) 2 dy) 2y ?1 dy = ?( =2) ?1 (2t) ? =2 e ?y 2 =(2t) ; (26) as can be veri ed using (19) for x = 0, with (24) and (25) . So (22) 
The Laplace transform (28) appears for positive integer in the work of both Gikhman 18] and Kiefer 27] . Kiefer derived this transform by a passage to the limit after an application of the Feynman-Kac formula. Gikhman derived the same transform more simply by consideration of solutions of the heat equation in R . The interpretation (27) of the transform is easily shown to be consistent with these alternative approaches for positive integer . (29) Finally, (5) follows from (29) by passage to the limit as y # 0, using (147). 
For instance, if we take f(a) = qa ?q?1 for q > 0 and apply (133) we recover a formula for negative moments of M which we record later as (67). Similarly, if we take f(a) = : (32) Formula (31) simpli es similarly to give (7) for = 1. But it appears that these are the only dimensions for which it is reasonable to expect any substantial simpli cation, as there is no simple formula for the j ;n except for = 1 2 . So far as the Bessel functions are concerned, the next simplest case is = 5 corresponding to = 3 2 . The j3 2 ;n are then the positive roots of x cos x = sin x, for which there seems to be no simple expression. 4 The law of T and the agreement formula : (33) for C as in (6) . As indicated by Ismail-Kelker ( 
The agreement formula (12) can be restated in terms of densities as
On the other hand, the Gikhman-Kiefer formula (5) amounts to 
The similarity between (34) and (36) suggests that it should be possible to pass between (36) and (34) via the agreement formula (35) . In Section 11 we indicate how this can be done for 1, but we do not see how to do this for general . In view of (33), by equating the right sides of (35) ;n + 2 )t : (37) By uniqueness of Laplace transforms, any one of these three formulae (35), (36) and (37) follows easily from the other two. It does seem at all easy to verify (37) directly for general > ?1.
Con rmation of (37) 
The passage from the case = ? of (40) to (39) involves the identity j ;n J ? (j ;n ) J 0 (j ;n ) = 2
which is valid for all 2 (?1; 0) and all n = 1; 2; : : : by application of the Wronskian identity (151) and J (j ;n ) = 0.
For instance, for = ?1=2 we nd using (141) 
where
and Q ;n+1 (x) is determined for n = 0; 1; 2; : : : by the recursion 
where ? n? with gamma(n ? ) distribution is assumed to be independent of M .
Proof. Since a BES( ) bridge of length t from 0 to 0 can be constructed by Brownian scaling from the standard BES( ) bridge, formula (45) for n = 0 can be read from the general rst passage transform (21) and (26) . The recursion (47) is a consequence of the following general lemma, and the interpretation (48) (49) and suppose that r (x 0 ) < 1 for some r and x 0 . Then r (x) is di erentiable at each x 2 (x 0 ; 1), with
Proof. Make the change of variable t = x 2 u and then di erentiate with respect to x. 2 The rst few functions Q ;n (x) and their derivatives can be computed as follows, using the recurrence (47), which implies easily the following recurrence for the derivatives Q 0 ;n (x): Q 0 ;n+1 (x) := (n ? ? (55) where in the last formula we abbreviate I (x) to I . The interpretation (45) implies that Q ;n (x) is a decreasing function of x, so ?Q 0 ;n (x) 0 for all x > 0. For n = 0 and n = 1 this is obvious from the above formulae and the non-negativity of I . But the fact that ?Q 0 ;2 (x) 0 does not seem at all evident from (55).
An alternative expression for the derivatives Q 0 ;n (x) can be obtained as follows. Differentiate formula (45) with respect to x, then make the change of variable u = x= p 2t to obtain the following interpretation of the functions ?Q 0 ;n (x) for n = 0; 1; 2 : : :, where the second equality is read from the agreement formula (12) 
It will be seen in the next section that E(M r ) < 1 for all real r. It follows that for all real n formula (45) serves to de ne a function Q ;n (x) which is nite for all x > 0 and > 0, with derivative Q 0 ;n (x) such that (56) holds. Moreover ?Q 0 ;n (x) de ned by (56) is non-negative and continuous, with integral over (0; 1) equal to 1 or ?(n? ) according to whether n or n > . In the latter case, ?Q 0 ;n (x)=?(n ? ) is the probability density of p 2? n? M for ? n? with gamma(n ? ) distribution independent of M .
We now point out some particular instances of the above formulae in dimensions 1 and 3, obtained by using (140) and (139) 
Formula (60) was obtained independently by Jansons 24] for M 3 identi ed as the maximum of a standard Brownian excursion. Formula (48) for n = 2 and = 5, with (54), with (143) and (145), gives a rather complicated expression in terms of hyperbolic functions for P( Remark. In connection with the consistency of formula (48) as n varies, let X be a non-negative random variable and for r; x > 0 let F r (x) := P(
where ? r is a gamma(r) variable independent of X. Observe that if g(x) := P(X > x) then r (x) de ned by (49) equals ?(r)F r (x). So (50) in this case, after division of both sides by ?(r + 1) = r?(r), yields Analogous formulae for M . By combination of (11) with (33), (158) and (34) is absolutely convergent for all q with <q > 0. This can also be checked using (135) and (136). In the cases = 1 2 , discussed further in Section 7, we nd from (141) and (142) that ( 1 2 ; q) = Other evaluations of ( ; q) can be obtained by application of the formula (66). For instance, after a simpli cation using the re ection formula (157) for the gamma function, we nd that 
is a rational number for every n.
Proof. Di erentiate formula (63) with respect to at = 2n + 2 for xed non-negative integer q = n to obtain
where the rst equality is justi ed by dominated convergence, using the fact that M can be constructed to be increasing in , and the second equality appeals again to (63). The conclusion now follows from (6), using the standard evaluation 1, 6. 
On the other hand, the expectation in (87) can be computed by conditioning on M 1 to recover the identity (7).
As a check on (60), let us show that it agrees with Chung's formula (9) . Indeed, the left side of (9) (88) is the right side of (9) . Thus if we consider Chung's formula (9), formula (60) for the distribution of 97) which follows easily from (70). In view of (11), the result (17) with M instead of M follows also from (96). 2 In terms of the density f (t) of T , the density of T at x > 0 is ?1 f (x= ). As an alternate approach to (96), it can be seen from the series expansion (34) that for x > 0 this density ?1 f (x= ) converges pointwise to the standard exponential density e ?x due to the asymptotics for the zeros j ;n of J as # ?1 described by formulae (137) and (138). The same asymptotics for the j ;n allow (17) to be derived from the Gikhman-Kiefer formula (5) for P(M a).
We now provide a more complete picture of the structure of the BES 0 ( ) bridge for small . It might be imagined that underlying the convergence in distribution of M = j=1 E j for independent standard exponential variables E j , and the U i ; i 1 are independent uniform (0; 1) random variables, which are also independent of the H i .
As another ampli cation of (96), we now consider the asymptotics of 
The analog of (11) The particular cases of (115) and (116) for = 1; = ?1=2 were found by Knight 28] .
See also for an expression for the Laplace transform of the time of last zero before the rst hit of 1 for a general di usion on 0; 1] started at 0, with 0 a re ecting boundary point. As a check on (117), the fact that this formula de nes a probability distribution on the positive integers amounts to the previous identity (73). As a nal remark, we note that the last exit decomposition at time G gives the formula f G (t) = p (t; 0; 0) P(M 1= p t)q (118) where the second factor is the probability that a Bessel bridge of length t from 0 to 0 has a maximum less than 1, and q is the rate per unit local time at 0 of excursions that reach level 1, for a local time process (` (t); t 0) of R at 0 normalized so that E ` ( 
where denotes asymptotic equivalence as n ! 1 for xed and the asymptotic equivalences are read from (135) and (136). Note that for = 1 2 the rst above is actually an equality, and so is the second if = 1 2 . Consider the equality of right sides of (35) and (36) , with the expression (34) substituted for f T (t). Provided that a switch in the order of summation and integration can be justi ed, we nd that the right side of (35) The second sum from the diagonal terms matches the part of the sum in (36) involving j 2 ;n t. So the equality of right sides of (35) and (36) ). Indeed (120) shows that the terms in (122) and (123) converge to zero i < 1 2 . For 2 (?1; ? 1 2 ) the series in (123) is absolutely convergent, and (123) can then be derived as indicated in 21]. Formula (123) for = ? 1 2 reduces to a classical expansion of 1= cos x 19, 1.422.1]. This yields (122) for = ? 1 2 , which reduces to ), but we will not attempt to prove that here. We note that (123) for = 1 2 would amount to y sin y = 2 
due to Calogero 7] . See also 8, 3] for variations and extensions of this formula. The following derivation of (122) Thus we can apply (123) to compute as follows, where we use the above and the consequence of (154) that J 0 (z) = ?J +1 (j ;n ), and the rst equality is justi ed by absolute convergence for 2 (?1; ? 1 2 ): 
A Some Useful Formulae
We record here for the reader's convenience some basic formulae which are used throughout the paper.
A.1 Bessel Functions
Except where otherwise indicated, the following formulae can all be found in 1, Chapter 9].
Series Expansions. 
The zeros of J . Let 0 < j ;1 < j ;2 < be the sequence of positive zeros of J . 
