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1. はじめに
ある時系列データ y1, . . . , yT が，次のような 2つの式で示されるデータ生
成過程（data generating process：以下 DGPと略す）から発生していると
考えられているとする。
yt = dt + ut, ut = αut−1 + vt (t = 1, . . . , T ) (1)
ここで，{dt}は確定的（すなわち確率変数でない）要素であり，例えば定数
項や，トレンド変数と呼ばれる時間とともに 1ずつ増大していく変数とその
係数からなる項がそれにあたる。{vt}は，平均 0で定常な観測されない過程
とする。(1)における αが 1に等しいという帰無仮説を，1より小さいとい
う対立仮説に対して検定する検定手法は単位根検定と呼ばれ，帰無仮説が棄
却されると，検定の対象となる系列は「単位根を含まない過程」と判断され
る。帰無仮説が棄却されなければ，その系列が単位根を含まない過程と判断
することはできない。今日では時系列データを用いて回帰分析などを行うと
き，分析に先立ち，データに単位根検定を行うことが多い。単位根を含む時
系列データを用いて回帰分析を行った場合，その結果が意味を持たない場合
があるからである。単位根についての詳しい説明は，入門レベルよりは上級
の計量経済学のテキストなら取り上げられていると思われるので，そちらに
339
94 早稲田商学第 418・419 合併号
譲ることとしたい。
単位根検定の手法として代表的なものに，Fuller (1976)およびDickey and
Fuller (1979)によって与えられた，Dickey-Fuller検定（以下 DF検定と略
す）や，その拡張である，Augmented Dickey-Fuller検定（以下 ADF検定
と略す）がある。これらの検定は広く使われているものの，その検出力，す
なわち対立仮説のもとで帰無仮説を棄却する確率が，低いことが知られてい
る。もちろん，対立仮説が正しければ帰無仮説は誤りであり，帰無仮説が誤っ
ているときに帰無仮説を棄却できないのでは，その検定結果は誤判断となる
から，検定にとって検出力が低いことは望ましくない性質である。小生も拙
稿 (2006)にて，シュミレーションを用いた例証により，ADF検定の検出力
の低さについて論及した。
このような DF（もしくは ADF）検定の欠点を改善した検定手法がいくつ
か考案されているが，Elliott, Rothenberg, and Stock (1996)（以下，ERS
と略す）によるADF-GLS検定（ERS自身はDF-GLS検定と名付けている）
はその一つである。
しかしながら，この ADF-GLS 検定が我が国の実証分析の報告や論文に
おいて適用されているのを見る機会は，ADF検定に比べるとかなり少ない
ように思われる。せっかく ADF検定の改良版として考案されたのに，使わ
れないのはもったいない。ADF-GLS検定があまり使われない理由は，それ
がわが国の計量経済学初学者に理解しやすいレベルで紹介されていないから
ではないか，と小生は考える。例えば，Davidson and MacKinnon (2004)，
Greene (2003)，Hayashi (2000)といった，わが国で広く使われている大学院
レベルの計量経済学のテキストでは，ADF-GLS検定も取り上げられている
ものの，それは ADF検定の解説が一通り終わった後での「改良版としてこ
のようなものもある」といった程度の取り上げ方である。特に前者 2点にお
いては，非常にコンパクトにまとめているため，割かれているスペースは 1
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ページにも満たない。このレベルのテキストなら仕方のない面もあるが，コ
ンパクトな説明は初学者には理解が難しい。ADF-GLS検定について比較的
記述の詳しいHayashi (2000)でも，具体的手法は本文ではなく練習問題で解
説されている。さらに，日本語で書かれたテキストで，ADF-GLS検定につ
いて解説しているものは，今のところまだ無いようである。
そこで小稿では，時系列分析の初歩も含めた計量経済学の入門を学び終え
た学部上級生や，計量経済学の方法論を専門としない大学院初年級の学生を
対象に，ADF-GLS検定について解説し，ADF-GLS検定がわが国における
実証分析においてもっと広く利用されるようになるための，きっかけを提供
したい。
以下，小稿の構成を述べる。2節では，小稿の理解に最低限必要なADF検
定の概要について説明する。3節では，ADF-GLS検定の手法について具体
的に説明する。4節では，ADF-GLS検定を我が国のマクロ経済データに適
用した例を示し，同じデータ系列を ADF検定に適用した結果と比較する。5
節では，小稿の内容をまとめる。
2. ADF検定の概要
本節では，ADF-GLS 検定の理解のために，ADF検定の概要について必
要最小限の説明を行う。ADF 検定についてより詳しいことは，例えば森棟
(1999)などを参照していただきたい。
ある時系列データ y1, . . . , yT が，小稿 1節の (1)において確定的要素 {dt}
をより具体的にした，次のような 2つの式で示される DGPから発生してい
ると考えられているとする。
yt = β0 + β1t + ut, ut = αut−1 + vt (2)
ここで，β0，β1 は未知パラメータであり，tはトレンド変数である。β1tは
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線形トレンド項と呼ばれる。{vt}については，独立で同一の分布をする平均
0，分散一定の観測されない過程であると仮定する。これは，(1)におけるよ
りも強い仮定である。1節で述べたように，帰無仮説H0 : α = 1を，対立仮
説H1 : α < 1に対して検定するのが，単位根検定である。
いま (2)について，その右側の式の両辺から {ut−1}を引き，次のように書
き換える。
yt = β0 + β1t + ut, Δut = a0ut−1 + vt (3)
ここで，Δut ≡ ut − ut−1，a0 ≡ α− 1である。こうすると，α = 1ならば
a0 = 0であり，帰無仮説 H0 : a0 = 0を，対立仮説H1 : a0 < 0に対して検
定する検定が，(3)における単位根検定となる。したがって，もし (3)におけ
る {ut}が観測可能な系列であるならば，(3)の右側の式を，右辺の {vt}が
誤差項である単純回帰モデルと考えれば，a0を t検定することによって，こ
の単位根検定を行うことができそうである。その場合，対立仮説の不等号の
向きから，検定は左片側検定になる。
実際には，(3)の左側の式の β0，β1 が未知パラメータであることにより，
{ut}は観測可能な系列ではない。よって，{ut}に代わる観測可能な系列が必
要になる。そのために，(3)の左側の式に通常の最小二乗法（Ordinary Least
Squares Method：以下OLSと略す）を適用し，β0，β1 の OLS推定量 β˜0，
β˜1 をそれぞれ求め，それらから OLS残差の系列 {u˜t}を求める。ただし，
u˜t ≡ yt − β˜0 − β˜1t (4)
である。この {u˜t}は OLS残差であるから観測可能である。そして，(3)の
右側の式の {ut}を，(4)で定義される {u˜t}で置き換えた式
Δu˜t = a0u˜t−1 + error (5)
を考える。ただし，(5)右辺の「error」は適当な誤差項を表すものとする。
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もし {u˜t}の値が {ut}の実現値に十分に近い値をとるならば，単位根検定は，
直観的に (5)における a0 の t検定によって行えそうである。
実際，この t検定こそが DF検定である。ただし，このときの a0の t統計
量（DF検定を提案した Dickey and Fuller (1979)はこの t統計量を τˆτ と記
したので，小稿でも以下この記法を用いる）は，帰無仮説H0 : a0 = 0のもと
で通常の t分布に従わず，それよりも密度関数のグラフが負の方向にずれた，
ある特殊な分布をする。そのため，このDF検定においては，与えられた有意
水準に対応した検定の臨界値を求めるためには，そのための特別な分布表が必
要となる。それは Fuller (1976)によって与えられたが，その後 Fuller (1996)
によって若干修正されている。
以上で説明した検定の方法は，時系列データ y1, . . . , yT のDGPが (2)，あ
るいは同じことだが (3)のように，定数項と線形トレンド項の両方を含んで
いると想定されている場合のものである。y1, . . . , yT の DGPに線形トレン
ド項が無いと想定できる場合，すなわち，
yt = β0 + ut, ut = αut−1 + vt (6)
もしくは (3)と同様にΔut ≡ ut − ut−1，a0 ≡ α− 1として
yt = β0 + ut, Δut = a0ut−1 + vt (7)
と想定できる場合にも，検定の手続きは同様である。具体的には，(6)もしく
は (7)の左側の式を OLS推定し，β0 のOLS推定量 β˜0 を用いて
u˜t ≡ yt − β˜0 (8)
から得られる残差の系列 {u˜t}を用いて (5)と同じ式を考え，そこにおける a0
の t検定を行うのである。DGPに線形トレンド項が含まれている上述の場合
との違いは，a0 の t統計量の分布である。Dickey and Fuller (1979)はこの
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t統計量を τˆμ と記したので，小稿でも以下この記法を用いるが，この τˆμ の
H0 : a0 = 0のもとでの分布は，通常の t分布とも，上述の τˆτ の分布とも異
なる。そのため，検定の臨界値を求めるためには，やはりこの場合のための
特別な分布表が必要となる。それも Fuller (1996)が与えている。この検定も
DF検定と呼ばれる。
さらに，y1, . . . , yT のDGPに線形トレンド項だけでなく定数項も無いと想定
できる場合，すなわち yt = αyt−1+vt である場合，もしくはΔyt ≡ yt−yt−1，
a0 ≡ α− 1として
Δyt = a0yt−1 + vt (9)
と想定できる場合も，DF検定は行える。この場合には，(9)を直接OLS推
定し，そこにおける a0 の t検定を行うのである。Dickey and Fuller (1979)
はこの場合の t統計量を τˆ と記したので，小稿でも以下この記法を用いるが，
この τˆ のH0 : a0 = 0のもとでの分布は，通常の t分布とも，上述の τˆτ の分
布とも τˆμ の分布とも異なる。この場合の検定の臨界値を求めるための特別
な分布表も，やはり Fuller (1996)が与えている。
これまでは，y1, . . . , yT の DGPにおける {vt}が，独立で同一の分布をす
る平均 0，分散一定の観測されない過程であると仮定していた。次に，この
仮定をゆるめ，{vt}が次数 pの定常なAR過程であると想定できる場合を考
える。すなわち，{ηt}がホワイト・ノイズ（平均 0，分散一定，自己共分散
がすべて 0の確率変数の系列）とするとき，
vt = φ1vt−1 + φ2vt−2 + · · ·+ φpvt−p + ηt (10)
となっていると想定できるとする。(10)は，ある実数 kについてLk vt ≡ vt−k
（ただし L1 ≡ L）という意味を持つラグ演算子 Lを含む多項式（ラグ多項
式）を用い，
(1 − φ1L− φ2L2 − · · · − φpLp) vt = ηt (11)
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とも書ける。ただし，{vt}が定常であるためには，φ1, φ2, . . . , φp を係数に
持つ多項式
1− φ1z − φ2z2 − · · · − φpzp = 0 (12)
は，すべての根が絶対値で 1 より大きくなくてはならないことが知られて
いる。
y1, . . . , yT の DGPにおいて，{vt}以外は (2)と同様に
yt = β0 + β1t + ut, ut = αut−1 + vt (13)
となっているとするとき，(13)の右側の式はラグ演算子を用いて (1−αL)ut =
vt と書けるから，(11)は
(1− φ1L− φ2L2 − · · · − φpLp) (1− αL)ut = ηt (14)
のようにも書ける。そして (14)は，次のように書き直せる。
Δut = a0ut−1 + a1Δut−1 + a2Δut−2 + · · ·+ apΔut−p + ηt (15)
ただしこの場合，a0 = (α − 1) (1 − φ1 − φ2 − · · · − φp)である。(14)から
(15)への書き換えは複雑で技巧的であるので，その具体的方法の説明は小稿
付録 Aに譲ることとする。
さて，上述のように，{vt}が定常と想定されている場合，多項式 (12)はす
べての根が絶対値で 1より大きいのだから，(12)の左辺の zに 1を代入した
式は 0とはなりえないはずである。すなわち，1−φ1− φ2− · · · −φp = 0で
ある。したがって，a0 が 0となるのは α = 1のとき以外あり得ず，よって，
{vt}の AR次数 pが既知であってかつ {ut}が可観測であるならば，この場
合もこれまでと同様，DGPが単位根を含むかどうかの検定は，a0 について
t検定を行えばよいように思えてくる。
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実際には，やはりこれまでと同様，(15)における観測不能な {ut}を (13)
の左側の式を OLS推定して得られる残差 {u˜t}に代えた，
Δu˜t = a0u˜t−1 + a1Δu˜t−1 + a2Δu˜t−2 + · · ·+ apΔu˜t−p + error (16)
における右辺第 1項の係数 a0について t検定を行うのであり，この t検定こ
そが ADF検定である。このときの a0 の t統計量は，帰無仮説 H0 : a0 = 0
のもとでの極限分布が τˆτ の極限分布と同じになるので，この検定において臨
界値を求める際には τˆτ の分布表が使える。
DF検定には，y1, . . . , yT のDGPに線形トレンド項が含まれない場合の検
定手法もあった。ADF検定においても同様に，DGPに線形トレンド項が含
まれない場合の検定手法があり，その手続きは，(5)の代わりに (16)を用い
る点が異なるほかは，DF検定のときと同様である。このときの a0の t統計
量は，帰無仮説 H0 : a0 = 0のもとでの極限分布が τˆμ の極限分布と同じに
なるので，この検定において臨界値を求める際には τˆμ の分布表が使える。
ここまでのADF検定の説明では，{vt}の AR次数 pが既知と仮定されて
いた。pは，ADF検定を行う際に推定される回帰式 (16)における，右辺の階
差をとったラグ項の最高ラグ次数でもあるので，これがわからなければADF
検定はできない。そしてこの pは，実際には未知であるので，何らかの方法
で推定しなくてはならない。
pを推定する手法の 1つに，pの「仮の値」p∗を比較的大きめに取って回帰
式 (16)をとりあえず推定し，ラグ次数が最高の項の係数に通常の t検定を行
う，という方法がある。係数が有意でなければ p∗ を小さくして (16)を再推
定し，再びラグ次数が最高の項の係数に通常の t検定を行う。この手続きを，
ラグ次数が最高の項の係数が有意になるまで繰り返し，有意になった時点で
の p∗を pとするのである。ついでながら，この方法を採用する場合，注意す
べき事項が 2つある。1つ目は，最高次数は順に減らしていくという点であ
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る。増やしていくのではない。2つ目は，個々の有意性検定の有意水準は，す
べての係数の検定の有意水準を c（たとえば 0.05）とおく場合，c/p∗としな
くてはならないということである。これは，検定を繰り返し行うことから生
じることであるが，この理由について詳しくは森棟 (1999)を参照されたい。
pを推定する手法として，赤池情報量基準（Akaike Information Criterion：
以下AICと略す）や，ベイズ情報量基準（Bayesian Information Criterion：
以下 BICと略す）を用いる方法もある。ADF検定を実際のデータに適用し
てみる小稿 4節では，こちらの方法を用いる。
ADF-GLS検定の方法について解説することが目的の小稿においてはやや
本題から外れるが，ADF検定の説明を終えるにあたり，以下のことに言及し
ておきたい。ADF検定は，DGPが定数項と線形トレンドの双方を含んだ場
合ならば，上記 (16)における a0 の t検定ではなく，
Δyt = β0 + β1t + a0yt−1 + a1Δyt−1 + a2Δyt−2 + · · ·+ apΔyt−p + error
(17)
における a0の t検定によっても行えることが知られている。用いられる分布
表も，やはり τˆτ の分布表である。DGP が定数項のみを含んだ場合ならば，
(17)から線形トレンド項を除いた式における a0の t検定が，ADF検定とな
る。この場合，分布表は τˆμ の分布表である。(17)を使う場合，(16)を使う
ときのように，(13)の左側の式をOLS推定して残差 {uˆt}を得る必要がなく，
手続きがより楽である。
3. ADF-GLS検定の方法
本節では，いよいよ小稿の目的である，ADF-GLS検定の方法の解説に入
る。小稿 2節と同様，ある時系列データ y1, . . . , yT が，次のような 2つの式
で示される DGPから発生していると考えられているとする。
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yt = β0 + β1t + ut, ut = αut−1 + vt (18)
ただし，{vt}は，次数 pの定常な AR過程であるとする。これまでと同様，
帰無仮説H0 : α = 1を，対立仮説H1 : α < 1に対して検定する検定を考え
ている。帰無仮説が棄却された場合，y1, . . . , yT は単位根を含まない過程で
あると判断される。
前節で説明したように，ADF検定は，2段階で行われる。第 1段階で (13)
の左側の式のOLS残差を求め，第 2段階ではそのOLS残差を用いて (16)を
推定し，検定統計量を求める。ADF-GLS検定も同様で，その手続きは 2段
階である。
(18)の左側の式は，もし {ut}を誤差項と考えるならば，tを説明変数とし，
β0，β1 を係数とする単純回帰モデルとみなせる。このとき，β0，β1 を係数
として持ちながら，誤差項が {ut}ではなく {vt}になるようにモデルを書き
換えてみる。その書き換えは，次のように行える。(18)の左側の式の両辺に
αをかけ，時間を 1期前にずらすと，
αyt−1 = αβ0 + αβ1(t− 1) + αut−1 (19)
となる。そしてこの (19)を (18)の左側の式から引くと，(18)の右側の式より，
yt − αyt−1 = β0(1− α) + β1{t− α(t− 1)}+ vt (20)
と書ける。αは検定の対象でありもちろん未知であるが，いま既知であると
仮定すると，(20)左辺の yt − αyt−1，右辺の 1 − αと t − α(t − 1)はいず
れも求めることができ，これらをそれぞれ 1つの変数とみなすことにすれば，
{vt}が適当な性質を持つ誤差項と考えることができる場合，(20)をOLS推
定して β0，β1 の推定値を求めることができる。
話が本題からそれるが，仮に {ut}が (18)の左側の式の誤差項と見なすこ
とができ，しかもそれが回帰モデルの誤差項の古典的仮定を満たしていると
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すると，入門レベルの計量経済学の授業で教えられるように，この式をOLS
推定して得られる β0，β1の推定量の分散は，線形不偏推定量の分散の中で最
も小さいものとなる。一方，(18)右側の式の {vt}が独立な平均 0，分散一定
の正規確率変数の系列であるとき，誤差項 {ut}は AR(1)となるが，その場
合には，(18)の左側の式を OLS推定して得られる推定量の分散にはそのよ
うな性質を持つ保証がない。しかし，αが既知の場合に，上述のように (18)
の左側の式を (20)のように変換（Cochrane-Orcutt変換と呼ばれる）して
から OLS推定して求めた推定量の分散は，線形不偏推定量の分散の中で最
も小さいものになる。この推定法は，一般化最小二乗法（Generalized Least
Squares Method：GLSと略される）と総称される推定手法の一種である。
話を ADF-GLS検定に戻そう。y1, . . . , yT の DGP においては {vt} は定
常な AR(p)と想定されているので，(20)は上述の場合とは前提が異なるが，
ADF-GLS検定ではまず，形式的にGLSと同じ手続きを行って β0，β1を推
定する。すなわち，(20)おける未知の αを α¯ ≡ 1+ c¯/T で置き換え（c¯はあ
る定数），さらに (20)の {vt}を古典的な誤差項に代えた次の式に，OLSを
適用するのである。
yt − α¯yt−1 = β0(1 − α¯) + β1{t− α¯(t− 1)}+ error (21)
(21)の「error」は誤差項を示す。OLS推定に当たっては，yt− α¯yt−1，1− α¯，
t− α¯(t− 1)は，それぞれ 1つの変数とみなされる。ただし，1期目のデータ
は，それぞれ y1，1，t（すなわち 1）とする。c¯の値は，DGPが (18)の場
合，−13.5にする。
上記の方法で (21)を推定して得られる β0，β1 の推定値を，それぞれ βˆ0，
βˆ1 とおく。これらの推定値を用いて，
y dt ≡ yt − βˆ0 − βˆ1t (22)
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なる式で系列
{
y dt
}
を求める。(22)の右辺は，通常の残差を求める式
yt − α¯yt−1 − βˆ0(1− α¯)− βˆ1{t− α¯(t− 1)} (23)
とは異なる。ここまでが ADF-GLS検定の第 1段階といえる部分である。
ADF 検定では第 2 段階において，第 1 段階で求めた OLS残差からなる
式 (16)をOLS推定したが，同様にADF-GLS検定では，第 1段階で求めた{
y dt
}
からなる次の式を OLS推定する。
Δy dt = a0 y
d
t−1 + a1Δy
d
t−1 + a2Δy
d
t−2 + · · ·+ apΔy dt−p + error (24)
ここで，pは {vt}のAR次数である。pは通常未知であるから，推定する必要
がある。(24)の a0が 0かどうかを検定する t検定こそが，ADF-GLS検定で
ある。ただし，このときの t検定統計量は，ADF検定の場合と同様に帰無仮
説のもとで通常の t分布には従わず，ADF検定の検定統計量 τˆτ の帰無仮説の
もとでの分布とも異なる分布をする。そのため，ADF-GLS検定の臨界値を
求めるためには独自の分布表が必要になるが，それはERSの「TABLE I」の
「C」の部分にある。T が無限大の場合について一部引用しておくと，左から
1%点= −3.48，2.5%点= −3.15，5%点= −2.80，10%点= −2.57である。
つぎに，y1, . . . , yT の DGPに線形トレンド項が含まれていない場合，す
なわち DGPが
yt = β0 + ut, ut = αut−1 + vt (25)
となっている場合の，ADF-GLS検定の方法を紹介する。ここで，(25)の {vt}
は，やはり次数 pの定常な AR過程であるとする。
DGPに線形トレンド項が含められる場合，第 1段階では，DGP(18)に対
応して (21)をたてて OLS推定するということであった。いまの場合の第 1
段階では，同様にして DGP(25)から対応する式
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yt − α¯yt−1 = β0(1− α¯) + error (26)
をたてて，yt − α¯yt−1，1− α¯をそれぞれ 1つの変数とみなしてOLS推定す
る。ここで，やはり α¯ ≡ 1+ c¯/T であるが，この場合 c¯は−13.5ではなく−7
とする。(26)は，(21)から DGPにおける線形トレンド項を除いたものに対
応している。(26)を推定して得られる β0，β1 の推定値を，それぞれ βˆ0，βˆ1
とおき，DGPに線形トレンド項が含まれる場合における (22)に対応する式，
y dt ≡ yt − βˆ0 (27)
で系列
{
y dt
}
を求める。ここまでが第 1段階である。
第 2段階においては，線形トレンド項が含まれる場合における (24)と同じ
式を，(27)から求めた
{
y dt
}
を用いてたて，OLS推定する。このときの (24)
の a0 が 0かどうかを検定する t検定こそが，DGPに線形トレンド項が含ま
れない場合の ADF-GLS検定である。このときの t検定統計量は，ADF検
定の時と同様に帰無仮説のもとで通常の t分布には従わないが，線形トレン
ド項が含まれる場合の ADF-GLS検定とは異なり，その極限分布は，DGP
に線形トレンド項も定数項も含まれない場合の ADF検定の検定統計量 τˆ の
帰無仮説のもとでの極限分布と同じになる。そのため，検定の臨界値を求め
るにあたっては，この場合の ADF-GLS検定のための独自の分布表はなく，
Fuller (1976)が作成した τˆ の表を用いる。T が無限大の場合について一部引
用しておくと，左から 1%点 = −2.58，2.5%点 = −2.23，5%点 = −1.95，
10%点= −1.62である。
4. 適用例
本節では，ADF-GLS検定の適用例を示す。
例として取り上げる時系列データは，日本の 1967年第 1四半期から 2001
年第 1四半期までの実質マネーサプライである。T は 137である。M2+CD
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（平均残高）をマネーサプライとするが，国民経済計算年報で報告されている
M2+CDは名目値なので，これを 1990年基準の GDPデフレータで割って
実質化する。さらに検定を適用する前に，マクロ経済データの分散安定化の
ための常套手段として自然対数をとっておく。
比較のため，この対数をとった実質マネーサプライに，まずは ADF検定
を行ってみよう。
ADF検定を実際に行うにあたり，まずやらなくてはならないことは，デー
タのレベル（＝階差をとらない状態）と，1階の階差とを，グラフにプロット
してみることである。「図 1」と「図 2」は，それぞれレベルと 1階階差のグ
ラフである。
図 1をみると，この時系列にはトレンドが含まれているように見える。し
かし，それは線形トレンドなのか，単位根なのか，あるいはその両方なのか，
この図を見ただけでは判断がつかない。そこで図 2が必要になる。
例えばいま，ある時系列データ y1, . . . , yT の DGPが小稿 2節 (2)のよう
になっており，かつ帰無仮説H0 : α = 1が正しいと仮定しよう。すると，(2)
は次のようにも書ける。
図 1
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図 2
Δyt = β1 + vt (28)
(28)より，レベル系列では線形トレンドの係数であるパラメータが，1階階
差系列では定数項になることがわかる。このことから，図 2のような 1階階
差系列をプロットしたグラフを眺め，プロットが横軸以外の見えない水平軸
の上下を行き来しているように見えている，すなわち定数項の存在が見て取
れるようであれば，レベルの系列には線形トレンドが含まれている可能性が
ある。実際に図 2をみると，系列の振幅の中心が，わずかながら横軸より少
し上にずれているように見える。そのことから，系列の DGPには線形トレ
ンドが含まれていると想定することにする。
検定の対象となる系列の DGPに，定数項と線形トレンドが含まれると想
定されることになったので，小稿 2節 (13)の左側の式をOLS推定し，OLS
残差を求め，さらにそれを用いて小稿 2節 (16)を推定する。(16)の推定に
あたり，右辺のラグ項の最高次数 pを推定する必要がある。ERSでは pの推
定に BICを用いているので，小稿でもそれにあわせ，BICを使うことにす
る。小生が推定に用いた統計ソフトは TSPである。TSP（バージョン 5.0）
では，BICは次の式で計算されている。
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BIC =
1
2
{
T (1 + log 2π) + T log
(
SSR
T
)
+ (p + 1) log T
}
(29)
ここで，対数は自然対数であり，SSRは (16)をOLS推定した時の残差平方
和である。一方，例えば Hayashi(2000)では，BICの計算式について，(29)
とは異なる次の式を紹介している。
BIC = log
(
SSR
T
)
+ (p + 1)
log T
T
(30)
もちろん，(29)と (30)では求まる BICの値は異なる。BICは値の差のみに
意味があり，値そのものには意味がないため，同一モデルの BICでもソフト
ウェアによって出力される値が異なることがあるし，同一のソフトウェアで
もバージョンによって BICの値が異なっていることすらある。しかしそうい
う場合でも，例えば (29)で計算される BICと (30)で計算される BICの場
合，後者を BIC∗ と置くならば，
BIC =
T
2
{(1 + log 2π) + BIC∗} (31)
となり，(31)右辺の 1 + log2πは定数なので，両者は比例関係にあることに
なり，どちらの計算式によってもモデルの BICの間の大小関係が異なるとい
うことはなく，それゆえモデルの選択結果も用いられる BICの計算式によっ
て変わるということはない。要するに，異なる計算式で計算された BIC同士
を比較しなければ問題は生じない。以上の注意点は，AICについても同様で
ある。
BIC を比較しながら (16)を推定した結果，p = 5と判断した。そして推
定結果は表 1 のようになった。ただし表 1 においては，u˜t−1 を「u(−1)」，
Δu˜t−1を「Δu(−1)」，Δu˜t−2を「Δu(−2)」，などと記している。小稿 2節
で解説したように，変数 u˜t−1の係数の t統計量が，この場合の ADF検定の
検定統計量 τˆτ であり，その値は−1.94であった。有意水準を 5%とすると臨
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表 1
変数 u(−1) Δu(−1) Δu(−2) Δ(−3) Δ(−4) Δ(−5)
係数 −0.02 0.56 −0.01 −0.12 0.81 −0.62
t値 −1.94 8.56 −0.38 −3.39 21.86 −9.43
界値は Fuller (1976)の表から −3.41と求まるので，帰無仮説は棄却されず，
対数をとった実質マネーサプライの系列に単位根が含まれていないとは判断
できない。
しかし，小稿 1節で述べたように，ADF検定は検出力が低いことが知られ
ている。すなわち，実は対立仮説が正しい，すなわち系列が単位根を含んでい
なかったのだとしても，この検定がそれを「検出」できなかっただけかもしれ
ないのである。このような背景から，ADF検定より検出力の高いADF-GLS
検定を行う動機が生まれる。
余談ながら，この場合のように，DGP に線形トレンドと定数項の両方が
含まれていると考えることができる場合に ADF検定を行う際，上記のよう
に帰無仮説が棄却されないなら，ただちに β1 の有意性検定に入るのが常道
である。その方法については，ADF-GLS検定の解説を目的としている小稿
の主題からは外れるので，ここでは詳しく示さないが，結果のみを示してお
くと，β1 は有意水準 1%で有意となり，図 1および図 2から線形トレンド項
が DGPに含まれているとした判断は支持されたことになった。この検定に
ついて詳しくは，森棟 (1999)を参照されたい。
それではいよいよ，対数をとった実質マネーサプライの系列に ADF-GLS
検定を適用してみよう。上述の分析を援用し，DGPには定数項も線形トレン
ド項も含まれていると想定する。その場合には，小稿 3節で説明したように，
c¯ = −13.5としたうえで yt − α¯yt−1，1− α¯，t− α¯(t− 1)をそれぞれ 1つの
変数として（ただし，1期目のデータは，それぞれ y1，1，1とする）(21)を
推定し，その推定値を用いて (22)より系列
{
y dt
}
を求める。この
{
y dt
}
を使
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表 2
変数 y(−1) Δy(−1) Δy(−2) Δy(−3) Δy(−4) Δy(−5)
係数 2.20E–07 0.64 0.09 −0.04 0.9 −0.59
t値 0.07 9.1 2.51 −1.23 25.5 −8.66
い (24)を推定するとき，(24)の a0の t統計量がADF-GLS検定の検定統計
量となる。
ADF検定の場合と同様，(24)の推定にあたっては，未知である pの推定
も同時に行う必要がある。BICを比較しながら (24)を推定した結果，p = 5
と判断した。そして推定結果は表 2のようになった。ただし表 2においては，
y dt−1を「y(−1)」，Δy dt−1を「Δy(−1)」，Δy dt−2を「Δy(−2)」，などと記し
ている。変数 y dt−1の係数の t統計量が，この場合の検定統計量であり，その
値は 0.07であった。有意水準を 5%とすると臨界値は ERSの表から −2.89
と求まるので，ADF 検定の場合と同様に，帰無仮説は棄却されず，対数を
とった実質マネーサプライの系列に単位根が含まれていないとは判断できな
い。ADF検定より検出力の高い ADF-GLS検定を行っても ADF検定と同
じ結果が得られたわけで，先の ADF検定の結果は信用できるものであった
ことがわかった。
5. 結び
小生は，代表的な単位根検定の手法である ADF検定を，その検出力が高
くなるように改良した検定手法である ADF-GLS検定が，あまりわが国で利
用されていないことに着目した。そして小稿では，その現状の改善を促すた
め，ADF-GLS検定の方法を初学者でも理解できるようにできるだけ平易に
紹介するよう努めてきたが，いかがなものであろうか。
小稿 2節では，小稿の理解に必要最低限の ADF検定の概要について説明
した。もっとも，小稿をできるだけ自己完結的にするために，やや長くなって
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しまった。3節では，ADF-GLS検定の手法について，できるだけ具体的に
説明した。4節では，ADF-GLS検定をわが国のマクロ経済データの一つで
ある，実質マネーサプライに適用した例を示し，同じデータ系列を ADF検
定に適用した結果と比較した。
小稿が，時系列分析の初歩も含めた計量経済学の入門を学び終えた学部上
級生や，計量経済学の方法論を専門としない大学院初年級の学生にとって，
ADF-GLS検定について理解し，ADF-GLS検定を実証分析においてもっと
利用できるようになるための，きっかけになれば幸いである。
付記
小生が小稿を脱稿する直前，一橋大学の黒住英司先生による展望論文「経
済時系列分析と単位根検定：これまでの発展と今後の展望」（『日本統計学会
誌』第 38巻，シリーズ J，第 1号）が公刊された。同論文は小稿と違い，初
学者に向けて書かれたものではないが，ADF-GLS検定についても解説が与
えられており，同論文の公刊により，小生が小稿第 1節にて記した，わが国
におけるADF-GLS検定の周知状況も変わったと思われる。ADF-GLS検定
についてより詳しく知りたい読者は，ERSに当たられる前に，同論文を読ま
れることをお勧めしたい。
付録
ここでは，小稿本文 2節 (14)から (15)への書き換えについて説明する。
ラグ多項式は，ラグ演算子を数値を表わす変数と同じように扱うことがで
きるので，(14)の左辺における，ラグ多項式の積の部分は次のようになる。
(1− φ1L− φ2L2 − · · · − φpLp) (1− αL)
= 1− (α + φ1)L− (φ2 − αφ1)L2 − (φ3 − αφ2)L3 − · · ·
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−(φp − αφp−1)Lp − (−αφp)Lp+1 (A1)
と展開できる。(A1)の右辺の各項の小括弧の中身について，左から順に下の
ように定義する。
ψ1 ≡ α + φ1
ψ2 ≡ φ2 − αφ1
ψ3 ≡ φ3 − αφ2
. . .
ψp ≡ φp − αφp−1
ψp+1 ≡ −αφp
ここで定義された記号 ψi (i = 1, . . . , p+ 1)を用いて，(A1)の右辺を，やや
技巧的ではあるがつぎのように書き換える。
1− ψ1L− ψ2L2 − ψ3L3 − · · · − ψpLp − ψp+1Lp+1
= 1− L− {(−1 + ψ1 + ψ2 + ψ3 + · · ·+ ψp + ψp+1)
−(ψ2 + ψ3 + · · ·+ ψp + ψp+1)}L− {−(ψ3 + ψ4 + · · ·+ ψp + ψp+1)
+(ψ2 + ψ3 + · · ·+ ψp + ψp+1)}L2 − · · ·
−{−(ψp+1) + (ψp + ψp+1)}Lp − (ψp+1)Lp+1 (A2)
そしてさらに，(A2) の右辺の各小括弧の中身について，以下のように定義
する。
a0 ≡ −1 + ψ1 + ψ2 + ψ3 + · · ·+ ψp + ψp+1
−a1 ≡ ψ2 + ψ3 + ψ4 + · · ·+ ψp + ψp+1
−a2 ≡ ψ3 + ψ4 + · · ·+ ψp + ψp+1
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. . .
−ap−1 ≡ ψp + ψp+1
−ap ≡ ψp+1
この定義を用いて (A2)の右辺を次のように書き換えていく。
1− L− (a0 + a1)L− (a2 − a1)L2 − (a3 − a2)L3 − · · ·
−(ap − ap−1)Lp − (−ap)Lp+1
= 1− L− a0L− a1L + a1L2 − a2L2 + a2L3 − a3L3 + · · ·
+ap−1Lp − apLp + apLp+1
= (1− L)− a0L− (a1L + a2L2 + a3L3 + · · ·
+ap−1Lp−1 + apLp)(1 − L) (A3)
(A3)の最右辺は (A1)の左辺の書き換えであるから，本文 2節 (14)の左辺は，
(1− φ1L− φ2L2 − · · · − φpLp) (1− αL)ut
= {(1− L)− a0L− (a1L + a2L2 + a3L3 + · · ·
+ap−1Lp−1 + apLp)(1 − L)} ut
= Δut − a0ut−1 − a1Δut−1 − a2Δut−2 − · · · − apΔut−p (A4)
と書くことができる。(A4)の最左辺と最右辺を見比べれば，(14)から (15)
への書き換えができることがわかる。
なお，a0 の定義と ψi (i = 1, . . . , p + 1)の定義から，
a0 ≡ −1 + ψ1 + ψ2 + ψ3 + · · ·+ ψp + ψp+1
= −1 + (α + φ1) + (φ2 − αφ1) + (φ3 − αφ2) + · · ·
+(φp − αφp−1) + (−αφp)
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= (α− 1)(1− φ1 − φ2 − · · · − φp)
であることもわかる。
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