It is generally recognized that psychological studies often involve small samples. For example, researchers in clinical psychology often have to deal with small samples that generally include less than 15 participants (Kazdin 2003; Shapiro & Shapiro, 1983; Kraemer, 1981; Kazdin, 1986) . Although the researchers aim at collecting large normally distributed samples, they rarely have the appropriate amount of resources (time and money) to recruit a sufficient number of participants. It is thus useful, particularly in psychology, to consider tests that have few constraints and allow experimenters to test their hypotheses on small and poorly distributed samples.
A lot of studies do not provide very good tests for their hypotheses because their samples have too few participants (for a review of the reviews, see Sedlmeier & Gigerenzer, 1989) . Even tough small samples can be methodologically questionable (e.g. generalization is difficult); they can be useful to infer conclusions on the population if the adequate statistical test is applied.
One can imagine a situation where a scientist has two groups of subjects but has only very few participants in each group (less than eight participants). Thus, this researcher cannot affirm that his two groups come from a normal distribution because they include too few participants (Mann and Whitney, 1947) . In addition to this statistical ʺconstraintʺ, the data of the research conducted by this experimenter is of continuous or ordinal type. This implies that his measurements can be lacking in precision. In such a case, this researcher cannot refer to the parametric test of mean using the Student's t-distribution because it is impossible to check that the two samples are normally distributed. How can one react in such a situation? Initially, a statistical test of non-parametric type imposes itself for this researcher (a non-parametric test is necessary when the distribution is asymmetrical). Non-parametric tests differ from parametric test in that the model structure is not specified a priori but determined from the data. The term nonparametric is not meant to imply that such models completely lack parameters but that the number and nature of the parameters are flexible and not fixed in advance. Therefore, nonparametric tests are also called distribution free. The Mann-Whitney U test can be used to answer the questions of the researcher concerning the difference between his groups. This test has the great advantage of possibly being used for small samples of subjects (five to 20 participants). It can also be used when the measured variables are of ordinal type and were recorded with an arbitrary and not a very precise scale.
In the field of behavioural sciences, the Mann-Whitney U test is one of the most commonly used non-parametric statistical tests (Kasuya, 2001 ). This test was independently worked out by Mann and Whitney (1947) and Wilcoxon (1945) . This method is thus often called the Wilcoxon-MannWhitney test or the Wilcoxon sum of ranks test.
In the following text, a brief summary of the Mann and Whitney method will be presented. The underlying logic of this test, an example of its application as well as the use of SPSS for its calculation will be presented. Lastly, some forces and limits of the test will be reported.
The Mann-Whitney U Test

Hypotheses of the Test
The Mann-Whitney U test null hypothesis (H0) stipulates that the two groups come from the same population. In other terms, it stipulates that the two independent groups are homogeneous and have the same distribution. The two variables corresponding to the two groups, represented by two continuous cumulative distributions, are then called stochastically equal.
If a two-sided or two-tailed test is required, the alternative hypothesis (H1) against which the null hypothesis is tested stipulates that the first group data distribution differs from the second group data distribution. In this case, the null hypothesis is rejected for values of the test statistic falling into either tail of its sampling distribution (see Figure 1 for a visual illustration). On the other hand, if a one-sided or one-tailed test is required, the alternative hypothesis suggests that the variable of one group is stochastically larger than the other group, according to the test direction (positive or negative). Here, the null hypothesis is rejected only for values of the test statistic falling into one specified tail of its sampling distribution (see Figure 1 for a visual illustration).
In more specific terms, let one imagine two independent groups that have to be compared. Each group contains a number n of observations. The Mann-Whitney test is based on the comparison of each observation from the first group with each observation from the second group. According to this, the data must be sorted in ascending order. The data from each group are then individually compared together. The highest number of possible paired comparisons is thus: ( ) y xn n , where nx is the number of observations in the first group and ny the number of observations in the second. If the two groups come from the same population, as stipulated by the null hypothesis, each datum of the first group will have an equal chance of being larger or smaller than each datum of the second group, that is to say a probability p of one half (1/2). In technical terms,
where xi is an observation of the first sample and yj is an observation of the second. The null hypothesis is rejected if one group is significantly larger than the other group, without specifying the direction of this difference.
In a one-tailed application of the test, the null hypothesis remains the same. However, a change is brought to the alternative hypothesis by specifying the direction of the comparison. This relation can be expressed mathematically, 
The hypotheses previously quoted can also be in terms of medians. The null hypothesis states that the medians of the two respective samples are not different. As for the alternative hypothesis, it affirms that one median is larger than the other or quite simply that the two medians differ. In a more explicit way, the hypothesis respectively corresponds to:
H0 where θx corresponds to the median of the first group and θy corresponds to the median of the second group.
Therefore if the null hypothesis is not rejected, it means that the median of each group of observations are similar. On the contrary, if the two medians differ, the null hypothesis is rejected. The two groups are then considered as coming from two different populations.
Assumptions of the Test
In order to verify the hypotheses, the sample must meet certain conditions. These conditions can be easily respected. They are of three types:
(a) The two investigated groups must be randomly drawn from the target population. The concept of random implies the absence of measurement and sampling errors (Robert et al., 1988) . Note that an error of these last types can be involved but must remain small.
(b) Each measurement or observation must correspond to a different participant. In statistical terms, there is independence within groups and mutual independence between groups.
(c) The data measurement scale is of ordinal or continuous type. The observations values are then of ordinal, relative or absolute scale type.
The Test
The Mann-Whitney U test initially implies the calculation of a U statistic for each group. These statistics have a known distribution under the null hypothesis identified by Mann and Whitney (1947) (see Tables 3 to 8) .
Mathematically, the Mann-Whitney U statistics are defined by the following, for each group:
where nx is the number of observations or participants in the first group, ny is the number of observations or participants in the second group, Rx is the sum of the ranks assigned to the first group and Ry is the sum of the ranks assigned to the second group.
In other words, both U equations can be understood as the number of times observations in one sample precede or U U (the smallest of U both calculated) is smaller than the p or the predetermined α threshold. In technical terms,
Normal approximation
If the numbers of observations nx and ny are larger than eight, a normal approximation, as shown by Mann and Whitney (1947) , can be used, that is to say: , μU corresponds to the average of the U distribution and σU corresponds to its standard deviation.
If each group includes more than eight observations, the sample's distribution gradually approaches a normal distribution. If a normal approximation has to be used, the To test the difference between Ux or y and μU, the reader can refer to the z-table. If the absolute value of the calculated z is larger or equal to the tabulated z value, the null hypothesis is rejected. Reject H0 if calculated z z tabulated ≥ .
Ties (equalities)
Following the Mann-Whitney U test assumption of continuity, the data's arrangement must be unique. This postulate implies that it is impossible that two values are exactly equal (chances are one out of infinity). However, it is often possible to observe equal measurements in behavioural sciences because the measurements are rarely very precise. In the case of equalities, it is necessary to calculate both U by allocating half of the tied ranks (ties) to the first group's values and the other half to the second group's values. It is as if one gave to each observation, the average rank if no equality had existed. Note that when ties occur within a group, this type of equality does not need to be considered in the calculation presented here. Indeed, it is the equalities between the two groups that deserve attention. In short, in the event of ties, assign the rank of half of the observations to the first group and the other half to the second. In a situation of ties between the groups, the normal approximation must be used with an adjustment to the standard deviation. The standard deviation or the square root of the variance becomes: 
Procedure and Application
Let take a fictitious example of application of the U test.
An experimenter read that there is an antibiotic often tested, well documented, and known to help information storage in memory. This experimenter also knows through scientific reports and guidelines that the behavioral therapy has an established efficacy for the treatment of the social phobia (APA, 1998; INSERM, 2004; BPSCORE, 2001 ). In addition, he knows that the behavioral therapy requires the learning of new behaviours which implies information storage.
The number of symptoms of social phobia after two types of therapy was investigated. Two groups of individuals with social phobia were compared. The first group received the behavioral therapy; the second group received the behavioral therapy combined with the antibiotic. After each therapy, both groups showed a decreased in the number of symptoms of social phobia. The number of these symptoms was measured and a test was run to decide whether the combined therapy had more effect on the symptoms than the behavioral therapy alone.
In other terms, the experimenter wishes to compare two random variables having continuous cumulative distribution functions. He wishes to test the hypothesis that his variables are stochastically equal (their distributions are similar) against the alternative that C is stochastically smaller than B. C corresponds to the numbers of symptoms under investigation in the combined therapy group, B corresponds to the numbers of symptoms in the behavioral therapy group.
Unfortunately, the number of subjects with social phobia is small.
Moreover, nothing indicates that the symptomatology is normally distributed amongst the individuals with social phobia. Hence, the Mann and Whitney U test is the only legitimate test. Table 1 shows the results of the experiment.
First, organize each group data in ascending order irrespective of group membership. Be aware that a value of -20 is ordered, on an increasing scale, before a value of -10. See Table 2 for a visual illustration.
Both U statistics can be computed using the equations (1) and (2).
Note that the sum of ranks of the two groups is always Rx Ry + : R R n n n n U n n n n U n n n n then:
The sum of Ux and Uy is thus equal to the product of the two samples sizes. Consequently, once one value of U is obtained using the equations (1) or (2), the value of the other U is found by subtracting the value of the first U from the product of the two samples sizes. Thus:
This last equation can save an enormous amount of time. Second, the researcher must calculate the U statistic corresponding to each group using equations (1) or (2): ( ) 
U n n n n R
where nB is the number of symptoms of social phobia after the behavioral therapy, nC is the number of symptoms of social phobia after the combined therapy, RB is the sum of the ranks assigned to the behavioral therapy group and RC is the sum of the ranks assigned to the combined therapy group. Based on this method, the experimenter can formulate the null hypothesis differently: UB does not differ significantly from UC.
Third, compute the global U statistic in this way:
U U (choose the smallest value of both U statistics calculated). With the Mann and Whitney tables (1947) , the probability of obtaining a U value that is not larger than the one calculated above can be obtained. To find this probability in the Mann and Whitney tables, the following information is required: the value of min ( ) , x y U U , nx and ny.
If the probability of obtaining such a U is smaller than the predetermined alpha (α) threshold, the null hypothesis is rejected. If it is a one-tailed test, this value found in the Mann and Whitney tables correspond to the probability p value (probability of rejecting H0 when this one is ʺtrueʺ) which will be compared with the predetermined alpha (α) threshold of statistical significance. On the other hand, if it is a two-tailed test, it is necessary to double this probability to obtain the one that will be compared with the predetermined alpha (α) threshold of statistical significance. Referring to Table 7 , the smallest U is in this case 12 and correspond to a p of 0.064 (see also SPSS section). Thus, this p is not smaller than a predetermined p of, for example, 0.05. The researcher does not reject H0 and concludes that the two groups are not significantly different. 
Computing the Mann-Whithney U test using SPSS
First of all, one needs to enter the data in SPSS, not forgetting the golden rule which stipulates that each participant's observation must occupy a line. The numbers of the groups are generally 1 and 2, except whenever it is more practical to use other numbers.
Following the entry of the data, open a new syntax window and enter the following syntax. NPAR TESTS /M-W= name of the dependent variable column BY name of the independent variable column (1 2) /STATISTICS= DESCRIPTIVES QUARTILES /MISSING ANALYSIS. or /MISSING LISTWISE. The last line of the preceding syntax corresponds to two options that manage the missing values. These options are useful when more than one statistical test is specified in the syntax table. The first option is /MISSING ANALYSIS and supports that each test is separately evaluated for the missing values. On the other hand, with the option /MISSING LISTWISE, each empty box or missing value, for any variable, is excluded from all analyses. The option that one will choose depends on the other tests that one needs to apply. If there is only the Mann-Whitney statistical test that has to be carried out, the missing values will be managed in the same manner, does not matter which of the two options is selected.
Following the syntax execution, the results appear in tables in the Output window. Initially, descriptive data like the group averages, their standard deviation, the minimal and maximal values, the quartiles and the number of participants in each group appear. Thereafter, the test results appear in two distinct tables. In the first table, between the values of the Ranks, the Mean Rank and the Sum of Ranks given, the N corresponds to the number of observations or participants. In addition, in the second one, the tests results appear. SPSS automatically provides us the Mann-Whitney U, the Wilcoxon W and the Z results. This computer program also returns the asymptotic significance or the level of significance based on the normal distribution of the statistical test: Asymp. :. In a general way, a value lower than the statistical threshold is considered significant and the alternative hypothesis is accepted.
The asymptotic significance is based on the assumption that the data sample is large. If the data sample is small or badly distributed, the asymptotic significance is not in general a good indication of the significance. In this case, the level of significance based on the exact distribution of a statistical test or Exact Sig. According to the example previously presented, the researcher will consider the Exact Sig. ]: . This done and because his test application is of one-tailed type, he will divide this level of significance based on the exact distribution by two to obtain the level of significance that will be compared to his predetermined statistical threshold (α). In the example previously presented, the p is 0.064 and not smaller than the predetermined statistical threshold of 0.05.
Discussion
Like any statistical test, the Mann-Whitney U has forces and weaknesses. In terms of forces, like any non-parametric test, the Mann-Whitney U does not depend on assumptions on the distribution (i.e. one does not need to postulate the data distribution of the target population). One can also use it when the conditions of normality neither are met nor realisable by transformations. Moreover, one can use it when his sample is small and the data are semi-quantitative or at least ordinal. In short, few constraints apply to this test.
The Mann-Whitney U test is also one of the most powerful non-parametric tests (Landers, 1981) , where the statistical power corresponds to the probability of rejecting a false null hypothesis. This test has thus good probabilities of providing statistically significant results when the alternative hypothesis applies to the measured reality. Even if it is used on average-size samples (between 10 and 20 observations) or with data that satisfy the constraints of the t-test, the Mann-Whitney has approximately 95% of the Student's t-test statistical power (Landers) . By comparison with the t-test, the Mann-Whitney U is less at risk to give a wrongfully significant result when there is presence of one or two extreme values in the sample under investigation (Siegel and Castellan, 1988) .
Despite this, the Mann and Whitney test (1947) has its limits. With the Monte Carlo methods, methods that calculate a numerical value by using random or probabilistic processes, it was shown that the t-test is most of the time more powerful than the U-test. Indeed, this fact remains whatever the amplitude of the differences between the averages of the populations under investigation and even if 20 the distributions of these populations do not meet the criteria of normality (Zimmerman, 1985) . On the other hand, very little statistical power is lost if the Mann-Whitney U test is used instead of the t-test and this, under statistically controlled conditions (Gibbons and Chakraborti, 1991) .
In addition, the Mann-Whitney U test is, in exceptional circumstances, more powerful than the t-test. Indeed, it is more powerful in the detection of a difference on the extent of the possible differences between populations' averages than the t-test when a small manpower is associated with a small variance (Zimmerman, 1987) . On the other hand, when the sample size is similar or when the smallest manpower has the greatest variance, the t-test is more powerful on all the extent of the possible differences (Zimmerman) .
Lastly, the Monte Carlo methods showed that the MannWhitney U test can give wrongfully significant results, that is to say the erroneous acceptance of the alternative hypothesis (Robert & Casella, 2004) . This type of results is at risk to be obtained whenever one's samples are drawn from two populations with a same average but with different variances. In this type of situations, it is largely more reliable to use the t-test which gives a possibility for the samples to come from distributions with different variances. The alpha (α) error or of type I is to reject H0 whereas this one is true. This error is thus amplified when Mann-Whitney U is applied in a situation of heteroscedasticity or distinct variances. In addition, some solutions exist to this major problem (see Kasuya, 2001) .
In short, the Mann-Whitney U statistical test is an excellent alternative to parametric tests like the t-test, when the assumptions of these last ones cannot be respected. With a statistical power similar to the t-test, the Mann-Whitney U is, by excellence, the test of replacement. However, as one understood, it is more reliable to use the t-test if its postulates can be met.
