Abstract: There are many tasks that require clear and easily recognizable images in the field of underwater robotics and marine science, such as underwater target detection and identification of robot navigation and obstacle avoidance. However, water turbidity makes the underwater image quality too low to recognize. This paper proposes the use of the dark channel prior model for underwater environment recognition, in which underwater reflection models are used to obtain enhanced images. The proposed approach achieves very good performance and multi-scene robustness by combining the dark channel prior model with the underwater diffuse model. The experimental results are given to show the effectiveness of the dark channel prior model in underwater scenarios.
Introduction
Underwater robotics, marine science, and underwater exploration have become more active in recent years. Naturally, there is a strong need to apply computer vision-based algorithms to these works. However, given the illumination attenuation, uneven illumination results in lower and unbalanced image brightness. Moreover, there is serious back-scattering noise due to scattering and absorption, and underwater images often suffer from poor quality, such as low contrast, blur, and so on. This is a difficult problem for those activities that require clear and easily-recognizable underwater images.
Generally speaking, the principle of underwater images can be represented simply by Figure 1 [1] . The whole process can be decomposed into two parts: forward transmission and back-scattering. The scattering effect is brought by the suspended particles in the water that reflect the light in other directions, which makes the image blurry. The absorption is caused by the medium of the water, which degrades the energy of light rays according to their wavelengths, which makes the image visually lose its contrast and reduces the visible ranges. The underwater imaging model [2] [3] [4] can be expressed by Equation (1) :
−cl L p + r k f β(θ)I(r) c · (1 − e −cl )dr (1) in which L r represents the image we actually see, L p indicates the picture without noise, c represents the attenuation coefficient of water, l represents the distance between the object and the camera, k f is a constant related to the focal length, β(θ) represents the volume scattering coefficient, and I(r) represents the intensity of light on the object plane. Several studies [5] [6] [7] have proposed a variety of methods for the determination of c and β(θ) and given measurements under different underwater environments. This means that if we know the type of underwater environment, we can use the c and β(θ) measured in the corresponding underwater environment to estimate the result of the underwater imaging model.
Inspired by this, we considered that the poor underwater image quality is mainly due to the various types of noise caused by scattering and absorption. To tackle the aforementioned problems, this paper presents a novel method that can process the underwater image to make it less affected by the underwater environment. This method removes the underwater noise, firstly, and then uses the contrast stretch method to enhance the denoised image. In this way, our proposed method can reduce the influence of noise and retain more information of underwater images.
The rest of this paper is organized as follows: Section 2 offers a brief overview of the existing research work that is related to this research; in Section 3, the proposed approach is described in detail; experimental results are given in Section 4 to demonstrate the feasibility and performance of the proposed method; and, finally, a brief conclusion and future works are presented in Section 5.
Related Works

Classical Models
Generally, there are four ways to enhance underwater images: enhancement in the spatial domain [8, 9] , enhancement in the frequency domain, color-constancy-based enhancement, and multi-method-based enhancement [10] [11] [12] .
Iqbal et al. [13] proposed an algorithm based on integrated color model (ICM). This algorithm uses the strategy to stretch RGB channels firstly, and then converts the processing results to HSV space and further stretches the S and V components. It can effectively extend the display range of each channel of the image and realize the contrast enhancement. However, their method only achieved the partial enhancement effect, as the statistical distribution of the intensity values and the position information are not taken into account.
Histogram equalization (HE) [14] is another common enhancement method in the spatial domain. HE takes into account the statistical distribution of the values of each channel but still does not take into account the location information, so it often enhances noise and image details at the Several studies [5] [6] [7] have proposed a variety of methods for the determination of c and β(θ) and given measurements under different underwater environments. This means that if we know the type of underwater environment, we can use the c and β(θ) measured in the corresponding underwater environment to estimate the result of the underwater imaging model.
Related Works
Classical Models
Histogram equalization (HE) [14] is another common enhancement method in the spatial domain. HE takes into account the statistical distribution of the values of each channel but still does not take into account the location information, so it often enhances noise and image details at the same time. A typical improvement is the use of generalized histogram equalization, discrete wavelet transform, and KL-transform [15] , which achieved a better performance.
Ancuti et al. [10, 11] used the image fusion technology for underwater image enhancement. Their algorithm first used shades of gray technology to perform color correction to obtain enhanced same time. A typical improvement is the use of generalized histogram equalization, discrete wavelet transform, and KL-transform [15] , which achieved a better performance.
Ancuti et al. [10, 11] used the image fusion technology for underwater image enhancement. Their algorithm first used shades of gray technology to perform color correction to obtain enhanced image A. Then, image A was denoised, and its contrast was enhanced to obtain the enhanced image B. A sequence of calculations on the Laplacian contrast map, local contrast map, significance feature map, and an exposure graph of A and B were conducted, respectively. The feature map was used to calculate the weight map and perform the normalization. Finally, multi-resolution analysis is used to synthesize the enhanced image. However, the computational complexity of this method is too high and is not suitable for the real-time use of the actual scene.
The most representative theory of color-constancy is the retinal cortex (Retinex) proposed by Dr. Land [16] , which considered that the color perceived by human vision mainly depends on the reflection component r rather than the compnent f projected onto the retina. Retinex theory attempts to separate r from f and reduce the influence of i on the image so as to enhance the image. The commonly-used Retinex algorithms include single-scale Retinex (SSR) [16] , multi-scale Retinex (MSR) [17] , and multi-scale Retinex with color restoration (MSRCR) [17] . Zhang S et al. [18] have shown that those methods perform well in many tasks, but they also have some problems that can be observed in Figure 2 with respect to the halo artifacts that exist in the processed images: the edges are obvious within these images, which lead to higher contrasts, thereby causing the loss of more details. In general, the methods mentioned above can improve the quality of the image with relatively little noise, but are unable to deal with the very large amount of noise in underwater images taken due to the extreme turbidity of underwater environments. The most fundamental reason is because these algorithms are from the image processing point of view and did not take into account the nature of the noise.
Dark Channel Prior Model
The fog image generation model [19] [20] [21] [22] is generally described by the following expression: In general, the methods mentioned above can improve the quality of the image with relatively little noise, but are unable to deal with the very large amount of noise in underwater images taken due to the extreme turbidity of underwater environments. The most fundamental reason is because these algorithms are from the image processing point of view and did not take into account the nature of the noise.
The fog image generation model [19] [20] [21] [22] is generally described by the following expression:
in which I(x) represents the image we actually see, J(x) indicates the picture without fog, A represents the global atmospheric light, and t(x) represents the transmission rate. The goal of the algorithm is to recover J(x) according to I(x).
The dark channel prior (DCP) model was proposed by He et al. [23] under the assumption that "some pixels have at least one channel with very low intensity in the outdoor fogless non-sky environment". This can be described as follows:
Assuming that A c is known, we can obtain recovered picture:
Underwater Dark Channel Prior Models
Yang et al. [24] proposed an underwater dehaze algorithm based on the dark channel prior model. The overall steps were not changed, and white balance color recovery was added. Some algorithms used different underwater scattering models to evaluate the light intensity [25, 26] . Block M et al. [27] proposed an automatic approach based on the dark channel prior model to recover the picture. However, these methods are too simple to contend with complex environments. In the case of uneven lighting, the processed image will be over-exposed, as can be seen in Figure 3b .
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The Proposed Approach
Architecture
For an original picture, we identify the degree of turbidity in the original picture through the underwater environment recognizer, since the degree of turbidity determines the parameters of the underwater reflection model. Then, we use the corresponding parameters of the underwater image enhancement algorithm to obtain enhanced images according to the underwater environment information. Figure 4 shows our proposed framework that improves the previous two underwater image processing methods and makes the image enhancement have good performance. It is an automatic process that does not rely on manual operation.
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Verify the Underwater Dark Channel Prior
In order to verify if the dark channel prior model works in the underwater environment, we collected 2000 relatively clear pictures of underwater environments and the statistics of intensities of all the pixels. As shown in Figure 5a , over 50% of the pixels have an intensity of 0, over 70% of the pixels have intensities under 10, and over 90% of the pixels have intensities under 50. The result is not as obvious as on land. It is clear that the underwater images are always more or less scattered or blurred.
As a comparison, we collected 2000 turbid underwater images to count the intensity of each pixel of the dark channel map. As shown in Figure 5b , we found that the ratio of intensity 0 dropped to below 20%, and a large number of pixel intensities fell within the range of 0 to 150. It becomes clear that the scattering of turbid water has a relatively large impact on the image quality. Therefore, we conclude that the dark channel prior rule also exists in the underwater environment. 
Underwater Environment Recognition
As the underwater environment is very complex, we cannot use a set of parameters to handle all situations. The traditional underwater dehaze method is based on the dark channel prior model, and underwater backscatter needs to be determined manually by selecting the environment information and the appropriate parameters. Obviously, this is very inefficient and impractical.
After our observation and conclusion of previous underwater research measurements, we found that most of the underwater images could be divided into four types: pure water, clean water, mildly turbid water, and severely turbid water. Since there is no suitable underwater image dataset, currently, our underwater data are collected online and annotated manually in advance; each category has 2000 pictures, and the whole dataset is partitioned into a training set and a test set for experiments according to an 8:2 ratio.
It is difficult to design features to classify those pictures into four categories through traditional methods. In fact, we had tried some features, such as brightness, contrast, etc. However, the performance is not good enough in practice. Since the convolutional network is very effective in image recognition, and there are many effective CNN architectures, like LeNet-5 [29] , AlexNet [30] , ResNet [31] , etc., it is feasible to use it to improve classification accuracy. 
It is difficult to design features to classify those pictures into four categories through traditional methods. In fact, we had tried some features, such as brightness, contrast, etc. However, the performance is not good enough in practice. Since the convolutional network is very effective in image recognition, and there are many effective CNN architectures, like LeNet-5 [29] , AlexNet [30] , ResNet [31] , etc., it is feasible to use it to improve classification accuracy.
Although our task can be regarded as only a four-class classification problem, this is more complex than the digital classification problem in practice. We attempted to use LeNet-5, and it cannot learn well on this task. Other architectures are too complicated to handle this kind of problem and resulted in serious over-fitting because our data is insufficient. Thus, our guiding principle is to seek a balance between reducing the model complexity and maximizing the test precision. Based on that principle, we found a good architecture for this task after trying out a variety of models. Figure 6 shows this framework in detail and, in the training process, we flip, rotate, and crop each image to augment this dataset. Then, we obtain a dataset that contains four categories, and each category has 12,000 pictures.
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As we have mentioned above, the enhanced images could be over-exposed if we use the original dark channel prior model [23, 24] . This is because the reflection underwater and the reflection on land are different. However, we can find some similarities by comparing the underwater imaging model (Equation (1)) and foggy imaging model (Equation (2)) if we use e −cl as the transmittance t(x), and let:
the underwater imaging model can be rewritten as follows:
We can see that the underwater imaging principle is almost the same as the fog imaging principle. Then, the estimate of the background A' is converted to the calculation of the underwater back-scattering.
According to the dark channel prior model, we can obtain the recovery equation as follows:
which means that once we estimate the background light A' correctly, we can recover the underwater image. Thus, the estimation of the background light can directly affect the performance of the image enhancement. Background light estimates based on the original pictures were, respectively, used and improved by Tan [32] and Fattal [33] . The core idea of those methods is to select the pixel value of the strongest light intensity in the original image as an estimation of the background light, because the point with the strongest intensity on a picture can be a good indicator of the overall environment. However, in some cases, if the intensity values of fog and the object are close, the object will not be recognized correctly, and the algorithm treats the object as fog.
In the underwater environment, the light intensity can be very uneven. Wang et al. [27] took the maximum brightness of an image as the background light, which is a convenient way to estimate background light. However, as the overall brightness of the image was ignored, the images become very dark after the enhancement process.
Based on the characteristics of the underwater environment, this paper proposes a new background light estimation algorithm to reflect the overall background light of the underwater environment.
We can take the intensity of top 1% of the pixels in the image, denoted as N max , and then take 0.5% of the pixels in the middle of the whole image, denoted as N middle , finally taking 0.5% of the darkest pixel, denoted as N min . Then, we can obtain three different average background light estimations:
As a result, we can obtain three recovered images, and then average the three images to obtain the final recovered image. The background light obtained in this way can reflect the average brightness value of a picture as completely as possible and recover a brighter image.
Post-Processing
We discovered that the picture contrast is relatively lower than the normal pictures after being processed by our model; as a result, there is a potential for further enhancement, so we added a post-processing step to the image. Additionally, we believe that the basic noise has been removed, and there is no need to use more complex methods to reduce the image quality, so we chose a relatively simple linear contrast enhancement method, described as follows:
in which g(x,y) represents the enhanced image, f (x,y) is original image, and α and β are the coefficients used to adjust the contrast and brightness, respectively, and are related to a specific scene.
In our experiments, specifically, clean water: α = 1.0, β = 0.1; mildly turbid water: α = 1.5, β = −0.1; and severely turbid water: α = 1.2, β = 0.1.
Experimental Results
In a very pure and clear underwater environment, it is not necessary to perform image enhancement to avoid information loss after processing. Our experiment is mainly concentrated in the other three situations: clean water, mildly turbid water, and severely turbid water. Figures 8-10 show the original images and the images enhanced by different algorithms. More specifically, images in column (a) are the original images, the images in column (b) are created by the original dark channel prior model (DCP) [23, 24] , the images in column (c) are based on the back-scattering dark channel prior model (BSDCP) [27] , and the images in column (d) are produced by our method.
As can be seen from the first row of Figure 8 , the differences between the results obtained by individual algorithms are very small, as the light is relatively uniform and adequate. However, when the brightness is not uniform, the differences between individual algorithms are large, as shown in the second row of Figure 8 . The problem of over-exposure processed by the original dark channel prior algorithm gets very serious; the back of the fish is processed as white, which is totally different from the original image. Our work is relatively good at denoising and color recovery in different situations.
In the next scenario, a more extreme underwater environment, our method performs significantly better than the other algorithms. It should be noted that other methods need their parameters adjusted manually according to the underwater environment before the image enhancement process, and our method does not require this manual adjustment. and there is no need to use more complex methods to reduce the image quality, so we chose a relatively simple linear contrast enhancement method, described as follows:
in which g(x,y) represents the enhanced image, f(x,y) is original image, and α and β are the coefficients used to adjust the contrast and brightness, respectively, and are related to a specific scene.
In a very pure and clear underwater environment, it is not necessary to perform image enhancement to avoid information loss after processing. Our experiment is mainly concentrated in the other three situations: clean water, mildly turbid water, and severely turbid water. Figures 8-10 show the original images and the images enhanced by different algorithms. More specifically, images in column (a) are the original images, the images in column (b) are created by the original dark channel prior model (DCP) [23, 24] , the images in column (c) are based on the back-scattering dark channel prior model (BSDCP) [27] , and the images in column (d) are produced by our method. As can be seen from the first row of Figure 8 , the differences between the results obtained by individual algorithms are very small, as the light is relatively uniform and adequate. However, when the brightness is not uniform, the differences between individual algorithms are large, as shown in the second row of Figure 8 . The problem of over-exposure processed by the original dark channel prior algorithm gets very serious; the back of the fish is processed as white, which is totally different from the original image. Our work is relatively good at denoising and color recovery in different situations.
In the next scenario, a more extreme underwater environment, our method performs significantly better than the other algorithms. It should be noted that other methods need their As can be seen from the first row of Figure 8 , the differences between the results obtained by individual algorithms are very small, as the light is relatively uniform and adequate. However, when the brightness is not uniform, the differences between individual algorithms are large, as shown in the second row of Figure 8 . The problem of over-exposure processed by the original dark channel prior algorithm gets very serious; the back of the fish is processed as white, which is totally different from the original image. Our work is relatively good at denoising and color recovery in different situations.
In the next scenario, a more extreme underwater environment, our method performs significantly better than the other algorithms. It should be noted that other methods need their In fact, there is still no recognized standard for underwater image quality evaluation; Yang [33] and Li [34] systematically discussed some methods for comparing the quality of underwater images. In this paper, we selected three experimental metrics-contrast, entropy, and average gradient-to evaluate the performance of each algorithm. In order to illustrate the generalization of the algorithm, we used the test set mentioned in Section 3.3. A total of 1200 pictures were taken from three kinds of underwater environments: clean, mildly turbid (MD), and severely turbid (SD). Each group contained 400 pictures. Then, we counted the proportion of algorithms that performed the best in each group, as shown in Table 1 . It can be inferred from Table 1 that the images processed by the original dark channel prior models generally have higher contrast and average gradients, but do poorly in entropy, because those images have dramatic changes in color due to over-exposure and have lost more image information. The experimental results show that our proposed method has very obvious advantages in most of those metrics, including stable contrasts, average gradient, and less information loss. Therefore, the algorithm we proposed is more stable and more efficient than the original dark channel prior model and the original dark channel prior model based on back-scatter. Meanwhile, our method can recognize the environmental features automatically and can make the process of image enhancement more accurate that the rest of methods.
Conclusions
A new underwater image enhancement approach is presented in this paper for underwater robot navigation and marine science recognition, which is based on the dark channel prior model and underwater back-scatter model. The proposed method solved the problem of over-exposure and over-dark that the original dark channel prior model and original back-scatter model caused. We introduced the environment recognition module, which can select the most suitable image enhancement parameters according to corresponding underwater environments and then enhance a variety of underwater environments precisely. The model presented in this paper is more robust than other approaches under different underwater conditions and can resist extreme distortion while retaining the detail of the picture as much as possible. However, our model still has two problems that require further study. First, there is a shortage of underwater samples. There is no suitable well-marked underwater dataset available for us today. Therefore, we need to collect and label underwater pictures ourselves, but we still have too few resources to collect. The second one is the speed and robustness of the model. To obtain an enhanced image, we need to go through many steps and we also need to utilize the data measured by previous scientists. This will limit the use of the model in real-time.
Our future work will be focused on solving the two problems mentioned above. The automatic generation of underwater images will be investigated using unsupervised GAN [35] in order to obtain enough underwater images. This can provide more training data to improve the accuracy of underwater environment recognition. We are also striving to put the underwater environment module and image enhancement module on one network so that the parameters in the model could be learned through supervised training, model complexity could be reduced, and the speed could be effectively improved. Additionally, the other is color-correction, underwater pictures often have a wide range of blue and green light, and we need to find a good way to make the colors of underwater pictures look more natural and closer to the colors on land.
