Abstract. Inverse Stefan problem arising in modeling of laser ablation of biomedical tissues is analyzed, where information on the coefficients, heat flux on the fixed boundary, and density of heat sources are missing and must be found along with the temperature and free boundary. Optimal control framework is employed, where the missing data and the free boundary are components of the control vector, and optimality criteria are based on the final moment measurement of the temperature and position of the free boundary. Discretization by finite differences is pursued, and convergence of the discrete optimal control problems to the original problem is proven.
Introduction and Motivation
Consider the general one-phase Stefan problem [17, 27] : find the temperature function u(x, t) and the free boundary x = s(t) from the following conditions:
Lu ≡ (au x ) x + bu x + cu − u t = f − ∂p ∂x , in Ω = {(x, t) : 0 < x < s(t), 0 < t ≤ T }
u(x, 0) = φ(x), 0 ≤ x ≤ s(0) =: s 0 (2) a(0, t)u x (0, t) = g(t), 0 ≤ t ≤ T
a s(t), t u x s(t), t + γ s(t), t s ′ (t) = χ s(t), t , 0 ≤ t ≤ T (4) u s(t), t = µ(t), 0 ≤ t ≤ T,
where a, b, c, f , p, φ, g, γ, χ, µ are known functions a(x, t) ≥ a 0 > 0, s 0 > 0. In the context of heat conduction, γ represents latent heat absorbed or released by the melting or freezing at the boundary, χ a heat source or sink on the boundary, f and p characterize the density of the sources, φ is the initial temperature, g is the heat flux on the fixed boundary x = 0, and µ is the phase transition temperature. The coefficients a, b, and c represent the diffusive, convective, and reactive properties, respectively, in the domain Ω. Assume now that some of the data is not available, or involves some measurement error. For example, assume that the coefficients b and c, heat flux g(t) on the fixed boundary x = 0 and the "regular part" of the density of heat sources, f (x, t) are unknown and must be found along with the temperature u(x, t) and the free boundary x = s(t). In this case, additional information is required; assume that this information is provided in the form of a measurement of temperature and the position of the free boundary at the final time t = T , Under these conditions, we are required to solve an Inverse Stefan Problem (ISP): find functions u(x, t) and s(t), the boundary heat flux g(t), and the density of sources f (x, t) satisfying conditions (1)- (6) .
Motivation for this type of inverse problem arose, in particular, from the modeling of bioengineering problems on the laser ablation of biological tissues through a Stefan problem (1)- (6) , where s(t) is the ablation depth at the moment t. The unknown parameters of the model such as b, c, g, and f are very difficult to measure through experiments. Lab experiments pursued on laser ablation of biological tissues allow the measure of final temperature distribution and final ablation depth; consequently, ISP must be solved for the identification of some, or all, of the unknown parameters a, b, c, g, f , etc.
Still another important motivation arises from the optimal control of the laser ablation process. A typical control problem arises when unknown control parameters, such as the intensity of the laser source f , heat flux g on the known boundary, and the coefficients b, c, must be chosen with the purpose of achieving a desired ablation depth and temperature distribution at the end of the time interval.
Research into inverse Stefan problems proceeded in two directions: inverse Stefan problems with given phase boundaries in [6, 9-15, 18, 19, 33] , or inverse problems with unknown phase boundaries in [5, 16, 18, 20-24, 26, 28, 30-32, 36-38] .
In [1] , [2] , a new variational formulation of ISP was introduced and existence of a solution as well as convergence of the method of finite differences was proven. Fréchet differentiability in Besov spaces in the new variational formulation was proven in [3] , [4] . The goal of this project is to extend the results of [2] on the existence of a solution and convergence of the method of finite differences to the identification of f , b, and c.
The structure of the remainder of the paper is as follows: in Section 1.1 we define all the functional spaces. Section 2 formulates the optimal control problem; the discrete optimal control problem is formulated in Section 3. The main results are formulated in Section 4. In Section 5 preliminary results are proven. The proofs of the main results are elaborated in Section 6. Finally, conclusions are presented in Section 7.
1.1. Notation. Let U be open subset of the real line ℜ.
• The Sobolev-Besov space B k 2 (U ), for k = 1, 2, . . . is the Banach space of L 2 (U ) functions whose weak derivatives up to order k exist and are in
is the Banach space of measurable functions with finite norm
dx dy
is defined as the closure of the set of smooth functions under the norm
(D) denotes the closure of the set of smooth functions with compact support with respect to x in U under the B ℓ1,ℓ2 2 -norm.
• V 2 (Ω) is the subspace of B 1,0 2 (Ω) for which the norm
is a Banach space with norm
In the next section we describe the new variational formulation of this inverse problem.
Variational Formulation of ISP
Fix any R > 0, 0 < ǫ ≪ 1 and nonnegative numbers β i , i = 0, 1, 2. Consider
over the control set V R :
where D is defined by
where ℓ = ℓ(R) > 0 is chosen such that for any control v ∈ V R , its component s satisfies s(t) ≤ ℓ. Existence of appropriate ℓ follows from Morrey's inequality [7, 25] . Let the function f ∈ L 2 (D) be extended to L 2 (ℜ 2 ) by zero. For given v ∈ V R the state vector u = u(x, t; v) solves (1)- (4) . Call the previous minimization problem by Problem I. 
for any Φ ∈ B 1,1
for any Φ ∈ B 1,1 2 (Ω) with Φ(x, T ) = 0.
Discrete Optimal Control Problem
Let ω τ = {t j = jτ, j = 0, 1, . . . , n} be a grid on [0, T ] and τ = T n . We will use the standard notation for differences of a sequence {d i },
Let us now introduce the spatial grid. Given a discrete boundary [s] n ∈ ℜ n+1 , let (p 0 , p 1 , . . . , p n ) be a permutation of (0, 1, . . . , n) according to the order s p0 ≤ s p1 ≤ · · · ≤ s pn . In particular, according to this permutation for arbitrary k there exists a unique j k such that s k = s pj k . Furthermore, unless it is necessary in the context, we are going to write simply j instead of subscript j k . Let
. Furthermore we assume that
We continue construction of the spatial grid by induction. Having constructed
and inequality is strict if and only if
Furthermore we simplify the notation and write m
and denote the space grid on [0, ℓ] by ω h and set ∆ = max i=0,...,N −1 h i Assume that m k → +∞, as n → ∞. Introduce the Steklov averages
where i = 0, 1, . . . , N − 1; k = 1, . . . , n; and d stands for any of the functions a, p, or f ; and h stands for any of the functions ν, µ, g, etc. Define
whereH
where s k ≡ s 0 for k ≤ 1 and d stands for either of b, c. Let {ψ k , k = 0, 1, . . .} be an orthonormal set in B . Introduce two mappings Q n and P n between continuous and discrete control sets: Define
. . , n, and
and
where d is either of b or c. Given v = (s, g, f, b, c) ∈ V R , we define the Steklov averages of traces by (15) with s replaced by s n . The Steklov averages b ik and c ik are defined through
Next we define a discrete state vector through discretization of the integral identity (9)
is called a discrete state vector if 
(c): For arbitrary k = 0, 1, . . . , n, the remaining components of u(k) are calculated as
Note that no more than n * = 1 + log 2 ℓ δ reflections are required to cover [0, ℓ]. It should be mentioned that for any k = 1, 2, . . . , n system (17) is equivalent to the following summation identity
for arbitrary numbers η i , i = 0, 1, . . . , m j . Consider a discrete optimal control problem of minimization of the cost functional
on the set V n R subject to the state vector defined in Definition 3.1. Furthermore, formulated discrete optimal control problem will be called Problem I n . Throughout, we use piecewise constant and piecewise linear interpolations of the discrete state vector: given discrete state vector
Standard notations for difference quotients of the discrete state vector are employed:
Let φ n be a piecewise constant approximation to φ:
Main Results
Assume that the following conditions are satisfied
, and
where 
Preliminary Results
Lemma 5.1. For arbitrary sufficiently small ǫ > 0, there exists n ǫ such that
Proof. The first two components of either
; all that remains is the estimation of the components corresponding to f , b, and c in both. Since the components corresponding to b and c are in the same control set, we will give full details of for the c component only, as those corresponding to b are identical.
By (23), (24), and the proof of [2, Lem. 2.1], it follows that
By definition,
By (25), (26), and the proof of [2, Lem. 2.1], it follows that
for τ sufficiently small, which implies (22) . Lemma is proved.
As in [1] , it follows from Theorem 5.1 that
where C ′ is independent of n.
Note that for the step size h i we have one of the three possibilities: (12) and (27) , it follows that (1)- (4) . Moreover, u satisfies the energy estimate
Equivalence of the piecewise constant interpolation b ik to b n (x, t) in L 2 (D) follows from application of CBS inequality. From Theorem 6.2 in particular we have 
Theorem 6.4 (Second Energy Estimate). For τ sufficiently small, and for any discrete control
Proof. In (19) , take η = 2τũ it (k) to derive
Arguing as in [2, Thm. 3.3] (in particular, Eq. 3.46), it follows that
for any 1 ≤ q ≤ n. The second and third terms on the right-hand side of (34) can be estimated using the first energy estimate; For the term containing p ik , we apply summation by parts; by virtue of the compact support of p with respect to x in (0, δ), there exists i δ with i δ < m j k − 1 for all k such that p ik ≡ 0 for i > i δ , and hence
Therefore, from (34), (35), Corollary 5.3, and Cauchy inequality with ǫ, it follows that a 0 2
for some C independent of τ . By CBS inequality and Fubini's theorem we have
By CBS inequality and Sobolev embedding theorem [7, 29] 
Having (38) and (37), from (36) it follows that a 0 2
Since this inequality holds for all 1 ≤ q ≤ n, it follows that a 0 2 max
The boundary terms containing ut present another challenge. The proof of the corresponding energy estimate in [1] gives the idea to use inverse embedding of Sobolev spaces.
by Theorem 5.1, and hence the traces of χ and γ ·(s n ) ′ on the curves x = s n (t) are in B 1/4 2 (0, T ) [7, 29] and
Existence of such Ψ follows from e.g. [25, Ch. 3, Thm. 6.1]. Then replacing u, s and g with u − Ψ, s n , and g n in (40) with
By the first energy estimate (30), along with (42), and (41), from (43) it follows that for τ sufficiently small, u satisfies a 0 2 max
where C independent of τ has been used to absorb the constants on the left-hand side, and τ is sufficiently small as in the hypotheses of Theorem 6.1, which implies (32).
As in [2] Thm. 3.4, from Theorem 6.4 we have (s, g, b, c) ) and, for any δ > 0, define
. be a sequence of discrete controls with
2 (Ω) of (1)-(4). Moreover, u satisfies the energy estimate 
Existence and Convergence Results.
Proof of Theorem 4.1. Let {v n } ∈ V R be a minimizing sequence for J . Since V R is bounded in the Hilbert space H, v n = (s n , g n , f n , b n , c n ) is weakly precompact in B Ω n = {(x, t) : 0 < x < s n (t), 0 < t < T } .
u n and u satisfy the estimate (45) with (g n , f n ) and (g, f ) respectively. Since v n ∈ V R , u n is in fact uniformly bounded in B Assume temporarily that the fixed test function Φ ∈ C 1 (D). Subtracting the integral identities satisfied by u n and u, we see that ∆u = u n − u satisfies
where
for arbitrary fixed Φ ∈ C 1 (D). Each of the terms I 1 , . . . , I 5 vanish as n → ∞. For example, by CBS inequality
Which follows from uniform boundedness of u n ∈ B 1,1 2 (D) and strong convergence of b n to b in L 2 (D). The other two terms in I 1 are estimated in a similar way to show |I 1 | → 0 as n → ∞. Each term in I 2 is handled using CBS inequality as well: Treating each term in I 2 similarly, it follows that |I 2 | → 0 as n → ∞. Similarly, CBS inequality, continuity of the L 2 norm with respect to shift and uniform convergence of s n → s imply |I 3 | → 0 and |I 4 | → 0 as n → ∞. Lastly, convergence of g n → g strongly in L 2 (0, T ) implies |I 5 | → 0 as n → ∞. Therefore, passing to the limit as n → ∞ in (46) we see that the limit point w satisfies
By extension of arbitrary Φ ∈ B [7, 8, 29] , CBS and Morrey inequalities it easily follows that
Therefore, J (v) = lim n→∞ J (v n ) = J * and v ∈ V * . Theorem is proved.
Lemma 6.7 is established as in [1, Lem. 3.9]
n be the corresponding continuous and discrete state vector, respectively, and denote by
Let ǫ m ↓ 0 be an arbitrary sequence, and define
and fix m > 0.
In Theorem 6.5 it was shown that {û τ } converges to u weakly in B 1,1 2 (Ω m ) for any fixed m; by the embeddings of traces, it follows that {û τ (s(t) − ǫ m , t)} and {û τ (x, T )} converge to the corresponding traces u(s(t) − ǫ m , t) and u(x, T ) weakly in L 2 (0, T ) and L 2 (0, s(t) − ǫ m ), respectively. We shall prove that the corresponding traces of u τ satisfy the same property. By Sobolev embedding theorem, it is enough to show that {u τ } and {û τ } are equivalent in B 
Arguing as in [2, Eq. 101-104] it follows that there exists N = N (ǫ m ) such that n > N implies
and accordingly
Estimate the first term in I n (Q n (v)) − J (v) as
By absolute continuity of the integral,Ĩ m → 0 as m → ∞. Considering I n,m ,
By Morrey's inequality,
From (30) and (32), it follows that û(x; n)
For a constant C 1 depending on the given data φ, f , etc. but not τ (or m). Now, considering the second term in I n,m , by CBS inequality, The convergence of the second and third terms of I n to corresponding terms in J is established in a similar way. Lemma is proved. Proof. Let [v] n ∈ V n R and v n = (s n , g n , f n , b n , c n ) = P n ([v] n ). Then {P n ([v] n )} is weakly precompact in H; assume that the whole sequence converges toṽ = (s,g,f ,b,c). Thenṽ ∈ V R , and moreover, Rellich-Kondrachov compactness theorem implies that (s n , g n , b n , c n ) → (s,g,b,c) strongly in B Sinceṽ ∈ V R+ǫ for some ǫ > 0, and by strong convergence of P n ([v] n ) →ṽ, a nearly identical argument to the proof of Lemma 6.8 establishes this result.
By Lemmas 6.7-6.9 and [2, Lem. 2.2], Theorem 4.2 is proved.
Conclusions
Motivated by the new variational formulation of the inverse Stefan problem and by applying the methods developed in [1, 2] , identification of coefficients, heat flux, and density of heat sources in the second order parabolic free boundary problem arising in biomedical problem on the laser ablation of tissues is analyzed in a Besov spaces framework in this paper.
The main idea of the new variational formulation is an optimal control setting, where the free boundary, coefficients, heat flux, and heat sources are components of the control vector. Discretization of the variational formulation is pursued using the method of finite differences, and convergence of the discrete optimal control problems with respect to functional and control is proven.
This creates a rigorous basis for the development of an iterative gradient type numerical method of low computational cost, and allows for the regularization of the error existing in the information on the phase transition temperature and other experimental measurements.
