Abstract. In this paper we study the orthogonality conditions satisfied by Jacobi polynomials
Introduction. The Jacobi polynomials
, this is no longer valid. Indeed, the zeros can be non-real, and there can be multiple zeros. In fact, [29] for a more detailed discussion. Formulas (1.2)-(1.4) allow us to exclude these special integer parameters from our analysis.
In this paper we will show that for general
, but excluding some special cases, the Jacobi polynomials
1 may still be characterized by orthogonality relations. The case
is classical, and standard orthogonality on the interval
takes place, this being the key for the study of many properties of Jacobi polynomials. Thus, our goal is to establish orthogonality conditions for the remaining cases. We will show that
1 satisfies orthogonality conditions on certain curves in the complex plane. In some cases the orthogonality conditions on a single curve are enough to characterize the Jacobi polynomial, while in others a combination of orthogonality conditions on two or three curves is required. This last phenomenon is called multiple orthogonality; see e.g. [3, 27] . In some particular cases this orthogonality has been established before (see e.g.
[4]- [9] ), and used in the study of asymptotic behavior of these polynomials [25] . Similar orthogonality conditions, but for Laguerre polynomials, have been applied in [26] in order to study the zero distribution in the case of varying parameters, and in [23] - [24] , in order to establish the strong asymptotics by means of the Riemann-Hilbert techniques. A different kind of orthogonality involving derivatives has been found for negative integer values of the parameters of
We believe that these new orthogonality conditions can be useful in the study of the zeros of Jacobi polynomials. For general
the zeros are not confined to the interval
but they distribute themselves in the complex plane. K. Driver, P. Duren and collaborators [11] - [20] noted that the behavior of these zeros is very well organized; see also [25] . We believe that the orthogonality conditions we find, and in particular the Riemann-Hilbert problem derived from that (see Section 3 below) can be used to establish asymptotic properties of Jacobi polynomials. In particular this could explain the observed behavior of zeros. if and only if either
Orthogonality on a Riemann
is a non-negative integer. In some of these cases the zero comes from integrating a single-valued analytic function along a curve in the region of analyticity; other values of 
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This Riemann-Hilbert problem is similar to the Riemann-Hilbert problem for orthogonal polynomials due to Fokas, Its, and Kitaev [21] ; see also [10] . Also the solution is similar. It is built out of the Jacobi polynomials 
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Proof. The proof that (3.4) satisfies the Riemann-Hilbert problem is similar to the proof for usual orthogonal polynomials; see e.g. [10, 22] . The condition (a) is obviously satisfied by (3.4). The jump condition (b) follows from the Sokhotskii-Plemelj formula entry of (3.4) since , for the second equality we used the orthogonality conditions satisfied by
, and for the third equality we used (3.3). Finally, the boundedness condition (d) is certainly satisfied for the first column of (3.4). It is also satisfied by the second column, since by analyticity we may deform the contour g from which it follows that the entries in the second column have analytic continuations across g . Then they are certainly bounded. The proof of uniqueness is as in [10, 22] and we omit it here.
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Orthogonality of Jacobi polynomials with general parameters Using the Riemann-Hilbert problem, we can easily prove that the orthogonality conditions in Theorem 2.1 characterize the Jacobi polynomial in case the parameters satisfy (3.1). .
4. Non-hermitian quasiorthogonality. In the rest of this paper we assume for simplicity that T and b are real, although extension to non-real parameters is possible. We also take
, so that (3.1) is automatically guaranteed. Since in (2.1) we are integrating an analytic function, we may deform the universal path g freely within the region of analyticity. In particular, if the integrand is integrable in the neighborhood of a branch point ( f or ), we may allow g to pass through this point, taking care of using the correct branch of the integrand.
We define the following paths of integration (see 
, and
, then , then
, and the integrability of at In particular,
, and we may apply (2.1) with
, then (2.1) can be used up to Proof. This is an immediate consequence of Theorem 4.1, since under our assumptions, The following result, describing the real orthogonality of Jacobi polynomials, is classical, but we put it within the general framework. Proof. This is a consequence of Theorem 5.1. For instance, if
2) we have non-hermitian orthogonality on
, we can deform
traversed twice, and the statement follows. -plane given by at least one of the conditions (5.1).
Multiple orthogonality. Theorem 5.1 provides orthogonality conditions, characterizing Jacobi polynomials when their parameters belong to the region in the
For other combinations of parameters we still have some orthogonality relations according to Theorem 4.1, but each of the three orthogonality relations (4.1), (4.2), (4.3) does not give enough conditions to determine 
1
. They constitute what we call a set of multiple orthogonality conditions. In many cases there will be more than Q conditions, so that the relations of Theorem 4.1 overdetermine
. We are going to discuss this in more detail now.
Multiple orthogonality as an alternative to orthogonality on a single contour.
We will consider the following subcases of the situation described in Theorem 5.1. THEOREM 6.1. Let
such that exactly one of the conditions (5.1) is satisfied, and such that either
where the corresponding parameters are gathered in the following table: 6.2. Multiple orthogonality when there is no orthogonality on a single contour. As we have seen, in the cases analyzed so far the multiple orthogonality was in a certain sense "optional": whenever at least one of the conditions in (5.1) is satisfied, we can restrict ourselves to orthogonality on a single contour as specified in Theorem 4.1, but we need at least two of these sets of quasi-orthogonality relations to characterize the Jacobi polynomial.
So in this part we assume that . In our next result we consider cases where the parameters are such that a combination of two of the cases in Theorem 4.1 give at least Q orthogonality conditions. The theorem says how to obtain from that , we obtain (6.6) and (6.7). For , to obtain (6.8) as well.
To prove that the conditions characterize the Jacobi polynomial, let To show that these conditions characterize the Jacobi polynomial, we assume that . This shows that (6.23) is indeed injective, which completes the proof of Theorem 6.4.
To summarize, the paths of orthogonality, corresponding to different cases studied, are represented schematically in Fig. 6.1. 7. Zeros. Finally, it is interesting to discuss the implication of the orthogonality relations derived to the location of the zeros of the Jacobi polynomials.
Standard (hermitian) orthogonality conditions with respect to a positive measure on the real line yield a lower bound (and in some situation, the exact number) of different zeros of the orthogonal polynomial on the convex hull of the support of the measure of orthogonality. 
