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Introduction
Contexte
Cette the`se a e´te´ re´alise´e au sein du projet Mascotte.1. Le principal objectif du projet Mas-
cotte est de de´velopper des me´thodes et des outils algorithmiques pour les re´seaux de te´le´communication.
Ses principaux the`mes de recherche recouvrent ;
– l’algorithmique, les mathe´matiques discre`tes et l’optimisation combinatoire
– les algorithmes de routage
– le dimensionnement de re´seaux
– la simulation oriente´e objet distribue´e
– le calcul paralle`le et les re´seaux d’interconnexions.
Au cours de cette the`se, j’ai e´tudie´ certains proble`mes lie´s a` la connexite´ et au routage dans les
re´seaux de te´le´communication.
Objectifs a` atteindre
Notre e´tude s’est tout d’abord concentre´e sur l’e´tude des re´seaux statiques, et plus parti-
culie`rement des re´seaux optiques, sur lesquels nous avons travaille´ en collaboration avec France
Te´le´com. Les proble`mes de te´le´communication sur les re´seaux statiques recouvrent les proble`mes
de dimensionnement de re´seaux avant leur de´ploiement, puis les proble`mes de routage sur les re´seaux
de´ploye´s. Ces proble`mes ont e´te´ et sont e´tudie´s extensivement durant ces cinquante dernie`res anne´es
et forment une branche importante du domaine de l’optimisation combinatoire [37]. A partir de
caracte´ristiques souhaite´es d’un re´seau (nombre de clients, bande passante mise a` disposition, de´lai
de connexion, etc ...) et a` partir d’une fonction de couˆt sur les re´seaux, les proble`mes de dimension-
nement consistent a` trouver des re´seaux a` couˆt minimum et offrant les caracte´ristiques souhaite´es.
Les proble`mes de routage re´pondent quant a` eux au besoin d’e´tablir des communications. E´tant
donne´s des paires de clients souhaitant communiquer entre eux, existe-t-il des routes permettant
de re´aliser simultane´ment ces connexions ? Ces proble`mes se de´composent en trois cate´gories sui-
vant le type de communication : proble`mes de chemins disjoints, proble`mes de multiflots entiers, et
proble`mes de multiflots fractionnaires.
Notre travail s’est base´ sur deux caracte´ristiques des re´seaux optiques. D’une part, la tre`s grande
1Mascotte est un projet commun Cnrs / Inria / Universite´ de Nice - Sophia Antipolis.
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bande passante offerte par la fibre optique a amene´ les ope´rateurs de te´le´communication a` vouloir
exploiter une partie des ressources des re´seaux optiques pour assurer une continuite´ du service a`
l’e´preuve des pannes. Les pannes sont le plus fre´quemment provoque´es par des coupures acciden-
telles de lignes de te´le´communication enterre´es. La cassure des fibres peut re´sulter de phe´nome`nes
naturels (comme les glissements de terrain) ou a` l’activite´ humaine (travaux publics, erreurs de
manipulation). Ide´alement, les utilisateurs du re´seau ne doivent pas eˆtre affecte´s. Pour cela, la
connexite´ du re´seau doit eˆtre suffisante. Dans le cadre de cette proble´matique, je me suis inte´resse´
au dimensionnement de re´seaux 2-connexes (re´seaux qui restent fonctionnels apre`s n’importe quelle
panne).
D’autre part, les fibres optiques sont en ge´ne´ral conc¸ues comme des collections de paires de liens
oppose´s. Les re´seaux optiques peuvent ainsi eˆtre mode´lise´s par des graphes oriente´s syme´triques.
Ces graphes ont des proprie´te´s topologiques fortes, dont les algorithmes de routage peuvent tirer
profit. J’ai e´tudie´ les proble`mes de chemins disjoints et les proble`mes de multiflots entiers sur les
graphes syme´triques.
Ensuite, notre e´tude a porte´ sur le concept de connexite´ pour les re´seaux dynamiques. Les
re´seaux dynamiques ont d’abord e´te´ introduits dans le domaine des transports : les proble`mes
classiques consistent a` acheminer des marchandises sur un re´seau routier dont les caracte´ristiques
changent en raison de la pe´riodicite´ des feux de signalisation, de la densite´ du trafic, etc... D’autre
e´ve`nements temporels interviennent (horaires de bateaux, de trains ...).
L’apparition des re´seaux dynamiques dans le domaine des te´le´communications provient de
l’e´tude des re´seaux satellitaires en orbite basse, puis des re´seaux radio (type senseurs, ad-hoc,
blue-tooth, etc..) C’est pour ces derniers re´seaux que la connexite´ est devenu un enjeu. En effet, un
convoyeur s’attend a ce qu’un re´seau routier soit toujours connecte´, c’est-a`-dire que l’existence d’une
route entre le de´part et la destination ne soit jamais mise en question. A contrario, les re´seaux radio
subissent des pannes ou des ruptures intempestives de communication qui peuvent de´connecter le
re´seau.
Le mode`le des Graphes E´volutifs a e´te´ re´cemment propose´ par notre e´quipe pour fournir un cadre
combinatoire a` l’e´tude des re´seaux dynamiques. Dans une premie`re approche, cette mode´lisation
contient implicitement une connaissance a priori de tous les e´ve`nements qui ont lieu sur un re´seau.
Cette connaissance, re´aliste dans des re´seaux dits “programme´s”, ne peut pas eˆtre utilise´e lorsque
les e´ve`nements sont inconnus ou peu connus a priori (pannes, e´tat du trafic, etc..). Cependant,
l’existence d’algorithmes exacts dans le cas d’une connaissance totale du re´seau permet de comparer
des protocoles re´els a` un optimum the´orique, et e´tablir ainsi un e´talonnage des protocoles existants.
Dans le cadre de cette the`se, nous avons continue´ a` de´velopper le mode`le des graphes e´volutifs avec
trois objectifs : du point de vue applicatif, fournir des algorithmes efficaces et dont la complexite´ est
prouve´e pour une vaste gamme de re´seaux dont les e´tats futurs sont connus ; fournir un re´fe´rentiel
absolu pour pouvoir comparer des algorithmes sur des re´seaux dont les e´tats futurs ne sont pas
connus ; du point de vue the´orique, de´velopper un cadre combinatoire pour comprendre quelle est
l’influence du facteur temps sur les concepts de routage, de connexite´ et de flot.
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Re´sultats de´crits dans ce document
Nous re´sumons ici les re´sultats obtenus dans ce travail de the`se. Ces re´sultats sont divise´s en
deux grandes parties : re´seaux statiques et re´seaux dynamiques.
1. Re´seaux statiques
– connexite´ : nous avons de´termine´ le couˆt minimum d’un re´seau re´sistant a` une panne, c’est
a` dire le nombre minimum d’areˆtes des graphes 2-connexes et des graphes 2-areˆte-connexes
de diame`tre fixe´, prouvant ainsi une conjecture de Boloba´s. Ce re´sultat a` fait l’objet d’une
communication a` la rencontre Roadef [50].
– graphes syme´triques(chemins) : le proble`me des chemins disjoints est NP-complet pour
une instance quelconque de communication. Nous avons de´montre´ que lorsque le nombre
de requeˆtes est borne´, il existe un algorithme polynomial pour re´soudre ce proble`me. La
preuve de cette de´monstration repose en grande partie sur l’e´tude des “mineurs” effectue´e
par Robertson et Seymour, ce qui implique malheureusement que nous n’avons pas d’algo-
rithmes re´ellement efficaces pour re´soudre ce proble`me a` cause de la grande complexite´ des
algorithmes de Robertson et Seymour. Nous ne savons pas si cette difficulte´ est inhe´rente
au proble`me lui-meˆme, ou provient de la me´thode employe´e. Ces re´sultats ont fait l’objet
d’une communication au workshop Sirocco [52].
– graphes syme´triques(multiflots) : Nous avons montre´ que la pre´sence d’un seul flot
est suffisante pour rompre la syme´trie du proble`me des multiflots entiers sur les graphes
syme´triques. Ceci fait que les proble`mes de multiflots sur les re´seaux oriente´s syme´triques
sont presque e´quivalents aux proble`mes de multiflots dans les re´seaux oriente´s “a` un flot
pre`s”. Aussi nous avons montre´ que le proble`me des multiflots entiers est NP-difficile pour
trois paires de requeˆtes. Nous avons ensuite e´tudie´ une instance particulie`re du proble`me ou
les requeˆtes sont elles-meˆmes syme´triques. Ceci peut se justifier d’un point de vue applicatif
par la re´solution de communications type pair-a`-pair ou type cable´es. D’un point de vue
the´orique, ce proble`me est entie`rement syme´trique. Dans ce cas, nous avons propose´ dans
le cas de deux commodite´s un algorithme exact et rapide (correspondant a` 6 calculs de flots
simples). Il est remarquable qu’il s’agisse d’un des rares cas particuliers de multiflot entier
ou il existe un algorithme polynomial pour deux commodite´s. Nous avons aussi montre´,
sans surprise, que le proble`me est NP-difficile pour un nombre inde´termine´ de requeˆtes.
Le re´sultat sur les multiflots a` deux commodite´s a` fait l’objet d’une communication a`
la confe´rence STACS [49]. Les questions suivantes sont reste´es ouvertes : (1) Existe-t-il
un algorithme polynomial pour la re´solution du proble`me du multiflot entier pour deux
requeˆtes ? (2) A partir de combien de requeˆtes (trois ou plus) le proble`me des multiflots
syme´triques ne peut plus eˆtre re´solu en temps polynomial ?
2. re´seaux dynamiques
– trajets optimaux : la notion de trajet, qui mode´lise une communication ayant une di-
mension temporelle a e´te´ formalise´e dans le cadre des graphes e´volutifs par Ferreira [26].
Nous avons propose´ des algorithmes polynomiaux pour calculer des trajets optimaux pour
minimiser la date d’arrive´e, le temps de trajet, ou le nombre de liens utilise´s. Nous avons
e´galement montre´ qu’en pre´sence d’une fonction arbitraire de couˆt sur les liens, trouver
un trajet de couˆt minimum est un proble`me NP-difficile. Ces re´sultats sur les trajets ont
fait l’objet d’une communication au workshop WiOpt’03 [10] et d’un article du journal
IJFCS [9].
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– composantes connexes : le proble`me des composantes connexes maximales avait e´te´
e´tudie´ dans le cadre des graphes e´volutifs pour le calcul d’arbres de multicast [5], et a e´te´
montre´ NP-difficile. Nous avons e´tendu ce re´sultat dans le cas ou` l’ensemble des liens forme
une double grille (obtenue en ajoutant des liens entre des sommets a` distance 2 sur une
grille classique). Nous avons propose´ un algorithme polynomial pour re´soudre le proble`me
dans le cas ou` l’ensemble des liens forment un arbre. Ces re´sultats ont fait l’objet d’une
communication au workshop Dialm-Pomc [51].
– arbre couvrant de poids minimum : du point de vue applicatif, nous avons montre´
que pour les re´seaux radio, calculer un arbre couvrant de couˆt e´nerge´tique minimal est NP-
difficile, contrairement au cas statique. Ce re´sultat implique entre autres que les heuristiques
actuelles de communication sur les re´seaux radio, qui sont fonde´es sur le calcul d’arbre
couvrant ne peuvent pas s’appliquer directement au cas dynamique. Nous avons cependant
fourni un algorithme permettant de minimiser la consommation d’e´nergie du noeud le plus
vulne´rable. Ces re´sultats on fait l’objet d’une communication au workshopWiopt’04 [28].
– flot maximum : Enfin, nous avons travaille´ sur le proble`me du flot maximum. Nous
avons formalise´ la correspondance entre le proble`me du flot maximum et celui de la coupe
minimum dans le cadre des graphes e´volutifs, qui repose sur la mode´lisation espace-temps
de Ford et Fulkerson. Le proble`me dual de coupe minimum s’exprime de manie`re tre`s
simple dans les graphes e´volutifs, et peut eˆtre re´solu dans certains cas particuliers. Nous
ne connaissons pas la classe de complexite´ du proble`me dans le cas ge´ne´ral.
Plan de lecture
La premie`re partie de la the`se concerne les re´seaux statiques. Nous e´tudions au chapitre 1 un
proble`me lie´ a` la re´sistance aux pannes : quel est le couˆt minimum d’un re´seau qui ne sera pas
de´connecte´ quelle que soit la panne qui survient. Ce proble`me se traduit en the´orie des graphes
par l’e´tude des graphes 2-connexes extre´maux. Nous de´montrons une conjecture qui stipule que le
nombre d’areˆtes d’un graphe 2-connexe de diame`tre D et contenant n sommets est dnD−(2D+1)D−1 e
Les chapitres 2 et 3 sont consacre´s aux proble`mes de routage dans les re´seaux optiques. Nous
exploitons une proprie´te´ des re´seaux optiques : deux nœuds adjacents sont relie´s par une paire
de liens oppose´s. Nous mode´lisons un re´seau optique par un graphe oriente´ syme´trique qui refle`te
cette proprie´te´. Au chapitre 2, nous e´tudions le proble`me des chemins disjoints, et nous montrons
qu’il existe un algorithme polynomial pour re´soudre ce proble`me lorsque le nombre de requeˆtes
est borne´. Au chapitre 3, nous e´tudions le proble`me des multiflots entiers. Nous montrons que ce
proble`me est NP-difficile pour 3 requeˆtes. Nous donnons un algorithme polynomial dans le cas de
deux paires de requeˆtes syme´triques.
La deuxie`me partie de la the`se concerne les re´seaux dynamiques. Nous pre´sentons le mode`le
des graphes e´volutifs au chapitre 4. Ce chapitre comprend une de´finition de´taille´e du mode`le ; sa
complexite´ combinatoire de´pend du nombre de liens et du nombre d’e´ve`nements du re´seau. Nous
introduisons le concept de trajet qui repre´sente une communication entre deux nœuds du re´seau
au cours du temps.
Au chapitre 4, nous pre´sentons trois mesures de distances sur les graphes e´volutifs. Nous pro-
posons des algorithmes pour optimiser les trajets d’apre`s ces distances. Nous montrons e´galement
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que lorsque l’on utilise une mesure de distance arbitraire, le proble`me d’optimisation des trajets
est NP-difficile.
Au chapitre 5, nous e´tudions les composantes connexes des graphes e´volutifs. Une composante
connexe repre´sente un ensemble de nœuds qui peuvent s’e´changer des messages entre eux. Nous
montrons que le proble`me de trouver une composante connexe de taille maximale est NP-difficile,
meˆme lorsque les liens entre les nœuds suivent une structure tre`s re´gulie`re. Nous donnons un
algorithme polynomial dans le cas particulier ou` l’ensemble des liens forment un arbre.
Au chapitre 7, nous abordons le proble`me du flot maximum dans les re´seaux dynamiques. Nous
montrons que le proble`me dual de la coupe minimum peut s’exprimer de fac¸on concise sous forme
de contraintes line´aires. Nous re´solvons ce proble`me dans le cas ou` tous les liens du re´seau ont des
de´lais similaires.
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1.1 Introduction
La fibre optique est un support privile´gie´ des re´seaux de communication modernes. La bande
passante, le taux de pertes, le de´lai et beaucoup de crite`res rendent ce support pre´fe´rable aux
anciens re´seaux e´lectriques et dans la plupart des cas aux re´seaux satellitaires.
Alors que la premie`re utilisation de la fibre optique permettait le transport d’un seul flux de
donne´es, la technologie de multiplexage en longueur d’ondes (Wavelength Division Multiplexing)
a permis d’augmenter conside´rablement le de´bit offert par une fibre optique. Le principe en est
assez simple1 : le signal est transporte´ par un rayon de lumie`re monochromatique d’une certaine
1la technologie mise en oeuvre est quant a` elle tre`s complexe
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longueur d’onde. Un prisme permet de se´parer physiquement un rayon lumineux polychromatique
en ses composants monochromatiques sans toucher a` l’information transporte´e par ces rayons. Il
est donc possible de transporter dans une meˆme fibre plusieurs flux de donne´es simultane´ment sans
qu’il y ait d’interfe´rences.
Le tre`s grand de´bit offert par les fibres optiques implique que le couˆt d’un re´seau de te´le´com
-munication de´pend beaucoup moins qu’autrefois du de´bit offert sur chaque lien. De plus, une
partie de la surcapacite´ des fibres optiques peut eˆtre utilise´e pour cre´er des canaux de secours qui
garantiront la survie du re´seau en cas de pannes ponctuelles.
Dans ce chapitre, nous e´tudions un des proble`mes lie´s a` la re´sistance aux pannes dans les
re´seaux optiques, c’est a` dire a` la capacite´ de re´agir lors de la de´faillance d’une infrastructure.
Les pannes sont provoque´es le plus fre´quemment par la de´te´rioration accidentelle des lignes de
te´le´communications enterre´s. La cassure des fibres peut re´sulter de phe´nome`nes naturels (glisse-
ment de terrains ...) ou a` l’activite´ humaine (travaux de construction, erreurs de manipulation...).
D’autres types de pannes surviennent e´galement aux niveaux des serveurs centraux. Ide´alement, les
utilisateurs qui ne sont pas directement concerne´s par la panne ne doivent pas eˆtre affecte´s. Pour
cela, la connexite´ et la capacite´ du re´seau physique doivent eˆtre suffisantes pour pouvoir supple´er
aux e´le´ments de´fectueux, et des politiques de redistribution du trafic doivent eˆtre mises en jeu. Les
proble`mes d’optimisation se situent a` trois niveaux :
– le re´seau physique doit contenir suffisamment de liens pour que la rupture de l’un ou plusieurs
d’entre ces liens ne se´pare pas le re´seau en plusieurs parties de´connecte´es.
– au niveau du re´seau physique, il faut trouver de manie`re pre´ventive une route alternative
pour chaque lien de communication qui pourrait eˆtre rompu [20].
– lorsqu’une panne survient, on peut eˆtre tente´ de modifier globalement l’ensemble des routes
attribue´es aux utilisateurs pour s’adapter aux nouvelles contraintes de communication [18, 88].
Nous avons effectue´ notre e´tude dans le cadre du premier niveau : assurer que le re´seau physique
puisse subir plusieurs pannes sans eˆtre de´connecte´. Les surcapacite´s offertes par les liens optiques
permettent de ne pas avoir a` doubler tous les e´quipements d’un re´seau pour le rendre re´sistant
aux pannes. Cependant, assurer cette protection induit tout de meˆme un surcouˆt en e´quipements
et ne doit pas se faire au de´triment d’autres caracte´ristiques du re´seau dont de´pend la qualite´ du
service offert aux clients. Nous nous inte´ressons a` un proble`me d’optimisation lie´ a` la conception
de re´seaux optiques : de´terminer le couˆt minimum d’un re´seau qui puisse re´sister a` une panne. Les
parame`tres du re´seau sont le nombre de nœuds du re´seau et la distance maximale qui se´pare deux
nœuds. Les nœuds repre´sentent les e´quipements e´mettant ou recevant des communications (clients,
serveurs, etc ...). La distance maximale entre les nœuds conditionne le temps mis pour e´tablir une
communication et est un e´le´ment essentiel de la qualite´ des communications. Ce proble`me nous a
e´te´ propose´ par France Te´le´com R&D [62].
Contenu du chapitre
La section 1.2 pre´sente la formulation du proble`me en the´orie des graphes, et un e´tat de l’art
sur ce sujet.
La section 1.3 contient des remarques pre´liminaires sur le proble`me ainsi que des exemples de
graphes extre´maux (i.e. les meilleurs graphes pour le proble`me pose´).
La section 1.4 introduit un nouveau concept, la double excentricite´, qui est une mesure sur
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les graphes similaire a` la mesure classique de l’excentricite´, et qui permet de de´duire le rapport du
nombres d’areˆtes sur le nombre de sommets du graphe.
Dans la section 1.5 nous de´terminons le nombre d’areˆtes d’un graphe 2-connexe, et dans la
section 1.6 nous de´terminons le nombre d’areˆtes d’un graphe 2-areˆte-connexe.
1.2 Formulation et E´tat de l’art
Nous effectuons notre approche dans le cadre de la the´orie des graphes, qui est un des outils les
mieux adapte´s a` la mode´lisation des re´seaux de te´le´communication. Un re´seau est donc mode´lise´
par un graphe, les sommets du graphe correspondent aux nœuds du re´seau, et les areˆtes du graphe
correspondent aux liens optiques. En premie`re approximation, minimiser le couˆt du re´seau revient
a` minimiser le nombre d’areˆtes du graphe. De manie`re e´galement approche´e, la distance maximale
entre deux nœuds du re´seau sera repre´sente´e par le diame`tre du graphe.
Un graphe G = (V,E) est dit k-connexe si G−S reste connexe pour tout sous-ensemble S ⊂ V
tel que |S| ≤ k− 1. Le diame`tre d’un graphe est D si pour chaque paire de sommets {x, y} il existe
un chemin contenant au plus D areˆtes les reliant, et si il existe au moins une paire de sommets
pour laquelle le plus court chemin contient exactement D areˆtes.
On dit qu’un graphe satisfait la proprie´te´ (n, k,D) si son ordre est n (|X| = n), s’il est k-connexe
et si son diame`tre est D. Un graphe G = (V,E) est minimal pour la proprie´te´ P s’il n’existe aucun
sous-ensemble d’areˆtes F ⊂ E, F 6= E tel que G′ = (V,E) ve´rifie la proprie´te´ P . Si G est 2-connexe,
{x, y} ⊂ V est appele´e paire se´paratrice si la suppression de x et y cre´e au moins deux composantes
connexes non vides.
Deux proble`mes lie´s a` la re´sistance aux pannes et au couˆt des liens de communication sont
principalement e´tudie´s :
– trouver un graphe G = (V,E) tel que E soit de cardinalite´ minimale et tel que G satisfait la
proprie´te´ (n, k,D).
– trouver un graphe G = (V,E) qui satisfait la proprie´te´ (n, k,D) tel que < w.E > soit
minimum (proble`me ponde´re´ par un vecteur de couˆt sur les areˆtes w).
En 1964, Murty et Vijayan [74] ont pose´ le proble`me de de´terminer le nombre minimal fv(n,D,D′, k−
1) d’areˆtes d’un graphe d’ordre n, de diame`tre D et tel que son diame`tre augmente au plus de D′
si l’on supprime k − 1 sommets. Ce dernier proble`me revient au proble`me P1(n, k,D) lorsque
D′ = n− 1. En effet un graphe solution de fv(n,D, n− 1, k− 1) reste connexe (de diame`tre au plus
n) si on enle`ve n’importe quel ensemble de k − 1 areˆtes.
En 1968, Bolloba´s [6] conjecturait que les graphes obtenus en joignant deux sommets par p
chemins de longueur D e´taient des graphes extre´maux (i.e minimaux en nombre d’areˆtes) dans la
classe (n,D,D′, 1) ou` n et D ve´rifient n ≡ 2(mod.D − 1) et D′ = 2D − 2. Cette conjecture a e´te´
prouve´e en 1976 par Cacetta [12] dans le cas (n, 4, D′, 1), D′ ≥ 6. Le proble`me a e´te´ comple`tement
re´solu par Murty [72] [73] dans le cas D = 2, d′ ≥ 3 et k = 2. Il montre que fv(n, 2, D′, 1) = 2n− 5.
Un re´sultat de Usami est mentionne´ dans [4] : fv(n,D, 6, 2) =Max{n, d4n−83 e}.
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Le proble`me et la conjecture ge´ne´rale ont aussi e´te´ propose´s et e´tudie´s par Enomoto et Usami [21]
et par A. Laugier, F. Boyer et U. Goldschmidt [63]. Les deux ont e´tudie´ les paires se´paratrices (voir
ci-apre`s) mais remarque´ que cet outil e´tait insuffisant pour re´soudre la conjecture. Nous pre´sentons
ici une preuve de la conjecture (The´ore`me 1) qui reprend cette ide´e mais utilise la notion nouvelle
d’aplatissement qui permet de conclure.
The´ore`me 1 Soit G = (V,E) un graphe 2-connexe de diame`tre D ≥ 2. Alors |E| ≥ d |V |D−(2D+1)D−1 e.
Cette borne est la meilleure possible.
1.3 Pre´liminaires
1.3.1 Cas particuliers
Si le diame`tre de G est e´gal a` 1, G est ne´cessairement un graphe complet ; il contient n(n−1)2
areˆtes. Ce cas extreˆme n’est pas repre´sentatif de l’ensemble des graphes 2-connexes. On pourra
aussi remarquer que le quotient DD−1 n’est pas de´fini pour D = 1. Nous n’e´tudions par conse´quent
que les graphes de diame`tre au moins 2.
Si un graphe est 2-(sommet)-connexe, tous ses sommets sont de degre´ au moins deux. E contient
donc au moins |V | areˆtes. Un cycle contenant moins de 2D+1 sommets est de diame`tre infe´rieur a`
D. Noter que pour |V | ≤ 2D+1, |V | ≥ d |V |D−(2D+1)D−1 e. Les cycles sont donc des graphes extre´maux.
Nous pre´sentons maintenant trois classes connues de graphes 2-connexes dont le nombre d’areˆtes
est exactement d |V |D−(2D+1)D−1 e.
– Les graphes de la premie`re classe sont forme´s par un ensemble de chaˆınes de longueur D
s’appuyant sur un cycle de longueur (2D + 1).
Fig. 1.1 – Graphe 2-connexe extre´mal obtenu par induction.
– Les graphes de la deuxie`me classe sont forme´s par des chaˆınes de longueur (2k+1) s’appuyant
sur quatre sommets (D = 4k + 1).
– Enfin, le graphe de Petersen est lui aussi un graphe 2-connexe extre´mal. (D = 2; |V | =
10; |E| = 15)
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Fig. 1.2 – Graphe 2-connexe extre´mal obtenu a` partir d’un graphe complet a` quatre sommets.
Fig. 1.3 – Graphe de Petersen
1.3.2 Notations
Soit G = (V,E) un graphe non oriente´. Pour tout sous-graphe G′ = (V ′, E′) de G, on appelle
G−G′ ou G− V ′ le sous-graphe de G engendre´ par l’ensemble de sommets (V − V ′).
De´finition 1 (oreille) Soit µ un chemin de G. µ est une oreille de G si tout sommet inte´rieur
x ∈ V intµ de µ est de degre´ deux, et si les sommets exte´rieurs y ∈ V extµ sont de degre´ au moins trois.
Fig. 1.4 – Exemple d’oreille.
De´finition 2 (De´composition sur un ensemble de sommets) Soit S un ensemble de som-
mets de V et soit V1, V2, . . . les composantes connexes de G−S. Soit Pi le sous-graphe de G ge´ne´re´
par S
⋃
Vi. La suite P1, P2, . . . est appele´e de´composition de G sur l’ensemble S.
1.4 Partition en chaˆınes d’un graphe G et double excentricite´
Nous allons montrer ici comment un graphe 2-areˆte-connexe G peut se de´composer a` partir d’un
de ses sous-graphes et de chaˆınes dont la longueur est borne´e par un entier k. Nous utiliserons le
concept de double excentricite´ pour de´terminer cet entier k. Le rapport entre le nombre d’areˆtes et
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le nombre de sommets des chaˆınes de la partition est supe´rieur a` kk−1 . Nous utiliserons ce rapport
pour de´duire le couˆt en areˆte du graphe G.
Soit H0 un graphe non oriente´. Pour tout entier k > 2, on de´finit l’ensemble de graphes E(H0,k)
par induction :
– H0 est un e´le´ment de E(H0,k)
– pour tout e´le´ment H de E(H0,k), si G est un graphe compose´ par H et par une chaˆıne de
longueur infe´rieure ou e´gale a` k reliant deux sommets de H, alors G ∈ E(H0,k)
L’ensemble E(H0,k) que nous venons de de´finir contient tous les graphes qui peuvent se de´composer
a` partir de H0 et de chaˆınes de longueur borne´e par k.
La donne´e de l’excentricite´ de G par rapport a` un sous-graphe H0 (voir la De´finition 36 en
page 146 de l’annexe) n’est pas suffisante pour de´terminer l’entier k. Nous allons utiliser une
grandeur de´rive´e de l’excentricite´, la double excentricite´ pour de´terminer k.
De´finition 3 (double excentricite´) Soit S un ensemble de sommets non vide de V . On appelle
double excentricite´ de G par rapport a` S, note´e β(G,S) la grandeur suivante, de´finie a` partir de
l’excentricite´ α(G,S) :
– si l’ensemble S contient un seul sommet, alors β(G,S) = 2× α(G,S) + 1.
– si il existe un sommet s de S tel que G−{s} est de´connecte´, alors β(G,S) = 2×α(G,S)+1.
– si il existe deux sommets distincts s1 et s2 de S et deux sommets distincts x1 et x2 de V tels que
D(x1, s1) = α(G,S), D(x1, S\{s1}) > α(G,S), D(x2, s2) = α(G,S) et D(x2, S\{s2}) > M ,
alors β(G,S) = 2× α(G,S) + 1.
– enfin, si aucun de ces trois premier cas est ve´rifie´, β(G,S) = 2× α(G,S).
Les deux derniers cas sont illustre´s a` la Figure 1.5. Par abus de langage, si H est un sous-graphe
de G ayant S pour ensemble de sommets, on notera β(G,H) = β(G,S).
2 M  + 1i 2 M i
s1 s2 s1 s2
Fig. 1.5 – De´finition de la double excentricite´ β d’une chaˆıne par rapport a` ses deux extre´mite´s
s1 et s2. Le parame`tre α repre´sente l’excentricite´ de la chaˆıne par rapport a` s1 et s2. La double
excentricite´ de cette chaˆıne est e´gale a` sa longueur.
Lemme 1 (borne sur la double excentricite´) Soit G = (V,E) un graphe non oriente´ de diame`tre
D. Soit S un ensemble de sommets de V contenant au moins deux e´le´ments. Soit P1 = (V1, E1), P2 =
(V2, E2)... une de´composition de G sur l’ensemble S. Alors pour tout i 6= j, β(Pi, S) + β(Pj , S) ≤
2D + 1
Preuve
Conside´rons deux des graphes Pi et Pj avec i 6= j. D’apre`s la de´finition de la double excentricite´, il
existe deux sommets s1 et s2 dans S, un sommet x de Vi et un sommet y de Vj tels que D(x, s1) ≥
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bβ(Pi,S)2 c, D(y, s2) ≥ b
β(Pj ,S)
2 c, pour tout sommet s ∈ S\{s1}, D(x, s) ≥ dβ(Pi,S)2 e, et pour tout
sommet s ∈ S\{s2}, D(y, s) ≥ dβ(Pj ,S)2 e.
Ceci implique que
D(x, y) ≥ min(bβ(Pi, S)
2




e+ bβ(Pj , S)
2
c)
D(x, y) ≥ bβ(Pi, S) + β(Pj , S)
2
c.
Comme D(x, y) ≤ D, on a bβ(Pi,S)+β(Pj ,S)2 c ≤ D, d’ou` β(Pi, S) + β(Pj , S) ≤ 2D + 1. 2
Lemme 2 (partition en chaˆınes) Soit G = (V,E) un graphe non oriente´ 2-areˆte-connexe. Soit
S un sous-ensemble non vide de G, et soit H0 = (S,A) le sous-graphe de G induit par S. Alors G
fait partie de l’ensemble E(H0,k) avec k = β(G,S).
Preuve
Nous allons montrer par re´currence sur β(G,S) et sur le nombre d’areˆtes de G−S que G ∈ E(H0,k)
avec k = β(G,S). Si G = H0, alors G ∈ E(H0,k). Si β(G,S) = 0 alors G = H0. Nous supposons
de´sormais que tout sous-graphe H de G contenant H0, disjoint de G, tel que β(H,S) ≤ β(G,S) et
tel que tous les sommets de H − S sont de degre´ au moins deux appartient a` l’ensemble E(H0,k).
– premier cas : on suppose que β(G,S) est impair. Soit x un sommet de V tel que D(x, S) =
β(G,S). Soit y un voisin de x. On note µ la plus grande oreille de G contenant l’areˆte (x, y)
telle que Vµ
⋂
S = ∅. Chaque extre´mite´ de µ est soit un sommet de degre´ au moins trois, soit
un sommet de l’ensemble S. Le sous-graphe H = G− µ contient H0, est disjoint de G, et est
tel que tous les sommets de H − S sont de degre´ au moins deux. De plus, pour tout sommet
z ∈ H−S, le plus court chemin de z vers S dans G ne passe pas par x car D(x, S) ≥ D(z, S).
Le plus court chemin de z vers S dans G ne passe donc pas par l’areˆte (x, y), ni par l’oreille µ.
Aussi, α(H,S) ≤ α(G,S). D’apre`s l’hypothe`se de re´currence, H appartient a` E(H0,k). Comme
µ est une chaˆıne de longueur infe´rieure a` k, G appartient e´galement a` E(H0,k).
– deuxie`me cas : on suppose que β(G,S) est pair. On appelle Vα l’ensemble des sommets x de
G tels que D(x, S) = α(G,S). Soit s un sommet de S tel que pour tout sommet x ∈ V \S,
D(x, s) ≤ α(G,S). Comme β(G,S) est pair, par de´finition G − {s} est connexe. Soit x un
sommet de Vα tel que la distance de x a` S\{s} soit maximale dans G−{s}. Soit y un voisin de
x. On note µ la plus grande oreille de G contenant l’areˆte (x, y) telle que Vµ
⋂
S = ∅. Chaque
extre´mite´ de µ est soit un sommet de degre´ au moins trois, soit un sommet de l’ensemble S.
Le sous-graphe H = G− µ contient H0, est disjoint de G, et tous les sommets de H −S sont
de degre´ au moins deux. De plus, pour tout sommet z ∈ H − S, le plus court chemin de z
vers le sommet s dans G ne passe pas par x car D(x, s) ≥ D(z, s). Le plus court chemin de
z vers le sommet s dans G ne passe donc pas par l’areˆte (x, y), ni par l’oreille µ. Pour les
meˆmes raisons, le plus court chemin de z vers l’ensemble S\{s} dans G − {s} ne passe pas
par l’oreille µ. Aussi, β(H,S) ≤ β(G,S). D’apre`s l’hypothe`se de re´currence, H appartient a`
E(H0,k). Comme µ est une chaˆıne de longueur infe´rieure a` k, G appartient e´galement a` E(H0,k).
2
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1.5 Graphes 2-sommet-connexes
Soit G = (V,E) un graphe 2-connexe de diame`tre D ≥ 2. On appelle `G = max(0, |V |−(2D+1))
et kG = |E| − |V |. La proprie´te´ que nous voulons prouver, notamment |E| ≥ d |V |D−(2D+1)D−1 e, est
e´quivalente a` la proprie´te´ kG ≥ d `GD−1e. Nous allons prouver par re´currence que kG ≥ d `GD−1e. Si
G est un cycle, alors `G = 0, et donc la proprie´te´ est vraie. Nous utilisons pour hypothe`se de
re´currence que tout graphe G′ contenant moins d’areˆtes que G et de diame`tre infe´rieur ou e´gal a`
D ve´rifie la proprie´te´ kG′ ≥ d `G′D−1e.
Soit C un plus petit cycle de G. Tous les cycles de G contiennent au moins autant de sommets
que C. Nous e´tudierons le cas ou` G− C n’est pas connexe, puis le cas ou` G− C est connexe et C
contient 2D sommets ou moins, et enfin le cas ou` C contient 2D + 1 sommets.
1.5.1 Cas ou` un plus petit cycle de G de´connecte G
Lemme 3 Soit C un plus petit cycle de G. Soit P1, P2, ... une de´composition de G sur les sommets
de C. Le sous-graphe P1 est 2-connexe et son diame`tre est infe´rieur ou e´gal a` D.
Preuve
Soit x un sommet de P1. Si x est aussi un sommet de C, (P1 −C) est connecte´ a` C a` travers deux
sommets de C, donc P1 − {x} est connexe. Si x n’est pas un sommet de C, chaque composante
connexe de (P1 − C)− {x} est connecte´e a` C, donc P1 − {x} est connexe. Ceci prouve que P1 est
2-connexe.
Soit y un sommet de P1 distinct de x. Soit µ un plus court chemin de x vers y dans G. Si µ est
entie`rement inclus dans P1, alors la distance entre x et y est la meˆme dans G que dans P1. Sinon,
µ = µ1µ2µ3 est tel que µ1 et µ3 sont entie`rement dans P1 et tel que µ2 relie deux points a et b
du cycle C. Comme C est un plus petit cycle de G, il existe un plus court chemin µ′2 de a vers
b entie`rement inclus dans C. Le chemin µ1µ′2µ3 est un plus court chemin de x vers y entie`rement
inclus dans P1 : la distance entre x et y est la meˆme dans G que dans P1. Ceci prouve que le
diame`tre de P1 est infe´rieur ou e´gal au diame`tre de G. 2
Proposition 1 (C de´connecte G) Soit C = (VC , EC) un plus petit cycle de G. Si G − C n’est
pas connexe, alors kG ≥ d `GD−1e.
Preuve
Soit P1 = (V1, E1), P2 = (V2, E2), .. une de´composition de G sur les sommets de C. On appelle
βi = β(Pi, C), `i = |Vi| − |VC | et ki = |Ei| − |Vi|. Le Lemme 1 indique qu’un seul des Pi (par
exemple P1) ve´rifie βi ≥ D + 1. G contient |V1|+ ` sommets et |V1 + `+ k areˆtes, avec ` = Σi6=1`i
et k = Σi6=1ki. D’apre`s le Lemme 2, pour tout i 6= 1, ki ≥ d `iβi−1e, ce qui implique que k ≥ d `D−1e.
D’apre`s le Lemme 3, P1 est 2-connexe et son diame`tre est infe´rieur ou e´gal a` D. Par hypothe`se de
re´currence, kP1 ≤ d `P1D−1e, ce qui implique que kG ≤ d `GD−1e. 2
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1.5.2 Cas ou` la taille d’un plus petit cycle est infe´rieure a` 2D
Lemme 4 Soit C un plus petit cycle de G. Si C contient une oreille de taille supe´rieure ou e´gale
a` D + 1, alors kG ≥ d `GD−1e.
Preuve Soit e1e2...eD+1 une oreille de taille D + 1 de C, reliant x0 a` xD+1. Comme G est de




c) ≤ D et D(x, xdxD+1
2
e) ≤ D.
Aussi, pour tout x en dehors de C, on a D(x, x0) ≤ dD−12 e ou bien D(x, xD+1) ≤ dD−12 e. On a donc
α(G,C) ≤ dD−12 e, ce qui implique β(G,C) ≤ D. D’apre`s le Lemme 2, G contient VC + ` sommets
et |EC |+ `+ k areˆtes avec k ≥ d `D−1e. Comme C est 2-connexe et de diame`tre infe´rieur ou e´gal a`
D, on a kG ≤ d `GD−1e. 2
Lemme 5 Soit C un cycle de G tel que G − C est connexe. Soit µ une oreille de C reliant deux
sommets de degre´ au moins 3. Alors G− µ est 2-connexe.
Preuve
Soit s1 et s2 les deux sommets de C relie´s par µ. Soit x ∈ V \Vµ. Si x appartient a` C, alors (C−µ)−x
contient au plus 2 composantes connexes. Ces deux composantes connexes sont relie´es par s1 et s2
a` G−C. G− µ{x} est donc connexe. Si x n’appartient pas au cycle C, et comme G est 2 connexe,
chaque composante connexe de G− C − x est relie´e au cycle C (en dehors de la chaˆıne µ). Aussi,
G− µ− {x} est connexe. 2
Proposition 2 (grand oreille) Soit C un plus petit cycle de G tel que G− C est connexe. Si C
contient une oreille couvrant plus de la moitie´ du cycle, alors kG ≥ d `GD−1e.
Preuve
Soit µ une plus grande oreille de C couvrant plus de la moitie´ de C. Si µ est de longueur supe´rieure
ou e´gale a` D + 1, alors d’apre`s le Lemme 4, kG ≥ d `GD−1e. Sinon, on sait d’apre`s le Lemme 5 que
G − µ est 2-connexe. Comme µ couvre plus de la moitie´ du cycle C, le diame`tre de G − µ est
infe´rieur ou e´gal a` D. Le fait que µ soit de taille infe´rieure a` D implique que G ∈ E(G−µ,D) et donc
kG ≥ d `GD−1e. 2
1.5.3 Aplatissement d’un cycle
Nous allons de´crire ici comment nous transformons un cycle minimal en arbre.
De´finition 4 (aplatissement) Soit C un cycle. Un aplatissement de C est un couple (T,∼) ou`
T est un arbre contenant d |VC |+12 e, et ∼ est une relation d’e´quivalence telle que T = C∼ .
Lemme 6 (aplatissement correct) Soit C un cycle et S un ensemble de sommets de C. Si la
longueur de la plus grande oreille de C sans sommet dans S est infe´rieure ou e´gale a` bVC2 c, alors
il existe un aplatissement (T,∼) de C tel que chaque feuille de T est une classe pour la relation
d’e´quivalence ∼ contenant un sommet de degre´ 3 ou plus de G.
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Preuve
Si C contient un nombre pair de sommets, alors on nomme s1 et s2 deux sommets de S tels que
D(s1, s2) est maximal.
– si D(s1, s2) = VC2 alors on de´finit la relation ∼ sur les couples (x, y) de C de telle sorte que




Fig. 1.6 – Aplatissement suivant deux sommets oppose´s
– sinon, il existe un sommet s3 de S tel que chaque composante connexe de C − {s1, s2, s3}
contient au plus ( |VC |2 − 2) sommets. On note D1 = D(s1,s2)+D(s1,s3)−D(s2,s3)2 ,
D2 =
D(s1,s2)+D(s2,s3)−D(s1,s3)
2 et D3 =
D(s1,s3)+D(s2,s3)−D(s1,s2)
2 , et on a D1+D2+D3 =
|VC |
2 .
On de´finit la relation ∼ sur les couples (x, y) de C de telle sorte que (x ∼ y) si et seulement s’il
existe i ∈ {1, 2, 3} tel que D(x, si) = D(y, si) ≤ Di. L’aplatissement correspondant est illustre´







Fig. 1.7 – Aplatissement suivant trois sommets.
pour obtenir un cycle C ′ = C∼f contenant un nombre pair de sommets. La longueur maximale
d’une oreille de C ′ sans sommet dans S∼f est au plus
|VC |−1
2 . Il y a donc un aplatissement
(T,∼) de C ′ tel que chaque feuille de T contient un e´le´ment de S∼f . Aussi, (T,∼ ◦ ∼f )2 est un
aplatissement de C tel que chaque feuille de T est une classe contenant au moins un sommet
de S.
2
1.5.3.1 Aplatissement d’un plus court cycle de G
Nous allons montrer qu’il existe un aplatissement d’un plus court cycle C G qui ne de´truit pas
la 2-connexite´ de G. Lorsque le cycle C contient moins de 2D sommets, nous en de´duirons que
kG ≥ d `GD−1e.
2deux sommets x et y de C sont en relation x ∼ ◦ ∼f y si les classes d’e´quivalence de x et de y pour la relation
∼f , x et y, ve´rifient x ∼ y
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Lemme 7 S’il existe in cycle C de G tel que toute oreille de C soit de longueur infe´rieure ou e´gale
a` la moitie´ du cycle C, alors il existe une relation d’e´quivalence ∼ sur G tel que G∼ est un graphe
2-connexe contenant |V | − ` sommets et |E| − `− k areˆtes, avec ` = d |VC |−12 e et k ≥ 1.
Preuve
Soit S l’ensemble des sommets de degre´ supe´rieur ou e´gal a` 3 de C. D’apre`s le Lemme 6 (aplatisse-
ment correct), il existe un aplatissement (T,∼) de C tel que chaque feuille de T contient un sommet
de S. Nous e´tendons la relation ∼ sur G de telle sorte que pour tout sommet x n’appartenant pas
a` C, et tout sommet y, (x ∼ y)⇔ (x = y). Nous allons montrer a` pre´sent que G∼ est 3-connexe, et
que G contient |V | − ` sommets et |E| − `− k areˆtes avec ` = d |VC |−12 e et k ≥ 1. Soit x un sommet
de G∼ . Si x n’appartient pas a` T , alors x est une classe qui ne contient qu’un seul sommet de G,
et donc G∼ − {x} est connexe. Si x appartient a` T , alors T − {x} est une re´union d’arbres. Chacun
de ces arbres est connecte´ par une feuille a` G−C∼ . Comme G−C est connexe, G∼ − {x} est connexe
e´galement. 2
Proposition 3 (plus petit cycle de taille infe´rieure a` 2D) Soit C un plus petit cycle de G
tel que G− C est connexe. Si C contient au plus 2D sommets, alors kG ≥ d `GD−1e.
Preuve
D’apre`s la Proposition 2 (grande oreille), si une des oreilles de C couvre plus de la moitie´ de C
alors kG ≥ d `D−1e. Dans le cas contraire, et d’apre`s le Lemme 7, il existe une relation d’e´quivalence
∼ sur G telle que G∼ est un graphe 2-connexe contenant |V | − ` sommets et |E| − `− k areˆtes, avec
` = d |VC |−12 e et k ≥ 1. De plus, comme G∼ est obtenu par fusion de sommets de G, le diame`tre de
G
∼ est infe´rieur ou e´gal a` D. Si |VC | ≤ 2D, alors k ≥ d `D−1e. Aussi, on a kG ≥ d `GD−1e. 2
1.5.4 Cas ou` la taille d’un plus petit cycle est 2D + 1
Un plus petit cycle de G ne peut pas contenir 2D + 2 sommets car cela violerait la contrainte
impose´e par le diame`tre de G. Si un plus petit cycle de G contient exactement 2D + 1 sommets,
on peut en de´duire des proprie´te´s tre`s fortes sur G.
Lemme 8 Si la taille d’un plus petit cycle de G est 2D+1, alors chaque sommet de G appartient
a` un cycle de taille 2D + 1.
Preuve
Soit x un sommet de G. Soit y un sommet de G tel que D(x, y) est maximal. On choisit un plus
court chemin µ1 de x vers y. Comme y est de degre´ au moins 2, il existe un voisin z de y qui n’est
pas sur le chemin µ1. On choisit un plus court chemin µ2 de z a` x. Le chemin µ = µ1(y, z)µ2 est un
chemin de longueur au plus 2D + 1 reliant x a` lui-meˆme. Comme l’areˆte (y, z) n’apparaˆıt qu’une
seule fois dans ce chemin, µ contient un cycle de taille infe´rieure ou e´gale a` 2D+ 1. Par hypothe`se
sur la taille d’un plus court cycle, µ ne peut eˆtre qu’un cycle de taille exactement 2D + 1, et x
appartient a` ce cycle. 2
Lemme 9 Soit C un plus petit cycle de G de taille 2D+1. Si G est plus grand que ce cycle, alors
tous les sommets de G sont de degre´ au moins 3.
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Preuve
On appelle a1a2...a2D+1 les sommets du cycle C de telle sorte que pour tout i, (ai, ai+1) soit une
areˆte du cycle (la dernie`re areˆte est (a2D+1, a0)). Comme G contient des sommets en dehors de C,
et comme G est connexe, il existe au moins un sommet de C de degre´ au moins 3. On suppose sans
perte de ge´ne´ralite´ que aD est de degre´ au moins 3. C est un plus petit cycle de G, ce qui veut dire
que D(a0, aD) = D. Soit x un voisin de aD qui ne soit pas dans C et soit µ un plus court chemin
de x vers a0. Comme D(x, a0) ≤ D, le chemin µ ne peut pas passer par aD. Comme G ne contient
pas de cycle de taille infe´rieure a` 2D, le chemin µ ne peut passer par aucun sommet du cycle C.
Ceci implique que a0 est de degre´ au moins 3. De fac¸on syme´trique, a2D+1 est aussi de degre´ au
moins 3. On peut refaire tout ce raisonnement apre`s avoir fait une rotation de C de D sommets.
Comme D et 2D + 1 sont premiers entre eux, on peut montrer que tous les sommets de C sont de
degre´ au moins 3. 2
Proposition 4 (plus petit cycle de taille 2D + 1) Si un plus petit cycle de G contient 2D+ 1
sommets, alors kG ≥ d `GD−1e.
Preuve
D’apre`s les deux lemmes pre´ce´dents, chaque sommet de G appartient a` un cycle de longueur 2D+1,
et si G n’est pas re´duit a` un cycle, chaque sommet de G est de degre´ au moins 3. Si G est un cycle,
alors on a imme´diatement kG ≥ d `GD−1e. Sinon, on distingue deux cas :
– si D ≥ 3, on a 2|E| ≥ 3|V |.
– si D = 2, on choisit un sommet s de plus haut degre´ dans G, et on divise les autres sommets
en deux ensembles : D1 = {x ∈ G tel que D(s, x) = 1} et D2 = {y ∈ G tel que D(s, y) = 2}.
G ne contient pas de cycle de taille infe´rieure a` 4. Ceci implique
∀{x1, x2} ⊂ D1, x1 6= x2, (x1x2) /∈ E
∀y ∈ D2 ∃! x ∈ D1, (xy) ∈ E







2 = {y inD2 — D(x, y) = 1}
Si s est de degre´ 3, G contient exactement 10 sommets et 15 areˆtes (G est le graphe de
Petersen), et donc kG ≥ `G. Si s est de degre´ supe´rieur ou e´gal a` 4, on de´finit ∀x ∈ D1, rx =
deg(x)−3 et r = Σx∈D1rx. On a |V | = 1+deg(s)+(2deg(s)+r) c’est a` dire |V |−1 = 3deg(s)+r.
Comme
∀x1 ∈ D1,∀y1 ∈ Dx12 ,∀x2 ∈ D1\{x1}, D(y1, x2) ≤ 2,
le degre´ de chaque sommet de D2 est de degre´ supe´rieur ou e´gal a` |D1| ≥ 4. On somme
les degre´s des sommets de G et on obtient :
2|E| = deg(s) + Σx∈D1deg(x) + Σy∈D2deg(y)
2|E| ≥ deg(s) + deg(s)× 3 + (deg(s)× 2 + r)× 4
2|E| ≥ 4(deg(s)× 3 + r)
2|E| ≥ 4(|V | − 1)
|E| − |V | ≥ |V | − 2
Aussi, kG ≥ d `GD−1e. 2
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1.5.5 Re´capitulation de la preuve
The´ore`me 2 Soit G = (V,E) un graphe non oriente´ 2-connexe de diame`tre D ≥ 2. Alors |E| ≥
d |V |D−(2D+1)D−1 e.
Preuve
Si G est un cycle alors kG = `G = 0. Sinon, on suppose que chaque graphe G′ = (V ′, E′) 2-connexe
de diame`tre infe´rieur ou e´gal a` D et contenant strictement moins que |E| areˆtes ve´rifie kG′ ≥ d `G′D−1e.
Soit C un plus petit cycle de G :
– si G− C n’est pas connnexe, la Proposition 1 (C de´connecte G) implique que kG ≥ d `GD−1e.
– si G−C est connexe et si C contient 2D sommets ou moins, alors la Proposition 3 (plus petit
cycle de taille infe´rieure a` 2D) implique que kG ≥ d `GD−1e.
– si C contient 2D + 1 sommets la Proposition 4 (plus petit cycle de taille 2D + 1) implique
que kG ≥ d `GD−1e.
L’ine´galite´ kG ≥ d `GD−1e est e´quivalente a` |E| ≥ d |V |D−(2D+1)D−1 e. 2
1.6 Graphes 2-areˆte connexes
Nous allons e´tudier maintenant les graphes 2-areˆtes connexes. Un graphe 2-areˆte connexe reste
connexe meˆme lorsqu’une de ses areˆtes disparaˆıt. Soit G = (V,E) un graphe non oriente´ 2-areˆte-
connexe de diame`tre D ≥ 2. Nous savons d’apre`s le The´ore`me 2, que nous avons de´montre´ a` la
section pre´ce´dente, que si G est e´galement 2-sommet-connexe, |E| ≥ d |V |D−(2D+1)D−1 e. Il nous reste
a` e´tudier le cas ou` un sommet s de´connecte G. Nous allons d’abord exhiber une classe de graphes
G = (V,E) 2-areˆte connexes de diame`tre pair et tels que |E| = d (n−1)(D+1)D e.
The´ore`me 3 Soit D ≥ 2 un entier pair et n ≥ 1. Il existe un graphe 2-areˆte connexe JD,n de
diame`tre D qui contient exactement n areˆtes et d (n−1)(D+1)D e areˆtes.
Preuve
On appelle k et m le quotient et le reste de la division euclidienne de n − 1 par D. On a n =
1 + kD +m. On appelle JD,n le graphe de´fini de la manie`re suivante :
– x est le sommet central
– k oreilles de longueur D + 1 relient x a` lui-meˆme
– si m > 0, une oreille de longueur m+ 1 relie x a` lui-meˆme.
JD,n contient n sommets et d (n−1)(D+1)D e areˆtes. JD,n est 2-areˆte-connexe et de diame`tre D. 2
Nous allons a` pre´sent de´montrer qu’un graphe G = (V,E) 2-areˆte connexe et de diame`tre D
contient au minimum min(d |V |D−(2D+1)D−1 e, d (|V |−1)(D+1)D e) areˆtes.
The´ore`me 4 Soit G = (V,E) un graphe non oriente´ 2-connexe de diame`tre D ≥ 2. Si D est pair
alors |E| ≥ d |V |D−(2D+1)D−1 e. Si D est impair alors |E| ≥ min(d |V |D−(2D+1)D−1 e, d (|V |−1)(D+1)D e).
Preuve
Si G est 2-connexe alors, d’apre`s le The´ore`me 2, on a |E| ≥ d |V |D−(2D+1)D−1 e. Sinon, il existe S ∈ V
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tel que G−{s} n’est pas connexe. Soit P1 = (V1, E1), P2 = (V2, E2), .. une de´composition de G sur
{s}. Soit βi = β(Pi, {s}), `i = |Vi| − 1 et ki = |Ei| − `i. On suppose sans perte de ge´ne´ralite´ que β1
est maximal parmi les βi.
– si bβ12 c < D2 , d’apre`s le Lemme 2, pour tout i on a ki ≥ d `iD−1e ce qui implique que |E| ≥
d |V |D−(2D+1)D−1 e.
– si bβ12 c = D2 (D doit eˆtre pair), alors pour tout i on a βi ≤ (D+1) et d’apre`s le Lemme 2, ∀i
ki ≥ d `iDe d’ou` |E| ≥ d (|V |−1)(D+1)D e.
– enfin, si bβ12 c > D2 , alors ∀i 6= 1, βi ≤ D. G contient |V1| + ` sommets et |E1| + ` + k areˆtes
avec ` = Σi6=1`i et k = Σi6=1ki. D’apre`s le Lemme 2, pour tout i 6= 1, ki ≥ d `iD−1e, ce qui
implique que k ≥ d `D−1e. On peut voir que P1 est 2-areˆte connexe et de diame`tre infe´rieur ou
e´gal a` D, ce qui implique que les bornes sur |E| sont ve´rifie´es pour P1 :
– si D est impair, alors |EP1 | ≥ d |VP1 |D−(2D+1)D−1 e d’ou` |E| ≥ d |V |D−(2D+1)D−1 e.
– si D est pair, alors |EP1 | ≥ min( d |VP1 |D−(2D+1)D−1 e, d
(|VP1 |−1)(D+1)
D e),
d’ou` |E| ≥ min( d |V |D−(2D+1)D−1 e, d (|V |−1)(D+1)D e).
2
1.7 Conclusion et perspectives
Dans ce chapitre nous avons re´solu un proble`me pose´ par France Te´le´com R&D concernant la
re´sistance aux pannes des re´seaux optiques. Nous avons de´termine´ le couˆt minimum d’un re´seau
qui re´siste a` une panne, et dont les parame`tres sont le nombre de nœuds et la distance maximale
entre deux nœuds.
Du point de vue the´orique, nous avons de´montre´ une conjecture de Bolloba´s [6] de 1968 sur
le nombre d’areˆtes d’un re´seau 2-connexe et de diame`tre fixe´. Les techniques que nous avons em-
ploye´es sont essentiellement des techniques classiques pour prouver des proprie´te´s sur des graphes,
nous avons cependant introduis les notions de double excentricite´ et d’aplatissement. La notion
de double excentricite´ peut e´ventuellement s’e´tendre a` d’autres proble`mes concernant les graphes
deux-connexes, tandis que la notion d’aplatissement est un morphisme surjectif, ce qui e´largit les
notions classiques d’isomorphisme pour les graphes (que l’on retrouve par exemple en [22]).
Il serait inte´ressant de pouvoir e´nume´rer l’ensemble des re´seaux optimaux pour ce proble`me.
Au cours de la de´monstration de la conjecture, on peut s’apercevoir que les graphes extre´maux
ne s’obtiennent pas uniquement par induction en ajoutant des chaˆınes a` un cycle. Les graphes
extre´maux qui e´taient de´ja` connus suivent cette construction. Nous avons de´couvert que les graphes
extre´maux peuvent aussi s’obtenir en cre´ant des cycles (contraire de l’aplatissement) a` partir de
graphes extre´maux plus petits. Les seuls graphes extre´maux irre´ductibles sont les cycles et le graphe
de Petersen.
Il reste e´galement a` re´soudre le proble`me plus ge´ne´ral sur les re´seaux pouvant re´sister a` plusieurs
pannes. Les techniques de preuve que nous avons employe´ ne s’e´tendront pas sans difficulte´ au cas
ge´ne´ral, car les notions e´le´mentaires mises en jeu se transforment en des objets beaucoup plus
complexes dans le cas de la k-connexite´ :
– l’e´quivalent d’une chaˆıne serait un arbre de degre´ k. Un arbre de degre´ 3 et de profondeur 3
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est repre´sente´ a` la Figure 1.8 (a). Des arbres de ce type seraient e´le´mentaires pour la partition
des graphes extre´maux.
– les graphes extre´maux irre´ductibles seraient forme´s par la re´union de plusieurs arbres. Ceci
est illustre´ par le Figure 1.8 (b).
(a) (b)
Fig. 1.8 – E´quivalents de la chaˆıne et du cycle lorsque le graphe est 3-connexe : (a) arbre de degre´ 3
et de profondeur 3, brique de base de graphes extre´maux 3-connexes de diame`tre 6. (b) e´quivalent
du cycle lorsque le graphe est 3 connexe de diame`tre 2. Il s’agit du graphe de Petersen.
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Routage dans les re´seaux optiques :
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2.1 Introduction
Le roˆle principal d’un re´seau de te´le´communications est de permettre des connexions entre
diffe´rents nœuds du re´seau. Celles-ci s’expriment par des requeˆtes que le re´seau s’efforce de satisfaire.
Une requeˆte est la donne´e d’un e´metteur, d’un re´cepteur et d’un de´bit a` transmettre. Re´aliser les
requeˆtes consiste a` trouver pour chaque requeˆte un ensemble de chemins sur lesquels la connexion
va s’e´tablir. La re´alisation des requeˆtes doit eˆtre compatible avec les contraintes de capacite´ du
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re´seau. On repre´sente usuellement un re´seau par un graphe oriente´ (ou par un graphe non oriente´),
les sommets du graphe repre´sentent les nœuds du re´seau, et les arcs (ou les areˆtes) repre´sentent les
liens entre le nœuds du re´seau. De plus, chaque sommet et chaque arc (ou chaque areˆte) est muni
d’une capacite´ qui repre´sente la quantite´ maximale d’information qui peut transiter sur celui-ci
a` un instant donne´. Le fait de pouvoir ou non re´aliser des requeˆtes sur un re´seau correspond au
proble`me du routage sur un graphe muni de capacite´s. Il s’agit d’un proble`me tre`s classique de
the´orie des graphes [37]. Plusieurs cas de figures se pre´sentent pour le proble`me du routage :
– si les requeˆtes correspondent a` un e´change d’information, et si cette information peut eˆtre
librement divise´e en morceaux qui circuleront inde´pendamment sur le re´seau, on parle de
multiflot fractionnaire. Ce type de requeˆtes correspond par exemple au te´le´chargement de
fichiers sur internet.
– si les requeˆtes correspondent a` l’e´tablissement d’un canal de communication re´serve´ sur le
re´seau, on parle de chemins disjoints. Autrefois, ce type de requeˆtes e´tait utilise´ pour les
communications te´le´phoniques. Aujourd’hui, il est toujours utilise´ pour e´tablir des chemins
re´serve´s dans un re´seau. Ces chemins seront ensuite utilise´s pour former un re´seau logique de
type ATM1, par exemple pour une application spe´cifique.
– enfin, entre les deux configurations mentionne´es plus haut, chaque requeˆte peut correspondre
a` l’e´tablissement de plusieurs chemins, et on parle alors de multiflot entier.
Le proble`me du multiflot fractionnaire peut s’e´crire sous forme de programme line´aire [54], et
de nombreux algorithmes polynomiaux existent pour re´soudre ce proble`me [15]. Le proble`me du
multiflot entier et celui des chemins disjoints font quand a` eux partie de la classe des proble`mes
NP-difficiles ; des algorithmes fournissant des solutions approche´es existent, le plus souvent base´s
sur des solutions fractionnaires [39, 55, 64].
Dans ce chapitre, nous allons e´tudier le proble`me des chemins disjoints, alors que le chapitre 3 est
consacre´ au proble`me du multiflot entier. Dans les deux chapitres, nous allons utiliser une proprie´te´
spe´cifique au re´seaux optiques. Les e´quipements de te´le´communication optiques sont directionnels,
c’est a` dire que lorsqu’un re´seau optique est installe´, chaque e´le´ment permet l’envoi ou la re´ception
d’informations dans une direction donne´e. Cependant, les e´quipements optiques sont constitue´s de
paires d’e´le´ments oppose´s, ce qui implique que la quantite´ d’information que l’on peut envoyer dans
une direction est e´gale a` la quantite´ d’information que l’on peut recevoir depuis cette direction. On
peut donc repre´senter un re´seau optique par un graphe oriente´ syme´trique. Les sommets du graphe
repre´sentent les nœuds du re´seau, les arcs repre´sentent les liens optiques. La syme´trie du graphe
signifie que l’existence d’un arc implique l’existence de l’arc oppose´.
Nous nous inte´ressons au proble`me suivant : re´aliser simultane´ment un certain nombre de
requeˆtes dans un re´seau de te´le´communications en respectant les contraintes de capacite´ des liens.
Dans le cas ou` les requeˆtes sont de de´bit unitaire, et les liens de capacite´ unitaire, ce proble`me revient
a` chercher dans un graphe oriente´ (ou non oriente´) des chemins arc-disjoints (ou areˆte-disjoints).
Si le nombre de requeˆtes n’est pas borne´, le proble`me est NP-complet. Dans le cas oriente´, c’est un
proble`me NP-complet meˆme pour 2 requeˆtes [36]. Si le graphe est non oriente´ et si le nombre de
requeˆtes ` est fixe´, il existe un algorithme en temps polynomial pour re´soudre le proble`me [86]. Nous
montrons ici que sous les meˆmes conditions (nombre de requeˆtes fixe´) le proble`me est polynomial
dans le cas d’un graphe oriente´ syme´trique. Ceci re´pond a` une question pose´e par le P. Chanas [13].
Remarque : l’identite´ de chaque requeˆte est fondamentale : en effet, si on admet une permutation
sur les sommets e´metteurs ou re´cepteurs, c’est a` dire si on veut re´aliser des chemins disjoints entre
1Asynchronous Transfer Mode [13, 14]
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deux ensembles de sommets, on se rame`ne a` un proble`me de flot maximum ou a` un proble`me de





Fig. 2.1 – Satisfaire les requeˆtes (x1, y1), (x2, y2), ... (x`, y`) ne revient pas a` trouver un flot maxi-
mum entre une source virtuelle s et un puits virtuel p ; en effet, les destinataires ne doivent pas eˆtre
intervertis.
Contenu du chapitre
Nous pre´sentons d’abord une synthe`se des re´sultats ante´rieurs sur les diverses variantes du
proble`me des chemins disjoints, puis nous e´voquerons les concepts de mineurs, home´omorphismes
et motifs concernant le proble`me des chemins arc-disjoints dans un graphe oriente´ syme´trique, et
enfin nous montrerons que le proble`me des chemins arc-disjoints dans un graphe syme´triques est
polynomial pour un nombre borne´ de requeˆtes.
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2.2 Re´sultats ante´rieurs sur le proble`me des chemins disjoints
Le proble`me des chemins disjoints a e´te´ largement e´tudie´ dans la litte´rature scientifique pour
deux raisons. D’abord, de nombreux proble`mes de chemins disjoints surgissent naturellement en
the´orie des graphes et optimisation combinatoire, notamment dans le cadre de la the´orie des flots.
D’autre part (et c’est le cas dans cette the`se), il y a diverses applications pratiques qui posent des
proble`mes de chemins disjoints.
Les proble`mes de chemins disjoints recouvrent en fait 4 grandes cate´gories, selon que les chemins
doivent eˆtre sommet ou (arc/areˆte) disjoints, et selon que le graphe est oriente´ on non. Nous allons
d’abord pre´senter les relations entre proble`mes de chemins sommet-disjoints et leur les chemins
(arc/areˆte)-disjoints. Nous pre´senterons ensuite les re´sultats concernant les chemins arc-disjoints
dans les graphes oriente´s, puis les re´sultats concernant les chemins areˆte-disjoints dans les graphes
non-oriente´s, et enfin le proble`me des chemins arc-disjoints dans les graphe oriente´s syme´triques.
2.2.1 Chemins sommets disjoints et chemins (arc/areˆtes) disjoints
Le proble`me des chemins sommets disjoints est naturellement proche du proble`me des chemins
(arc/areˆtes) disjoints.
Dans le cadre des graphes oriente´s, ces deux proble`mes sont presque identiques [61].
The´ore`me 5 Soit un graphe oriente´ G et un ensemble de requeˆtes R sur G. Alors il existe un
graphe oriente´ G′ et un graphe oriente´ G′′′ que l’on peut construire a` partir de G en temps polyno-
mial, tel que :
– si G est acyclique, alors G′ et G′′ sont acycliques.
– il existe une solution au proble`me des chemins sommet-disjoints sur G pour les requeˆtes R si
et seulement si il existe une solution au proble`me des chemins arc-disjoints sur G′ pour les
requeˆtes R.
– il existe une solution au proble`me des chemins arc-disjoints sur G pour les requeˆtes R si et
seulement si il existe une solution au proble`me des chemins sommet-disjoints sur G′′ pour les
requeˆtes R.
Preuve
– Re´duction chemins sommet-disjoints → arc-disjoints : chaque sommet de G ayant un
degre´ entrant et un degre´ sortant supe´rieurs a` un est de´double´ dans G′.
– Re´duction chemins arc-disjoints → chemins sommet-disjoints : On construit le
graphe G′′ des arcs de G contenant (EG + |R|) sommets.
2
On peut remarquer qu’en plus de l’acyclicite´, de nombreuses proprie´te´s de graphes sont iden-
tiques sur G, G′, et G′′.
Pour les graphes non oriente´s, la re´duction chemins areˆte-disjoints→ chemins sommet-disjoints,
est identique au cas oriente´. La re´duction inverse (voir l’article [86]) est le´ge`rement plus de´licate, et
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Fig. 2.2 – Re´duction chemins sommet-disjoints → arc-disjoints.





















Fig. 2.3 – Re´duction chemins arc-disjoints → chemins sommet-disjoints.
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impose d’augmenter le nombre de requeˆtes (de manie`re polynomiale), ce qui fait que le proble`me
des chemins sommet-disjoints est le´ge`rement plus difficile.
2.2.2 Chemins arc-disjoints dans les graphes oriente´s
En 1980, Fortune, Hopcroft et Wyllie ont montre´ que trouver deux chemins arc-disjoints dans un
graphe oriente´ est un proble`me NP-complet [36]. Voici un tableau regroupant quelques principales
variantes du proble`me des chemins disjoints pour les graphes oriente´s.
Requeˆtes Autres hypothe`ses Difficulte´ du proble`me Re´fe´rences
deux - NP-complet [36]
nombre non borne´ G acyclique NP-complet [23]
nombre borne´ G acyclique polynomial [36]
trois (G+R) eule´rien polynomial [47]
sur 5 sommets (G+R) eule´rien NP-complet [92]
nombre non borne´ (G+R) planaire NP-complet [94]
nombre non borne´ G planaire et acyclique NP-complet [94]
destinations sur une face G planaire et acyclique, polynomial [75]
(G+R) eule´rien
2.2.3 Chemins areˆte-disjoints dans les graphes non oriente´s
En 1975, Karp [53] a montre´ que le proble`me des chemins disjoints est NP-complet dans les
graphes non oriente´s. En 1993, Middendorf et Pfeiffer [68] ont montre´ que le proble`me est NP-
complet meˆme si (G + R) est planaire2. En 2001, Nishizeki, Vygen et Xiao Zhou [76] ont montre´
que le proble`me est NP-complet meˆme si G est se´rie paralle`le. De fac¸on positive, si le nombre
de requeˆtes est borne´, Robertson et Seymour [86] donnent en 1995 un algorithme polynomial (en
O(|V |)3) en re´duisant ce proble`me a` celui du δ-folio containment qui consiste a` e´nume´rer tous les
mineurs e´tiquete´s d’une certaine taille d’un graphe.
The´ore`me 6 (Robertson & Seymour, 1986) Si le nombre de requeˆtes est borne´, il existe un
algorithme en O(|V |3) pour le proble`me des chemins sommet-disjoints dans un graphe non-oriente´.
2.2.4 Re´sultats ante´rieurs sur les graphes oriente´s syme´triques
Le proble`me des chemins arc-disjoints dans les graphes oriente´s syme´triques a e´te´ aborde´s par
Chanas [13] dans le cadre d’une e´tude sur les re´seaux ATM. Le proble`me est NP-difficile lorsque le
nombre de requeˆtes n’est pas borne´. Il existe par contre un algorithme assez simple pour re´soudre
deux requeˆtes.
2G+R est le graphe forme´ par G plus les areˆtes correspondant aux requeˆtes de R.
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The´ore`me 7 Si le nombre de requeˆtes fait partie de l’instance, le proble`me des chemins disjoints
dans un graphe oriente´ syme´trique est NP-complet.
Preuve
La preuve se fait a` partir d’une re´duction du cas oriente´ ge´ne´ral :
Soit G un graphe oriente´ et (x1, y1)...(x`, y`) un ensemble de requeˆtes. On note G∗ le syme´trise´
de G (xy ou yx ∈ EG ⇒ xy et yx ∈ EG∗). ∀xy ∈ EG∗ \ EG on ajoute la requeˆte (x, y). Notons
qu’une solution sur G en induit une sur G∗. Re´ciproquement, on peut forcer toute solution sur G∗
a` utiliser l’arc xy pour router la requeˆte (x, y). Le couˆt de la re´duction correspond a` celui de la
syme´trisation, c’est a` dire O(|VG|+ |EG|). 2
The´ore`me 8 Il existe un algorithme polynomial permettant de re´soudre le proble`me des 2 chemins
arc-disjoints dans un graphe oriente´ syme´trique.
Preuve
Soit G un graphe oriente´ syme´trique et (x1, y1), (x2, y2) deux requeˆtes.
On cherche un chemin (e´le´mentaire) de x1 a` y1 (complexite´ en O(|E| + |V |)) et on construit le
graphe des e´carts (Ford & Fulkerson). On cherche un chemin de x2 a` y2 dans le graphe des e´carts
(O(|E|+ |V |)). Si ce dernier chemin n’existe pas, il n’y a pas de 2-flot de (x1, x2) vers (y1, y2) , et
le proble`me n’a pas de solution (Ford & Fulkerson). Si ce chemin existe, il correspond a` un chemin
re´el de G disjoint du pre´ce´dent ; en effet, la syme´trie du graphe assure que le graphe des e´carts a
la meˆme connexite´ que le graphe originel prive´ du premier chemin. 2
Re´capitulation
Voici deux tableaux re´capitulatifs sur la complexite´ du proble`me des chemins disjoints, suivant
le type du graphe et le nombre de requeˆtes.
Chemins sommet-disjoints :
Graphe
Nombre de requeˆtes oriente´ non oriente´
une requeˆte P P
deux requeˆtes et plus NP P
nombre inde´termine´ de requeˆtes NP NP
Chemins arc-disjoints :
Graphe
Nombre de requeˆtes oriente´ non oriente´ oriente´ syme´trique
une requeˆte P P P
deux requeˆtes et plus NP P P
nombre inde´termine´ de requeˆtes NP NP NP
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La classe de complexite´ du proble`me pour un graphe oriente´ syme´trique lorsque le nombre de
requeˆtes est borne´ et supe´rieur ou e´gal a` trois e´tait un proble`me ouvert (cf [13]). Nous de´terminons
cette classe en montrant qu’il existe un algorithme polynomial dans ce cas.
Graphe
Nombre de requeˆtes non-oriente´ oriente´ syme´trique
1 P P P
2 P NP P
3 P NP P
borne´ P NP P
non borne´ NP NP NP
2.3 Proble`me des chemins disjoints, mineurs, motifs
Dans leur article intitule´ Graph Minors, XIII, the disjoint path problem [86], Robertson et Sey-
mour relient le proble`me des chemins sommets disjoints dans les graphes non-oriente´ au proble`me
des mineurs, et plus ge´ne´ralement au proble`me du δ-folio containment. Nous de´finirons une notion
voisine, lesmotifs, puis nous allons expliciter leur relation avec le proble`me des chemins arc-disjoints.
2.3.1 Mineurs et δ-folio containment
De fac¸on concise, un graphe non oriente´ H est un mineur d’un autre graphe G si on peut
l’obtenir en supprimant des sommets de G, en supprimant des areˆtes de G, et en contractant des
areˆtes3. Le proble`me de savoir si un graphe H est le mineur d’un graphe G est NP-complet : il
s’agit d’une ge´ne´ralisation du proble`me d’isomorphisme de graphe.
Un grapheH est un mineur e´tiquete´ de G sur un ensemble de sommets S siH est un mineur de G
et si certains sommets de H (ceux appartenant a` S) correspondent exactement a` certains sommets
de G. Par exemple, le fait de trouver un chemin entre deux sommets x et y dans un graphe G
correspond a` de´cider si le graphe compose´ des sommets x, y et de l’areˆte (x, y) est un mineur de G
e´tiquete´ en x et y. De fac¸on naturelle, il a e´te´ montre´ que le proble`me des chemins sommet-disjoints
dans un graphe G revenait a` de´cider si un graphe particulier (le graphe des demandes) e´tait un
mineur e´tiquete´ de G.
Le proble`me du delta-folio containment est une ge´ne´ralisation du proble`me des mineurs e´tiquete´s4.
Robertson et Seymour ont montre´ qu’on pouvait le re´soudre en temps polynomial lorsque la taille
des mineurs est borne´e. En fait, la me´thode propose´e consiste (entre autres) a` e´nume´rer tous les
mineurs de taille k du graphe G, et a` les comparer aux mineurs propose´s.
Ce re´sultat sur les mineurs a montre´ que le proble`me des chemins sommet-disjoints est polyno-
3contracter une areˆte (x, y) signifie fusionner les sommets x et y.
4il s’agit de re´soudre le proble`me des mineurs e´tiquete´s pour une famille de candidats. Pour plus de de´tails,
voir [86].
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mial pour un nombre borne´ de requeˆtes, et partant, que le proble`me des chemins areˆtes disjoints
est lui aussi polynomial pour un nombre borne´ de requeˆtes.
2.3.2 Home´omorphismes de sous-graphes
La notion d’home´omorphisme de sous-graphe est tre`s similaire a` la notion de mineur. Un graphe
H est home´omorphe a` un graphe G si les sommets de H et de G sont les meˆmes, et si chaque areˆte
(ou arc) deH correspond a` un chemin deG, et que chaque areˆte (ou arc) deG appartient exactement
a` un de ces chemins. Le proble`me des chemins areˆte (ou arc) - disjoints dans un graphe G revient a`
de´terminer si un certain graphe H est home´omorphe a` un des sous-graphes de G. Dans le cadre des
graphes non oriente´s, ce proble`me peut se re´duire au proble`me du δ-folio containment [86]. Dans
le cadre des graphes oriente´s, Fortune, Hopcroft et Wyllie [36] ont montre´ que ce proble`me e´tait
polynomial si H est une e´toile (e´quivalent a` un proble`me de flot) et NP-complet sinon.
2.3.3 Motifs d’un graphe
La notion de motifs reprend les ide´es d’home´omorphisme de graphe, et fait le lien entre les
graphes oriente´s syme´triques et le graphe correspondant non oriente´.
De´finition 5 (Syme´trise´,squelette) Soit G=(V,E) un graphe non-oriente´.
– On note E∗ = {arcs xy, yx — l’areˆte x, y ∈ E}.
– G∗=(V,E∗) est appele´ syme´trise´ de G.
– G est appele´ squelette de G∗.
De´finition 6 (Motif, re´duction) – Soit G=(V,E) et Gˆ=(Vˆ,Eˆ) deux graphes non-oriente´s.
– Soit R et Rˆ deux ensembles de couples de sommet de G et Gˆ.
(Gˆ,Rˆ) est appele´ motif de (G,R) si
– il existe une injection i de Vˆ dans V telle que i(Rˆ) = R ; il existe un ensemble de chemins
areˆte-disjoints dans G reliant i(x) a` i(y) pour tout xy ∈ Eˆ
– Rˆ est un ensemble de requeˆtes re´alisables dans Gˆ∗, le syme´trise´ de Gˆ.
La relation que nous avons de´finie est transitive, et nous la notons (Gˆ,Rˆ) < (G,R). Si card Eˆ <
card E, on dira que (Gˆ,Rˆ) est une re´duction de (G,R).
De´finition 7 (Motif minimal) Soit G=(V,E) un graphe non-oriente´, et R un ensemble de couples
de V.
(G,R) est appele´ motif minimal si
– R est un ensemble de requeˆtes re´alisables dans G∗, le syme´trise´ de G.
– (G,R) n’admet pas de re´duction.
Un motif de (G,R) est donc un couple (Gˆ, Rˆ) tel que Gˆ est home´omorphe a` un sous-graphe
de G, et tel que l’image de Rˆ par ce morphisme est R. Une condition supple´mentaire impose qu’il
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existe des chemins arc-disjoints pour les requeˆtes Rˆ dans le graphe syme´trique Gˆ∗. L’ide´e est qu’un
motif minimal repre´sente les nœuds5 que forment des chemins arc-disjoints dans un graphe oriente´
syme´trique.
2.3.4 Relation entre les motifs et le proble`me des chemins arc-disjoints
Nous allons nous attacher ici aux motifs minimaux pour ` requeˆtes. On appelle F` l’ensemble
des motifs minimaux a` ` requeˆtes. Cet ensemble repre`sente toutes les formes de nœuds possibles
que l’on peut avoir avec ` chemins arc-disjoints. Nous allons d’abord montrer que de´cider si un
couple (Gˆ,Rˆ) est un motif de (G,R) est polynomial en la taille de G (mais non en la taille de Gˆ),
puis nous allons montrer que si l’ensemble des motifs minimaux F` est fini, alors le proble`me des
chemins disjoints dans un graphe oriente´ syme´trique est polynomial.
Lemme 10 Soit (G,R) et (Gˆ,Rˆ) deux graphes non-oriente´s. Si Rˆ est un ensemble de requeˆtes
re´alisables dans Gˆ∗, il existe un algorithme en O(c(|Eˆ|)×|V ||Vˆ |×|V |3) (polynomial en G) de´terminant
si (Gˆ, Rˆ) < (G,R), ou` c(|Eˆ|) est une constante de´pendant de |Eˆ|.
Preuve
Pour toute injection de Vˆ dans V (il y en a O(|V ||Vˆ |)) on teste si i(Rˆ) = i(R) et s’il y a |Eˆ| chemins
areˆte-disjoints. Ce test couˆte c(|Eˆ|)×O(|V |3) d’apre`s le the´ore`me 6. 2
Lemme 11 Soit G∗ un graphe syme´trique, et R un ensemble de ` requeˆtes sur G, le squelette
de G∗. Ces requeˆtes sont re´alisables si et seulement si il existe un motif minimal (Gˆ,Rˆ) tel que
(Gˆ, Rˆ) < (G,R).
Preuve
Si les requeˆtes sont re´alisables sur G∗, G est un motif de lui-meˆme, et contient donc un motif
minimal. Si (G,R) contient un motif minimal (Gˆ,Rˆ), les chemins arc-disjoints re´alisant Rˆ dans Gˆ∗
induisent des chemins arc-disjoints re´alisant R dans G∗. 2
The´ore`me 9 Si F` est fini, il existe un algorithme polynomial pour trouver ` chemins arc-disjoints
dans un graphe syme´trique.
Preuve
Soit G∗ un graphe syme´trique, et R un ensemble de ` requeˆtes sur G, le squelette de G∗. D’apre`s
le lemme 11, les requeˆtes sont re´alisables si et seulement si (G,R) contient un motif minimal : on
e´nume`re donc tous les motifs minimaux de F` (il y en a |F`—). Pour chacun d’entre eux, on teste
si (Gˆ, Rˆ) < (G,R) (d’apre`s le lemme 10, en temps O(c × |V |(n+3)), ou` c = max(|c(Eˆ)|)Gˆ∈F` et
n = max(|Vˆ |)Gˆ∈F`). 2
5imaginer que chaque chemin repre´sente un fil
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2.4 Motifs minimaux
Nous avons vu dans la section pre´ce´dente la relation entre le proble`me des chemins arc-disjoints
dans les graphes oriente´s syme´triques et les motifs minimaux a` ` requeˆtes. Dans cette section, nous
allons montrer que l’ensemble des motifs minimaux a` ` requeˆtes est fini, et donc que le proble`me
des chemins arc-disjoints est polynomial dans les graphes oriente´s syme´triques.
2.4.1 Proprie´te´s e´le´mentaires des motifs minimaux
Soit (G,R) un motif minimal a` ` requeˆtes, et µ1...µ` des chemins re´alisant ces requeˆtes dans G∗.
– toutes les areˆtes de G sont occupe´es par un chemin.
(sinon on pourrait en supprimer)
– deux areˆtes adjacentes ne sont pas occupe´es de la meˆme fac¸on (i.e. occupe´es par un µi seul,
ou occupe´es par µi et µj).
(sinon on pourrait les fusionner)
Multigraphes
The´ore`me 10 Si (G,R) est un motif minimal, et si G est un multigraphe, on peut obtenir un motif
minimal (G’,R’) tel que G’ soit un graphe simple en dupliquant les sommets de G, et sans ajouter
d’areˆte.
Preuve :
Soit (G,R) un motif minimal et (µi) des chemins de G∗ re´alisant R, et soit x et y deux sommets
de G relie´s par k areˆtes.
– on suppose que tous les arcs de G∗ sont occupe´s. On suppose que µ1 contient les arcs xy et
yz1. On note µ2 le chemin contenant les arcs z1y et yz2...µi le chemin contenant les arcs zi−1y
et yzi. Tous les arcs e´tant occupe´s, il existe I tel que zI = x.
– si des arcs sont inoccupe´s, ou si un des chemins finit sur y, le proce´de´ pre´ce´dent nous ame`ne
soit sur y, soit sur un zJ . Si on est sur zJ , un arc libre nous ame`ne sur y. Si on est sur y,
on emprunte soit un chemin de´butant sur y non de´ja` emprunte´, soit un arc libre non de´ja`
emprunte´ vers zJ+1.
On ajoute a` G le sommet y′ et on transforme les areˆtes (une de chaque s’il y en a plusieurs) xy,
yz1...yzI−1 en xy′, y′z1...y′zI−1 : on obtient ainsi G’. Une re´duction de G’ induit imme´diatement
une re´duction de G : G’ est minimal. En ite´rant moins de |E| fois le proce´de´, on obtient un motif
simple minimal.
Conse´quences
Les motifs minimaux correspondant a` des multigraphes s’obtiennent donc en fusionnant des som-
mets des motifs minimaux correspondant a` des graphes simples : on ne s’inte´ressera par la suite











Fig. 2.4 – Duplication du sommet d’un multigraphe, avec conservation des solutions au proble`me
des chemins disjoints.
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2.4.2 Cas de deux requeˆtes
Le but ici est d’expliciter F2, l’ensemble des motifs minimaux a` deux requeˆtes.
Soit (G,R) un motif a` deux requeˆtes, re´alise´es dans G∗ par µ1 et µ2.
De´finition 8 (se croiser) Si µ1 contient l’arc ab et µ2 contient l’arc ba, on dit que µ1 et µ2 se
croisent en (ab).
– si µ1 est de la forme ...ab...cd... et µ2 de la forme ...ba...dc... on dit que les chemins se
croisent dans le meˆme sens.
– si µ1 est de la forme ...ab...cd... et µ2 de la forme ...dc...ba... on dit que les chemins se
croisent a` contresens.
Premie`re re´duction :
Si µ1 et µ2 se croisent deux fois dans le meˆme sens alors on peut re´duire G.
Cette re´duction est toujours valable quel que soit le nombre de chemins, on l’appellera toujours
Premie`re re´duction. Si deux chemins se croisent plusieurs fois dans un motif minimal, ce sera
toujours a` contresens.
Deuxie`me re´duction :
Si µ1 et µ2 se croisent deux fois a` contresens alors on peut re´duire G en privile´giant l’un des deux
chemins.
Cette re´duction suppose que les arcs retour du chemin privile´gie´ soient inoccupe´s, ce qui n’est pas
toujours vrai quand il y a plus de deux chemins.
Dans un motif minimal a` deux requeˆtes, les deux chemins se croisent au plus une fois. F2 est
donc constitue´ de deux graphes, illustre´s par la Figure 2.8
2.4.3 Cas de trois requeˆtes
Nous allons montrer que l’ensemble F3 des motifs minimaux a` trois requeˆtes est fini, et nous
allons le de´crire en de´tail.
Soit (G,R) un motif a` trois requeˆtes re´alise´es par µ1, µ2 et µ3.
Premie`re et deuxie`me re´ductions : La premie`re re´duction est identique au cas ` = 2 (page 45).
La deuxie`me re´duction est quant a` elle tre`s proche du cas ` = 2 : si µ1 et µ2 se croisent deux fois
a` contresens, ils forment une boucle. Si µ3 ne coupe pas µ1 dans cette boucle, il y a une re´duction.
Aussi, dans un motif minimal, µ3 coupe µ1 et µ2 sur chacune des boucles qu’ils forment.
Troisie`me re´duction : On conside`re une boucle forme´e par µ1 et µ2. Si µ3 pe´ne`tre deux fois dans
cette boucle, il y a re´duction.
Cette re´duction suppose qu’un seul chemin vienne interfe´rer avec la boucle ; elle s’applique


























Fig. 2.5 – Premie`re re´duction sur les motifs d’un graphe.















































Fig. 2.7 – Deuxie`me re´duction sur les motifs d’un graphe.







































Fig. 2.9 – Troisie`me re´duction sur le motifs d’un graphe.
54 Routage dans les re´seaux optiques : chemins disjoints
Dans un motif minimal, µ3 ne croise qu’une fois chaque boucle cre´e´e par µ1 et µ2.
E´tude des motifs minimaux :
Soit (G,R) un motif minimal a` trois requeˆtes re´alise´es par µ1, µ2, µ3. On veut montrer que les
chemins se croisent deux a` deux au plus deux fois. Supposons que µ1 et µ2 se croisent trois fois (voir
Figure 2.10) :
– la premie`re re´duction e´tant impossible, µ1 et µ2 forment deux boucles,
– la deuxie`me re´duction e´tant impossible, µ3 croise µ1 et µ2 dans chacune de ces boucles,
– la troisie`me re´duction e´tant impossible, µ3 coupe chaque boucle en une seule fois
Soit µ3 croise deux fois µ1 dans le meˆme sens (1e`re boucle avant la 2e`me), soit µ3 croise deux
fois µ2 dans le meˆme sens (2e`me boucle avant la 1e`re).
Dans les deux cas, la premie`re re´duction s’applique, il y a donc contradiction.
Illustration des motifs de F3
– cas a : re´utilisation de F2
On conside`re le cas ou` µ3 n’interfe`re ni avec µ1, ni avec µ2.
– cas b : un seul croisement
– cas b.1 : un chemin coupe les deux autres (voir Figure 2.13).
– cas b.2 :
Si chaque chemin coupe les deux autres une fois : on choisit la nume´rotation de sorte que µ1
commence par couper µ2.
Soit µ2 commence par couper µ3 et µ3 commence par couper µ1 (voir Figure 2.14).
– cas b.3 :
Soit µ2 commence par couper µ1 et µ3 commence par couper µ1 (3 possibilite´s) illustre´es par
la Figure 2.15
– si µ2 commence par couper µ1 et µ3 commence par couper µ2, on effectue la permutation
(1→2,2→1,3→3).
– si µ2 commence par couper µ3 et µ3 commence par couper µ2, on effectue la permutation
(1→3,2→1,3→2).
– cas c : boucle
Si µ1 coupe deux fois µ2, µ3 ne peut pas couper µ1 juste apre`s ou juste avant avoir coupe´ la
boucle (voir Figure 2.16). On a donc 6 possibilite´s illustre´es par la Figure 2.17.
2.4.4 Motifs minimaux pour ` requeˆtes
On de´ja` re´solu les cas ` = 2 et ` = 3. Nous allons maintenant ge´ne´raliser ces re´sultats et montrer
que l’ensemble F` de motifs minimaux a` ` requeˆtes est fini pour tout `. Pour cela, on recherche des
proprie´te´s sur les motifs minimaux de manie`re a` borner leur taille en fonction de `.
Premie`re re´duction :
Nous rappelons que si µ1 et µ2 se croisent deux fois dans le meˆme sens alors on peut re´duire























Fig. 2.10 – Les chemins µ1 et µ2 se croisent trois fois











Fig. 2.12 – Motif contenant un chemin isole´
























Fig. 2.14 – Cas ou` le chemin µ2 commence par couper le chemin µ3 et ou` le chemin µ3 commence






Fig. 2.15 – Motif ou` le chemin µ2 commence par couper le chemin µ3 et ou` le chemin µ3 commence
par couper le chemin µ1.






























Fig. 2.16 – Cas ou` µ1 coupe deux fois µ2 : µ3 ne peut pas couper µ1 juste apre`s ou juste avant






Fig. 2.17 – Motif ou` le chemin µ1 coupe deux fois le chemin µ2
On e´tudie le cas ou` µ2 et µ3 croisent deux fois µ1 l’un a` la suite de l’autre, a` contresens.
Notation :
Si abc ∈ mui est une paire d’arcs telle que ba ∈ µj et cb ∈ µk, b est appele´ point double de µi.
Nous en de´duisions le lemme suivant :
Lemme 12 Soit G un motif minimal re´alise´ par µ1...µ`. µi a donc au plus (`−1)2 points doubles.
Troisie`me re´duction :
De´finition 9 (Graphe des e´carts) Soit G=(V,E), R un motif re´alise´ par µ1...µ`, et G∗=(V,E∗)
le syme´trise´ de G.
Soit Ee l’ensemble des arcs inoccupe´s de E∗, Ge=(V,Ee) est appele´ graphe des e´carts de G.
Pour tout sommet x du graphe des e´carts, on note d+(x) son degre´ sortant, d−(x) son degre´
entrant, r+(x) = |{i|xi = x}| et r−(x) = |{yi = x}|. Par la proprie´te´ de conservation du flot, on a
On a d+(x)−d−(x) =r+(x)−r−(x)..
Proposition 5 Si (G,R) est motif minimal re´alise´ par µ1...µ`, son graphe des e´carts est compose´
d’au plus ` chemins. En ajoutant une requeˆte par chemin, on obtient un motif minimal re´alise´ par
au plus 2×` chemins dont le graphe des e´carts est vide.
Preuve
– Si le graphe des e´carts admet un cycle, il s’agit d’un cycle libre dans G.
On peut l’utiliser pour allonger un chemin et supprimer une areˆte de G (voir Figure 2.21).

















































































Fig. 2.19 – Deuxie`me re´duction sur les motifs d’un graphe, pour un nombre inde´termine´ de requeˆtes.










Fig. 2.21 – Troisie`me re´duction sur les motifs d’un graphe, pour un nombre inde´termine´ de requeˆtes.
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– Si le graphe des e´carts n’admet pas de cycle, on peut le de´composer en chemins d’extre´mite´s
yi xj , ou` (xi, yi), (xj , yj) ∈ R, soit en au plus ` chemins.
2
The´ore`me 11 Il existe un algorithme polynomial permettant de trouver ` chemins dans un graphe
syme´trique.
Preuve
Soit (G,R) un motif minimal re´alise´ par µ1...µ2×`, dont le graphe des e´carts est vide. Chaque µi
n’est compose´ que de points doubles (sauf les extre´mite´s), et d’apre`s la deuxie`me re´duction (12) il
au plus ((2× `− 1)2 points doubles. Aussi, G contient au plus `× ((2× `− 1)2 + 1) areˆtes. F` est
donc fini. D’apre`s le the´ore`me 9, le proble`me des chemins disjoints dans un graphe syme´trique est
polynomial pour un nombre borne´ de requeˆtes. 2
2.5 Conclusion et perspectives
Au cours de ce chapitre, nous avons montre´ qu’il existe un algorithme polynomial permettant de
re´pondre au proble`me des chemins disjoints dans un graphe oriente´ syme´trique lorsque le nombre
de requeˆtes est borne´. Ce re´sultat est a` mettre en relation avec le the´ore`me de Fortune, Hopcroft
et Wyllie [36] qui stipule que trouver seulement deux chemins disjoints dans un graphe oriente´ est
un proble`me NP-difficile.
D’autre part, notre algorithme s’appuie essentiellement sur celui du δ-folio containment de Ro-
bertson et Seymour [86]. Robertson et Seymour avaient ainsi donne´ une solution polynomiale au
proble`me des chemins disjoints dans un graphe non oriente´ lorsque le nombre de requeˆtes est borne´.
D’un point de vue technique, nous avons montre´ que les communications dans un re´seau optique
pouvaient toujours eˆtre route´es de manie`re a` former un certain motif. Le nombre de motifs pos-
sibles de´pend uniquement du nombre de requeˆtes et non de la forme du re´seau ou de la localisation
des requeˆtes. Le proble`me de trouver un ou plusieurs motifs donne´s correspond au proble`me du
δ-folio containment que nous avons cite´. Malheureusement, l’algorithme de Robertson & Seymour
est re´pute´ impraticable meˆme pour un petit nombre de requeˆtes car il manipule des constantes tre`s
grandes. Aussi, il serait inte´ressant de trouver des algorithmes plus efficaces pour un petit nombre
de requeˆtes.
Re´capitulation : le tableau suivant re´sume les diffe´rentes classes de complexite´ des proble`mes de
chemins arc-disjoints en fonction du nombre de requeˆtes et du type de graphe. Nous avons montre´
que le cas oriente´ syme´trique se comporte de la meˆme manie`re que le cas non-oriente´, avec des
algorithmes polynomiaux pour un nombre de requeˆtes borne´.
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Graphe
Nombre de requeˆtes non-oriente´ oriente´ syme´trique
1 P P P
2 P NP P
3 P NP P
borne´ P NP P
non borne´ NP NP NP
Dans le cadre des re´seaux optiques, il est e´galement inte´ressant d’e´tudier une ge´ne´ralisation du
proble`me des chemins disjoints : le proble`me du multiflot entier. Cette e´tude fait l’objet du chapitre
suivant.
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Chapitre 3
Routage dans les re´seaux optiques :
multiflots
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3.1 Introduction
Dans ce chapitre, nous e´tudions une ge´ne´ralisation au proble`me des chemins disjoints : le
proble`me du multiflot entier. De la meˆme manie`re qu’au chapitre pre´ce´dent, nous e´tudions ce
proble`me dans le cadre du routage dans les re´seaux optiques. Nous mode´lisons un re´seau optique
par un graphe oriente´ syme´trique muni d’une fonction de capacite´. La fonction de capacite´ sur les
arcs du graphe correspond a` la quantite´ maximale d’information qui peut transiter par un lien du
re´seau optique. La fonction de capacite´ que nous conside´rons est e´galement syme´trique, c’est a` dire
que la capacite´ d’un arc est e´gale a` la capacite´ de l’arc oppose´.
Le proble`me du multiflot entier a` deux commodite´s est NP complet dans le cas ge´ne´ral ([36] et
[53]) et de nombreuse variantes ont e´te´ e´tudie´es, suivant les proprie´te´s du graphe G, de l’ensemble
des requeˆtes R, ou du graphe compose´ G+R. Ces variantes se divisent en proble`mes NP-complets
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ou polynomiaux. Une de ces variantes est le proble`me des chemins disjoints, traite´ au chapitre
pre´ce´dent. Les principales autres variantes concernent les cas ou`G ouG+R sont eule´riens, planaires,
etc...
Lorsque G est planaire et eule´rien, et lorsque les requeˆtes R sont sur une seule face de G, le
proble`me est polynomial [78], et peut meˆme eˆtre re´solu en temps line´aire [95].
Dans le cas syme´trique, le graphe G est e´galement eule´rien, ce qui fait du cas syme´trique
un cas particulier du cas eule´rien. On note cependant que les principaux re´sultats du cas Eule´rien
concernent en fait la structure G+R. Sur cette variante, Nash-Williams a prouve´ en 1965 (le lecteur
trouvera une preuve de ce the´ore`me en [93]) que pour deux requeˆtes le proble`me est polynomial, alors
que par ailleurs il a e´te´ prouve´ que le proble`me est NP-complet pour 3 requeˆtes ou plus [94]. Dans
le cas le plus ge´ne´ral, le proble`me du multiflot entier est NP-difficile pour seulement 2 requeˆtes [36].
Contenu du chapitre
Dans la section 3.2, nous introduisons les notations sur les flots et les multiflots, puis nous
pre´sentons deux conditions classiques, ne´cessaires au proble`me du multiflot, et enfin nous pre´sentons
une preuve de la NP-comple´tude du proble`me du multiflot entier a` deux commodite´s.
Dans la section 3.3, nous nous attachons au cas des graphes syme´triques. Nous montrons que
le proble`me du multiflot a` 3 commodite´s est NP-complet dans le cas des graphes syme´triques, puis
nous montrons que le proble`me du multiflot syme´trique est lui aussi NP-complet.
Dans la section 3.4, nous e´tudions plus spe´cifiquement le cas ou` les requeˆtes sont syme´triques.
Dans le cadre des re´seaux optiques, ceci correspond aux applications de type video confe´rence,
ou` la quantite´ d’information e´change´e entre les utilisateurs est e´quilibre´e dans les deux sens. Les
applications de type diffusion d’informations ne rentrent pas dans ce cadre, car l’information y
est surtout e´mise depuis une source, et la communication n’est donc pas syme´trique. On peut
observer que la donne´e d’un graphe oriente´ syme´trique et de requeˆtes syme´triques sur ce graphe est
identique a` la donne´e d’un graphe non oriente´ avec des requeˆtes non oriente´es. De plus, une solution
au proble`me non oriente´ est parfaitement transposable au proble`me oriente´. Bien que cela soit vrai,
la variante syme´trique du proble`me de multiflot entier admet plus de solutions est e´galement plus
facile a` re´soudre : Even, Itai et Shamir [23] ont prouve´ que le proble`me du multiflot entier dans un
graphe non oriente´ est NP-complet pour seulement 2 requeˆtes, de valeur (1, v). Nous allons prouver
quant a` nous que le proble`me syme´trique est polynomial lorsqu’il n’y a que deux commodite´s.
Pour arriver a` ce re´sultat, nous utiliserons des coupes pour construire ou prouver l’existence de
certains flots. Nous exploiterons aussi la syme´trie du proble`me pour intervertir des flots oppose´s
sans enfreindre les contraintes des capacite´.
Voici un tableau des diffe´rentes complexite´s pour les proble`mes de flot et de chemins disjoints,
pour diffe´rentes variantes. Nous notons N le nombre de sommets d’un graphe, et M le nombre
d’arcs ou d’areˆtes.
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Graphe
Proble`me : de´terminer l’existence de... oriente´ non oriente´ oriente´ syme´trique
un chemin O(M +NlogN) [16]
chemins disjoints pour k requeˆtes NP-difficile [36] O(N3) [86] O(N3)
chemins disjoints NP-difficile [53] NP-difficile [53] NP-difficile [13]
flot Cflot [35] Cflot [35]
multiflot a` 2 commodite´s (biflot) NP-difficile [23] non re´solu
multiflot a` k ≥ 3 commodite´s NP-difficile NP-difficile
flot syme´trique NP-difficile Cflot Cflot
biflot syme´trique NP-difficile NP-difficile 6Cflot + O(M)
multiflot syme´trique a` k ≥ 3 commodite´s NP-difficile NP-difficile non re´solu
multiflot syme´trique NP-difficile NP-difficile NP-difficile
3.2 Notations et re´sultats ante´rieurs sur le proble`me du multiflot
entier
Dans cette section nous pre´sentons d’abord les notations que nous utilisons a` travers ce chapitre,
puis nous abordons quelques re´sultats classiques sur le crite`re de coupe. Enfin, nous pre´sentons la
preuve de Even, Itai et Shamir [23] sur le proble`me du multiflot entier a` deux commodite´s.
3.2.1 Fonctions sur les arcs, flots, multiflots, coupes
E´tant donne´ un graphe oriente´ G = (V,A), nous allons utiliser des fonctions de l’ensemble
des arcs A vers l’ensemble des entiers naturels N. Dans ce chapitre, nous conside´rons que les flots
(usuellement note´s f , g ou h) font partie de l’ensemble des fonctions de A vers N. La capacite´
maximale des arcs d’un graphe (usuellement note´e κ) fait e´galement partie des fonctions de A vers
N. Voici les ope´rations que nous effectuons sur les fonctions :
– comparaison : soit f1 et κ deux fonctions de A vers N, f1 ≤ κ signifie que pour tout a ∈ A,
f1(a) ≤ κ(a).
– somme : soit f1 et f2 deux fonctions de A vers N, f1 + f2 : A→ N est la fonction de´finie par
∀a ∈ A, (f1 + f2)(a) = f1(a) + f2(a).
– diffe´rence : soit f1 et κ deux fonctions de A vers N telles que f1 ≤ κ, (κ− f1) : A→ N est la
fonction de´finie par ∀a ∈ A, (κ− f1)(a) = κ(a)− f1(a).
E´tant donne´es trois fonctions f1, f2, κ de A vers N, remarquons que si f1 ≤ κ, alors (f1 + f2) ≤ κ
est e´quivalent a` f2 ≤ (κ− f1).
Nous de´finissons ici un flot entier comme fonction de A vers N qui satisfait la contrainte de
conservation du flot.
De´finition 10 (flot) Soit G = (V,A) un graphe oriente´. Soit s, t ∈ V et v ∈ N. Un flot f de
source s, de destination t et de valeur v est une fonction f : A→ N telle que
– ∀y /∈ {s, t},Σx∈Γ−(y)f(x, y) = Σz∈Γ+(y)f(y, z)
– Σx∈Γ−(s)f(x, s) + v = Σz∈Γ+(s)f(s, z))
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Fig. 3.1 – Un flot f1 de s vers t de valeur 4.
Cette de´finition des flots permet l’existence de circuits. Aussi, nous pre´ciserons “flot sans circuit”
lorsque le besoin s’en fera sentir. En ge´ne´ral, les proble`mes de flot imposent une capacite´ maximale
κ sur les areˆtes, ce qui entraˆıne pour un flot f la contrainte supple´mentaire f ≤ κ. Cette dernie`re
contrainte ne fait cependant pas partie de la de´finition du flot.
Nous introduisons maintenant des de´finitions spe´cifiques aux fonctions et graphes syme´triques ;
fonctions de retour et ope´ration de simplification sur les fonctions,
De´finition 11 (f r, fonction retour de f) Soit G = (V,A) un graphe syme´trique. Soit f : A→




















Fig. 3.3 – Une fonction syme´trique (f1 + f r1 ) sur A.
De´finition 12 (simplification) e´tant donne´e une fonction f de A vers N, |f | : A → N est la
fonction de´finie par ∀(x, y) ∈ A, |f |(x, y) = f(x, y)−min{f(x, y), f(y, x)}
De´finition 13 (Multiflot a` k commodite´s) Soit G = (V,A) un graphe oriente´. Pour tout i ∈
{1, ..k}, Soit si, ti ∈ V , vi ∈ N et soit fi un flot de si vers ti de valeur vi. (f1, ..fk) est un multiflot
a` k commodite´s de (s1, ..sk) vers (t1, ..tk) de valeur (v1, ..vk).
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Nous conside´rons que les multiflots sont des collections de flots. E´tant donne´e une capacite´ maximale










Fig. 3.4 – Multiflot (f1, f2) de (s1, s2) vers (t1, t2) de valeur (3, 1).
3.2.2 Coupes, distances, et multiflots.
Les notions de coupes et de distance fournissent des conditions ne´cessaires pour l’existence des
multiflots. Nous allons d’abord pre´senter la notion de coupe sur un graphe, de crite`re de coupe, et
le the´ore`me de Menger [67]. Puis nous allons pre´senter le the´ore`me japonais[48, 79], qui en est une
ge´ne´ralisation.
Pour des raisons de simplicite´ d’e´criture, nous de´finissons une coupe sur un graphe comme un
ensemble d’arcs se´parant un sous ensemble de sommets du reste du graphe.
De´finition 14 (coupe induite) Soit C un sous-ensemble de V tel que C 6= ∅ et C 6= V . L’en-
semble d’arcs sortants (C × (V \C))⋂A est appele´ coupe induite par C. Pour toute fonction











Fig. 3.5 – Une coupe induite de valeur 4.
De´finition 15 (crite`re de coupe) Soit κ : A→ N une capacite´ sur G. Soit s1, ..sk, t1, ..tk ∈ V .
Soit v1, ..vk ∈ N. Le crite`re de coupe pour le (k+1)-uplet (κ, (s1, t1, v1), .. (sk, tk, vk)) est : pour toute
coupe induite par C ⊂ V , pour tout I ⊂ {1, ..k} : (∀i ∈ I, si ∈ C et ti /∈ C) ⇒ κ(C) ≥ (Σi∈Ivi).
Le the´ore`me de Menger [67] spe´cifie que le crite`re de coupe est une condition ne´cessaire et
suffisante pour le proble`me du flot entier. Cela a pour conse´quence que le crite`re de coupe est une
condition ne´cessaire pour le proble`me du multiflot entier.
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The´ore`me 12 (Menger) Soit κ : A → N une capacite´ sur G. Soit s1, ..sk, t1, ..tk ∈ V . Soit
v1, ..vk ∈ N. Le crite`re de coupe pour (κ, (s1, t1, v1), .. (sk, tk, vk)) est une condition ne´cessaire pour
l’existence d’un multiflot de (s1, s2, ...) vers (t1, t2, ...) de valeur (v1, v2, ...).
Dans le cadre de l’e´tude des multiflots, le crite`re de coupe a e´te´ ge´ne´ralise´ au de´but des anne´es 70
par Iri, Onaga et Kakusho [48, 79], pour donner une condition ne´cessaire et suffisante sur l’existence
d’un multiflot (fractionnaire), connue sous le nom de the´ore`me japonais :
De´finition 16 (crite`re de distance) Soit κ : A → N une capacite´ sur G. Soit s1, ..sk, t1, ..tk
∈ V . Soit v1, ..vk ∈ N. Le crite`re de distance pour le (k+ 1)-uplet (κ, (s1, t1, v1), .. (sk, tk, vk)) est :
pour toute fonction de couˆt sur les arcs w : A→ N on a∑
1≤i≤k




ou` Dw(x, y) est la couˆt minimum d’un chemin de x a` y.
The´ore`me 13 (japonais) Soit κ : A → N une capacite´ sur G. Soit s1, ..sk, t1, ..tk ∈ V . Soit
v1, ..vk ∈ N. Le crite`re de distance pour (κ, (s1, t1, v1), .. (sk, tk, vk)) est une condition ne´cessaire
pour l’existence d’un multiflot entier de (s1, s2, ...) vers (t1, t2, ...) de valeur (v1, v2, ...).
Le crite`re de distance n’est qu’une condition ne´cessaire dans le cas des multiflots entiers. On
peut interpre´ter la partie gauche de l’ine´galite´ comme le couˆt minimum du multiflot, et la partie
droite de l’ine´galite´ comme la valeur totale contenue dans le graphe G. Nous verrons page 67 un
cas ou` le crite`re de coupe est ve´rifie´ mais ou` le crite`re de distance ne l’est pas.
3.2.3 Proble`me du biflot dans un graphe oriente´
Le proble`me du biflot est un cas particulier du proble`me du multiflot ou il n’y a que deux
commodite´s. Nous pre´sentons ici une preuve similaire a` celle de Even, Itai & Shamir [23], montrant
que le proble`me du biflot entier est NP-complet.
The´ore`me 14 Soit n un entier naturel, G un graphe oriente´ dont les areˆtes sont munies d’une
capacite´ unitaire, et (s1, p1)m (s2, p2) 2 couples de sommets . De´terminer s’il existe un biflot entier
de (s1, s2) vers (p1, p2) de valeur (1, n) est un proble`me NP-complet.
Preuve
Le proble`me du biflot entier est un cas particulier du proble`me du multiflot entier, et fait donc partie
de la classe NP. Nous allons pre´senter une re´duction de 3-SAT au proble`me du biflot entier. On se
donne une instance de 3-SAT, avec des variables boole´ennes b1, b2...bm et des clauses C1, C2...Cn.
Construction du graphe G :
– Pour chaque variable boole´enne bi on construit deux chaˆınes x(i,0), x(i,1), . . . x(i,n) et
x(i,0), x(i,1), . . . x(i,n). Ces deux chaˆınes sont relie´es par leurs extre´mite´s, c’est a` dire que x(i,0) =
x(i,0) et que x(i,n) = x(i,n).
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– On ajoute ensuite l’arc (s1, x(1,0)), pour tout i ∈ {2,m} l’arc (x(i−1,n), x(i,0)) et l’arc (x(m,n), p1).
La colonne ainsi construite est illustre´e a` la figure 3.6. On peut remarquer qu’un chemin P
de cette colonne, de s1 vers p1, de´termine chaque variable boole´en bi suivant qu’il passe par
les sommets xi ou xi.
– Pour chaque clause Cj de 3-SAT on ajoute les sommets yj et y′j . Si la variable boole´enne bi
apparaˆıt positivement dans la clause Cj , on ajoute les arcs (yj , x(i,j−1)) et (x(i,j), y′j). Si la
variable boole´enne bi apparaˆıt ne´gativement dans la clause Cj , on ajoute les arcs (yj , x(i,j−1))
et (x(i,j), y′j). Cette construction est illustre´e a` la figure 3.7.
– Enfin, pour tout j ∈ {1, n}, on ajoute enfin les arcs (s2, yj) et (y′j , p2). Cette construction est
illustre´e a` la figure 3.8.
3-SAT a une solution ⇒ le biflot existe :
La solution de 3-SAT s’exprime par une de´termination des variables boole´ennes bi a` vrai ou
faux : elle induit un chemin P entre s1 et p1 dans la colonne du graphe repre´sentant les variables
boole´ennes. Chaque clause Ci e´tant satisfaite, il existe un chemin yjx(i,j−1)x(i,j)y′j ou yjx(i,j−1)x(i,j)y
′
j
disjoint de P . L’ensemble de ces chemins cre´e´e un flot de s2 a` p2 de valeur n.
Le biflot existe ⇒ 3-SAT a une solution :
Un chemin P de s1 vers p1 ne peut quitter la colonne des variable boole´ennes. Il de´termine ainsi
une affectation des variables boole´ennes. Le fait qu’il existe un flot de s2 a` p2 de valeur n implique
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Fig. 3.7 – Une clause de 3-SAT











Fig. 3.8 – Les clauses de 3-SAT sont mises en paralle`le entre s2 et p2
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3.3 Multiflots dans les graphes syme´triques
Dans cette section, nous pre´sentons des re´sultats pre´liminaires sur les multiflots dans les graphes
syme´triques. Dans un premier temps, nous allons montrer qu’une des conse´quences du re´sultat
d’Even, Itai et Shamir [23] sur les multiflots a` 2 commodite´s dans les graphes oriente´s acycliques
est que le proble`me du multiflot a` 3 commodite´s est NP-complet dans les graphes syme´triques.
Nous pre´sentons ensuite quelques re´sultats sur le proble`me a` deux commodite´s, qui n’est pas encore
re´solu. Dans un deuxie`me temps, nous introduisons formellement ce qu’est un multiflot syme´trique,
et montrons sans surprises que le proble`me ge´ne´ral des multiflots syme´triques est NP-difficile. Enfin,
nous pre´sentons un re´sultat pre´liminaire sur les flots demi-entiers, qui sera utilise´ a` la section 3.4,
consacre´e au proble`me du biflot syme´trique.
3.3.1 Multiflot a` 3 commodite´s
En 1976, Even, Itai et Shamir [23] on montre´ que le proble`me du multiflot entier a` deux commo-
dite´s e´tait NP-complet. Leur de´monstration utilise un graphe acyclique, ce qui fait que le proble`me
est e´galement NP-complet sur la classe des graphes acycliques. En fait, un graphe oriente´ acyclique
est presque e´quivalent a` un graphe oriente´ syme´trique dont la moitie´ des arcs serait sature´e par
un flot. Nous allons montrer de cette manie`re que le proble`me du multiflot a` 3 commodite´s est
NP-complet dans les graphes syme´triques.
The´ore`me 15 Le proble`me du multiflot entier a` 3 commodite´s est NP-complet dans les graphes
syme´triques.
Preuve
Soit G = (V,A) un graphe oriente´ acyclique. Soient (s1, s2) et (t1, t2) deux sources et deux puits.
Soient v1 et v2 deux entiers positifs. Nous allons construire un graphe oriente´ syme´trique G′, de´finir
deux sommets s3 et t3 et une valeur v3, et nous allons montrer que de´terminer s’il existe un multiflot
a` deux commodite´s de (s1, s2) vers (t1, t2) de valeur (v1, v2) dans le graphe G muni d’une capacite´
1 sur tous ses arcs est e´quivalent a` de´terminer s’il existe un multiflot de (s1, s2, s3) vers (t1, t2, t3)
de valeur (v1, v2, v3) dans le graphe G∗ muni d’une capacite´ syme´trique κ∗ sur tous ses arcs. Nous
construisons un graphe acyclique G′ = (V ′, A′) comme suit (construction illustre´e a` la figure 3.9 ) :
– soit V ′ = V
⋃{s3, t3}





– soit κ : A′ → N tel que pour tout arc (x, y) ∈ A, κ(x, y) = 1 et tel que pour tout x ∈ V de
degre´ entrant δ−(x) et de degre´ sortant δ+(x),
– si δ−(x) > δ+(x), alors κ(x, s3) = δ−(x)− δ+(x).
– si δ+(x) > δ−(x), alors κ(t3, x) = δ+(x)− δ−(x).
Les seules diffe´rences entre les graphes G′ et G sont l’ajout des sommets t3 et t3, l’ajout d’arcs vers
le sommet s3 et l’ajout d’arcs depuis le sommet t3. De plus, la capacite´ κ est unitaire sur les arcs de
G. Aussi, un multiflot de (s1, s2) vers (t1, t2) de valeur (v1, v2) existe dans G muni d’une capacite´
unitaire si et seulement si il existe dans G′ muni de la capacite´ κ.
Le graphe G′ que nous avons de´fini est oriente´ acyclique. La de´finition de κ assure que pour tout
sommet x ∈ V , la somme des capacite´s entrantes est e´gale a` la somme des capacite´s sortantes. En
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conse´quence, la somme des capacite´s entrantes de s3 est e´gale a` la somme des capacite´s sortantes
de t3. On de´finit v3 = Σx∈V κ(s3, x). On de´finit le graphe syme´trique G∗ = (V ′, A′∗) muni de la
capacite´ κ∗. Un flot de valeur v3 de s3 vers t3 dans G∗ sature ne´cessairement tous les arcs (x, y)
tels que (y, x) ∈ A′. Aussi, il existe un multiflot de (s1, s2) vers (t1, t2) de valeur (v1, v2) dans G
muni d’un capacite´ unitaire si et seulement si il existe un multiflot de (s1, s2, s3) vers (t1, t2, t3) de
capacite´ (v1, v2, v3) dans G∗ muni de la capacite´ κ∗. Le proble`me du multiflot a` 3 commodite´s est




(a) graphe G (b) graphe G′
Fig. 3.9 – Graphe oriente´ acyclique G. Deux sommets s3 et t3 sont ajoute´s. Des arcs en provenance
de t3 et des arcs a` destination de s3 sont ajoute´s de telle sorte que pour chaque sommet x /∈ {s3, t3},
les capacite´s entrantes sont e´gales aux capacite´s sortantes.
3.3.2 Le proble`me du biflot dans les graphes syme´triques
Nous savons de´sormais que le proble`me du multiflot entier a` 3 commodite´s est NP-complet
dans les graphes syme´triques (The´ore`me 15 page 62). Nous ne connaissons pas la complexite´ du
proble`me pour 2 commodite´s. Nous allons d’abord pre´senter un algorithme polynomial pour une
requeˆte de valeur (1, v), puis nous allons montrer que le crite`re de coupe n’est pas une condition
suffisante pour re´soudre le proble`me du biflot.
The´ore`me 16 Le proble`me du multiflot entier est polynomial dans les graphes syme´triques pour
deux commodite´s de valeur (1, v).
Preuve
Nous supposons que le crite`re de coupe est ve´rifie´ (le test peut se faire en temps polynomial). Nous
allons calculer un flot de valeur v pour la premie`re commodite´, puis un flot de valeur 1 pour la
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seconde commodite´.
Les donne´es du proble`me sont les suivantes :
– une capacite´ syme´trique sur les arcs de A κ : A→ N ;
– une source et une destination (s1, s2), (t1, t2) ∈ V 2 pour le multiflot souhaite´ ;
– la valeur du multiflot souhaite´ (1, v) ∈ N2.
Tout d’abord, nous calculons un flot simple f2 ≤ κ de s2 vers t2 de valeur v. Si le crite`re de coupe
est ve´rifie´, alors f2 existe, et peut eˆtre calcule´ par n’importe quel algorithme polynomial de flot.
Nous allons maintenant prouver que le crite`re de coupe est encore vrai pour ((κ − f2), (s1, t1, 1)).
Soit C ⊂ V une coupe telle que s1 ∈ C et t1 /∈ C. Deux cas sont possibles :
– si s2 ∈ C et si t2 /∈ C, alors κ(C) ≥ (1 + v). Si f2(C) ≥ v + 1, alors il existe x ∈ C et y /∈ C
avec (x, y) ∈ A tels que f2(y, x) ≥ 1 d’ou` f2(x, y) = 0, ce qui donne (κ− f2)(C) ≥ 1
– dans le cas contraire, κ(C) ≥ 1. Si f2(C) ≥ 1, alors il existe x ∈ C et y /∈ C avec (x, y) ∈ A
tels que f2(y, x) ≥ 1 d’ou` f2(x, y) = 0 : (κ− f2)(C) ≥ 1
Comme le crite`re de coupe est ve´rifie´ pour ((κ− f2), (s1, t1, 1)), d’apre`s le The´ore`me de Menger il
existe bien un flot f1 ≤ (κ− f2) de s1 vers t1 et de valeur 1. 2
Nous allons maintenant montrer que le crite`re de coupe n’est pas une condition suffisante pour
ce proble`me meˆme si elle reste ne´cessaire. Voici un contre-exemple ou` le crite`re de coupe est valide,
mais ou` les requeˆtes sont impossibles a` satisfaire :
– nous prenons comme ensemble de sommets V = {s1, s2, t1, t2} ;
– nous prenons comme ensemble d’arcs A = {(s1, s2), (s2, s1), (s2, t1), (t1, s2), (s1, t2), (t2, s1),
(t2, t1), (t1, t2)} ;
– nous conside´rons le graphe oriente´ syme´trique G = (V,A) ;
– la capacite´ des arcs de G est κ : A→ N et ve´rifie
κ(s1, s2) = κ(s2, s1) = 1, κ(s2, t1) = κ(t1, s2) = 1,
κ(s1, t2) = κ(t2, s1) = 3, κ(t2, t1) = κ(t1, t2) = 1.
Le crite`re de coupe est bien ve´rifie´ pour (κ, (s1, t1, 2), (s2, t2, 2)), mais il n’y a pas de multiflot de












Fig. 3.10 – Il n’y a pas de multiflot de (s1, s2) vers (t1, t2) de valeur (2, 2).
3.3.3 Multiflots syme´triques
Si un multiflot non-oriente´ repre´sente une solution pour une instance de communication entre
deux paires de sommets, alors pour chaque paire de sommets les meˆmes chemins sont utilise´s pour
la direction aller et retour. Si nous permettons a` la direction “retour” d’emprunter un chemin
diffe´rent du chemin aller, nous obtenons un multiflot syme´trique.
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De´finition 17 (multiflot syme´trique) Soit G = (V,A) un graphe oriente´ syme´trique. Soient
s1, s2, .., t1, t2... des sommets de G et (v1, v2...) des entiers positifs. Un multiflot de (s1, t1, s2, t2, ...)
vers (t1, s1, t2, s2, ...) de valeur (v1, v1, v2, v2, ...) est appele´ multiflot syme´trique de (s1, s2, ...) vers
(t1, t2, ...) de valeur (v1, v2, ...).
Nous de´finissons le crite`re de coupe syme´trique, e´criture simplifie´e du crite`re de coupe que nous
avons de´fini page 59.
De´finition 18 (crite`re de coupe syme´trique) Soit G = (V,A) un graphe oriente´ syme´trique.
Soit κ : A→ N une capacite´ syme´trique sur G. Soient s1, s2, .., t1, t2... des sommets de G et (v1, v2...)
des entiers positifs. Le crite`re de coupe pour (κ, (s1, t1, v1), (t1, s1, v1), (s2, t2, v2), (t2, s2, v2), ...) est
appele´ crite`re de coupe syme´trique pour (κ, (s1, t1, v1), (s2, t2, v2), ...)
Nous montrerons a` la section 3.4 que le proble`me du biflot syme´trique est polynomial si et
seulement si le crite`re de coupe syme´trique est ve´rifie´. Nous ne connaissons pas la complexite´
du proble`me du multiflot syme´trique a` k commodite´s, pour k ≥ 3. Dans le cas ou le nombre de
commodite´s est inde´termine´, nous allons montrer a` pre´sent que le proble`me du multiflot syme´trique
est NP-complet.
The´ore`me 17 Le proble`me du multiflot syme´trique est NP-complet.
Preuve
Nous allons re´duire le proble`me des chemins disjoints (voir chapitre 2) dans un graphe non-oriente´
au proble`me du multiflot syme´trique. Soit G = (V,E) un graphe non oriente´ et R un ensemble
de requeˆtes (pour des chemins sommet-disjoints) sur G. On suppose en plus que les sommets
pre´sents dans l’ensemble de requeˆtes R sont de degre´ 1. On construit le graphe oriente´ syme´trique
G′ = (V ′, A) comme suit (voir Figure 3.11) :
– pour tout sommet x de V de degre´ supe´rieur ou e´gal a` trois, on construit
– les sommets sx et tx dans V ′
– pour toute areˆte (x, y) de E, on construit le sommet exy dans V ′, et les arcs (sx, exy),
(exy, sx), (tx, exy) et (exy, tx) dans A.
– pour tout sommet x de V de degre´ 1 ou 2, on construit
– le sommet rx dans V ′
– pour toute areˆte (x, y) de E, on construit le sommet exy dans V ′, et les arcs (rx, exy), et
(exy, rx) dans A.
– pour toute areˆte (x, y) de E, on construit les arcs (exy, eyx) et (eyx, exy).
– enfin, pour toute requeˆte r = (x, y) de R, on note sr = rx et tr = ry.
Nous allons montrer que satisfaire l’ensemble des requeˆtes R dans G revient a` re´soudre le proble`me
du multiflot syme´trique de (sx)x∈V ∪R vers (tx)x∈V ∪R de valeur (δ+(sx)−1) dans le graphe syme´trique
G′ = (V ′, A) muni d’une capacite´ unitaire.
Pour chaque sommet x de V , examinons la requeˆte de sx vers tx de valeur δ(x)−1. Une solution
pour cette requeˆte consiste a` utiliser un chemin (sx, exy), µ, (exz, tx), ou µ est un chemin de exy vers
exz. On peut toujours remplacer ce chemin long par le chemin plus simple (sx, exy), (exy, tx)) : si
une autre requeˆte utilisait l’arc (ex,y, ty), elle utilisera de´sormais le chemin libe´re´ µ, (exz, tx). La
solution simplifie´e pour la requeˆte de sx vers tx utilise (δ(x)− 1) chemins de sx a` tx et (δ(x)− 1)












(a) graphe G (b) graphe G′
Fig. 3.11 – Graphe non oriente´ G. Le graphe oriente´ syme´trique G′ (repre´sente´ en (b) par son
squelette non oriente´) est construit a` partir de G′ en de´doublant les sommets de degre´ supe´rieur
ou e´gal a` trois.
chemins de tx a` sx. Il y donc quatre arcs de libres correspondant a` deux voisins y et z de x : les
arcs (sx, exy), (exy, tz), (tx, exz) et (exz, sx) (ceci est illustre´ a` la figure 3.12).
Pour chaque requeˆte r = (x, y) de R, examinons maintenant la requeˆte (sr, tr) = (rx, ry) de
valeur 1. Une solution pour r s’exprime sous la forme d’un chemin µ de rx vers ry et d’un chemin
µ−1 de ry vers rx. Comme x et de degre´ 1 par hypothe`se, rx a un unique sommet voisin exz. Le
chemin µ emprunte donc l’arc (exz, ezx) et le chemin µ−1 emprunte l’arc oppose´ (ezx, exz). Comme
on peut le voir a` la Figure 3.12, ceci implique que les chemins µ et µ−1 empruntent toujours des
arcs oppose´s de type (eab, eba) et (eba, eab).
Enfin pour chaque sommet x ∈ V , une requeˆte de type (sx, tx) ne permet le passage que d’une
seule paire de chemins µ, µ−1 (voir Figure 3.12).
Aussi on peut en de´duire que la re´alisation d’un multiflot syme´trique dans G′ correspond exac-
tement a` la re´alisation de chemins sommet-disjoints dans G. 2
Nous verrons a` la section 3.4 que le proble`me du biflot syme´trique a une solution si et seulement
si le crite`re de coupe syme´trique est ve´rifie´. Cependant, le crite`re de coupe syme´trique n’est pas
une condition suffisante pour 3 commodite´s ou plus, comme le montre la figure 3.13.
3.3.4 Flots demi-entiers
Pour la re´solution du proble`me du biflot syme´trique, pre´sente´ a` la section 3.4, nous aurons besoin
d’effectuer des arrondis de flots demi-entiers. Nous traitons ici ces arrondis. Nous conside´rons un
graphe oriente´ G = (V,A), et un flot entier f de valeur paire sur G. Le fait que f soit de valeur paire
signifie que la quantite´ de flot quittant la source est paire. Par contre, la quantite´ de flot traversant
un arc donne´ du graphe peut eˆtre paire ou impaire. Nous allons montrer au the´ore`me 18 que le flot
f peut se de´composer en deux flots entiers g et g′, tels que pour tout arc a ∈ A, 2g(a) ≤ (f(a)+ 1)
et 2g′(a) ≤ (f(a) + 1). Cette dernie`re proprie´te´ signifie que g et g′ sont des arrondis de la fonction
f
2 . Autrement dit, la signification du the´ore`me 18 est donc que l’on peut choisir un arrondi g de la





(a) chemins utilise´s pour la requeˆte (sb, tb) (b) chemins libres
Fig. 3.12 – Cet exemple reprend la construction a` partir du sommet b de la Figure 3.11. Les deux








Fig. 3.13 – Graphe oriente´ syme´trique G contenant 6 sommets et 8 paires d’arcs. Si
on munit G d’une capacite´ unitaire, le crite`re de coupe syme´trique est ve´rifie´ pour
(1, (sa, ta, 2), (sb, tb, 1), (sc, tc, 1)). Un chemin de sa a` ta ne´cessite 2 arcs, un chemin de sb a` tb
ne´cessite 2 arcs, et un chemin de sc a` tc ne´cessite 3 arcs. Un multiflot syme´trique de (sa, sb, tb) vers
(ta, tb, tc) de valeur (2, 1, 1) ne´cessiterait 18 arcs alors que G ne contient que 16 arcs.
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fonction f2 tel que g est un flot. Nous donnons un algorithme calculant cet arrondi (Algorithme 1) ;
la preuve du the´ore`me 18 repose sur la validite´ de l’Algorithme 1.
Algorithme 1 (Demi-flot)
Complexite´: O(|A|)
Entre´e: un graphe oriente´ G = (V,A) et un flot entier f de valeur paire sur G.
Sortie: une fonction g : A→ N
Variables: une fonction f ′ : A→ N
De´but
1. ∀a ∈ A, f ′(a)← f(a)
2. tant qu’il existe un arc (xstart, ystart) ∈ A tel que f ′(xstart, ystart) est impair
– f ′(xstart, ystart)← f ′(xstart, ystart) + 1
– x← ystart
– tant que x 6= xstart faire
– s’il existe y ∈ Γ+(x) tel que f ′(x, y) est impair alors
– f ′(x, y)← f ′(x, y) + 1
– x← y
– sinon soit y ∈ Γ−(x) tel que f ′(y, x) est impair
– f ′(y, x)← f ′(y, x)− 1
– x← y
3. ∀a ∈ A, g(a) = f ′(a)2
Fin
The´ore`me 18 (demi-flot) Soit G = (V,A) un graphe oriente´ et f un flot entier de valeur paire
2v sur G. Il existe un flot g de valeur v sur G tel que pour tout arc a ∈ A, (f − 1)(a) ≤ 2g(a) ≤
(f + 1)(a). Ce flot peut eˆtre calcule´ par l’algorithme 1 en temps O(|A|).
Le the´ore`me se de´montre en deux e´tapes. Nous montrons d’abord que l’algorithme 1 se termine
correctement, puis nous montrons que la sortie g a bien les proprie´te´s requises.
Proposition 6 L’Algorithme 1 se termine en temps O(|A|).
Preuve
Comme f est un flot de valeur paire, alors pour tout sommet x ∈ V il y a un nombre pair de
sommets y dans le voisinage de x tel que f ′(x, y) ou f ′(y, x) est impair. Cette proprie´te´ est vraie
pour la source et pour le puits de f car la valeur de f est paire, et pour les autres sommets car
la loi de conservation du flot l’impose. Aussi, lorsque l’algorithme traite un sommet x apre`s avoir
modifie´ f ′ sur un arc adjacent a` x, il existe ne´cessairement un autre arc adjacent a` x sur lequel
f ′ est encore impair, sauf si le sommet x est celui par lequel l’algorithme a commence´ xstart. De
plus, a` chaque e´tape le nombre d’arcs a ∈ A tel que f ′(a) est impair de´croˆıt, ce qui veut dire que le
nombre de pas de calculs est borne´ par le nombre d’arcs a tels que f(a) est impair. La complexite´
de l’algorithme est donc en O(|A|). 2
Proposition 7 Si f est un flot de valeur 2v, la sortie g de l’Algorithme 1 est un flot de valeur v
sur G tel que pour tout arc a ∈ A, (f(a)− 1) ≤ 2g(a) ≤ (f(a) + 1).
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Preuve
Au de´but de l’algorithme, f ′ est un flot de valeur 2v. Au de´but de chaque boucle de (pas de calcul
2), les e´quations de flot sont viole´es en xstart et en ystart. A chaque e´tape de la boucle, les e´quations
de flots sont restaure´es en x mais viole´es en y, ce qui fait qu’il y a toujours un de´se´quilibre pour les
deux sommets xstart (une unite´ de flot sortante en trop) et x (une unite´ de flot entrante en trop).
A la fin de la boucle, x = xstart, ce qui fait que les e´quations de flot sont ve´rifie´es pour tout les
sommets. A la fin de l’algorithme, f ′ est par conse´quent un flot de valeur 2v sur G. De plus, la
valeur de f ′ est modifie´e exactement une fois pour chaque arc ou` f ′ e´tait impair, ce qui fait que
pour tout a ∈ A, f ′(a) est pair et |(f ′(a)−f(a)| ≤ 1. Comme g est fixe´ a` f ′2 a` la fin de l’algorithme,
g est bien un flot de valeur v tel que ∀a ∈ A, (f(a)− 1) ≤ 2g(a) ≤ (f(a) + 1). 2
3.4 Biflot syme´trique
Dans cette section, nous conside´rons un graphe syme´trique G = (V,A) avec une capacite´
syme´trique κ : A→ N. Nous conside´rons aussi deux couples de sommets (s1, t1) et (s2, t2), et deux
entiers v1 et v2. Nous allons montrer que le proble`me du multiflot syme´trique peut se re´soudre en
temps polynomial.
Le but de cette partie est d’expliciter la preuve du the´ore`me suivant.
The´ore`me 19 (biflot syme´trique) Le crite`re de coupe syme´trique est une condition ne´cessaire
et suffisante pour l’existence d’une solution au proble`me du biflot syme´trique. Une telle solution
peut eˆtre trouve´e par l’Algorithme 2 en 6Cflow +O(|A|) e´tapes.
Voici l’Algorithme 2 qui re´sout le proble`me du biflot syme´trique. L’algorithme est divise´ en trois
parties, qui seront explique´es et prouve´es successivement.
Algorithme 2 (Biflot syme´trique)
Complexite´: 6Cflow +O(|A|)
Entre´e: Un graphe oriente´ syme´trique G = (V,A) ; une capacite´ syme´trique κ : A → N ; s1, t1, s2, t2 ∈ V ;
v1, v2 ∈ N.
Sortie: f1 : A→ N ; f−1 : A→ N ; f2 : A→ N ; f−2 : A→ N.
Variables: une fonction f : A→ N
De´but
1. calculer a` l’aide de l’Algorithme 3 (premie`re e´tape) un flot f de s1 vers t1 de valeur v1 tel que le
crite`re de coupe est ve´rifie´ pour ((κ− f), (s2, t2, v2), (t2, s2, v2))
2. calculer a` l’aide de f et de l’Algorithme 4 (deuxie`me e´tape) et f deux flots (f2, f−2) de (s2, t2)
vers (t2, s2) de valeur (v2, v2) tel que (f2 + f−2) ≤ κ et tel que le crite`re de coupe est ve´rifie´ pour
((κ− f2 − f−2), (s1, t1, v1)).
3. calculer a` l’aide de l’Algorithme 5 (troisie`me e´tape) deux flots (f1, f−1) de (s1, t1) vers (t1, s1) de
valeur (v1, v1) tel que (f1 + f−1 + f2 + f−2) ≤ κ.
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Fin
Tout d’abord nous pre´senterons la premie`re partie de notre algorithme (Algorithme 3) qui
fournit un flot pour la premie`re commodite´, et tel que les capacite´s restantes permettent le respect
du crite`re de coupe pour la seconde commodite´. Cependant, le flot ainsi calcule´ ne posse`de pas
assez de proprie´te´s pour faire partie de la solution au proble`me du biflot syme´trique. Ensuite,
nous pre´senterons le calcul de deux flots (flot aller et flot retour) pour la deuxie`me commodite´ a`
l’Algorithme 4, en utilisant le flot calcule´ avec l’Algorithme 3. Ces deux flots pour la deuxie`me
commodite´ feront partie de la solution au proble`me du biflot syme´trique. Enfin, nous calculons les
deux flots (flot aller et flot retour) pour la premie`re commodite´ (Algorithme 5).
Pour commencer, nous de´crivons un algorithme qui calcule un flot f satisfaisant le crite`re de
coupe pour ((κ− f), (s2, t2, v2), (t2, s2, v2)).
Algorithme 3 (Premie`re e´tape)
Complexite´: 3Cflow +O(|A|)
Entre´e: Un graphe oriente´ syme´trique G = (V,A) ; une capacite´ syme´trique κ : A → N ; s1, t1, s2, t2 ∈ V ;
v1, v2 ∈ N.
Sortie: f : A→ N
Variables: g, g′, h : A→ N
De´but
1. calculer un flot h ≤ κ de s2 vers t2 et de valeur v2
2. soit hr le flot retour de h :
(a) calculer un flot simple g ≤ (κ+ hr − h) de s1 vers t1 de valeur v1
(b) calculer un flot simple g′ ≤ (κ+ h− hr) de s1 vers t1 de valeur v1
3. calculer a` l’aide de l’Algorithme 1 un flot f de s1 vers t1 de valeur v1 tel que 2f ≤ (|g + g′|+ 1)
Fin
Lemme 13 (premie`re e´tape) Soit G = (V,A) un graphe syme´trique. Soit κ : A→ N une capa-
cite´ syme´trique sur G. Soit s1, t1, s2, t2 ∈ V et v1, v2 ∈ N tels que le crite`re de coupe syme´trique
soit ve´rifie´ pour le triplet (κ, (s1, t1, v1), (s2, t2, v2)). Alors il existe un flot f ≤ κ de s1 vers t1 de
valeur v1 tel que le crite`re de coupe est ve´rifie´ pour le triplet ((κ− f), (s2, t2, v2), (t2, s2, v2)). Un tel
flot peut eˆtre calcule´ par l’Algorithme 3 en temps 3Cflow +O(|A|).
Nous allons d’abord montrer que l’Algorithme 3 se termine correctement, puis que le flot calcule´
a les proprie´te´s attendues.
Proposition 8 Si le crite`re de coupe syme´trique est ve´rife´ pour le triplet (κ, (s1, t1, v1), (s2, t2, v2)),
alors l’Algorithme 3 se termine en temps 3Cflow +O(|A|).
Preuve
Comme par le crite`re de coupe syme´trique est ve´rifie´ par hypothe`se pour (κ, (s1, t1, v1), (s2, t2, v2)),
cela prouve qu’il existe un flot h de s2 vers t2. Si on conside`re la super source s relie´e a` s1 par un arc
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de capacite´ v1 et a` s2 par un arc de capacite´ v2 et le super puits t relie´e a` t1 par un arc de capacite´
v1 et a` t2 par un arc de capacite´ v2, il existe un flot de valeur (v1+v2) reliant s a` t. Du point de vue
de l’algorithme de flot de Ford et Fulkerson par chemins augmentants [35], la capacite´ (κ+ hr − h)
est la capacite´ re´siduelle du graphe G apre`s le calcul du flot h. Comme le flot h est de capacite´ v2,
il existe un flot augmentant g de s1 vers t1, de valeur v1 et soumis a` la capacite´ (κ+ hr − h). De la
meˆme manie`re, il existe e´galement flot g′ de valeur v1 de t1 vers s1 tel que g′ ≤ (κ− hr + h). Ces 3
calculs de flots se font naturellement en 3Cflow (+O(|A|) pour les calculs sur les capacite´s). Enfin,
d’apre`s le The´ore`me 18, le flot f peut eˆtre calcule´ par l’Algorithme 1 en O(|A). 2
Proposition 9 Si le crite`re de coupe syme´trique est ve´rifie´ pour le triplet (κ, (s1, t1, v1), (s2, t2, v2)),
alors le flot f calcule´ par l’Algorithme 3 pre´serve le crite`re de coupe pour ((κ−f), (s2, t2, v2), (t2, s2, v2)).
Preuve
Comme (g+g′) ≤ 2κ, nous avons f ≤ κ. Avant de conside´rer la fonction (κ−f) nous allons donner
deux bornes infe´rieures pour la fonction (κ − |g + g′|) : A → Z. Ces bornes nous permettront de
cerner la fonction (κ− f) sur les coupes entre s2 et t2
La fonction g′ a e´te´ calcule´ de telle sorte que g′ ≤ (κ+ h− hr) ; en d’autres termes, (κ− g′) ≥
(hr − h) (a), ou encore (κ− (g + g′)) ≥ (hr − h− g) (b). Maintenant, conside´rons un arc (x, y) de
A tel que g(x, y) = 0 :
– si g′(x, y) ≥ g(y, x), alors par de´finition |g+g′|(x, y) = g′(x, y)−g(y, x), et (κ−|g+g′|)(x, y) =
κ(x, y)− g′(x, y) + g(y, x). En utilisant l’ine´galite´ (a) nous avons (κ− |g + g′|)(x, y) ≥ (hr −
h)(x, y) + g(y, x), ce qui veut dire (κ− |g + g′|)(x, y) ≥ (hr − h+ gr)(x, y) (c).
– dans le cas contraire, |g+g′|(x, y) = 0, d’ou` (κ−|g+g′|)(x, y) = κ(x, y). Comme g ≤ κ+hr−h,
nous avons κ(y, x) ≥ g(y, x) + h(y, x) − h(x, y), d’ou` κ(y, x) ≥ (hr − h + gr)(x, y). Comme
(κ−|g+ g′|)(x, y) = κ(x, y) = κ(y, x), nous avons (κ−|g+ g′|)(x, y) ≥ (hr−h+ gr)(x, y) (c).
Comme g est un flot simple, pour tout arc (x, y) nous avons soit g(x, y) = 0 et l’ine´galite´ (c)
s’applique, soit gr(x, y) = 0 et nous retournons a` l’ine´galite´ (b). Nous avons donc toujours l’ine´galite´
suivante : (κ−|g+g′|) ≥ (h−hr−g+gr) (d). En substituant g′ a` g dans le raisonnement pre´ce´dent,
nous obtenons pour tout arc (x, y) ∈ A, (κ− |g + g′|) ≥ (h− hr − g′ + g′r) (e).
Maintenant que nous avons de´termine´ les ine´galite´s (d) et (e), conside´rons une coupe induite
par C ⊂ V , avec par exemple s2 ∈ C et t2 /∈ C. Nous allons prouver que (κ− f)(C) ≥ v2. D’apre`s
(e), (κ−|g+g′|)(C) ≥ (h−hr−g′+g′r)(C) ce qui donne ici (κ−|g+g′|)(C) ≥ v2+(g′r−g′)(C) (f).
– si t1 ∈ C ou si s1 /∈ C, alors g′(C) ≤ g′r(C). Cela nous donne d’apre`s (f) (κ−|g+g′|)(C) ≥ v2.
Comme f ≤ |g + g′|, nous avons (κ− f)(C) ≥ v2.
– sinon, s1 ∈ C et t1 /∈ C. Sur la coupe induite par C, cela donne g′(C) = g′r(C)+v1 et d’apre`s
(f), (κ − |g + g′|)(C) ≥ v2 − v1. Dans ce cas nous utilisons le fait que |g + g′| est un flot de
valeur 2v1 de s1 vers t1, d’ou` |g + g′|(C) = |g + g′|r(C) + 2v1 et f(C) = f r(C) + v1. Avec
f r ≤ |g + g′|r, cela donne f(C) ≤ |g + g′|r(C) + v1 ou encore f(C) ≤ |g + g′|(C)− v1. Aussi,
(κ− f)(C) ≥ v2
Le crite`re de coupe est donc bien ve´rifie´ pour ((κ − f), (s2, t2, v2)). Par syme´trie, il est e´galement
ve´rifie´ pour ((κ− f), (t2, s2, v2)). 2
Bien que le crite`re de coupe soit ve´rifie´ pour ((κ − f), (s2, t2, v2), (t2, s2, v2)), cela n’est pas
suffisant pour garantir l’existence d’un flot f2 de s2 vers t2 de valeur v2 et d’un flot f−2 de t2
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vers s2 de valeur v2 tels que (f + f2 + 2−2) ≤ κ. Cependant, l’algorithme propose´ (Algorithme 4)
calcule deux flots f2 et f−2 a` partir du flot f qui feront partie de la solution. Le flot f , finalement
incompatible avec f2 et f−2 , est abandonne´ par la suite. La Figure 3.14 montre un exemple de
flot f qui ne pourrait pas faire partie de la solution. Le lecteur peut remarquer que le flot f de
cet exemple n’est pas celui que donnerait l’Algorithme 3. En fait, pour tous les exemples que nous
avons e´tudie´, le flot f calcule´ par l’Algorithme 3 fait partie de la solution, c’est a` dire que f1 = f .
Cela signifie soit que la deuxie`me partie (Algorithme 4) est superflue, soit qu’un exemple approprie´














Fig. 3.14 – le crite`re de coupe est ve´rifie´ pour ((κ− f), (s2, t2, 1), (t2, s2, 1))
Algorithme 4 (Deuxie`me e´tape)
Complexite´: 2Cflow +O(|A|)
Entre´e: Un graphe oriente´ syme´trique G = (V,A) ; une capacite´ syme´trique κ : A→ N ; v2 ∈ N ; f : A→ N.
Sortie: f2, f−2 : A→ N
Variables: h, h′ : A→ N
De´but
1. calculer un flot h ≤ (κ− f) de s2 vers t2 de valeur v2
2. calculer un flot h′ ≤ (κ− fr) de t2 vers s2 de valeur v2
3. calculer a` l’aide de l’Algorithme 1 un flot f2 de s2 vers t2 tel que pour tout arc a ∈ A, (|h+h′|(a)−1) ≤
2f2(a) ≤ (|h+ h′|(a) + 1).
Fin
Lemme 14 (deuxie`me e´tape) Soit κ : A→ N une capacite´ syme´trique. Soit s1, t1, s2, t2 ∈ V et
v1, v2 ∈ N. Soit f ≤ κ un flot de s1 vers t1 de valeur v1 tel que le crite`re de coupe est ve´rifie´ pour
((κ− f), (s2, t2, v2), (t2, s2, v2)). Alors il existe deux flots f2 et f−2 de (s2, t2) vers (t2, s2) de valeur
(v2, v2) tels que (f2 + f−2) ≤ κ et tels que le crite`re de coupe est ve´rifie´ pour le triplet ((κ − f2 −
f−2), (s1, t1, v1)). Ces deux flots peuvent eˆtre calcule´s par l’Algorithme 4 en temps 2Cflow+O(|A|).
La preuve de ce lemme se fera en trois temps : premie`rement la comple´tion de l’algorithme,
deuxie`mement le fait que (f2 + f−2) ≤ κ, et troisie`mement le fait que le crite`re de coupe est
vrai pour ((κ− f2 − f−2), (s1, t1, v1)).
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Proposition 10 Si le crite`re de coupe est ve´rifie´ pour ((κ − f), (s2, t2, v2), (t2, s2, v2)), alors l’Al-
gorithme 4 se termine en 2Cflow +O(|A|) pas de calcul.
Preuve
Comme le crite`re de coupe est ve´rifie´ par hypothe`se pour ((κ−f), (s2, t2, v2), (t2, s2, v2)), les flots h
et h′ existent. |h+h′| est un flot de s2 vers t2 de valeur 2× v2, donc d’apre`s le The´ore`me 18, le flot
f2 peut eˆtre calcule´ par l’Algorithme 1. L’Algorithme 4 calcule deux flots, appelle l’Algorithme 1
et calcule 4 fonctions sur A : il se termine donc en temps (2Cflow +O(|A|)). 2
Proposition 11 Les flots f2 et f−2 calcule´s par l’Algorithme 4 sont tels que (f2 + f−2) ≤ κ.
Preuve
Nous savons que pour tout arc a ∈ A, 2f2(a) ≤ (|h + h′|(a) + 1) et 2f r−2(a) ≤ (|h + h′|(a) + 1).
Comme |h+ h′| ≤ 2κ, nous avons pour tout a ∈ A, 2f2(a) ≤ (2κ(a) + 1) et 2f r−2(a) ≤ (2κ(a) + 1),
d’ou` f2 ≤ κ et f−2 ≤ κ. De plus, comme f2+ f r−2 = |h+ h′|, pour tout arc a ∈ A soit f2(a) est nul,
soit f−2(a) est nul. Aussi, (f2 + f−2) ≤ κ. 2
Proposition 12 Si f ≤ κ est un flot de s1 vers t1 de valeur v1 tel que le crite`re de coupe soit
ve´rifie´ pour ((κ− f), (s2, t2, v2), (t2, s2, v2)), les flots f2 et f−2 calcule´s par l’Algorithme 4 sont tels
que le crite`re de coupe est ve´rifie´ pour ((κ− f2 − f−2), (s1.t1, v1)).
Preuve
Nous allons e´tudier une coupe induite par C ⊂ V telle que s1 ∈ C et t1 /∈ C. Pour commencer, nous
allons prouver que (|h+h′|(C)+ |h+h′|(V \C)) ≤ (2κ(C)−2v1). Cela implique que ((f2+f−2)(C)+
(f2+f−2)(V \C)) ≤ (2κ(C)−2v1) (a). Ensuite, nous prouverons que (f2+f−2)(C) ≤ (κ(C)−v1) (b).
Nous de´composons |h + h′| en deux fonctions : g (la partie provenant de h) et g′ (la partie
provenant de h′) de fac¸on que g = min(h, |h + h′|) et g′ = min(h′, |h + h′|). Nous appelons r la
fonction syme´trique r = (h+h′)−|h+h′|. Remarquons que si g(x, y) est non nul, alors g′(y, x) = 0.
Ceci implique que (g+g′r+r) ≤ (κ−f) (c). Comme h et h′ sont des flots allant dans des directions
oppose´es, nous avons (h(C) − h(V \C)) = (h′r(V \C) − h′r(C)). Ceci implique que (h + h′r)(C) =
(hr + h′)(C), et donc (g + g′r + 2r)(C) ≥ (gr + g′)(C). Par conse´quent, (g + g′r + gr + g′)(C) ≤
2(g + g′r + r)(C) (d). D’apre`s (c) et (d) on a |h+ h′|(C) + |h+ h′|(V \C) ≤ (2κ(C)− 2v1) (a).
Comme (f2+f r−2) = |h+h′|, (a) implique que (f2+f r−2)(C)+(f2+f r−2)(V \C) ≤ (2κ(C)−2v1),
d’ou` (f2 + f−2)(C) + (f2 + f−2)(V \C) ≤ (2κ(C) − 2v1) (e). Les flots f2 et f−2 vont dans des
directions oppose´es, ce qui fait que (f2 + f−2)(C) = (f2 + f−2)(V \C) (f). D’apre`s (e) et (f) nous
avons (f2 + f−2)(C) ≤ (κ(C)− v1) (b). 2
Une fois que f2 et f−2 sont calcule´s, il est tre`s simple de calculer f1 et f−1 (Algorithme 5).
Algorithme 5 (Troisie`me e´tape)
Complexite´: Cflow +O(|A|)
Entre´e: Un graphe oriente´ syme´trique G = (V,A) ; une capacite´ syme´trique κ : A → N ; s1, t1 ∈ V ,
v1 ∈ N ; f2, f−2 : A→ N.
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Sortie: f1, f−1 : A→ N
Variables: -
De´but
1. calculer un flot f1 ≤ (κ− f2 − f−2) de s1 vers t1 de valeur v1
2. calculer f1 = (κ− f1 − f2 − f−2)
Fin
Lemme 15 (troisie`me e´tape) Si (f2, f−2) est un biflot de (s2, t2) vers (t2, s2) de valeur (v2, v2)
tel que (f2 + f−2) ≤ κ et tel que le crite`re de coupe soit ve´rifie´ pour ((κ − f2 − f−2), (s1, t1, v1)),
alors l’Algorithme 5 se termine en Cflow + O(|A|) pas de calcul, et les deux fonctions calcule´es f1
et f−1 forment un biflot de (s1, t1) vers (t1, s1) de valeur (v1, v1) tel que f1 + f−1 + f2 + f−2) ≤ κ.
Preuve
Comme par hypothe`se le crite`re de coupe est ve´rifie´ pour ((κ−f2−f−2), (s1, t1, v1)), le flot f1 existe.
L’Algorithme 5 se termine donc en temps Cflow +O(|A|). La fonction κ− f1 − f2 − f−2 : A→ N
ve´rifie toute les e´quations d’un flot de valeur v1 entre t1 et s1. Les cycles e´ventuels du flot f−1
peuvent aise´ment eˆtre supprime´s en Cflow pas supple´mentaires. 2
Re´capitulons les diffe´rentes e´tapes :
The´ore`me 19 (biflot syme´trique). Le crite`re de coupe syme´trique est une condition ne´cessaire
et suffisante pour l’existence d’une solution au proble`me du biflot syme´trique. Une telle solution peut
eˆtre trouve´e par l’Algorithme 2 en 6Cflow +O(|A|) e´tapes.
Preuve
D’apre`s le corollaire de Menger [16], le crite`re de coupe syme´trique est une condition ne´cessaire
pour l’existence d’une solution au proble`me. Les donne´es sont :
– un graphe oriente´ syme´trique G = (V,A) ;
– une capacite´ syme´trique κ : A→ N ;
– deux sources et deux puits (s1, s2), (t1, t2) ∈ V 2 ;
– deux valeurs (v1, v2) ∈ N2.
Si le crite`re de coupe syme´trique est ve´rifie´ pour (κ, (s1, t1, v1), (s2, t2, v2)) alors d’apre`s le Lemme 13,
l’Algorithme 3 comprend 3Cflow + O(|A|) pas de calcul ; d’apre`s le Lemme 14, l’Algorithme 4
comprend 2Cflow +O(|A|) pas de calcul et d’apre`s le Lemme 15, l’Algorithme 5 comprend Cflow +
O(|A|) pas de calcul ; aussi, l’Algorithme 2 se termine en temps 6Cflow +O(|A|).
De plus, d’apre`s les Lemmes 13, 14 et 15 le multiflot a` 4 commodite´s (f1, f−1, f2, f−2) calcule´
par l’Algorithme 2 est un biflot syme´trique de (s1, s2) vers t1, t2 de valeur (v1, v2) tel que (f1 +
f−1 + f2 + f−2) ≤ κ. Il s’agit donc d’une solution au proble`me du biflot syme´trique. 2
3.5 Conclusion et Perspectives
Dans ce chapitre, nous avons e´tudie´ le proble`me du multiflot entier dans les graphes oriente´s
syme´triques. Nous avons montre´ que ce proble`me est NP-difficile de`s que le nombre de requeˆtes
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de´passe ou est e´gal a` trois. Lorsque les requeˆtes sont elles aussi syme´triques, nous avons propose´ un
algorithme polynomial pour deux paires de requeˆtes. Cet algorithme ne´cessite seulement six calculs
de flots simple, ce qui le rend performant.
Re´capitulation : le tableau suivant re´sume les diffe´rentes classes de complexite´ des proble`mes de
multiflot en fonction du type de requeˆtes et du type de graphe.
Graphe
Proble`me : de´terminer l’existence de... oriente´ non oriente´ oriente´ syme´trique
un chemin O(M +NlogN) [16]
chemins disjoints pour k requeˆtes NP-difficile [36] O(N3) [86] O(N3)
chemins disjoints NP-difficile [53] NP-difficile [53] NP-difficile [13]
flot Cflot [35] Cflot [35]
multiflot a` 2 commodite´s (biflot) NP-difficile [23] non re´solu
multiflot a` k ≥ 3 commodite´s NP-difficile NP-difficile
flot syme´trique NP-difficile Cflot Cflot
biflot syme´trique NP-difficile NP-difficile 6Cflot + O(M)
multiflot syme´trique a` k ≥ 3 commodite´s NP-difficile NP-difficile non re´solu
multiflot syme´trique NP-difficile NP-difficile NP-difficile
Deux questions sont reste´es ouvertes au cours de cette e´tude. On ne sait pas si le proble`me
du multiflot entier dans un graphe oriente´ syme´trique admet un algorithme polynomial pour
deux requeˆtes. Ensuite, on ne connaˆıt pas le comportement du proble`me lorsque les requeˆtes sont
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4.1 Introduction
Nous nous inte´ressons dans cette partie aux environnements de communication mobiles et sans
infrastructure, tels les re´seaux ad-hoc, les re´seaux de mobiles et les syste`mes de satellites a` orbite
basse LEO (Low Earth Orbiting). Ceux-ci pre´sentent un changement de paradigme par rapport aux
re´seaux reposant sur une infrastructure fixe, comme les re´seaux optiques ou la te´le´phonie cellulaire :
les donne´es sont transfe´re´es de noeud a` noeud via des interactions pair-a`-pair, et non via une
infrastructure fixe de routeurs. Naturellement, cela engendre de nouveaux proble`mes concernant
le routage optimal sous des conditions variables sur ces re´seaux dynamiques [87]. Dans le cas
dynamique, le cas ge´ne´ralise´ de routage utilisant les plus court chemins, ou` des me´thodes utilisant
des chemins de moindre couˆt sont complique´es par le mouvement arbitraire des agents mobiles,
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ayant pour conse´quence des variations de couˆt et de connexite´. Tout ceci motive l’e´tude de mode`les
pour cette dynamicite´, et le design d’algorithmes pour la prendre en compte [90].
Il faut noter que dans le cas des re´seaux de senseurs, des re´seaux de satellites LEO, et de quelques
autres classes de re´seaux dont les agents ont des trajectoires pre´destine´es, l’e´volution du re´seau est
assez de´terministe. En particulier, les re´seaux de satellites LEO [19, 27, 96, 97] communiquent via
des liens ISL (Inter Satellite Links) entre deux satellites qui sont a` porte´e l’un de l’autre. Les liens
ISL connectant des satellites dans le meˆme plan orbital sont fixes car ces satellites se de´placent
a` une vitesse relative nulle. Mais les liens ISL entre satellites de diffe´rents plans orbitaux varient
alors que les satellites prennent et perdent contact. Ceci entraˆıne des variations sur la topologie du
re´seau. Comme les trajectoires des satellites sont connues a` l’avance, il est possible d’exploiter ce
de´terminisme pour optimiser les strate´gies de routage [27].
Notre travail a consiste´ a` e´tudier les proble`mes de communications sur ces re´seaux de´terministes.
Pour cela, nous avons de´veloppe´ le mode`le des graphes e´volutifs, qui sera de´crit en de´tail dans ce
chapitre. En plus des re´seaux de´terministes, notre mode`le peut e´galement s’appliquer, dans le
cadre de l’analyse compe´titive [8], aux re´seaux dont on ne connaˆıt pas l’e´volution future. Dans
ces re´seaux, la comparaison entre les protocoles de communication peut se faire par rapport a` des
routages optimaux the´oriques, calcule´s en reconstituant l’historique du re´seau.
Nous allons pre´senter brie`vement les mode`les de re´seaux dynamiques. Les mode`les se diffe´rentient
principalement suivant deux concepts : la formalisation du temps et la capacite´ (ou non) de stockage
dans les noeuds.
Re´seaux dynamiques
Le domaine plus ge´ne´ral des re´seaux dynamiques est e´tudie´ dans le cadre de l’optimisation
des transports. En effet, les re´seaux de transport disposent d’une infrastructure fixe, mais leurs
caracte´ristiques e´voluent en fonction d’e´ve`nements temporels comme les feux de signalisation, la
densite´ du trafic, les horaires des trains/avions/bateaux.
Les premie`res recherches sur les re´seaux dynamiques ont e´te´ mene´es par Ford et Fulkerson,
et pre´sente´es en 1958 [34, 35]. Les auteurs e´tudiaient les proble`mes de flot maximum lorsque le
temps est discre´tise´, et ont de´veloppe´ une technique qui est toujours largement utilise´e. Depuis
lors, de nombreux autres proble`mes ont e´te´ analyse´s impliquant par exemple les flots les plus
rapides, les flots de couˆt minimum, les mode`les ou` le temps est continu, ou encore les mode`les dont
les parame`tres changent au cours du temps. Le survey de Lovetskii et Melamed [65] pre´sente une
bonne description des proble`mes et techniques lorsque le temps est discret ou continu ; celui de
Aronson [3] recouvre les proble`mes de flot maximum et de livraisons ; celui de Powell, Jaillet et
Odoni [85] s’inte´resse aux proble`mes de mode´lisation, notamment ceux lie´s la finitude du temps.
Le terme dynamique peut eˆtre utilise´ lorsque les parame`tres propres du re´seau e´voluent avec le
temps. C’est la terminologie que nous employons (voir par exemple les arguments employe´s dans
les articles [29] et [85]). Cependant on trouve e´galement le terme dynamique lorsque la solution
d’un proble`me de´pend du temps meˆme si le re´seau est parfaitement statique.
La formalisation du temps
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Une premie`re disparite´ entre les mode`les concerne la dure´e de vie (time horizon) du re´seau.
Certains mode`les ont une dure´e de vie finie, et d’autres, infinie. Lorsque la dure´e de vie est finie, tout
doit se passer avant une date T . Cette e´che´ance implique que toute les communications conside´re´es
doivent arriver avant elle, ce qui veut dire qu’aucun message ne peut emprunter un arc s’il ne
pourra pas en sortir avant la date T . La plupart des mode`les the´oriques utilisent une dure´e finie.
Cependant, certains proble`mes pratiques ne´cessitent une dure´e potentiellement infinie. Par exemple,
les proble`mes de trafic routier peuvent eˆtre mode´lise´s avec des caracte´ristiques pe´riodiques, avec
des activite´s pe´riodiques mais qui n’ont pas de fin. Lorsqu’il s’agit de calculer le couˆt d’un flot dans
le cas infini, le couˆt pris en compte est le couˆt sur une pe´riode, ou bien le couˆt a` chaque instant, et
non le couˆt global. D’autres questions relatives au temps infini sont traite´es dans [85]. Le concept de
de´bit (throughput) a e´te´ introduit pour les re´seaux dynamiques de dure´e infinie par Orlin [81, 82],
qui a apporte´ des re´sultats the´oriques et pratiques pour les proble`mes de de´bit maximum et de
couˆt minimum pour un de´bit fixe´.
Une deuxie`me disparite´ concerne l’e´coulement du temps. Celui-ci peut se faire de manie`re
discre`te ou continue. Lorsque le temps est discret, on peut se ramener sans perte de ge´ne´ralite´
a` conside´rer le re´seau aux dates t = 0, 1, 2 . . . T , et on peut supposer que toutes les grandeurs
relatives au temps sont des entiers. Nous verrons qu’il s’agit du cas le plus facile ; les proble`mes
ou` le temps est continu pre´sentent des difficulte´s supple´mentaires. Dans les cas pratiques le temps
peut eˆtre discre´tise´, convertissant alors les proble`mes a` temps continu en des proble`mes a` temps
discret. Bien suˆr, le choix du pas de discre´tisation a` une incidence directe sur la complexite´ des
proble`mes, qui grandit lorsque le pas diminue. Pour pouvoir utiliser une notation s’appliquant a`
tous les cas, nous notons l’espace des dates T (voir Notation 2 page 83). De cette manie`re, T
contient {0, 1, 2, . . . , T} dans les mode`les a` temps discret, et T contient [0, T ] dans les mode`les a`
temps continu.
Enfin, dans les mode`les les plus ge´ne´raux de re´seaux dynamiques les parame`tres des arcs sont
aussi des fonctions du temps. Nous avons les fonctions ua : T → R+, ca : T → R, ζa : T → T qui
de´notent la capacite´, le couˆt, et le temps de traverse´e d’une areˆte.
La capacite´ de stockage dans les noeuds
On peut le´gitimement se demander si un message qui vient d’arriver sur un sommet a le droit
de rester sur ce sommet en attendant le moment opportun pour emprunter un autre arc. Ceci
ame`ne directement a` conside´rer une capacite´ de stockage (storage ou holdover) dans les noeuds.
On peut donc appeler sx : T → R+ la capacite´ de stockage du noeud x au cours du temps. Dans
certains cas, cette capacite´ est suppose´e non nulle mais n’est cependant pas utilise´e, et on peut la
fixer a` ze´ro pour tout les sommets. En fait, l’hypothe`se par de´faut dans la litte´rature est que les
capacite´s de stockage sont illimite´es, meˆme si cette hypothe`se n’est pas utilise´e pour la re´solution
de beaucoup de proble`mes. Les mode`les qui supposent une capacite´ de stockage limite´e le pre´cisent
explicitement.
Remarquons que lorsque les capacite´s de stockage sont limite´es, une communication peut avoir
le comportement suivant : en raison d’un goulet d’e´tranglement, le trajet parcouru peut contenir
des cycles (pensez a` un avion en attente d’atterrissage). Ceci s’explique par le fait qu’un message
doit attendre que le goulet se libe`re, mais ne peut eˆtre stocke´, et doit donc circuler sur une boucle.
Si les capacite´s de stockage sont illimite´es, il est toujours pre´fe´rable pour les messages d’attendre
sur un noeud, et les communications ne forment pas de cycle.
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Du point de vue mathe´matique sur les flots, la possibilite´ de stockage implique que les e´quations
de conservation du flot ne sont pas respecte´es a` tout instant, car le flot entrant sur un sommet peut
eˆtre diffe´rent du flot sortant. Deux techniques permettent de contenir cette difficulte´. La premie`re
technique, qui se conc¸oit bien sur les mode`les a` temps discret, consiste a` ajouter des boucles
artificielles sur les noeuds, avec un temps de traverse´e unitaire. Le stockage est remplace´ par un flot
circulant sur ces boucles unitaires. La deuxie`me technique consiste a` modifier les e´quations de flot :
a` tout instant t, la somme (ou inte´grale) de flot qui est entre´e dans un sommet avant t doit eˆtre
supe´rieure a` la somme (ou inte´grale) de flot qui en est sortie. De plus, la diffe´rence entre les deux,
qui repre´sente les unite´s stocke´es sur le noeud, doit eˆtre infe´rieure a` la capacite´ de stockage du
noeud. Aussi nous n’avons plus une e´quation de conservation de flot, mais plutoˆt des ine´quations.
Usuellement, on suppose aussi que les noeuds sont ’vides’ a` la fin du temps imparti, ce qui signifie
une e´galite´ de la somme (inte´grale) du flot entre´ avec celle du flot sorti au temps T .
Graphes E´volutifs
Le mode`le des Graphes e´volutifs est un mode`le de re´seau dynamique a` dure´e finie, ou` tous
les parame`tres du re´seau e´voluent de manie`re discre`te. Il existe un ensemble de dates, appele´es
e´ve`nements, qui correspondent a` un changement dans l’e´tat du re´seau. Entre deux de ces dates,
l’e´tat du re´seau est constant. Un tel re´seau est illustre´ a` la figure 4.1.
(0) (1)
(2) (3)
Fig. 4.1 – Un exemple de re´seau dynamique e´voluant de fac¸on discre`te. Les indices correspondent
aux quatre e´tats successifs du re´seau.
L’originalite´ de notre approche consiste a` prendre en compte la combinatoire 1 d’un mode`le
dynamique le plus ge´ne´ral possible. Le caracte`re discret du mode`le (par opposition a` un mode`le ou`
les parame`tres sont des fonctions arbitraires du temps) permet justement de controˆler cette com-
binatoire. Il s’agit aussi d’un choix proche de ce que l’on obtient en pratique lorsqu’on reconstitue
l’historique d’un re´seau a` partir de ses traces. Les reconstitutions de l’historique d’un re´seaux sont
notamment utilise´es pour analyser une expe´rience lorsque l’on teste un nouveau protocole [24].
1le couˆt en espace d’une repre´sentation du re´seau au cours du temps.
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4.2 Le mode`le des Graphes E´volutifs
Dans cette section, nous allons de´finir pre´cise´ment quelles sont les notations et de´finitions fon-
damentales du mode`le des graphes e´volutifs.
4.2.1 Le graphe sous jacent
Nous utilisons l’ensemble de sommets V qui repre´sente les noeuds du re´seau, et l’ensemble
d’areˆtes E qui repre´sente toutes les connexions passe´es pre´sentes, futures et/ou possibles. Le graphe
G = (V,E) est appele´ graphe sous-jacent.
Notation 1 (Graphe sous-jacent G = (V,E)) Le graphe G = (V,E) repre´sente tous les noeuds
et connexions possibles, passe´es, pre´sentes et futures, du re´seau.
Il est vrai que l’on peut toujours conside´rer, sans perte de ge´ne´ralite´, que le graphe sous-jacent
est un graphe complet. Cependant, suivant les applications, et suivant la difficulte´ combinatoire de
certains proble`mes, il peut eˆtre inte´ressant d’e´mettre comme hypothe`se que le graphe sous-jacent
posse`de certaines proprie´te´s et d’exploiter ces proprie´te´s.
Le graphe sous-jacent peut eˆtre oriente´ comme il peut eˆtre non oriente´. Notons que meˆme dans
le cas non-oriente´, la dimension temporelle des graphes e´volutifs que nous verrons par la suite
confe`re une certaine orientation au re´seau. Nous verrons par exemple que le fait qu’il existe un
trajet depuis un sommet x vers un sommet y n’implique pas que la re´ciproque soit vraie, meˆme
lorsque tous les liens sont non oriente´s.
Sauf mention contraire, les algorithmes que nous pre´senterons seront toujours de´finis sur des
graphes e´volutifs dont les liens sont oriente´s mais ils pourront e´galement s’appliquer au cas non
oriente´. A l’inverse, toutes les preuves e´tablissant une difficulte´ combinatoire seront de´finies sur des
graphes e´volutifs dont les liens sont non oriente´s, et s’appliqueront e´galement au cas non oriente´.
4.2.2 Le domaine temporel
En e´tudiant les re´seaux dynamiques, on peut utiliser les entiers, les re´els, un sous-ensemble
de re´els, etc. . ., pour repre´senter le temps. Nous noterons T l’ensemble utilise´ pour repre´senter
toutes les dates, dure´es, de´lais, qui sont dans le domaine temporel. Nous utiliserons en ge´ne´ral les
dates −∞ et +∞ qui bien qu’e´trange`res a` la mode´lisation proprement dite d’un re´seau dynamique
auront une signification particulie`re. Plus pre´cise´ment, s’il est impossible d’accomplir une action,
la premie`re date possible pour accomplir cette action sera +∞. A l’inverse, le dernier moment pour
accomplir cette action sera −∞.
Notation 2 (Domaine temporel T) Le domaine temporel T est l’ensemble de toutes les dates,
dure´es, de´lais, etc. . . possibles. Il pourra eˆtre identifie´ avec Z, R+, . . ., suivant les applications. Il
contiendra toujours les grandeurs +∞ et −∞.
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4.2.3 Suites de dates
Dans les re´seaux dynamiques que nous conside´rons, les liens et les noeuds sont susceptibles
d’apparaˆıtre ou de disparaˆıtre. Chaque apparition ou disparition constitue un e´ve`nement date´ dans
le temps. Nous introduisons donc la suite des dates remarquables note´e ST = t1, t2, . . . , ti, ti+1, . . .
et qui se situe dans le domaine temporel T. Par exemple, la date a` laquelle un des liens du re´seau
devient impraticable fera partie de cette suite. Nous notons Gi le graphe repre´sentant l’e´tat du
re´seau (noeuds et liens fonctionnels) durant l’intervalle [ti, ti+1]. Gi est un sous-graphe du graphe
sous-jacent.
Notation 3 (Se´quence temporelle ST) Nous appelons ST = t1, t2, . . . la suite ordonne´e de
toutes les dates remarquables au cours de la vie du re´seau.
Notation 4 (Se´quence de sous-graphes SG) Nous appelons Gi = (Vi, Ei) le graphe qui repre´sente
les noeuds fonctionnels (repre´sente´s par Vi) et les liens fonctionnels (repre´sente´s par Ei) durant
l’intervalle de temps [ti, ti+1]. Nous notons SG = G1, G2, . . . la suite ordonne´e de tous ces sous-
graphes de G.
4.2.4 Le de´lai
Dans notre mode`le de graphe e´volutif, chaque areˆte ne´cessite un temps de traverse´e, appele´
de´lai, qui sera toujours positif. Notons qu’une hypothe`se sera toujours ve´rifie´e sur le de´lai des
liens : chaque liens suit le mode`le FIFO (First In First Out) ce qui signifie que une donne´e ne
peut pas en ’doubler’ une autre sur ce lien. Cette condition se traduit mathe´matiquement de la
fac¸on suivante : pour toute areˆte et tout couple de dates (t1, t2) dans T, nous avons la proprie´te´
t1 ≤ t2 ⇒ t1 + ζ(e, t1) ≤ t2 + ζ(e, t2).
La difficulte´ combinatoire du codage et du calcul d’un de´lai variable n’est pas l’objet de nos
e´tudes, et nous supposerons toujours que son calcul couˆte O(1) ope´rations. Spe´cifiquement, notre
mode`le combinatoire prend son sens pour un de´lai constant, ou a` tout le moins constant a` chaque
apparition ou disparition d’une areˆte. Cependant, la plupart des algorithmes que nous pre´sentons
s’e´tendent aussi au cas ou` le de´lai est variable.
Notation 5 (De´lai ζ) Nous appelons ζ : E → T la fonction qui indique le temps de traverse´e de
chaque areˆte de G.
4.2.5 Le syste`me
Nous appelons la totalite´ du syste`me G = (G,SG,ST, ζ) un graphe e´volutif.
De´finition 19 (Graphe e´volutif) Soit un graphe G = (V,E), et SG une suite ordonne´e de sous-
graphes de G. Soit ST une suite croissante de T contenant un e´le´ment de plus que SG. Soit ζ une
fonction de E vers T. Le syste`me G = (G,SG,ST, ζ) est appele´ graphe e´volutif.
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Par abus de langage, nous appellerons e´galement graphe e´volutif un syste`me ou` le de´lai de toutes
les areˆtes est nul, et ou` t1 = 1, t2 = 2 . . . .
De´finition 20 (Graphe e´volutif (atemporel)) Soit un graphe G = (V,E), et SG une suite
ordonne´e de sous-graphes de G. Le syste`me (G,SG) est appele´ graphe e´volutif (atemporel).
4.3 Trajets dans les graphes e´volutifs
Nous allons maintenant pre´senter une application principale sur les graphes e´volutifs : les trajets
entre les sommets. Contrairement a` d’autres mode`les de re´seaux dynamiques ou` des chemins sont
e´tablis dans un sous graphe Gi et sont mis a` jour par exemple lors des pannes de liens (voir par
exemple [24]), nous conside´rons des trajets qui prennent du temps, en raison non seulement du
de´lai des areˆtes, mais aussi de la possibilite´ d’attendre l’apparition d’un lien. A pre´sent, voyons ces
de´finitions.
4.3.1 Dates d’e´mission possibles
Soit e une areˆte de E, et σ une date de T. Si le lien repre´sente´ par e peut eˆtre utilise´ sans
proble`me a` la date σ, alors nous disons que σ est une date d’e´mission possible pour l’areˆte. Dans
notre mode`le, cela se traduit par le fait que e doit eˆtre pre´sente dans tous les sous-graphes Gi tels
que [ti, ti + 1[
⋂
[σ, σ + ζ(e)] 6= ∅.
Notation 6 (Date d’e´mission possible) Soit e une areˆte du graphe sous-jacent. Une date σ
d’e´mission possible pour e est un e´le´ment de T tel que le lien repre´sente´ par l’areˆte e est fonctionnel
durant [σ, σ + ζ(e)].
4.3.2 Les trajets
Un trajet J dans un graphe e´volutif G sera de´fini par un chemin P = e1, e2, . . . du graphe sous-
jacent G, et par une suite de dates de´mission Sσ = σ1, σ2, . . . consistante avec notre mode`le. Le
trajet est donc un couple J = (P,Sσ). La suite des dates d’e´mission est consistante si les messages
ne partent pas avant d’eˆtre arrive´s, et si les areˆtes sont bien la` lorsqu’elles sont utilise´es.
De´finition 21 (Trajet) Soit G = (G,SG,ST, ζ) un graphe e´volutif. Soit P = e1, e2, . . . , ek un
chemin dans G et Sσ = σ1, σ2, . . . , σk une suite de T telle que pour tout 1 ≤ i < k, σi+ζ(ei) ≤ σi+1,
et telle que pour tout 1 ≤ i ≤ k, σi est une date d’e´mission possible pour ei. Le syste`me J = (P,Sσ)
est appele´ trajet.
Dans le cas des graphes e´volutifs atemporels, nous avons une de´finition similaire, ou` Sσ =
σ1, σ2, . . . , σk est une suite croissante d’entiers.
De´finition 22 (Trajet (discret)) Soit (G,SG) un graphe e´volutif (atemporel). Soit P = e1, e2, . . . , ek
un chemin dans G et Sσ = σ1, σ2, . . . , σk une suite de N telle que pour tout 1 ≤ i < k, σi ≤ σi+1 et
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pour tout 1 ≤ i ≤ k, l’areˆte ei est pre´sente dans le sous-graphe Gi. Le syste`me (P,Sσ) est appele´e
trajet (discret).
Nous dirons que J = (P,Sσ) est un trajet du sommet x vers le sommet y si P est un chemin
du sommet x vers le sommet y.
4.4 Complexite´ combinatoire des graphes e´volutifs
Nous allons pre´senter ici une formalisation des graphes e´volutifs qui permet d’expliciter leur
taille et de calculer la complexite´ des calculs e´le´mentaires sur les graphes e´volutifs : calcul des dates
d’e´mission et de re´ception des messages.
4.4.1 Intervalles de pre´sence
Si l’e´tat d’un sommet (fonctionnel ou non fonctionnel) ne change pas entre le sous graphe Gi et
le sous graphe Gi+1, il est inutile de re´pe´ter l’information concernant ce sommet. Par conse´quent,
nous choisissons de retenir uniquement les intervalles I = [ti, tj ] durant lesquels le sommet x est
fonctionnel. Les diffe´rents e´tats du sommet x sont de´crits par une suite ordonne´e de ces intervalles
PV (x) = I1, I2, . . . . De meˆme les e´tats d’une areˆte de E sont de´crits par la suite PE(e).
De´finition 23 (Intervalles de pre´sence d’un sommet PV (x)) Soit x un sommet du graphe
sous-jacent G. Nous notons PV (x) la suite [ti1 , ti2 ], [ti3 , ti4 ], . . . telle que :
– pour tout j, ij < ij+1
– pour tout j, tij ∈ ST
– pour tout i, x est un sommet du sous graphe Gi si et seulement si il existe un temps non nul
 > 0 tel que [ti, ti + ] est dans un des intervalles de PV (x)
De´finition 24 (Intervalles de pre´sence d’une areˆte PE(e)) Soit e une areˆte du graphe sous-
jacent G. Nous notons PV (e) la suite [ti1 , ti2 ], [ti3 , ti4 ], . . . telle que :
– pour tout j, ij < ij+1
– pour tout j, tij ∈ ST
– pour tout i, e est un sommet du sous graphe Gi si et seulement si il existe un temps non nul
 > 0 tel que [ti, ti + ] est dans un des intervalles de PE(e)
4.4.2 La combinatoire des graphes e´volutifs
Soit G = (G,SG,ST, ζ) un graphe e´volutif. Nous pre´sentons ici les diffe´rentes grandeurs utilise´es
dans les analyses de complexite´ combinatoire sur G.
Nous avons besoin d’expliciter la taille du graphe sous-jacent : nous notons N son nombre de
sommets et M son nombre d’areˆtes.
Notation 7 (Taille du graphe sous jacent) Nous notons N = |V | et M = |E|.
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Pour tout sommet x ∈ V , nous appelons dynamicite´ de x, δV (x) le nombre d’intervalles de
pre´sence dans la suite PV (x). De meˆme, pour toute areˆte e ∈ E, nous appelons dynamicite´ de e,
δE(e) le nombre d’intervalles de pre´sence dans la suite PE(e). Le maximum de toutes les dynamicite´s
des sommets de V est note´ δV , et le maximum de toutes les dynamicite´s des areˆtes de E est note´
δE . Enfin, la plus grande de ces deux grandeurs est appele´e dynamicite´ du graphe e´volutif G et est
note´e δ.
Notation 8 (Dynamicite´ δ) Pour tout x ∈ V , soit δV (x) le nombre d’intervalles dans PV (x).
Nous notons δV = maxx∈V δV (x). De meˆme, Pour tout e ∈ E, soit δE(e) le nombre d’intervalles
dans PE(e). Nous notons δE = maxe∈E δE(e). Enfin, nous appelons dynamicite´ du graphe e´volutif
G le maximum δ = max{δV , δE}.
Pour de´crire la taille globale de la donne´ d’un graphe e´volutif, nous additionnons les dynamicite´s
des sommets et des areˆtes.
Notation 9 (Taille d’un graphe e´volutif) Soit G = (G,SG,ST, ζ) un graphe e´volutif. Nous ap-
pelons N = Σv∈V δV (v) etM = Σe∈EδE(e).
4.4.3 Codage compact
La donne´e du graphe e´volutif G peut eˆtre fournie sous forme de listes d’adjacence chaˆıne´es, avec
une liste ordonne´e d’intervalles de pre´sence pour chaque voisin. Le de´lai de l’areˆte peut e´galement
eˆtre pre´sent a` cet endroit, ainsi qu’e´ventuellement d’autres donne´es relatives a` l’areˆte. La teˆte de
chaque liste est un sommet avec sa propre liste de pre´sence (Figure 4.2).
node schedule list
arc schedule list arc schedule list
traversal time traversal time
An other











Fig. 4.2 – Structure de donne´e pour une repre´sentation compacte d’un graphe e´volutif.
L’espace utilise´ par la structure de donne´es est proportionnelle a` la taille des listes d’adjacence,
plus le nombre d’intervalles de pre´sence conside´re´s. La taille totale des listes est O(M+N ).
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4.4.4 Me´moire et dynamique des noeuds
Une question inte´ressante sur les re´seaux que nous mode´lisons est apparue lorsque nous avons
e´tudie´ les proble`mes de routage : que se passe-t-il lorsqu’un noeud ne fonctionne plus ? Une premie`re
conse´quence est que tous les liens depuis et vers ce noeud s’arreˆtent simultane´ment de fonctionner.
Une deuxie`me conse´quence est que les donne´es stocke´es sur ce noeud peuvent e´ventuellement eˆtre
perdues, selon le type de re´seau mode´lise´. Comme la premie`re conse´quence peut eˆtre mode´lise´e par
l’arreˆt des liens, on peut dire que lorsqu’un noeud cesse de fonctionner, cela signifie que les donne´es
du noeud sont perdues.
Dans la plupart des applications ou` les noeuds ne sont pas suppose´s perdre de l’information,
les sommets seront donc permanents : δV = 1 et N = N . Dans les autres cas, nous pouvons
transformer le graphe e´volutif G en G′ de telle sorte que les noeuds ayant k intervalles de pre´sence
soient duplique´s k − 1 fois. Le graphe e´volutif G′ aura essentiellement les meˆmes proprie´te´s que le
graphe G, a` l’exception pre`s que tous ses sommets ont une dynamicite´ de 1. Plus pre´cise´ment, nous
aurons N ′ = N ,M′ =M, N ′ = N , M ′ ≤M × δV , δV ′ = 1, δE ′ ≤ δE , et δ′ ≤ δ.
Aussi, nous conside´rerons uniquement des graphes e´volutifs tels que δV = 1. La dynamicite´ de
ces graphes e´volutifs est confondue avec celle de leurs areˆtes (δ = δE). Les graphes e´volutifs ayant
une dynamicite´ de sommets δV strictement supe´rieure a` 1 pourraient ne´cessiter d’eˆtre e´tudie´s dans
certains cas tre`s particuliers. Par exemple, lors de l’e´tude des composantes connexes, il n’est pas
identique d’avoir deux sommets distincts ou bien deux occurrences distinctes d’un meˆme sommet.
Notons par ailleurs que la pertinence de l’e´tude des composantes connexes en cas de perte de donne´es
sur les noeuds reste peu e´leve´e. Au cours de cette the`se, nous n’avons pas rencontre´ de contexte
ou` la dynamique des noeuds est re´elle (δV > 1), et ou` la transformation de´crite au paragraphe
pre´ce´dent n’est pas suffisante.
4.4.5 Calcul des e´missions et des re´ceptions de message
Une se´rie de questions re´currentes se pose dans la quasi totalite´ des proble`mes concernant les
graphes e´volutifs. E´tant donne´e une areˆte e et une date t, quand peut-on e´mettre sur l’areˆte e
apre`s la date t ? Quelle est la dernie`re date d’e´mission possible ? Quelle sera la date de re´ception ?
Toutes ces questions ont bien suˆr une re´ponse relativement simple. Il suffit de trouver l’intervalle
de pre´sence approprie´, et d’utiliser le de´lai de l’areˆte e. Le de´lai se trouve imme´diatement, et nous
supposons que son addition ou soustraction se fait de manie`re atomique et couˆte O(1). La recherche
de l’intervalle de pre´sence approprie´ peut se faire rapidement si PV (x) est trie´ dans l’ordre croissant,
et couˆte O(log δ). Nous utiliserons de´sormais deux fonctions : celle qui donne la premie`re date de
re´ception possible pour un de´part apre`s la date t, et celle qui donne la dernie`re date d’e´mission
possible pour une arrive´e avant la date t.
De´finition 25 (Premie`re date de re´ception possible Q(e, t)) Soit e une areˆte de E, et t une
date de T. Soit DEP l’ensemble des dates d’e´mission possibles pour l’areˆte e. La premie`re date
de re´ception possible Q(e, t) pour l’areˆte e pour un de´part apre`s la date t est de´finie par Q(e, t) =
(min DEP
⋂
[t,+∞]) + ζ(e). Le calcul de Q(e, t) se fait en O(log δ). Q(e,−∞) est la premie`re
date de re´ception possible pour l’areˆte e. Q(e, t) = +∞ signifie qu’il n’est pas possible d’e´mettre sur
l’areˆte e apre`s la date t.
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De´finition 26 (Dernie`re date d’e´mission possible Q−1(e, t)) Soit e une areˆte de E, et t une
date de T. Soit DEP l’ensemble des dates d’e´mission possibles pour l’areˆte e. La dernie`re date
d’e´mission possible Q−1(e, t) pour l’areˆte e pour une re´ception avant la date t est de´finie par
Q−1(e, t) = (min DEP
⋂
[t−ζ(e),+∞]). Le calcul de Q−1(e, t) se fait en O(log δ). Q−1(e,+∞) est
la dernie`re date d’e´mission possible pour l’areˆte e. Q−1(e, t) = −∞ signifie qu’il n’est pas possible
d’e´mettre sur l’areˆte e avant la date t− ζ(e).
Remarquons que la fonction Q−1 n’est pas l’inverse mathe´matique de la fonction Q. Cepen-
dant, nous avons pour toutes les dates d’e´mission possibles t pour l’areˆte e la proprie´te´ suivante :
Q−1(e,Q(e, t)) = t et Q(e,Q−1(e, t+ ζe)) = t+ ζ(e).
104 Le mode`le des Graphes e´volutifs
Chapitre 5
Trajets optimaux dans les graphes
e´volutifs
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Dans ce chapitre, nous e´tudions les proble`mes de routage dans les Graphes E´volutifs. Un
proble`me de routage consiste a` trouver un trajet d’un point de de´part donne´ vers une destina-
tion donne´e. En ge´ne´ral, le trajet recherche´ doit minimiser certaines fonctions objectives (couˆt,
de´lai ...). L’e´tude des proble`mes de routage dans un cadre dynamique a commence´ il y a environ
quarante ans pour les re´seaux de transports (voir par exemple [17, 34, 35, 42, 44, 83]). On peut
e´galement trouver des travaux re´cents sur les re´seaux dynamiques, ou` les temps de traverse´e des
arcs de´pendent de la charge [32, 57, 59]. Lorsque les temps de traverse´e des arcs sont discrets, la
me´thode des graphes espace-temps de Ford et Fulkerson [34] peut eˆtre utilise´e de manie`re efficace
dans certains cas (voir [32, 57, 59]). Cependant, cette me´thode n’est pas applicable dans le cas ou`
les temps de traverse´e sont des nombres re´els, ou lorsque les temps de traverse´e sont petits par
rapport a` la dure´e de vie du re´seau. Enfin le cas particulier des proble`mes de chemins au plus toˆt
ont e´te´ e´tudie´s (et re´solus) sous de nombreux mode`les de re´seaux dynamiques (voir notamment
[17, 42]).
Ce chapitre est organise´ de la manie`re suivante : La premie`re section est consacre´e aux de´finitions
de distance dans les graphes e´volutifs. Ensuite nous pre´senterons et analyserons le calcul d’un trajet
au plus toˆt (premie`re date d’arrive´e possible), puis le calcul d’un trajet le plus petit (plus petit
nombre d’arcs), et pour terminer le calcul d’un trajet le plus rapide. Enfin, nous montrerons que
lorsqu’il y a une fonction de couˆt arbitraire sur les arcs, le calcul d’un trajet de couˆt minimum est
NP-difficile.
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5.1 Distances sur les trajets, distances dans le graphe e´volutif
Nous avons trois mesures de distance sur les trajets qui proviennent directement du mode`le : le
nombre d’arcs d’un chemin, la date d’arrive´e d’un trajet, et la dure´e du trajet. La premie`re mesure
est un entier entre 1 et N , alors que les deux dernie`res sont dans le domaine temporel T.
Soit J = (P,Sσ) un trajet tel que P = e1, e2, . . . , ek et Sσ = σ1, σ2, . . . , σk. Avec ces notations,
– Le nombre d’arcs du trajet J est note´ |J | = k.
– La date d’arrive´e du trajet J est note´e a(J ) = Q(ek, σk).
– La dure´e du trajet J est note´e t(J ) = a(J )− σ1.
De meˆme, il y a au moins trois diffe´rentes manie`res de de´finir la notion de “distance” dans un
graphe e´volutif :
– La distance proprement dite entre deux sommets x et y du graphe e´volutif sera de´finie
comme d(x, y) = min{|J |} sur l’ensemble des trajets J entre x et y. De plus, on peut de´finir
l’excentricite´ du sommet x comme la plus grande distance qui le se´pare d’un sommet y du
graphe : maxy∈V {d(x, y)}. Un trajet qui minimise cette distance sera appele´ trajet le plus
petit entre x et y.
– La date d’arrive´e au plus toˆt du sommet x vers le sommet y, note´e Ead(x, y), est le
minimum des dates d’arrive´e sur les trajets allant de x vers y. S’il n’y a pas de trajet de x
vers y, on a Ead(x, y) = +∞. Un trajet qui minimise la date d’arrive´e sera appele´ trajet au
plus toˆt entre x et y.
– Le de´lai entre deux sommets x et y, note´ t(x, y) est le minimum des dure´es des trajets entre
x et y. Un trajet qui minimise la dure´e entre x et y est appele´ trajet le plus rapide entre x et
y.
Pour re´sumer, d(x, y) est le plus petit nombre de sauts requis pour aller de x a` y ; t(x, y) est le
temps minimum requis pour aller de x vers y, et Ead(x, y) est la date la plus proche a` laquelle on
peut atteindre y en partant de x. De plus, l’excentricite´ de x est le maximum de la distance de x
a` n’importe quel sommet du graphe e´volutif G.
5.2 Trajets au plus toˆt
Nous allons montrer dans cette section comment calculer les trajets au plus toˆt d’un sommet
source s vers tous les autres sommets du graphe e´volutif G. Ce proble`me n’est pas nouveau, et a
e´te´ largement e´tudie´ dans la litte´rature, notamment sous le nom de “plus court chemin dans les
re´seaux de´pendant du temps” (voir notamment [17, 35, 44, 91]). Ce proble`me a e´te´ e´tudie´ par Bui-
Xuan [9] dans le cadre des graphes e´volutifs, ce qui a permis d’analyser pre´cise´ment la complexite´
des algorithmes, en utilisant notamment la notion de dynamicite´.
Nous rappelons que pour calculer un plus court chemin dans un graphe G = (V,E), l’algorithme
classique de Dijkstra [16] construit au fur et a` mesure de son exe´cution un ensemble S de sommets
pour lesquels le plus court chemin depuis la source a e´te´ calcule´. La distance a` s des autres sommets
est estime´e, et correspond a` un chemin si elle est finie. On choisit le sommet x parmi V − S avec
la plus petite distance estime´e pour l’ajouter a` S avec le chemin correspondant. Enfin, les arcs
e´manant de x sont utilise´es pour mettre a` jour les distances et les chemins de s vers V − S − {x}.
L’algorithme de Dijkstra maintient une file de priorite´ (min heap priority queue) sur les sommets
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de V − S pour re´cupe´rer le sommet de distance minimale de fac¸on efficace.
L’algorithme de Dijkstra est base´ sur une proprie´te´ essentielle sur les plus court chemins : les
chemins pre´fixes des plus court chemins sont eux-meˆmes des plus court chemins. Malheureusement,
cette proprie´te´ n’est pas vraie pour tous les trajets au plus toˆt dans les graphes e´volutifs (voir
par exemple la Figure 5.1. Par contre nous allons prouver que s’il existe un trajet entre deux
sommets, il existe un chemin au plus toˆt parmi ces deux sommets tel que tous les trajets pre´fixes









Fig. 5.1 – Exemple de graphe e´volutif ou` les de´lais sont 1 ou 5. Les arcs sont tous pre´sents durant
l’intervalle [0, 10] sauf l’arc DE pre´sent durant l’intervalle [6, 10]. Le trajet (ADE, 0, 6, 7) est un
trajet au plus toˆt de A vers E. Le trajet (AD, 0, 5) n’est pas un trajet au plus toˆt de A vers D.
Proposition 13 (Trajets gloutons) Soient s et x deux sommets d’un graphe e´volutif G. S’il
existe un trajet de s vers x, alors il existe un trajet au plus toˆt de s vers x tel que tout ses trajets
pre´fixes sont eux-meˆmes des trajets au plus toˆt. Nous appelons ce trajet un trajet glouton.
Preuve
Soit J = (P = (e1, . . . ek),Sσ = (σ1, . . . σk)) un trajet de s vers x. Si le nombre d’arcs de ce
trajet est supe´rieur a` N , alors il existe deux entiers i et j tels que ei et ej ont pour origine un
meˆme sommet y. Dans ce cas, J ′ = ((e1, . . . ei−1, ej , . . . ek), (σ1, . . . σi−1, σj , . . . σk)) est e´galement
un trajet de S vers x arrivant a` la date a(J ). Aussi, on peut se restreindre a` l’e´tude des trajets
ayant moins de N arcs.
Conside´rons J = (P,Sσ) et J ′ = (P ′,S ′σ′) deux trajets de s vers x. Nous classons J et J ′
par ordre lexicographique inverse´ sur les dates d’arrive´e. Autrement dit, si on note P = e1, . . . ek,
P ′ = e′1, . . . e′k′ , Sσ = σ1, . . . σk et S ′σ′ = σ′1, . . . σ′k′ , on dira que J ≤Ead J ′ si et seulement si :
1. a(J ) < a(J ′) ou
2. il existe i ∈ {0, . . .min(k, k′)} tel que Q(ek−i, σk−i) < Q(e′k′−i, σ′k′−i) et tel que pour tout
j < i, Q(ek−j , σk−j) = Q(e′k′−j , σ
′
k′−j) ou
3. pour tout j ∈ {0, . . .min(k, k′)}, Q(ek−j , σk−j) = Q(e′k′−j , σ′k′−j).
La relation ≤Ead ainsi de´finie est un pre´ordre1 total sur l’ensemble des trajets. De plus, les trajets
gloutons correspondent exactement aux minimums pour cette relation. L’espace des trajets que
nous conside´rons est borne´ (le nombre d’arcs est infe´rieur a` N , les dates de Sσ sont positives)
et ferme´ (les intervalles de pre´sence sont ferme´s), ce qui implique que la relation ≤Ead admet un
minimum, et donc qu’un trajet glouton existe entre s et x. 2
1relation transitive et re´flexive.
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La proposition pre´ce´dente a e´galement pour conse´quence qu’il existe des trajets gloutons ayant
un seul arc, et que l’on peut obtenir les trajets gloutons de k arcs a` partir de ceux de k − 1 arcs.
Si J = (P,Sσ) est un trajet glouton de s vers x, et si y est le sommet tel que (y, x) est le dernier
arc de P , nous avons par conse´quent Ead(s, x) = Q((y, x), Ead(s, x)).
Nous allons maintenant pre´senter notre adaptation de l’algorithme de Dijkstra pour les trajets
gloutons :
Algorithme 6 (Trajets gloutons )
Complexite´: O(M log δ +N logN)
Entre´e: un graphe e´volutif G et un sommet source s
Sortie: pour tout sommet x ∈ V , une date d’arrive´e au plus toˆt tEad(x) ∈ T, et pour tout x 6= s le
dernier pas (e(x), σx) dans le trajet de s vers x
Variables: une file de priorite´ F de sommets, la priorite´ e´tant fonde´e sur la date d’arrive´e estime´e tEad
De´but
1. Initialiser tEad(s) ← 0 ; pour tout x 6= s ∈ V , tEad(x) ← +∞. Initialiser F avec uniquement s a` la
racine.
2. Tant que Q 6= ∅ faire
(a) Extraire x, le sommet a` la racine de F (x est de´sormais ferme´)
(b) Pour chaque sommet y adjacent a` x, faire
i. soit t = Q((x, y), tEad(x))
ii. si t < tEad(y) alors
mettre a` jour tEad(y)← t,
mettre a` jour e(y)← (x, y), σ(y)← Q−1((x, y), t) et
inse´rer x dans la file F s’il n’y e´tait pas.
(c) Mettre la file F a` jour.
Fin
Le trajet au plus toˆt vers un sommet x peut eˆtre retrouve´ en re´cupe´rant les arcs e et les temps
d’e´mission σ dans l’ordre inverse. A chaque pas de la boucle 2 un sommet est ferme´, et ne sera
jamais re´inse´re´ dans la file F . La boucle est donc re´pe´te´e N fois au plus avant que l’algorithme ne
s’arreˆte. La validite´ de l’algorithme est prouve´e au Lemme 16.
Lemme 16 Pour tous les sommets x ∈ V , la valeur de tEad(x) est e´gale a` Ead(s, x) lorsque x est
ferme´.
Preuve
La preuve se fait par re´currence sur le nombre de sommets ferme´s. Au de´part, l’ensemble des
sommets ferme´s contient uniquement la source s et tEad(s) = 0 = Ead(s, s). Supposons, qu’a` un
certain point de son exe´cution, l’algorithme a correctement calcule´ l’ensemble des sommets ferme´s,
et qu’un nouveau sommet x est sur le point d’eˆtre ferme´. Cela veut dire que x a e´te´ inse´re´ dans
la file F , et par conse´quent il existe un trajet de s vers x. Soit J un trajet glouton de s vers x.
Ce trajet relie un sommet ferme´ (s) a` un sommet non ferme´ (voir Figure 5.2). Soit y le premier
sommet non ferme´ dans le trajet de s vers x. Comme le pre´de´cesseur de y a e´te´ ferme´, la valeur du
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champ tEad(y) a e´te´ calcule´e et est infe´rieure a` Ead(s, x). La seule possibilite´ est donc que x = y




Fig. 5.2 – Trajet de s vers x. Le sommet y est le premier sommet ouvert rencontre´.
Nous pouvons voir que cet algorithme est calque´ sur celui de Dijkstra, a` l’exception que la
fonction Q est appele´e a` chaque fois qu’une arc est examine´. Le nombre d’ope´rations effectue´es
est donc au plus O(M log δ + N logN). Le the´ore`me suivant est une conse´quence des re´sultats
pre´ce´dents.
The´ore`me 20 L’Algorithme 6 calcule correctement un arbre de trajets gloutons du sommet s vers
tous les autres sommets en O(M log δ +N logN)) ope´rations.
5.3 Trajets les plus petits
Dans cette section, nous portons notre attention sur le nombre d’arcs des trajets, que nous
voulons minimum. Nous pre´sentons a` nouveau un algorithme permettant de calculer tous les trajets
les plus petits a` partir d’un sommet source unique. La difficulte´ de ce proble`me re´side dans les
contraintes temporelles sur les trajets, qui implique que les pre´fixes d’un plus petit trajet ne sont
pas ne´cessairement eux-meˆmes des plus petits trajets. A titre d’exemple, e´tudions la Figure 5.3.
Les intervalles indique´s correspondent aux intervalles de pre´sence des arcs, et nous supposons que
tous les de´lais sont e´gaux et valent 1. Un trajet de s vers h passera successivement par tous les
sommets, de la gauche vers la droite, et contiendra 8 arcs. Par contre il existe un raccourci de s
vers d utilisant l’unique arc de s vers d a` la date 4.
Ne´anmoins, on peut remarquer que si (x, y) est le dernier arc d’un plus petit trajet J de s vers
y, alors le trajet pre´fixe de s vers x est le plus petit parmi l’ensemble des trajets de s vers x arrivant
avant la date Q−1((x, y), a(J )). De ce point de vue, la proprie´te´ des pre´fixes est respecte´e, c’est a`
dire que le pre´fixe d’un plus petit trajet sera un trajet le plus petit parmi les trajets arrivant avant
une certaine date t ∈ T. En utilisant cette proprie´te´, nous construisons un arbre de trajets entre
le sommet source s et des couples (x, t) ∈ V × T, tel que chaque sommet x apparaˆıt au moins une
fois dans l’arbre. Si nous reprenons l’exemple de la Figure 5.3, nous obtenons l’arbre des plus petits
trajets de la Figure 5.4.
Pour pouvoir continuer, nous pre´sentons l’algorithme 7 ci-dessous. E´tant donne´ un tableau tmdd
de minorants sur les dates de de´part (indexe´ sur les sommets de V ), l’algorithme calcule un tableau
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Fig. 5.3 – Le plus petit trajet de S vers H utilise 8 arcs alors qu’il existe un trajet d’un seul arc






(D,4) (E,5) (F,6) (G,7)  (H,8)




Fig. 5.4 – Arbre des plus petits trajets.
emin d’arcs et un tableau σmin de dates d’e´mission, tels que
– pour tout sommet y, il existe un sommet x tel que emin[y] = (x, y),
– σmin[y] ≥ tmdd[x],
– σmin[y] est une date d’e´mission possible pour l’arc emin[y],
– σmin[y] + ζ(x, y) est minimum pour tous les choix (emin[y], σmin[y]) possibles.
Si aucun couple ne ve´rifie les conditions pre´ce´dentes, le choix par de´faut est (nil,+∞).
Algorithme 7 (Se´lection des arcs et dates d’e´mission)
Complexite´: O(M log δ)
Entre´e: Un graphe e´volutif G, et un tableau tmdd[x] ∈ T qui donne pour chaque sommet x ∈ V un
minorant pour les dates de de´part depuis x.
Sortie: Deux tableaux emin[y] ∈ E et σmin[y] ∈ T qui donne pour chaque sommet y ∈ V un arc
emin[y] = (x, y) et une date d’e´mission possible σmin[y] pour cet arc.
Variables: un tableau ta[y] ∈ T qui donne la date de re´ception correspondant a` l’arc emin[y] et a` la
date d’e´mission σmin[y].
De´but
1. Pour tout sommet y ∈ V initialiser emin[y]← nil ; σmin[y]← +∞ et ta[y]← +∞.
2. Pour tout arc (x, y) ∈ E, faire :
(a) soit t = Q((x, y), tmdd[x]).
(b) si t < ta[y] alors
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i. mettre a` jour emin[y]← (x, y).
ii. mettre a` jour σmin[y]← t− ζ(x, y).
iii. mettre a` jour ta[y]← t.
Fin
A pre´sent, on peut remarquer que si on a un plus petit trajet contenant k arcs, tous ces pre´fixes
contiennent au plus k − 1 arcs. L’algorithme suivant calcule toutes les dates d’arrive´e possibles
correspondant a` des trajets de k− 1 arcs, puis continue en conside´rant un arc supple´mentaire. Cet
algorithme se termine lorsque tous les sommets ont une date d’arrive´e diffe´rente de +∞ ou lorsque
le nombre d’arcs des trajets de´passe N . On garde trace de la premie`re fois qu’un sommet x a une
date d’arrive´e finie, et du plus petit trajet de s vers x. Le nombre d’ite´rations de notre algorithme
sera donc l’excentricite´ du graphe e´volutif G, ou N si certains trajets n’existent pas.
Algorithme 8 (Trajets les plus petits)
Complexite´: O(M ×N log δ)
Entre´e: Un graphe e´volutif G, et un sommet source s ∈ V
Sortie: Pour chaque sommet x, le plus petit trajet Jpetit(x) de s vers x.
Variables:
– Pour chaque sommet x, un trajet J (x) de trajets de s vers x, et un minorant sur les dates de de´part
possible tmdd[x].
– Pour chaque sommet y deux valeurs emin[y] ∈ E et σmin[y] ∈ T provenant de l’Algorithme 7.
– le nombre d’arcs conside´re´s k ∈ {0, 1 . . . , N}.
De´but
1. Initialiser tmdd[s] ← 0, J (s) ← () et de´finir Jpetit(s) = () ; pour tout x 6= s tmdd[x] ← +∞ et
J [s]← () ; k ← 0.
2. Tant qu’il existe un sommet x ∈ V tel que Tmdd[x] = +∞ et que k < N , faire :
(a) k ← k + 1
(b) exe´cuter l’Algorithme 7
(c) Pour chaque sommet y ∈ V , faire :
si emin[y] 6= nil alors
i. soit (x, y) = emin[y]
ii. soit (P,Sσ) = J (x).
iii. mettre a` jour J (y)← ((P, (x, y)), (Sσ, σmin[y])).
iv. si tmdd[y] = +∞ alors de´finir Jpetit(y) = J (y).
v. mettre a` jour tmdd[y]← tmin[y] + ζ(x, y).
Fin
Proposition 14 L’Algorithme 8 calcule les trajets les plus petits d’un unique sommet s vers tous
les autres sommets, si de tels trajets existent. Si tous ces trajets existent dans G, alors la complexite´
de l’Algorithme 8 est O(Md log δ) ou` d est l’excentricite´ de s. Dans le cas contraire, la complexite´
de l’algorithme est O(MN log δ).
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Preuve
Nous allons montrer par re´currence que pour chaque k, la premie`re date d’arrive´e possible au
sommet x en k sauts est bien tlmdd[x]. Cela est imme´diatement vrai pour k = 0. Comme nous
l’avons vu pre´ce´demment a` la section 5.2, un trajet qui donne la premie`re date d’arrive´e possible
en k sauts peut eˆtre calcule´ d’apre`s les pre´fixes possibles de k−1 sauts. Ceci nous montre que nous
les trajets au plus toˆt en k sauts sont bien calcule´s a` chaque e´tape.
Pour chaque e´tape k, tous les arcs sont examine´es, et le calcul de Q couˆte O(log δ, ce qui fait
que la complexite´ pour l’e´tape k est O(M log δ). La complexite´ totale est donc O(Md logδ), si
l’excentricite´ de s vaut d, ou O(MN log δ) si certains trajets n’existent pas. 2
5.4 Trajets les plus rapides
Nous nous inte´ressons dans cette section a` la dure´e des trajets, et nous allons montrer comment
calculer des trajets les plus rapides. Le proble`me des trajets les plus rapide est bien plus complexe
que les deux proble`mes pre´ce´dents, car un trajet rapide peut commencer tre`s tardivement, ou peut
eˆtre tre`s long. De plus, la dure´e des trajets pre´fixe n’a pas ne´cessairement de rapport avec la dure´e
globale d’un trajet. En effet, un trajet pre´fixe de tre`s petite dure´e peut impliquer par la suite
un temps d’attente tre`s long sur un sommet, annulant apre`s coup le gain apparent en temps. En
revanche, certains trajets seront a` coup suˆr inutiles car trop lents, et pourront eˆtre e´limine´s. Les
trajets restant, dits pertinents, seront regroupe´s par classes de trajets comme nous le verrons par la
suite. Nous utilisons un algorithme de trajet au plus toˆt pour de´terminer chaque classe de trajets,
et nous allons montrer que le nombre de ces classes que nous devons examiner est borne´ par la
taille de la donne´e de G, ce qui fait que la complexite´ de l’algorithme que nous proposons reste
raisonnable.
Pour chaque trajet, la mesure de qualite´ (sa dure´e) est diffe´rente de sa longueur (nombre d’arcs),
et de sa date d’arrive´e. Nous ne nous inte´ressons pas a` la longueur des trajets. Concernant les deux
autres parame`tres nous les associerons a` chaque trajet sous la forme de deux variables, a(J ) pour
la date d’arrive´e et d(J ) pour la dure´e. Conside´rons deux trajets J1 et J2 de s vers x, de dates
de de´part t1, t2 et de dates d’arrive´e ta1, ta2. Si t1 ≤ t2 et ta1 ≥ ta2, le trajet J1 part plus toˆt et
arrive plus tard que le trajet J2. Le trajet J2 sera donc toujours meilleur que le trajet J1. Nous
nous inte´resserons de´sormais aux trajets pour lesquels il n’existe pas de trajet ’meilleurs’.
Pour toute date t ∈ T, on appelle G⋂[t,+∞[ le graphe e´volutif construit a` partir de G en
intersectant tous les intervalles de pre´sence de G avec l’intervalle [t,+∞[. Il existe une ou plusieurs
dates t telles qu’un trajet le plus rapide dans G soit un trajet au plus toˆt dans G⋂[t,+∞[. En
conse´quence, le trajet le plus rapide de G sera un minimum sur l’ensemble des trajets au plus toˆt
pour chaque G⋂[t,+∞[. Nous appelons Eadt(x, y) la date d’arrive´e au plus toˆt de x vers y dans le
graphe e´volutif G⋂[t,+∞[. La fonction A : T→ T qui a` t ∈ T associe Eadt(x, y) est ne´cessairement
une fonction croissante sur T.
De´finition 27 (Trajets Pertinents) Soit G un graphe e´volutif, x et y deux sommets de G, et t
une date de T. Soit J un trajet glouton de x vers y dans le graphe e´volutif G⋂[t,+∞[. Si pour
tout  > 0 Eadt(x, y) < Eadt+(x, y), alors J est appele´ trajet pertinent de x vers y.
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Une autre observation que l’on peut faire est qu’un trajet peut engendrer toute une classe de
trajets de meˆme dure´e, qui s’obtiennent en de´calant toutes les dates d’e´missions. Nous illustrons
ceci par l’exemple suivant : conside´rons deux arcs (x, y) et (y, z). Le de´lai de l’arc (x, y) est 3, et son
intervalle de pre´sence est [1, 8]. Le de´lai de l’arc (y, z) est 4 et son intervalle de pre´sence est [5, 13].
Le trajet ((x, y), (y, z), 3, 6) entre x et z a` une dure´e de 7. Tous les trajets ((x, y), (y, z), 2+ , 5+ )
ont la meˆme dure´e pour  ∈ [0, 3]. Cet exemple est pre´sente´ dans la Figure 5.5.





















Fig. 5.5 – Un trajet et une classe de trajets similaires.
De´finition 28 (Classe de trajets) Soit J = (P,Sσ) un trajet de G avec P = e1, e2, . . . ek et
Sσ = σ1, σ2, . . . σk. Soit ∆ ∈ T tel que pour tout i, tout t ∈ [σi, σi + ∆] est une date d’e´mission
possible pour ei. On note
– Sσ+ la suite de date d’e´missions σ1 + , σ2 + , . . . σk + 
– J le trajet (P,Sσ+).
– J[0,∆] l’ensemble de trajets {J,  ∈ [0,∆]}
Pour tout intervalle I inclus dans [0,∆] on appellera classe de trajets JI l’ensemble {J,  ∈ I}.
Algorithme 9 (Trajets les plus rapides)
Complexite´: O(M× (M log δ +N logN))
Entre´e: Un graphe e´volutif G, et un sommet source s ∈ V
Sortie: Pour chaque sommet x, le trajet le plus rapide Jrapide(x) de s vers x.
Variables:
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– une date de de´part td
– deux temps de de´calage ∆, ∆min
– pour chaque sommet x une date de de´part du trajet le plus rapide td(s, x)
– pour chaque sommet x, le de´lai t(s, x)
De´but
1. td ← 0.
2. pour tout x, initialiser t(s, x)← +∞.
3. tant que td < +∞ faire
(a) ∆← +∞
(b) calculer a` l’aide de l’Algorithme 6 les dates d’arrive´e au plus toˆt Eadtd(x) pour tous les sommets
x ∈ V . Au cours de l’Algorithme 6, nous effectuons les calculs suivants lorsque le sommet x ∈ V
est sur le point d’eˆtre ferme´.
i. si (Eadtd(x)− td) < t(s, x) alors
A. t(s, x)← (Eadtd(x)− td)
B. td(s, x)← td
ii. si le trajet de s vers x ne comporte pas de temps d’attente, faire
A. soit t la premie`re date supe´rieure a` Eadtd(x) telle que un arc adjacent a` x apparaˆıt ou
disparaˆıt.
B. si ∆← min(∆, (t− Eadtd(x)))
(c) td ← td +∆
4. pour tout sommet x calculer le trajet au plus toˆt J (x) de s vers x partant a` la date td(s, x).
Fin
Proposition 15 L’Algorithme 9 calcule les trajets les plus rapides de s vers les autres sommets de
G en O(M× (M log δ +N logN)) pas de calcul.
Preuve
Soit td et ∆ l’e´tat des parame`tres de l’Algorithme 9 a` la fin de la boucle interne. Soit 0 <  < ∆
une dure´e de T. Pour tout sommet x ∈ V , on a Eadtd(x) ≤ Eadtd+(x) ≤ Eadtd+∆(x). On peut
remarquer que l’e´tat du voisinage de x ne change pas entre Eadtd+(x) et Eadtd+∆(x). Aussi, pour
tout trajet au plus toˆt de s a` x partant a` la date td +  et empruntant un chemin P , il existe de
s a` x partant a` la date td + ∆ et empruntant le meˆme chemin P . Ceci a pour conse´quence que
Eadtd+∆(s, x) − td − ∆ ≤ Eadtd+ − td − . Aussi, un trajet le plus rapide de s vers x sera bien
calcule´ par l’Algorithme 9. De plus, le parame`tre ∆ correspond a` un sommet x et une date td, tel
qu’un trajet au plus toˆt de s vers x et partant a` la date td+∆ arrive en x alors qu’un changement
intervient au sommet x (apparition ou disparition d’arc). Le nombre de ces e´ve`nements e´tant limite´
a` 2M, la boucle principale est exe´cute´e au plus M fois. La complexite´ de l’Algorithme 9 est en
OM× (M log δ +N logN)). 2
5.5 Fonction arbitraire de couˆt
Dans cette section, nous supposons l’existence d’une fonction arbitraire de couˆt c : E → N+
sur les areˆtes. Le couˆt d’un trajet peut se de´finir simplement comme la somme des couˆts des areˆtes
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emprunte´s par le trajet. Nous allons montrer que sous cette hypothe`se, le proble`me du trajet de
couˆt minimal est NP-difficile2. Par contre, ce proble`me devient simple a` re´soudre lorsque le de´lai
est nul pour toutes les areˆtes.
The´ore`me 21 (Fonction arbitraire de couˆt sur les trajets) Soit G un graphe e´volutif. Soit
x et y deux sommets de G. Soit c : E → N+ une fonction de couˆt sur les areˆtes du graphes
sous-jacent de G. Le proble`me de minimisation du couˆt total d’un trajet de x vers y est NP-difficile.
Preuve
E´tant donne´ un trajet de x vers y, il est facile de calculer sa validite´ en tant que trajet, et son couˆt,
qui est la somme des couˆts des areˆtes. Le proble`me est donc NP. Nous allons maintenant faire une
re´duction du proble`me Maximum Subset Sum. Soit U un ensemble fini, s : U → N+ une fonction
de couˆt sur U , et smax un entier naturel. Le proble`me du Maximum Subset Sum consiste a` trouver





soit maximale sous la condition S ≤ smax [66].
Nous construisons un graphe e´volutif a` partir de l’instance U, s, smax. Nume´rotons les e´le´ments
de U : u1, u2, . . . uk. Nous allons construire un graphe e´volutif G de dynamicite´ 1, avec 3k + 2
sommets et 4k+ 1 areˆtes. Nous nommons les sommets de V x0, x1, . . . xk, a1, a2, . . . ak, b1, b2, . . . bk
et pour finir, y. Les areˆtes de E sont les areˆtes
– ∀i ∈ {1, 2, . . . k}, (xi−1, ai) de de´lai 1 et de couˆt 1,
– ∀i ∈ {1, 2, . . . k}, (xi−1, bi) de de´lai 1 et de couˆt 1,
– ∀i ∈ {1, 2, . . . k}, (ai, xi) de de´lai 1 et de couˆt 1 + s(ui),
– ∀i ∈ {1, 2, . . . k}, (bi, xi) de de´lai 1 + s(ui) et de couˆt 1,
– et enfin, l’areˆte (xn, y) de couˆt 1 et de de´lai 1.
Tous les sommets et areˆtes ont un intervalle de pre´sence e´gal a` [0,+∞[, excepte´ l’areˆte (xn, y) qui
est pre´sente seulement durant l’intervalle [0, smax + 2k + 1]. Le graphe construit est illustre´ par la














Fig. 5.6 – Graphe e´volutif construit par re´duction de proble`me sumset sum pour 3 variables.
Soit J un trajet de x0 vers y partant a` la date t = 0 et n’attendant dans aucun sommet. Pour
chaque entier i ∈ {1, 2, . . . k}, J passe soit par le sommet ai soit par le sommet bi. La date d’arrive´e
2Ce proble`me peut e´galement eˆtre vu comme une variation du proble`me du mincost quickest flow [56].
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s(ui) + 2k + 1
Le couˆt du trajet J est quant a` lui e´gal a`
∑
(ai,xi)∈J







De plus pour pouvoir utiliser l’areˆte (xk, y), le trajet est soumis a` la contrainte∑
(bi,xi)∈J
s(ui) ≤ smax.
Minimiser le couˆt d’un trajet J de x vers y c’est donc maximiser la somme S = ∑(bi,xi)∈J s(ui)
sous la contrainte S ≤ smax.
2
La difficulte´ du proble`me du trajet de couˆt minimum vient de la de´corre´lation entre la fonction de
couˆt (couˆt arbitraire sur les areˆtes) et de la contrainte temporelle (les dates d’e´mission sur un trajet
doivent rester cohe´rentes avec les temps de traverse´e des areˆtes). Lorsque l’on assouplit la contrainte
temporelle en fixant tous les de´lais a` ze´ro, le proble`me du trajet de couˆt minimum devient ’facile’ :
l’hypothe`se de discre´tisation est ve´rifie´e, et il suffit de calculer un plus court chemin sur le graphe
discre´tise´. Le graphe discre´tise´ s’obtient a` partir de la suite des sous-graphes SG = G1, G2, . . . Gk.
Il se construit comme suit :










(x,y)∈Ei((x, i), (y, i))
– Ediscret = Evertical
⋃
Ehorizontal
– Gdiscret = (Vdiscret, Ediscret)
L’ensemble d’areˆtes Evertical correspond a` la possibilite´ d’attendre dans les sommets. L’ensemble
d’areˆtes Ehorizontal correspond aux areˆtes des graphes Ei. A` chaque chemin de Gdiscret correspond
a` un trajet de G, et a` chaque trajet de G correspond un chemin de Gdiscret. Pour trouver un trajet
de couˆt minimum entre deux sommets x et y dans G, il suffit donc de trouver un chemin de couˆt
minimum entre (x, 0) et (y, k) dans le graphe classique Gdiscret.
5.6 Conclusion
De`s que le temps devient un facteur, des mesures de distances fort diffe´rentes peuvent eˆtre
pertinentes. Nous avons propose´ des algorithmes de plus court trajet suivant trois principales me-
sures : trajets minimisant la date d’arrive´e, trajets minimisant le temps de traverse´e du graphe,
et enfin trajets minimisant le nombre de liens emprunte´s. Ces trois mesures e´tudie´es ont un lien
direct avec la topologie ou avec la contrainte temporelle. Nous avons montre´ que pour une mesure
de couˆt arbitraire sur les areˆtes, et donc sans rapport avec les contraintes lie´es aux trajets, trouver
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6.1 Introduction
La recherche sur les re´seaux dynamiques a` d’abord e´te´ motive´e par l’e´tude de proble`mes prove-
nant du monde des transports. Ainsi, les proble`mes de trajets et de flots ont de´ja` e´te´ e´tudie´s sous
des mode`les et des me´thodes tre`s divers. Cependant, l’e´tude des re´seaux de te´le´communications, et
plus particulie`rement des re´seaux radio, a amene´ de nouveaux concepts et de nouveaux proble`mes,
et en particulier celui de la connexite´ qui fait l’objet de ce chapitre. En effet, dans le cadre de
l’e´tude d’un re´seau routier, il va sans dire que l’on suppose toujours l’existence d’une route entre
le point de de´part et le point d’arrive´e d’une livraison. Cependant, dans le cadre des re´seaux de
te´le´communications, il arrive fre´quemment que l’existence meˆme d’une liaison possible entre le
point de de´part et la destination d’un message soit un proble`me. Un proble`me de base des re´seaux
de te´le´communication est de de´terminer les ensembles de sommets capables de communiquer tous
entre eux : il s’agit en the´orie des graphes du proble`me des composantes connexes. Ce proble`me a
e´te´ montre´ NP-difficile par Bhadra et Ferreira [5]. Nous verrons dans ce chapitre une de´monstration
un peu diffe´rente de ce re´sultat, et nous l’e´tendons au cas ou` le graphe sous-jacent est une double
grille. Puis, nous re´solvons le cas particulier des graphes e´volutifs ou` le graphe sous-jacent (graphe
forme´ par toutes les connexions possibles) est un arbre.
Adjacence, trajets, circuits, relation de connexite´
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L’objet de ce chapitre est d’e´tudier la relation de connexite´ sur les graphes e´volutifs.
Dans un re´seau de te´le´communication, la question est de savoir si un message peut aller d’un
point x vers un point y. Cela se traduit par l’existence d’un trajet de x vers y. Aussi s’il existe un
trajet de x vers y, on dira que x est connecte´ a` y, que l’on note xRy. La relation R est appele´e
relation de connexite´ sur le graphe e´volutif G. Cette relation R que nous venons de de´finir sur les
sommets du graphe e´volutif comporte bien suˆr des similitudes avec la relation de connexite´ sur un
graphe classique, mais e´galement d’importantes disparite´s. Les contraintes de temps sur les trajets
impliquent que la relation de connexite´ n’est pas transitive1. Ceci est illustre´ par l’exemple 6.1. Il
faut bien noter que ce phe´nome`ne existe aussi lorsque les temps de traverse´e des arcs sont re´duits
a` ze´ro. Ceci a plusieurs conse´quences inte´ressantes. D’abord, le fait qu’il existe un trajet de x
x y z[2,3] [0,1]
11
Fig. 6.1 – Deux arcs de de´lai 1. L’arc xy est pre´sent durant l’intervalle [2, 3], l’arc yz durant
l’intervalle [0, 1].
vers y et un trajet de y vers x ne signifie pas qu’il existe un trajet aller-retour entre x et y. En
d’autres termes, le fait que l’on puisse envoyer un message de x vers y et un message de y vers x
“simultane´ment”, ne signifie pas qu’on puisse envoyer un message de x vers y, et une fois celui-ci
arrive´, envoyer un accuse´ de re´ception de y vers x. Ensuite, s’il existe un trajet circulaire2 de x vers
x passant par les points y et z, cela ne signifie pas qu’il existe un trajet circulaire de y vers y ou de









Fig. 6.2 – Trois arcs de de´lai 1. L’arc xy est pre´sent durant l’intervalle [0, 1], l’arc yz durant
l’intervalle [2, 3], et l’arc zx durant l’intervalle [4, 5].
1Une relation < est transitive si x < y et y < z implique que x < z. La relation de connexite´ dans les graphes
usuels est transitive. La relation de connexite´ dans les graphes e´volutifs n’est pas transitive.
2Trajet dont le sommet de de´part est le meˆme que celui de la destination.
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6.2 Formalisation des composantes connexes
Nous allons maintenant formaliser ce qu’est une composante connexe dans un graphe e´volutif.
Un graphe G est dit (fortement) 3 connexe si pour tout couple de sommets x et y de G, il existe
un chemin de x vers y. Nous adoptons une de´finition similaire pour les graphes e´volutifs :
De´finition 29 (fortement connexe) Un graphe e´volutif G est dit fortement connexe si pour
toute paire de sommets x, y ∈ V , il existe un trajet de x vers y.
Savoir si un graphe e´volutif est fortement connexe est relativement aise´ : il suffit de savoir s’il existe
un trajet entre toute paire de sommets. En utilisant l’Algorithme 6 cela prend O(N × (M log δ +
N logN)). Nous allons voir que de´finir les composantes connexes est moins aise´ : dans un graphe
classique, une composante (fortement) connexe peut se de´finir comme un ensemble maximal de
sommets tel que le sous-graphe induit par ces sommets est lui-meˆme (fortement) connexe [16]. Une
composante (fortement) connexe peut aussi se de´finir comme un ensemble maximal de sommets tel
qu’il existe un chemin entre toute paire de sommets de cet ensemble. Ces deux de´finitions diffe`rent
sur un point : dans la premie`re de´finition, les chemins doivent passer uniquement par des sommets
de la composante, alors que la deuxie`me de´finition autorise des chemins exte´rieurs a` la composante.
Cette distinction n’importe pas dans le cas des graphes classiques car les sommets d’un chemin
entre deux points d’une meˆme composante appartiennent ne´cessairement a` cette meˆme composante.
Cependant, cette distinction s’impose dans le cas des graphes e´volutifs. Nous de´finissons donc deux
types de composantes connexes :
De´finition 30 (composante connexe ferme´e) Soit S ⊂ V un sous-ensemble maximal de som-
mets du graphe e´volutif G tel que le graphe e´volutif engendre´ par S est fortement connexe. S est
appele´ composante connexe ferme´e de G.
De´finition 31 (composante connexe ouverte) Soit S ⊂ V un sous-ensemble maximal de som-
mets du graphe e´volutif G tel que pour tout couple (x, y) de sommets de S il existe un trajet de x
vers y. S est une composante connexe ouverte de G.
6.3 Difficulte´ combinatoire du calcul des composantes connexes
Nous venons de voir que la relation R n’est pas transitive. A partir de cette observation, nous
allons re´duire le proble`me Clique au proble`me de trouver une composante connexe dans un graphe
e´volutif.
The´ore`me 22 (composante connexe dans les graphes e´volutifs avec de´lai non nul) E´tant
donne´ un graphe e´volutif G, le proble`me consistant a` trouver une composante connexe ouverte ou
ferme´e de taille k de G est NP-difficile.
Preuve
Soit G(V,E) un graphe oriente´. Nous allons construire un graphe e´volutif G dont le graphe sous-
3Connexe dans le cas non oriente´, fortement connexe dans le cas oriente´.
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jacent est G et tel que la relation de connexite´ sur G correspond a` la relation d’adjacence sur G.
Nous de´finissons :
– pour tout x ∈ V , x est pre´sent durant l’intervalle [0, 1],
– pour tout e ∈ E, e est pre´sent durant l’intervalle [0, 1],
– pour tout e ∈ E, le de´lai de e est e´gal a` 1.
La condition de de´lai sur les arcs de G implique qu’il n’y a pas de trajets contenant deux arcs ou
plus dans G. Aussi, il existe un trajet entre deux sommets x et y de V si et seulement si (x, y) ∈ E.
De plus, toutes les composantes connexes ouvertes de G sont e´galement ferme´es. On en conclut
donc que toutes les cliques maximales de G sont des composantes connexes de G, et que toutes
les composantes connexes de G sont des cliques maximales de G. Le proble`me des composantes
connexes est donc NP -difficile. 2
Il faut bien noter que le de´lai n’est pas le seul facteur contrariant la transitivite´ de R. Nous allons
montrer que le proble`me de trouver une composante connexe de taille k est e´galement NP -difficile
dans le cas ou` tous les de´lais sont nuls. Nous distinguons ici les composantes connexes ouvertes et
ferme´es.
The´ore`me 23 (composante connexes ouvertes) Le proble`me consistant a` trouver une compo-
sante connexe ouverte de taille k dans un graphe e´volutif est NP -complet, meˆme lorsque les de´lais
des arcs de G sont tous nuls.
Preuve
Soit Gclique = (Vclique, Eclique) un graphe oriente´. Nous construisons un graphe e´volutif G a` partir
de Gclique comme suit :
– soit V l’ensemble de sommets de´fini par V = Vclique
⋃
Eclique
– soit E l’ensemble d’arcs tel que xy ∈ E si et seulement si
– y est un arc de Eclique reliant x a` un autre sommet, ou si
– x est un arc de Eclique reliant un sommet a` y.
– tous les sommets de V sont pre´sents durant l’intervalle [0, 3]
– les arcs de (x, y) de E sont pre´sents durant
– [0, 1] si x est un sommet de Vclique,
– [2, 3] si y est un sommet de Vclique.
Les sommets du graphe e´volutif G ainsi de´fini se de´composent clairement en deux cate´gories, ceux
appartenant a` Vclique et ceux appartenant a` Eclique. Il faut noter qu’un sommet de G appartenant
a` Eclique n’est en relation qu’avec deux sommets de G qui sont ses extre´mite´s dans Gclique ; il
ne peut faire partie que d’une composante connexe re´duite a` lui-meˆme. Aussi, une composante
connexe ouverte de G de taille au moins 2 correspond a` une clique sur Gclique. On en conclut
donc que toutes les cliques maximales de G sont des composantes connexes de G, et que toutes les
composantes connexes de G de taille supe´rieure a` 2 sont des cliques maximales de G. Le proble`me
des composantes connexes est donc NP -difficile. 2
The´ore`me 24 (composante connexes ferme´es) Le proble`me consistant a` trouver une compo-
sante connexe ferme´e de taille k dans un graphe e´volutif est NP -complet, meˆme lorsque les de´lais
des arcs de G sont tous nuls.
Preuve
Soit Gclique = (Vclique, Eclique) un graphe oriente´. Nous construisons un graphe e´volutif G a` partir
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de Gclique comme suit (voir Figure 6.3) :
– soit V l’ensemble de sommets de´fini par V = Vclique
⋃
Eclique
– soit E l’ensemble d’arcs tel que xy ∈ E si et seulement si
– y est un arc de Eclique reliant x a` un autre sommet, ou si
– x est un arc de Eclique reliant un sommet a` y, ou si
– x et y sont des arcs de Eclique.
– tous les sommets de V sont pre´sents durant l’intervalle [0, 7]
– les arcs de (x, y) de E sont pre´sents durant
– [2, 3] si x est un sommet de Vclique,
– [4, 5] si y est un sommet de Vclique,
– [0, 1] et [6, 7] si x et y sont des arcs de Eclique.
Les sommets de G appartenant e´galement a` Eclique sont tous relie´s entre eux durant les intervalles
[0, 1] et [6, 7]. Comme par ailleurs tous les sommets de G appartenant e´galement a` Vclique sont relie´s
a` un sommet repre´sentant un arc de Eclique durant les intervalles [2, 3] et [4, 5], on en conclut que
les sommets de Eclique sont en relation avec tous les sommets de G : pour tout x ∈ Eclique, pour
tout y ∈ V , xRy et yRx. Une composantes connexe ferme´e de G correspond donc a` l’union d’une
clique maximale sur Gclique et de l’ensemble Eclique. L’union d’une clique maximale de Gclique et de
l’ensemble Eclique correspond a` une composante connexe ferme´e de G. Le proble`me des composantes
connexes est donc NP-complet meˆme lorsque les de´lais des arcs de G sont tous nuls. 2
Notez que la difficulte´ du proble`me des composantes connexes est pre´sente meˆme lorsque la
dynamicite´ du graphe e´volutif est tre`s faible. Les re´ductions que nous avons pre´sente´es ne com-
portent que 4 sous-graphes distincts. Nous allons voir a` pre´sent que la difficulte´ du proble`me subsiste
e´galement lorsque la topologie du graphe sous-jacent est tre`s contrainte : nous allons e´tudier une
classe de graphe sous-jacent particulie`re : la double grille.
De´finition 32 (double grille (n,m)) Soit V l’ensemble des paires (2i, 2j), telles que 1 ≤ i ≤ n
et 1 ≤ j ≤ m. Deux sommets distincts (i, j), (i′, j′) ∈ V sont relie´s par une areˆte de E si |i− i′| ≤ 2
et |j − j′| ≤ 2. Le graphe G = (V,E) est appele´ une double grille (n,m).
Nous pouvons voir un exemple de double grille (5, 5) illustre´ a` la Figure 6.4. Cette classe de graphe
est un cas particuliers des unit disc graphs, utilise´s pour mode´liser des re´seaux de stations radio. Un
unit disc graph s’obtient en distribuant des noeuds sur un plan euclidien, chaque noeud repre´sentant
une station radio. Deux stations peuvent communiquer si leur distance est infe´rieure a` la porte´e
du signal radio, suppose´ uniforme. La Figure 6.5 repre´sente le rayon d’e´mission d’une seule station
et les communications possibles depuis cette station, lorsque l’ensemble des stations est re´parti de
fac¸on re´gulie`re.
The´ore`me 25 (composante connexes ferme´es) Le proble`me consistant a` trouver une compo-
sante connexe ferme´e de taille k dans un graphe e´volutif est NP -complet, meˆme lorsque les de´lais
des arcs de G sont tous nuls et que le graphe sous-jacent est une double grille.
Preuve
Soit Gclique = (Vclique, Eclique) un graphe oriente´. Nous construisons un graphe e´volutif G a` partir
de Gclique comme suit (voir Figure 6.6) :
– soit n = |Vclique|+ (2 ∗ |Eclique| − |Eclique|)































Configuration sur l’intervalle I = [4, 5] Configuration sur l’intervalle I = [6, 7]
Fig. 6.3 – Graphe e´volutif repre´sentant le graphe complet a` 3 sommets {A,B,C}, construit suivant
la preuve du The´ore`me 24.
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Fig. 6.4 – Double grille (5, 5).
Fig. 6.5 – Les sommets situe´s a` l’inte´rieur du rayon d’e´mission sont connecte´s a` l’e´metteur.
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– tous les sommets de V sont pre´sents durant l’intervalle [0, 11] Ils peuvent cependant eˆtre actifs
ou inactifs. Les areˆtes de G seront pre´sentes lorsque leurs deux extre´mite´s sont des sommets
actifs.
Les sommets de Vclique nomme´s 1, 2, . . . sont repre´sente´s par les ensembles de sommets V1, V2, . . .
de V :
– k0 = 0, l0 = 0.
– ki = ki−1 + 2δ+(i) (δ+(i) est le degre´ sortant du sommet i de Vclique.
– li = li−1 + 2δ−(i) (δ−(i) est le degre´ entrant du sommet i de Vclique.
– Vi = {(n−ki, 0), (n−ki+1, 0) . . . (n−ki−1−2, 0)}
⋃{(0, n−li), (0, n−li+1) . . . (0, n−li−1−2)}.
Chaque arc (A,B) de Eclique est repre´sente´ par une colonne CAB et une ligne LAB de la double
grille. Une extre´mite´ de la colonne fait partie de l’ensemble VA, et une extre´mite´ de la ligne fait
partie de l’ensemble VB.
– on suppose que A est le i-ie`me sommet, que B le j-e`me sommet, que B est le j′-ie`me voisin
sortant de A et que A est le i′-ie`me voisin entrant de B.
– xAB = ki−1 − 2j′, yAB = lj−1 − 2i′) et vAB = (xAB, yAB + 1)
– CAB = {(ki−1 − 2j′, 2y)|2yAB ≤ 2x ≤ 2n}.
– LAB = {(2x, lj−1 − 2i′)|2xAB ≤ 2x ≤ 2n}.
– xAA = ki−1 − 3, yAA = li−1 − 3
– CA = {(ki−1 − 3, 2x)|2yAA ≤ 2y ≤ 2n}.
– LA = {(x, li−1 − 3, 2x)|2xAA ≤ 2x ≤ 2n}.
Les sommets de la double grille sont active´s de la manie`re suivante :
– durant l’intervalle [0, 1], tous les sommets de V sont active´s, excepte´ ceux appartenant a`
∪A∈VcliqueVA.





– durant l’intervalle [4, 5] sont active´s les sommets de ∪AB∈EcliqueCAB.
– durant l’intervalle [6, 7] sont active´s les sommets de (∪AB∈EcliqueLAB)
⋃
(∪AB∈Eclique{vAB}).





– durant l’intervalle [10, 11], tous les sommets de V sont active´s, excepte´ ceux appartenant a`
∪A∈VcliqueVA.
Les sommets de G n’appartenant a` aucun des VA sont tous relie´s entre eux durant les intervalles
[0, 1] et [10, 11]. Les sommets de VA sont relie´s entre eux (de fac¸on se´pare´e pour chaque A ∈ Vclique)
aux intervalles [2, 3] et [8, 9]. Les intervalles [4, 5] et [6, 7] simulent les connexions de Gclique. Une
composantes connexe ferme´e de G correspond une clique maximale de Gclique et inversement. Le
proble`me des composantes connexes est donc NP-complet meˆme lorsque le graphe sous-jacent de
G est une double grille. 2
6.4 Calcul des composantes connexes sur les arbres
Nous allons a` pre´sent e´tudier le cas particulier des graphes e´volutifs G dont le graphe sous-jacent
est un arbre. Nous allons d’abord e´tudier le cas ou` le graphe sous-jacent est une chaˆıne, puis le cas
ou` le graphe sous-jacent est une e´toile, et enfin le cas plus ge´ne´ral des arbres.
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Fig. 6.6 – Graphe e´volutif sur une double grille (12, 12) repre´sentant le graphe complet a` 3 sommets
{A,B,C}. Seul le premier quartier (8, 8) de la double grille est repre´sente´. La figure repre´sente son
e´volution sur les intervalles [0, 1], [2, 3], [4, 5], [6, 7], [8, 9] et [10.11].
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6.4.1 Cas particulier de la chaˆıne
Lorsque le graphe sous-jacent de G est une chaˆıne G, le calcul des composantes connexes est
assez simple. En effet, a` partir d’une extre´mite´ de la chaˆıne x, on peut conside´rer un arbre des
trajets au plus toˆt depuis x : il s’agit d’une sous-chaˆıne de G contenant x. De fac¸on similaire,
l’ensemble des sommets pour lesquels il existe un trajet vers x est une sous-chaˆıne de G. On peut
donc calculer facilement la plus grande composante contenant x (voir Figure 6.7). Pour calculer
X
Fig. 6.7 – Composante connexe contenant l’extre´mite´ x d’une chaˆıne. Les fle`ches repre´sentent les
trajets les plus longs possibles partant et arrivant a` x.
une plus grande composante connexe, il suffit de calculer la plus grande composante contenant une
extre´mite´ de la chaˆıne, puis de recommencer a` partir du sommet suivant, et ainsi de suite.
Algorithme 10 (Composante connexe maximale dans la chaˆıne)
Complexite´: O(N2 logN)
Entre´e: un graphe e´volutif G dont le graphe sous-jacent G est une chaˆıne
Sortie: une plus grande composante connexe C de G
Variables:
– une relation pe`re, fils sur les sommets de la chaˆıne
– pour tout x ∈ V un ensemble maxCC(x) qui contiendra la plus grande composante connexe ferme´e
dans les descendants de x
– pour tout sommet x ∈ V , un ensemble S(x) de composantes connexes ferme´es T annote´es (n(T ), Ead(T ), Ldd(T )),
ou` T est une composante connexe ferme´e, n(T ) est le cardinal de T , Ead(T ) son arrive´e au plus toˆt
sur x, et Ldd(T ) est sa dernie`re date de de´part possible depuis x.
De´but
1. de´finir la relation pe`re, fils sur toute la chaˆıne
2. trouver le de´but y de la chaˆıne (y n’a pas de fils)
3. soit T = {y}, n(T ) = 1, EadT = −∞ et LddT = +∞. S(y) = {T}
4. tant que y a un pe`re, faire
(a) soit x le pe`re de y
(b) soit T = {x}, n(T ) = 1, Ead(T ) = −∞ et Ldd(T ) = +∞. S(y)← {T}
(c) pour tout T dans S(x) faire
i. soit T ′ ← T ⋃{x}
ii. n(T ′)← n(T ) + 1
iii. Ead(T ′)← Q((y, x), Ead(T ))
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iv. Ldd(T ′)← Q−1((x, y).Ldd(T ))
v. si Ead(T ′) 6= +∞ et Ldd(T ′) 6= −∞ alors S(x)← S(x)⋃T ′
(d) calculer maxCC(x) parmi S(x) et maxCC(y)
(e) y ← x
5. Re´sultat : maxCC(y)
Fin
6.4.2 Cas particulier de l’e´toile
Nous e´tudions ici le cas ou` le graphe sous-jacent G est une e´toile, de sommet central s. Dans ce
cas, les composantes connexes maximales de plus de deux sommets contiennent ne´cessairement s.
Chaque feuille x de l’e´toile est relie´e par une seule areˆte au sommet s. Pour simplifier la suite, nous
ne conside´rons que les feuilles x de l’e´toile telles que xRs et sRx. Nous notons dx et ax deux dates
calcule´es de telle manie`re que : un trajet de x vers s arrive au plus toˆt en s a` la date ax, et un trajet
de s vers x peut partir au plus tard de s a` la date dx. Avec ces notations, pour toute feuilles x et y
nous avons xRy ⇔ ax ≤ dy. Ceci implique que pour toute composante connexe C, il existe au plus
une feuille z dans la composante telle que dz < az. En effet, les autres feuilles x de la composante
doivent ve´rifier ax ≤ dz et dx ≥ az, d’ou` ax ≤ dx. Si on excepte les feuilles z telles que dz < az,
deux feuilles x et y ve´rifient xRy et yRx si et seulement si [ax, dx] ∩ [ay, dy] 6= ∅. Maximiser la
taille d’une composante connexe ne contenant s et ne contenant pas de feuilles z telles que dz < az





Sdelai 1 delai 2
[2,4][0,1] et  [4,5]
delai 1 [1,4]
delai 3 [1,4] et [5,8]











(a) Graphe e´volutif. (b) Intervalles de temps.
Fig. 6.8 – (a) Graphe e´volutif a` 5 sommets dont le graphe sous-jacent est une e´toile. (b) Intervalles
de temps durant lesquels le sommet s peut envoyer et recevoir des messages depuis et vers les
feuilles A, B, C, et D. Les deux composantes connexes maximales sont {S,A,C} et {S,B,C}.
Algorithme 11 (Composante connexe maximale dans l’e´toile)
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Complexite´: O(N × (log(N) + log(δ)))
Entre´e: un graphe e´volutif G dont le graphe sous-jacent est une e´toile
Sortie: une plus grande composante connexe C de G
Variables:
– constantes apre`s l’initialisation
– le centre de l’e´toile s ∈ V
– trois ensembles de sommets Feuilles, Inverse, Ignore ⊂ V
– deux dates ax, dx ∈ T pour chaque sommet x 6= s
– une suite S d’e´ve`nements (t,sens, x) avec t ∈ T, sens∈ {arrive´e,de´part} et x ∈ V
– une date t ∈ T
– un sommet x ∈ V
– sens ∈ {arrive´e,de´part}
– un compteur c ∈ N
– un ensemble de sommets Z ⊂ V
– variables relatives a` la composante connexe la plus grande
– une date tmax ∈ T
– un entier cmax ∈ N
– un ensemble de sommets Zmax ⊂ V
De´but
1. initialisation :
(a) trouver le centre de l’e´toile s
(b) F ← ∅, Z ← ∅, S ← ∅
(c) pour chaque sommet x 6= s,
i. calculer la premie`re date d’arrive´e possible ax en s
ii. calculer la dernie`re date de de´part possible dx depuis s
iii. si ax = +∞ ou dx = −∞, alors Ignore← Ignore
⋃{x}
iv. sinon, si ax ≤ dx alors Feuilles← Feuilles
⋃{x}
v. sinon, Inverse← Inverse⋃{x}
vi. si x /∈ Ignore, alors S ← S : (ax,arrive´e, x) et S ← S : (dx,de´part, x)
(d) trier la suite S par ordre croissant suivant la relation :
– t < t′ ⇒ (t,sens, x) < (t′,sens′, x′)
– a` date e´gale, (t,arrive´e, x) < (t,de´part, y)
(e) c← 1, cmax ← 1
2. pour (t,sens, x) du de´but a` la fin de S, faire
(a) si x ∈ Feuille et sens=de´part alors
i. Z ← ∅
ii. c← c− 1
(b) si x ∈ Feuille et sens=arrive´e alors
i. Z ← ∅
ii. c← c+ 1
iii. si c > cmax alors cmax ← c, tmax ← T et Zmax ← ∅
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(c) si x ∈ Inverse et sens=de´part alors Z ← Z⋃{x}
(d) si x ∈ Inverse et sens=arrive´e et x ∈ Z alors
i. c← c+ 1
ii. si c > cmax alors cmax ← c, tmax← t et Zmax ← {x}
iii. c← c− 1
3. C ← {s}
4. pour tout x ∈ Feuille faire
(a) si ax ≤ tmax et dx ≥ tmax alors C ← C
⋃{x}
5. C ← C⋃Zmax
Fin
L’Algorithme 11 que nous proposons calcule les intervalles correspondant aux feuilles de l’e´toile,
puis calcule la plus grande intersection des intervalles en un seul balayage de l’ensemble T. Sa
complexite´ est O(N × (log(N) + log(δ))).
6.4.3 Composantes connexes lorsque le graphe sous-jacent est un arbre.
Lorsque le graphe sous-jacent G est un arbre, les trajets e´le´mentaires entre deux sommets x et
y empruntent l’unique chemin e´le´mentaire de x vers y dans l’arbre. Ceci a pour conse´quence que
les composantes connexes maximales de G sont ferme´es.
Proposition 16 Soit O une composante connexe ouverte de G. Le plus petit sous-arbre T de G
contenant O est une composante connexe ferme´e.
Preuve
Remarquons que les feuilles du sous-arbre T sont des sommets de O. Soit x et y deux sommets
quelconques de T . Il existe deux feuilles a et b de T et un chemin e´le´mentaire de a vers b passant par
x puis y. Comme a et b sont dans O, il existe un trajet de a vers b dans G, passant ne´cessairement
par x puis y. Ainsi, aRb implique aRx, xRy et yRb. De meˆme, bRa implique bRy, yRx et xRa.
Nous savons donc que pour toute paire de sommets x,y de T les relations xRy et yRx. T forme par
conse´quent une composante connexe ferme´e de G (voir Figure 6.9). 2
Algorithme 12 (Composante connexe maximale dans l’arbre)
Complexite´: O(N3 logNlogδ)
Entre´e: un graphe e´volutif G dont le graphe sous-jacent G est un arbre
Sortie: la composante connexe ferme´e maximale maxCC de G
Variables:
– une relation pe`re, fils sur les sommets de la chaˆıne
– pour tout sommet x, deux ensembles AD et DD de dates de T





Graphe sous-jacent, 3 sommets dans O. Arbre induit par O, xRy.
Fig. 6.9 – Graphe e´volutif dont le graphe sous-jacent est un arbre. Les 3 sommets entoure´s font
partie d’une meˆme composante connexe ouverte O. Le sous-arbre induit par ces 3 sommets forme
une composante connexe ferme´e.
De´but
1. pour tout x ∈ V , initialiser
(a) AD(x)← {−∞}
(b) DD(x)← {+∞}
(c) M [−∞,+∞](x)← {x}
2. choisir un sommet quelconque comme racine de l’arbre
3. infe´rer la relation pe`re, fils
4. exe´cuter l’Algorithme 13 sur la racine de l’arbre
5. maxCC = maxx∈V,ad∈AD(x),dd∈DD(x)M [ad, dd](x)
Fin
Algorithme 13 (calcul re´cursif sur les noeuds de l’arbre)
Complexite´: O(N2(log N + log δ)× nb(x)) ou` nb(x) est le nombre de fils de x
Entre´e: un sommet x de l’arbre
Sortie: mise a` jour des ensembles AD(x), DD(x), et de la matrice M(x)
Variables:
– deux sommets y, z
– quatre dates ad, ad′, dd, dd′ ∈ T
– deux composantes connexes ferme´es T et Tmax
De´but
1. exe´cuter l’Algorithme 13 pour tout les fils y de x
2. si x n’a pas de fils, terminer.
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3. pour tout fils y de x faire
(a) pour chaque date ad dans AD(y) faire
i. ad′ ← Q((y, x), ad(T ))
ii. AD(x)← AD(x)⋃{ad′}
(b) retirer +∞ de AD(x)
(c) pour chaque dd dans DD(y) faire
i. dd′ ← Q−1((x, y), dd(T ))
ii. DD(x)← DD(x)⋃{dd′}
(d) retirer −∞ de DD(x).
4. pour tout ad ∈ AD(x) et dd ∈ DD(x) tels que ad ≤ dd faire
(a) T ← {x}
(b) pour tout fils y de x faire
i. soit ad′ = Q−1((y, x), ad) et dd′ = Q((x, y), dd).
ii. si ad′ 6= −∞ et dd 6= +∞ alors
A. soit ady la plus grande date de AD(y) telle que ady ≤ ad.
B. soit ddy la plus petite date de DD(y) telle que ddy ≥ dd.
C. T ← T ⋃M [ady, ddy](y).
(c) M [ad, dd](x)← T .
5. pour tout ad ∈ AD(x) et dd ∈ DD(x) tels que ad > dd faire
(a) soit adx la plus grande date de AD(x) telle que adx ≤ dd.
(b) soit ddx la plus petite date de DD(x) telle que ddx ≥ ad.
(c) Tmax ←M [adx, ddx](x).
(d) pour tout fils y de x, faire
i. soit ad′ = Q−1((y, x), ad) et dd′ = Q((x, y), dd)
ii. si ad′ 6= −∞ et dd′ 6= +∞, alors
A. soit ady la plus grande date de AD(y) telle que ady ≤ ad′
B. soit ddy la plus petite date de DD(y) telle que ddy ≥ dd′
C. T ←M [adx, ddx](x)
⋃
[ady, ddy](y)
D. Tmax ← max{T, Tmax}.
(e) M [ad, dd](x)← Tmax.
Fin
L’algorithme 13 calcule les ensembles AD(x) (Dates d’arrive´e importantes) et DD(x) (Dates
de de´part importantes) pour pouvoir discre´tiser l’ensemble T. Si on prend uniquement on compte
les trajets qui arrivent au sommet x apre`s une certaine date ta ∈ T alors la proposition suivante
(Proposition 17) montre que l’on peut choisir la date ta dans AD(x), sans perte de ge´ne´ralite´. Les
ensembles AD(x) et DD(x) sont suffisamment petits pour eˆtre facilement calcule´s : ils ont la meˆme
taille que le sous-arbre enracine´ en x. E´tant donne´ un sommet x, une date de de´part td ∈ T et une
date d’arrive´e ta ∈ T, on appelle S(x, ta, td) l’ensemble des sommets y du sous-arbre enracine´ en x
tel qu’il existe un trajet de x vers y partant a` la date t ≥ td et tel qu’il existe un trajet de y vers x
arrivant a` la date t′ ≤ ta.
Proposition 17 (sur les ensembles AD et DD) Soit x un sommet de V , ta et td deux dates
de T. Soit ad la plus grande date de AD(x) telle que ad ≤ ta et dd la plus petite date de DD(x)
telle que dd ≥ td. Alors S(x, ta, td) = S(x, ad, dd).
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Preuve
Si il existe un trajet de x vers y partant a` la date t ≥ dd, alors t ≥ td. De meˆme, si t′ ≤ ad
alors t′ ≤ ta.Aussi, on a S(x, ad, dd) ⊂ S(x, ta, td). Nous allons prouver l’ine´galite´ oppose´e par
re´currence. Si x est une feuille, alors AD(x) = {+∞} et DD(x) = {−∞} et sont calcule´s a` l’e´tape
1 de l’Algorithme 12. Pour tout (ta, td), S(x, ta, td) = {x} = S(x, ad, dd). Si x a des fils, alors AD(x)
et DD(x) sont calcule´s a` l’e´tape 3 de l’Algorithme 13. De plus, pour tout ta, td, nous savons que
S(x, ta, td) = {x}
⋃
y fils de x
S(y,Q−1((y, x), ta), Q((x, y), td))
D’apre`s l’e´tape 3 de l’Algorithme 13 et si on suppose que la proposition est ve´rifie´e pour tout fils
y de x, S(y,Q−1((y, x), ta), Q((x, y), td)) = S(y,Q−1((y, x), ad), ((x, y), dd)). Aussi, S(x, ta, td) =
S(x, ad, dd). 2
Les matricesM(x) calcule´es par notre algorithme contiennent des composantes connexes ferme´es.
Les deux propositions suivantes montreront que M [ad, dd](x) contiennent une plus grande compo-
sante connexe
– contenant x,
– faisant partie du sous-arbre enracine´ en x,
– telle que pour tout sommet y ∈ M [ad, dd](x) il existe un trajet de x vers y partant apre`s la
date dd et un trajet de y vers x arrivant avant la date ad.
Le cas plus facile ou` ad ≤ dd est traite´ en premier.
Proposition 18 (sur ad ≤ dd) Soit x un sommet, ad une date de AD(x) et dd une date de
DD(x). Si ad ≤ dd, alors S(x, ad, dd) est une composante connexe ferme´e et S(x, ad, dd) =
M [ad, dd](x).
Preuve
Soient y et z deux sommets de S(x, ad, dd). Il existe un trajet de y vers x arrivant a` la date t′ ≤ ad
et un trajet de x vers z partant a` la date t ≤ dd. Comme t ≤ t′, il existe un trajet de y vers z. De
meˆme, il existe un trajet se x vers y. Ceci prouve que S(x, ad, dd) est bien une composante connexe
ferme´e. Nous allons prouver par re´currence que S(x, ad, dd) = M [ad, dd](x). Si x est une feuille,
alors S(x,∞,+∞) = {x} = M [−∞,+∞](x) (calcule´ a` l’e´tape 1 de l’Algorithme 12). Si x a des
fils, alors
S(x, ad, dd) = {x}
⋃
y fils de x
S(y,Q−1((y, x), ad), Q((x, y), dd))
M [ad, dd](x) est calcule´ de cette fac¸on a` l’e´tape 4 de l’Algorithme 13. 2
Proposition 19 (sur M(x)) Soit x un sommet du graphe e´volutif, ad une date de AD(x) et
dd une date de DD(x). Alors, M(x) contient une plus grande composante connexe incluse dans
S(x,−∞,+∞).
Preuve
Soit T la plus grande composante connexe incluse dans S(x,−∞,+∞). Soit T1, T2, . . . les sous-
arbres maximum de T − {x}. D’apre`s la Proposition 16 chaque sous-arbre Ti est une composante
connexe ferme´e de G. On appelle Eadi = maxy∈Ti{Ead(y, x)} et Lddi = miny∈Ti{Ldd(x, y)}.
D’apre`s la Proposition 17, pour tout i, Eadi ∈ AD(x) et lddi ∈ DD(x). Comme tous les trajets
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d’un sommet de Ti vers un sommet de Tj (j 6= i) passent par x, on a pour tout i 6= j, Eadi ≤ Lddj .
On en de´duit qu’il existe au plus un entier i tel que Eadi > Lddi.
(a) Si un tel entier existe, pour tout j 6= i on a Eadj ≤ Lddj et [Lddi, Eadi] ⊂ [Eadj , Lddj ]. T
est l’union des composantes connexesM [Lddi, Eadi](x) et Ti avec Ti =M [Q((y, x), Eadi), Q−1((x, y), Lddi).
T est calcule´ ainsi a` l’e´tape 5 de l’Algorithme 13.
(b) Sinon, on a pour tout i Eadi ≤ Lddi et
⋂
i[Eadi, Lddi] 6= ∅. La Proposition 18 affirme que
la plus grande composante connexe T appartient bien a` M [ad, dd](x) pour un certain couple
(ad, dd) = (Eadi, Lddi).
2
The´ore`me 26 L’Algorithme 12 calcule une composante connexe maximale de G.
Preuve
Comme le graphe sous-jacent G est un arbre, une composante connexe maximale est un sous-arbre
T . Soit x le noeud de T le plus proche de la racine de G : T appartient a` S(x,−∞,+∞). D’apre`s
la Proposition 19, M(x) contient une composante connexe de meˆme taille que T . L’algorithme 12
calcule bien une plus grande composante connexe. 2
The´ore`me 27 l’Algorithme 12 se termine en O(N3 × (logN + log δ)) pas de calcul.
Preuve
E´tablir la relation pe`re et fils se fait en O(N logN) e´tapes. L’Algorithme 13 est appele´ re´cursivement
sur tous les sommets de G, de la racine vers les feuilles de G. On peut voir que les ensembles AD(x)
et DD(x) ont la meˆme cardinalite´ que le sous-arbre de G enracine´ en x. Calculer tous ces ensembles
couˆte O(N2 × log δ) pas de calcul. Ensuite, pour chaque sommet x, on peut voir que la matrice
M(x) est de taille (N × N). Son calcul prend O(N2 × nb(x) × (logN + log δ)), ou` nb(x) est le
nombre de fils de x. Le couˆt total du calcul des matrices est O(N3 × (logN + log δ)) pas de calcul.
Trouver la composante connexe maximum parmi ces matrices ne prend que O(N3) pas de calcul.
2
6.5 Conclusion
Nous avons montre´ que la relation de connexite´ est suffisamment arbitraire dans les graphes
e´volutifs pour que calculer une composante connexe maximale revienne a` re´soudre le proble`me
clique re´pute´ NP-difficile, meˆme lorsque la dynamicite´ du graphe est fixe´e a` 11 et que le graphe
sous-jacent est une double grille. D’autre part, lorsque la topologie d’un graphe e´volutif est encore
plus contrainte, comme dans le cas ou` l’ensemble des liens possibles forme un arbre, le proble`me de-
vient tractable. La question que nous nous posons est de savoir quelle est l’influence des contraintes
topologiques sur la relation de connexite´. Nous nous demandons quelle est la classe de complexite´
du proble`me des composantes connexes maximales dans le cas ou` la largeur arborescente du graphe
support est petite, et dans le cas ou` le graphe support est planaire.
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Chapitre 7
Flots dans les graphes e´volutifs
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7.1 Introduction
Les proble`mes de flot sur les graphes statiques ont e´te´ et sont toujours un sujet d’e´tudes depuis
de longues anne´es et repre´sentent un domaine de l’optimisation combinatoire ou` les re´sultats positifs
sont nombreux. Comme on peut s’y attendre, les proble`mes de flots dynamiques sont significati-
vement plus durs a` traiter. Premie`rement, toute une se´rie de proble`mes d’optimisation possibles
n’ont pas de sens dans les re´seaux statiques. Par exemple, on peut vouloir minimiser le temps
ne´cessaire pour envoyer une certaine quantite´ de flot entre deux noeuds du re´seau. Deuxie`mement,
les proble`mes dynamiques sont en eux-meˆmes plus difficiles a` re´soudre que les proble`mes statiques.
Plusieurs d’entre eux sont NP-difficiles. Les diffe´rences qu’ils pre´sentent avec les proble`mes sta-
tiques classiques ont rendu ne´cessaire l’e´laboration de nouvelles techniques, bien que de nombreuses
me´thodes de re´solution transforment in fine les proble`mes dynamiques en proble`mes statiques.
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Dans ce chapitre, nous allons tout d’abord pre´senter la mode´lisation ge´ne´rale des flots dyna-
miques et leur mode´lisation dans le cadre des graphes e´volutifs, suivi d’une re´capitulation des prin-
cipaux proble`mes de flots dynamiques. Nous aborderons ensuite la notion de graphe espace-temps
introduite par Ford et Fulkerson [34, 35]. Enfin nous e´tudierons le proble`me du flot maximum dans
le cadre du mode`le des graphes e´volutifs. Il s’agit d’un proble`me qui n’a jamais e´te´ re´solu lorsque
des changements de topologie arbitraire interviennent sur un re´seau. Ce proble`me est NP-difficile
lorsque le re´seau a une capacite´ de stockage faible sur les nœuds. Nous ge´ne´raliserons un re´sultat
de Ogier [77] en proposant une re´solution polynomiale du proble`me lorsque l’ensemble des dates
remarquables1 est borne´.
7.2 Mode´lisation du flot dans un contexte dynamique
D’un point de vue terminologique, certains auteurs (par exemple Fleischer [29]) avancent avec
raison que le terme ’dynamique’ (’dynamic’) devrait eˆtre uniquement utilise´ lorsque les parame`tres
du re´seau changent effectivement au cours du temps. Tre`s souvent, dans un proble`me de flot dyna-
mique, c’est la solution qui de´pend du temps, alors que les parame`tres du re´seau sont constants.
Dans ce cas, on pre´fe´rera utiliser le terme de ’flot au cours du temps’ (flow over time) ou bien ’flot
de´pendant du temps’ (time-dependent flow). En revanche, il est toujours accepte´ qu’un proble`me
est appele´ dynamique si un ou plusieurs des parame`tres du re´seau est une fonction du temps (ce
point de vue est de´fendu dans [85]). Cette notion recouvre tous les autres proble`mes, depuis ceux
ou` les parame`tres changent constamment jusqu’a` ceux ou un seul ’accident’ peut intervenir.
Dans un flot statique, le flot entrant sur un arc est identique au flot qui traverse l’arc, car tout
ce qui entre dans l’arc en sort imme´diatement. Ce n’est plus le cas lorsque le flot est dynamique et
qu’il passe du temps a` traverser un arc. Une unite´ de flot entre´e pre´ce´demment sur un arc peut donc
tre`s bien eˆtre encore en train de parcourir cet arc. Il y a donc une diffe´rence entre la charge d’un
arc, c’est a` dire la quantite´ de flot pre´sente sur cet arc, et la quantite´ de flot entrant sur cet arc.
C’est en ge´ne´ral cette dernie`re quantite´ qui est au centre de notre inte´reˆt. La charge et la quantite´
entrante sont toutes deux des fonctions du temps. Soit Fa : T→ R+ et fa : T→ R+ la charge et la
quantite´ de flot entrant sur un arc et soit ζ(a) le temps de traverse´e de cet arc. Ces deux fonctions
sont bien suˆr relie´s, car la charge est l’inte´grale du flot entrant, et le flot entrant la de´rive´e de la








Il s’agit bien suˆr d’une convention de savoir si l’unite´ flot entrant dans l’arc a a` t− ζa est de´ja`
arrive´ au temps t, ou s’il est sur le point d’arriver. Dans le cas discret, on conside`re que l’unite´ est
de´ja` arrive´e. Dans le cas continu, l’unite´ dFa de flot conside´re´e est infiniment petite ce qui fait que
les deux conventions possibles sont strictement e´quivalentes. Pour illustrer ceci, une route a` sens
unique ayant 3 voies, et ayant un temps de traverse´e e´quivalent a` 4 fois le temps d’entre´e d’une
voiture (ce qui fait autour de 8 et 2 secondes, respectivement), pourra contenir jusqu’a` 12 voitures
en transit dans des conditions normales.
1De´finition 33 page 132.
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Une des plus importantes mesures d’un re´seau de flot dynamique est le de´bit (throughput), c’est
a` dire la quantite´ de flot qui peut eˆtre envoye´ de la source vers le puits durant le temps imparti.
Voici un exemple tre`s simple : “combien de flot peut arriver au cours de l’intervalle [0, 2ζa) depuis
le de´but de l’arc a jusqu’a` son autre extre´mite´, alors que la capacite´ de a est ua et que son temps de
traverse´e est ζa ?” Remarquons que tout flot entrant dans l’arc apre`s la date ζa n’a aucune chance
d’arriver avant la date 2ζa. Par contre, les dates de de´part situe´es dans [0, delaya) sont parfaitement
possibles. Le flot maximum sera atteint un utilisant toute la capacite´ de a lorsque c’est possible.
Le de´bit est e´galement de´fini comme l’inte´grale de la quantite´ de flot entrant dans a au cours du





uadt+ 0 = ζa × ua
Si le temps est discret, et que nous remplac¸ons les inte´grales par des sommes, nous obtenons
e´galement ζa × ua comme re´sultat.
Enfin, il existe une transformation naturelle du temps discret vers le temps continu. Si fa(t) est
la quantite´ de flot en temps discret entrant dans l’arc a au temps t (t = 0 ou t = 1 ou t = 2. . .), on
peut de´finir la quantite´ de flot en temps continu ga(t) comme la fonction constante par morceaux,
de´finie par ga(t) = fa(btc). Dans le cas ou` la capacite´ des arcs ne change pas au cours du temps,
cette transformation conserve la validite´ des flots, et de plus, la quantite´ de flot c´hange´es au cours
des intervalles [t, t+ θ), ou` t et θ sont entiers, est la meˆme dans le cas discret avec fa et dans le cas
continu avec ga. Fleischer et Tardos [25] ont montre´ que cette transformation pre´serve e´galement
l’optimalite´ des solutions dans de nombreux proble`mes. Ceci montre que la version ’temps continu’
de ces proble`mes n’est pas plus difficile que la version ’temps discret’, car des solutions pour la
premie`re version peuvent s’obtenir a` l’aide de la deuxie`me.
7.2.1 E´quations relatives aux flots dynamiques
Nous allons a` pre´sent de´finir les e´quations de conservation du flot dans un contexte dynamique.
Si on suppose que les parame`tres du re´seau restent constants et que le temps est discret, les e´quations




































 = v (7.4)
0 ≤ fa(t) ≤ ua ∀a ∈ E,∀t ∈ {0, 1, . . . , T} (7.5)
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Lorsque le de´lai des arcs varient au cours du temps, il faut remplacer ζa par ζa(t) dans les e´quations
que l’on vient de de´finir. Dans l’ensemble de la litte´rature, on fait l’hypothe`se que les liens sont de
type FIFO2 ce qui se traduit par la condition ∀t1 ≤ t2, t1 + ζa(t1) ≤ t2 + ζa(t2). La contrainte de
capacite´ κ sur les arcs s’exprimera par l’e´quation ∀ a ∈ E, ∀ t ∈ T, fa(t) ≤ κa(t). Une contrainte
de stockage s sur les nœuds s’exprimera par l’e´quation










Dans le cas du temps continu, les sommes sur le temps sont remplace´es par des inte´grales. Par
exemple, dans un mode`le a` temps continu avec des capacite´s variables sur les arcs, et des capacite´s





































 dt = v (7.9)
0 ≤ fa(t) ≤ ua(t) ∀a ∈ E, ∀t ∈ [0, t) (7.10)
Il faut remarquer que la taille de l’ensemble de ces e´quations n’est pas polynomial dans la taille des
donne´es. Lorsque le temps est discret, le nombre d’e´quations est supe´rieur a` T , alors que la taille
du temps est log T . Lorsque le temps est continu, le nombre d’e´quations est tout simplement infini.
Aussi, re´soudre des proble`mes de flots dynamiques simplement par programmation line´aire n’est
pas une me´thode polynomiale.
7.2.2 Mode´lisation du flot dans les graphes e´volutifs
Dans le cadre du mode`le des graphes e´volutifs, nous avons besoin d’introduire la notion de
capacite´ sur les arcs.
Notation 10 Soit G un graphe e´volutif et soit G = (V,E) son graphe sous-jacent. Nous appelons
κ : E → R+ la fonction qui indique la capacite´ des arcs.
Nous de´finissons la fonction de capacite´ comme une constante au cours du temps, de la meˆme
manie`re que nous avions de´fini la fonction de de´lai ζ. Cette capacite´ pourrait changer de manie`re
2First In First Out. Cela signifie que les messages sont e´mis et rec¸us dans le meˆme ordre.
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discre`te au prix de la disparition et de l’apparition d’un arc. Il faut noter e´galement que cette
capacite´ s’apparente a` une bande passante, c’est a` dire qu’elle limite le de´bit du flot entrant dans
chaque arc a` tout instant.
A` priori, nous pouvons tout a` fait utiliser les e´quations de flot que nous avons vu pre´ce´demment.
Le de´lai des arcs est constant, et la capacite´ des arcs est constante par morceaux :
– ζa(t) = ζ(a) et
– κa(t) = κ(a) si a est pre´sent durant [t, t+ ζ(a)], κa(t) = 0 sinon.
Un flot se de´finit alors naturellement comme une fonction du temps sur les arcs.
Cette approche fonctionnelle ne permet cependant pas de mesurer la complexite´ combinatoire de
la donne´e du flot, de la meˆme manie`re qu’une approche fonctionnelle sur le de´lai ou la capacite´ des
liens ne permet pas de mesurer la complexite´ de la donne´e d’un re´seau dynamique. Pour maˆıtriser
la donne´e du flot, il est ne´cessaire que la fonction de flot f : (E × T) → R+ soit constante par
morceaux, et que le nombre de morceaux soit polynomial dans la donne´e de G. Cette contrainte
ne´cessaire sur le flot f pose malgre´ tout de se´rieux proble`mes : d’abord, la taille de la donne´e de
f n’est pas de´finitivement fixe´e, et il faudra toujours s’attacher a` la controˆler. Ensuite, suivant
l’objectif recherche´, il n’est pas certain qu’une des solutions optimale soit de taille polynomiale en
la donne´e de G.
Pour comple´ter notre mode´lisation, on peut s’attacher a` ajouter une contrainte de stockage s
sur les sommets de G. Cette contrainte rend tout proble`me de flot NP-difficile.
The´ore`me 28 (Flot dans un graphe e´volutif, avec contrainte de stockage) Soit G un graphe
e´volutif muni d’une capacite´ unitaire. Soit s et d deux sommets de G. Trouver un flot f de s vers
d sur G qui ve´rifie les e´quations










est un proble`me NP-difficile.
Preuve
Nous allons faire une re´duction du proble`me Subset Sum. Soit U un ensemble fini, c : U → N+ une
fonction de couˆt sur U , et cmax un entier naturel. Le proble`me du Subset Sum consiste a` trouver





soit e´gale a` cmax [66].
Nous construisons un graphe e´volutif a` partir de l’instance U, c, cmax. Nume´rotons les e´le´ments
de U : u1, u2, . . . uk. Nous allons construire un graphe e´volutif G de dynamicite´ 1, avec 3k + 2
sommets et 4k+1 arcs. Nous nommons les sommets de V s, x0, x1, . . . xk, a1, a2, . . . ak, b1, b2, . . . bk
et pour finir, d. Les arcs de E sont de´finis comme suit
– l’arc (s, x0) de de´lai 1 et pre´sent durant [0, 1],
– ∀i ∈ {1, 2, . . . k}, (xi−1, ai) de de´lai 1 et pre´sent durant [0,+∞[,
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– ∀i ∈ {1, 2, . . . k}, (xi−1, bi) de de´lai 1 et pre´sent durant [0,+∞[
– ∀i ∈ {1, 2, . . . k}, (ai, xi) de de´lai 1 et pre´sent durant [0,+∞[,
– ∀i ∈ {1, 2, . . . k}, (bi, xi) de de´lai 1 + c(ui) et pre´sent durant [0,+∞[,
– et enfin, l’arc (xn, y) de de´lai 1 et pre´sent durant [cmax + 2k + 1, cmax + 2k + 2]
Le proble`me pose´ est de trouver un flot de valeur 1 entre s et d.
Soit J un trajet de x0 vers y partant a` la date t = 0 et n’attendant dans aucun sommet. Pour
chaque entier i ∈ {1, 2, . . . k}, J passe soit par le sommet ai soit par le sommet bi. Pour pouvoir
utiliser l’arc (xk, y), le trajet est soumis a` la contrainte∑
(bi,xi)∈J
c(ui) = smax.







Cette preuve est tre`s proche de celle du The´ore`me 21 (page 101). Un proble`me similaire avait
e´te´ e´tudie´ dans l’article Shortest path with time constraints on movement and parking [44]. Lorsque
la capacite´ de stockage n’est pas nulle mais est tre`s infe´rieure a` la quantite´ de flot que l’on souhaite
faire passer, le proble`me reste NP-difficile. Lorsqu’il n’y a pas de contrainte de stockage sur les
nœuds, on peut espe´rer re´soudre le proble`me du flot maximum de manie`re polynomiale. A` la
section 7.5, nous montrerons que sous certaines conditions, le proble`me de la coupe minimum peut
eˆtre re´solu en temps polynomial.
7.3 E´tat de l’art sur les proble`mes de flots dynamiques
La diversite´ des proble`mes que l’on peut chercher a` re´soudre sur les re´seaux dynamiques est
bien suˆr plus importante que sur les re´seaux statiques, notamment parce que les re´seaux statiques
peuvent eˆtre vus comme un cas particulier des re´seaux dynamiques. En plus des proble`mes clas-
siques de flot (comme le multiflot, les flots de couˆt minimum, ou bien les proble`mes de livraison),
il faut conside´rer des proble`mes qui prennent le temps comme fonction objective. Nous allons donc
pre´senter ici quelques uns des principaux proble`mes de flots dynamiques. Pour une e´tude plus
de´taille´e des travaux entrepris sur ces proble`mes, nous re´fe´rons le lecteur aux travaux de Kot-
nyek [60].
Flot maximum
Ford et Fulkerson [34, 35] ont e´te´ les premiers a` formuler un mode`le simple de flot dynamique.
Dans leur mode`le le temps est discret et n’apparaˆıt que dans le temps de traverse´e de chaque arc
(qui est constant pour un arc donne´). Ce proble`me est re´gi par les e´quations (7.1-7.5). Ford et
Fulkerson s’inte´ressaient au proble`me du flot dynamique maximum, et ont donne´ un algorithme
polynomial pour le re´soudre.
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Flot le plus rapide
Le proble`me du flot le plus rapide (quickest flow), est de trouver un flot de valeur v qui se
termine le plus toˆt possible. Plus formellement, on cherche le T minimum tel qu’il existe un flot de
valeur v de la source vers le puits durant l’intervalle [0, T ). Le proble`me du flot le plus rapide est
en quelque sorte la re´plique du proble`me du flot maximum, ou` le temps est fixe´ ou` la valeur doit
eˆtre maximise´e. Lorsque le temps est discret, le flot le plus rapide peut eˆtre trouve´ en effectuant
une recherche dichotomique sur le temps. Burkard, Dlaska et Klinz [11] ont propose´ un algorithme
plus efficace, fortement polynomial, qui est base´ sur la me´thode de Newton discre`te. Lorsque le
temps est continu, Fleischer et Tardos [25] ont prouve´ que lorsque la valeur du flot est entie`re, et
que les temps de traverse´e des arcs sont entiers, le temps ne´cessaire au flot le plus rapide set un
nombre rationnel dont le de´nominateur est borne´ par la taille d’une coupe minimum sur le re´seau.
Ce temps peut donc eˆtre e´galement trouve´ par recherche dichotomique.
Une autre distinction s’impose, suivant que l’on veut trouver T minimum tel que le flot s’effectue
durant [0, T ) (earliest flow), ou que l’on veut trouver le plus petit intervalle (qui ne commence pas
force´ment a` la date t = 0) durant lequel le flot peut s’effectuer (fastest flow). On peut eˆtre inte´resse´
par l’une ou l’autre solution suivant que ce qui importe est la date d’arrive´e, ou bien le temps mis
a` traverser le re´seau. Autrement dit, s’il existe une obstruction temporaire du re´seau, il peut eˆtre
inte´ressant de retarder le de´part jusqu’a` ce que cette obstruction soit leve´e, ou bien accepter une
exe´cution lente mais qui se terminera au plus toˆt.
On peut encore donner une autre version de la rapidite´, ou` ce qui importe est de minimiser le
temps passe´ a` attendre dans tous les noeuds du re´seau. Ce proble`me a` e´te´ traite´ dans le cas ou` les
temps de traverse´e sont nuls, notamment dans les articles [40, 71, 77, 89].
Flot de couˆt minimum
Si les couˆts d’utilisation des arcs sont arbitraires, on peut se demander quel est le flot de
valeur v durant le temps [0, T ) qui couˆtera le moins cher. Un cas particulier de ce proble`me est
de demander un flot de valeur maximale, et dont le couˆt est minimum parmi l’ensemble des flots
de valeur maximale, ou encore on peut fixer la valeur du flot, vouloir un flot le plus rapide, et
minimiser le couˆt parmi ceux-ci. Klinz et Woeginger [56] ont prouve´ que ces deux cas particuliers
sont NP-difficiles. Fleischer et Skutella [33] ont pre´sente´ des re´sultats et des algorithmes donnant
une solution approche´e pour le proble`me du multiflot de couˆt minimum.
Flot maximum universel
Un flot qui maximise sa valeur v durant l’intervalle [0, T ) n’est pas ne´cessairement maximum
sur une pe´riode plus courte.
Un flot qui maximise la valeur transmise de la source vers le puits pour tout intervalle [0, t)
avec t ≤ T , est appele´ flot maximum au plus toˆt (earliest maximum flow). Il faut observer que la
litte´rature n’est pas constante sur le sujet, car les flots au plus toˆt sont souvent appele´s univer-
sellement maximum (voir par exemple [30, 35, 38, 98]).Gale [38] a` montre´ l’existence d’un tel flot
lorsque le temps est discret, te lorsque les parame`tres du re´seau sont une fonction du temps. Le
meˆme re´sultat a e´te´ prouve´ pour le temps continu par Philpott [83]. Minieka [69] et Wilkinson [98]
ont donne´ des algorithmes pour trouver un flot maximum au plus toˆt lorsque les parame`tres du
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re´seau sont constants et lorsque le temps est discret. L’algorithme de Minieka appelle T fois l’algo-
rithme de Ford et Fulkerson, alors que celui de Wilkinson construit une coupe minimum. Les deux
algorithmes ont une complexite´ exponentielle. Hoppe et Tardos [45] en donnent une approximation
en temps polynomial. Lorsque le temps est continu, Orda et Rom [80] donnent une construction
pour calculer le flot, lorsque les parame`tres du re´seau sont des fonctions du temps constantes par
morceaux.
Un proble`me presque identique est celui de trouver un flot maximum au plus tard (latest de-
parture flow), qui maximise la valeur qui sort de la source pour tout intervalle [t, T ). Un flot qui
est a` la fois au plus toˆt et au plus tard est parfois e´galement appele´ maximum universel (voir
par exemple [25, 80]). Cela fait malheureusement confusion avec les flots au plus toˆt, lorsqu’ils
sont e´galement appele´s universellement maximum. Nous souscrivons au fait de garder la notation
universellement maximum pour le seul cas ou` le flot est a` la fois
Terminaux multiples
Supposons que certains des noeuds du re´seau sont des terminaux. Un terminal est soit une
source, soit un puits. Si on donne une priorite´ a` ces terminaux, et si on veut obtenir un flot qui
maximise la quantite´ e´change´e dans ces terminaux par ordre de priorite´, il s’agit du proble`me du
flot lexicographique maximum (lexicographically maximum flow).
Nous pouvons rede´finir le proble`me de livraison vu dans le cas statique. Le re´seau contient
certaines unite´s de flot re´parties sur des terminaux, et qui doivent eˆtre transfe´re´es vers d’autres
terminaux durant le temps imparti. Ce proble`me peut eˆtre re´duit au proble`me du flot lexicogra-
phique maximum dans le cas ou` le temps est discret (Minieka [69], Hoppe et Tardos [46]) et dans
le cas ou` le temps est continu (Fleischer et Tardos [25]). Il est a` noter que contrairement au cas
statique, le proble`me de livraison n’est pas e´quivalent au proble`me du flot maximum, et la raison
en est que la capacite´ des arcs dans un re´seau dynamique limite le de´bit et non la quantite´ totale
de flot qui peut le traverser.
Le proble`me de livraison la plus rapide (quickest transshipment) impose de minimiser le temps
mis pour la livraison. Le cas particulier ou` il n’y a qu’une seule destination, ou qu’un seul point
de de´part est appele´ proble`me d’e´vacuation (evacuation problem). Ce proble`me se pose, comme
son nom l’indique, pour l’e´vacuation des baˆtiments publics, mais e´galement pour re´cupe´rer les
informations d’un re´seau alors qu’il vient de subir une panne. Hoppe et Tardos [45] donnent un
algorithme polynomial pour le proble`me d’e´vacuation avec un nombre limite´ de points de de´part.
Ces auteurs ont e´galement donne´ un algorithme polynomial pour le proble`me de la livraison la plus
rapide dans le cas discret, quelle que soit le nombre de terminaux [46]. Fleischer et Tardos [25] on
ge´ne´ralise´ ce dernier re´sultat au cas continu.
Dans le cas particulier ou` le graphe est biparti, et que tout les arcs connectent une source vers
un puits, on parle du proble`me de transport (transportation problem). Une compilation extensive
des re´sultats sur ce domaine a` e´te´ e´crite par Bookbinder et Sethi [7]. Il existe aussi une synthe`se
plus re´cente et plus succincte [65].
Enfin, le proble`me de livraison universellement rapide (universally quickest transshipment) est
de trouver un flot qui minimise les unite´s qui restent a` convoyer a` chaque instant. Hajek et Ogier [40]
donnent un algorithme polynomial lorsqu’il n’y a qu’une seule destination et que tout les temps de
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traverse´e sont nuls. Fleischer [29] a exhibe´ un exemple avec deux sources et deux destinations pour
lequel une livraison universellement rapide n’existe pas, et a donne´ un algorithme plus efficace que
dans [40] pour le cas ou` il n’y a qu’une seule destination.
Temps de traverse´e nuls
Le mode`le des flots dynamique avec temps de traverse´e nulle diffe`re uniquement du mode`le
statique par la possibilite´ de stocker des unite´s de flot dans les noeuds, ce qui permet d’augmenter
la quantite´ totale de flot transmise. Les questions principales qui se sont pose´es dans ce mode`le,
concernent le temps ne´cessaire pour transmettre une certaine quantite´ de flot (voir par exemple [29,
30, 31, 40, 77]). Le premier algorithme polynomial pour le proble`me d’e´vacuation a e´te´ propose´ par
Hajek et Ogier [40], lorsque la capacite´ des arcs est constante au cours du temps. Ogier a ge´ne´ralise´
le re´sultat lorsque les capacite´s sont des fonctions constantes par morceaux. Fleischer a ame´liore´
les deux algorithmes [29, 30]
Parame`tres variables au cours du temps
Pour rendre les choses plus complexes, il suffit de faire varier arbitrairement les de´lais ou les
capacite´s au cours du temps, comme c’est le cas dans le monde re´el des transports. Deux approches
ont e´te´ utilise´es : la premie`re est de de´cre´ter que les capacite´s sont constantes mais que le de´lai
varie (voir par exemple [58, 59]) ; a` l’inverse, la deuxie`me me´thode consiste a` supposer que les
de´lais sont constants et que c’est la capacite´ qui varie (voir [1, 2, 43, 70, 83]). Dans le cas ou` le
de´lai et les capacite´s varient, Orda et Rom [80] ont prouve´ quelques re´sultats the´oriques sur les
flots dynamiques ou` le temps est continu.
Lorsque le temps de traverse´e changent, ils sont ge´ne´ralement une fonction de la charge des
liens. Ko¨hler et Skutella [59] avancent que cette relation entre de´lai et charge mode´lisent bien le
trafic routier sur des routes courtes, et argumentent que les routes longues peuvent se concevoir
comme une se´rie de routes courtes. Sur ce mode`le, ils ces auteurs ont prouve´ que le proble`me du
flot le plus rapide est fortement NP-difficile, et qu’il n’existe donc pas d’(1+)-approximation en
temps polynomial (si P 6= NP ), mais proposent ne´anmoins une (2 + )-approximation.
Maintenant, on conside`re des de´lais constants, mais des capacite´s (sur les arcs et de stockage)
variables au cours du temps. Dans le cas continu, de nombreux articles [1, 2, 80, 83] prouvent
l’existence de solutions et proposent des algorithmes dont ils prouvent la convergence. Dans le cas
discret, Halpern [43] propose e´galement un algorithme. Cependant, toutes les me´thodes propose´e
sont inefficaces en pratique et ne peuvent traiter des proble`mes concernant plus que quelques noeuds.
Il faut noter que dans le cas le plus ge´ne´ral de variation des parame`tres, ceux-ci sont donne´s par une
fonction mathe´matique Lebesgue mesurable, fournie par un Oracle. Le proble`me de la complexite´
meˆme de la donne´e des parame`tres n’est pas aborde´, mais conduit implicitement a` une varie´te´
incontroˆlable de configurations possibles.
Enfin, certains articles [30, 43, 70, 77] utilisent des capacite´s continues par morceaux. Malheu-
reusement, des algorithmes efficaces ne sont propose´s que dans le cas ou` les de´lais sont nuls [30].
Complexite´ des proble`mes aborde´s
Nous re´capitulons brie`vement la complexite´ combinatoire des proble`mes que nous venons de
144 Flots dans les graphes e´volutifs
pre´senter.
Des algorithmes polynomiaux existent pour le flot maximum, le flot le plus rapide et la livraison
la plus rapide dans le cas ou` les parame`tres sont constants au cours du temps, que ce dernier
soit discret ou continu. Le proble`me du flot de couˆt minimum est NP-difficile, mais un sche´ma
d’approximation polynomial a e´te´ propose´ [33]. On ne connaˆıt pas la difficulte´ du proble`me du flot
au plus toˆt, ni de celui du flot maximum universel : aucun algorithme polynomial et aucune preuve
de´montrant sa difficulte´ n’ont e´te´ trouve´s. Le proble`me du multiflot fractionnaire a e´te´ prouve´
NP-difficile [41] contrairement a` ce qui existe pour les multiflots statiques.
7.4 Notion de graphe espace-temps
Nous abordons ici la notion de graphe espace-temps introduite par Ford et Fulkerson [34, 35]
en meˆme temps que la notion de flot dynamique. Nous de´finissons d’abord ce qu’est un graphe
espace-temps, puis nous pre´sentons des me´thodes ge´ne´riques pour la re´solution de proble`mes de
flots dynamiques, issues de cette notion. Enfin, nous pre´sentons la relation entre le mode`le des
graphes espace-temps et le mode`le des graphes e´volutifs.
7.4.1 De´finition du graphe espace-temps
La version espace-temps d’un re´seau dynamique est un re´seau statique qui contient une copie
des nœuds et une copie des liens pour chaque date de T. L’origine et la destination des liens sont
de´cale´es dans le temps pour refle´ter le temps de traverse´e. De fac¸on formelle, si un re´seau dynamique
est repre´sente´ par un graphe G = (V,E) muni d’une fonction ζ : (E ×T)→ T repre´sentant le de´lai
des arcs au cours du temps et d’une fonction κ : (E×T)→ R+ repre´sentant la capacite´ des arcs au
cours du temps, la version espace-temps consistera en un graphe Gexp = (Vexp, Eexp) muni d’une
fonction κexp : Eexp → R+. Les relations entre G, ζ, κ, Gexp et κexp sont les suivantes :
– Vexp = V × T est l’ensemble des couples (x, t) avec x ∈ V et t ∈ T.
– Eexp est l’ensemble des paires ((x, t1), (y, t2)) telles que (x, y) ∈ E et t2 = t1 + ζ(t1)
– κexp associe a` ((x, t1), (y, t2)) la valeur κ((x, y), t1)
On peut voir qu’un flot dynamique dans G muni des fonctions ζ et κ sera e´quivalent a` un flot
dans le graphe Gexp muni de la capacite´ κexp. Tous les proble`mes concernant les flots dynamiques
peuvent donc eˆtre ramene´s par ce biais a` des proble`mes statiques classiques. Cependant, la taille de
Gexp n’est pas polynomiale dans la taille des donne´es car Gexp contient |T| copies du re´seau. Aucun
algorithme polynomial ne peut donc pre´tendre utiliser Gexp de manie`re explicite. Par contre, Gexp
peut eˆtre utilise´ pour prouver l’optimalite´ des solutions propose´es.
7.4.2 Techniques de´rive´es
Lorsque les parame`tres du re´seau sont constants au cours du temps, on peut de´finir un flot sur
le graphe espace temps Gexp a` partir de la re´pe´tition d’un flot sur G en utilisant la formulation
arc-chemin. Chaque chemin P i = (x0, x1)(x1, x2)...(xk−1, xk) sur G peut eˆtre utilise´ pour de´finir
un chemin P i(t) = ((x0, t), (x1, t1 + t))((x1, t1 + t), (x2, t2 + t))...((xk−1, t + tk−1), (xk, t + tk) sur
Coupes minimum et flot maximum 145
Gexp avec t1 = ζ(x0, x1), t2 = t1 + ζ(x1, x2) ... et tk = tk−1 + ζ(xk−1, xk). E´tant donne´ un flot f
sur G, il suffit de re´pe´ter chaque chemin P i de ce flot (P i(t)) pour t ∈ {0, 1, 2...} pour obtenir un
flot re´pe´te´ fexp sur Gexp. Ford et Fulkerson [34, 35] ont montre´ d’une part que si f satisfait les
contraintes de capacite´ sur G, alors fexp satisfait les contraintes de capacite´ sur Gexp, et d’autre
part que l’ensemble des flots re´pe´te´s sur Gexp contenait un flot maximum. Anderson et Philpott [2]
ont montre´ un re´sultat similaire lorsque le temps est continu. Par contre, cette technique ne peut
pas toujours eˆtre employe´e, meˆme dans le cas ou` tous les parame`tres du re´seau sont statiques :
pour le proble`me du flot de couˆt minimum, Klinz et Woeginger [56] ont montre´ que l’ensemble des
flots re´pe´te´s dans le temps ne contenait pas les solutions optimales.
Comme c’est la taille du graphe espace-temps qui pose proble`me, certains auteurs ont cherche´
a` re´duire la taille de ce graphe en discre´tisant le temps de fac¸con suffisamment grossie`re. Cette
approche me`nent naturellement a` des re´sultats d’autant moins pre´cis que le pas des discre´tisation
est grand. Philpott et Cradock [84] ont propose´ dans ce sens un algorithme adaptatif qui choisit le
pas de discre´tisation en fonction de la pre´cision recherche´e. Fleischer et Skutella [32, 33] montrent
que l’on peut obtenir une (1+ ) approximation aux proble`mes de flot le plus rapide et de livraison
la plus rapide en utilisant une graphe espace-temps de taille polynomiale.
7.4.3 Graphe espace-temps construit a` partir d’un graphe e´volutif.
Soit G un graphe e´volutif dont le graphe sous-jacent est G = (V,E). Soit κ : E → R+ une
fonction de capacite´ sur G. Nous supposons en outre que G dispose d’une capacite´ de stockage
illimite´e sur ses sommets. Nous allons construire un graphe espace-temps Gexp = (Vexp, Eexp) muni
d’une capacite´ κexp e´quivalent a` G muni de la capacite´ κ. L’ensemble des sommets Vexp est e´gal a`
(V × T). L’ensemble des arcs Eexp est e´gal l’union
– de l’ensemble des couples ((x, t1), (x, t2)) tels que x in V et t1 < t2, qui repre´sente le stockage
sur les nœuds de V ,
– et de l’ensemble des couples ((x, t1), (y, t2)) tels que l’arc (x, y) est pre´sent durant l’intervalle
[t1, t2] et tel que t1 + ζ(x, y) = t2, qui repre´sente les liens de G.
La fonction de capacite´ κexp : Eexp → R+ se construit de la manie`re suivante :
– pour tout ((x, t1), (x, t2)) ∈ Eexp, κexp((x, t1), (x, t2)) = +∞
– pour tout ((x, t1), (y, t2)) ∈ Eexp tel que x 6= y, κexp((x, t1), (y, t2)) = κ(x, y).
Le graphe espace-temps Gexp est la version de´veloppe´e dans le temps du graphe e´volutif G.
Un flot entre deux sommets s et d de G sera e´quivalent a` un flot entre les deux sommets (s, 0) et
(d,+∞) de Gexp.
7.5 Coupes minimum et flot maximum
Dans cette section, nous e´tudions le proble`me du flot maximum : E´tant donne´ un graphe e´volutif
G muni d’une capacite´ κ, et e´tant donne´s deux sommets s et d de G, quel est la valeur d’un flot
maximum entre s et d ? Peut-on exprimer ce flot maximum de valeur polynomiale ?
Les algorithmes de flot classiques sont base´s sur le the´ore`me de coupe minimum de Menger [67].
La notion de graphe espace-temps permet d’utiliser cette notion pour les flots dynamiques. Dans
146 Flots dans les graphes e´volutifs
le cadre des flots dynamiques, les nœuds du re´seau se trouvent d’un coˆte´ ou de l’autre d’une coupe
en fonction du temps. Lorsque les parame`tres du re´seau sont constants, une coupe minimum peut
s’exprimer de manie`re polynomiale. Ce re´sultat a e´te´ montre´ par Ford et Fulkerson [35] lorsque
le temps est discret, et par Philpott [1, 83] lorsque le temps est continu. La notion ge´ne´ralise´e de
coupe dynamique [1, 2, 83] a e´te´ utilise´e pour montrer que la valeur du flot maximum e´tait e´gale a`
la valeur de la coupe minimum. Ogier [77] a utilise´ les coupes minimum pour trouver un algorithme
polynomial au proble`me du flot maximum lorsque les parame`tres du re´seau sont constants par
morceaux et lorsque les de´lais sont nuls. Nous allons ge´ne´raliser ce dernier re´sultat sur les graphes
e´volutifs en montrant que lorsque l’ensemble des dates remarquables Trem (De´finition 33 page 132)
d’un graphe e´volutif G est polynomial dans la taille de G. C’est notamment le cas lorsque l’ensemble
les de´lais des arcs {ζ(a), a ∈ A} est de taille borne´e.
7.5.1 Coupes minimum sur un graphe e´volutif
Soit G un graphe e´volutif muni d’une capacite´ κ. Comme nous l’avons de´fini a` la section
pre´ce´dente, nous construisons un graphe espace-temps Gexp et une capacite´ κexp tel que Gexp
muni de κexp est e´quivalent a` G muni de κ.
L’hypothe`se de stockage illimite´e entraˆıne la pre´sence d’arcs de capacite´ infinie sur Gexp : les
arcs de la forme ((x, t1), (x, t2)) avec (t1 < t2). Si une coupe sur Gexp contient un seul de ces arcs, sa
valeur est +∞. On en de´duit qu’une coupe de valeur finie entre (s, 0) et (t,+∞) ne contient aucun
arc de la forme ((x, t1), (x, t2)) avec (t1 < t2). Ceci veut dire que pour tout sommet x ∈ V , il existe
une date t(x) ∈ T telle que le sommet (x, t) du graphe espace-temps est d’un cote´ de la coupe si
t ≥ t(x), et de l’autre coˆte´ si t < t(x). La donne´e d’une coupe de valeur finie peut donc s’e´crire
sous la forme d’un N -uplet, C = (t(x), x ∈ V ). Un arc ((x, y), t1) de Gexp traverse la coupe si l’arc
(x, y) de G si [t, t + ζ(x, y)] est contenu dans un intervalle de pre´sence [axy, bxy] de l’arc (x, y), si




v([axy, bxy]) = κ(x, y)×max(0,min(t(y, bxy))−max(t(x), axy)− ζ(x, y). (7.12)
Si l’on recherche la valeur d’une coupe minimum entre deux sommets s et d du graphe e´volutif
G, il suffit d’ajouter les e´galite´s t(s) = 0 et t(d) = +∞. On cherche a` minimiser κ(C) sous toutes
ces contraintes. Malheureusement, la fonction κ(C) n’est pas convexe : on ne peut pas trouver
son minimum de manie`re polynomiale par programmation line´aire. Cette fonction est ne´anmoins
line´aire par morceaux, et nous allons pouvoir utiliser cette proprie´te´.
7.5.2 Re´solution partielle du proble`me de flot maximum
Nous allons e´tudier a` pre´sent les points de non line´arite´ de la fonction κ(C). Certains de ces
points de non line´arite´ concernent des dates remarquables.
De´finition 33 (Ensemble Trem des dates remarquables) Soit G un graphe e´volutif. On ap-
pelle ensemble des dates remarquables Trem de G l’ensemble des dates t telles que :
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– t = 0, t = +∞, ou bien
– t est la date d’apparition ou de disparition d’un arc (x, y), ou bien
– il existe une suite de sommets distinctsx0, x1, ..xk et une suite de dates t0, t1, t2, ..tk de T avec
– pour tout 1 ≤ i ≤ k, un des arcs (xi−1, xi), (xi, xi−1 est pre´sent dans l’intervalle
[min(ti−1, ti),max(ti−1, ti)]
– t0 = t
– soit tk = 0, soit tk+∞, soit tk est une date d’apparition ou de disparition d’un arc adjacent
a` xk.
Lemme 17 Soit G un graphe e´volutif muni d’une capacite´ κ, soit s et d deux sommets de V . Il
existe une coupe minimum C = (t(x), x ∈ V ) entre s et d telle que C ne contient que des dates
remarquables de G.
Preuve
Soit C = (t(x), x ∈ V ) une coupe minimum entre s et d. On a t(s) = 0 et t(d) = +∞. Notons X
l’ensemble des sommets x tels que t(x) n’est pas une date remarquable de G. Pour tout α ∈ R nous
conside´rons la coupe C(α) = (t(x) + α, x ∈ X, t(y), y /∈ X). On note g la fonction α → κ(C(α)).
g est line´aire par morceaux et admet un minimum pour α = 0. Si g est line´aire en 0, alors elle
e´galement constante au voisinage de 0. On choisit un plus grand α tel que g(α) = g(0) et tel que g
soit non line´aire en α. Ce point de non line´arite´ correspond a` un point de non line´arite´ pour un des
e´le´ments v([axy, bxy]) (e´quation 7.12). Sur ce point de non line´arite´, il existe donc deux sommets
x ∈ X et y ∈ V tels que
– l’arc (x, y) apparaˆıt ou disparaˆıt a` la date t(x) + α, ou bien
– l’arc (y, x) apparaˆıt ou disparaˆıt a` la date t(x) + α, ou bien
– t(y) est une date remarquable et t(x) + α+ ζ(x, y) = t(y), ou bien
– t(y) est une date remarquable et t(y) + ζ(y, x) = t(x) + α.
Dans tous les cas pre´ce´dents, t(x) + α est une date remarquable. C(α) est une coupe minimum
entre s et d et contient une date remarquable de plus que C. Par induction, on en de´duit qu’il
existe une coupe minimum entre s et d ne contenant que des dates remarquables. 2
The´ore`me 29 (Flot maximum dans les graphes e´volutifs) Soit G un graphe e´volutif muni
d’une capacite´ κ, soit s et d deux sommets de G. La valeur du flot maximum entre s et d peut eˆtre
calcule´e de fac¸on polynomiale en (N + |Trem|).
Preuve
On construit le graphe des dates remarquables Grem a` partir du graphe espace-temps Gexp en
fusionnant toutes les paires de sommets (x, t1), (x, t2) telles qu’il n’existe pas de date remarquable t
avec t1 ≤ t < t2. Ce nouveau graphe Grem = (Vrem, Erem) a pour ensemble de sommets (V ×Trem).
Il admet un flot maximum entre (s, 0) et (d,+∞) de valeur au moins aussi grande qu’un flot
maximum dans Gexp, car il a e´te´ obtenu par la fusion de sommets de Gexp. De plus, d’apre`s le
Lemme 17, il existe une coupe minimum dans G qui correspond exactement a` une coupe dans le
graphe Grem. On peut donc en conclure que la valeur du flot maximum entre (s, 0) et (d+∞) est
la meˆme dans le graphe Grem que dans G.
2
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7.6 Conclusion
Le proble`me du flot, largement e´tudie´ dans les re´seaux statiques et dynamiques, se re´ve`le eˆtre
particulie`rement difficile lorsque l’on permet des changements arbitraires de topologie au cours du
temps, et n’a pu eˆtre re´solu que lorsque les temps de traverse´e des liens sont nuls [30, 77]. Dans le
cadre du mode`le des graphes e´volutifs, on ne sait pas quelle serait la taille de la donne´e d’un flot
maximum. Par contre, nous avons montre´ que le proble`me dual de la coupe minimum trouvait une
expression simple : une coupe minimum se pre´sente comme un N -uplet de dates de T. Nous avons
e´galement ge´ne´ralise´ le cas des de´lais nuls : nous pouvons calculer en temps polynomial la valeur
d’un flot maximum lorsque l’ensemble des dates remarquables Trem du re´seau est borne´. Cette
condition est ve´rifie´e lorsque les de´lais sont tous e´gaux, mais aussi lorsque l’ensemble des sommes
de N de´lais est petit. Elle e´galement ve´rifie´e lorsque le re´seau oblige les messages a` attendre a`
chaque nœud, comme dans le cas des re´seaux radio.
Conclusion et Perspectives
Nous avons e´tudie´ dans cette the`se des proble`mes de routage et de connexite´ dans les re´seaux
de te´le´communications optiques, et dans les re´seaux dynamiques. Pour les re´seaux optiques, nous
avons de´montre´ une borne sur le nombre d’areˆtes minimum des graphes 2-connexes, et nous avons
donne´ des algorithmes polynomiaux pour re´soudre des proble`mes de routage de chemin disjoints
dans les graphes syme´triques. Lorsque le nombre de requeˆtes est borne´. Nous avons e´galement re´solu
le proble`me du multiflot entier syme´trique a` deux commodite´s. Pour les re´seaux dynamiques, nous
avons contribue´ a` de´velopper un mode`le combinatoire pour repre´senter l’e´volution temporelle du
re´seau. Sur ce mode`le, nous avons propose´ des algorithmes polynomiaux pour re´soudre diffe´rents
proble`mes de routage et d’arbres couvrant. Nous avons e´galement propose´ des algorithmes po-
lynomiaux pour re´soudre dans certains cas particuliers les proble`mes de composantes connexes
maximales et des proble`mes de flot.
Re´capitulation des re´sultats
– connexite´ : nous avons de´termine´ le couˆt en areˆtes des graphes 2-connexes et des graphes
2-areˆte-connexes de diame`tre fixe´, prouvant ainsi une conjecture de Boloba´s.
– graphes syme´triques(chemins) : le proble`me des chemins disjoints est NP-complet pour
une instance quelconque de communication. Nous avons de´montre´ que lorsque le nombre
de requeˆtes est borne´, il existe un algorithme polynomial pour re´soudre ce proble`me. La
preuve de cette de´monstration repose en grande partie sur l’e´tude des “mineurs” effectue´e par
Robertson et Seymour, ce qui implique malheureusement que nous n’avons pas d’algorithmes
re´ellement efficaces pour re´soudre ce proble`me a` cause de la grande complexite´ des algorithmes
de Robertson et Seymour. Nous ne savons pas si cette difficulte´ est inhe´rente au proble`me
lui-meˆme, ou provient de la me´thode employe´e.
– graphes syme´triques(multiflots) : Nous avons montre´ que la pre´sence d’un seul flot
est suffisante pour rompre la syme´trie du proble`me des multiflots entiers sur les graphes
syme´triques. Ceci fait que les proble`me de multiflots sur les re´seaux oriente´s syme´triques sont
presque e´quivalents aux proble`mes de multiflots dans les re´seaux oriente´s “a` un flot pre`s”.
Aussi nous avons montre´ que le proble`me des multiflots entiers est NP-difficile pour trois
paires de requeˆtes. Nous avons ensuite e´tudie´ une instance particulie`re du proble`me ou les
requeˆtes sont elles-meˆmes syme´triques. Ceci peut se justifier d’un point de vue applicatif par
la re´solution de communications type pair-a`-pair ou type cable´es. D’un point de vue the´orique,
ce proble`me est entie`rement syme´trique. Dans ce cas, nous avons propose´ dans le cas de deux
commodite´s un algorithme exact et rapide (correspondant a` 6 calculs de flots simples). Il
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est remarquable qu’il s’agit d’un des rares cas particuliers de multiflot entier ou il existe un
algorithme polynomial pour deux commodite´s. Nous avons aussi montre´, sans surprise, que
le proble`me est NP-difficile pour un nombre inde´termine´ de requeˆtes. Les questions suivantes
sont reste´es ouvertes : (1) Existe-t-il un algorithme polynomial pour la re´solution du proble`me
du multiflot entier pour deux requeˆtes ? (2) A partir de combien de requeˆtes (trois ou plus)
le proble`me des multiflots syme´triques ne peu plus eˆtre re´solu en temps polynomial ?
– graphes e´volutifs :
– La notion de trajet, qui mode´lise une communication ayant une dimension temporelle a e´te´
formalise´e par. Nous avons propose´ des algorithmes polynomiaux pour calculer des trajets
optimaux pour minimiser la date d’arrive´e, le temps de trajet, ou le nombre de liens utilise´s.
Nous avons e´galement montre´ qu’en pre´sence d’une fonction arbitraire de couˆt sur les liens,
trouver un trajet de couˆt minimum est un proble`me NP-difficile.
– Du point de vu structurel, il a e´te´ montre´ par Bhadra et Ferreira [5] que le proble`mes de
composantes connexes maximales e´tait NP-difficile. Zvi Lotker a montre´ que le proble`me est
e´galement NP-difficile dans le cas ou` l’ensemble des liens forme une double grille (obtenue
en ajoutant des liens entre des sommets a` distance 2 sur une grille classique). Nous avons
propose´ un algorithme polynomial pour re´soudre le proble`me dans le cas ou` l’ensemble des
liens forment un arbre.
– Du point de vue applicatif, nous avons montre´ que pour les re´seaux radio, calculer une
arbre couvrant de couˆt e´nerge´tique minimal est NP-difficile, contrairement au cas statique.
Ce re´sultat implique entre autres que les heuristiques actuelles de communication sur les
re´seaux radio, qui sont fonde´es sur le calcul d’arbre couvrant ne peuvent pas s’appliquer
directement au cas dynamique. Nous avons cependant fourni un algorithme permettant de
minimiser la consommation d’e´nergie du noeud le plus vulne´rable.
– Enfin, nous avons travaille´ sur le proble`me du flot maximum. Nous avons formalise´ la
correspondance flot-max coupe-min dans le cadre des graphes e´volutifs, qui repose sur
la mode´lisation espace temps de Ford et Fulkerson. Le proble`me dual de coupe minimum
s’exprime de manie`re tre`s simple dans les graphes e´volutifs, et peut eˆtre re´solu dans certains
cas particuliers. Nous ne connaissons pas la classe de complexite´ du proble`me dans le cas
ge´ne´ral.
Perspectives
Les proble`mes de routage et de multiflot sur les graphes syme´triques n’ont pas e´te´ entie`rement
re´solus. Il serait inte´ressant de disposer d’algorithmes efficaces pour le proble`me des chemins
disjoints, lorsque le nombre de requeˆtes est faible. Il s’agit d’un sujet ardu si on le compare
au travaux similaire dans le cadre des graphes non oriente´s. Pour les multiflots syme´triques,
il faudrait trouver s’il existe des algorithmes polynomiaux lorsque le nombre de commodite´s
est supe´rieur ou e´gal a` trois.
Le mode`le des graphes e´volutifs pre´sente un cadre prometteur pour e´tudier de nombreux
proble`mes d’optimisation pour les re´seaux dynamiques. Du point de vue the´orique, il serait
inte´ressant de re´soudre le proble`me du flot maximum, qui a commence´ a` e´te´ re´solu il y a
plus de 50 ans pour les re´seaux entie`rement statiques, et qui a connu peu de progre`s depuis
Un classe particulie`re de re´seaux dynamiques, les re´seaux de mobiles, font l’objet aujourd’hui
d’une recherche active, et il serait inte´ressant d’inte´grer certaines de leur caracte´ristiques et
de leurs proble´matiques aux graphes e´volutifs. Le caracte`re distribue´ des ces re´seaux serait
particulie`rement inte´ressant a` e´tudier dans le cadre dynamique.
Conclusion 151
Dans le cadre de l’analyse compe´titive, il serait inte´ressant de de´velopper des expe´rimentations
en cre´ant des graphes e´volutifs a` partir des traces (de´lai, bande passantes) de re´seaux dy-
namiques et de comparer les algorithmes exacts au algorithmes utilise´s couramment par les
protocoles de communication.
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Annexe A
Annexe
A.1 Notations Standard sur les graphes
Nous rappelons ici des notations standard de the´orie des graphes que nous utilisons dans cette
the`se.
Un graphe G est en fait une paire (V,E) compose´e de deux ensembles V et E. Lorsque l’on intro-
duit un nouveau graphe, on utilise en ge´ne´ral la formule “soitG = (V,E) ...”. L’ensemble V s’appelle
l’ensemble des sommets du graphe. Lorsque le graphe repre´sente un re´seau de te´le´communication,
V repre´sente l’ensemble des nœuds du re´seau. Au cours de cette the`se nous n’utilisons que des
graphes ou` l’ensemble de sommets est fini. Le nombre de sommets du graphe est souvent note´e
n = |V | ou N = |V |. Ce nombre est parfois appele´ ordre de G. L’ensemble E s’appelle l’ensemble
des areˆtes du graphe, ou bien l’ensemble des arcs du graphe. Une areˆte est une paire de sommets
(x, y) appartenant a` V . Un arc est un couple de sommets (x, y) appartenant a` V . Ce qui distingue
un arc d’une areˆte est le fait qu’un arc est oriente´, c’est a` dire que (x, y) 6= (y, x), alors qu’une
areˆte n’est pas oriente´e : (x, y) = (y, x). Lorsque E est un ensemble d’areˆtes, on dit que le graphe G
est non oriente´. Lorsque E est un ensemble d’arcs, on dit que G est oriente´. Lorsque G repre´sente
un re´seau de te´le´communication, l’ensemble E repre´sente l’ensemble des liens du re´seau (fibres
optiques, voies de chemin de fer, connexions radio). Le nombre d’areˆtes (ou d’arcs) du graphe est
souvent note´ m = |E| ou M = |E|.
De´finition 34 (chemin) Soit x0, x1...xk une se´quence de sommets de V , et e1, e2, ..ek une se´quence
d’areˆtes (ou d’arcs) de E tels que pour tout i ∈ {1, ..k} l’areˆte (ou l’arc) ei est e´gal a` (xi−1, xi).
La se´quence d’areˆtes (ou d’arcs) µ = e1, e2, ..ek est appele´e chemin de longueur k reliant x a` y
ou encore chaˆıne de longueur k reliant x0 a` xk. On note Vµ l’ensemble des sommets inte´rieurs
{x1, ..xk−1} et Eµ l’ensemble des areˆtes (ou des arcs) {e1, ..ek}.
De´finition 35 (distance) Pour toute paire de sommets x, y de V , on appelle distance de x a` y,
note´e D(x, y), la longueur du plus court chemin reliant x a` y. S’il n’existe pas de chemin reliant
x a` y, on a D(x, y) = +∞. Pour tout sommet x ∈ V , et pour tout ensemble de sommets S inclus
dans V , on appelle distance de x a` S, note´e D(x, S), le minimum des distances de D(x, y) sur les
sommets y de S : D(x, S) = miny∈S D(x, y). Si S est l’ensemble vide, on a D(x, S) = +∞.
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De´finition 36 (excentricite´) Soit S un sous ensemble de sommets non vide de V . On appelle
excentricite´ de G par rapport a` S, note´e α(G,S), la plus grande distance D(x, S) sur tous les
sommets x de V : α(G,S) = maxx∈V D(x, S). Par abus de langage, si H est un sous-graphe de G
ayant S pour ensemble de sommets, on notera α(G,H) = α(G,S).
De´finition 37 (chemins disjoints)
– Deux chemins sont dits sommet-disjoints s’ils n’ont aucun sommet en commun, excepte´
e´ventuellement leurs extre´mite´s.
– Dans un graphe non-oriente´, deux chemins sont dits areˆte-disjoints s’ils n’ont aucune areˆte
en commun.
– Dans un graphe oriente´, deux chemins sont dits arc-disjoints s’ils n’ont aucun arc en com-
mun.
De´finition 38 (syme´trie) Un graphe oriente´ G = (V,E) est dit syme´trique si pour tout arc
(x, y) ∈ E il existe un arc (y, x) ∈ E. Une fonction f de E vers N est dite syme´trique si pour tout
arc (x, y) ∈ E, f(x, y) = f(y, x).
De´finition 39 (voisinage) Soit G = (V,A) un graphe oriente´. Pour tout x ∈ V , on appelle Γ+(x)
l’ensemble des sommets y ∈ V tels que (x, y) ∈ A, et Γ−(x) l’ensemble des sommets y ∈ V tels que
(y, x) ∈ A. Nous appelons voisinage de x l’ensemble Γ(x) = Γ+(x) ∪ Γ−(x). Si G est syme´trique,
Γ(x) = Γ+(x) = Γ−(x).
