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Abstract
Loss of the superconducting state, namely quench, is a dangerous event for
superconducting magnets. This is especially the case for possible future ac-
celerator magnets including high temperature superconductors (HTS) . These
magnets are characterized with high magnetic fields and high current densities,
and in case of a quench the current is transferred to the copper matrix, which
easily leads to a damaged magnet. To predict the time scale and temperature
evolution in case of a possible quench, numerical simulations are crucial. Un-
derstanding the quench in HTS magnets, by means of numerical simulations,
is required to develop adequate quench detection and protection systems.
In this thesis, we first describe the background of the research by present-
ing the quench event in detail. Then we move on to the numerical modelling
of quench, which requires a multiphysical approach where at least magneto-
static and heat diffusion problems have to be solved. To solve such problems,
we have developed an in-house software QueST (finite element method based
Quench Simulation Tool) with an object-oriented mindset for convenient fu-
ture development. Then we proceed to study the quench characteristics of HTS
magnets, utilizing QueST, while comparing to their low temperature supercon-
ductor (LTS) counterparts. We show that the quench evolution is different in
HTS magnets, where the quench frontier does not propagate with the tem-
perature front due to the large temperature margin. In addition, due to the
large temperature margin of HTS magnets, we propose that the traditional
analytical approaches, utilized with LTS magnets, are questionable e.g. for
computing hot spot temperatures or minimum quench energies (MQE), and
thus, numerical approaches are required. Finally, we scrutinize quench for an
HTS research magnet showing that the hot spot temperature increases rapidly
and a fast quench detection system is required to protect the magnet. We
present an alternative method to ignite the quench in simulations, removing
the temperature peak, which is present when utilizing a short heat pulse trig-
ger.
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Preface
My journey at the Tampere University of Technology (TUT) started in Au-
gust 2007. Electrical engineering was a clear choice for me since high school,
however, the choice of particular branch, whether it is electronics or power en-
gineering or something in between, was more than cloudy at that point. Just
after few weeks of studying, the exceptional teaching skills of Risto Mikkonen
and Aki Korpela caught my eye (and I was not the only one).1 Mandatory
courses kept going and next year it was time for Lauri Kettunen and Saku
Suuriniemi to surprise me with the same extremely high level of teaching at
the courses of Electromagnetic fields and waves. Because of the high quality
of teaching, I decided to take as many courses as possible from the research
group of Electromagnetics2(EM).
After two years of studying in TUT, I decided to apply for the summer job
at the EM offered by Risto, and to my surprise, I was accepted. I was amazed
by the unique atmosphere at the EM, which was extremely hard-working and
ambitious but at the same time so relaxed and friendly. During two summers
and teaching duties at the semesters I had the privilege to get to know to Antti
Stenvall, whose guiding was essential for a young and clueless student trying
to get into superconductor modelling. At the third year in EM, while writing
my M.Sc. thesis, we were in the summer school of superconductivity in Turku
with my future colleague, Valtteri Lahtinen, when Antti received information
that his application was accepted for two doctoral students3. This was the
beginning of a journey for almost 5 years in the EM which is now coming to an
end. In summary, I have had the privilege to enjoy the teaching and working
atmosphere of the EM for almost ten years, and thus, I think some thanks are
1That year Circuit Analysis I course was lectured at the same time by both of these
gentlemen, and it was difficult to choose whose lecture to participate.
2At that time Institute of Electromagnetics
3This thesis was supported by Stability Analysis of Superconducting Hybrid Magnets
(Academy of Finland, #250652) and by EuCARD-2, which is co-funded by the partners and
the European Commission under Capacities 7th Framework Programme, Grant Agreement
312453.
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to Risto for accepting me as a summer research assistant in the first place.
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all these years. Thanks to Aki for keeping the coffee room filled with coffee
as well as serious and not-so-serious conversations. It was a big hit for the
students of TUT and especially to our coffee room that you had to leave EM.
Thank you Valtteri for being a great room mate in the office as well as in
the travels and helping with whatever things I might had in mind. Thank
you Matti Pellikka for helping with all the coding related problems especially
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providing guidance whenever needed during the years at the EM. Many thanks
go to Lasse So¨derlund, Maija-Liisa Paasonen and Terhi Salminen for taking
care of admistrative tasks so I could focus on the research.
The list would be too long if I was to thank all the people who worked
at the EM, but should you know, you all deserve to be thanked for. All the
events, whether it was sports related or not, were fun and in good spirit. This
kind of working community is something that should not be taken for granted!
I also had the opportunity to work in CERN for 4 months in 2014. I
would like to thank Luca Bottura and Lucio Rossi who made this short visit
possible. I would also like to thank Glyn Kirby and Jeroen van Nugteren
who provided assistance in all matters related to work and personal things
while in CERN. Glyn and Jeroen are to be thanked for their contribution to
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Chapter 1
Introduction
Although superconductivity has been known for over 100 years, commercial
applications are still rare. Superconductivity is the enabling technology in
magnetic resonance imaging (MRI) devices, which represent the largest sin-
gle commercial application of superconductivity [22]. Another large base of
users for superconductivity can be found from the Big Science projects such
as ITER [95] and the Large Hadron Collider (LHC) [12, 119]. Within these
projects low temperature superconductors (LTS) have been used until now in
the main working compounds, such as detector magnets or coils keeping the
plasma together. However, due to the urge to reach higher magnetic fields,
and thus, ability to achieve higher particle collision energies, the accelerator
magnet community has been starting to push frontiers also in the field of high
temperature superconductor (HTS) magnets in addition to already used HTS
current lead technology [5]. One possible direction for the future high-energy
upgrade for the LHC (HE-LHC) is to utilize HTS materials to reach magnetic
fields densities up to 20 T in the bending magnets. The concept of a 5 T HTS
insert magnet has been studied in the EuCARD [114] and EuCARD2 [122]
projects.
Accelerator magnets are typically characterized by high magnetic field den-
sities and current densities. The 5 T HTS insert magnet being developed in
EuCARD2 is designed to be operated in the magnetic field density of 16 T and
engineering current density of up to 600 A/mm2. As the superconducting phe-
nomenon guarantees lossless current carrying capabilities, no heat is generated
in the cable in direct current (DC) conditions. However, if the superconducting
state is lost, i.e. a quench occurs, the current transfers to the copper resulting
in a dangerous situation due to massive heat generation. To protect expen-
sive superconducting magnets, the quench event has to be understood and the
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quench detection and protection systems have to be designed appropriately.
Due to the high current densities, and consequently, high magnetic fields,
multiple relevant scientific questions are introduced:
• Is it possible to utilize HTS magnets in accelerator magnets?
• What kind of problems are introduced from the quench detection and
protection viewpoint?
• How relevant the quench protection methods of LTS magnets are for
HTS magnets?
1.1 Motivation
Quench protection is an important part of the engineering R&D work of su-
perconducting magnets. Completely new HTS magnet design, studied in the
EuCARD2 project as part of the LHC upgrade plans, is difficult and expen-
sive to manufacture. Due to the possibility to destroy the magnet in case of
a quench, the numerical modelling before the measurements plays a vital role
in the design process. Safe operation of the magnet system has to be ensured
before initiating the upgrade of the LHC as a severe incident in the system
may cause a delay of two years in the operation, due to the almost 10 000
superconducting magnets in the LHC [119].
The quench event of LTS magnets is well known and documented [156,
Ch.9]. However, the quench event of HTS magnets still requires studying,
even though the existence of HTS materials was discovered almost 30 years
ago. Especially, when an HTS accelerator magnet is operated at liquid he-
lium (LHe) temperature range, measurement data is almost non-existent. In
these operation conditions HTS magnets behave differently in case of a quench,
compared to their LTS counterparts, due to the much higher temperature mar-
gin. Due to the different nature of the quench event between HTS and LTS
magnets a valid question occurs: is it possible to utilize well-known quench
modelling and protection methods of LTS magnets also for HTS magnets?
The scientific contribution of this thesis comes from the investigation of the
quench characteristics of HTS materials and magnets utilizing numerical mod-
elling. We studied the possibility of the usage of HTS magnets for accelerator
magnet applications. Especially, we investigated multiple quench modelling
methods, previously utilized with LTS magnets, to analyze their usefulness for
HTS magnets. Main research questions that this thesis answers to are:
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• Are analytical methods widely used for LTS magnets suitable for HTS
magnets in particle accelerators?
• How does the quench evolution differ in LTS and HTS magnets?
• How to improve numerical modelling methods for HTS magnets?
• What kind of software entity is adequate for the needs of an engineer
studying quench in superconducting accelerator magnets?
Modelling a quench event in a superconducting magnet requires a multi-
physical approach. One has to solve at least magnetic field and heat conduction
problems, and possibly utilize different domains for different problems. As part
of my doctoral studies we decided to start an in-house software development
project for quench modelling. This way we were not bound by the limitations
of commercial software. Another motivation to start the software development
project was continuity. In many cases the work of a doctoral student is, at
least partially, wasted after the studies. Here we decided to build a foundation
on a platform, where the development is easy to continue afterwards.
An unfortunate shortcoming regarding the software development project is
the absence of benchmarking against measurement results. Due to the delays
in measurements regarding the HTS magnet designed in the EuCARD2 project
the benchmark was not possible to accomplish. However, the development of
the software project will continue and the simulation results will be compared
to the measurement results when the measurements can be carried out.
This thesis was conducted within the Academy of Finland project ”Stabil-
ity Analysis of Superconducting Hybrid Magnets” and European Commission
project Enhanced Coordination for Accelerator Research & Development 2
(EuCARD-2). The former project was related to the simulation tool devel-
opment and its utilization on the quench modelling of the superconducting
magnets. The latter project was related more to the quench modelling of the
HTS research magnet.
1.2 Structure of the Thesis
This thesis begins by introducing the superconductivity as a phenomenon in
Chapter 2. A quick peek into the history and the special characteristics of su-
perconductivity are given. Then, the utilization of superconductors in particle
physics is presented, where the main focus is on the accelerator magnet tech-
nology. The present technology and upcoming upgrade plans for the LHC are
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presented. In the end of the Chapter the quench event of superconductors is
described and the appropriate background for numerical modelling of quench
is presented.
In the following Chapter we discuss the software development for quench
simulations. One result of my doctoral studies is the in-house developed quench
simulation software, which is presented in detail as the software was utilized
in the simulations throughout the thesis. The constituents of the software and
their connections, with the addition of future development areas, are explained.
In the end, one particular software engineering example is presented regarding
the optimization of the software.
In Chapter 4 we study how common quench characteristics differ in HTS
compared to their LTS counterparts. First, the normal zone propagation in
HTS magnets is studied computationally and the difference of quench event
between LTS and HTS is discussed. Then, widely used analytical approaches
for LTS are compared to the numerical simulations, and their usefulness for
HTS is discussed. Especially, hot spot temperatures and minimum quench en-
ergies are studied in detail. Furthermore, throughout the Chapter, viewpoints
to quench measurements are expressed based on the simulations.
In the 5th Chapter quench simulation is scrutinized for an HTS research
magnet design. In the beginning the studied case is presented and issues related
to quench simulation, especially regarding the quench initiation and reduction
of modelling domain, are discussed. Then, the quench simulation results for
the magnet are presented and conclusions are drawn.
Finally, in Chapter 6, the summary of the work is presented and conclusions
are drawn.
Chapter 2
Background
This chapter presents the basic framework for this thesis. As the supercon-
ductivity is the phenomenon that is underlying the studies that are presented
in this thesis, first the history and basic properties of superconductivity are
presented. There are different ways to classify superconductors, which is done
to demonstrate different aspects of superconductivity and its usability in com-
mercial and scientific areas. Later, stability aspects and the quench event in
superconductors are introduced. In addition, the background for numerical
modelling of the quench event is presented as this is the area of interest to be
developed during the thesis.
2.1 Superconductivity
2.1.1 History of superconductivity
The discovery of superconductivity can be tracked back to the measurements
of Heike Kamerlingh Onnes in 1911 [102]. The main interest of Onnes was
cryogenics and especially the liquification of helium. Utilizing liquid helium
Onnes measured resistivity of various metals also in pressurized conditions
which decrease the temperature of helium boiling point. While doing these
measurements the superconductivity was discovered by accident, and at first
was recognized as a short circuit. After multiple measurements Onnes was con-
vinced that there exists no voltage, while current being present, in his mercury
sample and a new phenomenon called superconductivity was discovered.
The first important property of superconductivity, total loss of resistivity,
was observed on other materials as well by Onnes. He discovered, that under
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a certain, material dependent, critical temperature, Tc, in addition to mercury
also tin, lead and indium were able to transport current without Ohmic losses.
Later it was discovered, that the superconductivity can also be a property of
ceramics [8] and iron-based alloys [57] in addition to metals. Second property
of superconductivity, the Meissner effect, was discovered in 1933 by Meissner
and Ochsenfeld [41]. Meissner effect means that the superconductor repels the
exterior magnetic field completely. As opposed to the ideal perfect conductor
there exists no magnetic flux density (B) inside the conductor even in a case
where the cooling to the superconducting state is performed within an external
field.1
After its discovery by measurements, the complete theory for superconduc-
tivity was first introduced by Bardeen, Cooper and Schrieffer [6] in the 1950s.
The BCS theory, named after its founders, described the superconductors at
the quantum level and predicted that the maximum possible Tc is 30 K. For a
long time the BCS theory was regarded as the perfect theory for superconduc-
tivity, however, almost 30 years later Bednorz and Mu¨ller discovered a ceramic
superconductor in the BaLaCuO system, which had a slightly higher Tc than
30 K [8]. After the discovery by Bednorz and Mu¨ller, the maximum Tc of
30 K estimated by BCS theory was utilized as a divider between supercon-
ductors: low-temperature superconductors (LTS) with Tc of less than 30 K
and and high-temperature superconductors (HTS) with Tc of more than 30 K.
Furthermore, the research for materials with higher Tc sky-rocketed with the
optimistic objective of discovering a superconductor that could be utilized at
room temperature [91].
While being discovered over 100 years ago, the commercial applications
utilizing superconductivity are still rare. The most attractive application com-
mercially is the magnetic resonance imaging (MRI) [83] which accounted for
almost 80% of all the superconductor market in 2014 [22]. The second largest
account was by far, with 19% in 2014, different R&D projects and Big Science
projects, which include particle accelerator magnets [59, 93, 103] for example,
where the superconductivity act as an enabling technology. In both of these
areas LTS technology has been the natural choice for decades due to the longer
development work, which translates into the market share of 99% of the su-
perconducting market. However, due to the urge to push forward to larger
magnetic flux densities, in the range of 20 T, in Big Science projects such as in
the successor of Large Hadron Collider (LHC) [12, 119] and within the ITER
project [95], the share of HTS technology will rise in the coming decades.
1However, the magnetic flux density is repelled completely only with extremely small
values of B.
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Other potential large scale superconducting applications include power ca-
bles [85, 86, 142], fault current limiters (FCL) [79, 142, 159], wind turbine
generators [1, 108, 142], transformers [37, 74, 76], induction heating [124] and
superconducting magnetic energy storage (SMES) [17, 51, 113, 142], to name
a few. The commercialization of these technologies is still work in progress
partly due to the existing more reliable technology being present.
2.1.2 Critical quantities
When discovering superconductivity, Onnes noticed the total loss of resistance
of a mercury sample when the operation temperature decreased below its Tc,
4.15 K. However, temperature is not the only critical quantity. The surface
defined by Tc, critical magnetic flux density Bc and critical current density Jc
defines if the material is in the superconducting state or not. Critical surface for
a flat HTS tape is presented in figure 2.1. It is notable that the operation near
Tc, for example, is impossible in practical applications due to the extremely low
values of Bc and Jc. Engineers work with these quantities to design a device
that exploits the quantities in a best possible way for the application. On the
other hand material scientists work to improve all the critical quantities to
ease the engineering work.
In addition to the magnitude of B, ||B||:=B, the angle of B, (α), can also
have an influence on the critical surface. This is called anisotropy of the super-
conductor that is present especially on textured thin films and on flat tapes.
For example the critical current density in bismuth-based Bi2Sr2Ca2Cu3Ox (Bi-
2223) and in Yttrium-based YBCO tapes is highly anisotropic [63, 67]. How-
ever, a round wire can be manufactured from Bi2Sr2CaCu2Ox (Bi-2212), where
anisotropy is not present [72]. It is notable though, that the anisotropy always
exists in crystal level [146].
If superconducting tape is manufactured from an anisotropic material, the
tape is textured such that the critical current is the highest when B is parallel
to the tape’s wide surface (0°) and lowest when it is perpendicular to the tape’s
wide surface (90°). Figure 2.2 illustrates the orientation of B towards the tape
surface. Anisotropy needs to be taken into account when designing a device
as Jc can be less than half of the maximum Jc when B is perpendicular to the
tape surface as presented in figure 2.1.
The resistive transition is instant, when the critical surface of figure 2.1
is breached, only for ideal superconductors. According to Bruzzone [16], Wal-
ter suggested in 1974 that the relationship between the magnitude of electric
field (||E||) and current density (||J||), which are assumed parallel in this work,
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Figure 2.1: The critical surface for an HTS material where the tape anisotropy
is illustrated with field angle α.
in a superconductor can be characterized utilizing a power-law [156]
E = Ec
(
J
Jc
)n
, (2.1)
where E is the magnitude of the electric field, Ec is the critical electric field, n
is the n-value and J is the magnitude of the current density, respectively. This
was based on macroscopic observations that the transition from the supercon-
ducting state to the normal state happens rapidly but not instantly. Typical
values for Ec are 0.1 and 1 µV/cm [30, 46].
Superconductor index number n, also called the n-value or the exponent
n, in (2.1) represents the steepness of the resistive transition [156]. For ideal
superconductor the n-value is infinite, and the transition to the normal con-
ducting state is instant. In reality the n-value is finite, which means that there
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Figure 2.2: Description of the angular dependency of B for flat tape supercon-
ductors.
is Joule heat generation even with subcritical currents due to E and J being
present simultaneously. However, this also means an opportunity to operate
a short period of time with a current density that is above Jc. Figure 2.3
presents the E-J relation with different values of n and the relation of a ideal
superconductor.
2.1.3 Classification of superconductors
Superconductors can be classified in multiple ways. One is to classify them
according to their Tc as described earlier. Another possibility, that was uti-
lized before the superconductors with high Tc were discovered, is to classify
superconductors according to their ability to tolerate applied magnetic fields.
Furthermore, different types of superconductors have different capabilities and
properties. Here we present the different classifications for superconductors
and describe the most common superconductors at the moment.
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Figure 2.3: Schematic view of the resistive transition.
Type I and type II superconductors
In type I superconductors the magnetic flux density cannot enter the super-
conductor excluding a very small surface layer. However, after the applied
magnetic flux density increases over the critical value Bc [24, p.28-30] the su-
perconducting state is lost. For type I superconductors Bc values are in the
order of 10 mT [93, p.12-13], which makes them extremely unattractive even
for moderate field applications [115, p.46].
Type II superconductors, on the other hand, have two critical magnetic
flux densities: the lower Bc1 and the upper Bc2 [24, p.29-33]. Below Bc1 type
II superconductor behaves similarly to the type I superconductor generating
shielding currents on the edge of the conductor and repelling the applied mag-
netic flux density. After exceeding Bc1 the magnetic flux can penetrate into
the superconductor in quantized flux vortices. The superconductor keeps the
ability to transport lossless current even though the flux vortices form normal
conducting zones inside the superconductor. When the upper critical field Bc2
is reached the superconductivity is lost due to the vortices penetrating entire
volume of the material [93, p.13-17].
Type II superconductors are much more promising for applications due to
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Bc2 being in the range of Teslas for common superconductor materials [148].
For example, NbTi based MRI machines operate typically in magnetic field
of 1.5 T or 3 T [23]. However, when a type II superconductor is exposed
to the magnetic field, the Lorentz force is applied to the flux vortex when a
current is flowing in the conductor, moving the vortex through the material
and generating heat. This phenomenon, called flux flow resistance, means that
type II superconductors can generate heat even with direct current (DC) when
they are subject to the magnetic field [61]. However, the flux movement can
be significantly reduced by introducing anomalitites, so-called pinning centers,
in the superconducting material. Flux vortices get stuck to these pinning
centers and remain in place even when the Lorentz force is applied to them.
Thus, it is profitable to add impurities to the superconducting material in
the manufacturing process to increase the current carrying capacity of the
conductor [132, p.82]. However, when the current in the superconducting
material increases, the flux vortices are detached from the pinning centers with
increasing pace. Moderate increase in electric field is observed before reaching
the critical current, after which the increase becomes exponential. The power-
law illustrates this effect in figure 2.3. Type II superconductors with pinning
center are called hard superconductors [93, p.17-23]. Hard superconductors are
extremely interesting from applications point of view, as they have high enough
critical quantities including Bc2 to be utilized in applications. Superconducting
materials studied in this work are hard superconductors, and thus, from now
on we use notation Bc in place of Bc2.
LTS and HTS superconductors
Another criteria to classify superconductors is their Tc. LTS materials are
generally metallic compounds and have Tc ≤ 23.3 K [97]. Several type II
LTS superconductors have Bc up to 10 T but the commercial applications
are limited to mainly two materials: niobium-titanium (NbTi) and niobium-
tin (Nb3Sn) alloys [148]. NbTi is used in low field applications like field coils
of MRI devices and the dipoles in the present LHC. Nb3Sn on the other hand
is used in place of NbTi if larger J is required in combination with higher B.
NbTi materials can be commercially manufactured in long lengths [81] with
low cost. Manufacturing a magnet using NbTi is easy because it is strong
and ductile material [148] and it is possible to apply the heat treatment to the
NbTi material and then wind the magnet, which is the so-called react-and-wind
method. Nb3Sn magnets on the other hand are more difficult to manufacture
due to the brittle nature of reacted Nb3Sn material, and thus, Nb3Sn magnets
are often built using the opposite, wind-and-react, method [25, 71]. The main
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characteristics of NbTi and Nb3Sn are listed in Table 2.1.
HTS materials are ceramic compounds or newer iron-based alloys [57] with
Tc higher than 30 K. The most important HTS materials today are bismuth-
based BSCCO (Bi-2223 and Bi-2212), YBCO and magnesiumdiboride (MgB2).
Despite their extremely high Tc the main disadvantages are difficult conductor
fabrication compared to the LTS materials and relatively low field performance
in high temperatures [148]. BSCCO conductors are fabricated in tape geome-
try utilizing the oxide-powder-in-tube (OPIT) method [129] while the coated
conductor technology is utilized with YBCO [47]. Due to the low field perfor-
mance of LTS magnets compared to HTS magnets, one of the most interesting
application for HTS magnets is accelerator magnets where the HTS magnet
can be used as an insert for an LTS outsert with the operation temperature of
4.2 K [26], which is the main topic of this thesis. HTS conductors have also
been used as current leads for reducing the heat leak to applications operating
below 30 K [87]. MgB2 is an interesting material between LTS and HTS ma-
terials. It has a Tc of 39 K, thus considerably higher than LTS materials, but
still below liquid nitrogen region [148]. However, as presented in Table 2.1,
Bc and Jc are not yet at the required levels to challenge LTS or HTS materi-
als but MgB2 has the advantage of being a cheap common material with low
manufacturing costs.
Table 2.1: Most common superconducting materials and their critical quan-
tities. Anisotropy means the relative difference of Jc when the orientation of
applied B is varied. Data for the table is taken from [148].
Material Type Material Tc(K) Anisotropy Jc(A/cm
2) Bc(T)
LTS NbTi 9 Negligible ∼106 11-12
LTS Nb3Sn 18 Negligible ∼10
6 25-29
HTS MgB2 39 1.5-5 ∼10
5 15-20
HTS Bi2223 110 50-200 ∼107 >100
HTS YBCO 92 5-7 ∼106 >100
2.1.4 Particle accelerator magnets
Particle accelerators are devices that accelerate electrically charged particles
to high velocity and then collide two such bundles of particles. In circular
accelerators, superconducting magnets are required to produce very high mag-
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netic fields with very high quality to control the trajectories of charged par-
ticles [128]. In this thesis we focus only on circular particle accelerator mag-
nets used in High Energy Physics (HEP), and especially to the Large Hadron
Collider (LHC) and the future upgrades under consideration. However, it is
notable that particle accelerator magnets are used also in other areas, such as
in isotope creation for medical imaging, radiotherapy for cancer treatment and
basic material and chemistry research [2]. Also, other accelerator types than
circular synchrotrons exist [153].
For HEP purposes particle accelerators are used as colliders. The particles
are accelerated to very high velocities, so that their energies are in the GeV or
TeV range. Then they are collided against each other in the so-called detector
magnets2, where the high energy density localized in the collision provides a
possibility for new particles to emerge [128]. The ambitious goal is to discover
the building blocks of the universe which would lead to a more comprehensive
understanding how the universe was formed in the beginning.
In circular accelerators the particles are controlled utilizing magnetic fields
of different shapes: dipole fields bend the particle trajectories and the quadrupole
fields keep the particle bundles focused [93]. The energy density of the colli-
sion and the maximum mass of the particles to be created depends on the sum
of the kinetic energy of the colliding particles. Even though the dipoles and
quadrupoles already are characterized with long lengths, high fields, high cur-
rent densities and high stored energies, the urge to push for discovery of new
particles requires higher energies for colliding particles. In a circular particle
accelerator the maximum energy of the particle is proportional to the dipole
fields that is available to exert the bending force [152, p. 39]. Therefore, in
order to increase the energy of the collisions the magnetic field of the dipoles
have to be increased, or alternatively a particle accelerator machine with a
larger diameter has to be built.
The LHC at CERN is a 27 km long synchrotron collider installed in a tunnel
with a diameter of 4 m about 90 m underground [14, 15, 118]. The magnet
system operates at 1.9 K by means of superfluid helium and there are 1232
main dipoles each about 15 m long producing a magnetic field of approximately
9 T at nominal operation current 11 850 A [116]. The design value for the beam
energy is 7 TeV. The next upgrade for the LHC is the so-called high luminosity
upgrade around 2020, where the present NbTi technology will be replaced with
Nb3Sn magnets at the interaction region just before the collisions to improve
the beam focusing and hence increase the luminosity at the collisions [121, 123,
160]. Only the interaction region quadrupole magnets are replaced, since the
2ATLAS, for example, is a detector magnet in the LHC [58]
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energy of the LHC ring will be kept at the design value, thus there is no need
to replace the NbTi dipoles.
The high-energy upgrade for LHC (HE-LHC) is designed to increase the
beam energy up to 16.5 TeV by increasing the magnetic field up to 20 T
by 2030 [120].3 There are still multiple possible scenarios how to execute
the upgrade. One possibility is to utilize Nb3Sn magnets which are able to
withstand magnetid fields up to 15 T. The other option is to manufacture
hybrid magnets where the NbTi is utilized in low field region, Nb3Sn magnets
in intermediate field region and HTS magnet in the high field region [143]. HTS
magnets can withstand magnetic fields higher than 15 T, however, they are
3-5 times more expensive than LTS magnets [48, 120], thus, it is not feasible
to exploit exclusively in HTS magnets. Figure 2.4 presents the critical current
densities as a function of applied magnetic field for materials to be utilized in
HE-LHC for the future upgrade.
Preparing for HE-LHC upgrade a program called European Coordination
for Accelerator Research & Development (EuCARD) was started in 2009 [114].
The subject of work package 7 (WP7) of the EuCARD project was to develop
high field magnets in the range of 13-20 T. A very high field HTS insert magnet
study was part of the WP7, where possibilities to utilize an HTS insert inside
an LTS outsert, namely FRESCA II [94] were studied. The continuation of
EuCARD is the EuCARD-2 project, which started in 2013 [122]. The aim of
WP10 in the EuCARD-2 project is to design and manufacture an HTS insert
producing 5 T magnetic field in stand-alone operation. This thesis is partially
conducted within the EuCARD and EuCARD-2 projects. In particular, the
stability and protection analysis of the HTS insert designs in these projects is
included in this thesis.
2.2 Stability and quench
In superconductor technology stability refers to maintaining the superconduct-
ing state. Thus, when the stability is lost, the superconducting material shifts
into the normal conducting state. This event is called quench. A quench is
usually an undesirable event, even though FCL devices exploit the quench
event in their normal operation [98]. Stability sets the limits of framework
for engineers to design superconducting devices. Even when the device is de-
signed to operate in extremely stable conditions, the quench protection has to
3High luminosity upgrade is scheduled to be implemented, however, the high-energy
upgrade is still at the conceptual design phase.
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Figure 2.4: Critical current density as a function of applied magnetic field for
materials to be utilized in HE-LHC [75].
be considered due to the large expenses in case of a damaged device due to
the quench. In this section we present superconductor stability aspects and
different classifications of quenches. In the end basics of numerical modelling
of the quench event are presented, which are utilized throughout the thesis.
2.2.1 Stability aspects
Superconducting magnets may not achieve the design current based on the
short sample measurements4. There exists two causes of instability, which force
the magnet to be operated by a lower operation current than its short sample
characterization would indicate: magnetic and mechanical instability [154].
4By short sample measurements we mean measurements done to short pieces of super-
conductors.
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Magnetic instabilities and flux jumps are to be considered in all magnets
manufactured from type II superconductors. Basically the instability arises
from two properties of type II superconductors. First, the motion of flux
dissipates heat within the conductor. Second, Jc decreases with increasing
temperature, which in return generates flux motion. Figure 2.5 presents the
chain of events which eventually leads to a quench. It is notable, that this
chain of events may begin from any part of the figure, but the result is the
same, a quench. [154, 156]
∆φ ∆T
∆Q
-∆Jc
Figure 2.5: Chain of events eventually leading to a quench.
Degradation of coils, meaning premature quench considerably before the
short sample critical current, is caused by mechanical disturbances [13]. Me-
chanical disturbances may occur, for example when the conductor moves due to
the electromagnetic forces within the magnet and friction generates heat [53].
Thus, it is of common practice to eliminate the conductor motion by impregnat-
ing the winding with organic materials, most notably epoxy resins [28, 68, 134].
In these epoxy-impregnated magnets another source of mechanical disturbance
emerges: epoxy fracture [53].
The first cure for instabilities and coil degradation was cryogenic stabiliza-
tion presented by Stekly [135]. In this method a sufficient amount of normal
conductor was placed in parallel with the superconductor to ensure it can carry
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the excess current. Naturally, the electrical resistivity of the normal conductor
was to be as low as possible, and thus, copper became a popular choice. This
normal conductor is called matrix metal. According to Stekly’s criterion if a
normal region is formed it will always recover if αs ≤ 1, when
αs =
f 2J2c ρCu
(1− f)h(Tc − Tb)
·
A
p
, (2.2)
where ρCu is the copper resistivity, f is the fraction of superconductor on
a conductor cross-section, A cross-sectional area, p cooled perimeter, h heat
transfer coefficient and Tb helium bath temperature. However, in reality cryo-
genic stabilization is not feasible for actual magnets due to the large necessary
amount of matrix metal which increases the weight and cost of the magnet and
decreases the overall current density. Thus, the advantages of using supercon-
ducting material in the magnet is partly negated.
Another form of stabilization is fine subdivision of superconductors to
smaller filaments. Subdivision of superconductors does not contribute against
mechanical disturbances, however, it reduces the amount of flux jumps con-
siderably [154]. The improvement is twofold. Decreasing the superconductor
filament size translates into smaller energy release in case of a flux jump. In
addition, a better cooling in the conductor is possible if the superconducting
filaments with low thermal conductivity are spread within the matrix metal.
As the cryogenic stabilization is not appropriate method to design super-
conducting magnets there is a need for method to approximate disturbance
energies in different operation conditions. One of these methods is the min-
imum propagating zone (MPZ) introduced first by Martinelli and Wipf [89]
and demonstrated later with computations and experiments by Wilson and
Iwasa [155]. MPZ is the smallest normal conducting volume within the magnet
that causes a propagating normal zone leading to a quench [156]. A conceptual
drawing to illustrate the MPZ ellipsoid is presented in figure 2.6.
MPZ is created by the energy that equals to the minimum quench en-
ergy (MQE) [156]. The energy can be originally from any source, whether
mechanical or magnetic in origin. When the MPZ is emerged in the supercon-
ductor, it propagates with a certain speed called the normal zone propagation
velocity (vnzp). Simulations and measurements of vnzp are extremely important
when studying quench dynamics because with a slower vnzp the stored energy
is dissipated in a smaller volume in the magnet, thus, causing higher hot spot
temperature than with faster vnzp. In addition, especially in HTS magnets
due to the slow vnzp the hot spot will remain localized [65, 104], increasing
mechanical stresses due to the large temperature gradients which may lead to
a damaged magnet [69, 141, 158].
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Figure 2.6: Normal zone ellipsoid.
Quench characteristics are different for LTS and HTS magnets as presented
in Table 2.2. LTS magnets typically have low thermal margin and MQE, which
makes them prone to quench. However, due to their extremely high vnzp their
protection is easier because larger volume of the magnet winding is dissipating
the stored energy. In addition, the quench detection in LTS magnets is straight-
forward by measuring the voltage over the normal zone, which increases rapidly
due to the fast vnzp. HTS magnets on the other hand are extremely stable due
to the high thermal margin and MQE but the quench detection and protection
is difficult because of the slow vnzp. In this thesis we model different quench
scenarios and stability aspects for HTS accelerator magnets. In addition, we
test techniques, that are widely used for LTS magnets, and evaluate their
usability with HTS magnets.
Table 2.2: Comparison of quench characteristics of LTS and HTS magnets [52,
101, 107].
Quantity LTS HTS
Quench Process Normal zone propagation Temperature rise
and ”thermal runaway”
vnzp up to hundred m/s several cm/s
Thermal margin few K several decades K
MQE ∼mJ ∼J
Typical n-value >40 10-40
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2.2.2 Classification of quenches
As described before, the quench is the event when the stability is lost. However,
there are several possible reasons for losing stability, thus, it is important to
detect and analyze the reason for quench to improve the performance of the
device in the future. Classification of quenches was presented by Arnaud [27]
and Wilson [156, p. 70]. Here we present these two classifications that estimate
how the undesirable quench event originated in the magnet.
Devred’s classification of quenches
Devred classified quenches according to the operation current of a magnet
related to the conductor short sample measurements. Thus, measurements for
a magnet are required to classify what type of quenches occurred. If a quench
occurs at the operation current defined by the critical surface, a conductor-
limited quench has occurred. If the quench happens at the same critical current
Ic as predicted by the short sample measurements, a short sample quench
occurred. However, if the quench happens at a lower Ic, the magnet has been
degraded. Some degradation is common in superconducting magnets due to
the mechanical load during the winding process, and thus, the short-sample
quench is difficult to reach but good magnets reach more than 95% of the
short-sample limit [137]. Figure 2.7 illustrates the conductor-limited, short
sample quenches and how the degradation effects the magnet.
If, however, the quench occurs at considerably lower current than the crit-
ical surface predicts, it is typically due to an energy release in the coil. The
energy release initiates the chain of events presented in figure 2.5, which even-
tually leads to a quench. In addition, in HTS magnets one type of premature
quench may also occur due to the local degradation of the HTS tape. Thus,
there exists an area with considerably lower Jc generating heat within the
magnet leading to a quench [66, 151].
In figure 2.7 the inclined ellipse presents an area, where premature quenches
occur but with increasing operation current. This behaviour illustrates training
of the magnet. Training is an effect, where the magnet is quenched multiple
times to release the energy, that is stored in the manufacturing phase to the
magnet due to the mechanical stresses. When these energies are released, the
magnet approaches the short sample quench limit.
Devred’s classification mainly separates quenches that occurred due to the
excessively high operation currents or without a clear explanation. It is used
to determine if the magnet is manufactured properly or degraded during the
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Figure 2.7: Quench history of two fictitious magnets. Quenches are classified
according to the Devred’s classification. [137]
manufacturing process. In addition, the training behaviour is illustrated clearly
with the Devred’s classification by creating a figure presented in figure 2.7
according to the characterization.
Wilson’s classification of quenches
Wilson classified quenches based on the type of disturbance that caused a
quench. Thus, all quenches are due to the energy release in the coil. Wilson
divided quenches in space and time. Then, in space quenches were divided
to point and distributed quenches and in time to transient and continuous
quenches. Table 2.3 presents the disturbance spectrum and what kind of en-
ergies or powers are related to the disturbance category.
Table 2.3: Disturbance spectrum in Wilson’s classification of quenches. [156]
Space
Point Distributed
T
im
e Transient Joules Joules/m3
Continuous Watts Watts/m3
Continuous disturbances are caused by steady power input to the winding.
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Slowly the temperature rises in the magnet causing a detectable quench. A
continuous point disturbance can be clearly located and is caused possibly due
to a bad joint or degradation of the wire. Distributed disturbances could be
caused by excessive alternative current (AC) losses [49], heat leaks, mechanical
hysteresis effects or by dissipative losses close to Jc, as power-law describes.
These continuous disturbances cause a quench if the cooling cannot balance
the heat generated by the disturbance.
Transient disturbance is an event that typically happens only once, and is
difficult to predict. Flux jump is an example of a transient disturbance, but
the spatial classification is difficult. Flux jump is located in a point, however,
there are flux jumps, at different time instants, distributed in the coil volume.
Another possible source for transient disturbances is mechanical in nature. A
crack in the epoxy and release of the energy due to the training are located in
a point causing a transient quench.
Usually quenches of transient nature are hard to prepare for. The quench
detection and protection system has to be designed in a way, that a control-
lable and safe quench is possible in case of a transient quench. Continuous
disturbances are typically avoided by designing a magnet in a way that AC
losses or joints do not generate heat over the cooling systems capacity. Quench
modelling is crucial to understand and predict the generated heat due to the
continuous disturbances. In this thesis we study quench of HTS magnets by
applying continuous disturbances and analyzing its effects on the magnet.
2.2.3 Numerical modelling of quench event
Quench simulation is a crucial task when designing a superconducting magnet.
The most important outcome from the quench simulation is the temperature
evolution and the normal zone resistance within the magnet during the quench.
According to the quench simulation results, the detection and protection sys-
tem of the magnet can be designed in a way that a safe operation of the magnet
is ensured. Furthermore, the usability of the designed protection system may
be demonstrated by including the protection system utilizing a circuit model
in the quench simulation tool.
Quench modelling, in general, is divided into two popular approaches. First
quench modelling method is related to model how the normal zone propagates
within the magnet volume. This method was first introduced by Wilson [156],
however, similar work has been continued also by others [117]. Second popular
method is to solve the heat diffusion equation within the magnet volume using
numerical methods, mainly finite element method (FEM), difference method
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or a method based on solving thermal network model [31, 32, 35, 136, 130, 131,
157]. These approaches include both the commercial tools for solving general
technical problems and home-made tools tailored for specific problems. But,
this is not all. A quench simulation tool requires also at least magnetic fields
and circuit analyses.
Heat diffusion equation
We have taken the approach to solve for the heat diffusion equation within the
modelling domain (Ω) utilizing FEM. The heat diffusion equation, as presented
in [111], can be written as
∇ · λ(T )∇T +Q(T,B) = C(T )
∂T
∂t
, (2.3)
where λ is the effective heat conductivity, T is the temperature, Q is the
volumetric heat generation and C the volumetric heat capacity. Three different
components can be seen in (2.3). The first term reflects the heat conduction,
the second term the heat generation and the last term the local temperature
time variation.
The volumetric heat generation in a superconducting magnet can be com-
puted according to the current sharing model presented in [156, p.78]. In a
superconductor above the critical current, the current is divided between the
matrix metal and the superconductor. Due to the higher resistivity of the
superconductor, the superconductor will continue to carry its critical current,
while all the excess current transfers to the matrix metal. Thus, a longitudinal
electrical field is set up, which is determined by the matrix metal resistivity
and the operation current. Due to being parallel in the conductor, supercon-
ductor will always match this electrical field set up by the matrix, thus, heat
is generated in both the matrix and the superconductor. Now Q is computed
as
Q = fJE =
f 2Jρm[J − Jc(T )]
1− f
, (2.4)
where ρm is the resistivity of the matrix metal. If one assumes that Jc varies
linearly with temperature, i.e.
Jc(T ) = Jc0
Tc − T
Tc − T0
, (2.5)
where T0 is the initial temperature and Jc0 the critical current density at T0.
Combining (2.4) and ((2.5)) one gets
Q(T ) =
ρmf
2J
(1− f)
(
J − Jc0
Tc − T
Tc − T0
)
. (2.6)
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However, as described in [156, p.74], the ohmic heat generation starts when
the temperature has risen to the current sharing temperature (Tcs), which is
located between T0 and Tc. Assuming linear slope of Jc with T , Tcs is computed
as
Tcs = Tc − (Tc − T0)J/Jc0. (2.7)
When one combines equations (2.6) and (2.7) one gets for the heat generation
Q(T ) =
ρmf
2J2
(1− f)
(T − Tcs)
(Tc − Tcs)
= Qc
(T − Tcs)
(Tc − Tcs)
, (2.8)
where Qc the is the maximum value of heat generation. Thus, the heat gener-
ation rises linearly from zero at Tcs to a maximum at Tc, when all the current
is flowing in the matrix.
Another model to compute the volumetric heat generation is to compute
Joule heat generation according to
Q = ρeffJ
2, (2.9)
where ρeff is the effective resistivity of the cable. Effective resistivity can be
computed by assuming the materials of the cable being in parallel as shown
in [136]
1
ρeff (T )
=
m∑
i=1
fi
ρi(T )
, (2.10)
where fi volumetric fraction of the material i and ρi(T ) resistivity of the ma-
terial i and m number of materials. In this approach the superconductor
resistivity is computed utilizing the power law [16, 77]
ρ(B, T, J) = Ec
‖J‖n(B,T )−1
Jc(B, T )n(B,T )
. (2.11)
Therefore, to solve ρeff locally at given T and J , one needs to solve a non-linear
equation.
Magnetic flux density distribution
Solving B everywhere in the modelling domain is required for quench simula-
tion for multiple reasons. First of all Jc is a function, among other variables,
of B and α. Second, B is also required for input for some of the material
parameters, such as the magnetoresistivity of copper [60].
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For solving the magnetostatic problem we started from the Maxwell’s equa-
tions: Gauss’s law for magnetism, Ampe´re’s law and constitutive law, which
are, respectively, presented as
∇ ·B = 0, (2.12)
∇×H = J, (2.13)
B = µH, (2.14)
where H is the magnetic field intensity and µ is the permeability [19]. With
the magnetic vector potential A, which is defined, according to [19], as
∇×A = B, (2.15)
one can derive (2.12)-(2.15) into single partial differential equation (PDE)
∇×
1
µ
∇×A = J, (2.16)
from which A can be solved.
However, the solution of A is not unique unless a gauge condition defining
its divergence is introduced [9]. To achieve uniqueness one can utilize the
tree gauge, for which tree has to be selected in the graph defined by the finite
element mesh and then set the degrees of freedom corresponding to those edges
to zero [3, 9].
Circuit model
Circuit analysis is required to study the current decay. The expected outcome
is the current decay curve, which gives the information how fast the magnet can
be de-energized after the quench detection has been successfully accomplished.
Figure 2.8 presents an electric circuit of a superconducting magnet where a
quench protection branch with a dump resistor is located in the middle. Here
we present one possible method to apply quench protection system for quench
modelling which is based on [156].
During the normal operation of the magnet, switch s is closed and the nor-
mal zone resistance of the magnet Rnorm is 0 Ω. When the quench initiates the
normal zone starts to propagate and consequently Rnorm increases. Typically
quench detection system measures the voltage over the magnet, thus, when
the Rnorm increases over the quench detection threshold voltage the quench
protection will be enabled. The quench protection system opens switch S and
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Figure 2.8: Electric circuit of a superconducting magnet including quench
protection.
the current flows through the protection circuit consisting of diode D and the
dump resistor (Rd).
According to Kirchhoff’s voltage law, when the switch is closed
L
dI
dt
+ IRnorm(t) = Vs, (2.17)
where L and Vs are the inductance of the magnet and the voltage of the current
source, respectively. When the magnet quenches and the switch opens, the
Kirchhoff voltage law turns into
L
dI
dt
+ I(Rnorm(t) +Rd) + Vd = 0, (2.18)
where Vd is the diode threshold voltage.
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Chapter 3
The quench simulation tool
The base for the research of this thesis is the C++-language based quench
simulation tool, QueST (Finite Element Method based Quench Simulation
Tool), that I developed during my doctoral studies. The simulation tool was
used for the computations in all the publications included in this thesis. The
motivation for the development of an in-house simulation tool was the result
of an idea to have a dedicated tool for quench simulations which would allow
to have a freedom within the code to modify all parts of the code, which is not
possible with commercial softwares.
GMSH1 [43] was a natural choice as the platform for QueST as my re-
search group had experience in developing with it. The software that I have
been developing consists of several modules such as heat diffusion and mag-
netostatic solvers. Homology and cohomology solvers, now available in open
GMSH version, have been developed within my group [105]. However, for me
the most important tool package and source of inspiration has been the in-
house developed Riemannian manifold interface [106] and AC-loss simulation
tools [70].
In this chapter we go through the constituents of a capable quench sim-
ulation tool. Then, the most important components of the QueST, and their
connections, are presented in detail. In addition, the input and output of the
quench simulation as well as their implementation in QueST is expressed. In
the end, the spatial and temporal discretizations utilized in the software are
shortly described. In addition, a small example is presented how to fasten
the simulations by tweaking our software, which would not be possible with
a commercial software. This chapter is not directly based on any publication
1GMSH is an open-source finite element mesh generator with pre- and post-processor
facilities. Available online at http://geuz.org/gmsh/.
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but the details given here come out throughout all the appended publications.
3.1 Motivation for the quench simulation soft-
ware development
One problem with the home-made tools is that they are often programmed dur-
ing doctoral studies and consequently when the developer leaves the institute
senior, or permanent, staff members are not able to continue the development
of the software. Then, there is certain time, perhaps 5-10 years, before the
program becomes obsolete for the present day analysis. Also, rarely the inter-
nal structure of the program is designed with appropriate software engineering
tools. This is not a good starting point for continuous development. General
finite element environments present another extreme. The programs may be
internally well structured to allow further development, but hardly any pro-
gram is tailored to quench simulations and the source code is private.
Typically when we discuss about engineering problems, the focus is not on
the solution method, but more on the problems and their solutions. The path
from setting up the problem to solution is of primal importance when there
are new problems that cannot be solved with existing tools whose feasibility is
demonstrated. In our work, we focus on a variety of possible quench scenarios
in particle accelerator magnets and development of tailored modelling tools for
them.
To consider the solution method behind a quench problem and the solution;
how does the magnet system behave during a quench, what kind of protection
system needs to be designed in order to make a quench safe event; everything
starts from the requirements for the quench software. These requirements
are often laid by engineers who are seldom in the core of the modelling tool
development but they have needs to address certain issues in their modelling.
The post-LHC accelerator at CERN, for example, will be very expensive
and requires very detailed quench analysis. One needs to know what happens
when a beam loss occurs in the beam tube, what happens when there is a
short circuit between coils made of different superconductors, how coupling
losses affect on temperature increase in coils, how quench protection heaters
including heating stations [126] induce multiple quench origins to the coil and
what happens if there is a failure in some part of the protection system [36].
To consider all these a modeller needs to have a possibility to simulate various
electric circuit topologies, multiple connected thermal models, non-linear 3-D
magnetic field, and possibly helium flow too.
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These modelling problems would implicate that a general simulation envi-
ronment, like Comsol Multiphysics [21], does not serve the needs of the quench
modelling community. The community has needs to pose new models in the
very flexible way in their quench modelling tasks. They do not necessarily
want to depend on the interfaces provided by the commercial software ven-
dors, but they need more expert-style approach, where, in principle, anything
could be simulated. If this is not the case, some of the developers should be
able to implement a feature taking into account also the new need. One pos-
sible solution for this is to start managing in the community an open-source
software where experts in specific fields could provide modules that address
the modelling needs.
Constructing this kind of a program requires good interfacing – i.e. ab-
stracting out the details. Then a programmer who does not contribute to a
specific module only needs to know about the public methods the interfaces
offer. Natural way to achieve such is by using an object oriented approach,
where the main modules arise from classes that offer well-defined services [42].
An expert user can construct a new kind of a simulation tool from the available
modules by writing a main program and few classes connecting the required
sub-modules to the main modules. At the same time, the expert user does
not need to know how all the modules work. He just needs to know how to
utilize them. Then, an expert in fluid dynamics could contribute to the soft-
ware a module considering the cooling. Also, by this way new modules, and
modules sharing the same interface but different implementations can be de-
veloped in order to constantly develop the software toward the needs that are
not yet even known. However, a user should at the same time be able to change
some parameters, like the operation current, very easily without compiling the
program. For this a data transmission interface is needed for input data.
Next we present the basic constituents of the QueST. The most important
modules, and submodules, and the connections between them are described.
Then the most important inputs to the software, and the output an engineer
desires from the computation are presented. Furthermore, the basic concept
of including inputs and receiving the output from the QueST is presented. In
the end, we express the spatial and temporal discretizations exploited in the
QueST. I want to emphasise that QueST is not a comprehensive quench simu-
lation tool as there are many optional modules missing, e.g. AC-loss computa-
tion module. However, the software development has a solid basic framework
available for the community in addition to the continued development work at
the Tampere University of Technology. [90]
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3.2 Constituents of the software
The quench problem needs a multiphysical approach. The most important
modules and their purposes are listed in Table 3.1. It should be noted, that
not all of these constituents are relevant for all the cases and they may be
interlinked. Further, by leaving something out, like the AC-losses during the
current decay, a pessimistic estimate can be achieved. However, a modeller
should not derive too pessimistic estimates because this can either prevent some
technological advancements or lead to unnecessarily complicated protection
system design.
Table 3.1: Important modules in quench modelling in alphabetical order.
Module Purpose
Circuit / Protection analysis Couple the magnet system to the external
electric circuit
Magnetic field analysis Input to local critical current, AC-losses dur-
ing current decay, quench back (everything
related to magneto(quasi)statics)
Material library Includes the required, possibly temperature
and B dependent, material properties and
computes values for anisotropic materials
Thermal analysis heat diffusion / quench propagation in the
magnet
Thermal module is probably the most important single module when mod-
elling a quench. Simulating how the heat diffuses from the hot spot in case of
a quench is utilized to model maximum hot spot temperatures, normal zone
propagation velocities and minimum quench energies. A thermal module is in-
cluded in QueST, where (2.3), and consequently, the quench propagation can
be solved. At the moment there is a possibility to include different bound-
ary conditions such as Dirichlet boundary condition for constant temperature
on the boundary or Neumann boundary condition for heat flux through the
boundary. With this e.g. cooling can be modelled.
The computation of critical current depends on the magnetic field, which
may result from a linear magnetostatic analysis, or in a multi-magnet system
with an iron yoke a result of a considerably more complicated computation.
On the other hand magnetic field depends on the current that is utilized in
the circuit analysis module. The magnetic field computations may give also
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required inductances for the circuit analysis. We have implemented a module
for the QueST to solve for the linear magnetostatic problem. A-formulation
has been utilized when solving the magnetostatic problem as presented in
(2.12)-(2.16).
Circuit analysis is needed to analyze magnet’s current decay. In QueST we
have implemented a basic protection circuit module according to (2.17)-(2.18),
where a dump resistor is utilized. Current decay can be computed utilizing
the circuit analysis module, which affects considerably on the heat generation
computed in the thermal module. Thus, the circuit analysis module is an
important piece of the software to model the difference between protected and
unprotected magnet designs.
Finally, many of these modules require material parameters, and conse-
quently, a generic material property library is an essential tool for such a
software. In QueST we have gathered a small material database for the mate-
rials that have been utilized in our work. From this database a user can define
proper material parameters for each domain entity. The user can also introduce
new materials to the database easily. Values for resistivity (ρ), heat capac-
ity (Cp) and anisotropic thermal conductivity (λ) are available as a function of
temperature (and as a function of ρ and B when applicable) from the database.
Material properties are gathered from different sources [29, 30, 55, 60, 78, 80].
The presented modules need help from the other, say, sub-modules too. For
example, the thermal analysis module, to solve (2.3), could be the same for
many problems, but it may utilize different sub-modules to compute the local
heat generation. In the most simplest case it may utilize current sharing model
for the analysis of low temperature superconducting magnets, whereas YBCO
magnets may require the consideration of power-law for the resistivity of the
YBCO layer. In QueST both of these approaches have been implemented, and
the user can choose whatever suits best for ones needs.
Platform to distribute and develop this kind of software, constructed of
smaller toolboxes, is essential for successful software development. QueST is
developed in the environment offered by GMSH [43], an open-source frame-
work. It allows flexible utilization of finite elements with many essential parts
already built-in, but does not prevent utilization of, for example, thermal net-
work models. It is programmed in C++ and thus many packages available
open-source for scientific computing can be easily utilized and retrieved, for
example, from many Linux repositories. However, at least the dedicated parts
specifically related to quench should be made within the community because
these can be tailored to attain high-performance simulation tools. A simplified
structure of the QueST is illustrated in figure 3.1.
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Figure 3.1: Structure of a flexible and extendable quench program, such as
QueST, from an expert user perspective.
3.3 Input and output of a quench simulation
Input and output should be considered first when starting to describe the
problem at hand to the computer. What we want as solution and what we
need to solve for it are valid, but not trivial, questions. Magnetic flux density is
probably the most important input for the quench simulation, however, many
other smaller pieces of information are needed for successful quench simulation.
Output on the other hand needs to be available in a format that is easily used
in the post-processing phase. Here we first present the required inputs for the
quench simulation, and how we utilize them with QueST. Then we present
the most important outputs from the quench simulation and how they are
exported from the QueST for further post-processing, e.g. data visualization.
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3.3.1 Magnetic flux density distribution
Magnetic flux density (B) distribution is required in the modelling domain due
to the critical current (Ic) computation and also for the magnetoresistance of
the copper that has influence on its ρ and λ [60]. In LTS magnets where Ic
does not depend on the orientation of the B, only B is required. However, in
HTS magnets made of coated conductors one needs two components of B: the
one perpendicular to the tape’s wide surface and the one parallel to it [133].
In QueST magnetostatic solver module we solve B with unit current and
scale the solution by the actual current of the magnet design. This is possible
when nonlinear materials, such as iron, are not present. However, further
development is not prohibited. The solved B distribution is then used as an
input to the heat diffusion equation solver and for computing superconductor Ic
locally. However, if there exists nonlinear materials in the magnet design,
B must be solved simultaneously with the heat diffusion equation if better
accuracy is required which increases the computation time considerably.
Magnetic flux density distribution can also be imported from other software
in GMSH post-processing file format. For HTS coated conductors parallel and
perpendicular components forB are required for Ic, but they may be difficult to
achieve from B-distribution, especially with accelerator magnet designs where
the ends of the magnet are bent. However, there are specialized software for
this purpose [99], where the information is available and can be imported to
QueST.
3.3.2 Operation conditions
Operation conditions are required to present the initial state of the simulation.
In commercial software operation conditions are usually presented utilizing a
graphical user interface (GUI). Because commercial software is typically aimed
for a wide audience in different fields, GUI is rather simple and easy to use with
tooltips to guide the user. On the other hand, in-house software is more often
tailored specifically for a certain modelling situations, and thus, a GUI with
tooltips is probably not necessary. Often in in-house programs inserting the
operation conditions is handled by specific input files [125]. Furthermore, the
user should be able to include own variables in the input file, by programming
the specific addition to the code.
In QueST the user provides a specific JSON-formatted (JavaScript Object
Notation) [56] file via the command line. This JSON-file is used to read the
operation parameters for the simulation task, and to store them in a specific
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object in the program. It is possible for the user to include additional variables
in the JSON-file by modifying the object interface within the code. JSON-file
as an input is convenient, as modifying the file does not require re-compiling
of the C++-code and specific file type protocol is already there. Thus, if only
operation parameters, such as the operation temperature or current is changed,
one can start the simulation immediately afterwards.
3.3.3 Post-processing data
The solution is the main reason for the simulations to be done at the first
place. But what is the solution of the quench simulation? The answer to that
simple question is not that simple. There are multiple solutions or outputs
from which engineer then draws the conclusions. It is also important to note,
especially with in-house softwares, that some information should be displayed
during the simulation. This is due to being able to predict what is happening,
why is it happening and possibly restart the simulation if something seems to
go completely wrong from the beginning.
The most important solutions from the quench simulation are hotspot tem-
perature and voltage over the normal zone as a function of time. These should
always be drawn in the post-processing phase. The hotspot temperature as a
function of time illustrates the speed and shape of the temperature increase.
From this information one can understand how severe problem quench is, and
how fast it has to be dealt with to prevent magnet damage. Furthermore, it
is interesting to compare the normal zone voltage to the hotspot temperature
over the simulation period. This allows the engineer to observe if the quench
detection threshold voltage can be detected before the hotspot temperature
exceeds dangerous values.
The temperature profile in the whole magnet is also important result. The
propagation of the normal zone can be understood more clearly from the tem-
perature profile of the magnet, and it should be saved from multiple different
time instants. However, usually it takes a lot of memory to store the whole
temperature profile, and thus, it should not be saved from every time step, but
for example after a certain hotspot temperature thresholds are exceeded.
The QueST displays during the simulation the operation current, maxi-
mum hot spot temperature, normal zone resistance and volumetric fraction
of the normal zone. All of these are written to .m-files for post-processing
purposes and Matlab can be used for visualization of the output. The tem-
perature distributions are saved in GMSH formatted post-processing files at
specific time steps. The time steps, when the temperature solution is saved,
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can be determined in the JSON-formatted input file. GMSH can be used for
post-processing the temperature distributions. In principle any tweaks and
additions can be added to the code by programming and then compiling for
specific purposes.
3.4 Spatial and temporal discretization
Before starting the simulation the modelling domain (Ω), i.e. the computer
representation of the magnet under study, has to be discretized in space to
use FEM. Furthermore, the adequate time-stepping method has to be decided
and implemented, especially if commercial software is not used. In this sec-
tion we briefly present the spatial and temporal discretizations for the quench
simulation purposes.
3.4.1 Spatial discretization
To be able to utilize FEM, one needs to discretize Ω in space [139]. This means
splitting Ω into connected polyhedra to create a finite element mesh for Ω.
Usually for two dimensional domains triangles are used for discretization, and
for three dimensional domains tetrahedra [139]. However, other possibilities
are also present, such as hexahedra [64].
After meshing Ω, one attaches basis functions to, for example, the nodes or
edges of the finite element mesh. Then, the unknown solution is approximated
as a finite sum of basis functions with real number coefficients. These coeffi-
cients are called the degrees of freedom (DoF) of the problem. For example,
in case of a heat diffusion equation, the temperature profile of the domain is
approximated using
T (r) =
#Nodes∑
i=1
TiNi(r), (3.1)
where T (r) is the temperature at point r, Ti (DoF) is the temperature in node
i and Ni is the the basis function related to node i. Now by combining all the
unknown temperatures Ti to a vector
T = [T1 T2 ... T#Nodes]
T , (3.2)
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and utilizing (3.1), the weak form2 of (2.3) can be presented in the form
M
∂T
∂t
= ST+Q, (3.3)
where M is the mass matrix, S is the stiffnes matrix and Q is the load vector.
Here M , S and Q depend on T , B and Iop. This type of matrix equation can
be solved numerically using time-stepping method described in the following
section.
3.4.2 Temporal discretization
Time-stepping is a crucial part of the quench simulation. When using com-
mercial software time stepping is usually included in the software and there is
no need for user to take any actions. Perhaps the time step size or solution
tolerance needs to be adjusted but that might be all. However, when using (or
coding) in-house software the time-stepping method needs to be implemented.
There are multiple readily available packages, at least for C++-based codes,
such as SUNDIALS [140].
Time stepping for quench simulation can be, however, rather easy to im-
plement. Next we present one possible time-stepping method for an in-house
software solving for quench based on the spatial discretization presented be-
fore. A generalized Euler algorithm [50] [Ch. II.7, p. 205] can be presented
as
yk+1 = yk +∆tF (tk + θ∆t, yk +Θ(yk+1 − yk)), (3.4)
where k refers to the time step, ∆t to the time step size and F is the function
to be integrated over time. θ and Θ are defined as 0 ≥ θ,Θ ≥ 1. The extreme
cases are θ = Θ = 0 (the explicit Euler method) and θ = Θ = 1 (the implicit
Euler method). When (2.3) is discretized using FEM, the generalized Euler
method can be written as
(Mk +∆tθSk)yk+1 = (Mk +∆t(1− θ)Sk)yk −Qk∆t. (3.5)
In QueST we have utilized implicit Euler method, and thus, we have selected
that θ = 1. This very simple time-stepping method is reasonable for quench
simulation and remains stable with adequately selected time steps. Typically
we use time step size of 0.1 ms.
2Detailed explanation of FEM and deriving the weak form are presented in [139].
3.5 Example: particular software engineering issues 37
3.5 Example: particular software engineering is-
sues
When an in-house software is being developed and tailored for a very specific
purpose, like for quench simulations, it is possible to consider how software
implementation level details affect the performance of the program. Interesting
details are, for example, whether one should use table or tree structures for
presenting numeric data related to entities in the modelling domain, or whether
one should use functions that are evaluated when the data is needed. This
depends on the connection between the data and where it is used.
The modeller is interested in particular post-processing data, also during
the simulations, in quench computations. For example, the normal zone re-
sistance, or the heat dissipation is one of these. Then, while the differential
equation system is being assembled, it makes sense to save this data so that it
can be retrieved after the solution very rapidly. This data is needed constantly
during the simulation by the circuit analysis module. Perhaps, in a general
simulation environment this kind of preparation for the post-processing is not
possible during the simulation. These issues are not critical when small prob-
lems are considered, but when one needs to solve time dependent non-linear
problems with, perhaps, millions of degrees of freedoms altogether, it makes
sense to optimize the software in every detail.
Here we demonstrate one specific detail with the software that we are
developing. We consider how the computation time varies when we select three
different ways to represent the material properties in the thermal analysis. The
analysis is based on the magnet details in Publication 1 and Publication 2.
The emphasis here is on the variation of computation time. All the simulations
recorded the same (time, hot spot temperature) curves with an accuracy of
better than 0.01%. If one selects for the quench detection threshold voltage
50 mV, all the methods predicted the time instant for this within 1 ms.
The different implementations are as follows3. First, we evaluate a linear
interpolation function for the data pairs in a table of (temperature, material
property value), where volumetric specific heat, thermal conductivity and re-
sistivities for the non-superconducting materials were considered. Then, we
solved a non-linear problem which matches the electric fields in every layer of
the cable. These steps were considered continuously while assembling the re-
quired matrices for the thermal problem. We call this approach the functional
3The particular modelling case is presented later in this thesis in Section 5.1. Here the
focus is not on the case, but on the number of DoFs and how it affects the simulation time
with different software implementations.
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approach.
In the second and third approaches we saved to each element its tempera-
ture and material properties. Then, when the software was doing the assembly
again, we retrieved the old values, if the new temperature differed from the
old one less than 0.1 K. In the second approach we utilized a tree structure for
solving the auxiliary element data. In the third approach we utilized a table
where the index of given element in the table was the same as the element
number. We gave to each element in the cell complex a unique number such
that the maximum number was the amount of elements. In the tree approach,
the search time from the random access memory of the computer is propor-
tional to the logarithmic of the amount of elements, whereas in the table the
search time does not depend on the number of elements. These approaches are
called functional + store.
Tables 3.2 and 3.3 present the results of this comparison for two differ-
ent cell complexes used to study the magnet system. In Table 3.2 we had
157 000 tetrahedral elements and 39 600 degrees of freedoms. For Table 3.3
the corresponding numbers were 940 000 and 209 000, respectively. For the
sparser mesh, the functional approach resulted in the shortest computation
time. However, when the amount of elements was increased, the situation was
reversed and the functional + store in the table resulted in 14% shorter com-
putation time. In that particular case, this corresponded to total time saving
of 8 h.
Table 3.2: Computation times for a sparse mesh case. Normalization is done
to 10 h 0 min - the computation time of the functional approach.
Method to compute Normalized
material parameters computation time
Functional 1
Functional + store in tree 1.08
Functional + store in table 1.05
3.6 Remarks
Structure for a finite element method based quench simulation tool QueST was
presented in detail. Modules and submodules and their connection in QueST
were explained. In addition, the required inputs for the quench simulation and
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Table 3.3: Computation times for a dense mesh case. Normalization is done
to 56 h - the computation time of the functional approach.
Method to compute Normalized
material parameters computation time
Functional 1
Functional + store in tree 1.04
Functional + store in table 0.86
the desired output were discussed and the implementation of the input and
output interfaces were described. In the end a particular software engineering
issue was addressed. We scrutinized a quench simulation in two cases with dif-
ferent number of DoFs utilizing different data storage implementations. With
940 000 DoFs we were able to decrease the computation time as much as 14%,
which corresponded in a total of 8 h time saving, only by tweaking the data
storage implementation within our in-house software.
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Chapter 4
Stability and quench
considerations of HTS magnets
Stability and quench of LTS materials and magnets have been extensively stud-
ied and documented [156]. HTS materials have also been widely studied after
their discovery, however the quench methodology of HTS is still not completely
understood [7, 18, 54, 77, 82, 136]. In this chapter we utilize numerical mod-
elling to study the stability and quench of HTS, especially the normal zone
propagation velocity (vnzp) , hot spot temperatures and minimum quench en-
ergies. To these numerical models we compare widely used, usually analytical,
models for quench studies utilized with LTS materials and analyze the usabil-
ity of these models for HTS magnets. In addition, where applicable we offer
guidelines for practical measurements based on the findings of our numerical
models.
First, we study the vnzp in a case where HTS cables and insulation layers
are stacked next to each other. The results are based on Publication 4. The
emphasis is on the values of vnzp at different distances from the original hot
spot as this topic is not extensively studied. In addition, Tcs dependent normal
zone evolution is presented to illustrate the quench event for different stability
margins.
Then, we present the hot spot temperature in an HTS magnet using fi-
nite element analysis and the zero-dimensional, so-called MIITs1 concept [84],
based on Publication 5. Hot spot temperatures and current decay curves are
studied with different quench detection threshold voltages. Furthermore, the
inductance of the magnet and its effect on the quench protection, when the
1MIITs is the unit of current square’s time integral with multiplier mega (106).
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magnet is protected using a dump resistor, is studied.
Finally, we study energies that quench an HTS magnet. First, we compute
numerically the minimum energy required to quench an HTS magnet using
a strip heater based on Publication 6. Results are compared to the MQE
derived from an approximate solution of (2.3) in a simplified case. Then, the
effect of the heater area and the heater pulse length on the energy that is
required to quench the magnet are presented to demonstrate the considerably
higher stability margin of HTS compared to LTS.
4.1 Variation of quench propagation velocities
It has been proposed that vnzp is constant in HTS magnets as it is in LTS
magnets [7]. This would allow one particular modelling method for the quench
propagation of the HTS magnets: add isothermal shells on top of each other
according to vnzp. This method was originally proposed by Wilson [156], and
later developed by, e.g. Rossi and Sorbi [117]. Naturally, when modelling
quench evolution in the superconducting magnet using methods relying on vnzp,
knowing it with enough accuracy in the longitudinal and transverse direction
is crucial.
Here we simulate a quench in a stack of cables with insulation layers in
between. The normal zone propagation velocity, in longitudinal and transverse
direction, is computed in the post-processing phase from the temperature evo-
lution according to the quench simulation results. The emphasis is to observe
how vnzp behaves in a large area outside of the initial hot spot, and not only
in its immediate vicinity, which has been done in the measurements [145, 150].
4.1.1 Modelling domain and operation conditions
The cable configuration utilized in the simulations is presented in figure 4.1 (a).
It consists of two REBCO tapes soldered together with a copper shunt in the
middle. This configuration was motivated by the HTS insert study in [112].
Relative material proportions of the cable are presented in Table 4.1. The
thickness of the copper layer was 72 µm and the individual thicknesses of
the two CuBe2 and insulation layers were 100 µm and 30 µm, respectively.
In addition, the thicknesses of the two REBCO tapes consisting of REBCO,
buffer layers and the Hastelloy substrate, were 64 µm. The insulation layers
were made of Kapton.
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Figure 4.1: (a) Cable configuration with insulation layer used in the quench
computations. (b) Schematic view of the part of the computational domain
used in the simulation. Figures are not in scale. In (b) not all the modelled
cables are shown.
Table 4.1: Relative material proportions of the non-insulated cable
Copper 18 %
CuBe2 50 %
Hastelloy+REBCO 32 %
The modelling domain is presented in figure 4.1 (b). It consisted of 35
turns, each including the cable presented in figure 4.1 (a), with insulation
layer between each turn. The quench origin, having the length of 5 mm, was
located in the middle of the stack in the 18th cable. The stack length was
640 mm. Discrete symmetry [109] was utilized and only half of the stack, in
the longitudinal direction, was modelled. We utilized homogenized material
parameters for the cable sections [136]. Only the insulation of the cable was
modelled as an insulation layer. In addition, adiabatic boundary conditions
were applied to the boundary of the modelling domain.
Black dots in figure 4.1 (b) present the points in which the propagation of
the quench frontier was monitored for post-processing purposes. Each point
was considered as a quenched point when its temperature rose above Tcs. For
the longitudinal quench propagation, we used points in the same cable with
the hot spot. For the transverse propagation, we used one point in each cable.
Points in figure 4.1 (b) do not indicate the real number of points used in the
computation but are merely for visualization of the modelling setup. To be
specific, we had points in the longitudinal direction every 10 mm. In the
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transverse direction, the points were at the center of every cable, thus the
distance between the points was 0.46 mm.
Magnetic field was set to a constant value in a way that a certain, uniform,
Tcs was achieved over the whole modelling domain. However, due to the utilized
power-law model for superconductor resistivity, there existed Joule heating
even at sub-critical currents. By using constant Tcs in the modelling domain
we could limit the study of vnzp to the effect of temperature margin on the
normal zone propagation velocity.
The current sharing temperature of 15 K is common in high field HTS
magnet designs operating at LHe in a large fraction of the windings2. However,
with LTS magnets the margin from operation temperature to Tcs is typically
around 1 K [96]. The current sharing temperature selection of 5 K corresponds
to the typical temperature margin of an LTS magnet and Tcs of 10 K and 15 K
are closer to Tcs values of HTS magnets. The parallel and perpendicular field
values and corresponding values of Tcs used in the computations are presented
in Table 4.2. The field values were selected to achieve the corresponding Tcs
values and are not taken from any existing magnet design.
Table 4.2: Magnetic field values used in the computation
Parallel [T] Perpendicular [T] Tcs [K]
15.0 2.0 15.2
17.0 2.5 10.0
15.5 3.0 5.0
The operation temperature and operation current in the simulations were
4.2 K and 2800 A, respectively. The operation current corresponds to the
engineering current density of 250 A/mm2. A constant value of 20 was used
for n.
4.1.2 Computation of normal zone propagation velocities
The quench simulation was followed by vnzp computation. Here we present the
computation of vnzp utilizing the quench simulation results..
During the simulation, we saved temperature of every point P (those shown
in figure 4.1 (b)) at every time step k. Then, we collected those time instants
2Based on the findings in Publication 2.
4.1 Variation of quench propagation velocities 45
tPq at which each point shifted above Tcs by finding t
P
q such that
∀k < q T (tPk ) < Tcs (4.1)
and T (tPq ) ≥ Tcs (4.2)
hold. In other words tPq is the time where the temperature of the point P rose
above current sharing temperature.
The normal zone propagation velocity between points P and P + 1 was
computed with
vnzp =
∆
tP+1q − t
P
q
, (4.3)
where ∆ is the distance between the points i.e. ∆z and ∆x for the longitudinal
and transverse propagation according to figure 4.1 (b), respectively.
4.1.3 Results
Shown and discussed here, are the longitudinal and transverse propagation
velocities. In addition, the evolution of the normal zone in time within the
modelling domain is presented. Furthermore, guidelines for performing vnzp
measurements at low temperatures for HTS with relatively large temperature
margins are presented.
Longitudinal propagation
The simulated longitudinal normal zone propagation velocities are presented
in figure 4.2. The normal zone propagation velocity is not constant near the
hot spot but increases or decreases considerably depending on Tcs. However,
the early behaviour may depend on the way the quench was initiated. With Tcs
of 15 K, vnzp levelled off to a 30% higher value than the one recorded 25 mm
away from the hot spot. Lower vnzp near the hot spot is the result of a higher
Tcs when the heat from the hot spot diffused further into the magnet without
extending the quenching volume immediately.
The change in vnzp levelled off at about 100 mm distance from the hot
spot when Tcs was 15 K. Further modelling is required to study if there is
some correlation between Tcs, temperature increase and the distance where
vnzp levels off. However, we can derive a conclusion, that when measuring vnzp
in a longitudinal direction, there is a minimum distance from the hot spot
where the voltage taps should be attached to get reliable measurement data of
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Figure 4.2: Longitudinal vnzp as a function of distance from the hot spot with
different values of Tcs. Plot is normalized to a vnzp value achieved from the
distance of 100 mm from the hot spot. The inset presents absolute values.
vnzp. For example using simulation data with Tcs=15 K, we fitted a curve
vnzp(x) = 0.4237− 0.2399 · exp(−0.037 · x), (4.4)
where x is the distance from the hot spot. According to the fit (4.4) vnzp is
98.6 % of its asymptotic value of 0.4237 m/s at the distance of 100 mm from
the hot spot. The fit for vnzp is presented in the inset of figure 4.2 to illustrate
the correspondence with the computation.
With Tcs of 5 K, vnzp decreased very rapidly at first. The quench was
ignited by setting Ic to 0 A in the hot spot. Consequently, the area in the
immeadiate vicinity of the hot spot quenched rapidly due to the high Joule
heat generation in the hot spot. However, when the quench propagated further
from the hot spot, the effect of the quench ignition diminished, and vnzp levelled
off.
Transverse propagation
The transverse vnzp results are presented in figure 4.3. The normal zone prop-
agated a substantially shorter distance in the transverse direction than in the
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Figure 4.3: Transverse vnzp as a function of distance from the hot spot with
different values of Tcs. Plot is normalized to a vnzp value achieved from the
distance of 3 mm from the hot spot. Inset shows absolute values.
longitudinal one. This was due to the considerably lower thermal conductivity
of the insulation compared to that of the HTS cable. When the simulation
was terminated, the normal zone had propagated to the edge of our modelling
domain in the transverse direction in every simulation case, which was about
8 mm from the hot spot.
According to figure 4.3 the quench evolved in a similar way in both the
transverse and longitudinal directions. Rapid vnzp increase at 8 mm distance
from the hot spot in figure 4.3 seems to result from the closely-pitched adia-
batic boundary of the modelling domain. Thus, further modelling and mea-
surements are required to analyze the longitudinal and transverse normal zone
propagation at various values of Tcs as a function of the distance from the hot
spot.
Normal zone evolution in time
Normal zone evolution is different depending on the value of Tcs. In LTS
magnets heat diffusion always increases the normal zone volume. However,
when the magnet Tcs is high, that is typical for HTS magnets, the heat diffuses
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to a longer distance from hot spot, when comparing to LTS magnets, before
the area in the vicinity of the hot spot begins the transition. Here we present
how the normal zone evolves with three different values of Tcs, 5 K, 10 K and
15 K.
We used 4.3 K as a value to define where the heat had diffused from the
hot spot, as the temperature had increased at least 0.1 K from the initial
temperature of 4.2 K. As the quench evolved, the heat diffused from the hot
spot increasing the volume in the modelling domain, that was between 4.3 K
and Tcs. This behaviour is illustrated in figure 4.4. Small plateaus on the curves
are due to the temperature rise above 4.3 K in the whole magnet. When Tcs
of 5 K was considered, the whole modelling domain transitioned into normal
state in about 0.25 s. With a larger Tcs of 10 K, it took 0.1 s longer to reach
4.3 K temperature in the whole domain, when compared to the case where Tcs
was 5 K. Furthermore, when Tcs was 5 K, the whole modelling domain was in
normal state when the simulation was terminated due to the hot spot reaching
the temperature of 400 K. However, when Tcs was 10 K or 15 K only 80% or
40% had transitioned to normal state, respectively, when 400 K was reached.
Thus, large temperature gradients are present when the HTS materials are
used.
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Figure 4.4: Volumetric fraction of the volume that has reached Tcs compared to
the volume where the temperature has increased at least 0.1 K, thus T ≥ 4.3 K.
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Due to the large temperature margin between the operation and the current
sharing temperatures, the normal zone does not propagate with the tempera-
ture front, which is illustrated in figure 4.4. This means that the temperature
will rise in a considerably larger volume when compared to the quenched vol-
ume. Thus, the evolution of the temperature distribution below the current
sharing temperature Tcs, after the quench onset, affects vnzp in HTS more than
in LTS magnets. This shows, that the quench evolution is completely differ-
ent in HTS magnets compared to their LTS counterparts, and is worth noting
when studying quench detection and protection in HTS magnets.
4.2 Hot spot temperature studies: finite element
analysis vs. a zero-dimensional concept
A zero-dimensional concept to study the hot spot temperature was first intro-
duced in [84], and later presented by others [40, 138, 156]. In this concept,
known as MIITs, it is assumed, that during a quench the heat generated in
the matrix metal of the superconductor is fully absorbed by the specific heat
of the conductor and insulation. Thus, at the dissipative conditions, the op-
eration current characteristic can be directly utilized to compute the hot spot
temperature at the time instant of the de-energization.
Quench simulations using FEM are time consuming for detailed magnet
analyses. However, the actual shape and the structure are not taken into
account when using MIITs. For this reason MIITs has been widely used for
conceptual protection studies for LTS accelerator magnets [39, 88, 143]. The
heat diffusion is completely neglected, when MIITs are utilized. Thus, due to
the slow vnzp [7, 145, 150] and different normal zone evolution of HTS magnets,
compared to the LTS magnets, the usability of MIITs concept for HTS magnets
is studied in this section.
The MIITs concept has also been used to study the magnet protection
utilizing a dump resistor [144]. When protecting a magnet using a dump
resistor, the resistance has to be selected in a way that the terminal voltage
does not exceed safety limit. However, large magnets are characterized with
high inductances, and the time it takes to de-energize the magnet is long. The
magnet discharge time depends on the values of the dump resistor and the
magnet inductance [143]. Thus, there exists a limit for the magnet inductance,
after which the energy of the magnet can not be discharged without high
hot spot temperature or exceeding the safe terminal voltage limit. For these
situations other protection methods are innovated [34, 110]
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In this section we consider hot spot temperatures via MIITs and finite
element analysis (FEA). Hot spot temperatures given by MIITs and FEA
are computed in a scenario where the magnet is protected only with a dump
resistor. Hot spot temperature results from MIITs and FEA are presented
and compared. Also, the feasibility of the MIITs concept with HTS magnets
is discussed. In addition, the maximum allowed inductance of the magnet is
studied.
4.2.1 Simulation setup
The investigated modelling domain for FEA is presented in figure 4.5. The
magnet is named Feather-M0 (FM0), designed for R&D purposes before man-
ufacturing the 5 T HTS insert magnet, namely Feather-M2 (FM2) [62], in
EuCARD-2 project. The FM0 magnet is designed to have five turns of Roebel
cable made from 15 REBCO tapes each having width of 12 mm before the
punching operation. The inner radius of the magnet is 20 mm, outer radius
is 25 mm and the height is 12.2 mm. The operation current of the magnet is
6000 A, which results in the engineering current density Je of 491 A/mm
2. It
is notable, that in the bending dipoles the particle beam direction is the same
as the arrow in figure 4.5.
Hot Spot
Figure 4.5: Modelling domain used for FEM simulations.
Manufacturing long length REBCO Roebel cables is still a demanding
task [44]. However, Roebel cable length required for FM0 is 5 m [100], which
is manageable [45]. Figure 4.6 presents the dummy cable that is similar to
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the REBCO based cable which will be manufactured in the future to assemble
the FM0 magnet. Table 4.3 presents the relative material proportions of the
magnet unit cell. In the manufacturing process of Roebel cable void areas
emerge in the cable, which has to be taken into account in material parameters.
Fiber-glass epoxy insulation was used in this study, however, other insulation
materials are still considered for the actual realization of the FM0 magnet.
Figure 4.6: Dummy cable produced from stainless steel imitating the cable
that will be used to manufacture the FM0 magnet in the future.
Table 4.3: Relative material proportions of magnet unit cell
Copper 31.5 %
Hastelloy + REBCO 38.5 %
Glass Epoxy Insulation 10 %
Void 20 %
Operation conditions used in this work are presented in Table 4.4. FEM
simulation was terminated when the hot spot temperature rose over 400 K or
the operation current decayed under 20 A, due to the protection, after which
the heat generation is negligible in the magnet. We utilized 400 K as a safety
limit, though in practice this may not be the case. The safety limit for the hot
spot temperature has been a continuous topic within the community, however,
there exists no test results to support any actual temperature value. To unify
the conditions for FEA and MIITs, we applied a constant B of 2.5 T, in the
direction parallel to the tape’s wide surface, in the modelling domain.
Protection resistance of 0.15 Ω was selected to achieve a terminal voltage
of 900 V, which is less than the usual safety limit of 1 kV [144], with nominal
operation current. We also used different values for quench detection voltages
(10 mV, 30 mV and 50 mV). Higher detection voltage leads to a longer detec-
tion time delay. Thus, we studied how the hot spot temperature is affected by
the slower quench detection. Validation time was set to zero.
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Table 4.4: Operation Conditions
Parameter Value
Initial Current 6 kA
Initial Temperature 4.2 K
Cable Area (insulated) 12.2 mm2
Magnetic Flux Density 2.5 T
Inductance (varied) 8.16 µH - 81.6 mH
Protection Resistance 0.15 Ω
Quench Detection Voltage (varied) 10, 30, 50 mV
Copper RRR-value 100
Superconductor n-value 20
To determine the maximum inductance of the magnet, that could be pro-
tected only with a dump resistor, the inductance of the studied magnet was
varied during the simulations. The inductance for FM0 is 8.16 µH [100], but
we increased the inductance from 8.16 µH up to 81.6 mH in the simulations.
For reference, the inductance of the LHC dipoles is 98.7 mH [14]. Also, the
nominal operation current of LHC dipoles is 11 850 A, making them even more
difficult to protect. It is important to acknowledge the maximum inductance
of the magnet, that can be protected with only a dump resistor, which is one
of the aspects studied in this section.
4.2.2 Computation of MIITs
The computation of MIITs is based on the formula presented by Wilson [156,
p. 201] ∫
∞
0
I2(t)dt = A2
∫ Tmax
T0
C(T )
ρ(T )
dT, (4.5)
where T0 is the initial temperature and Tmax is the maximum temperature of
the hot spot, t is the time, A is the area of the cable. According to [144] the
right hand side integral of (4.5) is the ”quench capital”, i.e. what we have
available to spend in terms of specific heat and resistivity to absorb the energy
of the magnet:
Γ(Tmax) = A
2
∫ Tmax
T0
C(T )
ρ(T )
dT, (4.6)
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where Γ(Tmax) is the MIITs. The left hand side integral of (4.5) is the ”quench
tax”, i.e. what is consumed by the magnet
Γq =
∫
∞
0
I2(t)dt. (4.7)
To approximate the maximum hot spot temperature we compute the Γq, and
then we search the appropriate value for Tmax to achieve equal values for
Γ(Tmax) and Γq.
In case of dump resistor protected magnet the quench tax can also be
computed, according to [144], as
Γq =
L
Rd
I20
2
, (4.8)
where I0 is the initial current. In (4.8) the normal zone resistance is neglected,
and the current decays according to the magnet inductance and dump resistor
values. However, we utilized identical current decay profile for both FEA and
MIITs to minimize the variation between FEA and MIITs. First we performed
FEA, where the normal zone resistance is taken into account, including a circuit
analysis with a dump resistor. Then we computed the quench tax Γq using
(4.7) with the current profile from FEA, which means utilizing the current
value of every time step and linear interpolation in between. Often, similar
approach is taken when the maximum hot spot temperature is approximated
from the measured current decay curve [88, 92].
4.2.3 Results
First we present the hot spot temperature behaviour as a function of time. In
this first study a constant value for quench detection threshold voltage was
used and the emphasis was on the difference of results given by FEA and
MIITs. Then we studied the effect of quench detection voltage on the hot spot
temperature. From these results we predicted the maximum inductance of the
magnet with different quench detection voltages.
Hot spot temperatures with FEA and MIITs
Hot spot temperatures as a function of time from FEA and MIITs computation
are presented in figure 4.7. A constant quench detection threshold voltage of
10 mV was used. Using MIITs, the hot spot temperature rose almost linearly
from the start, however, in FEA the hot spot temperature rose slowly at the
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beginning because the heat diffused from the original hot spot. When the
temperature at the hot spot had increased to a certain value, the hot spot
temperature started to rise again with almost the same time derivative as with
MIITs computation at the beginning. Thus, here the same behaviour, typical
for HTS magnets, is also seen in the FEA as when computing vnzp, where the
heat diffused out from the original hot spot without quenching the area around
the hot spot immediately.
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Figure 4.7: Hot spot temperature as a function of time with the quench de-
tection voltage of 10 mV. Dashed line presents MIITs computation and solid
line FEA results.
Temperature rise in figure 4.7 (a) and (e) stopped suddenly, but for differ-
ent reasons. In the case of figure 4.7 (a), after reaching the quench detection
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threshold voltage, the current decayed from 6 kA to the simulation termina-
tion condition of 20 A in around 0.1 ms ( L
Rd
= 0.05 ms). However, in the case
of figure 4.7 (e), the considerably higher inductance of 81.6 mH resulted in
such a slow current decay, that the hot spot temperature reached the other
simulation termination condition of 400 K. The plateaus in figure 4.7 (b)-(d)
were due to the prolonged current decay and simulations were carried on with
operation current of less than 33% of the initial current, which resulted in
almost negligible heat generation.
The hot spot temperatures with the inductances used in the computation
are presented in Table 4.5. Hot spot temperature differences between MIITs
and FEA, while MIITs always results in a higher value, were from 60 K to
150 K with inductances being between 8.16 µH and 81.6 mH. The temperature
difference of 60 K is rather large when estimating the maximum hot spot
temperature in case of a quench for a magnet. Therefore, when estimating
a hot spot temperature for an HTS magnet protected with a dump resistor,
the utilization of MIITs has a lot of uncertainty. The uncertainty of MIITs
is due to the neglected heat diffusion from the hot spot at the start of the
quench, as presented in figure 4.7. However, when the hot spot temperature
begins to rise rapidly, the derivative of the temperature rise slope given by
FEA and MIITs, as presented in figure 4.7 (c), is 2.14 K/ms, when the hot
spot temperature is 100 K. Thus, after the initial heat diffusion in FEA, the
simulation results given by FEA and MIITs are alike. As a conclusion, the
MIITs concept is convenient when comparing two magnet designs, and when
the absolute values are not desired as primary results from the computation.
Table 4.5: Hot spot temperatures
Inductance FEA [K] MIITs [K]
8.16 µH 100 160
0.816 mH 106 174
8.16 mH 175 264
15 mH 257 377
81.6 mH 400 554
Effect of the quench detection voltage on the hot spot temperatures
We studied the effect of different quench detection threshold voltages to the hot
spot temperature. The results of FEA and MIITs with the quench detection
voltages of 30 mV and 50 mV are presented in Table 4.6. The temperature
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differences were from 65 K to 150 K with both quench detection voltages. The
interesting breaking point is the magnet inductance of 15 mH. In that case,
with the quench detection voltage of 30 mV the hot spot temperature rose to
282 K. However, with 50 mV, the hot spot temperature rose to the simulation
termination temperature of 400 K. Therefore, the quench detection is equally
crucial part in the magnet protection scheme as is the protection method itself.
Table 4.6: Hot spot temperatures
Inductance FEA [K] MIITs [K]
30 mV 50 mV 30 mV 50 mV
8.16 µH 114 123 179 190
0.816 mH 121 130 193 200
8.16 mH 194 206 290 306
15 mH 282 400 410 554
81.6 mH 400 400 554 554
Current decay curves with different values of inductance and quench detec-
tion threshold voltages are presented in figure 4.8. The current decay profiles
are almost identical in the case of all three different quench detection volt-
ages. This is due to the normal zone resistance being negligible compared to
the dump resistor value. Only the duration of the constant current before the
detection was different due to the different quench detection times.
Figure 4.8 (a) shows that the current decayed to 20 A within 1 ms, when
the magnet inductance was 8.16 µH. Thus, in this case the magnet protection
was determined by the quench detection due to the extremely fast current
decay. However, in figure 4.8 (e) it is evident, that the magnet can not be
protected using only a dump resistor due to the slow current decay when
the magnet’s inductance was 81.6 mH. Other protection methods have to be
utilized, or the terminal voltage limitation must be increased to allow a larger
dump resistor. In figure 4.8 (b)-(d) the current decayed to 20 A in 0.1 s,
0.4 s and 0.6 s with inductances 0.816 mH, 8.16 mH and 15 mH, respectively.
However, in figure 4.8 (d) it can be seen, that the dump resistor of 0.15 Ω
was not sufficient with the quench detection voltage of 50 mV as the hot spot
temperature reached 400 K.
Hot spot temperatures as a function of the magnet inductance is presented
in figure 4.9. By interpolating from the data, one can estimate the maximum
tolerable inductance, for a magnet protected only with a dump resistor, for
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Figure 4.8: Current decay as a function of time. Varying inductance was used,
i.e. a) 8.16 µH, b) 0.816 mH, c) 8.16 mH, d) 15 mH and e) 81.6 mH. Solid line,
dashed line and dotted line present the quench detection voltages of 10 mV,
30 mV and 50 mV, respectively.
a given hot spot temperature limit. Figure 4.9 shows, that the maximum in-
ductance with this type of Roebel cable is close to 50 mH with the quench
detection threshold voltage of 50 mV.3 With inductances below 50 mH the
hot spot was limited to under 400 K, however, the maximum allowed hot spot
temperature should be measured to verify this assumption. If the magnet in-
ductance was above 50 mH, higher protection resistance value has to be used
3Here we did not take into account any validation or activation time for the protection
circuit equipment.
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or other protection scheme has to be utilized. In addition, better quench de-
tection methods might be invented, thus allowing larger maximum inductance
of the magnet.
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Figure 4.9: Hot spot temperature as a function of inductance of the magnet
with different values of quench detection voltage: a) 10 mV, b) 30 mV and c)
50 mV. Dashed line presents MIITs computation and solid line FEA results.
4.3 Minimum energy required to quench an HTS
magnet
Wilson presented the MQE concept to estimate the energy that is required
to quench an LTS magnet. By using the MQE concept, an engineer is able
to estimate the energy that quenches the magnet, or in a similar way the
required heater energy to quench the magnet for measurement purposes. This
concept is useful when the heat conduction during the disturbance is small
when compared to MQE.
Considerably larger temperature margin between Top and Tcs is typical in
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large parts of HTS magnets, operated at liquid helium, than in LTS magnets.
Due to the high Tcs the normal zone does not start propagating as rapidly as
in LTS magnets, but due to the conduction large fraction of the disturbance
energy, may diffuse away from the disturbance volume before Tcs is reached.
Finally a quench occurs, but the energy required to create MPZ can be con-
siderably higher than the MQE estimated similarly as for LTS magnets. Here
we show that the MQE computed using the analytical formula is not feasible
when studying HTS magnets.
In this section we present that the MQE could only be investigated numer-
ically for HTS magnets. To avoid confusion, we use the term minimum energy
required to quench (MERQ) to express the MQE obtained using numerical
computation. When quenching a magnet using a strip heater for measurement
purposes, estimating MERQ is crucial. With too large heater energies the
magnet could be damaged and with too small energies the quench does not
ignite due to the very high temperature margin.
4.3.1 Modelling domain and operation conditions
The modelling domain for MERQ study is presented in figure 4.10. The domain
is identical to that of figure 4.5, however, the quench was initiated using a strip
heater in the middle of the straight section in the inner radius of the magnet.
Homogenized material parameters were used in the whole modelling domain,
Figure 4.10: Modelling domain for our simulations. Heater is located on the
magnet inner radius in the middle of the straight part.
and the relative material proportions of the magnet unit cell are presented in
Table 4.7.
The location of the heater was selected in a way that only the innermost
turn of the magnet would heat up. We varied the heater area during the
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Table 4.7: Relative material proportions of the magnet unit cell.
Copper 31.5 %
Hastelloy + REBCO 38.5 %
G-10 30 %
simulations, thus, the heater should have been extremely long to achieve large
area on top of the magnet due to the magnet having only 5 turns. Otherwise,
by using a wider heater, the heater would have covered most of the turns, which
would quench the magnet too rapidly due to the much faster longitudinal vnzp
compared to transverse vnzp. The current sharing temperature varies in the
heater area between 36-58 K.
As a particular modelling decision, the strip heater was modelled as a
Neumann boundary condition. This means that the heater had no volume
but an area on the magnet surface and there was a heat flux through the
boundary to the magnet. Thus, in this study we did not take into account the
temperature rise inside the heater or the heat conduction to the coolant. Our
aim was to only study the internal behaviour of the magnet. This also allowed
us to compare the simulation results to the MQE. The heater energy, that was
transferred to the magnet, was computed using
Qh = Phth, (4.9)
where Ph is the (uniform) heater power and th is the time that the heater
was active. Rest of the boundary of the modelling domain, i.e. excluding the
heater connection, was constrained by the adiabatic boundary condition.
The operation conditions used in this study are presented in Table 4.8. The
magnetic flux density within the magnet area was computed using external
program called Field [99] and then imported to QueST. The Roebel cable
critical current as a function of T , B and α was computed according to [38].
4.3.2 Computation of minimum quench energy
Here we present how the volume of the normal zone ellipsoid, and consequently
the MQE, of the MPZ concept is computed. The major radius Rmz3 of fig-
ure 2.6 is computed, according to [136], as
Rmz3 =
√
3λl (Tcs (B, Jop, )− Top)
ρmJ2m
, (4.10)
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Table 4.8: Operation conditions
Parameter Value
Initial Current 6 kA
Initial Temperature 4.2 K
Cable Area (insulated) 12.2 mm2
Copper RRR-value 100
Superconductor n-value 20
where λl, ρm and Jm are the thermal conductivity along the cable, the resis-
tivity of the matrix metal and the current density in the matrix metal after
the transition the the normal state, respectively.
Due to the anisotropic thermal conductivity within the cable the radii
Rmz1 and Rmz2 in the MPZ ellipsoid are not identical to the Rmz3. According
to [156] we can estimate the radii with
Rmzi =
√
λi
λl
Rmz3, (4.11)
where λi is the thermal conductivity at the direction of the xi-axis.
When the volume of the MPZ ellipsoid, VMPZ , is known, we can compute
the MQE with
MQE = VMPZ
∫ Tcs(B,Jop)
Top
Cp(T )dT. (4.12)
4.3.3 Results
The presentation of results is divided into two parts. First we compute MERQ
for a reference case, with predefined heater area and heater pulse length. For
the reference case the heater area was selected to be 130 mm2 (18 mm long
and 7.2 mm wide) and the pulse length 25 ms. The obtained MERQ is then
compared to the MQE computed with (4.12). Then, we consider parameteric
analyses to observe the effect of heater area and pulse length to the MERQ.
When one variable was varied, the other was kept constant.
MERQ vs. MQE: reference case
Figure 4.11 presents the hot spot temperature as a function of heater energy
at different time instants after the heater ignition. After 25 ms, i.e. the time
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instant when the heater was turned off, the hot spot temperature varied from
65 K to 198 K, when the heater energy increased from 1 J to 4 J, respectively.
The MERQ in this case was 1.55 J, because below that value the hot spot
temperature kept decreasing when the time elapsed and the magnet did not
quench. However, above 1.55 J the hot spot temperature increased after the
heater was switched off and the magnet quenched. It is notable, that increasing
the hot spot temperature to even 65 K from the operation temperature of 4.2 K
with heater energy of 1 J was not sufficient to quench the magnet. The hot
spot temperature of 95 K had to be reached to quench the magnet with the
MERQ of 1.55 J.
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Figure 4.11: Hot spot temperature at different time instances after the heater
ignition. Heater is switched off after 25 ms.
Computing the MQE for this magnet using the analytical formula resulted
in the MQE of 50 mJ and 150 mJ with Tcs of 36 K and 58 K, respectively. With
the minimum Tcs of the magnet, 36 K, the MQE was 30 times smaller than the
MERQ of 1.55 J and using the maximum Tcs, 58 K, the MQE was 10 times
smaller than the MERQ. As the MQE values are considerably smaller than the
MERQ values, (4.12) should not be used to estimate the energy required to
quench the HTS magnet. According to this study the energy computed using
the MQE concept is not sufficient to quench the corresponding HTS magnet
when utilizing a strip heater.
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Parametric analyses
In the first parametric analysis we studied the effect of heater pulse length
on the MERQ. Figure 4.12 presents the MERQ as a function of pulse length.
MERQ varied between 0.8 J and 7 J with pulse lengths varying from 5 ms
to 500 ms. With short pulse lengths, less than 100 ms, the MERQ increased
rapidly, but with longer pulse lengths MERQ increased almost linearly. Fig-
ure 4.12 shows that with short pulse lengths much less energy is required to
quench the magnet. However, short pulses translate into high power densities
within the heater, and may burn the heater. This was not studied here, how-
ever, when designing a strip heater for measurements this analysis has to be
done. Furthermore, if long pulse lengths have to be used, the long simulation
time may prove to be difficult for numerical simulations. The linear behaviour
with long pulse lengths can be utilized in these cases.
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Figure 4.12: MERQ as a function of heater pulse length.
In the second parametric study the heater’s cross-section area was varied.
Figure 4.13 presents the MERQ and MERQ relative to the heater’s cross-
sectional area as a function of heater area. The MERQ increased from 1.2 J
to 2.2 J with heater area varying from 22 mm2 to 300 mm2 (by lengthening
the heater from 3 mm to 31 mm). The MERQ increased almost linearly as a
function of heater area. However, the MERQ divided by heater area saturated
towards a certain value, 8 mJ/mm2. Surprisingly, this value corresponded to
the enthalpy margin, from 4.2 K to the average Tcs of 47 K within the heater
area.
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Figure 4.13: Solid line and dashed line present MERQ and MERQ divided by
heater area as a function of heater area, respectively.
Figure 4.13 shows that the smaller heater area means smaller MERQ. How-
ever, the hot spot became more localized, where the hot spot temperature rose
more rapidly. This means that damaging the magnet due to overheating is a
larger threat due to the difficult quench detection in HTS magnets. Further-
more, small heater area corresponds to a large power density within the heater
in the same way as with a short heater pulse length. Large power density may
burn the heater [127], thus, avoiding spot heaters when quenching an HTS
magnet is advisable.
4.4 Summary
First the normal zone propagation velocity for HTS magnets was studied. The
normal zone propagation velocity in longitudinal direction varied as much as
30% until it levelled off while absolute values were in the range of 0.5 m/s with
the Tcs of 15 K. The simulated transverse propagation velocity was slow, around
0.1 cm/s slightly depending on the Tcs, when insulation layers between the
cables were present in the model. We showed that vnzp was not constant during
the quench but it depended on the evolution of the temperature distribution.
After a certain threshold vnzp levelled off. Thus, studying the placement of the
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voltage taps is crucial for reliable vnzp measurements for HTS magnets. The
normal zone propagation velocity should be measured at sufficient distance,
even at the range of 100 mm from the hot spot, to get reliable measurement
results.
Next, we studied the hot spot temperature in an HTS magnet using finite
element analysis and the MIITs concept. In particular, the difference between
FEA and MIITs with varying quench detection threshold voltages and magnet
inductances were under investigation. The hot spot temperature differences
between FEA and MIITs, while always being higher with MIITs, varied from
60 K to 150 K with inductances varying from 8.16 µH to 81.6 mH, respectively.
Similar results were obtained with the quench detection threshold voltages of
10 mV, 30 mV and 50 mV. Temperature differences of 100 K are rather large
for quench studies, thus, MIITs concept seems unreliable when considering hot
spot temperatures in HTS magnets. However, MIITs concept is usable when
quickly comparing different magnet designs.
At the end of this chapter a numerical approach was taken to estimate
the minimum energy required to quench an HTS magnet for measurement
purposes. First we estimated MERQ in a reference case, where the heater
area was 130 mm2 and the heater pulse length was 25 ms. At the operation
temperature of 4.2 K and with the operation current of 6 kA the MERQ was
1.55 J, which was 10-30 times larger than the result given by an approximative
analytical solution of MQE, when Tcs was between 36 K and 58 K in the magnet
at the heater area. In the parametric analyses the MERQ increased almost
linearly from 0.8 J to 7 J with heater pulse lengths varying from 5 ms to 500 ms.
In addition, the MERQ increased linearly as a function of heater area from 1.2 J
to 2.2 J with heater areas varying from 22 mm2 to 300 mm2. In conclusion,
when one prepares for quench detection and protection measurements for HTS
magnets, numerical approach to design a strip heater for quench ignition is
preferred over the analytical one.
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Chapter 5
Quench simulation of an HTS
racetrack magnet
For the preparation of the post-LHC accelerator complex, the European wide
EuCARD (see Section 2.1.4) project was launched in 2009. During the project,
a 6 T HTS insert magnet was designed. The plan was to manufacture and
finally test the magnet inside an LTS outsert producing 13 T. Due to the
limited information about stability and quench of HTS accelerator magnets
characterized with high current densities and high magnetic fields, part of
the WP 7 in EuCARD project was to study the quench characteristics of
the insert. This particular design was never completed during the EuCARD
project, however, the work continues within the EuCARD2 (see Section 2.1.4)
project with a different HTS magnet design. In this chapter we present the
results of the quench analysis for the HTS insert designed in the EuCARD
project.
Utilizing QuEST the quench was analyzed for an YBCO insert coil based
on Publication 1 and Publication 2. First we present the overview of the
analyzed cases including the modelling domain and the operation conditions.
In addition, due to the extremely high stability margin, i.e. high Tcs, the
method to quench the magnet for simulation purposes was studied. It has been
shown that using a spot heater the hot spot temperatures at the beginning of
the quench will rise to questionably high values [33] with HTS magnets. A
method based on reducing the Ic locally to initiate the quench is presented.
Eventually the quench simulation results for the HTS insert are presented.
The slow normal zone propagation velocity (vnzp) in HTS magnets can,
and should, be taken into account when simulating a quench. We show that
exploiting this possibility, large savings in computation time is possible without
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sacrificing the accuracy of the results. A study on reducing the modelling
domain to decrease the computation time of the quench simulation is presented
at the end of the chapter. This is based on Publication 3.
5.1 Quench simulation for the EuCARD 6 T HTS
insert magnet
5.1.1 Modelling domain and operation conditions
The modelling domain utilized in the simulation is presented in figure 5.1. The
HTS insert consists of 3 double pancakes, totaling in 6 coils. The lengths of
the insert pancakes and number of turns in coils are presented in Table 5.1,
where it is notable that not all the coils have the same length. Also, it is worth
mentioning, that usually the accelerator magnets have flared ends, so that the
beam pipe can be inserted to go through the magnet. Here this is not the
case, as due to the completely new design as an HTS insert, the main goal
was to learn manufacturing of such a magnet, as well as to perform quench
experiments among other things.
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Figure 5.1: Investigated magnet.
The cable configuration is presented in figure 5.2. The cable consists of
two YBCO tapes that are soldered together with a copper shunt between
the tapes to achieve a good thermal and electrical connection between the
tapes. The added copper is for stabilization during the quench. A portion of
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Table 5.1: Magnet characteristics [26]
Pancake Number of turns Length (mm)
mid plane 73 700
medium 61 350
top 35 326.1
CuBe2 was also considered to be included in the cable to strengthen the cable
mechanically. A 30 µm thick kapton insulation was used. Table 5.2 presents
the material constituents of the magnet unit cell.
CuBe2 50 µm
CuBe2 50 µm
Copper 50 µm
Copper 50 µm
Hastelloy
Hastelloy
Copper 70 µm
YBCO
YBCO
Solder
Width=12.06 mm
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Figure 5.2: Schematic view of the cable for the YBCO racetrack insert. Orange
outer boundary represents the kapton insulation. Figure is not in scale.
Table 5.2: Relative material proportions of magnet unit cell.
Copper 31 %
CuBe2 19 %
Hastelloy+YBCO 35 %
Kapton 15 %
The critical current of the cable when magnetic field is parallel to the
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cable’s wide surface was computed from
Ic(T,B) = I0(T )
1(
1 + B
Bpeak(T )
)β , (5.1)
where I0(T) is Ic value at 0 T, Bpeak(T) is the magnetic flux density correspond-
ing to the maximal macroscopic pinning force and the constant parameter β
is 1.43 [73]. Angular dependency of Ic was taken into account by formula
Ic(B,α) = Ic(T,B)exp
(
−|90− α|
β0B−d
)
, (5.2)
where β0 and d are 62.864 and -0.727, respectively. Ic computed with (5.1)
and (5.2) is presented in figure 5.3.
80 85 90
2000
4000
6000
8000
10000
12000
14000
16000
B=5 T
B=10 T
B=15 T
B=20 T
α [degrees]
 
Cr
itic
al
 C
ur
re
nt
 [A
]
T=4.2 K
Figure 5.3: YBCO cable critical current as a function of α. Dashed line rep-
resents the nominal operating current of 2800 A.
HTS magnets are extremely stable in case of a disturbance. To demonstrate
the high Tcs of HTS magnets, figure 5.4(a) and figure 5.4(b) present Tcs for this
particular case for the cross-section of the magnet in the middle of the straight
section as well as for the end of the magnet, respectively. From these figures one
can see, that even with a rather high operating current density (250 A/mm2),
which corresponds to an operating current of 2800 A, Tcs is from 10 K to even
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25 K. Also, Tcs of 25 K is reached in the high field region of the magnet in the
inner radius, which is usually the place, where the LTS magnets quench more
easily. However, for HTS magnets manufactured using an anisotropic cable,
magnet’s short sample limit is reached where B is high and the direction of
the field is perpendicular to the tape. In this case it can be seen that the
area of low Tcs is at the top of the magnet, where B is almost completely
perpendicular to the tape’s surface. The magnet boundary was considered to
be adiabatic in the simulations.
(a) (b)
Figure 5.4: Current sharing temperature in the cross-section of the coil in the
middle of the hot spot region (a) and on top of the coil (b).
5.1.2 Utilizing reduced critical current to ignite the quench
Due to the very high stability margin of HTS magnets, quenching the magnet
on purpose during the measurement is not a trivial task. In the simulations
similar dilemma is faced. There are at least two possible options to quench
the magnet in a simulation. First, it is possible to increase the temperature
in small volume within the magnet. However, using an external heater, the
small volume could require peak temperature in the range of 100 K to achieve
a propagating normal zone as shown in section 4.3.3. Another option is to set a
decreased Ic to a small volume within the magnet and let the quench develop.
In principle this means that there exists a small volume in the magnet where
heat is the constantly generated from the beginning of the simulation. By
doing this, we can create a much smoother quench compared to triggering the
quench with a short heat pulse [33]. In addition, this method can also be used
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to model a magnet with a lower quality area, in terms of Jc. It is common that
HTS wires suffer from inhomogenous critical currents [151] in long lengths,
which leads to a lower critical current.
Figure 5.5(a) presents the hotspot temperature as a function of time with
three different values of Ic set to a location described in figure 5.1. From here it
can be seen, that the value for the reduced Ic does not modify the behaviour of
the quench in the hot spot. Furthermore, figure 5.5(b) shows that the voltage
within the normal zone increases in a similar way with the different values of
reduced Ic. However, the value of reduced Ic affects greatly on the time it
takes to quench the magnet, which has a significant effect on the simulation
time. Therefore, when quench is ignited with the reduced Ic, one should use
Ic of 0 A in the hot spot.
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Figure 5.5: Quench simulation results of YBCO insert. The solid (–) line
corresponds to a reduced critical current of 0 A, dashed (– –) line 1000 A and
dash-dotted (–.–) line 2000 A.
5.1.3 Quench simulation results
Here we present the quench simulation results for the HTS insert. Due to the
low inductance (4 mH) and overall current density of the insert, we did not
include quench protection to the simulations but kept the operation current
constant during the simulation. With such a low inductance the operation
current decayed to 10% of the initial operation current in 50 ms, so we decided
to simulate the quench until the hotspot temperature reaches 400 K. Then,
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in the post-processing phase we were able to study the hotspot temperature
related to different quench detection voltages (delay in the protection needs to
be taken into account nevertheless).
Figure 5.6 shows the temperature distribution in the magnet where the
temperature was between 8 K and 400 K at the end of the simulation. As
can be seen, due to the very low vnzp, the heat distributes only to a small
volume outside of the original hotspot, which is typical for HTS magnets. The
quench detection is diffcult due to the small volume of the hot spot, which
consequently means low Rnorm.
Figure 5.6: Temperature distribution within the coil at the end of the quench
simulation.
The hotspot temperature and voltage over the normal zone are presented
in figure 5.7(a) and figure 5.7(b), respectively. The quench detection threshold
voltage was expected to be 100 mV. Quench detection threshold voltages in
today’s state-of-the-art devices are in the range of 10-50 mV [20]. However,
according to figure 5.7(b) (b), with a detection threshold voltage of 100 mV
the corresponding hotspot temperature would still be closer to 50 K than to
that of 100 K, which is more than safe from the magnet operation point of
view [149]. This hotspot temperature allows rapid discharge of the magnet
before the coil is damaged due to overheating and insulation or YBCO layer
melting. However, due to the very localized hotspot there may arise unexpected
problems for example related to the thermal stresses [69], but that is not in
the scope of this thesis.
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Figure 5.7: Hot spot temperature as a function of (a) time and (b) terminal
voltage. Dashed lines present detection threshold voltage.
5.2 Reducing modelling domain to speed-up quench
simulations for HTS coils
Due to the very slow vnzp of HTS magnets, large volume from Ω can be dis-
carded without affecting notably to the quench simulation results if heat dif-
fuses in the magnet only due to the Joule heating. In this section we will
demonstrate how the quench simulation results vary when different fractions
of Ω are considered in the computation. First we present the simulation setup
for the reduction of Ω and then the results of the study.
5.2.1 Simulation Setup
Studies in this section are based on the HTS insert magnet presented in fig-
ure 5.1. The starting point was to include all the 6 coils of the magnet in
the Ω. The superconducting material for the magnet was YBCO as before,
however, the material constituents in the cable differed. The renewed cable is
presented in figure 5.8. The portion of CuBe2 was increased and the portion of
copper was decreased to achieve mechanically stronger cable. Other modelling
decisions such as heat generation computation and boundary conditions were
similar as in the previous section. Heat generation was computed according to
the current sharing model and adiabatic boundary conditions were used.
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Figure 5.8: Cable configuration with insulation layer used in quench compu-
tations. Figure is not in scale.
As opposed to the common approach to use homogenized material param-
eters in Ω, we modelled part of the magnet using actual cable and insulation
layers. However, inside the cable the actual YBCO layers were not modelled,
but the materials in the cable were homogenized [18]. By using insulation
layers between the cable layers we were able to observe the effect of the insu-
lation layers to the heat conduction. Figure 5.9 presents the different regions
in our Ω. Only the two topmost coils are presented in the figure, but the same
structure was utilized in all the coils, only the number of accurate cable layers
varied. The topmost coil had 17 accurate cables modelled from the total of
35 cables. The remained 18 cables, and the insulation layers between them,
were modelled as a homogenous material. Table 5.3 presents the material con-
stituents for the homogenous region and for the cable. Insulation layers were
Kapton.
Table 5.3: Relative material proportions of unit cells.
Coil Cable Insulator
Copper 15 % 17.7 % 0 %
CuBe2 42 % 49.4 % 0 %
Hastelloy+YBCO 28 % 32.9 % 0 %
Kapton 15 % 0 % 100 %
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Figure 5.9: Different regions of the insert. However, only two top coils are
shown. a) only accurate cable layers b) included homogenized part in the
magnet end c) included homogenized part in the straight section and degraded
cable length on the outermost layer of the topmost coil (orange part on the
coil outer layer) d) cross-section from the top coil in the middle of the straight
part showing homogenized part and accurate cable layers
5.2.2 Number of coils in the modelling domain
First we considered the effect of the number of coils included in Ω. Figure 5.10
shows that the quench simulation results vary only slightly, when including
only the topmost coil to Ω, when compared to the simulation using the whole
magnet. There is only 3 ms difference in the quench detection time, which
was 71 ms for 6 coils, when only the top coil was included in Ω. The quench
detection threshold voltage was 100 mV in this study. Hotspot temperatures
at the time of detection were 67 K and 68.5 K for the 1 coil and 6 coils,
respectively. This is a clear indication that one can decrease the size of Ω
considerably without effecting on the simulation results meaningfully. It is
notable, that even though the plots are not similar in figure 5.10 (d) the result
is similar. The difference is due to the calculated percentage of normal zone
in Ω, where the total volume used was always the volume of the magnet with 6
coils. However, the normal zone was not able to propagate to the other coils in
the simulation with 1 coil, thus, resulting in a lower percentage of the normal
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zone volume. Still, this affected the most important characteristics (t,T ) and
(V ,T ) only a little.
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Figure 5.10: Quench simulation results for variation of the amount of coils in Ω.
Figure a) presents hot spot temperature as a function of time, b) voltage over
the normal zone as a function of time c) hot spot temperature as a function of
normal zone voltage d) heat generation volume. Dotted line in figures b) and
c) presents the considered quench detection threshold voltage, 100 mV.
What is the benefit of reducing the modelling domain in computations?
Quench modelling can take a lot of time, especially when Ω is large and detailed
structures are modelled. Table 5.4 presents the achieved reductions in the
computation time when parts of the magnet were removed. As can be seen,
the computation time reduced very rapidly when we reduced the number of
elements and, consequently, the degrees of freedom from Ω. In every case the
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mesh was kept the same. As figure 5.10 shows, we could reduce Ω from 6 coils
to 1 coil without losing the reliability of the results, which meant in this case
the total time saving of 46 h per simulation.
Table 5.4: Number of elements and computation time with different geometries
No. Coils No. of Elements No. of DoFs Computation time
1 157 058 39 622 0 d 10 h
2 386 189 90 127 1 d 2 h
3 631 355 142 418 1 d 11 h
4 820 000 182 935 2 d 0 h
6 940 000 209 009 2 d 8 h
5.2.3 Number of cables in the modelling domain
When the reduction from the whole magnet to only the topmost coil did not
change the simulation results, we decreased the size of Ω even more until we
observed the change in the results. In this study we removed the homogenized
region completely (green region and solid yellow in the end of the upper coil
in figure 5.9) and took into account only accurate cable layers and insulation
layers between them. Only the top coil was studied here, as the previous study
showed that the other coils did not contribute to the results.
In figure 5.11 varying number of cables are compared to the results of 1 coil,
which was investigated earlier. Here we can distinguish a difference when less
than 10 cables were present in Ω. With 10 cables the results were practically
the same than achieved with 1 coil. Quench detection times were 67.8 ms and
68 ms and hot spot temperatures at the time when voltage reached 100 mV
are 67 K and 67.1 K with 10 cable modelling domain and 1 coil, respectively.
When less than 10 cables were included in Ω, the heat diffusion was limited
too much, which resulted in higher hot spot temperature with lower voltage.
Table 5.5 presents the computation times and number of elements in this
study. When compared to the Table 5.4, it can be seen that the computation
time for 10 cables, which corresponds to the same result as with 1 coil, is less
than half of the computation time for 1 coil. Reducing the modelling domain
may lead to new possibilities in situations, where the computation seems too
time consuming due to the need for a large number of degrees of freedom and
should be kept in mind when doing quench simulations for HTS magnets.
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Figure 5.11: Quench simulation results for the variation of the amount of cables
in Ω. Subfigures correspond to those in figure 5.10.
Table 5.5: Number of elements and computation time with amount of cables
No. Cables No. of Elements No. of DoFs Computation time
1 2476 1218 8 min
2 14856 4283 50 min
4 29712 7961 1 h 53 min
10 74280 18995 4 h 25 min
5.3 Concluding remarks
An HTS insert magnet designed in the EuCARD project was presented and the
quench simulation was considered. The focus was on the modelling decisions,
80 Chapter 5. Quench simulation of an HTS racetrack magnet
due to the completely different nature of HTS magnets compared to their LTS
counterparts. The quench mechanism for the magnet was discussed as different
quench scenarios are possible in HTS magnets. To acquire a smooth quench,
we decided to utilize a reduced Ic in a small volume in the magnet to quench
the coil slowly. By doing this, large, and possibly artificial, temperature spikes
do not exist in the simulation.
The quench was scrutinized for the investigated magnet. The temperature
in the coil just below the quenched one reached barely 10 K when the hot spot
temperature reached 400 K. This lead to the question that should one even
simulate the quench using the whole magnet as a modelling domain? The hot
spot temperature was considerably below 100 K, when the quench detection
threshold voltage of 100 mV was reached. This indicates, that with the low
stored energy, a safe operation of such a magnet is possible using only dump
resistor for the protection. However, due to the very localized hot spot, the
concern on large thermal stresses was expressed.
We showed that it is not necessary to simulate the whole modelling domain
when simulating a quench for HTS magnets. Simulation results were similar
even when using only a small portion of the original modelling domain of 6 coils.
The computation time could be reduced to below 8 percent of the original. Of
course this modelling domain reduction is case dependent, and we did not give
any universal methodology how to reduce Ω in a given case. However, this
possible reduction should be kept in mind, especially when simulating quench
for very large magnets with hundreds of thousands of degrees of freedom.
Chapter 6
Conclusions
The usability of high temperature superconducting (HTS) magnets in high
energy physics is under thorough investigation. However, due to the high
engineering current density, the quench detection and protection system has
to be flawless in order to prevent permanent damage in the magnet in case of
a quench. In this thesis we concentrated on numerical simulations to study
the quench event of HTS magnets, which is required for quench detection and
protection system development. Unfortunately, due to the delays in the magnet
manufacturing process within the EuCARD-2 project, there was no possibility
to benchmark the simulation results with the measurements.
This thesis is based on six publications while being an independently read-
able entity. Chapter 2 and Chapter 3 establish the foundation for all the
publications. Superconducting phenomenon is discussed in detail in Chap-
ter 2 followed by the numerical background for quench modelling. Chapter 3
presents the in-house software development for quench modelling, which was
used for modelling in all publications. Our in-house software, QueST (finite
element method based Quench Simulation Tool), is described in detail starting
from the main constituents of the software. Furthermore, we show a particu-
lar case, where the source code is polished to decrease the computation time,
which would not have been possible with a commercial software.
In Chapter 4, which is based on Publications 4, 5 and 6, we study the
differences of quenches in LTS and HTS magnets. First, we show that the
normal zone propagation velocity (vnzp) is not constant in HTS magnets, but
increases until levelling off at a certain distance from the hot spot, as de-
scribed in Publication 4. Due to the large temperature margin, the quench
frontier does not propagate with the temperature frontier, which means differ-
ent quench evolution in LTS and HTS magnets. Then, we study the usability
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of a zero-dimensional, so-called MIITs concept, for studying the hot spot tem-
perature of HTS magnet in case of a quench, based on Publication 5. We
show that the hot spot temperature computed using MIITs is considerably
higher than based on numerical analysis, and thus, the MIITs concept should
not be used to estimate hot spot temperatures in HTS magnets at least before
the quench protection is activated. However, MIITs concept can be utilized
to compare different magnet designs, when absolute values are not desired, to
achieve faster computation time. Finally, as presented in Publication 6, we
show that Wilson’s analytical formula to compute the minimum quench en-
ergy (MQE) is not feasible for HTS magnets. Analytical result is considerably
lower than the MQE computed utilizing numerical approach, and thus, MQE
estimation for measurement purposes should be done numerically. In addition,
a strip heater, in place of a traditional spot heater, should be used to ignite the
quench for HTS magnet measurements due to the large temperature margin.
The quench simulation is scrutizined for an HTS research magnet in Chap-
ter 5, based on Publications 1, 2 and 3. First, we present the magnet design
used for simulations. Then, we describe an alternative method to ignite the
quench for numerical computations. By reducing the critical current in small
part of the magnet, the quench can be ignited without a large temperature
peak, that occurs when a small heat pulse is used for quench triggering. Fi-
nally, we present the quench simulation results, which indicate that the quench
is rapid in HTS magnets and the quench protection system needs to be de-
signed carefully to prevent irreversible damage to the magnet, as described in
Publication 1 and Publication 2. Especially the quench detection system
is crucial, when magnets with low inductance, and thus, fast current decay, are
considered. In addition, we study the possibility to decrease the computation
time considerably by reducing the modelling domain volume, as presented in
Publication 3. As the quench propagates slowly in HTS magnets, it is not
necessary to include the whole magnet in the simulation. Still, the same accu-
racy can be maintained in the results while achieving considerable reduction
in computation times.
In conclusion, multiple completely new ideas and approaches for simulating
quench event in HTS magnets are presented in this thesis. Especially, the
proposed modelling domain reduction and quenching the magnet using reduced
Ic are remarkable for upcoming quench simulation tasks. In addition, the
thorough explanation of diverse quench evolution in LTS and HTS magnets,
due to the much higher stability margin of HTS, is crucial to understand
when analyzing the quench event of superconducting magnets. Furthermore,
due to the diverse quench evolution, many previously used quench modelling
approaches for LTS magnets are not usable with HTS magnets.
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