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A Decentralized Control and Optimization Framework for Autonomic Performance
Management of Web-Server Systems
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Advisors: Moshe Kam, Ph.D. and Nagarajan Kandasamy, Ph.D.
Web-based services such as online banking and e-commerce are often hosted on dis-
tributed computing systems comprising heterogeneous and networked servers in a data-
center setting. To operate such systems efficiently while satisfying stringent quality-of-
service (QoS) requirements, multiple performance-related parameters must be dynamically
tuned to track changing operating conditions. For example, the workload to be processed
may be time varying and hardware/software resources may fail during system operation.
To cope with their growing scale and complexity, such computing systems must become
largely autonomic, capable of being managed with minimal human intervention.
This study develops a distributed cooperative-control framework using concepts from
optimal control theory and hybrid dynamical systems to adaptively manage the performance
of computer clusters operating in dynamic and uncertain environments. As case studies, we
focus on power management and dynamic resource provisioning problems in such clusters.
First, we apply the control framework to minimize the power consumed by a server clus-
ter under a time-varying workload. The overall power-management problem is decomposed
into smaller sub-problems and solved in cooperative fashion by individual controllers on
each server. This approach allows for the scalable control of large computing systems. The
control framework also adapts to controller failures and allows for the dynamic addition
and removal of controllers during system operation. We validate the proposed approach
using a discrete-event simulator with real-world workload traces, and our results indicate
that the controllers achieve a 55% reduction in power consumption when compared to an
uncontrolled system in which each server operates at its maximum frequency at all times.
We then develop a distributed resource provisioning framework to achieve differentiated
QoS among multiple online services using concepts from hybrid control. We use a discrete
xi
hybrid automaton to model the operation of the computing cluster. The resource provi-
sioning problem combining both QoS control and power management is then solved using
a decentralized model predictive controller to maximize the operating profits generated by
the cluster according to a specified service level agreement. Simulation results indicate that
the controller generates 27% additional profit when compared to an uncontrolled system.

11. Introduction
1.1 Motivation
Web-based applications and services such as online banking, retail commerce, multi-
media, and scientific computing are often hosted on high-performance computing systems
comprising heterogeneous and networked servers in a data center1 setting. As people be-
come increasingly reliant on these on-line services, their expectations for dependability and
quality-of-service (QoS) have also risen. As early as 1999, a Zona research study estimated
that if users cannot load a Web page within eight seconds, they may very well take their
business to another Internet destination [1]. Poor Web performance could cause more than
25 billion dollars in potential lost business, according to their updated study in 2001 [2].
To operate distributed computing systems efficiently while satisfying stringent QoS re-
quirements, multiple performance-related parameters must be continuously tuned to track
changing operating conditions. For example, the workload a system must process may be
time-varying, and hardware and software components may fail during system operation.
Given the growing scale and complexity of such computing systems, manually managing
their performance is very tedious, and will soon become infeasible. Therefore, it is highly
desirable for computing systems to become largely autonomic or self-managing, requiring
only high-level guidance from administrators [37]. The concept of autonomic computing
was first proposed in 2001 by IBM and has subsequently evolved into a joint effort by key
players in the IT industry, including HP and Microsoft, and the academic community.
Autonomic computing systems are expected to exhibit self-configuring, self-healing, self-
optimizing, and self-protecting capabilities [50]. With self-configuring capability, autonomic
systems will configure themselves automatically according to high-level business objectives
as well as accommodate the configuration of newly introduced hardware/software compo-
nents seamlessly. During their operation, autonomic computing systems will continuously
1A data center is a facility used to house computer systems and associated components, such as telecom-
munications and storage systems. It generally includes redundant or backup power supplies, redundant data
communications connections, environmental controls, and special security devices.
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Figure 1.1: An intelligent control loop facilitating the self-management functions of an
autonomic system, summarized from [68].
optimize themselves to improve their performance. They will also detect, diagnose, and
repair problems resulting from bugs or failures in software and hardware to provide a self-
healing capability. Finally, self-protecting systems will defend themselves from malicious
attacks.
Within the broad area of autonomic computing, this thesis addresses the design of
self-optimizing computing systems, focusing on resource provisioning/allocation and power
management problems in a data center setting. Minimizing power consumption has become
an important design goal when operating densely packed server clusters, not only due to
the dollar cost of powering them, but also because excessive heat dissipation reduces system
reliability and poses a heavy burden on cooling subsystems. Recent studies have pointed
out that a large data center can consume several megawatts of power, and that 22 TWh of
electricity was consumed in 2003 by data centers nationwide for servers, storage, switches,
power conditioning, and cooling [33,67,72].
1.2 The Architecture of Autonomic Computing
We see dynamic systems and control theory as important concepts in developing an
autonomic computing environment. In a widely accepted architecture proposed by IBM [68],
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Figure 1.2: The computing environment where λG, λS , and λB denote the arrival rates for
Gold, Silver, and Bronze clients, respectively, at time k; NG, NS , and NB are the number
of servers in each cluster, and rG, rS , rB denote the average response time achieved by the
respective clusters. A sleep cluster holds servers in a powered-down state.
the basic management element is the control loop, shown in Fig. 1.1. It works in a similar
fashion to a feedback control system, collecting information from the managed resource,
making decisions, and issuing actuation commands to the system. The managed resource
in this control loop can be a system component, such as a single server or a database, or
it can be a larger sub-system, such as a cluster of servers. The autonomic manager acts
as the controller. It measures the performance of the managed resource via sensors, and
by analyzing the corresponding dynamical system models with this information, predicts
future system behavior. The decisions are then made by the planning component to achieve
the desired QoS objectives, and these decisions are executed by the corresponding actuators.
The integration of multi-agent systems, dynamical systems theory, and distributed control
are envisioned as the theoretic building blocks of the architecture shown in Fig. 1.1.
1.3 Overview of Performance Management Problem
Let us now consider, from the viewpoint of control theory, some key characteristics of
typical autonomic performance management problems in a computing environment such
as the one shown in Fig. 1.2. This environment is realized by a server cluster, where a
collection of servers are aggregated in a single location and interconnected via a high-speed
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Figure 1.3: A synthetic workload generated using real world traces from the World Cup
1998 website; HTTP requests are plotted at 30-second intervals.
local area network to present a single site to Internet clients [29]. The only address visible to
the client is the IP address of the switch device in front of the cluster, such as the dispatcher
in Fig. 1.2.
The incoming workload consisting of HTTP requests for different services—Gold, Silver,
and Bronze are dispatched to the corresponding cluster. The service classes specify their
QoS requirements via a pricing scheme that relates the response time achieved by the sys-
tem to a dollar value that the client is willing to pay. The workload generated by the clients
is typically stochastic and shows significant variability and noise [9, 10, 66]. Fig. 1.3 shows
one such example with clear time-of-day variations, and where key characteristics such as
arrival rates change quite significantly within a very short time period. Since the work-
load constitutes the environment input to the computing system, the characteristic of the
incoming workload has significant implications on both the robustness of the performance
control scheme used and the frequency of the control actions themselves.
We assume that each server supports dynamic voltage scaling (DVS), a power-management
technique that allows processors to vary their supply voltage and operating frequency from
within a finite set of values [7, 47]. The lower temperature by lowering the voltage can
5improve the lifetime reliability of various system components. [82] To maximize the profit
achieved by the computing system in Fig. 1.2 under a time-varying workload, we must pe-
riodically decide the number of servers to provision per cluster. Servers can be switched
between different clusters (services) or turned off. The system operating cost in terms of
its power consumption must be minimized by choosing the best frequency at which to op-
erate each server, and the optimal number of servers to power down. This performance
control problem can be posed as an optimal control problem, which can be looked upon
as minimizing a performance index over a finite control horizon under dynamic operating
constraints.
The following key issues must be addressed for a practical realization of performance
control schemes in distributed computing systems.
Generation of dynamical system models. High fidelity dynamical models must be built
for computing systems to accurately capture the underlying nonlinear or hybrid behavior
(a mix of discrete-event and continuous-time based dynamics) [8, 24, 31, 38]. For example,
in Fig. 1.2, a server may be switched among three clusters, but the state of a cluster, if
modeled by the queue size of its constituent servers, can be approximated via a continuous-
time process. Models should also consider the cost of control, since in a practical setting,
control decisions such as switching servers on/off typically incur some cost, in terms of
power consumption and time delays.
Design of scalable real-time control algorithms. Controllers must quickly respond to
changes in workload intensity to guarantee real-time operation. Here, distributed control
architectures are quite attractive in terms of their scalability when applied to large-scale
computing systems. The distributed controllers should cooperate to achieve system-wide
QoS requirements while minimizing the communication between controllers.
Guaranteeing system stability and robustness. Stability, controllability, and observabil-
ity are essential characteristics of dynamical models which should be considered before
designing a functional controller. Controlled systems must have closed-loop stability. Ro-
bustness is also a key requirement for the system to cope with uncertainties in the operating
environment, such as hardware/software failure and time-varying workload.
61.4 Related Work
Heuristic or rule-based policies for performance management though simple to imple-
ment, require a great deal of expert knowledge and are tightly coupled to the specific
applications. It is also difficult to analyze their performance in terms of convergence and
stability properties. A promising method to automate system management tasks is to for-
mulate them as control problems in terms of cost or performance metrics. This approach
offers some important advantages over heuristic or rule-based policies for performance man-
agement in that a control framework can be designed to be generic, i.e., it can address a
class of problems (e.g., power management, resource provisioning) using the same basic
control concepts. Moreover, the feasibility of the proposed control scheme with respect to
the performance goals can be verified prior to actual deployment.
Recently, researchers from both academia and industry have successfully applied control
theory to a number of system management tasks [43]. For example, PID (proportional, in-
tegral, and derivative) feedback control has been applied to problems such as real-time task
scheduling [57], overload protection and QoS adaptation in Web-servers [5], load balancing
in e-mail and data storage servers [36, 56], network flow control [63], and power manage-
ment [58, 77]. Assuming a linear time-invariant system and a continuous input and output
domain, a classical closed-loop feedback controller is designed in a transfer function form
under stability and sensitivity requirements. However, in more complex control problems, a
pre-specified plan, i.e, the feedback map, is inflexible and does not adapt very well to con-
stantly changing operating conditions. Finally, classical feedback control is not suitable for
applications exhibiting nonlinear or constrained behavior where control or tuning options
must be chosen from a finite set at any given time.
In the aforementioned PID-based approaches, the internal state2 of the systems is not
explicitly represented and the cost of the control actions themselves is not taken into ac-
count. As a result, the solutions generated are usually not optimal in terms of a system
performance goal, usually specified as a function of the system state and control inputs.
2In the language of system theory, the state of a system at time t0 is the information that together with
the input determines uniquely the output for all t ≥ t0
7Pacifici et al. [69] applied a global resource optimization process to solve on-line resource
allocation problems for achieving differentiated QoS in Web-servers. In the work of Chen
et al. [35], a queueing analysis based optimization as well as a linear quadratic (LQ) opti-
mal control [27,55] was applied to dynamically control the operating frequency of a cluster
while satisfying a specified response time requirement. The linear model was approximated
through system identification of some empirical data.
Recently, model predictive control (MPC) [28,62,75,80] has been used in self-managing
systems [3, 49]. The main idea of MPC is to predict the future evolution of the system
using dynamicals model and then select the control input through an on-line optimization
procedure based on these predictions. These methods take into account non-linear cost
functions and dynamic operating constraints when solving the on-line optimization problem.
The work of [3, 49] targeted systems with a limited and discrete set of control inputs. For
systems having a richer set of control settings where the number of available inputs is
high or even continuously adjustable, traversing a discrete search space is computationally
expensive, and in fact, the complexity increases exponentially with the number of control
inputs.
Finally, a major limitation of the above-described methods is the centralized nature of
the controller itself. In a large-scale distributed system where the performance of many
hardware and software components must be simultaneously managed to achieve system-
wide QoS goals, a centralized controller needs to explore a large number of possible tuning
options, thereby incurring significant computation complexity and control overhead. There-
fore, such designs do not scale well in a distributed setting.
Furthermore, heterogeneity of resources makes uniform centralized algorithm difficult to
formulate, and distributed ownership of resources leads to varying centralized policies. The
scalability, fault-tolerance, and low configuration complexity of decentralized approaches
make them attractive for large-scale systems with dynamic operating conditions. Adam [6]
studied the performance of a decentralized design for a server cluster supporting a single
service where a membership control allocates/releases servers to/from the cluster. They
compared the decentralized design to an ideal centralized system, and demonstrated that
8the decentralized approach can operate as efficiently as the centralized one in terms of
the number of active servers guaranteeing QoS. For the same problem, Masuishi et al.
[64] compared two types of decentralized resource allocation schemes—independent and
coordinated, to a centralized one, and their results indicate that the coordinated one has
the same tracking accuracy to the dynamic workload with the centralized one. Therefore
we focus on the decentralized control with optimality and adaptiveness.
1.5 Contribution
The goal of this work is to develop a distributed online control framework for self-
optimizing computing systems and applications in a data-center setting. This will enable
enterprise applications to manage their performance in an autonomic and scalable fashion,
given only high-level guidance by administrators. The innovation of the research is in the
application of advanced control, optimization, and mathematical programming concepts to
provide the theoretical basis for designing such applications and systems in a distributed
computing environment. We focus on fast numerical algorithms for the optimal control of
systems with state and control constraints, numerical algorithms for the optimal control of
hybrid systems3, and distributed realizations of the MPC strategy.
The performance management problems of interest, including QoS control, power man-
agement, and resource provisioning in server clusters are posed as optimal control problems
under the MPC framework and solved in a distributed fashion. We validate the developed
solutions and demonstrate their effectiveness via simulations. The validation effort uses a
discrete-event simulator with the capability to interact with sophisticated MATLAB numer-
ical algorithms in the back end using real-world workload traces. Our simulator serves as
a flexible test platform, allowing us to concentrate on developing better dynamical models
and control algorithms, without getting bogged down in the implementation details.
This thesis makes the following major contributions to the autonomic performance man-
agement of computing systems:
3Noticeably, optimal control of hybrid systems is still a on-going topic of research in the hybrid systems
and control society.
9• Distributed power management via optimal control. We develop a fully de-
centralized and cooperative control framework for adaptive power management of a
computer cluster under a time-varying workload. The computationally expensive con-
trol problem is decomposed into a set of corresponding sub-problems, and individual
controllers, implemented within each server, solve their respective sub-problems in a
cooperative fashion such that system-wide QoS goals are satisfied. Our simulation re-
sults indicate that the controllers achieve a 55% reduction in power consumption when
compared to an uncontrolled system in which each server operates at its maximum
frequency at all times.
• Distributed resource management via hybrid control. We propose a hybrid
dynamical system based modeling approach for resource provisioning in a cluster sup-
porting differentiated QoS among multiple service classes. System stability is defined
and analyzed under this hybrid system framework. We develop a fully decentralized
and cooperative control framework for dynamic resource management to optimize
the overall profits generated by the cluster as per a specified service level agreement
(SLA). The resource provisioning problem combining QoS control and power man-
agement problem is posed as a hybrid MPC problem on each local controller. The
server nodes in the cluster are designed to asynchronously monitor, sample, and ex-
ecute control commands so that nodes can be dynamically added or removed. Our
results indicate that the controller generates 27% additional profit when compared to
an uncontrolled system.
The proposed control framework is applicable to computing systems with complex non-
linear behavior whose performance must be optimized under dynamic and explicit operating
constraints. The distributed control architectures developed in this work will enable the
scalable performance management of large-scale computing systems. Considering that nodes
in the computing environment are subject to hardware/software faults, malicious attacks,
and other outages, we conclude that with the regulation of a state feedback controller, the
overall system performance in terms of QoS indices is robust.
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1.6 Organization
We start by discussing the traditional queueing theory modeling and control framework
and its limitations in Chapter 2. A state-space dynamical model along with controllability
and stability concepts is introduced as the fundamental building block for our subsequent
results. We then show how to solve the power management problem using optimal control
on a single server. The tradeoff between QoS and power consumption is formulated as a
finite-horizon optimal control problem, and a controller using the maximum principle is
designed and numerically solved.
Chapter 3 extends the approach presented in Chapter 2 to a distributed setting. A
decentralized control architecture is proposed to take the place of the centralized solution
and a MPC strategy known as receding horizon control is utilized to manage the power con-
sumed by a server cluster. The control performance is evaluated via numerical simulations
on workload traces synthesized using real-world data.
We turn to the resource provisioning problem for differentiated QoS in Chapter 4. From
the viewpoint of a single server, the dynamical behavior of a multi-class queueing system is
modeled using discrete hybrid automata. Algebraically capturing the system behavior by an
affine mixed logic dynamical model, we discuss the equivalence to regular MLD models and
stability of controlled systems. System performance is then defined using a cost function
accommodating both payoff functions derived from SLAs and a power consumption term.
The resource provisioning problem combining QoS control and power management problem
is posed as a predictive control problem and concepts from iterative dynamic programming
are used to design the optimal controller.
In Chapter 5, the resource management problem in a distributed system supporting
differentiated QoS is solved using the results developed in Chapter 4. A decentralized
hybrid-control architecture is designed to compute decisions to allocate CPU resources and
manage power consumption. The discrete-event simulator is used to validate the distributed
control framework and analyze its performance.
Chapter 6 concludes the thesis and outlines future research directions.
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2. Server-Level Power Management via Optimal Control
2.1 Introduction
We start this chapter by presenting the motivation for modeling and controlling queueing
systems and the limitations of applying traditional Markov decision theory framework to
practical performance management problems. Approximated state-space models are more
suitable for our study, assuming processors with dynamic voltage scaling [70] capability.
To obtain the optimal operating frequencies by actively evaluating the trade-off between
power consumption and QoS requirement (specified in terms of average response time),
we introduce the concept of optimal control [27,55]. A discrete-time finite-horizon optimal
control problem is then formulated and solved on a single processor subject to a time-varying
client workload.
2.2 Modeling and Control of Queueing Systems
Modeling is central to formulating the control problem as well as to solving it. Similar to
the other complex systems such as manufacturing systems and chemical processes, the con-
trol of enterprise computing systems typically requires a multi-level hierarchy of controllers,
from server components at the lower level to software implementing business objectives at
a higher-level of the hierarchy, as shown in Fig. 2.1. In a typical computing node, requests
or transactions are the customers competing for the resources such as processors, disks, and
network bandwidth. When a resource is busy, customers are placed in queues. It is a key
task to model and synthesize an effective controller for a queueing system.
2.2.1 Markov Chain and Markov Decision Theory
A great deal of literature has been devoted to the analysis of queueing systems in
a “descriptive” way within the context of stochastic discrete event systems [32]. We are
interested in “prescriptive” techniques, based on which we can make decisions how to operate
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Figure 2.1: Hierarchy of control strategy for complex systems.
the computing systems in an optimal sense and eventually control their performance. A
classical framework known as Markov Decision Theory which models a queueing system
using a Markov chain can be used to solve this problem. We will elaborate on this approach
using a simple example and then point out the limitations when applying it to the control
of high-performance computing systems.
A simple queueing model is shown in Fig. 2.2(a). It is usually assumed to be a M/M/1
system, namely, a single-server queue with infinite capacity, the inter-arrival and service time
are both exponentially distributed, with parameters λ and µ, respectively. The processor
speed can be controlled as follows: there is a finite set of processing rates {µ1, µ2, ..., µK} that
we can choose upon each event (a request arrival or departure), where µ1 > µ2 > ... > µK .
Let X(t) ∈ X = {0, 1, 2, ..., i, ...} denote the queue length as the state of the system at
time t, and consider a stationary policy u(i) ∈ pi which only depends on the current state
of the system. We define u(i) = k if µk is chosen at state i, where k = 1, 2, ...,K.
Notice that there will be a cost c(k) incurred per unit time for choosing µk as the
processing rate, and a cost B(i) per unit time for holding X(t) = i items in the queue
during the time interval until the next event occurs. Thus the cost C(X(t), u(t)) associated
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Figure 2.2: (a) A M/M/1 queueing system and (b) its Markov chain model where λ is the
arrival rate and µ is the service rate.
with state X(t) and control u(t) is given by
C(X(t), u(t)) = B(X(t)) + c(u(t)). (2.1)
The performance index or cost criteria is the expected cost under policy pi over a finite
horizon T starting from x0,
Jpi(x0) = Epi
[∫ T
0
C(X(t), u(t))dt
]
(2.2)
or the expected discounted cost under policy pi over an infinite horizon starting from x0,
Jpi(x0) = Epi
[∫ ∞
0
e−βtC(X(t), u(t))dt
]
(2.3)
where β ≥ 0 is a discounting factor. The control problem then is to determine a policy pi
to minimize Jpi(x0).
The problem can be solved by Dynamic Programming (DP), which has played a critical
role in both deterministic and stochastic control theory since the 1960s. First, a uni-
formization procedure is used to convert the original continuous-time Markov chain model
to a discrete-time one. We choose the uniform rate γ = λ + µ1, (a sampling rate greater
than any single event rate), to obtain the transition probabilities pij(u), i, j ∈ X. Then the
14
dynamic programming algorithm can be applied. For merely a case of two processing rates,
where K = 2, an optimal policy is derived in [32] through tedious computation. Similar
work on a M/G/1 queue can be found in [53].
Though an explicit expression for optimal control can be derived, this control approach
is still limited for practical purposes. First, the assumption of exponentially distributed
inter-arrival time and service time is often invalid for real-world traffic, and cannot be
used to derive the transition probabilities needed to evaluate the cost function for dynamic
programming. Provided that a distribution can be found, it usually comes without a closed
form to compute the optimal solution. Also for enterprise systems operating in a data
center, the incoming throughput is usually quite high and adjusting the control policy upon
each request arrival is impractical. The size of the Markov chain and the calculation of
transition probabilities will formidable, especially for multiple queues.
2.2.2 Approximated State-Space Model
Queueing models based on discrete-time difference equations have recently been used to
overcome the aforementioned limitations. For example, this model was used for the optimal
controllers of queues in high-speed networks to minimize queue-length fluctuations and fully
utilize the available bandwidth in [40], for a congestion control in network nodes [48], and
for dynamic resource allocation of a generalized processor sharing server with two traffic
classes [85]. However, their optimal solutions are not generally derived. Iyer et al. [48] made
an intuitive guess of the optimal policy and then formally proved the guess. Some heuristic
policies were used as the optimal control of resource allocation in [85]. Thus the results are
limited to the specific problem formulation and are difficult to extend to similar problems.
We will dedicate our work to this concise and practical state-space model and efficient
optimal control algorithms for power management on a single server. In Chapter 3, we will
then extend the approach to a decentralized version so that large-scale power management
can be tackled.
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Figure 2.3: A dynamical model of a single queueing system.
A general nonlinear discrete-time state equation,
x(k + 1) = fk(x(k), u(k)) (2.4)
is given with initial condition x0 to model the queueing behavior of a single processor.
The system state at discrete time k + 1, is a function of the state x(k) ∈ R \ R− and
input u(k) ∈ U ⊆ R at time k. The model function f captures the relationship between
the observed system states, particularly those relevant to the QoS specifications, and the
control inputs that adjust these states. The superscript k on f indicates that the function
can in general be time-varying.
In our problem, the dynamics of an individual server P is captured via the simple
queueing system model shown in Fig. 2.3. External client requests, such as requests for
web pages, are serviced by P in a first-come first-serve fashion. An important advantage of
this model over queueing theoretic model is that we do not assume an a priori distribution
for workload arrivals. If Λ(k) and N(k) denote the average arrival and processing rates of
requests during time step k, the queue size x(k) during time step k is a one-dimension state
variable given by the nonlinear time-varying discrete-time state equation
x(k + 1) =
[
x(k) +
(
Λˆ(k)− u(k)
cˆ(k) · umax
)
Ts
]+
(2.5)
where [x]+ = max(x, 0), and the output equation is
tR(k) = (1 + x(k)) · cˆ(k)
u(k)/umax
. (2.6)
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We assume that P can be operated at frequencies adjustable over a continuous domain
[umin, umax]. Therefore, if the time required to process a request while operating at the
maximum frequency umax is estimated as cˆ(k), then the time needed to process the same
request while operating P at frequency u(k) ∈ U = [umin, umax] is cˆ(k)/α(k), where α(k) =
u(k)/umax is the scaling factor. The queue size at the end of the sampling period Ts is
determined by the current queue size x(k), the arrival rate estimate Λˆ(k) as an environment
input, and the corresponding processing rate u(k)cˆ(k)·umax . The operating frequency u(k) defines
the constrained control input for the system. The system output, described by (2.6), is the
response time tR(k), which includes the waiting time for requests in the queue and the
processing time in P .
State and output equations (2.5) and (2.6) adequately model the server dynamics under
the assumption that the incoming workload is CPU intensive, i.e., the processor is the
bottleneck resource. This is especially true for web and e-commerce servers where both the
application and data can be fully cached in memory, thereby minimizing (or eliminating
altogether) hard disk accesses.
2.2.3 Controllability and Observability
When modeling queueing dynamics via state-space equations, two essential characteris-
tics in control theory must be identified — controllability and observability. Controllability
answers the question of whether the state of a state-space equation can be controlled using
the input, and observability deals with whether or not the initial state can be observed from
the output. In this section, we first prove that the state-space model in (2.5) is controllable,
then study observability from a practical viewpoint.
Since an output does not involve in controllability analysis, we consider the scalar state
equation described by (2.5) without imposing the limits on operating frequency u(k). If
the limits of u(k) has to be taken into consideration, we can always add more processors
into the system to raise the aggregate capacity. This will be discussed when we design the
decentralized control scheme in Chapter 3.
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Definition 2.2.1 The state equation (2.5) is said to be controllable if for any initial state
x(0) = x0 and any final state x(T ) = xt, there exists an input sequence of finite length that
transfer x0 to xt. Otherwise, it is uncontrollable.
Proposition 2.2.2 If the external input Λ(k) ∈ R is generated by a linear stochastic model
xΛ(k + 1) = AΛxΛ(k) + ΓΛw(k) (2.7)
Λ(k) = CΛxΛ(k) +DΛw(k) (2.8)
where xΛ(k) ∈ Rn, w(k) ∈ Rm are white noises, AΛ is an n × n matrix, ΓΛ is n ×m, CΛ
is 1× n, and DΛ is 1×m. If the processing time is a constant, then the state in the state
equation (2.5) is controllable.
Proof: Replacing the maximum function [x]+ in (2.5) by a inequality constraint x ≥ 0 and
substituting Λ(k) by its linear model, we have the augmented state equation
 x(k + 1)
xΛ(k + 1)
 =
 1 CΛ
0 AΛ

 x(k)
xΛ(k)
+
 − Tsc·umax
0
u(k) +
 DΛ
ΓΛ
w(k) (2.9)
where x(k) ≥ 0. This converts the original nonlinear system into a linear system with
noises. Therefore, after observing the augmented system matrix and applying Kalman
decomposition theorem [34], we can find the state xΛ is uncontrollable but the state x in
(2.5) is controllable.
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This result in Proposition 2.2.2 can be interpreted as follows. Workload arrivals can be
captured by a linear trend model when sampled at a granularity of seconds, the coarser the
predictable. However, workload arrivals are uncontrollable from a server’s viewpoint. On
the other hand, no matter what kind of workload intensity is offered, the state x, namely
the queue length, is controllable given infinite processing capability. The assumption on
processing time c(k) is not restrictive. We can estimate it on-line or simply use an upper
bound to always yield a conservative result.
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Roughly speaking, observability studies the possibility of estimating the state from the
output. Here the observability is trivial for our model, since the request queue is simply
a data structure that can be directly observed through its interface functions. Therefore,
there is no need to study how to use the output (response time) to infer the corresponding
queue length.
2.3 Optimal Control Problem
The optimal control concept introduced in this section employs a proactive approach
to generate a sequence of control (decision) inputs over a finite horizon while estimating
changes in operating conditions. A convex cost function comprising both the state and
control vectors is to be minimized within the constraints imposed by the underlying sys-
tem dynamics. The discrete-time optimal control problem is to find a control sequence
ui, ..., uN−1 to minimize the cost (objective) function
Ji = Φ(N, x(N)) +
N−1∑
k=i
Lk(x(k), u(k)) (2.10)
subject to the system state equation model constraint
x(k + 1) = fk(x(k), u(k)) (2.11)
where [i,N ] is the control horizon of interest, Φ(N, x(N)) is a cost of final step N and the
final target state, and Lk(x(k), u(k)) is a time-varying cost at each intermediate time step
k within [i,N ]. To solve this problem, we introduce a Lagrange multiplier λ(k) for the state
equation constraint at each time step and then solve it as an unconstrained optimization
problem. After defining a Hamiltonian function H, which is an adjoint cost function in-
cluding the state equation constraints, we can establish the adjoint system comprising the
original state equation and the costate equation governing the Lagrange multiplier λ(k).
The state x(k) develops forward while the costate recurs backward in time, thereby defin-
ing a two-point boundary-value problem (TPBVP) [55]. The TPBVP yields the optimal
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solution, and usually the control is an implicit state feedback.
2.3.1 Problem Formulation
Assuming a continuous domain of processor operating frequencies, an optimal controller
is designed to find the optimal control input u(k) which maximizes the operating profit for
the processor. Given the discrete-time dynamic system described in (2.5) and (2.6) with
the initial condition x(0) = x0, the objective function of interest is defined as:
J = Φ(x(N)) +
N−1∑
k=1
[S(x(k)) +R(u(k))]
=
1
2
v(x(N)− rN )2
+
N−1∑
k=1
[
1
2
s(tR(k)− t∗R)2 +
1
2
ru2(k)] (2.12)
where the response time tR(k) is a function of state variable x(k) according to (2.6) and
t∗R is the response time set point; Φ(x(N)) is a quadratic cost function for final step which
penalizes the number of requests left in the queue at the end of control horizon, where rN
is usually set to zero in order to deplete the queue. The time-varying intermediate cost
function includes the weighted QoS goal S(x(k)) and a quadratic term for power consump-
tion R(u(k)). We will discuss S(x(k)) in greater details shortly. The optimization of the
objective function (2.12) is subject to the dynamic system equation constraint, rewritten
as a differentiable state equation
x(k + 1) = x(k) +
(
Λˆ(k)− u(k)
cˆ(k) · umax
)
Ts (2.13)
with state and control inequality constraints
 x(k) ≥ 0umin ≤ u(k) ≤ umax (2.14)
20
Figure 2.4: A family of functions which can be used as the QoS term in a cost function.
The optimal control problem is to find the control sequence u∗ along the finite horizon [0, N ]
that drives the system along a trajectory x∗ subject to the above constraints such that the
objective function J is minimized.
2.3.2 Performance Specifications
To optimize the objective function in (2.12), at each time step k, the optimal controller
tries to satisfy the QoS goal for incoming requests while minimizing processor power con-
sumption. We define the QoS goal as a set point specification in which the controller aims
to operate the system within a close neighborhood of the desired response time t∗R. We
can also consider control or transient costs as part of the system operating requirements,
indicating that certain trajectories toward the desired state are preferable over others in
terms of their cost to the system.
The selection of the expression of QoS goal S(x(k)) is a compromise between practical
design requirement and efficiency of optimal control algorithms. The most practical ex-
pression is the stepwise function in Fig. 2.4 which encodes the critical specifications in a
service level agreement (SLA). As part of the business contract between a service provider
and the clients, SLA specifies the desired performance objectives for both sides and the
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financial rewards (consequences) for meeting (missing) those objectives [69]. Since the non-
differentiable stepwise functions introduce difficulties when solving the optimal control using
the calculus of variations, a polynomial with the same target response time t∗R (minimum
point) can be used to specify the same SLA. The set-point specification can be considered
as a continuous quadratic form of the SLA. Fig. 2.4 shows the family of SLA functions.
From an operator’s viewpoint, a practical problem with this formulation is how to
determine the weights v, s, and r to achieve acceptable controller performance - an iterative
and somewhat time-consuming process. Although we have used abstract weights in this
work to clearly illustrate the key control concepts, we can assign an actual dollar amount
to each term in the function (2.12) - for example, dollars earned by achieving a response
time and the cost of operating the server in terms of dollars per kilowatt-hour consumed.
We will address these practical issues in Chapter 4.
2.3.3 Predictive Control Strategy and Workload Forecasting
The optimal control problem formulated in Section 2.3.1 only gives system the guidance
on how to optimally react to the environment inputs during a finite horizon. To bring
the controller on line, either an infinite control horizon or an iterative strategy should be
adopted. The infinite control horizon is not applicable here, because estimating the time-
varying model parameters such as Λˆ(k) and cˆ(k) down to the infinite future is not practical.
A widely used iterative strategy named model predictive control [28, 62, 75, 80], also known
as receding horizon control, is used here.
In the predictive control design, at each discrete time step the controller optimizes
the performance metric taking into account future variations in the environment inputs
and their effects on the system behavior. Figure 2.5 shows the structure of the predictive
controller for our discrete-time queueing system. The relevant environment inputs such as
workload-arrival pattern is estimated via the predictive filter and the controller computes
the optimal inputs over a finite control horizon taking the current state feedback as the
initial state. The sequence of control actions resulting in the optimal system behavior over
the control horizon is obtained and then the first action of this sequence is applied as the
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Figure 2.5: The structure of the optimal controller using a receding horizon approach.
current control input. The rest are discarded and this process is repeated. The open-loop
optimal control problem formulated in Section 2.3.1 is the kernel of this repeated process
through which the closed-loop feedback is achieved.
We can provide an intuitive understanding of this receding horizon strategy using car-
driving as an analogy (see [75] for a good discussion). While driving, humans usually
consider the road several hundred yards ahead to anticipate driving conditions, and adjust
speed and gear settings accordingly. As the car moves along the road, we can always see
the next few hundred yards and we are continuously picking up new information from the
far horizon and using it to update our control decisions. Predictive control works in similar
fashion: it always considers the predicted system behavior over some time horizon into the
future, and therefore at each successive sampling instant, it predicts one further sample into
the future. As new information comes available, it is used to modify the current trajectory.
To estimate processor behavior over the prediction horizon, the environmental input
in terms of the request arrival Λˆ(k) must be estimated. Various prediction models have
been previously proposed for performance estimation of computer systems. In [78], an au-
toregressive model to predict trends in network traffic is developed, while [88] combines a
Kalman filter with an autoregressive model to detect changes in web server workloads. The
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authors of [93] presents short- and long-term prediction algorithms to estimate various per-
formance variables in a computer system including abnormal events such as QoS violations
and system failures.
We developed an appropriate forecasting model to predict request arrival rates based
on key characteristics of representative workloads. A number of published e-commerce
workloads [9, 10, 66] exhibit cyclical trends. Therefore, we conclude that such workload
patterns may be predicted using an ARIMA model [22], used when the increase (decrease)
in a series of values persists for an extended time. We use a state-space form of this model as
Proposition 2.2.2 stated, implemented using a Kalman filter, to provide workload estimates
to the controller.
2.4 Optimal Controller Design
The control problem in Section 2.3.1 has inequality constraints on both state variables
and control inputs. Hartl et al. [39] provided a good review on how to solve this class of
optimal control problem using Pontryagin’s maximum principle. Boundkhel [21] derived an
analytical solution for an inventory control application. This section discusses the derivation
of the optimal controller using the maximum principle and the numerical algorithm used to
generate the solution on a digital computer.
2.4.1 Pontryagin’s Maximum Principle
Rewriting the inequalities (2.14) in a congruous form, we obtain
C1 : −x(k) ≤ 0 (2.15)
C2 : −u(k) + umin ≤ 0 (2.16)
C3 : u(k)− umax ≤ 0 (2.17)
where (2.15) is called a pure state constraint.
We call x(·), u(·) a feasible pair if x(·) is the state trajectory corresponding to u(·) sat-
isfying constraints (2.15)-(2.17). Such a pair minimizing (2.12) is called an optimal pair.
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For constraint C1, there are two possibilities for the optimal pair: −x(k) < 0 or x(k) = 0,
and similarly for constraints C2 and C3. In the former case, the constraint is not effective
and can be ignored. In the latter case when feasible pair is on the constraint boundary,
Pontryagin’s maximum principle states that the necessary condition for a sequence of fea-
sible pairs to be the optimal solution is that there must exist a sequence of costate λ and
Lagrange multiplier µ values such that
H(k, x∗, u∗, λ∗, µ∗) ≤ H(k, x, u∗, λ∗, µ∗),∀x ≥ 0, (2.18)
where the Hamiltonian function H is given by
H = S(x(k)) +R(u(k))
+λ(k + 1)
[
x(k) +
(
Λ(k)− u(k)
cˆ · umax
)
Ts
]
+µ1(k)(−x(k)) + µ2(k)(−u(k) + umin)
+µ3(k)(u(k)− umax) (2.19)
The Lagrange multipliers have a physical meaning: they capture the sensitivity of the
cost function to variations in the queue length and boundary constraints. The Lagrange
multiplier µ = [µ1(k), µ2(k), µ3(k)]T must satisfy the following equations:
µ1(k) ≥ 0, µ1(k)(−x(k)) = 0, (2.20)
µ2(k) ≥ 0, µ2(k)(−u(k) + umin) = 0, (2.21)
µ3(k) ≥ 0, µ3(k)(u(k)− umax) = 0. (2.22)
For the constraints (2.15)-(2.17), a subinterval with (k1, k2) ⊂ [1, N ] with k1 < k2 is called
an interior interval of a trajectory x(k) if Ci < 0 for all k ∈ (k1, k2), i = 1, 2, 3. A subinterval
[k1, k2] with k1 < k2 is called a boundary interval if Ci = 0 for all k ∈ (k1, k2). An instant
k1 is called an entry time if there is an interior interval ending at k = k1 and a boundary
interval starting at k1. Correspondingly, k2 is called an exit time if a boundary interval
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ends at k = k2 with an interior interval starting at k2. If the system trajectory touches
the boundary at time k, then k is called a contact time. Together, the entry, exit and
contact times are termed junction times. The control algorithm must consider the following
complete set of cases.
Case 1: In the interior interval, constraints (2.15)-(2.17) are less than 0. So, according
to (2.20)-(2.22), we have µ1 = µ2 = µ3 = 0, and the terms corresponding to the boundary
constraints vanish in the Hamiltonian function. Thus, constraints (2.15)-(2.17) are not
effective and can be safely ignored. The optimal control for the system is solved using
the Lagrange multiplier approach [27], yielding the following state equation (2.23), costate
equation (2.24), and stationarity conditions (2.25):
x(k + 1) =
∂Hk
∂λ(k + 1)
= x(k) + TsΛˆ(k)− Ts u(k)
cˆ · umax , (2.23)
λ(k) =
∂Hk
∂x(k)
= λ(k + 1)
∂fk
∂x(k)
+
∂Lk
∂x(k)
= λ(k + 1) + s · x(k), (2.24)
0 =
∂Hk
∂u(k)
= − Ts
cˆ · umaxλ(k + 1) + ru(k)
u(k) =
Ts
r · cˆ · umaxλ(k + 1), (2.25)
with boundary conditions x(0) given and
λ(N) =
∂Φ(x(N))
∂x(N)
= v(x(N)− rN ) (2.26)
Substituting u(k) in (2.23) with (2.25) yields a discrete two-point boundary-value problem
(TPBVP), given initial and final costate x0 and λN , respectively. This can be numerically
solved by shooting methods that provide an effective initial guess for the costate and then
evaluate the solutions for the difference equations.
Case 2: In the boundary intervals when constraint C1 = 0, the queue is empty. Now,
assuming the boundary constraints of C2 and C3 are not met during these intervals, we
have µ1 > 0, µ2 = µ3 = 0 according to the definitions (2.20) - (2.22). Then we can
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setup the following equations for solving the optimal control using partial derivatives of the
Hamiltonian function.
x(k + 1) =
∂Hk
∂λ(k + 1)
= x(k) + Ts · Λˆ(k)− Ts u(k)
cˆ · umax = 0, (2.27)
λ(k) =
∂Hk
∂x(k)
= λ(k + 1) + s · x(k)− µ1(k), (2.28)
0 =
∂Hk
∂u(k)
= − Ts
cˆ · umaxλ(k + 1) + r · u(k), (2.29)
0 =
∂Hk
µ1(k)
= −x(k)λ(k + 1). (2.30)
Note that condition (2.30) is nothing but the boundary constraint. Due to the constant
state variable, the discrete TPBVP is simplified to a direct evaluation of recursive costate
equation given the local initial condition of entry time.
Case 3: In the boundary intervals when C2 = 0, the processor is operating at the lowest
frequency. Once again, assuming the boundary constraints for C1 will not be encountered
during these intervals, i.e. the queue is not empty, we have µ2 > 0, and µ1 = µ3 = 0. The
optimal controller is given by the same state and costate equations as (2.23) and (2.24),
but the stationarity condition is given by (2.31) and (2.32) as follows:
0 =
∂Hk
∂u(k)
= ru(k)− λ(k + 1) Ts
cˆ · umax − µ2(k) (2.31)
0 =
∂Hk
∂µ2(k)
= −u(k) + umin (2.32)
Case 4: This case is derived in similar fashion to case 3. We only need to replace −µ2
and umin with µ3 and umax, respectively.
2.4.2 Numerical Algorithm
The key to solve optimal control problem in in Section 2.3.1 is to solve a TPBVP given
the initial and final states. This type of problem in discrete time Hamiltonian systems is
usually solved by a shooting method which makes an initial guess, evolves the systems, and
adjusts the guess according to the error on the final state. However, the state and control
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inequality constraints introduce difficulties in determining the entry time and exit time,
then the trajectories of Lagrange multipliers µi to exactly solve the optimal control, even
though Bryson and Ho [27] mentioned the corner conditions for inequality constraints. We
propose a quick and straightforward numerical algorithm which takes advantage of off-the-
peg scalar nonlinear zero finding algorithms (available in MATLAB and even MS Excel)
and considers all the cases mentioned in last section.
Fig. 2.6 shows the numerical algorithm based on the derivations from Section 2.4.1.
Although designed for our specific case study, the idea and approach is applicable to other
resource management problems provided that the system state-space models and cost func-
tions are correctly established.
During each sliding look-ahead control horizon N , the controller aims to regulate the
processor queue size down to zero taking the current queue size as the initial state. Given
the predicted arrival rate Λˆ(k) and processing time cˆ(k) over the control horizon N , the
controller starts from an initial guess for costate variable λ at time 0, and then updates the
costate equation (2.24) and computes optimal control according to the costate at each time
step. Once we have the control we can update the state equation (2.23) for the next step.
Lagrange multipliers are either zero (inside the constraints (2.15)- (2.17)) or some nonzero
amounts (on the boundaries of constraints) determined by compensating the equations after
setting state or control variables to the boundary values. The algorithm terminates once
the TVBVP boundary condition (2.26) is satisfied to a certain level of precision.
2.4.3 Example
We now provide an example to demonstrate how the optimal control algorithm decides
operating frequencies for different choices of weights v, r and s within one finite horizon.
A processor whose operating frequency can be manipulated from 600 MHz to 1.8 GHz
by an optimal controller is serving the traffic load shown in Fig. 2.7(a). The maximum
processing ability is about 206 requests per second assuming requests have the same pro-
cessing times. The sampling period is equal to 5 seconds, and a finite control horizon of
10 steps is assumed. We fix the weights for the final state as v = 50 and the state as
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Require: control horizon N ∈ Z+; given initial and free final state x0, xN ∈ R+;
arrival rate estimates {Λˆ1, . . . , ΛˆN} ∈ R+; processing time estimate cˆ ∈ R+; cost
weights v, r, s ∈ R+; sampling period Ts; bounds of control {umin, umax};
repeat
Guess an initial costate λ(0);
x(0)⇐ x0;
µi(0)⇐ 0, i ∈ {1, 2, 3};
k ⇐ 0;
repeat
λ(k + 1)⇐ λ(k)− s ∗ x(k) + µ1(k); {compute costate at time k + 1}
u(k)⇐ λ(k) ∗ Ts/cˆ(k)/umax/r; {compute control from costate variable}
if u(k) > umax then
u(k)⇐ umax; {control is upper limited}
µ3(k)⇐ λ(k+1)∗Ts/cˆ/umax−r∗umax; {compensate the costate equation
by µ3}
else if u(k) < umin then
u(k)⇐ umin; {control is lower limited}
µ3(k)⇐ λ(k+1)∗Ts/cˆ/umax+r∗umin; {compensate the costate equation
by µ2}
else
µi(k)⇐ 0, i ∈ {2, 3};
end if
x(k + 1) ⇐ x(k) + (Λˆ(k) − u(k)/umax/cˆ(k)) ∗ Ts; {compute state at time
k + 1}
xtemp ⇐ x(k + 1); {temporary variable}
if x(k + 1) < 0 then
x(k + 1)⇐ 0; {state variable is positively constrained}
µ1(k + 1)⇐ −s ∗ xtemp; {compensate the state equation by µ1 }
end if
until k ≥ N
until |x(k)− (λ(k)/v + qN )| < ² {terminal condition is met}
Compute N-step optimal control uopt(·) according to searched initial costate λ(0)
by evaluating state equation, costate equation and necessary condition;
return uopt(·);
Figure 2.6: A maximum principle based discrete-time optimal control algorithm.
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trace, (b) operating frequencies, and (c) queue sizes.
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s = 5, and compare the state trajectory and control inputs under different weights for the
energy term r. As Figs. 2.7 (b) and (c) illustrate, a larger r makes the controller reduce
power consumption by using lower operating frequencies which however, will slow down the
processing speed to increase average queue size and therefore deteriorate QoS.
2.5 Stability Analysis
The continuous state discrete-time dynamical queueing model (2.13) is defined by a
first order nonlinear affine system where the affine dynamic is defined over a positive real
state-input space R \ R− × U . Strictly, the state of system is not continuous because the
queue length can only be integer values. However we can still treat the system as continuous
considering the fact that the measurement and estimation of the arrival rate and average
processing time per request are acquired as positive real values.
For simplicity of the stability analysis, we rewrite the system in a more general form,
x(k + 1) = [x(k) + (Λ(k)− u(k))Ts, 0]+ . (2.33)
We drop the frequency scaling and replace the operating frequency by a general processing
rate u(k). For the given non-autonomous system (a system with external input), we discuss
the state stability and the input-state stability respectively.
Definition 2.5.1 A state variable xe is said to be an equilibrium state for the system and
all the given external input pairs Ue = (Λe, ue) if x(k, k0, xe, Ue) = xe, ∀k ≥ k0. The pair
(xe, Ue) is said to be an equilibrium pair.
The external input Ue includes the control input ue and the environment input Λe.
Under this definition, for any sequence of input pairs U¯ ∈ {(Λ(k), u(k)) : Λ(k) ≤ u(k),∀k ≥
k0}, (0, U¯) is an equilibrium pair for system, which implies empty queue sizes under over-
provisioning condition, where the control input offsets the demand input pattern.
Definition 2.5.2 Given an equilibrium pair (xe, Ue), xe is said to be marginally stable
or stable if, given initial time k0, ∀ε > 0, ∃δ(ε, k0) > 0 such that ‖x(0) − xe‖ ≤ δ ⇒
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‖x(k)− xe‖ ≤ ε,∀k ≥ k0. It is unstable if it is not stable.
Definition 2.5.3 xe is asymptotically stable if it is stable and ∃r > 0 such that ∀x0 ∈
B(x0; r) and ∀ε > 0 ∃K(ε, k0) such that ‖x(k, k0, x0, Ue)− xe‖ ≤ ε, ∀k ≥ K.
We have the similar definitions of stability with nonlinear dynamical systems [51] except
that the state is constrained to be nonnegative. According to this definition, we have the
following proposition for the aforementioned equilibrium pair (0, U).
Proposition 2.5.4 The equilibrium pair (0, U¯) where U¯ ∈ {(Λ(k), u(k)) : Λ(k) ≤ u(k),∀k ≥
k0} is stable and asymptotically stable.
Proof: The proof is straightforward according to the definitions. Given the initial time k0,
for any small ε > 0, let M = (u(k0)−Λ(k0))Ts. By picking δ = ε+M , when ‖x(k0)− 0‖ =
‖x(k0)‖ ≤ δ we have
‖x(k0 + 1)− 0‖ = ‖x(k0) + (Λ(k0)− u(k0))Ts‖ ≤ ‖ε+M −M‖ = ε.
Also the inequality ‖x(k) − 0‖ < ε holds for any k > k0, since Λ(k) ≤ u(k). Therefore,
(0, U¯) is stable. Moreover, lim
k→∞
x(k) = 0, and thus it is asymptotically stable.
¥
This result implies that over-provisioning guarantees stability of the non-autonomous
system. Due to uncertainty in the environment input Λ(k), we can think of our model
as a perturbation of the nominal system x(k + 1) = x(k), which is marginally stable.
The perturbed system is unstable if there is insufficient capability to process the incoming
requests. Therefore the necessary condition for stability is that the processing capability
has to exceed the worst-case arrival. When we cannot guarantee that the requests can
be handled by one processor, we may apply multiple processors to satisfy the necessary
condition. Then the optimal control can always stabilize the system and more importantly,
it generates the optimal decision. In the next section, we will introduce the decentralized
cooperative decision-making.
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2.6 Summary
We present a power management approach using optimal control and predictive con-
trol to enable a self-optimizing computing system. This allows for QoS objectives and
power consumption to be explicitly expressed by a objective function which is minimized
over a finite look-ahead horizon. The optimal control inputs governing the operating fre-
quencies of processors are obtained by solving a discrete two-point boundary-value problem
and the corresponding control algorithm is derived via Pontryagin’s maximum principle.
It accommodates the time-varying state-space model. The systems under consideration
include stand-alone or distributed web-servers, high performance application servers, and
even mobile embedded systems.
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3. Cluster-Level Power Management via Distributed Control
3.1 Introduction
In this chapter we extend the server-level power management discussed in Chapter 2
to a computing cluster serving a single service class via distributed cooperative control.
We introduce the distributed control framework, and then show that the performance of
the decentralized optimal controllers approaches that of the centralized one through an
appropriate selection of parameters. We design the decentralized controller and evaluate
the performance of the control framework via simulation using a representative workload.
The results indicate that the framework is scalable, has very low run-time overhead, and
adapts quickly to dynamic workload variations and individual node failures. [89, 90]
3.2 Distributed Control Framework
Consider the computing cluster comprising m processors shown in Fig. 3.1. Incoming
client requests stored in a shared buffer are dispatched to processors in a weighted round-
robin fashion. We assume heterogeneous servers, and that the processor within each server
supports dynamic voltage scaling by varying both its supply voltage and operating fre-
quency. Therefore, the overall power consumption of the cluster at any given time instant
includes a constant base cost for each operating server (due to the energy requirements
of its power supply, hard disk, etc.) and the dynamic power consumed to process the
workload. The optimization problem addressed here is to operate this server cluster in
energy-efficient fashion by minimizing its dynamic power consumption while processing a
time-varying workload. The QoS goal to be achieved by the cluster is an average request
response time.
Using the continuous-state discrete-time dynamical system model discussed in the pre-
vious chapter, the dispatcher adopts the task allocation strategy as follows. During each
time step, a fraction αi, 0 ≤ αi ≤ 1,
∑m
i=1 αi = 1, of incoming requests are dispatched
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Figure 3.1: A distributed control architecture for the computing cluster.
to processor i in a first-come first-serve fashion. These fractions are periodically updated
according to the operating frequencies of all the processors during the current time step.
Once a processor failure is detected, a zero fraction will be assigned and no more task is
assigned to that processor.
3.2.1 Centralized Optimization vs. Decentralized Optimization
The centralized optimal control problem for a finite control horizon N is to find a
sequence of frequency settings u∗i (k), k = 0, 1, ..., N − 1, for each processor i, i = 1, 2, ...,m,
which minimizes the following global cost function given the initial state x0,
Jg(x0) =
1
2
V (x(N)− rN )2 +
N−1∑
k=0
e−αk
[
1
2
S(x(k)− xt∗R)2 +
m∑
i=1
1
2
riu
2
i (k)
]
(3.1)
V ∈ R+, S ∈ R+, ri ∈ R+,
35
subject to the state equation constraint
x(k + 1) = x(k) +
(
Λˆ(k)−
∑m
i=1 u(k)
cˆ(k) · Umax
)
Ts (3.2)
with the state and control inequality constraints
 x(k) ≥ 0,∀k ∈ {0, 1, ..., N}ui,min ≤ u(k) ≤ ui,max,∀k ∈ {0, 1, ..., N − 1},∀i ∈ {1, 2, ...,m} (3.3)
where xt∗R is the state set point calculated by the response time set point t
∗
R and Umax is
the cluster-wide maximum operating frequency.
The problem is not easy to solve in a centralized fashion even for a small number of
processors, and quickly becomes infeasible for larger cluster. Therefore, we derive a sufficient
condition under which the performance of the decentralized optimal controller approaches
that of the centralized controller.
Theorem 3.2.1 Given a finite control horizon N ∈ Z+, m servers in the cluster, an initial
state x0, and weights vi ∈ R+, si ∈ R+, ri ∈ R+, i = 1, 2, ...,m, if u∗i (k), k = 0, 1, ..., N − 1 is
the optimal control on each server i, denoted by u∗i (·), i.e.
u∗i (·) = argmin
ui(·)
Ji(x0)
= argmin
ui(·)
{
1
2
vi(xN − rn)2 +
N−1∑
k=0
e−αk
[
1
2
si(x(k)− xt∗R)2 +
1
2
riu
2
i (k)
]}
, (3.4)
s.t.
x(k + 1) = x(k) +
(
Λˆi(k)− ui(k)
cˆ(k) · Umax
)
Ts (3.5)
with the state and control inequality constraints
 x(k) ≥ 0ui,min ≤ u(k) ≤ ui,max (3.6)
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where
Λˆi(k) = Λˆ(k)− 1
cˆ(k) · Umax
m∑
j=1,j 6=i
uj(k). (3.7)
then (u∗1(·), u∗2(·), ..., u∗m(·)) also comprise the optimal control for a centralized problem which
minimizes (3.1) subject to (3.2) with inequality constraints (3.3).
Proof: Since the weights vi, si, and ri are uncoupled in the local cost functions, the m
optimal control sequences, local to each processor, u∗i (·), i = 1, 2, ...,m, also minimize the
sum of all the local cost functions,
{u∗1(·), u∗2(·), ..., u∗m(·)}
= argmin
u(·)
m∑
i=1
Ji(x0)
= argmin
u(·)
{
m∑
i=1
1
2
vi(x(N)− rN )2 +
m∑
i=1
N−1∑
k=0
e−αk
[
1
2
si(x(k)− xωo)2 +
1
2
riu
2
i (k)
]}
= argmin
u(·)
{
1
2
(
m∑
i=1
vi
)
(x(N)− rN )2
+
N−1∑
k=0
e−αk
[
1
2
(
m∑
i=1
si
)
(x(k)− xωo)2 +
m∑
i=1
1
2
riu
2
i (k)
]}
Setting V =
∑m
i=1 vi and S =
∑m
i=1 si yields a centralized cost function (3.1).
Summing up all the local state equations
x(k + 1) = x(k) +
(
Λˆ1(k)− u1(k)
cˆ(k) · Umax
)
Ts
x(k + 1) = x(k) +
(
Λˆ2(k)− u2(k)
cˆ(k) · Umax
)
Ts
...
x(k + 1) = x(k) +
(
Λˆm(k)− um(k)
cˆ(k) · Umax
)
Ts
and plugging in (3.7) yields the global state equation as follows,
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mx(k + 1) = mx(k) +
(
m∑
i=1
Λˆi(k)−
∑m
i=1 ui(k)
cˆ(k) · Umax
)
Ts
mx(k + 1) = mx(k) +
(
mΛˆ(k)− m
∑m
i=1 ui(k)
cˆ(k) · Umax
)
Ts
x(k + 1) = x(k) +
(
Λˆ(k)−
∑m
i=1 ui(k)
cˆ(k) · Umax
)
Ts
Notice that the state and control inequality constraints still hold, which completes our
proof.
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Λˆi(k) in (3.7) can be viewed as a “relative” arrival rate of workload from the viewpoint of
a decentralized node. It is the overall arrival rate seen by a node into the shared buffer after
subtracting away the consumption by the other nodes in the cluster. We will elaborate on
the estimation of this value later. For the power management problem of interest, theorem
3.2.1 states that given multiple sub-systems whose dynamics and operating constraints are
uncoupled, and whose local cost functions are convex, the global optimality may be obtained
by having each sub-system independently optimize its local cost function. Therefore, for
the centralized cost structure in (3.1), we generate distributed optimal control problems for
each server to solve, and the problem to be solved by a server i was previously introduced in
Chapter 2. We also note that other performance management problems in utility computing
such as resource provisioning and allocation have the above-described characteristics, and
we expect the proposed control technique to be applicable to these as well.
3.3 Decentralized Controller Design
Consider the decentralized control architecture depicted in Fig. 3.1, each server indepen-
dently manages its operation using a local cost function by deciding the optimal frequency
settings, and thereby, the shares of requests it plans to process from the buffer. The set of
self-optimizing servers can be treated as non-communicating agents, where each agent need
not have information about the exact behavior of other agents. Moreover, since servers can
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be heterogeneous in terms of their processing and power consumption characteristics, the
weights ri and si in their local cost functions can be different.
Each server in Fig. 3.1 executes its independent predictive control loop synchronously,
that is, runs the optimal control algorithm developed in Section 2.4.1 at each time step.
However, in a distributed setting, the state-space model for the ith server must now consider
the processing capabilities of other servers in the cluster and the corresponding impacts on
the shared buffer. Therefore, the queue dynamics from the viewpoint of the ith server is as
follows,
x(k + 1) =
[
x(k) +
(
Λˆ(k)− u(k) + νˆ(k)
cˆ(k) · umax
)
Ts
]+
. (3.8)
The estimate νˆ(k), computed locally and independently by server i, predicts the cumu-
lative operating frequencies of other servers (normalized to the frequency range of the local
server if the cluster is heterogeneous) in the system. The observation of this estimate takes
the following form:
ν(k) =
(
Λ(k)− ∆x(k)
Ts
)
c(k)umax − u(k), (3.9)
where ∆x(k) = x(k) − x(k − 1) is the change in the queue size due to the request arrivals
and consumption by other servers. Thus, from the ith server viewpoint, ν(k) is the residue
of ∆x(k), obtained after deducting from the total number of request arrivals, the number
of requests processed locally by server i. One exception is the following situation: when the
queue is empty or almost empty, and the arrival traffic is so light that even one processor
can process them in one sampling period. In this case ν will be underestimated but still
can guarantee the QoS requirement.
Now we can apply the Pontryagin’s maximum principle based optimal control algorithm
on each processor by using the relative arrival rate which is the arrival rate after subtracting
away the processing rate given by the ν estimate. A synchronizing mechanism is required
to guarantee all the distributed controller maintain the same clock. This is because each
controller uses the common queue length as its state variable of dynamical model. The
iterative on-line control approach for the cluster is listed in Fig. 3.2.
In our simulations, for the sake of convenience, a single Kalman filter broadcasts arrival-
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Require: control horizon N ∈ Z+; initial state x0 ∈ R+;
Initialize the traffic and ν estimators for each node i;
loop
Observe current queue length x;
x0 ⇐ x;
for all node i in the cluster do
Predict the traffic workload {Λˆ1, ..., ΛˆN} for the next N steps;
Predict the average processing time cˆ;
Update ν estimate based on the new queue size x0;
Λ˜⇐ Λˆ− νˆ/cˆ/Umax; {relative arrival rate}
Obtain uopt(·) by using the optimal control algorithm Fig. 2.6;
Apply the first control uopt(0) to the node i;
end for
end loop
Figure 3.2: The on-line predictive control algorithm.
rate estimates for each step within the N -step horizon to all the controllers. (Note that this
filter can also be implemented within each controller itself.) The average request processing
time is also predicted for the next N periods by an EWMA filter. Each controller also has
to locally maintain a Kalman filter to estimate ν, the processing capacity of other servers in
the system. At each time step, every controller generates an optimal sequence of frequency
settings within the prediction horizon, and applies the first input in this sequence. At
the next time step, the various filters are updated using the new information (queue size,
request arrival-rate and processing time), and the whole control process is repeated.
It is clear from the foregoing discussion that very little overhead is incurred when adding
new controllers to the distributed framework. Recall that controllers themselves are non-
communicating agents, and the only overhead incurred is in broadcasting the shared state
and environment input, the queue size and arrival-rate estimate, respectively, to the newly
added controllers. Therefore, the proposed scheme is highly scalable.
For more practical consideration, if the processor does not support continuous DVS,
optimal control can feed into a discretizer (dtz) shown in Fig. 3.1 to obtain the suboptimal
decision for processor frequency. We will also simulate this case in the next section.
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3.4 Performance Evaluation
The performance of the distributed control scheme as well as the impact of tuning
key parameters such as Ts, and N on controller performance is now evaluated using a
representative e-commerce workload.
3.4.1 Workload Generation
Our experiments simulate multiple servers processing a synthetic workload, derived, in
part, using HTTP requests made to an Internet service provider in the Washington DC
area over a week [10]. Portions of this workload are shown in Figs. 3.3(a) and 3.5(a).
The processing times for individual requests within the arrival sequence in Figs 3.3(a)
and 3.5(a) are obtained as follows. We generate a virtual store comprising 10,000 objects
(or requests), and the time needed to process an object is randomly chosen from a uniform
distribution between (4, 11) ms. The distribution of individual requests within the arrival
sequence is determined using two key characteristics of most Web workload.
• Popularity. It has been observed that some files are more popular than others, and
that the popularity distribution commonly follows Zipf’s law. Therefore, we parti-
tioned the virtual store in two—a “popular” set with 1000 objects receiving 90% of
all requests, and a “rare” set containing the remaining objects in the store receiving
only 10% of requests.
• Temporal locality. This is the likelihood that once an object is requested, it will be
requested again in the near future. In many Web workload, temporal locality follows
a lognormal distribution.
3.4.2 Performance Analysis
We simulate a cluster of four servers whose processors have adjustable frequencies in
a continuous domain. First, we ensure that this cluster could satisfy the desired response
time, set as t∗R = ωo = 4 seconds, under a sustained worst-case workload scenario with
each processor operating at its maximum frequency. The worst-case scenario is simply the
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Figure 3.3: (a) The synthetic workload and the corresponding predictions and (b) the average
response time achieved by the cluster.
maximum arrival rate observed within the trace in Fig. 3.3 where each request has the
maximum processing time requirement of 11 ms. The control framework then optimizes the
performance of the cluster when the workload is time-varying.
Note that we use a cluster of four servers to clearly explain the obtained results. How-
ever, it follows from the discussion in Section 3.3 that our approach can be extended in
straightforward fashion to much larger clusters with very little overhead. In our simula-
tions, the operating frequencies for servers 1 and 3 range from 600 MHz to 1.8 GHz while
those for servers 2 and 4 range from 800 MHz to 2.0 GHz. The desired response time for
the cluster was ωo = 4 sec. For each controller, we set the prediction horizon N to 5 steps
and the sampling period Ts to 1 second.
Fig. 3.3(a) shows a portion of the workload and the corresponding predictions obtained
by a Kalman filter [22]. Each controller acquires predictions for 5 lookahead steps and
computes the sequence of frequency settings over this receding control horizon. To show
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Figure 3.4: The normalized power consumption (u/umax)2 incurred by each processor.
how different weights in the cost function (3.4) affect controller behavior, we set r = 1 and
s = 50 as weights on the energy consumption and response-time terms, respectively, for
processors 1 and 2, and r = 0.5 and s = 100 for processors 3 and 4. Thus, processors 1 and
2 aim to minimize their power consumption while 3 and 4 prioritize the response time. The
weight v is set to 5 for all processors, dictating how queue sizes are regulated to the desired
value of zero at the end of the prediction horizon.
Fig. 3.3(b) shows that the controllers cooperate well to maintain the cluster-wide re-
sponse time close to ωo = 4 sec. The dynamic power consumption cost incurred by each
processor is shown in Fig. 3.4. We use a simple model proposed in [79] for this cost as
(u(k)/umax)2. The frequencies selected by the controllers clearly achieve the desired be-
havior, as dictated by the weights s and r. Observe that for the same r and s values on
processors 1 and 2, each generates a different power consumption profile due to correspond-
ing differences in their maximum operating frequencies (1.8 GHz versus 2.0 GHz).
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Figure 3.5: (a) The synthetic workload and predicted values and (b) the average response time
achieved by the cluster.
Finally, MATLAB simulations on a 2.4 GHz Pentium 4 processor indicate that for a
5-step prediction horizon, the estimation and control computations take about 7 ms on
each server. Therefore, for a sampling interval of Ts = 1 second, the control overhead is
only 0.7%. Intuitively, one would expect that increasing the prediction horizon N should
result in better control performance while incurring greater computational overhead. We
will study how the choice of N affects controller behavior is a later section.
3.4.3 Self-Adaptive Behavior
The following series of experiments demonstrate the fault-adaptive properties of the
control framework. We use the workload in Fig. 3.5(a) to test the system reaction to server
and/or controller failures. Note that this workload is lighter than the one in Fig. 3.3(a) to
guarantee that the desired response time can be achieved using just two servers (since we
will be simulating the failure of two servers in the original cluster of four).
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Figure 3.6: The power consumption cost (u/umax)2 on processors 1 and 4 in response to the failure
of processors 2 and 3.
The controller parameters including the weights, control horizon, and sampling period
remain unaltered from our previous experiments. Given the workload in Fig. 3.5(a), failures
of servers 2 and 3 are simulated at time steps 120 and 150, respectively. (Note that in
Fig. 3.6, the operating frequencies of servers 2 and 3 suddenly drop to zero.) However,
from Fig. 3.5(b), we note that the response time achieved by the cluster continues to be
maintained around ωo = 4 sec.
Fig. 3.6 also shows the reaction of servers 1 and 4 once servers 2 and 3 fail at k = 120
and k = 150, respectively. The surviving cluster members rapidly increase their frequencies
to process the backlog created by these failures. More importantly, the reaction by servers
1 and 4 is achieved without any explicit communication. As shown in Fig. 3.7, the ν
estimates, computed independently and locally by servers 1 and 4, make them aware that
the overall cluster throughput has suddenly decreased after time steps k = 120 and k = 150.
The servers, therefore, increase their respective processing rates. Also note that of the two
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Figure 3.7: The aggregate processing capacity estimates (νˆ) computed by each controller; servers
1 and 4 use these estimates to infer the failure of servers 2 and 3.
survivors, Server 4 processes more requests than 1. This difference in behavior is due to
the setting of weights within each server’s local cost function. Recall that the weights are
r = 1 and s = 50 for Server 4, whereas r = 0.5 and s = 100 for Server 1. Thus, Server 4 is
“altruistic” and prioritizes the global response time achieved by the cluster while Server 1
is more “selfish” and prioritizes its own power consumption.
3.4.4 Effect of Parameter Tuning
The following results show the effects of tuning the prediction horizon N and the sam-
pling time Ts on control performance.
We now consider the (somewhat) idealized case of a cluster comprising four identical
servers assuming perfect arrival-rate estimates and a constant request processing time. The
control performance of a single server, as a member of the overall cluster, is measured. It
is important to note that each server must still estimate the aggregate processing capacity
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Figure 3.8: (a) The MSE of the response time between the achieved and desired values and (b) the
average normalized power consumption, as a function of the prediction horizon.
ν of the cluster to decide its operating frequencies — a source of possible estimation errors.
Under the above-described set up, Fig. 3.8 shows the controller performance, in terms
of both the mean square error (MSE) between the achieved response time ω(k) and the set
point ωo, and power consumption cost as a function of N . Intuitively, as the controller looks
further ahead, it can anticipate future workload demands and start preparing accordingly at
the current time step itself. However, control performance does not necessarily improve by
increasing N , since as N increases, so does the error in the estimated parameter ν. There-
fore, N must be chosen carefully, considering the trade-off between look-ahead performance
and estimation errors.
Fig. 3.8 compares controller performance for different values of α, the tunable parameter
of the discounting factor e−αk in the cost function (3.4). We first observe that α has no
appreciable effect on the power consumption costs shown in Fig. 3.8(b). We can see from
Fig. 3.8(a) that small α values, for example, α = 0.2, decrease the achieved MSE, which
is preferable, but only when the prediction horizon is small. The control performance for
α = 0.2 actually deteriorates for larger prediction horizons, since e−0.2k cannot sufficiently
discount the large estimation errors introduced in ν as one goes deeper into the predic-
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Figure 3.9: (a) The MSE of the response time between the achieved and desired values and (b) the
average normalized power consumption as a function of the sampling period Ts.
tion horizon. Also, a larger prediction horizon will increase the execution overhead of the
controller.
To summarize, a prediction horizon between 4 to 7 time steps seems appropriate in this
specific case to balance the trade-off between good lookahead performance and estimation
errors.
We now examine the effect of varying the controller sampling time Ts on its perfor-
mance. The sampling period dictates how often the controller provides a new control input
to the underlying processor. This affects the average response times achieved by the in-
coming requests as well as the processor power consumption. Fig. 3.9(a) shows an almost
linear relationship between the MSE versus the sampling period. We also show the power
consumption incurred by a controller versus its sampling period in Fig. 3.9(b). We see that
the power consumption saturates at around Ts = 12 seconds. Here the choice of discount-
ing coefficient α has no effect on both the MSE and the power consumption. Our results
indicate that the sampling period must be chosen to be small (around 1 second) to obtain
the best performance. A sampling time of Ts = 1 second is a practical option in our case
since the execution time of the controller is very small — approximately 7 ms.
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Figure 3.10: (a) The synthetic workload and the corresponding predictions and (b) the average
response time achieved by the cluster.
3.4.5 Effects of a Discrete Control-Input Set
The final set of experiments assume that server frequencies are not continuously tunable,
but must be selected from a discrete domain. As discussed in Section 3.2, our approach is
still applicable to such systems by simply discretizing the obtained solutions. Figs. 3.10
and 3.11 show cluster performance where servers 1, 2, 3, and 4 allow their frequencies to
be tuned in discrete steps of 200 Hz. As the results show, overall system performance is
still good since control errors introduced by previous discretization steps are compensated
by future control actions.
3.4.6 Scalability of the Distributed Control Structure
We now show that the control framework easily scales to larger systems by applying it to
a cluster of twelve heterogeneous servers processing a much heavier workload in Fig. 3.12(a),
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Figure 3.11: The normalized power consumption where servers allow their frequencies to be tuned
in steps of 200 Hz.
derived using HTTP requests made to the France World Cup web site on June 26, 1998. The
desired response time was set to two seconds, and Fig. 3.12(b) shows that the controllers
cooperate to keep the achieved response time close to the set point. The control overhead
incurred by a local controller remains the same as before, approximately 7 ms for a prediction
horizon of five steps.
3.5 Summary
We have described a distributed control framework aimed at automating performance
management tasks in distributed computing systems using the concepts of optimal control
we introduced in Chapter 2. In this chapter, the framework was used to minimize the power
consumed by a server cluster processing a time-varying workload while satisfying response-
time requirements. Using a realistic workload trace, we showed the fault adaptive nature
of the distributed control framework.
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4. Server-Level CPU Provisioning for Differentiated QoS via Hybrid Control
4.1 Introduction
In this chapter together with Chapter 5, we turn to the resource provisioning problem
for differentiated QoS (multiple service classes) instead of the single service we discussed
in the previous chapters. The dynamical behavior of a multi-class queueing system is
modeled via a class of hybrid systems. System performance is defined as a cost function
accommodating service level agreements and power consumption. The resource provisioning
problem combining QoS control and power management problem is posed as a predictive
control problem on a server.
4.2 Resource Provisioning Problem
Fig. 4.1 shows the system architecture of a computing environment with n classes of
differentiated services. Each service is hosted on a cluster in which the number of servers,
Ni, i = 1, ..., n, can be periodically adjusted according to the workload demand, the state
of shared buffers storing the client requests, and the status of individual servers.
Two levels of dispatchers similar to IBM’s Network Dispatcher [46] are suggested in this
architecture. Differentiated HTTP requests are dispatched into one of the n clusters by
a level-1 dispatcher shown in Fig. 4.1. The level-2 dispatchers (not shown in the figure)
inside each cluster are then used to distribute the workload of each service λi, i = 1, ..., n
among the allocated server nodes Pij , i = 0, ..., n, j = 1, ..., Ni. Servers are assumed to
be able to continuously control their operating frequencies through DVS to manage their
dynamic power consumption or power down to achieve the additional power efficiency during
operation. The control variables of servers also include a discrete choice among a set of
state equations in continuous state space which describe different dynamical behavior after
selecting different service.
The resource provisioning problem of interest is to decide the optimal number of servers
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Figure 4.1: An autonomic computing system model supporting differentiated QoS, where
each service is serving by a dynamically allocated computer cluster; Each server in the
cluster makes hybrid decisions using a decentralized controller.
to provision per cluster including the power-down cluster and to choose the best frequency
at which to operate each server, such that the overall achieved profit is maximized under a
time-varying workload and that the system operating cost in terms of its power consumption
is minimized. In this chapter, our goal is for each server node to develop a dynamical model
and to design an effective optimal controller. The design will be extended to achieve the
resource provisioning problem for large-scale computing systems in a decentralized control
architecture.
4.3 Related Work
The performance management problem for a single service can be solved using optimal
control theory of continuous state-space model as Chapters 2 and 3 discussed. To control the
system with multiple service classes, one straightforward solution is to merge the multiple
service queues virtually into a large “single” queue then apply the derived results for the
“single” queue. This strategy will work perfectly only if these services have the same
importance. For the resource provisioning problem of interest, more sophisticated control
must be designed to handle the differentiated services.
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Although the state of queueing systems (the number of requests in the queue) is con-
tained in a countable set of positive integer per se, by making the continuous assumption
that we discussed in Section 2.2, a priori probability distribution can be avoided especially
when the workload is high and the optimality can be obtained efficiently through calculus
of variations. However, the most discrete event-driven nature and logic phenomena in com-
puting systems do not validate the aforementioned assumption because those variables are
contained a finite set with a small size, such as the state in an automaton or the switching
variable. This prevents us from keeping using continuous state-space model and the de-
veloped control theory. Recently researchers from control area and computer science have
both noticed that discrete-event and continuous dynamics mix in most real-world engineer-
ing problems. Study of hybrid systems and control has risen to tackle this category of
problems.
Hybrid systems comprise both event-driven discrete dynamics and time-driven contin-
uous1 dynamics [8, 25, 31]. Some preliminary results were applied to the utilization control
of real-time systems [52], the buffer management of embedded systems [45], the modeling
of TCP congestion control [44], and the self-management of computing systems [4]. Hybrid
models have high computation complexity and the optimization and control of hybrid sys-
tems is even more difficult. Therefore, research into the efficient optimal control of hybrid
system is still an ongoing topic. Classical principles in continuous-state dynamical systems
have been adapted to hybrid systems, such as maximum principle for general hybrid sys-
tems [71, 83] and switching systems [17, 18], and dynamic programming (DP) [41, 42]. A
result closely related to DP is the derivation of the generalized quasi-variational inequalities
(GQVI’s) reported in [23, 25]. A detailed survey into hybrid optimal control can be found
in [76,92].
We must mention that the hybrid optimal control problem becomes less complex when
the underlying dynamics is expressed in the discrete time domain. For discrete-time linear
hybrid systems, Bemporad and Morari [15] propose a powerful and general hybrid computa-
tion model denoted as mixed logic dynamical (MLD) systems, namely a discrete-time state
1Although time can be sampled discretely, states are in continuous space.
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equation with binary and continuous states and inputs as well as inequality constraints.
Optimal control is then implemented by solving the mixed-integer quadratic programming
(MIQP) or mixed-integer linear programming (MILP) in a receding horizon fashion [12].
For those real-time applications where online optimization is costly, a multi-parametric pro-
gramming was proposed to solve for a piecewise linear affine state-feedback form [13]. The
current limitation is such results can only be obtained for deterministic hybrid systems with
a linear system matrix.
4.4 Hybrid Dynamical Model
4.4.1 Hybrid System Concepts
Hybrid system is a general term to describe a class of dynamic systems where the in-
teraction between continuous and discrete processes exist. Here, continuous phenomena
involve continuous-state components where the state space is a continuum consisting of all
n-dimensional vectors of real numbers. These states generally change with time, and are
referred to as time-driven. Continuous-time differential equations or discrete-time differ-
ence equations are used to model the dynamics. Discrete phenomena arise when the state
is valued in a discrete set, and the state changes only through certain instantaneous tran-
sitions which associate some discrete events [32]. These discrete event-driven processes can
be described by if-then-else rules, propositional and temporal logic, finite-state automata,
or Petri nets.
A hybrid system can be viewed as one switching among many operating modes, where
each mode is associated with an individual continuous dynamics, and mode transitions
are triggered by events, like states crossing pre-specified thresholds, or forced switching
commands. Real-world examples of hybrid systems include systems with relays, switches,
and hysteresis [84]; computer disk drives [38]; automotive engines, transmission, and traction
control [14, 19, 26]; automated highway systems (AHSs) [87]; TCP congestion control [44];
and pipelines of embedded systems [45]. In our study, the performance management problem
of an autonomic computing cluster supporting differentiated QoS can also be modeled as a
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Figure 4.2: Hybrid system model.
hybrid system.
For easy understanding, a concrete picture of hybrid systems is an automaton where
each state is associate with a state-space model to describe the continuous dynamics. A
mathematically strict definition of general hybrid system is referred to Branicky’s general
hybrid dynamical system (GHDS) [23]. The discrete phenomena bring nonlinearity to math-
ematical equations and are tough to be tackled in analysis and synthesis problems of hybrid
systems. They are classified by [24] as follows:
autonomous switching: the continuous-state system equation changes instantaneously;
autonomous jumps: the state changes discontinuously;
controlled switching: a control input switches system equation instantaneously;
controlled jumps: a control input changes a state discontinuously.
A conceptual hybrid system model is illustrated in Fig. 4.2 [11]. The Continuous Plants
block represents a set of differential or difference equations modeled vector fields (modes),
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with common continuous states, inputs, and outputs. At any specific time instant, only one
of the modes is active and governing the current systems behaviors. The discrete inputs are
those indicating the current mode or those controlling discontinuous state jumps. These
inputs come from the D/A block. The continuous states or outputs are observed by the
A/D block and some events may be triggered. These events drive the Discrete Automaton
to generate discrete signals for the mode transition.
4.4.2 Discrete Hybrid Automaton (DHA)
In this study, we use a discrete hybrid automaton (DHA) model [86] to substantiate the
hybrid system architecture in Fig. 4.2 as a framework to capture the dynamics of multi-class
queueing systems. The continuous plant of hybrid dynamics is described by a collection of
discrete-time state equations as follows:
xc(k + 1) = fi(k)(xc(k), uc(k), k), (4.1)
yc(k) = gi(k)(xc(k), uc(k), k), (4.2)
where k ∈ N ⊆ Z \ Z− is the discrete time indicator, xc ∈ Xc ⊆ Rnc is the continuous
state vector, uc ∈ Uc ⊆ Rmc is the external continuous input vector, yc ∈ Yc ⊆ Rpc is the
continuous output vector, {fi, gi}i∈I is a collection of dynamics of appropriate dimensions,
and the mode i(k) ∈ I , {1, ..., s} is a switching input signal which selects a pair of state
and output equation from the collection.
The event generator acts as an A/D block which generates a new event δe ∈ E based on
a map from the continuous state and control domain to a finite event set
δe(k) = fe(xc(k), uc(k), k), (4.3)
where fe : Xc ×Uc ×N → E . Events such as those when real-time deadlines are reached or
those when thresholds of continuous state vector are met will drive a discrete automaton.
A synchronous finite state machine (FSM) or discrete automaton provides the discrete
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states transition of a hybrid system as
xd(k + 1) = fd(xd(k), ud(k), δe(k)), (4.4)
where xd ∈ Xd is the finite state variable, ud ∈ Ud is the discrete control input vector.
The FSM is described in discrete time, where the transitions occur only at sampling times
to avoid the appearance of Zeno behaviors, described informally as the system making an
infinite number of jumps in a finite period of time.
The D/A block in Fig. 4.2 is called a mode selector in the DHA, and decides the index
i(k) of the active dynamics at time t by a map fm : Xd × Ud × E → I,
i(k) = fm(xd(k), ud(k), δe(k)). (4.5)
At sampling instant k when there is a switch on the continuous dynamics {fi, gi}, i.e.
when i(k) changes, it is possible to associate a reset map to the continuous state vector,
denoted by φ : Xc × Uc → Xc.
As for the numerical description of models and the design of the corresponding con-
troller, a computation oriented hybrid system model needs to be applied, such as the mixed
logic dynamical (MLD) model [15] and the piecewise affine system [81]. The MLD model is
a discrete-time model described by linear dynamic equations subject to linear mixed-integer
inequalities, i.e. inequalities involving both continuous variables and discrete variables, en-
coded by binary 0-1 variables. Using propositional calculus, these linear equations and
inequalities are converted from continuous-state linear equations and logical statements
defining the transition of automaton. During this conversion, some auxiliary variables are
introduced. The model predictive control problem of hybrid systems can now be formulated
into a mixed-integer quadratic programming (MIQP) problem when cost function is formu-
lated in 2-norm, or mixed-integer linear programming (MILP) problem when cost function
is formulated in ∞-norm.
Despite these benefits, there are some limitations of the MLD framework which do not
allow us to apply it in a straightforward fashion to our performance management problem.
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Figure 4.3: (a) A multi-class queueing system where a single processor serves n queues by
switching and (b) the DHA model of this hybrid system.
Firstly, MLD computation models are limited to deterministic linear subsystems of continu-
ous plants. Secondly, MLD-based model predictive control algorithms require that the cost
functions have state and control terms that are uncoupled and expressed in regular matrix
norms so that MILP or MIQP problem can be formulated. To optimize the computing
systems in terms of the performance indices mentioned in section 4.5.1, a more compli-
cated form of the cost function form should be allowed. Thirdly, the numerous inequality
constraints on the formulated MILP or MIQP problem require the problem be numerically
well-conditioned. Otherwise, the optimization problem might be infeasible. Therefore, a
new design methodology needs to be developed for our performance management problem
at hand, which usually is nonlinear, has random parameters, and might be numerically
ill-conditioned.
4.4.3 Hybrid Model of a Multiple-Class Queueing System
In this section, we will first model a multi-class queueing system descriptively using a
DHA, and then computationally by an affine MLD model with a time-varying coefficient
vector.
The queueing model on a server P for n independent traffic classes is shown in Fig. 4.3(a).
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Workload from the ith, i = 1..n traffic class arrives at the corresponding buffer and is served
on a first-come first-served basis. During a control period, processor P serves the request
queued in these buffers by first switching to one of the buffers and then adjusting its
processing speed appropriately. We do not assume an a priori distribution for request
arrivals, but estimate the workload intensity using online observations. We assume the
switching delay from one buffer to another is negligible compared to the sampling period of
the controller (e.g., context-switching to a different process).
The dynamics of this system can be modeled by a controlled switching system with
hybrid control inputs u(k) = {uc(k), ud(k)} at each sampling period k, where uc(k) ∈
Uc = [umin, umax] is the continuous operating frequency of processor, and ud(k) ∈ Ud =
{0, 1, ..., n} is a discrete control which switches to serve buffer i when ud(k) = i > 0 and
idles when ud(k) = 0. Fig. 4.3(b) captures this hybrid phenomenon by a DHA where the
discrete finite state machine is driven by the discrete control ud(k) without other events
from the event generator.
We now develop an affine MLD model to describe the DHA algebraically. Let us denote
the buffer sizes by a continuous state vector x(k) = [x1(k) ... xn(k)]T and the estimated
requests arriving at buffer 1 to n during time k by Λˆ(k) = [Λˆ1(k) ... Λˆn(k)]T . Let Ts be the
sampling period and cˆ(k) be the estimate of average processing time of each request under
the maximum frequency. For the discrete control scalar input ud(k), we define a binary
vector map B : Ud → B where B = {x ∈ {0, 1}n : ‖x‖1 ≤ 1}. The map converts ud(k) to
a binary column vector where only the ud(k)th element is 1 when ud(k) > 0 and zero for
ud(k) = 0. Now we have the following mixed logic difference equation,
x(k + 1) =
[
Ax(k)−B(ud(k)) uc(k)
umax · cˆ(k)Ts + Λˆ(k)
]+
, (4.6)
tR(k) = (1+ x(k)) · cˆ(k)
uc(k)/umax
, (4.7)
where [x]+ = max(x, 0) and the output is a vector of the average response times for all the
service classes, which includes the waiting time in the queues and the processing time on
P .
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Figure 4.4: (a) A two-class queueing system where a single processor serves two queues by
switching and (b) the DHA model.
Remarks: When there is no request transfer among buffers, A is an identity matrix. The
processing rate is assumed to scale linearly by the ratio of the operating frequency uc(k) to
its upper bound. The state equation with non-differentiable maximum function [·]+ can be
converted into a regular one with a hard state constraint x(k) ≥ 0. The estimates Λˆ(k) and
cˆ(k) are obtained using appropriate forecasting models. To simplify the implementation, we
can use an upper bound c¯ for cˆ(k), which will yield a conservative result for the closed-loop
system, since the controller calculates for the worst case.
Example 4.4.1 A two-class queueing system example.
Fig. 4.4(a) demonstrates a two-class example where x(k) = [x1(k) x2(k)]T , Λ(k) =
[Λ1(k) Λ2(k)]T , and ud = 0, 1, 2. Therefore, we see three finite states in the DHA in
Fig. 4.4(b) in which transitions are triggered by ud. Each state is associated with a discrete-
time state equation as follows,
Idle:  x1(k + 1) = x1(k) + Λˆ1(k)x2(k + 1) = x2(k) + Λˆ2(k) (4.8)
Serving queue #1:  x1(k + 1) = x1(k) + Λˆ1(k)−
uc(k)
umax·cˆ(k)Ts
x2(k + 1) = x2(k) + Λˆ2(k)
(4.9)
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Serving queue #2:  x1(k + 1) = x1(k) + Λˆ1(k)x2(k + 1) = x2(k) + Λˆ2(k)− uc(k)umax·cˆ(k)Ts (4.10)
subject to continuous state and control constraints,
 x(k) ≥ 0umin ≤ uc(k) ≤ umax. (4.11)
¥
4.4.4 Equivalent MLD Model
The affine MLD hybrid modeling approach is not as unified as Bemporad’s standard
MLD framework [15] in the sense of modeling general systems, but it does provide a new
idea for modeling computing system. Also we show that our affine MLD model is equivalent
to a regular MLD model with additive white gaussian noise (AWGN).
Considering the affine MLD system (4.6), and replacing the [·]+ function by a non-
negative state constraint and cˆ(k) by a constant upper bound of average processing time c¯,
we have
x(k + 1) = Ax(k)−B(ud(k)) uc(k)
umax · c¯Ts + Λˆ(k), (4.12)
tR(k) = (1+ x(k)) · c¯
uc(k)/umax
, (4.13)
where x(k) ≥ 0 and we omit the output equation. The demand input Λ acts on the state
rather than the output. The actual value of Λ can be considered as being generated by a
linear stochastic model,
xΛ(k + 1) = AΛkxΛ(k) + Γkω(k), (4.14)
Λ(k) = CkxΛ(k) +Dkω(k), (4.15)
where xΛ is the internal state vector representing Λ(k), w(k) is white gaussian noise, and
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DΛ = I. Now, by defining a logic input vector ul ∈ Ul ⊆ {0, 1}n, and an auxiliary vector
z(k) of dimension n correspondingly,
z(k) = − Ts
umax · c¯uc(k)ul(k). (4.16)
we can augmented state equation (4.12) to a standard MLD model with white noise as
follows,
 x(k + 1)
xΛ(k + 1)
 =
 A Ck
0 AΛk

 x(k)
xΛ(k)
+
 1
0
 z(k) +
 Dk
Γk
ω(k), (4.17)
[
1 1 · · · 1
]
z(k) ≤ Tsumax·c¯ · uc(k), (4.18)
where inequality (4.18) imposes the constraint that at most one buffer can be served during
any control period. This equivalence lets us directly apply the theoretical results of deter-
ministic MLD framework, such as well-posedness [12,15]. This ensures that a trajectory in
the state space for the system can be defined, so that the model can be used for optimization
and control computation.
Definition 4.4.1 Let Ω ⊆ RN × Rm be a set of state-input pairs, where N and m are the
dimensions of state and input, including discrete and continuous. A MLD system is called
well posed on Ω, if for all pairs (x(k), u(k)) ∈ Ω, there exists a solution (x(k+1), y(k), z(k))
and the solution is uniquely determined.
Proposition 4.4.2 The equivalent MLD hybrid system (4.17)-(4.18) of multi-class queue-
ing model (4.12) is well posed.
Proof: For any state-input pairs which includes X(k) = [x(k) xΛ(k)]T ∈ Rn+nΛ , u(k) =
[ul(k) uc(k)]T ∈ Ul × Uc, (ul(k) can be uniquely generated from ud(k) and u(k) uniquely
determines z(k)), and a sample of ω(k), we can find at least one solution by evaluating
(4.17). Assume that there exist two solutions X1(k + 1) and X2(k + 1), because all the
matrices in (4.17) are linear, X1(k+1)−X2(k+1) = 0. This means X1(k+1) = X2(k+1).
The solution is unique. Thus, the system is well posed.
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Figure 4.5: Payoff functions of three service levels defined by (a) smooth polynomial func-
tions and (b) stepwise functions.
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4.5 Hybrid Predictive Control Problem
To design the autonomic performance controller based on a hybrid model of the dis-
tributed computing system, we need to define a different performance index from that in
Section 2.3. We define the performance index in terms of an objective function including
the payoff function and power consumption for a differentiated Web-server system. Then,
we formulate a hybrid model predictive controller for the performance management on a
single server node with multiple service classes.
4.5.1 Performance Specifications
In the viewpoint of service providers such as data centers, system performance is usually
evaluated by a utility function or profit which must be maximized. Equivalently, in the
context of control theory, we use a cost function to evaluate the systems performance,
which must be minimized.
A utility or cost function specifies the business importance of succeeding or failing to
satisfy a predefined service level agreement (SLA) [20]. The SLA, as a contract that exists
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between customers and their service provider or between service providers, specifies the
levels of availability, serviceability, performance, operation or other attributes like revenues
and even penalties in the case of violation. We use the SLA to sketch a payoff function.
Fig. 4.5 shows two families of payoff functions for three service levels: Gold, Silver, and
Bronze. They specify the financial rewards (penalties) for each service class as a function
of the request response time achieved by the service provider. In other words, it tells how
much a service provider will need to pay off for a request given the response time achieved by
this request. A negative value means earning. The following guidelines must be considered
when constructing a payoff function U(tR):
• the payoff value of U(tR) should be negative (reward) when the response time tR
experienced by a request is less than a target value τ and positive (penalty) when
larger than τ , since we want to minimize the payoff function (maximize the revenue);
• U(tR) should be a monotonically increasing function of tR;
• the shape of the payoff function should be controlled by some parameters that can be
adjusted by the service providers as per SLA to reflect the importance of one class
over another.
In Fig. 4.5(a), we construct a family of continuous payoff functions similar to the utility
function used in [69] but with single analytical expression instead of a piecewise exponential
function:
Uqi,τi(tR) = qi(tR − τi)3, i ∈ {Gold, Silver,Bronze}. (4.19)
The parameter τi in (4.19) is the target response time of each service class i, while qi is
the parameter that captures the importance of each class. For example, the Gold service
should use a larger qGold compared to a less important service such as Silver and Bronze.
We can also use other functions such as exponential or different power functions instead
of the cubic function to control how fast the payoff increases when a service incurs longer
response times.
A continuous and differentiable payoff function is favorable for the calculus of variation-
65
based optimal control such as the maximum principle we used in [89]. However a stepwise
payoff function shown in Fig. 4.5(b) is more realistic when system administrators translate
an SLA into a cost function. It can be quickly constructed using a sequence of if-then
clauses such as, if the response time is less than 1.2 seconds and greater than 1.0 seconds, a
reward of 0.32 will be made. To model this analytically, the parameter τi is still the target
response time of each class traffic i, while qi becomes a group of parameters to weight the
importance. No matter what unit payoff function we choose, the overall QoS term in the
cost function is the summation of all the payoff functions of the processed requests.
The cost function should also contain a power consumption term to enable the power
management of a server. A weighted quadratic function of the operating frequency variable
will be enough to reflect the power efficiency of heterogeneous processors in the environment.
4.5.2 Problem Formulation
Recall that in Section 2.3, we formulated a finite-horizon optimal control problem, and
then introduced the predictive control strategy which repeats solving the optimal control
problem to enable the on-line control. That is a bottom-up formulation. Now we propose
an equivalent top-down design which is directly formulated as a MPC problem.
Let us consider a single server which processes n different service classes as shown in
Fig. 4.3(a). Let us use the same length for prediction horizon and control horizon, denoted
by N . Let t be the current time and x(t) be the current state. At current time t, let us
make N predictions for the workload arrivals as a vector Λ(k|t) given the history or the
states of predictive filter stored up to t. Consider the following deterministic discrete-time
hybrid optimal control problem:
min
{uc,ud}
J(x(t)) = VS(x(N |t)) +
N−1∑
k=0
Lkα,Q,R(x(k|t),u(k|t))
= ‖x(N |t)‖∞S +
N−1∑
k=0
e−αk
[
FQ(x(k|t), uc(k|t))B(ud(k|t)) + ‖uc(k|t)‖2Ru(ud(k|t))
]
(4.20)
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subject to 
x(k + 1|t) = Ax(k|t)−B(ud(k|t)) uc(k|t)umax·c¯Ts + Λˆ(k|t),
tR(k|t) = (1+ x(k|t)) · c¯uc(k|t)/umax ,
x(k|t) ≥ 0,
umin ≤ uc(k|t) ≤ umax,
ud(k|t) ∈ Ud = {0, 1, ..., n}.
(4.21)
The terminal cost Vs(x(N |t)) with the weight S penalizes the performance degradation
due to the unprocessed requests in the queue after N steps along the control horizon. We
use a weighted maximum norm of the state vector to express this cost.
The cost of each intermediate step Lkα,Q,R(x(k|t), u(k|t)) is parameterized with the QoS
weight vector Q, the energy weight R, and an exponentially discounting factor α. Q may in-
clude several parameters to describe the payoff function corresponding to service class i (see
Section 4.5.1). The discounting term e−αk mitigates the prediction inaccuracy as one goes
deeper into the control horizon. The power consumption term is expressed by a weighted
2-norm of operating frequency uc(k|t), multiplied by a unit step function of the discrete
input u(ud(k|t)). This removes power consumption term when a server select idle state.
The QoS term is given by the product of two vectors FQ(x(k|t), uc(k|t)) and B(ud(k|t)),
where B(ud(k|t)) is the column binary vector introduced in (4.6) and FQ(x(k|t), uc(k|t)) is
an uncoupled row payoff function vector calculated by the following equations:
FQ(x(k|t), uc(k|t)) =
[
f1(x1(k|t), uc(k|t)) · · · fn(xn(k|t), uc(k|t))
]
, (4.22)
where
fi(xi(k|t), uc(k|t)) = Uqi,τi (tR(k|t)) ·min
{
uc(k|t)
umax · c¯(k|t)Ts,
(
xi(k|t) + Λˆi(k|t)
)}
,
i = 1, ..., n, (4.23)
qi is the element of Q.
For continuous-type unit payoff function Uqi,τi(tR(k|t)) (see Fig. 4.5(a)), we can use a
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common analytical form and separable weighting parameters qi stored in a vector to differ-
entiate the importance of different service classes. For stepwise-type unit payoff function
(see Fig. 4.5(b)), a lookup table is more suitable to describe the function than piecewise
analytical expression. fi(xi(k|t), uc(k|t)) is an accumulated payoff function of all the re-
quests processed by the server. It can be estimated by multiplying the unit payoff function
Uqi,τi by the average number of requests served in each step, which is the quantity to be
processed under the given operating frequency or the sum of actual queue size and arrival
if processing rate is oversupplied.
Solving this optimal control problem at time t will yield a sequence of hybrid decision
variables u∗(k|t) = {u∗c(k|t), u∗d(k|t)} along the finite horizon k = 0..N − 1 that drive the
systems along a state trajectory x∗ such as the objective function is minimized. According
to the receding horizon philosophy, we set
u(t) = u∗(0|t), (4.24)
disregard the subsequent optimal inputs, and repeat the optimization at time t+ 1.
4.6 Optimal Controller Design
Since a strongly nonlinear and non-differentiable function (5.1) is used as the cost to
be minimized during optimization. Bemporad’s MILP/MIQP approach [12] is not suitable
for our problem formulation which requires decoupled state and control costs in the matrix
norm forms, nor is the maximum principle-based approach [16, 17, 73, 83]. We develop a
solution based on hybrid iterative dynamic programming (HIDP), inspired by Luus’s similar
work in process engineering systems [59, 60]. HIDP is a numerical method based on the
discretization of the continuous state space and control inputs. Despite the fact that it is
subject to the curse of dimensionality, discretization-based dynamic programming is still
a very useful algorithm for optimizing a complicated objective function with constraints.
Since a small grid size during discretization will increase the complexity both in time and
space, HIDP applies an iterative procedure employing a systematic reduction in the grid
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size. Luus showed that even for a coarse grid, the convergence to the optimum is reasonably
fast in terms of iterations.
HIDP uses Bellman’s principle of optimality [55] which states that an optimal policy has
the property that no matter what the previous decisions have been, the remaining decisions
must constitute an optimal policy with respect to the state resulting from those previous
decisions. Given the time instant t, let us denote as J∗k (x(k|t)), the optimal cost starting
from step k as a function of state x(k|t). When k = 0, the cost (5.1) becomes
J∗0 (x(0|t)) = min
u(0|t),··· ,u(N−1|t)
VS(x(N |t)) +
N−1∑
k=0
Lkα,Q,R(x(k|t),u(k|t)), (4.25)
where the sequence u(0|t), · · · ,u(k|t), · · · ,u(N − 1|t) are hybrid control inputs includ-
ing continuous control uc(k|t) ∈ Uc and discrete control ud(k|t) ∈ Ud. VS(x(N |t)) and
Lkα,Q,R(x(k|t),u(k|t)) are given in (4.20).
From the principle of optimality, if the optimal cost starting from time k + 1 is known,
then the optimal cost starting from time k is given by
J∗k (x(k|t)) = min
u(k|t)
(
Lkα,Q,R(x(k|t),u(k|t)) + J∗k+1(x(k + 1|t))
)
. (4.26)
Therefore, we start at the end of the problem and work backwards. The initial condition is
the value of terminal cost, J∗N (x(N |t)) = VS(x(N |t)). Fig. 4.6 lists the algorithm of HIDP
given the initial state xt, the finite control horizon N , quantized resolution of continuous
control input M , and iteration times S.
Example 4.6.1
We now use a simple numerical example to demonstrate the optimal control of hybrid model.
As shown in Fig. 4.7(a), three classes of synthetic sinusoidal traffic traces, Gold, Silver, and
Bronze, are served by a single processor with operating frequency ranged from 600 MHz
to 1800 MHz. The payoff function weights of qi these three classes are 0.4, 0.3, and 0.2,
respectively. The power consumption weight R is 500. The average processing time of all
the requests c is 2 ms, and the sampling period of the controller Ts is 30 seconds. The
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Require: Initial state xt > 0; N,P,M, S ∈ Z+;
Construct a size P grid {xi(k)} of finite state space evenly or randomly, i =
1, · · · , P ;
Discretize continuous control input uc into M allowable values;
Select a nominal value and an initial range rk for uc at each step k, k =
0, · · · , N − 1;
s⇐ 1;
repeat
k ⇐ N − 1; {starting from the last step}
repeat
for all grid point xi(k) do
Compute x(k+1) using state equation (4.6) for all n×M allowable hybrid
control, and then match x(k + 1) to the closest grid point at k + 1;
Search the optimal control for each grid point according to (4.26);
Store the optimal control u∗i (k) and the optimal cost J
∗
k (xi(k));
end for
k ⇐ k − 1;
until k = 0;
From the given xt, work forward to find the optimal state trajectory;
Store the optimal cost J∗(s) and the optimal control sequence u∗(s; ·);
rk ⇐ ²rk; {reduce the domain of uc by a factor of ²}
until s = S; {reach the predefined iteration limit}
return optimal control u∗(S; ·);
Figure 4.6: Hybrid iterative dynamic programming (HIDP).
70
0 5 10 15 20
0
200
400
600
800
(c)queue sizes of three classes
time k
re
qu
es
ts
 
 
gold
silver
bronze
0 5 10 15 20
0
100
200
300
400
(a)synthetic workload offered
time k
re
qu
es
ts
 
 
gold
silver
bronze
0 5 10 15 20
0
500
1000
1500
2000
(b)oper. freq.(continuous control)
time k
M
H
z
0 5 10 15 20
0
0.5
1
1.5
2
2.5
3
(d)switch action(discrete control)
time k
in
de
x
Figure 4.7: (a) Synthetic workload is offered to a hybrid controlled three-class system which
resulted in (c) the queue sizes as the state trajectory; the optimal control inputs including
(b) the operating frequency (continuous) and (d) the switching actions (discrete) computed
by the HIDP algorithm.
optimal hybrid inputs computed in a 20-step control horizon are shown in Fig. 4.7(b) and
(d), where the processor is alternatively switching among the three buffers with different
processing speeds.
To decrease the overhead of optimization, a shorter control horizon is suggested. The
MATLAB simulation on a Intel Core Duo 1.66 GHz and 1.5 GB memory machine shows
that a 20-step run takes about 11.2 seconds while a 5-step run takes only 2.3 seconds.
4.7 Stability Analysis
The computing systems are quite different from regular physical systems where Lya-
punov’s stability theory [61] is most widely applied during the development of corresponding
control theories and techniques. Casavant [30] pointed out that it is generally difficult to
apply the similar stability analysis to distributed computing systems. However, we still can
follow the same concept of stability, “small disturbances lead to small changes in motion”,
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as Lee [54] proposed in their work for an asynchronous distributed decision-making system.
Inspired by Lee’s stability concept in distributed systems, and by modeling CPU behavior
using a set of hybrid state equations, we can define stability in terms of system state so as
to provide performance guarantee for computing systems in a highly dynamic environment.
Through MLD modeling, the stability of the autonomous systems (systems do not explicitly
contain the independent input variables) is trivial. Identity matrix A implies a marginal
stability of equilibrium. We now define the stability for the non-autonomous models.
Definition 4.7.1 A n-dimensional state vector xe is said to be an equilibrium state for a
hybrid system and all the inputs Ue if x(k, k0,xe,Ue) = xe, ∀k ≥ k0. The pair (xe,Ue) is
said to be an equilibrium pair.
The input Ue includes the control input ue and the environment input Λe which is not
a control input of system per se. Under this definition
(xe,Ue) , (xe, {ue,Λe}) = (0, {u,0}) (4.27)
is an equilibrium pair for system (4.12), which stands for empty queue sizes under zero
arrival and any controlled service rates. If the control input can be carefully chosen to
offset a given environment input pattern, any state along with these inputs can be defined
as an equilibrium.
Definition 4.7.2 Given an equilibrium pair (xe,Ue), xe is said to be marginally stable
or stable if, given initial time k0, ∀ε > 0 ∃δ(ε, k0) > 0 such that ‖xk0 − xe‖ ≤ δ ⇒
‖x(k, k0,xk0 ,Ue)− xe‖ ≤ ε, ∀k ≥ k0.
Definition 4.7.3 Given an equilibrium pair (xe,Ue), xe is said to be asymptotically stable
if xe is stable and ∃r > 0 such that ∀xk0 ∈ B(xk0 ; r) and ∀ε > 0 ∃K(ε, k0) such that
‖x(k, k0,xk0 ,Ue)− xe‖ ≤ ε, ∀k ≥ K.
These definitions strongly depend on independent environment inputs. Now, we draw
some conditional stability assertions based on these definitions.
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Proposition 4.7.4 For hybrid system (4.21) and the equilibrium pair (xe, {ue,Λe}) =
(0, {u(k),0}), where u(k) ∈ {{uc(k), ud(k)} : uc(k) ∈ Uc, ud(k) > 0,∀k ≥ k0}, the equilib-
rium state xe = 0 is stable.
Proof: We prove this by definition. Given the initial time k0, let uc(k0) = f and ud(k0) = i.
For any small ε > 0, pick δ = ε. If ‖x(k0) − xe‖ = ‖x(k0)‖ ≤ δ, because ud(k0) = i, then
the ith component of state xi is consumed at time k0 by fumax·c¯ until it becomes zero. The
demand input Λ = 0, so we have
‖x(k0 + 1)− xe‖ = ‖x(k0 + 1)‖ < ‖x(k0)‖ ≤ δ = ε
Also ‖x(k)− xe‖ < ε holds for any k > k0, because ud > 0 some component of state vector
must be consumed. Therefore, xe = 0 is stable. Moreover, it is asymptotically stable for a
round-robin switch ud since there exists a K when k ≥ K all the state components will be
consumed and evolve to the equilibrium xe = 0.
¥
Proposition 4.7.4 states that we can find an initial state such that the state response
under the equilibrium inputs in (4.27) will be confined to a small domain around the equi-
librium state. For the case of a single service class, applying a processing rate determined
by some operating frequency uc and a fixed switching control ud = 1, any initial state will
converge to zero, which yields asymptotical stability. For the multiple-server system, we
can draw the following proposition.
Proposition 4.7.5 For m-server system, m ≥ n, the state equation is given by
x(k + 1) = Ax(k)−B(ud(k)) uc(k)umax · c¯Ts + Λˆ(k), (4.28)
where the hybrid control pair {ud,uc} is now a vector where each element is defined the
same as single-server case, and B(ud(k)) is a n×m binary matrix whose entry Bij indicates
whether the ith queue state is served by the jth server.
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The stat-input pair (xe, {ue,Λe}) = (0, {u,Λ}) such that B(ud(k)) is nonsingular∑
ud,j=i
uc,j(k)
umax·c¯Ts ≥ Λi(k), 1 ≤ i ≤ n is an equilibrium pair. And the equilibrium state
xe = 0 is stable.
Proof: The condition that B(ud(k)) is nonsingular implies no row in B is all zero. So
each queue is served by at least one server since m ≥ n. And because ∑ud,j=i uc,j(k)umax·c¯Ts ≥
Λi(k), 1 ≤ i ≤ n, all the demand inputs are fully consumed by some servers, x(k, k0,0,Ue) =
0,∀k ≥ k0. By definition, xe = 0 is an equilibrium. And since all the state components
have at least one server connected, by some fixed switching sequence ud(k), the system is
decoupled into a group of single-class single-server systems. The stability of each subsystem
is proved by Proposition 2.5.4. Hence, the given equilibrium is stable.
¥
Now considering that the environment input is positive, we cannot define an equilibrium
state and derive the corresponding state stability results. Now we need define input stability.
Definition 4.7.6 A perturbation (on input) is specified by a magnitude ∆u when applicable
and two time values: start time kpert0 and end time kpert1. A perturbation is bounded if
‖∑kpert1k=kpert0 ∆u‖ ≤M <∞. Given the zero state and a certain pattern of inputs which yield
a bounded state response, a system is said bounded-input bounded-state (BIBS) stable if a
bounded perturbation on input excites a bounded state.
The hybrid system in (4.21) with an identity matrix A as the state matrix is BIBS
stable. Under a certain operating condition where the queue sizes are steadily bounded
by a limit which yields a satisfactory response times according to the output equation, a
bounded perturbation on arrivals will not result in unbounded queue sizes. But of course,
the QoS will be deteriorated.
Lee [54] also roughly defined system-level stability relative to input stability. The defini-
tion is inclusive of anything other than input perturbations, such as links and nodes failures
and performance degradation due to dropped messages. For a multi-class queueing system
with single server, server failure will result in instability. As we will see in the next chapter,
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a decentralized controlled multi-class queueing system with multiple servers will guarantee
this system-level stability.
4.8 Summary
When continuous and discrete dynamics meet in a system, we have a hybrid system.
In this chapter, we introduce a hybrid system model called DHA which can be used to
capture the dynamical behavior of multiple-class queueing systems. Computationally an
affine MLD model with a time-varying coefficient vector is established for the purpose of
well-poseness and stability analysis. We define the server-level CPU provisioning problem
in terms of a cost function including the payoff function and power consumption, and a
hybrid predictive control problem is then formulated and solved for differentiated QoS on
a single server node.
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5. Server Provisioning for Differentiated QoS via Distributed Control
5.1 Introduction
In this chapter, we extend the hybrid-based design previously applied for server-level
provisioning in Chapter 4 to a distributed resource provisioning framework to achieve dif-
ferentiated QoS. Distributed design is naturally suited to a distributed computing environ-
ment to guarantee the scalability and stability, while a centralized formulation is usually
prohibitive in terms of computation overhead, and it may not yield unique solution. The
resource provisioning problem combining both QoS control and power management is solved
using a decentralized model predictive controller to maximize the operating profits by the
cluster as per a specified service level agreement. We validate the proposed approach using
a discrete-event simulator with real-world workload traces. [91]
5.2 Problem Formulation
The dynamic resource provisioning problem combining both QoS control and power
management problem is posed as a model predictive control (MPC) problem of hybrid sys-
tems in a distributed fashion. The problem is how to design a cooperative controller, local
to each server node, that switches the server appropriately between different service classes,
while operating the server in a power-aware fashion. The controller solves an on-line op-
timization problem using the hybrid dynamical model to estimate future system behavior
over a finite prediction horizon. At each time step, the controller generates a sequence
of control inputs that minimize the cost function while satisfying dynamic operating con-
straints. This is a finite-horizon optimal control problem with constraints. Then, the first
control input in this sequence is applied to the system. At the next time step, the above
procedure is repeated to generate a new control sequence to replace the old one.
Let us consider a decentralized server node j, j = 1, ..,m belonging to a cluster, and
assume that the clusters serve n different service classes. Let us use the same length for
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prediction horizon and control horizon, denoted by N . Let x(t) be the system state at
the current time t. Let the vector Λˆ(k|t) denote the arrival estimates (obtained using a
Kalman filter) along this prediction horizon. We can now pose the following deterministic
discrete-time hybrid optimal control problem on server j:
min
{ujc,ujd}
Jj(xj(t)) , VSj (xj(N |t)) +
N−1∑
k=0
Lkα,Q,Rj (x
j(k|t),uj(k|t))
= ‖xj(N |t)‖∞Sj +
N−1∑
k=0
e−αk
[
FQ(xj(k|t), ujc(k|t))B(ujd(k|t)) + ‖ujc(k|t)‖2Rju(ujd(k|t))
]
(5.1)
subject to

xj(k + 1|t) = Axj(k|t)−B(ujd(k|t)) u
j
c(k|t)
ujmax·c¯
Ts + Λˆj(k|t)− Γˆj(k|t),
tjR(k|t) = (1+ xj(k|t)) · c¯ujc(k|t)/ujmax ,
xj(k|t) ≥ 0,
ujmin ≤ ujc(k|t) ≤ ujmax,
ujd(k|t) ∈ Ud = {0, 1, ..., n},
(5.2)
where the same notation is used as before, when formulating the problem in Section 4.5.2
except that the superscript j indicates that the parameters are stored by server j. Consider
a decentralized node in a cooperative computing cluster which serves n classes of incoming
requests, this server realizes the existence of other servers but does not know their deci-
sions through explicit communication. The implicit communication is conducted through
independently estimating the workload processed by other servers using Γˆ. The algebraic
difference between the global workload arrivals and the processed workload, Λˆ− Γˆ, can be
viewed as a local arrival of workload to each server. The queueing dynamical process from
the viewpoint of the decentralized server j is modeled by the local hybrid system model
(5.2).
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Figure 5.1: Distributed performance management system utilizing decentralized hybrid
controller.
5.3 Decentralized Controller Design
Example 4.6.1 shows that a single processor is unable to provide sufficient computing
resources to serve the multiple demands smoothly. Even though the single server has had
processing capability to serve the aggregate workload of all service classes, the end users
would still experience a jittery response time which may degrade the quality of service.
Therefore, it is necessary to implement the decentralized hybrid controller in a distributed
environment where a cluster of servers will make collaborative decisions such that the overall
performance of the computing systems is more responsible and less vulnerable to server
failures.
Because of the non-differentiable cost function (5.1), it is quite difficult to strictly prove
the equivalence between the decentralized and centralized control solutions. Also, given
the large amount of server nodes in a densely packed cluster, the centralized solution may
not yield a unique solution — dynamically allocating servers 1, 3, and 5 to service class 1
looks the same as allocating servers 2, 4, and 6, if they are homogeneous nodes. As Fig. 5.1
shows, each server node in the cluster computes its decision in real time according to the
current system state including the queue sizes (which is the explicit state vector) and the
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Figure 5.2: The feedback control scheme of a predictive decentralized controller.
implicit states of the estimators used for the predictions. Fig. 5.1 is a snapshot of the cluster
operation at some time instant where nodes P1 to Pi−1 are serving requests of service level
1, node Pi is idle, and service level 2 is being served by node Pi+1, among others. So, each
node is either connected to one of n buffers, is idle, or in a failed state.
The structure of the predictive controller within each server is shown in Fig. 5.2. The
environment inputs include Λ, the workload corresponding to all service classes, and Γ, the
aggregate workload processed by the rest of the cluster excluding the local node. These
inputs are predicted using two local Kalman filters. In this study, we use a linear time-
series trend model having the sub-matrix [1 1; 0 1], i.e., two hidden states, for each scalar
variable needed to be predicted and build the system matrix of Kalman filters by placing
this sub-matrix diagonally. For signals with higher volatility, a higher order sub-matrix
is suggested. The estimates are used by the dynamical model to forecast the response so
that the HIDP optimizer in Section 4.6 can compute the optimal control inputs according
to the prescribed business objectives in Section 4.5.1, as well as other tunable parameters
such as the energy price. The dynamics of the multi-class queueing system is captured
by the hybrid system model introduced in Section 4.4. Control decisions are applied by
adjusting operating frequency and switching to the selected buffer, and then state feedback
is measured for the next sampling period.
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Finally, while inner-node components are synchronized in discrete clock, server nodes
operate in a asynchronous fashion. Suppose the nodes are all coordinated via a synchronous
clock. Since they used the same dynamical model and observe the same state feedback, they
will make the same decisions, thereby acting as a single node. We can see they will switch to
the Gold class en masse during time t1, then move to the Silver class during the next period
t1+1, leaving the Gold one untended. This will result in a jittery quality of service although
we have invested enough resources. To eliminate this “herd” effect and load-balance the
cluster, we randomize, slightly, the start of the sampling time for each controller such that
they operate asynchronously. Each node will now measure a different state feedback, make
different decision, resulting in a smoother response time for the service classes. This also
makes it very convenient to dynamically add new nodes or remove failed nodes in the system.
5.4 Performance Evaluation
A discrete-event simulator named ClusterEmu was developed to evaluate the proposed
framework. The simulation results are more accurate than those obtained using a pure
MATLAB simulation since the simulation granularity now goes to the level of each individual
request. The details of ClusterEmu’s software architecture, discrete-event simulation, and
synthetic traffic generation are provided in Appendix A.
5.4.1 Controlled System Performance
In this section, we simulate the normal operation of a cluster with 12 servers coop-
eratively serving three classes of client requests, namely Gold, Silver, and Bronze. The
performance of this controlled system is evaluated in terms of profits generated during each
sampling period when compared to an uncontrolled system under the same initial cluster
configuration. As stated in Section 4.5.1, the performance index of simulated system is
defined by a cost function including a payoff from achieving certain QoS goals and a cost
paid for dynamic energy consumption by the CPUs. The cost function is then minimized
by the hybrid controllers over a finite predictive horizon.
We use the stepwise unit payoff function shown in Fig. 5.3 to construct the QoS term
80
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
response time (sec.)
u
n
it 
pa
yo
ff 
($)
Stepwise payoff functions
 
 
bronzesilver
τi = 2.5 sec.
ts1 = 0.9 sec.
ts3 = 1.2 sec.
ts2 = 1.0 sec.
Reward Region
Penalty Region
gold
Figure 5.3: A family of stepwise unit payoff functions used in our simulations.
(4.22)-(4.23) in our cost function. It tells the controller how much the service provider
will pay for a request, for the achieved QoS in terms of response time. We use the same
threshold response time τi = 2.5 seconds for all service classes, but with different saturation
point. When a saturated response time is achieved, the client is happy enough and will
not pay more money for better service. The saturation points for the three classes are 0.9,
1.0, and 1.2 seconds respectively. As seen in the reward region of the curve, after reaching
saturation, a Gold class can make at most 0.01 dollars. Payoff functions convey the global
objective that the cluster is aiming to achieve, in that each controller seeks an optimal
operating point on one of the three payoff-function curves that yields the maximum utility.
The control error due to imperfect state estimations is constantly corrected via the feedback
control mechanism of MPC.
The workload used in our simulations — an example is shown in Fig. 5.4 — is synthesized
using log files from the World Cup 1998 web site [9]. To demonstrate the results clearly, we
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Figure 5.4: The synthetic workload corresponding to the Gold, Silver, and Bronze service
classes, generated from the traces of World Cup 1998 web site.
only discuss results pertaining to those portions of the workload displaying an appreciable
amount of noise and variability.
The capacity planning for an uncontrolled cluster is performed as follows. We allocate
sufficient resources for each service class so that, under the peak workload for each service
class, the cluster will operate at the threshold point on the payoff function curve. Under
this policy, the cluster is profitable most of the time but makes no money during the peak
workload. For the 12-server cluster with the offered workload shown in Fig. 5.4, we assign
4 servers for the Gold service, 5 for Silver, and 3 for Bronze, all running at the maximum
frequency. As seen in Fig. 5.5, the uncontrolled cluster makes the maximum profit when
none of the service requests hit their peak values. However, during the time intervals when
one of the service classes experiences a peak arrival rate, the uncontrolled system earns
about zero dollars; for example, during k = 0 to 70 where the Gold and Bronze classes
experience peak workload arrived, during k = 170 to 200 where the Silver arrivals peak,
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Figure 5.5: Revenue comparison between controlled and uncontrolled system.
and k > 250 where the Bronze arrivals peak.
Under the MPC scheme, as long as arrivals to one class do not peak, the system actu-
ally has surplus resources that can be dynamically reallocated to other classes which are
experiencing a heavier workload, so that we can maintain a stable profit for the system.
The controller generates 26.9% additional profit when compared to an uncontrolled system.
Also, under any initial condition, we notice a short settling time, approximately 5 control
steps, before the controller starts achieving a stable revenue. Therefore, we believe that the
system will be responsive to workload as well bursts, which will just put the system in a
new initial state.
Dynamic resource provisioning decisions are obtained in a “limited” optimal sense by
the decentralized controllers. Due to estimation errors and the computational overhead
introduced by long prediction horizons, controllers only optimize system performance over
a limited horizon. Fig. 5.6 shows the number of servers allocated to each service class for the
workload shown in Fig. 5.4. The Gold, Silver, and Bronze requests are served on average, by
3.83, 4.39, and 3.24 servers, respectively. These average numbers are interpretable because
the Silver class is less important in terms of payoff functions, when compared to Gold, but
experiences a heavier traffic load. Fig. 5.7 shows the QoS in terms of the average response
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Figure 5.6: Resources dynamically allocated by the decentralized controllers.
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Figure 5.7: QoS in terms of average response time experienced by each class.
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Table 5.1: Simulation parameters
Parameter Value
Maximum operating frequency, Type I 1800 MHz
Minimum operating frequency, Type I 600 MHz
Power consumption at max. speed, Type I 82.1W
Maximum operating frequency, Type II 2000 MHz
Minimum operating frequency, Type II 800 MHz
Power consumption at max. speed, Type II 89.0W
Cost per kilowatt-hour $ 0.17
Sampling period 8 seconds
Predictive horizon 3 steps
Buffer capacity 1000 requests
Discounting factor 0.5
Contraction factor of HIDP 0.75
Processing time of popular requests U(36, 38) ms
Processing time of rare requests U(35, 40) ms
time, which is controlled below the 2.5 second threshold. Table 5.1 lists the simulation
parameters used in our heterogeneous simulation scenario, where servers 1 to 6 are of Type
I and servers 7 to 12 are of Type II. Request arrivals follow Zipf’s law in which 90 percent
of requests are from a popular pool where the processing time of a request is uniformly
distributed between 36 ms and 38 ms, and 10 percent are from a rare pool, uniformly
distributed between 35 ms and 40 ms.
5.4.2 Decentralized Node Behavior
We simulated another scenario using the same controller parameters in Table 5.1 over a
shorter time duration so that we can observe and analyze the behavior of the decentralized
controllers more clearly. The traffic pattern for the service classes used in this simulation
is shown in Fig. 5.8(a) which specifies the number of requests arriving at the cluster during
each 5-second interval. Each controller independently measures the traffic load at its own
asynchronous pace and updates its optimal control computation over a 5-step lookahead
horizon. The decisions are then actuated by updating the port mapping and adjusting the
load-balancing weights on the dispatcher. The queue lengths corresponding to the various
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Figure 5.8: (a) The synthetic workload; (b) the queue lengths observed at the end of each
control period; (c) the servers allocated for each service class; and (d) the average response
time achieved for the service classes.
service classes are shown in Fig. 5.8(b) and the average response time achieved by the
system is shown in Fig. 5.8(d). We assign different initial conditions to each controller and
the associated estimators. The stabilizing processes incurred by the feedback controllers
are observed — the system state and output are regulated to the desired level implicitly
determined by the cost function. We also recorded the number of servers allocated to each
service buffer during the simulation, and the plot is shown in Fig. 5.8(c).
We now examine the actions performed by individual controller by considering, in greater
detail, the actions of 4 servers in the system. The hybrid control variables are the discrete
switching decisions and the continuous operating frequencies. Fig. 5.9 shows the switching
decisions of servers 1 to 4 which can take values from the finite set {0, 1, 2, 3}. When the
traffic load is light, the controller idles the server to save energy. When traffic is heavier, the
controller selects among the three class to maximize its profit. The continuous operating
frequency is discretized during optimization, and Fig. 5.10 shows the control decisions over
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Figure 5.9: The switching actions of the four servers, as computed by the decentralized
hybrid controllers.
100 time steps.
At each sampling instant, the controller measures the queue length and workload arrivals
during the past sampling period. The current queue lengths serve as the new initial condi-
tions for the optimal controllers, and the newly arrived workload forms the new observation
for the predictive filters. Fig. 5.11 shows the actual workload seen by each node and the
corresponding estimates, calculated independently by each node. This fully decentralizes
the control scheme and increases the scalability of the framework.
5.4.3 Load Balancing
Using the proposed decentralized decision-making process, we can enable dynamic load
balancing on Web-server systems. This is seen in Fig. 5.12 which records the number of
requests processed by each server. A client request corresponding to one of the three classes
is assigned by the dispatcher to a server as follows: the server agrees to serve this buffer and
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Figure 5.10: The adjustable operating frequency of the four servers computed by the de-
centralized hybrid controllers.
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Figure 5.11: The achieved workload and the estimations correspondingly independently
maintained by each node to fully decentralize the scheme.
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Figure 5.12: Dynamic load balancing achieved through decentralized control.
the dispatcher picks the server based on a weighted round robin scheme, which provides a
fine-grained load-balancing strategy. However, it introduces extra computation overhead on
each node to obtain robustness, when compared to the traditional centralized load-balancing
approach.
5.4.4 Fault-Adaptive Behavior
One of the benefits of a distributed performance management is its fault-adaptiveness
and robustness to external disturbances. We demonstrate another simulation to show this
feature of our scheme. We still apply the traffic pattern shown in Fig. 5.4 to the computer
cluster comprising 12 heterogeneous servers. The controller parameters shown in Table 5.1
are used, except that the sampling period is now 10 seconds, and the processing time is
chosen from two new uniform distributions, U(63, 71) ms for the popular request pool and
U(60, 74) ms for the rare pool. In this setting, we over-provision the resources slightly so
that the workload demands will not exceed the capacity of the cluster survivors after a few
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Figure 5.13: Revenue comparison between controlled and uncontrolled system.
servers have failed. In practical applications, we can always over-provision the cluster and
let nodes decide to rest or work according to the traffic load.
Fig. 5.13 compares the revenue generated by the control framework with the static
provisioning scheme. We simulate an unexpected failure occurred in server 4 at time instance
k = 80 and server 7 at k = 120. At k = 200, server 7 recovers and joins the cluster, and then
server 9 fails at k = 240. The uncontrolled system was configured to tolerate a single server
failure, but after two server failures since k = 120, the QoS quickly deteriorates and profits
are lost until one server is fixed. Meanwhile, the controlled system maintains a stable reward
by autonomously moving machines between service classes such that all the client requests
are processed under profitable response time thresholds. This fault-adaptive feature is
realized without explicit server-to-server communication by independently maintaining the
Γ estimate inside each controller. The vector Γ captures the aggregate workload processed
by the rest of the cluster with respect to each server. When some nodes are down, Γ will
decrease, indicating that more requests must be processed locally by a node. The controller
will then react to raise the operating frequency or switch to the buffer that is short of
servers.
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5.5 Summary
Based on a hybrid dynamical model, a fully decentralized resource provisioning frame-
work for the Web-server systems supporting differentiated QoS was developed in this chap-
ter. We validated the approach using real-world traces, and our results indicate that the
controller generates 26.9% additional profit when compared to an uncontrolled system.
The framework is highly scalable, and the controller has low execution-time overhead and
constant complexity with respect to the number of nodes in the system. Controllers can
be dynamically composed without synchronization and cooperation between controllers is
achieved without explicit communication. The control framework is fault-adaptive. Failure
can be detected (or inferred) by other controllers, and they adapt their behavior accordingly,
while still aiming to maximize profits.
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6. Conclusions and Future Work
6.1 Conclusions
With the overall increasing volumes and service classes of World Wide Web traffic, Web-
server systems are becoming a potential bottleneck of Web performance, especially when
compared to the relatively faster improvement of the network bandwidth and coverage.
This gives us the strong motivation to design a highly scalable autonomic performance
management framework for Web-server systems in densely packed data centers. Our study
applies control theory to provide strictly theoretic analysis and design, which changes the
traditional architecture and management of locally distributed Web-server systems. The
decentralized framework proposed in this study significantly improves the scalability and
robustness of computing systems while keeping high performance in terms of the achieved
profit and power consumption.
In the first part of the thesis, we solve the autonomic power management problem for
distributed computing clusters with a single service class via optimal control. We first in-
troduce a continuous-state state-space model as the fundamental dynamical model. The
power management problem on a server with the tradeoff between QoS goals and power
consumption is formulated as a discrete-time optimal control problem over a finite horizon.
The optimal controller following Pontryagin’s maximum principle is designed numerically.
Then we extend the design to a distributed computing cluster. By augmenting the dynamics
with an aggregate parameter accounting for the collaborative factor in the cluster, a de-
centralized control architecture is proposed. To bring the finite-horizon optimal controllers
online and to compensate the errors in the model, MPC strategy, also known as receding
horizon control, is utilized. We validate the proposed approach using a discrete-event sim-
ulator with real-world workload traces, and our results indicate that the controllers achieve
a 55% reduction in power consumption when compared to an uncontrolled system in which
each server operated at its maximum frequency at all times.
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In the second part, we apply the modeling and control theories of hybrid dynamical
systems to the distributed resource provisioning problem of computing systems supporting
differentiated QoS. The dynamical behavior of a multi-class queueing system is modeled
via the DHA, which is algebraically described as an affine MLD model so that the stability
can be defined and analyzed. After defining the system performance by a cost function
encoding SLAs and power consumption, the resource provisioning problem combining both
QoS control and power management is then solved using a decentralized model predictive
controller to maximize the operating profits generated by the cluster. The on-line control
framework is enabled by estimating the time-varying workload arrivals and coordinating the
server nodes in a asynchronous fashion. The framework is evaluated by the discrete-event
simulator and our results indicate that the controller generates 27% additional profit when
compared to an uncontrolled system.
6.2 Suggested Future Work
Beside our limited contributions, we intend to arouse collaborations between the dis-
tributed computing and the control theory society to work on the next-generation dis-
tributed computing systems to overcome the challenge of increasing complexity of Web-
systems. The framework still has its limitations, thus some future directions as follows are
suggested to improve it.
The continuous-state and hybrid state-space models both assume the incoming workload
is mostly CPU intensive, i.e., the processor is the bottleneck resource. This is especially
true for Web and e-commerce servers where both the application and data can be cached
in memory, thereby minimizing (or eliminating altogether) hard disk accesses. To extend
the framework to wider systems, the assumption may be invalid. Secondly, only a limited
number of control variables such as switch and CPU frequency are currently considered.
In a more realistic setting, more parameters which affect the system performance obsess
Web administrators. They are from the hardware layer, the operating system layer, or the
Web-server software layer. Thirdly, our current models assume a routing mechanism which
is content-blind. In some distributed system designs, a content-aware routing is preferable
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so that the decision can be relied on client information. How do we model the dynamics in
this architecture to help design autonomic performance management systems? Therefore,
modeling the more realistic dynamics of computing systems is a very challenging future
direction and will definitely lead to an improved design.
For the distributed resource provisioning problem, the control overhead is subject to
the curse of dimensionality because the optimizer of controllers is implemented by dynamic
programming. Fortunately, the dimension of system state (the number of service classes)
is not a large number. The control overhead also increases when we prolong the prediction
horizon. Evaluated by execution time of HIDP algorithm implemented in MATLAB, the
algorithm with 3-step prediction horizon takes 1.15 seconds, 5-step horizon takes 2.3 seconds,
and 10-step horizon takes 5.21 seconds which is 52% of our selected 10-second sampling
period. Although the efficiency can be improved using faster programming languages and
optimized compilation techniques, a more efficient optimal control algorithm for hybrid-
based design will be one of our research goals in the future. This is also an active direction
in hybrid system society.
Many enterprise computing systems are realized as a multi-tier architecture compris-
ing the clusters of Web-servers, application servers, and database servers. Such systems
require the performance management across multiple tiers where client requests must tra-
verse multiple stages while satisfying a desired end-to-end response time. This requirement
can be decomposed across multiple clusters as time-varying response times to be achieved
by individual clusters, implying that the performance of the multi-tier clusters must now
be coordinated. One possible approach to achieving end-to-end performance management
of multi-tier systems is to use a supervisory controller to coordinate the activities of dif-
ferent clusters, each of which is itself managed via the proposed distributed framework. If,
for example, the supervisor notices that the application cluster has been achieving faster
than required response times at the expense of increased power consumption, it can slow
the cluster down. The supervisory controller can influence the behavior of a subordinate
cluster by tuning its cost function appropriately.
Finally, we plan to bring the framework to the real-world engineering implementations.
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The design is expected to be thoroughly evaluated by hardware platforms or some case
studies of real-world applications in the future. Through this research effort, we can find
more potential problems in our design, so that we can make improvements on modeling,
framework, algorithms, and system implementation, and eventually deliver a more complete
autonomic performance management solution.
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Appendix A. ClusterEmu - A Discrete-Event Simulator
A.1 Overview
Continuous-state state-space models lay the groundwork for the performance control
algorithms designed in this thesis, while in reality, computing systems operate in a discrete
state space (e.g., values for queue lengths, cluster size, dispatcher connectivity status, and
processors’ FSM status). For the purposes of verification and evaluation of our research, we
designed and developed a discrete event simulation tool for autonomic Web-server cluster,
named ClusterEmu. The design of ClusterEmu is object-oriented and implemented using
ANSI C++ and the Standard Template Library (STL) [74]. It is designated to run on
multiple platforms, including Unix, GNU/Linux, or Windows XP with MATLAB (7.0 or
later) installed.
ClusterEmu maintains multiple request buffers and servers during execution. It accepts
a list of trace files which describe the workload intensity and a simple schedule script
which specifies when and which a server will fail and recover during the simulation. Upon
completion of the simulation, it writes the performance statistics corresponding to individual
server nodes into formatted text files, then it provides a MATLAB-like command line to
accept simplified plotting command to generated graphic simulation results. Simulation
parameters can be configured by command options and configuration file.
A.2 Software Architecture
The two-layer architecture of ClusterEmu is illustrated in Fig. A.1. The front end is a
discrete-event simulator where the dynamic behavior (generating, dispatching, and process-
ing) of each individual request are simulated. The simulator reads traffic trace files which
describe the number of requests during each sampling period as the quantitative workload.
The trace files do not include any probability distribution information for the workload
while the random number generator in the simulator generates the randomized requests as
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Figure A.1: The architecture of ClusterEmu.
per the prescribed distributions (e.g., uniform, normal, or exponential). The service time
for each request is randomized as well, following Zipf’s law. The requests generated by
different trace files are enqueued into the corresponding shared buffers, simulating differen-
tiated services. A dispatcher schedules the routing between buffers and servers passively, in
that it periodically inquires decision variables (switching variable and operating frequency)
of each active server and then adjusts the I/O connectivity and the weights of a weighted
round-robin algorithm used for dispatching. After receiving a request routed from the dis-
patcher, each server processes it according to its simulated processing time and then record
the overall response time as statistics of a performance index.
MATLAB is employed as a back-ended computation engine, since the control, estima-
tion, and optimization algorithms are usually computationally intensive and involved con-
siderable matrix operations while these algorithms can be easily implemented and computed
by MATLAB. Thanks to the engine library provided with MATLAB [65], ClusterEmu can
start a MATLAB process, transfer data from and to MATLAB, and compute the control
variables or estimates.
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The simulation results it generates are more realistic and accurate than those from the
stand-alone MATLAB numerical simulations, because the computation granularity now goes
to the level of individual requests. Moreover, with the two-layer architecture, ClusterEmu
can serve as a portable and extendable simulation platform for the research and validation
of novel performance control approaches and more efficient estimation and optimization
algorithms for distributed control architecture of computing systems. Users can concentrate
on the quick development of new algorithms in MATLAB without caring about the details
of discrete-event simulation.
A.3 Discrete-event Driven Simulation
The goal of the simulator is not to mimic every individual detail of the cluster system
such as establishing TCP connections, parsing client requests, and generating dynamic
response pages, but only to implement those mechanisms that are required by the objectives
of our study. The dynamic simulations of ClusterEmu are based on discrete-event modeling
approach, where the progression of the model over simulation time is decomposed into
individual points where changes can take place. Each of such point is called event, which
represents a need for the components of model to possibly change their states or make some
decisions. This philosophy has been applied to quite a few successful simulation model,
such as OPNET Modeler and ns-2. The evolution of simulation can be understood as the
generation of a sequence of states for the system model as a function of time. Table A.1
lists some actions that are modeled as events.
Event is modeled as a class in object-oriented design. It has some associated attributes
such as occurring time, type, ID number, source and destination, and priority. Each time
when a new event occurs, it is said to be executed by the simulation. As new events are
executed, simulation time increases monotonically. Since ClusterEmu models a distributed
system, it must allow multiple events to occur simultaneously in terms of simulation time.
Therefore, the assumption that all events have a duration of zero is imposed, or simulation
time will have to be forced to regress after executing the first of the simultaneous events.
Simulation time will only progress between events, imagining a simulation clock variable
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Table A.1: Simulation Actions That Generate Events
Arrival of a new request to a shared buffer
Departure of a request in a shared buffer to the dispatcher
Dispatch a task to an available server
Completion of a task by a server
Indication of availability of a resource (i.e., dispatcher, server)
Expiration of a timer (e.g., while processing a task)
Failure (or recovery from failure) of a server
End of a simulation
“jumps” to track the current simulation time.
ClusterEmu manages events with an event list where all the scheduled events are stored
in an increasing order with respect to the time at which it is specified to occur. The earliest
pending event is stored at the head of the event list and ClusterEmu always executes this
event and updates the simulation clock to the time of this event. After identifying the
destination object of the occurring event, the corresponding methods of the recipient is
then invoked to perform some actions. Each object can schedule new event if necessary,
for example, upon receiving a request departing from a shard buffer, the dispatcher will
immediately schedule a new event to dispatch this processing task to an available server.
Thus, during the simulation, the event list may continually grow and shrink as new events
are scheduled and previously scheduled events are executed or canceled. Either an end of
simulation event completes the simulation, or an empty event list terminates the program.
Simulation data are collected during the simulation.
A.4 Control Flow and Data Flow
The control flow of simulation is surrounding the event list. The simulator schedules an
event by inserting an entry to the event list, executes an event by removing the list head,
or cancels some event by deleting the corresponding entry. Fig. A.2 shows the flow chart of
simulation main program.
ClusterEmu is started using a command line. It configures the simulated cluster ac-
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cording to the options provided by the command. These options specify the parameters of
ClusterEmu, such as the number of shared buffers and servers in the cluster, the simulation
duration, and the path of the traffic trace files it needs to read. Then the components
of cluster are created and some initializing routines such as starting MATLAB engine are
invoked. Since each entry of a trace file specifies the density of workload during a given
sampling period, the simulation will schedule a batch of “arrival of requests” events until
next sampling time and also an “expiration of the sampling timer” event to trigger the next
sampling action. This procedure is repeated until the end of trace file is reached. Between
two sampling times, the earliest event in the event list will be executed. If it is not an “end
of simulation” event or an “expiration of the sampling timer” event, the corresponding
method which is coded to handle this type of event is invoked after the recipient object is
identified using the runtime polymorphism mechanism of C++. After being executed, the
event is removed from the event list and the simulation clock is updated. Finally, simulation
results are collected, saved, and displayed before the simulator is terminated.
Fig. A.3 describes the data flow in ClusterEmu from the viewpoint of a synthetic request.
After being synthesized by the random number generator, the request is enqueued into one
of the shared buffers, assuming that the gateway of the cluster classifies all the incoming
requests therefore it knows its corresponding buffer. Once the request arrives at the shared
buffer, it will request for being dispatched and being processed by some server if the queue is
empty or it will wait. When it reaches the head of the queue and at least one of resources is
available and willing to accept its processing task (in decentralized control architecture, the
servers decides to accept the task), the request will be routed to the corresponding server.
We assume that all the server are networked by a high speed communication network in a
densely packed cluster, so latency and transmission delays are negligible. Once the server
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starts processing the task, the request will be responded in a predefined processing time
and then be destroyed. The response time of each request is measured as the time delay
between the creation and the deletion in the simulation. The average of the response times
is evaluated as one of QoS performance indices.
A.5 Object-Oriented Design
The object modeling of components in the ClusterEmu and their interfaces and methods
are elaborated on in this section for purposes of documentation and future improvement on
the software.
Event List and Event Class
Event list is a linked-list data structure which stores event objects. Event is a single
class which includes event time, event type, object ID of event source and destination, and
event priority as member variables, and also the corresponding methods for the access of
these member variables. Event list is implemented using STL list and can be accessed
by any physical components in the cluster when new event needs be scheduled by these
components.
Request Class
A request is the entity in the data flow of the simulation, which eventually generates
the statistical results of a simulation run. Request is also modeled as a single class which
has to contain the following member variables: a unique request identification number
constantly assigned when it is being created, a container object ID which tells which physical
component in the cluster currently holds the request, the arrival time in simulation temporal
domain, and the processing time of this request which can be estimated based on the
historical data and will only be updated every sampling period to reduce the estimation
overhead.
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Table A.2: Prototypes of Event-Handling Interface Functions
Interface functions and comments
void OnReqArrival(list<Event>&, double)
Upon arrival of a new request to a shared buffer, the method takes the event
list and the arrival time as arguments.
Request* OnReqDepart(list<Event>&, double)
(Shared Buffer version) Upon departure of a request, it takes the event list
and the departure time as arguments and returns the pointer of the request
that is dequeued.
void OnReqDepart(list<Event>&, double, Request*)
(Processor version) Upon departure of a request, it takes the pointer to the
request to be dispatched as an additional argument.
void OnTaskDispatch(list<Event>&, double, map<int, Component*>&)
Upon dispatching a task to an available server, it takes the reference to the
map as an additional argument.
void OnTaskComplete(list<Event>&, double, map<int, Component*>&)
Completion of a task by a server, it takes the reference to the map as an
additional argument.
bool OnProcFailure(list<Event>&)
Failure of a server.
bool OnProcRecover(list<Event>&)
Recovery from a failure and indication of availability of a resource (server,
output port in the dispatcher)
Component Interface Class
To realize the run-time polymorphism, all the physical components objects(shared buffer,
dispatcher, and server) in the cluster implement an interface or are derived from a virtual
base class in C++ language, named by Component. Different derived classes may respond
to the same event but have different handling methods. For example, a server and the
dispatcher may both respond a “completion of a task” event (see Table A.1), but a server’s
event handler destroys the request and computes the response time while the dispatcher’s
just adjusts the availability of resources. Component also includes a object ID field to
uniquely identify each object.
Table A.2 lists the event handling APIs supported by component, where Request is the
class name of a request object, list<Event> is the class name of the event list defining
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by the template class list, and map<int,Component*> is a STL associative container that
maintains the mapping relationship between the object ID and the object pointer in run
time.
Shared Buffer
Shared Buffer class is derived from Component and the STL queue template class. It
supports the event handling methods OnReqArrival and OnReqDepart for arrivals and
departures of requests.
Dispatcher
Dispatcher class is derived from Component interface and implements the event handling
methods OnTaskDispatch, OnTaskComplete, OnProcFailure, and OnProcRecover. It also
encapsulates an array storing the dynamic link map between shared buffers and servers,
and it is updated every sampling period. Upon receiving an OnTaskDispatch event for one
input port, the dispatcher looks up the servers currently associated with this input buffer
and decides the weights for each server according their decentralized control variables. The
dispatcher then picks up the waiting request in the shared buffer and randomly dispatches
it to one of these connected servers.
Server/Processor
Processor is implemented using a finite state machine with three states: idle, busy, and
failed. At any time instant, the processor must be in one of these states. It transits from one
state to another upon receiving an event. For example, the processor starts in idle state,
and then enters busy state upon receiving an OnTaskDispatch event. If the processor is
scheduled to fail at some time, it enters failed state until the OnProcRecover event arrives.
MATLAB engine
MATLAB engine class is a wrapper class which encapsulates a MATLAB engine pointer
and the MATLAB external interface APIs [65]. It provides methods that import C/C++
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data into MATLAB engine, executes some MATLAB commands, and exports MATLAB
matrices to the simulator.
A.6 Future Work
At present ClusterEmu is a command line tool which requires users to input simulation
parameters and files every time they need run simulation. We plan to deliver the simulator
with a GUI for those who are more comfortable with graphical operations. Also with GUI
design, we plan to provide more features such as customizing the simulation configurations,
and visualizing simulation progress.
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