Multicollinearity often causes a huge explanatory problem in regression analysis. In presence of multicollinearity, Ordinary Least Squares (OLS) regression may result in high variability in estimates of the regression coefficients in the presence of multicollinearity. Besides multicollinearity, outliers also constitute a problem in the multiple regression analysis Barnett and Lewis (1994) defined outliers as observations that are inconsistent with the rest of the data and most of the time will be hidden to the user since least squares residual plots fail to show these outlying point. There are several methods to get rid of this problem and one of the most famous one is the Principal Component Regression (PCR). In the presence of outliers in financial data, this paper provides method to identify outliers and to reduce their influence on the final estimates of the regression coefficients. In this paper the multi-collinearity was detected by using observing correlation matrix, variance influence factor (VIF), and eigenvalues of the correlation matrix. The PCR Estimator performed better than OLS when data set suffers from both problems. So, robust regression diagnostic results were achieved by application of the proposed estimator to a financial data set having two problems.
Introduction
Robust regression provides an alternative to least squares regression that works with less restrictive assumptions. Specifically, it provides much better regression coefficient estimates when outliers are present in the data. Outliers violate the assumption of normally distributed residuals in least squares regression. They tend to distort the least squares coefficients by having more influence than they deserve. Robust regression down weights the influence of outliers. This makes residuals of outlying observations larger and easier to spot. Robust regression is an iterative procedure that seeks to identify outliers and minimize their impact on the coefficient estimates. A number of different techniques for solving the multi-collinearity problem have been developed. These range from simple methods based on principal components to more specialized techniques for regularization [8] .
Study \cite{Asad:01} applied a high breakdown robust regression method to three linear models, having compared regression statistics for both the LS technique used in the original paper and the robust method.
Study [5] promoted the application of robust instead of least square regression for the estimation of agricultural and environmental production function and [2] also estimated the growth effects of fiscal policies by applying robust methods. Numerous analyses of R&D expenditure have been made on the basis of different criteria such as the source of funds, field of science, type of costs, economic activity, enterprise size class, socioeconomic objectives, regions, etc.
[9] Study published the results of an empirical analysis of national energy R&D expenditures. Since the launch of Europe 2020 strategy, a lot of studies, papers and reports have been released. Commenting on the strategy, some of them make relevant remarks regarding the 3% target for the GERD indicator to be reached within the EU by 2020.
[1] Study investigated to what extent the EU members complied with the R&D investment targets set by Europe 2020 strategy, their actual spending being below 2% of GDP on average and only three member states reporting the R&D expenditure ratio to be higher than 3% of GDP.
Multicollinearity is a statistical phenomenon in which there exists a perfect or exact relationship between the predictor variables. When there is a perfect or exact relationship between the predictor variables, it is difficult to come up with reliable estimates of their individual coefficients. It will result in correct conclusion about the relationship between outcome variable and predictor variables. The Ordinary Least Squares (OLS) Estimator is most popularly used to estimate the parameters of regression model. The performance of OLS estimator is inefficient in the presence of multicollinearity. The regression coefficients possess large standard errors and some even have the wrong sign [6] .
A number of different techniques for solving the multi-collinearity problem have been developed. These range from simple methods based on principal components to more specialized techniques for regularization [8] .
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The PRC method has been proposed as alternatives to OLS estimators when the independent assumption has not been satisfied in analysis. Through this study, we want to compare OLS and PRC methods by using real data of Egyptian stock market.
Objectives of the Study:
This paper aimed at the study of financial data taken from one emerging market to answer the following questions:  What are the most important variables that affect the movement of stock prices in the stock market emerging?  Do daily published data on the movements affect stock prices?  What are the most important data published daily influence on the movements of stock prices during the trading?
3.
The Proposal Frame
Detection of Multi-collinearity: 
Studying scatter plots of pairs of independent variables: begin by studying pairwise scatter plots of pairs of independent variables, looking for near-perfect relationships. Also glance at the correlation matrix for high correlations. Unfortunately, multi-collinearity does not always show up when considering the variables two at a time.

Consider the variance inflation factors (VIF): VIF quantifies the severity of multi-collinearity in an ordinary least squares regression analysis.
Where 2 denote the coefficient of determination when is regressed on all other predictor variables in the model. VIF provides an index that measures how much the variance of an estimated regression coefficient is increased because of the multicollinearity. As per practical experience, if any of the VIF values exceeds 5, or 10, it is indication that the associated regression coefficients are poorly estimates because of multicollinearity [7] .
Eigenvalues analysis of correlation matrix: focus on small eigenvalues of the correlation matrix of the independent variables. An eigenvalue of zero or close to zero indicates that an exact linear dependence exists. Instead of looking at the numerical size of the eigenvalue, use the condition number. Large condition numbers indicate collinearity. The condition number of correlation matrix is defined as:
Where is the largest eigenvalue, and is the eigenvalue of i th independent variable. If the condition number is less than 100, there is no series problem with multicollinearity and if a condition number is between 100 and 1000 implies a moderate to strong multi-collinearity. Additionally, if the condition number exceeds 1000, severe multi-collinearity is indicated [7] .
3.2
Principal Component Regression PCR provides a unified way to handle multi-collinearity which requires some calculations that are not usually included in standard regression analysis. Principal component analysis follows from the fact every linear regression model can be restated in terms of a set of orthogonal explanatory variables. These new variables are obtained as linear combinations of the original explanatory variables. They are referred to as the principal components. Consider the following model:
Where Y is an × 1 matrix of response variable, X is an × matrix of the independent variables, is a × 1 vector of unknown constants, and is an × 1 vector of random errors such that ( ) = 0 and () = 2 . The OLS estimator is defined as:
There exists a matrix C, satisfying:
Λ is a diagonal matrix with ordered characteristics root of ( ′ ) on the diagonal. The characteristic roots are denoted by Λ 1 ≥ Λ 2 ≥ ⋯ ≥ Λ . C may be used to calculate a new set of explanatory variables, namely:
That is linear functions of the original explanatory variables. The Z's are referred to as principal components. Thus the regression model can be restarted in terms of the principal components as:
Where = , ∝=
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The least square estimator of is
And the variance covariance matrix of ̂ is
Thus a small eigenvalue of ′ implies that the variance of the corresponding regression coefficient will be large. Since
We often refer to the eigenvalue Λ as the variance of the ℎ principal component. If all Λ equal to unity, the original regresses are orthogonal, while if a Λ is exactly equal to zero, then it implies a perfect linear relationship between the original regresses. One or more near to zero implies that multi-collinearity is present.
The principal component regression approach combats multicollinearity by using less than the full set of principal components in the model. To obtain the principal components estimators, assume that the repressors are arranged in order of decreasing eigenvalues
The principal components corresponding to near zero eigenvalue in principal components regression are removed from the analysis and least squares applied to the remaining components.
Application and Results
Data
This study used cross-section of companies registered officially Egyptian stock exchange where it was used data for the most active 91 companies and that for the year 2000/2001, which covers the activities of more than 90% of the total IPO size. 
Results
• We start by plotting the close price (Y) on each of the X's individually. It is obvious from the graphs that some of independent variables seemed to have a non-linear relationship with the close price (Y), see figure 1. • We will do regression for ln Y with all independent variables X's, see Table 1 . The first step is validating the assumptions of the Ordinary Least Squares Regression, see [3] , and [4] . Assumptions:
1.
Linearity: The model should be linear in the parameters: Y = X β + ε. The plot of residuals vs. predicted values results in a random scatter plot which validates linearity and homogeneity assumptions, see figure 3. Residuals and predicted values are orthogonal. That adding to we transformed the response variable and 6 variables to occurrence that.
2.
Errors: The errors should be normally distributed, independent of each other, ε ~ N (0, σ 2 I). Note that the residuals do not have equal variances, so I will be referring to the internally studentized residuals throughout the analysis. The normal Probability Plot results in a straight line through the origin with a slope equal to 1, see figure 4. 
Figure 4: Normal Probability Plot
This indicates that the assumption of normality of residuals holds. The index plot of residuals results in a randomly scattered horizontal band around the zero which means that the residuals are not auto correlated i.e. independent, their mean is zero with constant variance. We noted that there is not any observations have high residuals, see figure 5 . 
3.
Unusual Observations: Ordinary Least squares Regression assumes that the observations are equally reliable and has equal influence in determining the Least Squares results and conclusions. We examine high leverage points by calculating leverage points and plotting them. The average leverage, = = = .
. If we consider an observation with > ( × ) = .
to be a high leverage point, then we will detect 9 high leverage points, see figure 6 . 
4.
Independence of the predictors: The predictor variables are supposed to be linearly independent.
We will calculate Kappa: = √ to discover whether there is Multicollinearity between the independent variables or not. We note that K1, K2, K3… K9 < 10 but K10 = 18.62 > 10, see Table 2 and 3. V1  V2  V3  V4  V5  V6  V7  V8  V9  V10 Table 7 Eigen Vectors  V1  V2  V3  V4  V5  V6  V7  V8  V9  V10 By using principle components Analysis and we obtain Eigen Vectors and Eigen Values to make a new variables Wi = zXi Vi, see Table 7 . We generally would like to transform the collinear matrix to an orthogonal one in which each vector is orthogonal to the other one, so that we have W1… W10. After that we make regression zY on W1,…,W10, we note that, all coefficients of Wi 's < 0.05, that is mean all coefficient are significant, see Table 8 , and 9. After that we can computed βPCR = V α βPCR = ( 0.002 0.1104 -0.0066 1.005 -0.0696 0.399 0.557 0.0889 -0.053 -0.0341)
Model 2: The new model without outliers:
Now, we will do another regression excluding the observations that were detected as outliers. See Table 10 . Again, we will validate the 4 assumptions for the model:
1.
Linearity: The plot of residuals vs. predicted values results in a random scatter plot, which validates linearity and homogeneity assumptions, see Figure 9 . 
Independence of the Predictors:
We note that K1, K2, K3… K9 < 10 but K10 = 60.35 > 10, which indicates that there is multicollinearity. There is one set of collinearity, see Table 11 , and 12. V1  V2  V3  V4  V5  V6  V7  V8  V9  V10 We will use principle components analysis and obtain Eigen Vectors and Eigen Values to make new variables Wi = zXi Vi, then we have W1… W10, see Table 16 . After that we make Regression zY on W1… W10. We note that, all coefficients of Wi 's < 0.05, that is mean all coefficient are significant, see Table 17 . 
Conclusions
The current study is focused on analysis of financial data to explain the effect of the multicollinearity and outliers problems on goodness of regression model. This paper tries to analysis the financial data to determine the significant variables effect on close stock price. 
