We describe our shape based 3D model retrieval method that is based on a browsing technique. With this method, users can retrieve the desired 3D model efficiently without a query model. In previous retrieval systems, users should provide a 3D model as a query to the system. Then, the system retrieves similar 3D models and returns them to the user. However, the problem of how to obtain the query model remains. With our method, users can retrieve the desired 3D model by walking through a virtual 3D space without the query model. At first, 3D shape features are extracted from all the 3D models, and 3D models are arranged and classified in the virtual 3D space so that similar 3D models are placed near each other. This allows the user to easily grasp where the 3D models similar to the desired one are located. After approaching the 3D model that is similar to the desired one, users can focus on all the nearby models, which are usually similar to the desired one. So users can find the desired one efficiently. We also developed two functions to make our method more efficient. Firstly, our method needs to render a large number of 3D models at one time quickly, so we developed a high-speed rendering method. Secondly, to make it easier for the user to choose the desired one from many 3D models, we developed a method to make 3D models face the direction from which users can recognize the shape of the 3D models easily. In addition, we present the results of experiments to evaluate the retrieval efficiency, which shows that our method is four times as fast as a retrieval method using a query model.
INTRODUCTION
The number of 3D models is rapidly growing in many areas, such as Computer Aided Design (CAD), e-commerce, education and entertainment. As a result, there is an increasing need for a search engine with 3D retrieval techniques to help people access the huge 3D database.
However, traditional text-based retrieval methods using manually assigned keywords are not always efficient for 3D models and so content-based retrieval techniques using shape features extracted from the models are needed. In recent years, 3D models contentbased retrieval has become a very active research topic, and more and more researchers have been focusing to it. Some algorithms for 3D models retrieval have been proposed and several systems for CAD applications have been developed [1] [2] [3] [4] [5] [6] [7] [8] [9] .
In previous content-based retrieval systems, users should provide a 3D model as a query to the system. Then, the system retrieves similar 3D models and returns them to the user. However, the problem of how to obtain the query model remains. In a real retrieval situation, the query model often only exists in the imagination of the user and the digital data of the query model is not available at all. In such case, the previous systems will show some sample 3D models in a random manner as candidates for the query model. However, the probability that a 3D model similar to the desired one appears among the candidates is often low, so the user must change these candidates until a similar one appears. After finding a suitable query model, the user can then get 3D models that are similar to it. However, it is necessary to compare a lot of 3D models one by one, which is inefficient. Accordingly, we propose an efficient retrieval method without the query model based on a browsing technique. With this method, 3D models are arranged and classified in a virtual 3D space so that similar 3D models are placed near each other and users can grasp what kinds of models exist and where the 3D models similar to the desired 3D model are located. Then users can find the desired one by walking through the space. After approaching the 3D model that is similar to the desired one, users can focus on all the nearby models, which are usually similar to the desired one, so users can find the desired one efficiently from the nearby models.
The details of our proposed method are introduced in Section 2. Section 3 presents a high-speed rendering method that can render a number of 3D models. In Section 4 we describe how to make the 3D models face in the direction to make it easy for users to distinguish the 3D models easily. In Section 5, we describe an Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. CIVR'07, July 9-11, 2007, Amsterdam, The Netherlands. Copyright 2007 ACM 978-1-59593-733-9/07/0007 ...$5.00. experiment to compare the retrieval efficiency of our method with that of a query-based retrieval method.
OUR RETRIEVAL METHOD
We developed a 3D model retrieval method that is based on a browsing technique. With this method, users can retrieve the desired 3D model efficiently without a query model. We implement a prototype system based on this method, as described below.
Our method consists of the following three phases.
(1) Extracting 3D Shape Features With our method, the system extracts shape features from all the 3D models. These features are then used in the next phase.
(2) Arranging 3D Models in a Virtual 3D Space
In order to quickly grasp what kinds of models exist and to narrow down the scope by shape roughly, our system classifies and arranges 3D models in the virtual space based on the similarity of shape features of models. In the following sections, we describe the details of each phase of our method.
Extracting 3D Shape Feature
In our method, the system firstly extracts shape features from the 3D models for the purpose of similarity based arrangement. Here, a novel feature, i.e., a shape distribution [10, 11] , is used as the shape feature. This feature is a distance histogram of the points on the model surfaces, and it is independent of the direction and the size of 3D models.
To extract a shape distribution, first a number of unbiased points are intensively sampled on the surface of a 3D model with a selfadaptive mechanism based on the Monte-Carlo sampling technique [12] . Next, the Euclidean distances between all pairs of points are calculated and a distance histogram is created. Finally, the histogram is normalized to achieve scale independence. In Figure 1 , a typical 3D model and its shape distribution are shown. The more similar the two models are to each other, the smaller the distance between two histograms will be.
Arranging 3D Models in a 3D Space
Next, our system arranges 3D models on a plane in a virtual 3D space so that similar 3D models are located as near as possible to indicate the degree of similarity. From that arrangement, users can suppose the relationships of the 3D model's shape. If the user finds a 3D model that is similar to the desired one, the user can find other similar 3D models and also the desired one around that model. With this function, the self-organizing map (SOM) proposed by Kohonen is used to achieve such an arrangement. SOM is a kind of neural network based on unsupervised learning, with which the high-dimensional feature vectors can be mapped to lowdimensional space such as 2D space [13, 14] . Figure 2 shows how the 3D models were arranged by SOM. For example, in the lower left area marked with A, many long and thin 3D models are gathered, and in the upper right area of the figure marked with B, many 3D models with a big hole in the center are gathered. In this figure, some 3D models face in the directions that make it difficult for users to recognize the shape. For example, three 3D models marked with C have almost the same shape, but they are shown in different directions. Two 
Retrieving the Desired 3D Model
After arranging the models, users can find the desired 3D model by using this 3D space. As illustrated in Figure 3 (a), users can grasp where 3D models similar to the desired 3D model are located. Next, as illustrated in Figure 3 (b), the user approaches a 3D model, compares the nearby 3D models and chooses the desired one from the 3D models.
We describe the details of each process and requirements to achieve those processes.
1) Walking through the 3D space
Users can find the desired 3D model by walking through the 3D space, where the 3D models are arranged according to their similarities. After the user finds a 3D model that is similar to the desired one, the user can approach it and view the nearby 3D models.
In this process, our method needs to render a large number of 3D models at one time, and also needs to allow users to walk smoothly through the 3D space in which the models are located. Therefore we developed a high-speed rendering method. We describe the details of the method in Section 3.
2) Comparing 3D models
To distinguish the desired 3D model from other similar 3D models, users need to observe those from different angles. 3D models can look very different depending on the angle from which they are viewed.
We developed two types of pose alignment methods which make all the 3D models face in suitable directions to make it easier for users to compare them. We describe the details of the method in Section 4.
HIGH-SPEED RENDERING METHOD
A high-speed rendering method is developed to render a large number of 3D models at one time quickly and to walk through the 3D space smoothly. With our method, when the users start to retrieve 3D models, our system can show all the 3D models in the 3D space within a few seconds. The high-speed rendering method consists of hybrid rendering and memory management. In the following section, we describe these methods.
Hybrid Rendering
Rendering 3D models generally takes a lot of time, especially for complex 3D models. However the speed of rendering an image is usually much faster than that of rendering a 3D model and the speed is not dependent on the complexity of the 3D model, so we developed a hybrid rendering method. This method changes the representation of the 3D model according to the distance between the 3D model and the user's view point, as illustrated in Figure 4 . For farther 3D models, only "dots" are rendered to represent them. As the 3D models come nearer to the user's view point, imagerepresentation is used. For nearer 3D models, 3D polygon representation is used. Figure 5 shows a sample scene with hybrid rendering. With this technique, the computation cost for rendering is greatly reduced, enabling a large number of 3D models to be quickly rendered on a PC. Figure 5 contains more than 10,000 3D models. In fact, those 3D models are rendered in real-time, and the changes of the three representations are inconspicuous.
In image representation, angles of 3D models in each image are fixed, but sometimes users want to change the angles of 3D models to make it easy for user to distinguish them. So we used multi-angle images, as shown in Figure 6 . By using multi-angle images, according to the user's mouse operation, our system can change the representation of image to different angle image.
Memory Management for Rendering
In hybrid rendering, many images are used for rendering in image representation. These images require a lot of memory and take a long time to load from the hard disk drive. To handle this problem, an efficient memory management method is developed for fast rendering. In image representation, the rendering area of the 3D model is inversely proportional to its distance to the user's view point; therefore, it is sufficient to keep smaller images in the memory to represent these farther 3D models. Based on this, multi-resolution images are used to improve memory efficiency, where different sized images are produced in advance from original images, as shown in Figure 7 .
At the beginning of the retrieval procedure, all images should be loaded from the hard disk drive and rendered rapidly at one time. However, the operations of opening and closing a file are usually time-consuming. To handle this problem, the smallest images in the multi-resolution hierarchy of all 3D models are compressed and saved on the hard disk drive as a single file, as shown in Figure 7 . One such file is created for each view angle. One of these files, which is a representation of the current angle, is loaded first and kept in memory until the angle of 3D models is changed. By using this file, the system can begin to render the image of the 3D model earlier, so users can grasp the shape of 3D models quickly.
When users walk through the 3D space and approach 3D models, as these smallest images are too rough, our system needs to load higher resolution images from the hard disk drive, but this takes much time, so we used a delayed loading mechanism. As shown in Figure 8 , when users approach a 3D model, our system begins to load the high resolution image of the 3D model in the background, and until the loading is finished, smallest images stored in the memory are used for rendering. After the loading of the high resolution image is completed, the high resolution image is used for rendering.
With hybrid rendering and memory management, our system can render thousands of 3D models in a few seconds for initial loading of the application on a PC, and users can walk through the 3D space smoothly.
POSE ALIGNMENT
In 3D model rendering, it is a very important problem which directions these models should face. Sometimes 3D models can look very different depending on the angle from which they are viewed. 
Multi-resolution images
When users walk through a virtual 3D space, if the 3D models face in different directions, it is usually difficult to find the desired model in the space even if the similar models are placed near each other. To handle this problem, we developed a global pose alignment method. Global pose alignment makes all the 3D models face in the direction from which users can recognize the shape easily, so it helps that users grasp the arrangement of 3D models from a farther view point.
Sometimes, users need to choose a desired 3D model from many 3D models that are all similar to each other. In the case of CAD models, in particular, similar models often have a very similar overall shape and differ only in some part, as shown in Figure 9 , so if 3D models are facing in different directions it is difficult to compare them. To handle this problem, we developed a local pose alignment method. After users select a 3D model, local pose alignment makes all the other 3D models face in the direction of the selected one.
In Table 1 , we show the differences between global pose alignment and local pose alignment.
Table 1. Differences between two pose alignment methods

Method
Purpose Detail
Global pose alignment
To help users easily grasp where 3D models are located
To make each 3D model face the direction from which users can recognize the shape easily
Local pose alignment
To help users easily compare 3D models
To make 3D models face in the same direction as the selected one
At both pose alignments we add some restrictions to simplify the problem. Generally, the designer of 3D models creates the models along one of the x-axis, y-axis, or z-axis, which are defined by each 3D modeling tool. However, it is not fixed along which axis designers create models. For example, some designers may set the head of a screw at the top, while others may set it on the left, as shown in Figure 10 . Usually, however, designers do not set screws obliquely. Therefore, at both pose alignments, we restricted the rotation to only around the x-axis, y-axis, and z-axis, and restricted the rotation to only 90 degrees as a unit, in order to keep the models along one of the axes.
In the following sections, we describe two pose alignments.
Global Pose Alignment
The purpose of global pose alignment is to help users easily find where the 3D models similar to the desired one are located in the space. Here, some heuristics rules are used to decide the direction for each 3D model.
If nearby similar 3D models face in the same direction, usually those stand out in the 3D space, and if we apply the same rule to similar models, then it is probable that those models will face in the same direction. Generally, it is easier to recognize the shape of a model from a complex view of a 3D model than a simple view of 3D model, so in the global pose alignment method, the view angle from which the most vertexes of the polygon are visible is selected as the direction of the model. Figure 11 shows a layout example before global pose alignment, while the layout result after global pose alignment is shown in Figure 12 . In Figure 12 , all the long and thin models are facing vertically, and in the upper right, all those 3D models with a hole are arranged so that the hole side is facing forward. This makes it easier for users to find the location where the desired 3D model is located.
The precision of this global pose alignment is evaluated based on a database of CAD models. This database consists of 1,340 CAD models of machine parts, and these models are classified into 28 categories according to the class of machine part. The models in the same category are very similar to each other, so we made rules of direction for each category. For example, for the category of the 3D model in Figure 13 , we checked the direction of two rectangular holes, and in this case, the upper right model faces in a different direction from the other models.
Global pose alignment is performed for each category model, and we counted the number of 3D models that face in the same direction for the predetermined rule. As shown in Table 2 , on average about 82% of 3D models can be displayed in correct direction. We consider that the precision is sufficient for users to find the similar 3D models when users find where the 3D models similar to the desired one are located.
Local Pose Alignment
The purpose of local pose alignment is to help users easily compare 3D models that are similar to each other. After the user has selected a 3D model, the local pose alignment is executed to make 3D models face in the same direction as the selected one. In contrast, for global pose alignment, it is performed without any users operations. However, because global pose alignment does not use the similarity between 3D models, for some categories, each group of more similar 3D models faces in a different direction. This problem can be solved by local pose alignment.
After selecting and approaching a 3D model, users can focus on all the nearby models. With SOM techniques, these nearby models are usually similar to the selected model, and made to face in the direction of the selected one by the local pose alignment technique ( Figure 14 ).
Being viewed from the same direction, those 3D models can be easily compared. If users want to check these models from an angle on the right side, the user can rotate all the 3D models by a single mouse operation, and all the models are shown from the right side.
Rendered images of similar 3D models from the same angle are usually similar to each other, and are then adopted in local pose alignment. The angles for pose alignment are restricted to be along the axes only; therefore, rendered images are created in advance along six directions, i.e., x-axis, y-axis, z-axis, and their inverses. The system calculates the similarity between images of two models at all poses, selects the most similar angle between two models, and fits the angle of unselected 3D models to that of the selected one. As a measure of image similarity, we used the wavelet coefficient feature, which is used to represent the shapes of images [15] .
The precision of local pose alignment is evaluated in a similar manner to that of global pose alignment. The same CAD database is adopted, and the rules used to determine the direction of category models are kept unchanged, but the difference is that local pose alignment is executed with the help of user selection. In this experiment, local pose alignment is performed for each model in each category, and the number of 3D models that are displayed in the correct direction is counted.
As shown in Table 3 , local pose alignment could make about 95% of 3D models face in the correct direction. We consider that our local pose alignment method has sufficient precision for that choice when users choose the desired one from the other 3D models.
EXPERIMENT
To evaluate the retrieval efficiency of our method, we compared the retrieval time of our method with that of the query-based retrieval method. The query-based retrieval system selects several 3D models by random sampling, and then shows them to the user. If this model is considered not similar to the desired one, the user needs operate to get the next model. If this model is similar to the desired one, it is accepted as the query and the system retrieves similar models to this query, which are then displayed in order of the similarity of shape distribution features. Finally, the user checks these models one by one.
The previously mentioned 1,340 CAD models are used as the test database, and five people participated in the experiment to test eight 3D models. In the evaluation of the high-speed rendering method, the time spent for launching system is also included.
The results of the retrieval experiment are shown in Table 4 . The results of the experiment indicate that our method is more efficient than the query base retrieval method. In our system, it first takes 6 seconds to show all the 3D models, including the classification process. In a later stage, often it takes only a few seconds for the user to find where the 3D models similar to the desired one are located with the help of SOM and global pose alignment techniques. The remaining time is used to compare the 3D models to select the most suitable one by local pose alignment.
With the query-based method, just finding a suitable query model took about 40 seconds on average. In this process, some time is taken by the system to load each 3D model, and sometimes the user needs to rotate a model. Furthermore, sometimes the query model is not the most similar one, so the desired model is ranked in a lower position, in which case much time is needed to compare these models one by one.
CONCLUSION
We have developed a new 3D model retrieval method that is based on a browsing technique. With this method, users can retrieve the desired 3D model efficiently without a query model. This method arranges and classifies 3D models in a virtual 3D space so that similar 3D models are placed near each other, and the user can grasp where the 3D models similar to the desired one are located from the layout. After approaching one model that is similar to the desired one, by viewing the nearby similar models, the user can often find the desired one efficiently. Two techniques required for developing the method were presented. The first one is a high-speed rendering method, which is used to quickly render a number of 3D models at one time. The second one is a pose alignment technique, which is used to make the 3D models face in the same direction so that users can easily find the desired model. In experiments, we compared our method with a query-based retrieval method, and verified that our method is successful and effective in 3D model retrieval.
However, with our method, users need much time to compare 3D models that are similar each other, so we will try to develop methods to help users compare similar 3D models more efficiently.
In some 3D models, similar models are located in separated areas because of the precision of 3D model features, so we will also try to develop more precise 3D shape features for layout.
We will develop methods to apply this technique to large-scale databases. For such large-scale databases, our system chooses representative 3D models, and only those 3D models are arranged and classified in a virtual 3D space. After users approach one model that is similar to the desired one, unrepresentative models similar to the selected one are displayed at that time.
