Abstract. We propose an extension of the classical notion of projection to semigroups and provide conditions under which a semigroup embeds in a complete lattice. We also introduce the new notion of a κ-domain and prove some useful separation results valid for such spaces.
Introduction.
In the theory of vector spaces, particularly in vector lattices, projections are a key concept and permit to obtain decompositions based on specific properties. Although this important construction requires linearity, some of the ideas behind it seem to be of a more general nature and may be extended to less specific mathematical structures which combine algebraic and order properties in a convenient way.
In prticular in this paper we shall consider an ordered semigroup, which we define as a commutative semigroup S (written multiplicatively) endowed with a partial order ≥ that satisfies the following property valid for all f, g ∈ S
This definition is actually a special case of the more general one that appears sometimes in the literature (see [3, p. 193 
]).
Commutativity is probably unnecessary but it spares the effort of repeating that properties which involve the product of two or more elements of S hold irrespective of the order of the factors. It is also significantly simpler if we assume, with no loss of generality, the existence of a least element 0 ∈ S . We write S \ {0} as S + . By construction, thus, all elements in an ordered semigroup are non negative.
Given its generality, many well known mathematical structures fall into the above defined notion of an ordered semigroup. A special case is a semilattice, first introduced by Birkhoff [2, p. 9] , that is an ordered semigroup in which all elements are idempotent and in which, as a consequence, f ≥ g is synonymous of g = f g and gf = g ∧ f (see [5] and references therein). A Boolean algebra is a good point in case as well as most families of real valued functions. More generally, any family of functions taking value in a ordered semigroup is itself an ordered semigroup with binary operations and order being defined pointwise.
Actually all semigroups may be made into an ordered semigroup as defined above. Fix an absorbing set I ⊂ S -i.e. a set I with the property that f g ∈ I for each g ∈ I and f ∈ S , such as I = {0} -and then write f ≥ g whenever
The equivalence classes f /I generated by this partial order form a quotient semigroup, indicated as S /I, in which multiplication is defined in the obvious way. Then, S /I satisfies (1). We notice that f /I > g/I implies the separation condition gh ∈ I but f h / ∈ I for some h ∈ S .
Semiprojections, Projections, Ideals
In the present section we develop some elementary results concerning projections, semiprojections and the associated ideals. A semiprojection on an ordered semigroup S -in symbols an element of P 0 (S ) -is defined to be a map P : S → S such that for all f, g, h ∈ S :
A semiprojection P is a projection -in symbols P ∈ P(S ) -if property (3b) is replaced with the more restrictive condition
Trivial examples of projections are the identity and the null projection. The g-translate T g (f ) = f g for g ∈ S is trivially a semiprojection and, if S is a semilattice, a projection. In the sequel the symbol T g will always indicate translation by g.
These properties lead at once to a number of simple results. It is e.g. easily seen that if f ∈ S and P, Q, R ∈ P 0 (S ) then
(1); moreover, if P ∈ P(S ) then (3c) implies P = P 2 . In other words, Lemma 1. Let S be an ordered semigroup. Then, relatively to composition as the binary operation and to pointwise order, the sets P 0 (S ) and P(S ) form an ordered semigroup and a semilattice, respectively.
A structure of special importance in S is a (semigroup) ideal, that is a subset I of S which contains, along with each of its elements g, all the members of S dominated by g. An example is the ideal generated by a single element f of S (a principal ideal), i.e. a set of the form
or by a given semiprojection P ∈ P 0 (S )
Another example is the set
with X a partially ordered set, x 0 ∈ X and ϕ : S → X an increasing map
2
. For a given ideal I the condition f / ∈ I may be rightfully interpreted as a characterisation of f as a strictly positive element. If I is an ideal and S /I the induced semigroup defined as in (2), the (semigroup) homomorphism f → f /I preserves order.
An ideal I is projective if the subset I ∩ I (f ) admits a greatest element for each f ∈ S . We say that f ∈ S is projective if the associated principal ideal I (f ) is projective, i.e. if the meet f ∧ g exists in S for any g ∈ S . We shall call an ordered semigroup in which all elements are projective a projective semigroup.
Lemma 2. An ideal in an ordered semigroup S is projective if and only if it coincides with the range of a projection.
If P, Q ∈ P(S ), it is easily seen that (i) P ≤ Q if and only if I (P ) ⊂ I (Q) and that (ii)
Although the intersection of an arbitrary number of ideals is again an ideal, the same is true for projective ideals only if the intersection is finite. Thus the semilattice P(S ) is not countably complete, in general. A special case in which this is true is easily obtained.
κ-ideals and κ-domains
Throughout this section, S will be a fixed, ordered semigroup.
A prime ideal I ⊂ S , as is well known, is defined by the property that I = S and that f g ∈ I implies either f ∈ I or g ∈ I , or both; if {0} is prime S is known as an integral domain. A more general but potentially useful notion is obtained by replacing the above primeness condition with the following, weaker requirement: Definition 1. Given a cardinal κ, an ideal I in S is said to be κ-prime (or a κ-ideal) if I = S and if any set T disjoint from I but such that f g ∈ I for any distinct pair f, g ∈ T has cardinality c(T ) < κ. If {0} is a κ-ideal then S is defined to be a κ-domain. When κ = ℵ 1 , adopting the continuum hypothesis, we rather speak of a σ-ideal, σ-domain and the like.
If κ ≤ 2, the definition of a κ-domain coincides with the familiar notion of an integral domain.
If I ⊂ S is a κ-ideal then S is a κ-domain; viceversa, if S /I is a κ-domain, then I has to be a κ-ideal. For this reason the only κ-ideal we shall consider in the sequel is {0}, although most of our results may be formulated for general ideals.
Every ordered semigroup is, of course, a κ-domain for some cardinal κ. Appealing to the well ordering principle, it is enough to define κ(S ) as the least cardinal strictly larger than the cardinality of any subset T ⊂ S + such that f, g ∈ T and f = g imply f g = 0. Then, S is a κ-domain
2 In the study of ordered algebraic structures a special role is played by those maps ϕ ∈ F(S , X) (so called residuated maps) such that each ideal of the form ϕ
Lemma 3 (Erdős and Tarski). Let S be an ordered semigroup in which 0 is the only nilpotent element and let κ(S ) be defined as above. Then κ(S ) is not a singular limit number nor κ(S ) = ℵ 0 .
Proof. The claim is just [7, Theorem 1] . The assumption that no element of S + is nilpotent guarantees that their Lemma 3 is valid even after replacing the condition f ∧g = 0 with f g = 0.
The following key result may be proved upon replacing {0} with any ideal I in S . Theorem 1. Let S be a κ-domain for some cardinal κ > 1. Fix T ⊂ S and Q ⊂ P 0 (S ). Then either one of the following two, mutually exclusive conditions holds:
Proof. Clearly, (a) and (b) are mutually exclusive. In search of a contradiction, suppose that both (a) and (b) fail. Consider first the case in which κ is infinite and let {T α : α ∈ A} be the collection of subsets of T of cardinality < κ. Then for each α ∈ A we can find (i) Q α ∈ Q such that
and let A 0 be a maximal linearly ordered subset of A. For α, β ∈ A 0 with α < β the inclusion f α ∈ T β and (3b) imply
Thus, it is possible to find Q 0 ∈ Q satisfying Q 0 (f ) = 0 for all f ∈ T 0 . The existence of an element f 0 ∈ T such that Q 0 (f 0 ) > 0 would contradict the maximality of A 0 . But then (a) must hold, in contrast with the initial assumption that both (a) and (b) fail.
If κ is finite, fix Q 1 ∈ Q arbitrarily and find
we can find Q 2 ∈ Q such that Q 2 (f 1 ) = 0. Proceeding this way we can construct necessarily finite In applications one is often concerned with real valued maps on S . A class of such functions of special importance is the following: Definition 2. Given p ∈ N, a function ϕ : S → R is of finite p-variation if ϕ(0) = 0 and
the supremum being over all finite, pairwise disjoint subsets of S .
The finite variation property permits an interesting reformulation of Theorem 1 as a separation result.
Corollary 2. Let ϕ be of finite variation and increasing and let T be a subset of S ϕ ≡ {f ∈ S :
ϕ(f ) > 0}. Denote by Ψ the family of functions ψ of finite variation of the form
for given h 1 , h 2 , . . . ∈ T . Then, either one of the following mutually exclusive conditions holds:
Proof. It is first of all clear that each element in Ψ is of finite variation since the sums involved converge absolutely. It is moreover obvious that the two conditions, (a) and (b), exclude each other. Since ϕ is monotonic and of finite variation, the set ϕ −1 ({0}) is a σ-ideal. We can then apply Theorem 1 with ϕ −1 ({0}) in place of {0} and with each Q ∈ Q to be of the form Q(g) = f g for some f ∈ S ϕ . Then the present condition (a) is equivalent to the corresponding condition in Theorem 1 and, in case it fails, then there exist h 1 , h 2 , . . . ∈ T such that for each f ∈ S ϕ one can find n ∈ N such that ϕ(h n f ) > 0. Form this it is immediate to deduce (b).
The preceding Corollary 2 exploits the structure of σ-ideals implicit in the finite variation property. A special interest for σ-domains arises in the Boolean algebra literature in which it plays an important role in the so-called measure algebra problem first formulated by Maharam [8] and where the condition f g = 0 is interpreted as f and g being disjoint. A collection of pairwise disjoint elements is sometimes called an antichain and the condition that each antichain is at most countable is referred to as the countable chain condition, see e.g. [1] .
Corollary 2 seems to have fruitful applications in measure theory. If ϕ is a monotone capacity (thus necessarily of finite variation) defined on a collection of sets closed with respect to intersection, the family Ψ in Corollary 2 may be interpreted as the (closed and convex hull of the) set of capacities admitting a ϕ derivative in T and the property Another useful reformulation of Theorem 1 is the following one.
Corollary 3. If X is a semilattice and X 0 ⊂ X + a σ-domain, there exist x 1 , x 2 , . . . ∈ X 0 such that
If X is a Dedekind σ-complete lattice, then
Proof. Apply Theorem 1 with T = X 0 or, if X is a lattice, T = {|z| : z ∈ X 0 } and Q = {Q t : t ∈ T } with Q t (x) = t ∧ x for all x ∈ X. It is then obvious that condition (a) fails and that (12) is a simple restatement of (b). The implication (12)⇒(13) is obvious when X is a Dedekind σ-complete lattice.
Noting that increasing functions on S form a semilattice with ϕ ∧ ψ being defined pointwise The ideal {0} separates the elements of some set T ⊂ S (or T is {0}-separated) if for any pair f, g ∈ T with f > g there exists a semiprojection T ∈ P 0 (S ) such that T (f ) > 0 = T (g).
The quotient semigroup S /I defined in (2) is {0}-separated. The same technique used to prove Theorem 1 also delivers the following claim:
Theorem 2. Let T be {0}-separated, linearly ordered subset of a κ-domain S with κ > 1. There exists T 0 ⊂ T with c(T 0 ) < κ such that T and T 0 have the same upper and lower bounds.
Proof. Consider the family A = {(f, f ′ ) ∈ T × T : f ′ > f } of strictly ordered pairs of T and, in accordance with the assumption that T is {0}-separated, for each α = (f, f ′ ) ∈ A choose
Endow the set A with the partial order ≻ defined
and extract a maximal, linearly ordered subfamily
If κ is finite this implies the existence of a greatest element
Let h ∈ S be an upper bound for T 0 but not for T . Since T is linearly ordered it is then possible to choose h ′ ∈ T such that h ′ > h. But then the pair (h, h ′ ) is an element of A that dominates each α ∈ A 0 in the above defined sense, a contradiction. The same argument is used for the claim concerning lower bounds.
Embeddings
The results of the preceding sections were obtained under minimal assumptions which often do not permit stronger conclusions. Some important properties however, such as order completeness, may be obtained by embedding an ordered semigroup into a larger class.
If S is a fixed ordered semigroup we let S * indicate the semigroup obtained by adjoining a greatest element 1 to S by letting 1f = f for each f ∈ S and S be the set of equivalence classes of sequences from S * in which two sequences are considered equivalent if their terms coincide for all save, possibly, a finite number of indexes. We shall refer to two equivalent sequences as being almost equal. As customary, we prefer speaking of sequences rather than equivalence classes but specifying that a given property holds almost always. All operations defined on S naturally extend to S by applying them componentwise. Thus, we define the binary operation στ by the property (στ ) n = σ n τ n , almost always, and likewise for other transformations defined on S .
With these conventions in place, it is easily seen that S is an ordered semigroup and that S embeds into S in a natural way. Some properties of S easily extend to S, e.g. if S is projective or {0}-separated, then so is S. However, the property that S is a σ-domain is strictly stronger than the property that S is so and it is actually unclear how to translate this property of S into a corresponding condition on S 3 . On the other hand, S has desirable completeness properties that we clarify in the following result. Proof. Fix A = {α j : j ∈ N} ⊂ S and consider the set A + = {σ ∈ S : σ ≥ α j for all j ∈ N} which is non empty since it contains all sequences with almost all elements equal to 1. Since S is projective, so is S and thus A + is directed downwards. Let T be a maximal, linearly ordered subset of A + . By Theorem 2, we can extract a countable subset {σ k : k ∈ N} ⊂ T that has the same lower bound as T . Assume with no loss of generality that σ k ≤ σ k−1 . Fix N (0) = 0 and, assuming inductively that N (k − 1) is fixed, we can easily determine N (k) > N (k − 1) such that
Define σ 0 ∈ S by letting σ 0 (n) = σ k (n) for N (k) < n ≤ N (k + 1). Then σ 0 is clearly a lower bound for {σ n : n ∈ N} as well as an upper bound for A. If τ ∈ A + does not admit σ 0 as a lower bound, then τ 0 = τ ∧ σ 0 ∈ A + and τ 0 < σ 0 , contradicting the maximality of T . Thus, σ 0 = A when A is countable so that S is a lattice and the set A − = {σ ∈ S : σ ≤ α j for all j ∈ N} is upward directed set. The preceding argument can then be replicated to obtain the existence of A. The lattice is then σ-complete. If A is a general subset of S and B ⊂ A a maximal, linearly ordered subset, again by virtue of Theorem 2 we obtain a countable subset B 0 ⊂ B admitting the same order bounds than B. By σ-completeness B 0 exists and, for any α ∈ A, the element α ∨ B 0 does not contradict the maximality of B if and only if α ≤ B 0 . This proves that B 0 = A.
The existence of A is proved in a similar way.
Some classical results of lattice theory become available. In particular, if A ⊂ S we write σ ⊥ A when σ ∧ τ = 0 for each τ ∈ A, A ⊥ = {σ ∈ S : σ ⊥ A} and A ⊥⊥ = (A ⊥ ) ⊥ . Theorem 3 permits a decomposition of each σ ∈ S into mutually orthogonal parts even without any additive structure. Clearly, σ ≥ τ . Suppose that σ > τ , i.e. that σ(n) > τ (n) for infinitely many all n. For each such n we can choose T n ∈ P 0 (S ) such that T n (τ (n)) = 0 < T n (σ(n)) while setting T n = 0 for the remaining indexes. Define T ∈ P 0 (S) by letting T (υ)(n) = T n (υ(n)) for all n. Then T (σ) > 0 = T (τ ). Let υ ∈ A ⊥ . Then
or equivalently, T (σ) ∈ A ⊥⊥ . Thus This last corollary is an illustration of the advantages of working with S rather than S . Most of the Corollaries to Theorem 1, if stated for S, may indeed be rephrased into a sharper claim.
