Abstract-Underground mining tunnels constitute a very particular environment for radio wave propagation -with characteristics of both indoor and outdoor "regular" environments. This paper shows how a general-purpose WiFi-based indoor positioning system, OwlPS (Owl Positioning System) was adapted to work in that particular environment. A series of experiments, conducted in a formerly exploited gold mine at 70 metres below the surface, across about 400 metres of drifts, is then introduced; it primarily aims at determining the positioning accuracy that can be reached in such a context with a Wi-Fi-based positioning system using the signal strength at 2.4 GHz. The results obtained are improved with a filter, and the mean Euclidean distance error is under 10 metres in most cases when the terminal is carried by an operator; this makes OwlPS usable as is for asset management and emergency positioning of workers underground.
I. INTRODUCTION
M INING tunnels constitute a unique environment regarding the propagation of radio signals. Propagation through rock depends on the frequency and on the material's conductivity, and is very limited when it comes to microwaves. At 2.4 GHz, for two devices to be in coverage, they must most of the time be in the same tunnel or even in the same section of a tunnel. On the other hand, tunnels sometimes act as waveguides [1] - [3] that make the signal propagate on longer distances; this is mainly dependent on the radio frequency, the characteristics of the walls and the width and height of the tunnels, along with the signal's polarisation direction.
This paper presents a series of experiments that aim at studying the feasibility of a positioning system based on 2.4 GHz IEEE 802.11 (Wi-Fi) operated underground. This work is justified by the fact that it is extremely difficult to localise people and equipment in the complex tunnel network of a real underground mine. Such a positioning system is to be used for normal operations such as asset management, but could become vital in case of emergency situations.
Experiments were conducted at the CANMET laboratory mine (Canada Centre for Mineral and Energy Technology), which is a formerly exploited gold mine near Val-d'Or, in north-west Quebec. The deployment Manuscript received September 25, 2014; revised February 20, 2015. uses about 400 metres of galleries at 70 metres under the surface. The experimental results presented in this paper extend some of the preliminary results published in [4] .
The Owl Positioning System [5] was used for all the experiments; it is a free open-source software that was originally released by the University of Franche-Comté (France). It is a Wi-Fi-based positioning system that targets generic indoor environments, tested mainly in office and residential contexts. It implements several positioning techniques and algorithms based on propagation models, on location fingerprinting, or on both. It also features a self-calibration (or autocalibration) mechanism that generates reference points to be used by fingerprinting-based algorithms the same way real measurements would be. This mechanism was used in previous experiments [6] , [7] to generate a regular, rectangle-shaped meshing of reference points. Obviously this operating mode, whereas well suited for use in buildings, does not work as is in a network of long and narrow tunnels. Therefore, the self-calibration mechanism has been modified to enable generating the reference points along a path following the tunnels.
With the change of environment, the question of the localisation space is raised. If we define a two-dimension coordinate system suitable for a tunnel, the first dimension is longitudinal to the tunnel's orientation, and the second dimension is perpendicular, i.e. determines the mobile's position in relation to the walls. In classical drift mines, the tunnels are narrow enough that it does not make sense to take this second dimension into consideration outside the scope of high-precision positioning systems used for use cases such as machine guidance. In this work, it has therefore been elected to localise in only one dimension, but to keep providing the positions in a regular 2-D coordinate system -switching to a 1-D system would be burdensome and bring few advantages, if any. This paper is organised as follows. Section II extends the introduction by presenting some work from the literature, then section III briefly introduces the Owl Positioning System and explains the changes that have been made to the autocalibration mechanism. The characteristics of the deployment area, the hardware, as well as the network and software configuration are detailed in section IV. The measurement scenarios are presented in section V and the results obtained are discussed in section VI. Finally, section VII explains how the results can be improved by implementing a filter.
II. RELATED WORK
Indoor localisation has been the focus of many research teams over the past decade. Although fewer teams have underground localisation in mind when developing a positioning system, several technologies have been experimented as well.
In [8] , the authors studied the geomagnetic field in a copper and zinc mine and noticed that it presents enough anomalies that it can be used as the support of a positioning system. The proposed system uses the MonteCarlo localisation method. Its main advantage is that no infrastructure is required, so positions can be obtained even in case of power failure. On the other hand, it requires an extensive fingerprinting of the deployment area, which is even more problematic in a daily-changing environment such as a mine than it is in a regular indoor environment. Moreover, it may not be usable in a zone that does not feature "a complex distribution of metallic minerals in the upper lithosphere."
Dead reckoning has also been explored; in [9] , a positioning system composed of accelerometers, a gyroscope, a speed sensor and distance sensors mounted on a vehicle is considered. The distance sensors provide the distance of the vehicle to the walls of the tunnel, while the other sensors allow to accurately estimate the distance travelled. The initial fix is provided by short-range radio beacons. The authors announce a very good accuracy, the distance error being below 1 metre in most cases, but the results were obtained only by simulation.
For specialised, high-precision tasks, total stations are frequently used; it has been shown in [10] that the iGPS system commercialised by Nikon Metrology [11] could also be suitable for such use.
Of course, several teams also concentrate their efforts on radio-based systems. In [12] , a solution using a leaky cable that transmits a signal at 2.4 GHz and receives a signal at 1.2 GHz from the mobile terminal is proposed. The position is computed by measuring the time difference between both signals. Although this system does not seem to target specifically a mining tunnel environment, it seems to offer a good accuracy when tested on a length of 100 metres in an underground facility, where the distance error ranges from 0.2 to about 3 metres in most cases and does not exceed 8.1 metres. One of the drawbacks of this system is that it requires proprietary hardware both on the infrastructure side and on the mobile terminals.
In [13] , the authors present an extensive study of the feasibility of a positioning system based on the time of flight of the radio waves in a ZigBee network deployed in an underground gallery. They conduct tests in two kinds of tunnels and conclude that the accuracy of such a system would be within 20 metres. In [14] , the authors announce a precision of 5 to 15 metres with a Wi-Fibased positioning system, but the experiments did not take place in an actual mine; this system uses a different positioning technique, since it uses a manually-calibrated, mobile-centred fingerprint of the signal strength. A similar technique is used in [15] for location-based services in subway stations.
Compared to these solutions, the system presented in this paper has the advantage of being low-cost thanks to the use of off the shelf Wi-Fi devices and lowmaintenance thanks to its self-calibration mechanism. Moreover, the infrastructure devices can be used to provide data access to mobile devices in the mine -or a mine's existing wireless access points could be used as an infrastructure devices for the positioning system (assuming the hardware is compatible).
There is a significant number of other related papers, but most of these are either theoretical or are set up in environments that are much easier to deal with than an underground mine. The studies available for practical applications of location-based services in mining environments are practically inexistent, hence reinforcing the need for our study.
III. POSITIONING SYSTEM
The details of the Owl Positioning System have been given in previous publications and the next section solely recalls its major concepts and describes its main architecture; the details can be found in [16] , [17] and [7] . Section III-B presents the principle of OwlPS' autocalibration mechanism as it was implemented until now and explains the changes made to adapt it to the new environment of underground tunnels.
A. General presentation
As stated in introduction, OwlPS is based on the Wi-Fi (IEEE 802.11) wireless data network; it uses the signal strength as the main information to compute positions. It is infrastructure-centred, which means the hardware and software components of the infrastructure deployed by the system administrator are in charge of measuring the signal strength from the mobile terminals and to compute their coordinates. More precisely, this infrastructure is composed of three main kinds of elements:
• the capture points (CPs), that receive (capture) the positioning requests transmitted by the mobile terminals and measure the signal strength; • the aggregation server, that collects the captured packets from the capture points and consolidates those corresponding to the same positioning request into a single data structure; • the positioning server, that computes the positions of the mobile terminals from the aggregated requests. The role of the mobile terminals is simply to transmit positioning requests, each request being made up of a bunch of UDP packets.
B. Autocalibration
In the context of location fingerprinting-based positioning, when using a manual calibration, a reference point (or fingerprint) is a set of measurements from several capture points, associated to the coordinates of the mobile terminal at the moment it transmitted the calibration request. When autocalibration is used, OwlPS generates reference points that contain pseudo-measurements extrapolated from real measurements. The autocalibration mechanism works by measuring the signal between the capture points in coverage to deduce the quality of the signal in the corresponding areas, given the distances between the capture points. These measurements are done by having the capture points transmit so-called autocalibration requests, that are similar to the positioning (and calibration) requests sent by the mobile terminals. Once a measurement is done between two capture points, the Friis transmission equation is used to calculate the path loss exponent (or Friis index) for this link; then, using the same formula, the signal strength at various locations between the two capture points can be extrapolated.
The generation process of reference points in a wide area such as an office environment or an open space has been described in detail in [17] , and in deeper detail in [7] . To be adapted to an environment where the mobile terminals evolve most of the time between two capture points, the autocalibration mechanism had to be redesigned to generate reference points only along a path that includes the coordinates of the capture points. The new process is much simpler than the older one and obeys the following rules to generate a reference point RP :
1) If RP is between two capture points, it is assumed that the two capture points are in coverage, and RP will contain measurements for both. The signal quality between the two capture points is used to extrapolate the signal strengths in RP . 2) If RP is at one of the extremities of the path and is not between two capture points, it will only contain measurements for the nearest capture point. The signal quality between this capture point and the second nearest capture point in coverage is used to extrapolate the signal strengths in RP . For example, on the deployment map ( Fig. 1) , a reference point between CP 2 and CP 3 includes signal strengths from both CP 2 and CP 3 , and the signal level is extrapolated from measurements corresponding to the autocalibration requests transmitted by these two capture points. Although CP 1 is also in good coverage in this section of the tunnel, it is not taken into account. A reference point between the emergency exit and CP 6 includes signal strengths only for CP 6 , and the signal level is extrapolated from autocalibration requests sent by CP 3 and received by CP 6 .
Despite the existence of more accurate propagation models for underground tunnels, it has been elected to rely only on the free-space Friis transmission equation. In [18] , Y. P. Zhang shows that tunnel propagation is similar to free-space propagation up to a certain distance, and then follows a lossy dielectric waveguide model. The location of this breakpoint depends on several factors, but the examples provided by Y. P. Zhang show that it is located several dozens of meters away from the transmitter. This model, although interesting, is of impractical use for the purpose of autocalibration, because it requires to characterise accurately the environment -tilt and crosssectional dimensions of the tunnel (which, in mines, can vary even in a single tunnel) -as well as the propagation losses due to wall roughness and refraction.
IV. EXPERIMENTAL SET UP A. Deployment area
The deployment area is a part of the level -70 metres of the CANMET laboratory mine, near Val-d'Or (Quebec), pictured in Fig. 1 . The average width of the tunnels is between 2.50 and 3 metres, with some exceptions such as larger rooms or recesses. The walls are very irregular, and the actual width can vary by several dozens of centimetres depending on where it is measured.
The drifts are fairly long, each of the three main sections used in this experiment being around 130 metres long. They are relatively straight, but turn enough that it is easy to loose the line of sight between two devices that are a few dozens of metres apart.
In some tunnels, "doors" made of flexible plastic blades hanging from the ceiling are installed; they are represented by short gray lines on the map. The short black line at the south of CP 3 is a wooden wall with a door and a plastic tarp window, that closes a small heated room used as an office when experimenting at this level of the mine.
For the sake of clarity, some important coordinates (measurement points) were defined; they appear in Fig.  1 under the form M P i , where i is an integer number.
B. Hardware
Five capture points are used, all being small routers of the MikroTik brand but with slightly different models: CP 1 , CP 2 and CP 3 are RouterBoard 433 (which have 3 Ethernet connectors), and CP 5 and CP 6 are RouterBoard 411. The mobile terminal is a RouterBoard 411AH powered by a portable 12 V battery (actually a car battery booster) that provides 110 V AC power plugs. All these devices are equipped with Mini PCI MikroTik RouterBoard R52Hn IEEE 802.11a/b/g/n cards (Atheros AR922X chipset) and the transmission power is set to 25 dBm. Since only 802.11b/g is used, a single 3 dBi omnidirectional antenna is connected to one of the two antenna connectors of each card.
The aggregation server is a laptop running Debian GNU/Linux, whereas all the other devices run the OpenWrt embedded Linux distribution [19] in its version 12.09.
The coordinates of the capture points are displayed on the map (Fig. 1) ; they are all attached near the ceiling between 2.20 and 2.40 m above the floor (Fig. 2 ), except for CP 3 which sits on a block of concrete at 0.70 m above the floor. As can be seen on the map, they are not always located in the lateral centre of the tunnel, as their installation was dependent on the hardware available on the ceiling at each location. The aggregation server is in the small heated room at the south of CP 3 . 
C. Network set up
Given the type of environment and the distances between the capture points, it is obvious that they cannot all be in coverage of the aggregation server; therefore, it was elected to install a wired network to allow the capture points to communicate with the server. However, the capture points still need to be able to communicate over the radio network to transmit autocalibration requests; for this purpose, an ad hoc network was set up and each capture point is configured to transmit its autocalibration requests to another capture point in coverage.
The mobile terminal also needs a destination host for its positioning requests. While it would have been feasible to use the same ad hoc network as for the capture points, it would have required to set up routing between the capture points. In order to avoid a complex configuration, a simpler solution was opted for: a smartphone running CyanogenMod 10.1.0 was configured to be a Wi-Fi access point serving a BSS (IEEE 802.11 Basic Service Set, i.e. a "Wi-Fi network") on the same channel as the capture points (channel 6, 2437 MHz), the mobile terminal is connected to this BSS and the destination of its positioning requests is set to the smartphone's IP address.
The wiring and the direction of the wireless communications (positioning and autocalibration requests) are shown on Fig. 3 : a Power over Ethernet (PoE) switch set up next to CP 1 powers CP 5 , CP 1 and CP 2 and allows them to communicate as well; CP 3 and CP 6 are powered by PoE adapters plugged next to CP 3 . Since CP 2 and CP 3 have multiple Ethernet sockets, a switch is not needed to connect them to each other and to CP 6 and the aggregation server. Please note that the destination host of the autocalibration requests of a given capture points is always the same. CP 2 transmits its requests to CP 1 and CP 3 to CP 6 (and reciprocally); that is why CP 2 and CP 3 do not exchange requests, even though they are in coverage. 
D. OwlPS configuration
The mobile terminal is set to transmit a positioning request of 20 packets approximately every second (10 ms between two packets of the same request, 800 ms between two requests).
The autocalibration requests transmitted by the capture points also contain 20 packets, but they are separated by 25 ms. Only one request is transmitted every second for all the capture points: since there are five capture points, a given capture point transmits a request every 5 seconds.
The positioning server is configured to use the so-called nearest neighbour (NN) algorithm [20] , also called "nearest in signal strength space" (NSS), which simply searches the database of reference points to find the one that is the most similar to the measurements corresponding to the last positioning request sent by the mobile terminal. The similarity function, which actually compares two sets of measurements, is based on a Euclidean distance of the mean signal strength of the two sets. The autocalibration mechanism generates reference points along a path constituted by the following devices' coordinates and measurement points (cf. Fig. 1 ): M P 61 , CP 6 , CP 3 , CP 2 , CP 1 , CP 5 , M P 52 , and M P 51 . Unless stated otherwise, the distance between two generated reference points is set to 1 metre for all the results presented in the next sections.
V. SCENARIOS
The results presented in this paper come from two scenarios in which the terminal is moved along the tunnels.
In the first scenario, a human operator carrying the terminal walks in the lateral centre of the drifts, starting from the south-west end of the deployment area (M P 61 ), goes all the way along the covered sections of tunnel and stops under CP 5 .
The second scenario is similar to the first one, but the mobile terminal is mounted on a small mine transporter (2 m long, 1.40 m large and 1.90 m high). The terminal is attached at 1.70 m above floor level, and is 0.30 m away from the left side of the vehicle (Fig. 4) . Since it is too big to go at the very end of the tunnel near the emergency exit (M P 61 ), the vehicle starts from the western ore loading point (M P 62 ). It then follows the same path as in the first scenario, but it continues past CP 5 until M P 51 .
In the sequel, these scenarios are referred as "human" and "vehicle" scenarios.
VI. RESULTS

A. Survey of the propagation in the mine
The "human" scenario covers the majority of the deployment area, and therefore the data generated can provide an interesting overview of the signal propagation quality in the tunnels. Fig. 5 and Fig. 6 display respectively the percentage of packets received from the mobile and the average signal strength per positioning request for each of the five capture points, in function of the mobile terminal's position along its path. Please note that each step represents a transmitted positioning requests and, despite the fact that each step is indeed an indicator of the distance covered, it cannot be translated to an actual distance in metres because the mobile terminal's speed is not rigorously constant.
The number of packets received is extremely variable but remains quite high as long as the mobile and the capture point are in line of sight. It drops quickly as soon as the line of sight is lost. The signal strength seems to be a far better indicator of the distance between two devices. Indeed, the curve for each capture point has a Gaussianlike shape and the peak corresponds approximately to the moment when the mobile is the closest to the capture point. It can be observed that the signal drops more quickly once the mobile passes a capture point than it raises when the mobile approaches it; this indicates that the operator's body has a significant impact on the signal transmitted by the mobile, probably increased by the fact that the antenna is very close to the operator's abdomen. This observation is confirmed by another test in which the operator walks in the opposite direction, i.e. from CP 5 to the emergency exit (results not shown here): there again the signal is weaker in the direction opposite to the operator's movement (i.e. towards his back). Note that CP 2 seems to receive less packets and with a weaker signal than the other capture points. This is not only true for the signal from the mobile: an analysis of the signal between the capture points show that the signal is weaker between CP 2 and CP 3 than between CP 1 and CP 3 . This may be due to its position, since it is closer to the ceiling than the other capture points: the ceiling's texture can impact the signal and cause partial loss of line of sight. This may also be due to the topology of the tunnel around this location, or could simply come from a hardware defect. Whatever the reason, the weaker signal of CP 2 combined with the attenuation due to the operator's body causes inconsistent coverage between the mobile and CP 2 , especially when the mobile approaches CP 1 . This is disruptive to the quality of the positioning, as will be shown in section VI-C.
It is also notable that the signal strength is sometimes higher than 0 dBm when the mobile terminal is close to a given capture point. This is probably due to the sensitivity of the IEEE 802.11 chips used, but leads to somewhat unrealistic values given the transmission power and the antenna gain of the devices.
B. Influence of the distance between the generated reference points
One of the most important parameters of the new autocalibration function is the distance between two generated reference points. In order to know the real impact of this parameter, positioning results for the "human" scenario were generated with different distances; these results are presented in Table I . Similar results, not shown here, were obtained with a scenario in which the terminal stays at the same position at the end of a tunnel.
It appears that, as long as it is between 0.5 and 5 metres, the distance between two generated reference points has very little impact on the quality of the positioning. It begins having a visible effect starting from 10 metres, although in some cases increasing the distance has the positive side effect that reference points that are closest to the real position are chosen more often.
These results also show that the similarity function (cf. section IV-D) is stable enough and provides consistent results. Table II shows the detailed results for each stretch of the "human" scenario, as well as the overall scores. Table III does the same for the "vehicle" scenario; in this scenario, the vehicle stops next to each capture point for some time, which allows to show the difference of error when the mobile terminal is still and when it is in movement. Fig. 7 and Fig. 9 show (with different scales) the Euclidean distance error for each positioning request sent by the mobile along the path of both scenarios. In parallel, Fig. 6 and Fig. 8 display the mean signal strength for the same requests.
C. Measurements in mobility
In the "human" scenario, the results are generally acceptable, except for two stretches: between the emergency exit and CP 6 , and between CP 2 and CP 1 . In the former one, it can be observed on Fig. 6 that the signal received by CP 6 increases very slowly as the mobile terminal progresses towards the capture point, then abruptly reaches high values a few metres away from it. When comparing the curves of Fig. 6 and Fig. 7 , it is clear that there is a correlation between the signal strength and the error in this part of the scenario. Regarding the section between CP 2 and CP 1 , the results are very poor when the mobile terminal is close to CP 2 , and improve as it moves towards CP 1 . A plausible explanation is the weak signal received by CP 2 from the terminal and the intermittent coverage, which was already noted in section VI-A; since the coverage is so bad between CP 2 and CP 1 , the autocalibration could not fully compensate for this difference of signal strength. However, as the mobile approaches CP 1 , the signal received by CP 2 is less and less significant for the similarity function, hence the observed improvement in accuracy. In the "vehicle" scenario, the results are globally worse than when the mobile is carried by a human operator. Except for when the vehicle is next to a capture point, in which case the results are very good and very consistent, the error reaches very high values. Once again, the worst section is between CP 2 and CP 1 , but unlike in the "human" scenario, the best one is between the start position and CP 6 -although we must be careful in this comparison, since the terminal starts from M P 61 in the "human" scenario and from M P 62 with the vehicle, the latter being closer to CP 6 . A comparison of the signal strength in both scenarios (Fig. 6 and Fig. 8 ) can help understand why the results are so poor in the "vehicle" scenario. Indeed, the shapes of the curves are quite different: in the latter scenario, the signal strength for a given capture point stays low for a long time, with important drops of coverage, and then increases abruptly when the terminal is close to the capture point, in a way similar to the signal strength for CP 2 in the "human" scenario. This can be explained by the higher height of the terminal, since as noted earlier the irregularities of the ceiling can impact the signal. Also, the vehicle is made of metal and the terminal's antenna almost touches it (cf .  Fig. 4) ; attaching the terminal so that the antenna is above the vehicle's roof could help, but it could not be done because of height constraints.
As can be observed on the graphs, the results are quite variable in both scenarios, with peaks of error that are sometimes very high even in areas where the accuracy is otherwise good.
VII. IMPROVING THE RESULTS WITH A FILTER
The observations of the previous section, especially those on the high variability of the results, tend to indicate that the results could be improved by some kind of filtering.
To verify this assumption, a basic filter was implemented, that uses the maximal movement speed of the mobile terminal as the main parameter; this speed is provided by the user as an option of the positioning server. For each new position computed, the movement speed since the last position -which can itself be the result of filtering -is calculated, taking into account the timestamps of the two corresponding positioning requests. If the observed speed exceeds the maximum speed, the filtered position is the interpolation of the previous position in the direction of the new unfiltered position, respecting the maximum speed. In other words, the mobile is assumed to have moved in the same direction, but at a lower speed (Fig. 10) . Another observation that was made about the unfiltered results is that the accuracy is very good when the mobile terminal is in the neighbourhood of a capture point; in these circumstances, applying a filter actually worsens the accuracy instead of improving it. The most obvious option would be to completely disable the filter when the unfiltered position is found to be close enough to a capture point; the chosen option, which gives better results in some extreme cases where the computed position is close to a capture point that is in fact far away from the real position, is to apply an alternative maximum speed rather than completely disabling the filter. This alternative speed must be much higher than the regular maximum speed -five to ten times as much seems to be a reasonable value. In these experiments, it was found that applying the alternative maximum speed when the mobile's unfiltered position is within 15 m of a capture point gave the best results overall, but of course a different deployment might require a different value. Table IV and Fig. 11 present the results of the "human" scenario with the filter configured as follows:
• maximum speed: 5 km/h (which is a realistic maximum walking speed in the mine, given the quality of the floor and the worker's equipment) • neighbourhood of a capture point: 15 m • alternative maximum speed: 50 km/h It can be observed that the mean error is lowered by several metres in most of the stretches, and about 2 metres overall compared to the unfiltered results (Table  II) . The first stretch sees the worst accuracy and the highest maximum error; one of the weaknesses of this stretch is that the mobile starts far away from any capture point and the first position computed has a very high error (63.74 m, the maximum value for the whole scenario); playing the scenario in reverse order for this stretch (as if the mobile was moving towards M P 61 instead of towards CP 6 ) improves the mean error only very slightly, but the main peaks of error are eliminated. These results show (i) that one capture point is enough to locate a terminal at a close range, but is not optimal when the terminal is far away, and (ii) that the filter cannot compensate for a prolonged period of bad results.
If the third stretch is ignored (between CP 2 and CP 1 , where the very high error of the unfiltered results is caused by the poor signal received by CP 2 ), then the overall mean error drops from 11.34 to 10.16 metres. If the first stretch is also eliminated, the mean error for the scenario drops to 6.74 metres.
Regarding the "vehicle" scenario, the filter only allows to eliminate the biggest peaks of error, but does not improve significantly the average results: with the filter configured with a maximum speed of 12 km/h, an alternative maximum speed of 120 km/h, and a distance of 15 metres to apply the alternative speed, the maximum error drops from 140.72 to 112.28 metres, and the 90th percentile from 65.68 to 59.71, but the mean error is only lowered by less than a metre. This confirms that the filter is inefficient when the raw positioning results are bad for an extended period of time.
VIII. CONCLUSION
In this paper, it was shown that OwlPS, a generalpurpose indoor positioning system, could be adapted to the specific environment of underground mining tunnels with limited modifications. Through a series of experiments, the propagation of 2.4 GHz radio waves in the target environment was studied, as well as the accuracy of positioning. The results show that the IEEE 802.11 (Wi-Fi) data network is a good medium for a lowcost underground positioning system, allowing for an acceptable error with a limited number of devices.
Although some work is needed to improve the positioning of a vehicle, the filtered results for the "human" scenario exhibit a decent accuracy, and it was shown that the accuracy could be very much improved by a better deployment. Indeed, the results obtained show that the choices made in this deployment push the limits of the coverage of the capture points, which appears not ideal: a commercial deployment would benefit from a slightly increased number of capture points.
With an error rarely exceeding 20 metres 1 , the accuracy obtained is still acceptable for the two use cases envisioned -emergency positioning of workers and asset management. Indeed, while such an accuracy may not be sufficient to provide the workers with a fault-free navigation system, it is enough for the rescue team to know where to go to find a worker in case of an accident. Mine workers are specifically trained to react to the eventuality of a fire, but in that case too a positioning system can help the rescuers to know which refuge each worker could reach, or if they are trapped in a dead-end. As stated in the description of the "human" scenario, the operator walks in the lateral centre of the tunnel; however, a degradation of the accuracy when the mobile terminal is located close to a wall was not observed in preliminary tests, which is important in cases where a worker uses a wall as a guidance in low visibility conditions or when several workers walk side by side.
However, a better accuracy is always desirable, for these use cases but also for other ones such as remote machine guidance. The accuracy could be improved by working on the filter, which is quite basic; for instance, instead of abruptly switching from one maximal speed to another when the mobile is found to be next to a capture point, it would be possible to change the speed proportionally to the distance to the closest capture point. Similarly, it would be possible to detect the variability of the results and change the behaviour of the filter when a high variability is observed. Another way to improve the accuracy would be to enable the positioning server with a better knowledge and understanding of the topology, that would help it predict the signal strength in the tunnels that are covered by only one capture point (for example, in Fig. 1 , the measurement points M P 51 , M P 11 and M P 61 are covered only by CP 5 , CP 1 and CP 6 , respectively). It would also be possible to cope with the problem of the signal attenuated by the operator's body by putting the antenna at a different position; in a commercial system, the antenna could be built in the hard hat, attached to the arm with an armband, or even be integrated in the work clothes at the shoulder, arm or leg. Regarding the case of the vehicle, it seems that a better placement of the antenna could help too; it would also be possible to set several antennas, for example one at the front and one at the back of the vehicle. Increasing the density of capture points would do a lot to improve the accuracy in both scenarios. Using directional antennas instead of omnidirectional ones could also give better results.
In this work, only the necessary modifications were applied to the autocalibration mechanism to make it work in a network of tunnels, but there is room for improvements. For example, as explained in section III-B, the generated reference points contain measurements for at most two capture points; all the capture points in coverage could be used, which would make the reference points more similar to real measurements and ease the similarity function's work. It would probably also help in situations such as the east drift, in which CP 2 has sometimes troubles receiving the packets, if the three capture points CP 1 , CP 2 and CP 3 were all used. Another way to improve the autocalibration would be to allow to define a graph of reference points instead of a path; indeed, currently it is possible to generate reference points all the way from M P 51 to M P 61 via CP 1 and CP 3 , but for instance the section from CP 1 to M P 11 cannot be covered at the same time since it would involve a bifurcation in the path of the generated reference points and turn it into a graph. 2 All the measurements, as well as further detail about the experiments, are published in a Git repository (see [5] ) to allow people from the community to extract their own results, with OwlPS or other positioning systems and tools. 
