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Abstract
Large scale image dataset and deep convolutional neu-
ral network (DCNN) are two primary driving forces for the
rapid progress made in generic object recognition tasks in
recent years. While lots of network architectures have been
continuously designed to pursue lower error rates, few ef-
forts are devoted to enlarge existing datasets due to high
labeling cost and unfair comparison issues. In this paper,
we aim to achieve lower error rate by augmenting existing
datasets in an automatic manner. Our method leverages
both Web and DCNN, where Web provides massive images
with rich contextual information, and DCNN replaces hu-
man to automatically label images under guidance of Web
contextual information. Experiments show our method can
automatically scale up existing datasets significantly from
billions web pages with high accuracy, and significantly im-
prove the performance on object recognition tasks by using
the automatically augmented datasets, which demonstrates
that more supervisory information has been automatically
gathered from the Web. Both the dataset and models trained
on the dataset are made publicly available.
1. Introduction
Generic object recognition is a fundamental problem in
computer vision, and has achieved steady progress with ef-
forts from both large scale dataset construction and sophis-
ticated model design. Though the goal is to minimize ex-
pected error on previously unseen images, only empirical
∗This work was done when the first author was an intern at Microsoft
Research Asia.
error can be directly optimized on a set of labeled images
with respect to a function space defined by a model. Ac-
cording to statistical learning theory, the gap between ex-
pected error and empirical error is determined by the sam-
ple size and model capacity. The gap becomes smaller with
increasing of sample size, while model design tries to min-
imize the expected error by defining a function space to
minimize the empirical error and control the model capac-
ity. Starting from the success of AlexNet [14] on ILSVRC-
2012 dataset [2, 21], years of effort has been devoted to
model designing, and a series of improved DCNNs such as
ZFNet [31], VGGNet [22], GoogLeNet [24], ResNet [7] are
proposed. There are also many efforts to create new datasets
for new recognition tasks [12, 16, 30, 32]. However, there
is little effort to increase an existing dataset to make the
empirical error closer to the expected error, mainly for two
reasons, one is the labeling cost scales linearly with the size
of dataset, the other is unfair comparison issue due more
human labeling is used to achieve better results.
In this work, we attempt to automatically augment1 an
existing dataset from the Web with a pre-trained DCNN on
the existing dataset.
Web hosts massive images with rich contextual informa-
tion and the volume is keeping growing fast, which made
many applications possible such as image search engines.
Web is also the basic source of many datasets which are
scraped from search engines w/o further human labeling,
e.g., ImageNet [2], Places [32], 80M tiny images [26],
CIFAR-10/100 [13] etc. An image on a Web page often
comes with rich contextual information edited by Web au-
1This is different with the common practice of data augmentation for
DCNN training, which randomly cropping training samples from an image
to avoid overfitting and achieve translation/scale invariance.
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thors, e.g., Alt text that conveys the same essential informa-
tion can be used for displaying to replace the associated im-
age in a pure text-based browser, page title describes what is
the whole web page about, and surrounding texts around the
image which are related to the image content in some man-
ner. Since contextual information is not purposely edited to
annotate image content, it is also quite noisy.
DCNNs trained on large scale datasets have achieved su-
perior performance, which inspires us to investigate the pos-
sibility to use DCNN replace human to do image labeling
task. In our early study, we found that DCNN trained on
ImageNet performs much worse on Web images due both
images and categories are not following the same distribu-
tion as the training set, and results in many false positives
for each category. The problem can be alleviated by setting
high thresholds for the prediction score, however, these im-
ages can provide limited additional information to improve
the pre-trained DCNN since the DCNN is already quite con-
fident on these images.
DCNN extracts image’s visual information while Web
provides image’s contextual information, which are com-
plementary and can jointly provide additional information
to an existing dataset. Noise of contextual information can
be removed by the DCNN using visual information, while
rich contextual information helps lower the threshold for the
prediction score of a DCNN that required to achieve high
prediction accuracy. Together, we can augment an existing
dataset in a scalable, accurate and informative way. Specif-
ically, we automatically augment ILSVRC-2012 with addi-
tional 12.5 million images from the Web. By training the
same DCNN on the augmented dataset without human la-
beled images, significant performance gains are observed,
which demonstrates a well-trained DCNN can improve it-
self by self labeling more images from Web. Another en-
couraging experimental result is that we can even boost the
performance of ResNet-50 on ILSCRV-2012 validation set
from 74.55% to 77.35% by using our augmented dataset
which is labeled a lower performance AlexNet. We release
the dataset and models2 to facilitate the research on learning
based object recognition.
The rest of this paper proceeds as follows: After an
overview of related work in Section 2. We introduce
our proposed method which could automatically augment
dataset according to Web labeling and DCNN labeling in
Section method. We evaluate the quality of augmented
datasets in Section 4, and conclude with discussion in Sec-
tion 5.
2. Related Work
Datasets are the basic inputs for statistical learning al-
gorithms to train learning models, and significant efforts
2The dataset and models can be found at https://auto-da.
github.io/
have been made to construct datasets for various recogni-
tion tasks. In this section, we discuss related efforts accord-
ing to the amount of human labeling used during dataset
construction.
2.1. No human labeling
Some datasets are directly collected from image search
engines or social networks without human labeling. Tiny-
Image [26] contains 80 million 32 × 32 low resolution im-
ages, collected from image search engines by using words
in WordNet as queries. YFCC100M [25] is another large
database of approximately 100 million images associated
with metadata collected from Flickr. Krause et al. [11]
try only using Web images to fine-tune DCNN pre-trained
on ILSVRC-2012 for fine-grained classification, and get
even higher accuracies than using fine-grained benchmark
datasets, which is expected due existing fine-grained bench-
mark datasets are quite small. Phong et al. [27] collect 3.14
million Web images from Bing and Flickr for the same 1000
categories of ILSVRC-2012.Massouh et al. [18] also pro-
posed a framework to collect images from Web and using
a visual and natural language concept expansion strategy to
improve the visual variability of constructed dataset. Re-
cently, Li et al. [15] also constructed a dataset by directly
querying images from Flickr and Google Images Search.
However, DCNN trained on all of these automatically con-
structed datasets perform much worse than human labeled
dataset when testing on ILSVRC-2012, which reflects the
noisy and high-biased nature of Web images.
2.2. Fully human labeling
Each image is manually labeled by one or multiple users
to ensure high accuracy. Due the high labeling cost, datasets
constructed by fully labeling are often with small size, some
typical exemplar datasets are Caltech101/256 [4, 5], Pascal
VOC [3] and several ones for fine-grained object recogni-
tion [10, 17, 28]. These datasets are widely used for shal-
low model learning, while are not large enough to train a
DCNN from scratch. Though challenging, million scale
datasets have been constructed, such as ImageNet [2] for
object recognition and Places [32] for scene recognition.
With ImageNet, DCNN first proves its success and im-
proves most object recognition tasks by the learned feature
extractors [14]. However, the high labeling cost limits both
the number of images can be labeled for each category and
the number of categories can be labeled.
2.3. Partially human labeling
To alleviate human labeling cost and use limited bud-
get in more effective ways, several active learning based
approaches are proposed to only label images that are con-
sidered as informative for a model. Collins et al. [1] pro-
pose to iteratively do image labeling and model training,
where some randomly selected images are first labeled as
seed training set to train an initial model, then the model
is applied to a set of unlabeled images, to select a subset
of images which the model is mostly uncertain for human
labeling. The process is iterated until the classification ac-
curacy converges or the budget is run out. Krause et al. [11]
present a similar scheme for fine-grained object recognition
by using DCNN as model. Since informative images are se-
lected based on some specific model, human involvement is
always required for newly designed models.
To decouple human labeling from model training, Tong
et al. [29] propose to train DCNN for clothing classifica-
tion with both clean dataset manually labeled by annotators
and millions images with noisy labels provided by sellers
from online shopping websites. Though noisy, the accuracy
of images from online shopping websites (∼ 62% [29])
is much higher than general Web images (∼ 10% [26]).
Sukhbaatar et al. [23] try to train DCNN with 0.3M clean
ILSVRC-2012 training images and 0.9M noisy Web im-
ages, and show marginal improvement with a noise layer
to model noise, but still with much higher error rate than
DCNN directly trained on 1.2M ILSVRC-2012 training im-
ages.
Since the accuracy of Web images is relatively low, the
number of Web images needs to be orders of magnitude
larger than existing datasets to contain enough clean im-
ages. Thus, we aims to use as more Web images as possible,
till 30th July 2017, we have used 186.4 million Web im-
ages as candidate images to augment several labeled image
datasets. These augmented image datasets achieve high per-
formance on objects recognition tasks than human-labeled
datasets with significantly more training images. To the best
of our knowledge, this is the first work that uses DCNN to
label Web images and demonstrates a well-trained DCNN
can automatically improve itself by “surfing” the Web.
3. Automatic Dataset Augmentation
Starting from a human labeled image dataset D, we are
targeting at augmenting it to a much larger dataset D ∪ E ,
where E is automatically labeled from Web images by a
DCNN trained on D. Labeling images is an intelligent
process which requires sufficient intelligence and knowl-
edge. In this section, we will first investigate two separated
labeling methods by DCNN and Web, respectively, then
present our method which labels image by both Web and
DCNN. If no special mention is made, AlexNet designed
by Krizhevsky et al. [14] will be used as the basic DCNN
considering it is with relatively low computational cost for
large scale experiments.
3.1. Labeling By DCNN
DCNNs have achieved remarkable prediction accuracy
on validation set and testing set of ILSVRC-2012 [21] by
end-to-end learning on the training set, which inspires us to
use DCNN replace human to do the image labeling task.
Given a DCNN trained on the labeled dataset D, which
maps an image I to a set of confidence scores fc(I) for
each pre-defined category c ∈ {1, ..., C}. Then, using the
DCNN to do labeling is intuitive, a new image I can be la-
beled as an instance of category c if I has a confidence score
on c exceeds some threshold α, i.e.,
fc(I) ≥ α, (1)
Then an augmented dataset EV can be labeled by applying
the DCNN on a large unlabeled image set U , i.e.,
EV =
{〈I, c〉 : fc(I) ≥ α, I ∈ U , c ∈ {1, ..., C}}. (2)
The labeling process is fully automatic which only requires
feedforward calculation on a unlabeled image set. We in-
vestigate this method by using the DCNN learned from
ILSVRC-2012 training set to label an unlabeled candidate
image set which randomly collected from Web. By analyz-
ing the labeling results, we find several properties of label-
ing by DCNN.
Unbalance Figure 1 shows the number of images labeled
for each category using a relatively high threshold α = 0.9.
The number of images of different categories is extremely
unbalanced, where “web site” has more than 100,000 im-
ages, while “toilet tissue”, “American chameleon, anole”
have no images. The unbalance is caused by the unbal-
anced nature that web images since images of some cate-
gories are inherently more popular than others. To label
enough images for each category, the only way is to predict
more images where most computations are spent on images
of popular categories.
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Figure 1. The label frequencies of dataset labeled by DCNN with
confidence threshold 0.9. The distribution of labels across the im-
ages is highly uneven with some labels have more than ten thou-
sand images, while others have less than one hundred.
Low Accuracy Figure 2 shows the quantity and accu-
racy of automatically labeled datasets by setting different
thresholds α, where accuracy is estimated by manually in-
specting randomly sampled images (10 random images per
category) from 100 categories in constructed dataset. As
expected, higher threshold will result smaller dataset with
higher accuracy. However, even with the relatively high
threshold 0.9, the accuracy 75.5% is still much lower than
the accuracy 99.7% achieved by human labeler on Ima-
geNet [2]. Figure 3 shows some false positive images that
are incorrectly labeled for each category, where most im-
ages are out of the 1000 categories used for training but
visually similar to the category in some aspects. The result
also shows that the DCNN is still hard to generalize to a
testing set with many out-of-class images.
Less Informative Though higher accuracy can be ob-
tained by keeping increasing the threshold, this will cause
two problems. One is the number of images can be col-
lected will be reduced for a fixed unlabeled dataset, and the
unlabeled dataset needs to be even larger to collect enough
images. The other problem is even worse, images labeled
by high confidence scores are iconic samples and with high
similarity with images in existing training set as showed in
the third row of Figure 4, which can bring little new super-
visory information to the existing training set.
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Figure 2. The distributions of quantity and accuracy of dataset EV
across confidence threshold α.
3.2. Labeling By Web
Web hosts trillions images with rich metadata, which
provides a “free” way to label images since labels are al-
ready in the metadata provided by Web users. Image search
engines directly leverage these metadata to index massive
Web images and make them retrievable. Though image
search engines provide a convenient way to collect Web im-
ages by searching words or word phrases that describe a
category, they are with several limitations for dataset con-
struction as they are optimized for human users, e.g., they
typically limit the number of images retrievable for each
query (in the order of a few hundred to a thousand), the
retrieved images are often iconic, presenting a single, cen-
tered object with a simple background, which is not rep-
resentative of natural conditions. Thus, we directly resort
to raw images with textual metadata from the Web as our
source data. Specifically, four textual fields are collected
for each image, including
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0.78 0.74 0.78 0.940.78
0.97 0.85 0.91 0.950.95
0.77 0.77 0.71 0.940.87
0.88 0.84 0.82 0.850.87
Figure 3. Noisy images which predicted as one of the categories
with high confidence in labeled images dataset by DCNN. The first
column in this figure shows an example image from labeled image
for each category. The other columns show noisy images with
high-confidence DCNN predictions for the categories in different
row respectively. The confidence scores are shown on each noisy
image.
• Anchor text T 1 is the visible, clickable text in a hyper-
link linked to an images, which usually gives the user
relevant description about the content of the linked im-
age.
• Alt text T 2 is shown when an image cannot be dis-
played to a reader. Thus, it can be seen as a textual
counterpart to the visual content of an image.
• Page title T 3 is an important field for the page author
to state what the main content of the webpage is about.
• Surrounding text T 4 consists of the text paragraphs
around an image in a webpage. The surrounding text
is in many cases semantically related to the image con-
tent. However, since the surrounding text can also con-
tain information that is uncorrelated to the image, this
field as a contextual information source can be much
noisy.
Then a data item from Web can be denoted by
〈I, T 1, T 2, T 3, T 4〉. Figure 5 shows a web image and its
four types of textual metedata, where rich information about
is embedded in metadata for the image.
Given a web image dataset denoted by W =
{〈Ii, T 1i , T 2i , T 3i , T 4i 〉}|W|i=1 , labeling by Web can be directly
carried out through string match. Let each category c be
represented by a set of word phrases from its WordNet syn-
onyms [19] and relevant descriptions in 12 different lan-
guages (including AR, ZH, EN, FR, DE, EL, HE, HI, IT,
barrel, cask
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Figure 4. Snapshots of human labeled dataset ImageNet and four automatically constructed datasets on 6 randomly sampled categories
in ILSVRC-2012: the first row is from the ImageNet; the second and third row are from the dataset labeled by DCNN with confidence
threshold α = 0.1 and α = 0.9 respectively; the fourth row is from the dataset labeled by Web; the last last row is from the dataset labeled
jointly by DCNN and Web with confidence threshold α = 0.1, α′ = 0.01. For each category, 9 randomly sampled images are presented.
Images marked with red boxes are noisy images.
JA, RU, ES) from BableNet [20], denoted by Sc = {sj}|Sc|j=1.
An image Ii is labeled as an instance of category c if at least
one textual field contain at least one element in Sc, i.e.,
δci =
{
1 : sj ⊆ T ki ,∃sj ∈ Sc,∃k ∈ {1, ..., 4}
0 : otherwise
(3)
Then an augmented dataset ET can be labeled by Web data
W , i.e.,
ET =
{〈I, c〉 : δci = 1, i ∈ {1, ..., |W|}, c ∈ {1, ..., C}}
(4)
The labeling process is also fully automatic and very fast
after |W| has been collected.
By the method, we collect a dataset with 186.4 million
images for the 1000 categories from ILSVRC-2012 dataset.
Here, we summarize several properties observed from the
dataset.
Figure 6 shows percentage of images collected by each
textual field, where surrounding text contributes the most
since most images are with surrounding texts and typically
contains more words than other fields, while the number of
images collected by anchor text is much smaller than other
fields since anchor texts are typically very short and often
not provided by web authors.
Besides the quantity, we also check the quality of the
Surrounding Text Alt Text: Goldfinch perched on a tree stump (c) Chris Barber 
Anchor Text: european_goldfinch
european_goldfinch_1.jpg
Page Title: BBC Nature - Goldfinch videos, news and facts
Figure 5. Illustration of the textual metadata associated with
an image in a web page. The web page used in this
figure is from http://www.bbc.co.uk/nature/life/
European_Goldfinch.
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Figure 6. The proportion of images collected according to different
fields of textual metadata.
collected dataset. To avoid manually checking, we use the
DCNN to calculate the confidence score of the labeled cate-
gory of each image in ET , and large confidence score means
large probability of the labeled image to be correct. Figure 7
shows the distribution of confidence scores by different tex-
tual fields, where images collected by anchor text and alt
text are with larger proportion of high confidence scores,
which also means these two fields are more reliable than the
others. The conclusion is also consistent with experiences
of using textual features for image search engines 3.
However, as expected, images collected from Web are
very noisy, where 82.8% images are with confidence scores
lower than 0.05. After analyzing the noisy images, we find
that most noisy images are introduced by ambiguities in
textual metadata. A typical example is a category named
by “jay” which is supposed to be a bird, lots of images
about human are collected since “jay” is often used as hu-
man name. Though these noisy images are hard to remove
by only using textual information, they are easy to remove
by visual information since images of different senses of a
name are typically visually distinguishable.
3.3. Labeling by Web and DCNN
Since both visually labeling by DCNN and contextually
labeling by the Web have their own limitations, here we
combine them together to improve the labeling by leverag-
ing their complementarity. Learned from the above experi-
ence that labeling by DCNN is more computational cost and
3https://support.google.com/webmasters/answer/114016?hl=en
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Figure 7. The distributions of confidence score across the percent
of images constructed according to different kinds of contextual
information.
tend to spend too much time on popular categories, thus we
first use the Web to label a dataset ET in a relatively bal-
anced way, then use DCNN to go through the textually la-
beled dataset ET . Together, a dataset can be labeled by Web
and DCNN via,
EV Tweb =
{〈I, c〉 : fc(I) ≥ α, 〈I, c〉 ∈ ET} (5)
where EV Tweb is a filtered subset of ET where lots noisy
images are filtered out by DCNN. Different from labeling
by DCNN in Eq. 2, the contextual labeling can filter out the
majority of out-of-class noisy images, and the used ET is
with much higher signal-noise ratio than U , which allows us
to use lower threshold α to label more informative images.
Figure 8 shows the quantity and accuracy curve with respect
to confidence threshold α on images labeled by the Web, it
is encouraging that much higher accuracy is achieved even
with very low confidence threshold, e.g., 94% accuracy is
achieved when the threshold α is set to 0.1.
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Figure 8. The distributions of quantity and accuracy of dataset
EV Tweb across confidence threshold α after applying visual re-
striction to candidate dataset ET .
Since the accuracy of ET is still relatively low by simply
using string match, which limits us to set lower confidence
threshold to bring in more diverse and difficult images while
keep high accuracy. Thus, we are motivated to further de-
crease the noise in ET . Since image Ii, text Ti, metadata
type ti and image URL domain di are coupled together as a
single data item in our dataset, labels assigned to images by
DCNN are also assigned to metadata, then we construct an
automatically labeled textual dataset, i.e.,
T + = {〈Ti, ti, di, yi = ci〉 : 〈Ii, ci〉 ∈ EV Tweb}
T − = {〈Ti, ti, di, yi = C + 1〉 : Ii ∈ NV Tweb} (6)
where NV Tweb =
{〈I, c〉 : fc(I) < β, 〈I, c〉 ∈ ET , β 
α
}
collects noisy images for each category by string match.
Inspired by previous work on sentence classification [9], we
train a two-layer fully connected network to categorize tex-
tual metadata at semantic level. The input to the network
is the one hot representation of metadata type ti, image
URL domain di and bigrams in Ti. As Figure 7 shown, the
metadata type ti is a helpful prior for this text classification
task. Meanwhile, we also found that there are some spe-
cial websites on which vast majority of images are relevant
to a some category, e.g. “farnhamanglingsociety.com” is a
website about fishing and lots of images about tench can be
found on this website. The first layer of the network gen-
erates embedding representation for inputs with weight ma-
trix E, and the second layer classifies into categories based
on the representation with weight matrix W using softmax
regression,
p(yi = c | Ti, ti, di) = e
f(yi=c|Ti,ti,di)∑C+1
k=1 e
f(y=k|Ti,ti,di)
,
f(y = k | Ti, ti, di) =
(
Wk
∑
sj⊆TiE · sj+E · ti+E · di
|Ti|+ 2
)
(7)
The model is trained by minimizing
− 1
N
N∑
i=1
C+1∑
k=1
1{yi = k} log p(yi = k | Ti, ti, di) (8)
whereN = |EV Tweb |+|NV Tweb |. We train this model by us-
ing stochastic gradient descent and a linear decaying learn-
ing rate. As a result, a new dataset EV Tweb+ labeled by our
text classification model can be constructed:
ETweb+ =
{〈I, c〉 :p(y = c | Ti, ti, di) > 0.5,
i ∈ {1, ..., |W|}, c ∈ {1, ..., C}} (9)
The experimental results show that the accuracy of images
set ETweb+ is nearly 71.5%, which is significantly higher
than ET whose accuracy is nearly 21.3%.Naturally, a new
dataset with jointly constrained by DCNN and text classifi-
cation model can be constructed:
EV Tweb+ =
{〈I, c〉 : fc(I) ≥ α′, 〈I, c〉 ∈ ETweb+} (10)
where α′ < α. The high-performance text classification
model makes it possible to decrease the visual threshold
Dataset # of categories # of images
DdogImageNet 120 150,473
EdogV T 120 1,287,831
DbirdImageNet 59 76,541
EbirdV T 59 710,059
DwheeledImageNet 44 57,059
EwheeledV T 44 607,680
DstructureImageNet 58 74,400
EstructureV T 58 745,940
Table 1. The scale of the labeled image datasets and augmented
datasets on four domains. DImageNet means the human labeled
images from ILSVRC-2012 training set.
from α to α′, and to mine a more diverse and larger scale
dataset without accuracy dropping, e.g. 93.8% accuracy is
achieved when α′ = 0.01. Finally, we get a dataset labeled
by Web and DCNN jointly,
EV T = EV Tweb
⋃
EV Tweb+ (11)
Figure 4 shows snapshots of human labeled dataset Ima-
geNet and four automatically constructed datasets by differ-
ent methods. Compare to the dataset labeled only by DCNN
or the Web, the dataset constructed based on semantic and
visual jointly restriction could have higher accuracy and di-
versity.
4. Experimental Results
In our experiments, for a given category set with labeled
images, we first train a DCNN that will be used for labeling
and as the baseline for comparing. To make comprehensive
analysis and comparisons, we consider four sets of cate-
gories from different domains, including dog, bird, wheeled
object and structure. Human labeled datasets for the four
domains are subsets of ILSVRC-2012 training set. Four
DCNNs trained on each human labeled dataset are used to
label a Web labeled dataset ET which contains 186.4 mil-
lion images. Table 1 summarizes statistics of the human
labeled datasets and the automatically labeled datasets, and
our method significantly increases dataset scale in each do-
main.
4.1. Results on Augmented Datasets
In this paper, we measure the quality of augmented
datasets by measuring their performance on object recog-
nition. Single-crop top-1 accuracy on corresponding sub-
sets of ILSVRC-2012 validation set is used as the perfor-
mance metric. Table 2 reports the results of DCNNs trained
from augmented datasets and human labeled datasets. The
augmented datasets (without human labeled images) give
Domain Training DataDImageNet EV T EV T ∪ DImageNet
Dog 65.80 67.56 70.22
Bird 82.00 86.24 86.41
Wheeled 68.95 72.20 74.59
Structure 66.07 69.90 72.41
Table 2. Single-crop top-1 accuracy of DCNNs trained on human
labeled datasets and augmented datasets.
DdogImageNet
EdogV ∪ DdogImageNet
α = 0.5 α = 0.7 α = 0.9
65.80 64.22 65.30 65.53
Table 3. Single-crop top-1 accuracy of DCNNs trained on aug-
mented datasets without using contextual information from Web.
consistent improvement across all four different domains,
which demonstrates that well-trained DCNNs can automat-
ically label more useful images from Web and improve
themselves further. Averaging the predictions of the two
DCNNs trained on human labeled datasets and augmented
datasets can further improve the performance.
To analysis how augmented datasets improve the perfor-
mance of recognition, we compare the training/test curves
of the DCNNs trained on DImageNet and EV T in Figure 9.
The smaller training/test gap and better test accuracy show
that the significantly larger datasets help prevent overfitting
for training deep models.
To analyze how Web labeling influence the quality of
constructed dataset, we compare the performance of DC-
NNs trained on EV and EV T in dog domain. Since the ac-
curacy of EV heavily relies on the confidence threshold α
as showed in Figure 2, we try three different settings with
α ∈ {0, 5, 0.7, 0.9} for constructing EdogV in this experi-
ment. The experimental results in Table 3 show the perfor-
mance of DCNN trained on EdogV ∪DdogImageNet is improved
by increasing the confidence threshold since higher confi-
dence threshold can lead to highly accurate dataset. How-
ever, the performance of DCNNs trained with EdogV is lower
than the DCNN trained on DdogImageNet, which means that
DCNN still cannot improve itself by self-labeling images
without using contextual information from Web.
We further investigate whether better model design and
automatically labeled larger dataset can boost recognition
performance together. Here, we choose ResNet-50 [7]
which performs much better than AlexNet on ILSVRC-
2012 to repeat the experiment on the dog domain. Table 4
reports the results, where ResNet-50 consistently outper-
forms AlexNet as expected, and ResNet-50 also improves
itself using the automatically labeled data, which demon-
strates that better model design and larger automatically la-
DCNN Training DataDdogImageNet EdogV T EdogV T ∪ DdogImageNet
AlexNet 65.80 67.56 70.22
ResNet-50 76.66 78.61 81.02
Table 4. Single-crop top-1 accuracy of different DCNNs trained
on human labeled dataset and automatically labeled dataset.
beled dataset can further boost the performance together.
4.2. Results on ILSVRC-2012
We also try to augment ILSVRC-2012 training set
(D1KImageNet) based on our proposed method. For categories
with more than 15,000 images, we just keep 15,000 images
by random sampling. After that there are 12.5 millions of
images left in the augmented ILSVRC-2012, and most of
the categories have more than 10,000 images, but there are
still several rare categories contain fewer than 6000 images.
Considering that unbalanced dataset for training can lead to
poor performance since the validation set is a balanced one,
then we balance the distribution of the augmented dataset
by subsampling categories with more than 6,000 images,
and construct a balanced dataset E1KV T with 5.7 million of
images.
The experimental results in Table 5 show that the top-
1 and top-5 classification accuracy on the validation set
of ILSVRC-2012 with a single crop being evaluated. We
found that classification performance to a large extent is af-
fected by the number of training iterations. Models training
on larger training dataset needs more iterations to be fully
converged. Best performance is archived on both AlexNet
and ResNet-50 by merging the human-label dataset and
augmented dataset. It is worth noting that the augmented
dataset E1KV T is labeled by a low performance AlexNet
whose top-1 accuracy is 56.15%, but the augmented dataset
can still boost a high performance ResNet-50 from 74.55%
to 77.36%. We also evaluated the performance of DCNN
without dropout layers. The experimental results in Table 5
shows that the DCNN without dropout layers can converge
faster, and the influence of overfitting is alleviated and bet-
ter performance is achieved thanks to the large scale aug-
mented dataset.
However, the performance by only using the automat-
ically constructed is still lower than the human labeled
dataset. We will do careful analysis in next section.
4.2.1 Dataset Analysis
The performance gap comes from the distribution differ-
ence between the two datasets. ImageNet is collected about
ten years ago where visual appearance of many categories
are changed over time especially some man-made cate-
gories such as monitors and table lamp. In addition, the
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Figure 9. Training/test curves of DCNNs learned on human labeled datasets DImageNet and the automatically labeled datasets EV T from
four different domains.
DCNN #Iters D1KImageNet E1KV T
E1KV T ∪ D1KImageNet
Merge Merge (No Dropout)
AlexNet 0.4M 56.15 (78.11) 51.99 (73.86) 56.13 (79.27) 59.90 (81.17)2.0M 60.36 (82.38) 56.58 (78.57) 62.71 (83.71) 61.72 (82.62)
ResNet-50 0.5M 74.55 (92.06) 67.25 (85.99) 75.57 (91.83) -2.5M 74.44 (92.11) 70.17 (88.09) 77.36 (93.29) -
Table 5. Single-crop top-1 (top-5) accuracy of AlexNet trained on human labeled datasets and augmented datasets.
main source of ImageNet is Flickr, while our augmented
dataset is from a wider range of websites where some are
even not existing during ImageNet collecting such as pinter-
est. Figure 10 shows the difference of domain distributions
of image source of ImageNet and our augmented dataset
respectively.
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Figure 10. The distributions of top-10 frequent domains in human
labeled datasetsDImageNet and the automatically labeled datasets
E1KV T respectively.
To systematically study the distribution difference
between the two datasets, we train the discrimi-
nator of Wasserstein Generative Adversarial Network
(GAN) [?] to differentiate images in ILSVRC-12 and
images in our dataset by maximizing the Wasserstein
distance between DImageNet and E1KV T : Jcritic =[∑
Ii∈DImageNet fcritic(Ii)−
∑
I
′
i∈E1KV T fcritic(I
′
i)
]
. By
using the trained discriminator model fcritic, we sorted the
images in E1KV T according to the output value of fcritic and
show the images whose styles are most different/similar
with DImageNet in Figure 11. We found that many images
are easily distinguished from images in ILSVRC-2012 are
collected from e-commence websites.
Considering the difference between ImageNet and our
dataset are mainly on man-made categories, we split the
1000 categories into two subsets according WordNet ontol-
ogy, one is artifact set including 522 categories, the other
is natural object set including 478 categories. We compare
DCNNs trained on these two subset with ImageNet respec-
tively, where Table 6 reports the performance. As expect,
Similar Style With ImageNet Different Style with ImageNet
Figure 11. Images in E1KV T which are sorted by the output of fcritic.
Images in the left figure are all with high value that means their
image styles is closed to ImageNet, while images with low fcritic
outputs are shown in the right figure.
Domain #Iters Training DataDImageNet EV T
Natural 2.0M 68.17 69.53
Artifact 2.0M 57.05 52.23
Table 6. Single-crop top-1 accuracy of DCNNs trained on human
labeled datasets and augmented datasets.
our dataset achieve better results on natural categories while
worse on artificial categories. Since many images in Ima-
geNet are out-of-date, we will do more evaluation to verify
our dataset.
4.2.2 Results on Cross-Dataset Generalization
To further compare ILSVRC-2012 and our constructed
dataset, we verify the cross-dataset generalization ability of
these two datasets. Cross-dataset generalization measures
the performance of classifiers learned from one dataset on
the other dataset. We compare our augmented dataset with
WebVision [15] dataset which is constructed from Flickr
and Google Images Search by querying the category names.
Table 7 shows the classification error rates. Each dataset
produces a DCNN using its training set, and then evaluate
the trained model on test set from different dataset. In all
of the cases, the best performance is achieved by training
and testing on the same dataset. The experimental results
shows that our augmented dataset have better performance
than ImageNet on WebVision. Moreover, our augmented
dataset also achieves better performance than WebVision
on human labeled image dataset ImageNet. Overall, our
dataset generalizes much better than the other two datasets.
4.2.3 Results of MSR-Bing Grand Challenge
Inspired by the success of feature extractors in DCNNs
learned from ILSVRC-2012, we also try to compare the
generalization ability of features extractors learned from hu-
man labeled ILSVRC-2012 and our augmented ILSVRC-
2012 dataset. To evaluate the quality of feature extractors in
a more comprehensive way, we test the performance of the
Training Data Test DataILSVRC 2012 Val WebVision Val
D1KImageNet 56.15 52.58
WebVision 47.55 57.03
E1KV T 51.99 53.94
D1KImageNet* 60.36 54.99
E1KV T * 56.58 57.98
Table 7. Top-1 accuracy of DCNNs trained on human labeled
datasets and augmented datasets by using dense test. The exper-
imental results with mark ∗ are trained with 2.0M iterations, the
others are trained with 0.4M iterations.
feature extractors on an open domain image retrieval task -
MSR-Bing Grand Challenge [8].
The MSR-Bing Grand Challenge task provides a train-
ing set including 11.7 million queries and 1 million images,
a test set including 1000 queries and 79,665 images, and
requires to learn a ranking model based on training set and
rank images for each query in test set, where Normalized
Discounted Cumulative Gain (NDCG) is used as evalua-
tion metric for a ranking list, which is defined as
NDCG@d = Zd
d∑
j=1
2r
j − 1
log(1 + j)
(12)
where rj = Excellent = 3, Good = 2, Bad = 0 is the manually
judged relevance for an image ranked at j with respect to the
query, Zd is a normalization factor to make the score to be
1 for ideal case. The performance is measured by average
NDCG@d on all queries in test set.
We use Canonical Correlation Analysis (CCA) [6] as
the basic ranking model and represent a query with bag-
of-textual-words. For images, we use the outputs of the last
but one fully-connected layer of a DCNN as the image rep-
resentation, and two DCNNs trained on ILSVRC-2012 and
augmented ILSVRC-2012 will be used. Figure 12 com-
pares the performance of ranking results using image repre-
sentations provided by the two DCNNs, where the DCNN
trained on augmented ILSVRC-2012 achieves consistently
better performance, which further demonstrates the general-
ization ability of model learned from automatically labeled
dataset.
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Figure 12. TheNDCG of CCA for image search using image rep-
resentations provided by DCNNs trained on ILSVRC-2012 train-
ing set and augmented ILSVCR-2012 training set.
5. Conclusion
In this paper, we propose a method to do automatic
dataset augmentation, where both Web and DCNN are used.
Specifically, Web provides massive images with rich con-
textual information, while well-trained DCNNs are used to
label these images and filter out noisy images. Meanwhile,
the rich contextual information from Web ensures DCNN
to achieve high labeling accuracy with relatively low confi-
dence threshold. Together, we can augment an labeled im-
age dataset in a scalable, accurate, and informative way. Ex-
tensive experiments demonstrate that well-trained DCNNs
can automatically label images from Web and further im-
proves themselves with the automatically labeled datasets.
We hope the automatically constructed large-scale datasets
with rich contextual information can help research in large
neural networks.
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