Abstract. We compute the monodromy of the Hitchin fibration for the moduli space of Ltwisted SL(n, C) and GL(n, C)-Higgs bundles for any n, on a compact Riemann surface of genus g > 1. We require the line bundle L to either be the canonical bundle or satisfy deg(L) > 2g − 2. The monodromy group is generated by Picard-Lefschetz transformations associated to vanishing cycles of singular spectral curves. We construct such vanishing cycles explicitly and use this to show that the SL(n, C) monodromy group is a skew-symmetric vanishing lattice in the sense of Janssen. Using the classification of vanishing lattices over Z, we completely determine the structure of the monodromy groups of the SL(n, C) and GL(n, C) Hitchin fibrations. As an application we determine the image of the restriction map from the cohomology of the moduli space of Higgs bundles to the cohomology of a non-singular fibre of the Hitchin fibration.
1. Introduction
Monodromy of the Hitchin fibration.
In this paper we determine the monodromy of the SL(n, C)-Hitchin fibration h : M(n, L) → A for all n. Here M(n, L) is the moduli space of Ltwisted SL(n, C)-Higgs bundles on a compact Riemann surface Σ of genus g > 1 and L is a line bundle which is either the canonical bundle K, or satisfies l = deg(L) > 2g − 2. Our proof also gives the monodromy of the corresponding GL(n, C)-Hitchin fibration. For SL(2, C), the monodromy was first determined in [10] using a combinatorial approach and later revisited in [2] from a more geometric point of view. It does not seem possible to extend the arguments used in [10] , [2] to rank n > 2. In this paper we introduce new techniques that apply for all n. When n > 2, our results are completely new.
Recall that the Hitchin fibration is a proper, surjective holomorphic map h : M(n, L) → A from M(n, L) to the affine space A = n j=2 H 0 (Σ, L j ) [14, 15, 22] . As shown by Hitchin [15] , when L = K the Hitchin map gives M(n, L) the structure of an algebraically completely integrable system with respect to a natural holomorphic symplectic structure on M(n, L). For L = K, we do not have a holomorphic symplectic structure, but it remains the case that the non-singular fibres of the Hitchin map are abelian varieties. Finding the monodromy of this fibration is a natural problem which has a number of important applications, some of which are described in §1.5.
To explain our results we will mainly focus on the SL(n, C) case. The GL(n, C) case is covered by Theorem 1.5. Let D ⊂ A denote the locus of singular fibres of the SL(n, C)-Hitchin fibration and let A reg = A \ D be the regular locus. Let M reg be the points of M lying over A reg , so that h : M reg → A reg is a non-singular bundle of abelian varieties. The monodromy of the SL(n, C)-Hitchin system is the local system Λ on A reg whose fibre over a point a ∈ A reg is the underlying lattice Λ a = H 1 (h −1 (a), Z) of the abelian variety h −1 (a). Equivalently Λ is the dual of the Gauss-Manin local system R 1 h * Z. Choose a basepoint a 0 ∈ A reg and let Λ P be the fibre of Λ over a 0 (we use subscript P because Λ P is the lattice of a Prym variety, see §2). The local system Λ is then equivalent to a representation ρ SL : π 1 (A reg , a 0 ) → Aut(Λ P ). We call ρ SL the monodromy representation of the Hitchin fibration. The image Γ SL ⊆ Aut(Λ P ) of ρ SL will be called the monodromy group of the SL(n, C)-Hitchin fibration. The smooth fibres of the Hitchin fibration are Prym varieties associated to certain branched covers of Σ called spectral curves, recalled in §2. This construction shows that the smooth fibres are equipped with a natural polarization, which defines a non-degenerate skew-symmetric bilinear pairing , : Λ P × Λ P → Z invariant under the monodromy representation. Thus the monodromy of the SL(n, C)-Hitchin fibration is given by a triple (Λ P , , , Γ SL ), consisting of: (i) a lattice Λ P , (ii) a skew-symmetric Z-valued bilinear form , on Λ P , (iii) a subgroup Γ SL ⊂ Aut(Λ P ) preserving , .
Vanishing cycles.
The monodromy group is generated by a certain collection of vanishing cycles. To describe these vanishing cycles, we choose a basepoint a 0 ∈ A reg of the form a 0 = (0, 0, . . . , 0, a n ), where a n ∈ H 0 (Σ, L n ) has only simple zeros. Let tot(L) denote the total space of L and π : tot(L) → Σ the projection. The spectral curve S associated to a 0 is given by:
n + a n (π(λ)) = 0} ⊂ tot(L).
Spectral curves of this form carry a Galois action of the cyclic group Z n by deck transformations, and will thus be referred to as cyclic spectral curves. One of the key insights of this paper is that the monodromy of the Hitchin fibration can be computed by studying cyclic spectral curves and small perturbations of them.
Given a cyclic spectral curve S, we construct vanishing cycles as follows. Let π : S → Σ denote the restriction of π to S. Then π : S → Σ is a degree n branched cover of Σ, branched over the zeros b 1 , b 2 , . . . , b k of a n , where k = nl. Let u 1 , . . . , u k ∈ S be the corresponding ramification points in S. The spectral curve construction identifies the lattice Λ P with the kernel of the Gysin homomorphism π * : H 1 (S, Z) → H 1 (Σ, Z). Suppose that γ : [0, 1] → Σ is an embedded path in Σ joining b i to b j , where i = j and assume that γ does not meet any other branch point. Then π −1 (γ([0, 1])) ⊂ S consists of n paths γ 1 , γ 2 , . . . , γ n : [0, 1] → S joining u i to u j . Let t : S → S be the generator of the cyclic Galois action given by λ → e 2πi/n λ and order the paths so that tγ i = γ i+1 , i = 1, . . . , n − 1. Then (γ 1 − γ 2 ) is a 1-cycle in S. Let l γ ∈ H 1 (S, Z) be its homology class and c γ ∈ H 1 (S, Z) the Poincaré dual class. Similarly the cycles (γ 2 − γ 3 ), . . . , (γ n−1 − γ n ), (γ n − γ 1 ) correspond to the cohomology classes tc γ , . . . , t n−2 c γ , t n−1 c γ ∈ H 1 (S, Z). Clearly these cycles are in the kernel of π * : H 1 (S, Z) → H 1 (Σ, Z), so they are elements of Λ P . As the paths γ 1 , . . . , γ n are only determined by γ up to cyclic permutation, the cycles c γ , tc γ , . . . , t n−1 c γ are likewise only determined by γ up to cyclic permutation. We call c γ , tc γ , . . . , t n−1 c γ the vanishing cycles associated to γ. We then have: Theorem 1.1. Let a = t i c γ ∈ Λ P be a vanishing cycle associated to γ. Then the SL(n, C) monodromy group Γ SL contains the Picard-Lefschetz transformation T a : Λ P → Λ P associated to a, given by:
T a (x) = x + a, x a.
Vanishing lattices.
To state our main results, we need to recall the notion of a skewsymmetric vanishing lattice [16] . Let R denote the ring Z or Z 2 and let V be a free R-module of rank µ equipped with a bilinear form , : V × V → R which is alternating, i.e. x, x = 0 for all x ∈ V . For any a ∈ V we have an endomorphism T a : V → V , called a symplectic transvection, given by Equation (1.1). Clearly T a acts as an automorphism of V which preserves , . Let j : V → V * be the map j(x) = x, , let V 0 be the kernel of j and V ′ the image of j. Let Sp # V denote the automorphisms of (V, , ) acting trivially on V * /V ′ and note that T a belongs to Sp # V for any a ∈ V .
Definition 1.2 ([16]
). Let ∆ ⊆ V and let Γ ∆ be the subgroup of Sp # V generated by {T α } α∈∆ . We say that (V, , , ∆) is a (skew-symmetric)-vanishing lattice over R if:
(i) ∆ is a Γ ∆ -orbit.
(ii) ∆ spans V .
(iii) If µ > 1, then there exists δ 1 , δ 2 ∈ ∆ for which δ 1 , δ 2 = 1. We also call Γ ∆ the monodromy group of the vanishing lattice.
1.4. Main Results. Let VC ⊂ Λ P be the collection of all vanishing cycles c γ , . . . , t n−1 c γ associated to paths γ joining pairs of branch points. Let Γ VC be the subgroup of Sp # (Λ P ) generated by transvections T a , where a ∈ VC and set ∆ P = Γ VC · VC. Theorem 1.3. We have that (Λ P , , , ∆ P ) is a vanishing lattice. Let Γ ∆P be the subgroup of Sp # (Λ P ) generated by transvections in ∆ P . Then Γ VC = Γ ∆P = Γ SL . That is, the monodromy group of the SL(n, C)-Hitchin fibration is the monodromy group Γ ∆P of the vanishing lattice (Λ P , , , ∆ P ).
Thus to describe the monodromy group Γ SL and its action on Λ P , it suffices to classify the vanishing lattice (Λ P , , , ∆ P ). The classification is as follows (here we use the notation for vanishing lattices introduced in [16, 17] , which is recalled in §5): Theorem 1.4. The vanishing lattice (Λ P , , , ∆ P ) is isomorphic to:
(1) A ′ (1, 1, . . . , 1, 2, 2, . . . , 2; 0), if n = 2, (2) O # a (1, 1, . . . , 1, n, n, . . . , n; 0), where a = (m(m − 1)/2)l, if n = 2m + 1 is odd, (3) O # a (1, 1, . . . , 1, n, n, . . . , n; 0), where a = m(l/2), if n = 2m and l are even and n > 2, (4) Sp # (1, 1, . . . , 1, n, n, . . . , n; 0), if n is even, l is odd and n > 2.
In this classification, the number of 1's is (n − 2)(g − 1) + n(n − 1)l/2 − 1 and the number of n's is g.
As mentioned previously, our results also yield the monodromy of the GL(n, C)-Hitchin fibration. Fix a basepoint a 0 ∈ A reg with spectral curve S and let Λ S = H 1 (S, Z). Notice that Λ P is a sublattice of Λ S . The monodromy of the GL(n, C)-Hitchin fibration is given by a representation
be the image of ρ GL . We have:
Theorem 1.5. The monodromy group Γ GL is the subgroup of Aut(Λ S ) generated by transvections
In §7 we give an application of our monodromy computations. Let M(n, d, L) denote the moduli space of rank n L-twisted Higgs bundles with trace-free Higgs field and determinant equal to a fixed line bundle of degree d. The Hitchin fibration h : M(n, d, L) → A may be defined for any value of d. Let F a = h −1 (a) be a non-singular fibre of the Hitchin fibration lying over a ∈ A reg . Then:
be the cohomology class of the polarization on F a . The image
of the restriction map in cohomology is the subspace spanned by 1, ω, ω 2 , . . . , ω u , where u = dim C (F a ) is the dimension of the fibre.
This result generalises to SL(n, C) a result proved by Thaddeus for SL(2, C) in [26] (see also the appendix of [7] ). When n and d are coprime, the moduli space M(n, d, L) is smooth and Theorem 1.6 can be proven by a straightforward generalisation of the argument given in [7] . The argument breaks down when n and d are not coprime, in which case Theorem 1.6 is a new result.
1.5. Applications. Knowledge of the monodromy is important for applications of the moduli space of Higgs bundles in which the Hitchin fibration plays a prominent role. We describe some of these applications here.
Cohomology of the moduli space and Ngô's support theorem. Let M GL (n, d, L) denote the moduli space of L-twisted Higgs bundles of rank n, degree d. Assume that n and d are coprime, in which case M GL (n, d, L) is non-singular. We have the Hitchin fibration h : M GL (n, d, L) → A GL whose monodromy is isomorphic to Λ for any value of d. Let A ell GL ⊂ A GL be the elliptic locus of A GL , the locus of points for which the corresponding spectral curve is reduced and irreducible. Ngô's support theorem [21] (see also [6] ) applied to the restriction 
where f is the dimension of the fibres of the Hitchin fibration. This raises the possibility of computing the cohomology of M ell GL (n, d, L) through a knowledge of the local system Λ. In turn, this gives us partial information about the cohomology of the full moduli space M GL (n, d, L). In fact for d > 2g − 2, it was shown by Chaudouard and Laumon that there are no new supports when A ell GL is replaced by A GL [9] . A similar result holds in the SL(n, C) case, except there are additional supports related to the endoscopy theory of SL(n, C) [8] . In a related direction, we note that local monodromy calculations were used extensively in [7] in the proof of the P = W conjecture for GL(2, C), SL(2, C), P SL(2, C). We expect our monodromy calculations to be similarly useful in tackling this conjecture for higher rank groups.
Wall crossing and the hyperkähler metric. In the work of Gaiotto, Moore and Neitzke on the Kontsevich-Soibelman wall-crossing formula for N = 2 supersymmetric quantum field theories, a relation is established between hyperkähler metrics and counts of BPS states [13] . In particular, this can be applied to the hyperkähler metric on the moduli space of Higgs bundles (in the untwisted case L = K). Through a twistorial construction, the hyperkähler metric on the moduli space of Higgs bundles is encoded in a family of complex symplectic forms ω(ζ) parametrised by ζ ∈ CP 1 . In [13] , the authors consider local Darboux coordinates for the symplectic forms ω(ζ). The Darboux coordinates χ γ , are locally defined C * -valued functions on M reg depending on a choice of point ζ ∈ C * ⊂ CP 1 and local section γ of the monodromy local system Λ. The functions χ γ depend multiplicatively on γ in the sense that χ γ+γ ′ = χ γ χ γ ′ and are Darboux coordinates in the sense that their Poisson brackets are given by the formula:
The locally defined coordinates χ γ do not patch together globally, instead they satisfy a wall-crossing formula as one crosses a real codimension 1 subspace of M reg ×C * . The wall-crossing formula is given by a holomorphic symplectomorphism, which may be expressed in terms of symplectomorphisms K γ of the form
where q : Λ → Z 2 = {0, 1} is a quadratic function on Λ (see §3.5). Interestingly, the existence of a monodromy invariant quadratic function on Λ is a key ingredient in the classification of Λ as a vanishing lattice. The proposal of [13] is that the existence of coordinates χ γ satisfying the wall-crossing formula and some further technical conditions completely determines the hyperkähler metric on the moduli space, through twistor theory. Clearly it is important for this proposal to be able to describe the local system Λ and its quadratic function q.
Connected components of real character varieties. Let G be a real or complex reductive Lie group. A representation θ : π 1 (Σ) → G is called reductive if the action of π 1 (Σ) on the Lie algebra of G obtained by composing θ with the adjoint representation is a direct sum of irreducible representations. Let Hom red (π 1 (Σ), G) be the space of reductive representations given the compactopen topology. The group G acts on Hom red (π 1 (Σ), G) by conjugation and the quotient
is a Hausdorff space [23] , called the character variety of representations of π 1 (Σ) in G. The nonabelian Hodge correspondence gives a homeomorphism between Rep(G) and the moduli space M G of polystable G-Higgs bundles, with L = K. If G C is a complex reductive group and G R the split real form, then as shown by Schaposnik [24, Theorem 4.12] , the image of the natural map M G R → M G C meets the smooth fibres of the Hitchin fibration in points of order 2. The points of order 2 in smooth fibres are described by the monodromy with Z 2 -coefficients Λ[2] = Λ ⊗ Z Z 2 . Thus one may hope to determine the number of connected components of M G R and hence of Rep(G R ) by counting the number of orbits of the local system Λ [2] . This strategy has been successfully carried out for SL(2, R) in [25] and extended to GL(2, R), P GL(2, R) and Sp(4, R) with maximal Toledo invariant in [2] . With the calculation of the monodromy Λ in this paper one can similarly obtain the number of components of the character varieties for SL(n, R), GL(n, R), P SL(n, R) and Sp(2n, R) with maximal Toledo invariant for any value of n. There is however a caveat that so far for n > 2, we are only able to count the number of connected components which intersect the regular locus. To turn these counts into a complete proof it will be necessary to show that there are no components of the corresponding character varieties lying entirely within the singular locus. We hope to address this problem in future work.
The strategy of counting components of Rep(G R ) through monodromy may also be applied to non-split real forms. One may define spectral data or cameral data for arbitrary real forms and at least in some cases, this gives rise to families of smooth spectral curves or cameral curves. The generic fibre F of the Hitchin fibration restricted to M G R is generally not a discrete space anymore, but one can consider the monodromy action on π 0 (F ) and by counting the number of orbits obtain a count of the components of Rep(G R ).
1.6. Structure of the paper. This paper is organised as follows. In §2 we recall the spectral curve construction of the regular locus of the Hitchin fibration. In §3, we study in detail the structure of the lattices Λ S , Λ P , where Λ S = H 1 (S, Z) is the integral cohomology of the spectral curve over the basepoint a 0 . In particular, we work out the intersection form , in Section 3.3. In Section 3.5 we find that under conditions on n and l, there is a natural quadratic function on Λ P and we compute its Arf invariant. This is an important input for the classification of the vanishing lattice (Λ P , , , ∆ P ). In §4 we construct vanishing cycles associated to paths γ in Σ joining pairs of branch points. In §5, we use the vanishing cycles of §4, to construct the vanishing lattice (Λ P , , , ∆ P ). We then recall the classification of vanishing lattices over Z 2 in Section 5.2, over Z in Section 5.3 and use this to completely determine the structure of (Λ P , , , ∆ P ). In §6, we prove that the monodromy group Γ SL of the SL(n, C)-Hitchin fibration coincides with the monodromy group Γ ∆P of the vanishing lattice. In §7, we apply our monodromy computations to give a proof of Theorem 7.1, describing the image of the restriction map from the cohomology of the moduli space of Higgs bundles to the cohomology of a non-singular fibre of the Hitchin fibration.
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Spectral curves and the regular locus
We recall some basic facts about the moduli space of SL(n, C)-Higgs bundles, in particular the spectral curve construction of the regular locus. An SL(n, C) L-twisted Higgs bundle is a pair (E, Φ) where E is a rank n holomorphic vector bundle on Σ with trivial determinant and Φ is a trace-free holomorphic endomorphism Φ : E → E ⊗ L. As shown by Nitsure [22] , one may define notions of semistability and S-equivalence for twisted Higgs bundles and construct a moduli space M(n, L) of S-equivalence classes of semistable SL(n, C) L-twisted Higgs bundles. The moduli space M(n, L) is a quasi-projective complex algebraic variety [22] . As the rank n and line bundle L will be fixed throughout, we will omit them from the notation and simply write M for the moduli space.
Recall the Hitchin fibration, also known as the Hitchin map or Hitchin system is a surjective holomorphic map h : M → A from M to the affine space A = n j=2 H 0 (Σ, L j ) [14, 15, 22] . Using the notion of spectral curves recalled below, it can be shown that the non-singular fibres of the Hitchin map are abelian varieties [15, 3] . Let D ⊂ A denote the locus of singular fibres of the Hitchin map and let A reg = A \ D be the regular locus. We let M reg denote the points of M lying over the regular locus, so that h : M reg → A reg is a locally trivial torus bundle. Our goal in this paper is to determine the monodromy of this torus bundle.
We recall the spectral curve construction of M reg from A reg . For this, let tot(L) denote the total space of L and π : tot(L) → Σ the projection. We let
The vanishing locus of s a defines a curve S a ⊂ tot(L) called the spectral curve associated to a. We use π : S a → Σ to denote the restriction of π : tot(L) → Σ. As in [15] , Bertini's theorem implies that S a is smooth for generic a ∈ A. Moreover it can be shown that S a is smooth if and only if the corresponding fibre of the Hitchin system h : M → A is non-singular [18] . When this is the case the corresponding fibre of the Hitchin system is:
where Jac d (S a ) denotes the degree d component of P ic(S a ) and N m : P ic(S) → P ic(Σ) is the norm map associated to π : S a → Σ [3] . Note that h −1 (a) is naturally a torsor over the abelian variety P rym(S a , Σ), which is defined as:
The abelian variety P rym(S a , Σ) is called the Prym variety associated to π : S a → Σ.
Let q : S → A reg denote the family of smooth spectral curves parametrised by A reg . This may be defined as the set of pairs (a, x) ∈ A reg ×tot(L) such that s a (x) = 0. This is a family of non-singular curves parametrised by A reg and so we may construct the relative Jacobian j : Jac(S/A reg ) → A reg . Let N m : Jac(S/A reg ) → A reg × Jac(Σ) be the fibrewise norm map and let p : P rym(S/A reg ) → A reg be the fibrewise kernel of N m. Then P rym(S/A reg ) is a family of Prym varieties parametrised by A reg .
Remark 2.1. If n is odd or l is even, then there exists on Σ a square root
Definition 2.2. We define the following local systems on A reg :
(1) Λ = Hom(R 1 h * Z, Z), the monodromy of the Hitchin fibration. Proposition 2.3. We have the following relations between local systems:
The fibrewise norm map N m : Jac(S/A reg ) → A reg ×Jac(Σ) induces a short exact sequence:
Proof. (1). For any smooth spectral curve S there is a canonical isomorphism H 1 (S, Z) ≃ H 1 (Jac(S), Z). Clearly this isomorphism extends to a canonical isomorphism of local systems R 1 q * Z ≃ R 1 j * Z on A reg associated to the families q : S → A reg and j : Jac(S/A reg ) → A reg . Thus Λ S ≃ Λ J .
(2). Recall that P rym(S/A reg ) is the pre-image under the fibrewise norm map N m :
reg is a bundle of abelian varieties and h : M reg → A reg is a bundle of torsors for P rym(S/A reg ). In particular this gives a canonical isomorphism
(3). We have a short exact sequence of bundles of abelian varieties over A reg :
Taking homology of the fibres gives the short exact sequence (2.1).
Instead of working with local systems directly we will fix a basepoint a 0 ∈ A reg and work with representations of π 1 (A reg , a 0 ). Let π : S → Σ denote the spectral curve corresponding to the basepoint a 0 . We let Λ S denote H 1 (S, Z), let Λ Σ denote H 1 (Σ, Z) and let Λ P denote the kernel of the Gysin map π * : Λ S → Λ Σ . Then Λ ≃ Λ P corresponds to a representation ρ SL : π 1 (A reg , a 0 ) → Aut(Λ P ) which we call the monodromy representation of the SL(n, C) Hitchin fibration. Similarly Λ S ≃ Λ J corresponds to a representation ρ GL : π 1 (A reg , a 0 ) → Aut(Λ S ), which we refer to as the monodromy representation of the GL(n, C) Hitchin fibration. We note that (2.1) corresponds to a short exact sequence of representations:
Remark 2.4. Although it will play no part in subsequent calculations, we note that the dual local system Λ * and corresponding representation ρ *
give the monodromy of the Hitchin fibration for the group P GL(n, C). This is an instance of Langlands duality for Hitchin systems, which in general implies that Langlands dual groups give rise to dual monodromy representations.
3. The lattices Λ S , Λ P 3.1. Decomposition of Λ S . In this section we fix a basepoint a 0 ∈ A reg and examine the structure of the lattices Λ S , Λ P in detail. For this we choose a 0 to be of the form a 0 = (0, 0, . . . , 0, a n ), for some a n ∈ H 0 (Σ, L n ). The corresponding spectral curve S is given by the equation λ n + a n = 0 and it is clear that S is smooth if and only if a n has only first order zeros. Let b 1 , b 2 , . . . , b k ∈ Σ be the zeros of a n , where k = nl and let u 1 , . . . , u k ∈ S be the corresponding ramification points. Proposition 3.2. For any a n ∈ H 0 (Σ, L n ) with simple zeros, the corresponding spectral curve π : S → Σ admits a trivialising disc.
be the subgroup generated by cycles l 1 , l 2 , . . . l k around the points b 1 , . . . , b k , so that we have an exact sequence:
The monodromy of the branched cover S → Σ defines a homomorphism φ S :
contains the branch points. Then i determines a splitting s i :
We have that i gives a trivialising disc if and only if the composition
Choose a branch point b i and let l be an embedded loop in Σ ′ with underlying homology class of the form [l] = l i + s i (m), where m ∈ H 1 (Σ, Z) is the homology class of l as a loop in Σ. Let τ l : Σ → Σ be a Dehn twist around l, supported in a neighbourhood of l containing no branch points. So τ l preserves the branch points and acts a homeomorphism τ l :
gives a new embedding and corresponding splitting s
From the commutative diagram:
. From this we see that by applying to i a series of Dehn twists around suitably chosen loops, we can obtain an embeddingĩ of D with splitting sĩ such that φ S • sĩ is trivial, as required.
By Proposition 3.2, there exists a trivialising disc
′ be an open disc obtained from D by shrinking the radius slightly, but for which i(D ′ ) still contains all branch points. Let
The Mayer-Vietoris sequence applied to the cover
where i a is the inclusion V 0 ∩V 1 → V a and j a is the inclusion V a → S. Since i : D → Σ is a trivialising disc we have that V 1 consists of n disjoint copies of U 1 and that the inclusion
is homotopy equivalent to n copies of the circle. These circles correspond to the n lifts to S of the boundary of the disc i(D), hence the map i 1 * is trivial. Let Λ S,0 be the cokernel of i 0 * :
We will make extensive use of this decomposition of Λ S in the following sections.
Z[t]
-module structure. Let t : S → S be the map sending λ to ξλ, where ξ = e 2πi/n . Then t generates a Z n -action on S. We can thus view Λ S as a Z[t]-module, where the action of t satisfies t n = 1. Clearly (3.1) is a direct sum of Z[t]-modules. The lattice Λ S,1 was seen to consist of a direct sum of n copies of
Further, t acts on Λ S,1 by cyclic permutation of these n copies so that as Z[t]-modules we have:
Next consider Λ S,0 . From its definition Λ S,0 fits into an exact sequence:
Up to homotopy V 0 ∩ V 1 can be identified with the boundary of V 0 and i 0 with the inclusion map. We have that V 0 is a degree n branched cover of the unit disc D ⊂ C. Applying a suitable
homeomorphism to D, we can assume that the branch points b 1 , b 2 , . . . , b k lie on the real axis with
The branched cover π 
, but that the cycles c i , tc i , . . . , t n−2 c i are independent. In fact, we have:
is free as a Z-module, with basis given by the cycles t j c i for
Proof. We have shown that V 0 admits a deformation retraction to π −1 ([−1/2, 1/2]). By considering Figure 1 , the proposition is easily seen to follow.
Next, we will determine the image of i 0 * :
For this we introduce a convention on the ordering of the paths γ j i as follows. For each i, let D i be a small disc in D centered around the point b i . We choose these discs small enough so that they are mutually disjoint.
We will assume that the lifts γ j i have been ordered in such a way that for i < i < k and 1 ≤ j ≤ n − 1, we have that
lies in the segment between γ j i and γ j+1 i
. By induction on i, such an ordering exists. Henceforth we will assume that such an ordering has been chosen. Figure 2 shows the order of paths entering and leaving the point u i under our convention. 
is the subgroup spanned by ∂, t∂, . . . , t n−1 ∂, where
Figure 2. Ordering convention for the paths γ
Proof. Recall that V 0 ∩ V 1 may be identified with the boundary of V 0 , which a disjoint union of n circles. Moreover t : S → S cyclically permutes the circles. Let ∂ D be a clockwise loop in D enclosing the branch points b 1 , . . . , b k . Let ∂ be any lift of ∂ D to a loop in S. It follows that the image of i 0 * is spanned by the cycles ∂, t∂, . . . , t n−1 ∂. Thus it remains to determine the cycle ∂. We think of ∂ as consisting of an upper segment ∂ + and a lower segment ∂ − .
Due to our ordering conventions, it is easy to see that ∂ + can be lifted to γ
as required.
We shall use the same notation t j c i for the cycle in H 1 (V 0 , Z) and for its image in Λ S,0 . This should not cause confusion, since from this point onward we will only be concerned with Λ S,0 as opposed to H 1 (V 0 , Z). We have that the t j c i span Λ S,0 , but are not linearly independent, since by
Proposition 3.4 we have the relation
3.3. Intersection form. Consider the intersection pairing , : Λ S × Λ S → Z defined by the cup product. Clearly , is t-invariant and the decomposition
, we have that the restriction , | ΛS,1 is given by n copies of the usual intersection form on H 1 (Σ, Z). The intersection form on Λ S,0 is given by the following: Proposition 3.6. We have the following intersection pairings:
Proof. We choose representatives of the cycles t j c i meeting transversally and directly compute their intersection. Figure 3 shows the computation of c 1 , tc 1 = 1 and Figure 4 shows the computations of c 1 , c 2 = 1 and c 1 , tc 2 = −1. The remaining intersections are computed similarly.
The intersection relations described in Proposition 3.6 may be visualised as a graph, shown in Figure 5 . Here the vertices correspond to the elements {t j c i }, for 1 ≤ i ≤ k − 1 and 0 ≤ j ≤ n − 2. We draw an oriented edge from from u to v whenever u, v = 1.
3.4. Decomposition of Λ P . Recall the decomposition Λ S = Λ S,0 ⊕ Λ S,1 . Let i u : Λ S,u → Λ S for u = 0, 1 be the inclusions and j u : Λ S → Λ S,u the projections. Recall also the identification
Proof. Let i : D → Σ be a trivialising disc and Λ S = Λ S,0 ⊕ Λ S,1 the corresponding decomposition. Any class in Λ Σ can be represented by a cycle lying outside of D and the factorsation π
follows. Similarly, any class in Λ S,0 is represented by a cycle whose image under π lies in D. So π * is trivial on Λ S,0 and the factorisation π * = (π 1 ) * • j 1 follows. Corollary 3.8. The decomposition Λ S = Λ S,0 ⊕ Λ S,1 induces a similar decomposition Λ P = Λ P,0 ⊕ Λ P,1 , where Λ P,0 = Λ S,0 and Λ P,1 is the kernel of the map (π 1 ) * : Λ S,1 → Λ Σ defined in Proposition 3.7. Moreover, we have an isomorphism of
Corollary 3.9. The polarization type of Λ P is (1, 1, . . . , 1, n, n, . . . , n), where 1 occurs (n − 2)(g − 1) + n(n − 1)l/2 − 1 times and n occurs g times.
Proof. Since the decomposition Λ S = Λ S,0 ⊕ Λ S,1 is orthogonal and , is unimodular on Λ S , it follows that the restriction of , to Λ S,0 or Λ S,1 is unimodular. So the type of
The intersection matrix on M u can be obtained as the tensor product of the Cartan matrix for A n−1 with the standard 2 × 2 symplectic matrix 0 1 −1 0 . It follows that the type of M u is given by the invariants of the A n−1 Cartan matrix, which are (1, 1, . . . , 1, n), where there are n − 1 entries equal to 1. Thus the type of Λ P,1 is of the form (1, 1, . . . , n, . . . , n), where there are g copies of n.
In order to apply the classification of vanishing lattices in Section 5, it will be necessary to consider cohomology with Z 2 -coefficients. Let Λ S [2] = Λ S ⊗ Z Z 2 be the mod 2 reduction of Λ S and similarly define Λ P [2] , Λ Σ [2] .
gives a splitting of the sequence
is the null space of , | ΛP [2] and hence the quotient
has an induced non-degenerate alternating bilinear form , H . The filtration
can be split in such a way that under the induced isomorphism
we have that π * (a) = (a, 0, 0), π * (a, b, c) = c and
Proof. For a ∈ Λ Σ we have π * π * (a) = na. Thus when n is odd we have that π
So for n odd, the splitting provided by π * is orthogonal. Now assume that n is even. We have shown that
. By non-degeneracy of , on Λ S [2] we have that Λ
then has an induced non-degenerate alternating bilinear form , H . The last claim concerning the splitting of the filtration is straightforward.
Quadratic functions on
. Under conditions on n and l we will construct monodromy invariant quadratic functions on Λ S [2], Λ P [2] and compute their Arf invariants. Definition 3.11. Let V be a finite dimensional Z 2 -vector space and let , be a bilinear form on V which is alternating, i.e. x, x = 0 for all x ∈ V . A quadratic function associated to (V , , ) is a Z 2 -valued function q on V satisfying:
for all x, y ∈ V .
Let V 0 = {x ∈ V | x, = 0} and let p be the dimension of V 0 . Then V /V 0 is even-dimensional as it carries a non-degenerate alternating bilinear form. Let 2r be the dimension of V /V 0 , so that V has dimension µ = 2r + p. If q is a quadratic function, observe that q| V 0 is linear. If q vanishes on V 0 , then q descends to a quadratic function on V /V 0 and we define the Arf invariant Arf(q) ∈ Z 2 of q to be r i=1 q(e i )q(f i ), where e 1 , . . . , e r , f 1 , . . . , f r ∈ V project to a symplectic basis of V /V 0 . This can be shown to be independent of the choice of e 1 , . . . , f r . If q| V 0 is not identically zero, then Arf(q) is left undefined. For fixed r, p there are at most 3 isomorphism classes of quadratic functions, distinguished by whether the Arf invariant is 0, 1 or undefined.
Let X be a compact Riemann surface with canonical bundle K X . Spin structures on X may be identified with square roots of K X . A spin structure gives a KO-orientation and hence a Gysin homomorphism ϕ X : KO(X) → KO −2 (pt) = Z 2 . If E is a holomorphic vector bundle on X with orthogonal structure, then ϕ X ([E]) is the mod 2 index [1] :
Note that if A is any line bundle on X, then A ⊕ A * has an orthogonal structure given by pairing A and A * . By Riemann-Roch, we have ϕ X (A ⊕ A * ) = deg(A) (mod 2). The restriction of ϕ X to H 1 (X, Z 2 ), the space of Z 2 -line bundles, is a quadratic function with constant term, in the sense that:
In particular, if we letφ
gX −1 (2 gX + 1) zeros [1] . It follow that the Arf invariant ofφ| H 1 (X,Z2) equals ϕ X (0). Now consider the case of a spectral curve π : S → Σ and let K S denote the canonical bundle of S. We will use the mod 2 index to construct a monodromy invariant quadratic function on Λ S [2] provided that either n is odd or n and l are both even. We will later see that when n is even and l is odd, there are no monodromy invariant quadratic functions on Λ S [2] . By the adjunction formula we have
. Under the assumption that either n is odd or n and l are both even, there exists a square root L (n−1)/2 of L n−1 on Σ. This defines a relative KO-orientation for π : S → Σ and hence a Gysin homomorphism π ! : KO(S) → KO(Σ). If E is a holomorphic vector bundle on S with orthogonal structure, then π ! is related to taking the direct image by:
Note that by relative duality, π * (E ⊗ π * (L (n−1)/2 )) inherits an orthogonal structure from the orthogonal structure on E. Now choose a square root K 1/2 of K and set K
). As we have chosen our spin structures to be compatible with the relative spin structure, we have that ϕ S = ϕ Σ • π ! . Moreover, since K 1/2 and L (n−1)/2 are defined on Σ, it is clear thatφ S | ΛS [2] is a monodromy invariant quadratic function on Λ S [2] . Proposition 3.12. Suppose that either n is odd or n and l are even. Choose square roots of K and L (n−1) on Σ so that the function ϕ S : KO(S) → Z 2 is defined. Then:
(1) The restriction ofφ S to Λ P [2] is independent of the choice of square roots and defines a monodromy invariant quadratic function q :
Proof. To show independence of choices, suppose we replace K 1/2 and
S ⊗π * (A), where A = A 1 ⊗A 2 . This has the effect of replacing the function x → ϕ S (x) with
which shows independence ofφ S on the choice of square roots.
Now suppose that n = 2m + 1 is odd. If A ∈ Λ Σ [2], we find that
In this calculation we have used that
. Thus the restriction ofφ S to Λ Σ [2] has Arf invariant equal to ϕ Σ (0). Now since n is odd, we have an orthogonal decomposition
and from the additivity of the Arf invariant we have ϕ
Lastly, suppose that n and l are even and set n = 2m. If A ∈ Λ Σ [2], we find that
= m(l/2) (mod 2).
In particular,
. By Proposition 3.10, we have
, where H is orthogonal to the two factors of Λ Σ [2] . Let J be the subspace of Λ S [2] given by
. Then we have an orthogonal decomposition Λ S [2] = H ⊕ J. By the above computation,φ S has at least 2 2g zeros on the subspace J, hence the Arf invariant ofφ S | J is 0. This implies that
is the null space of , | ΛP [2] . We have just shown that ϕ S vanishes on π * Λ Σ [2] , so the Arf invariant ofφ S | ΛP [2] is defined and equals the Arf invariant of ϕ S | H , which is m(l/2).
Constructing vanishing cycles
4.1. General construction. Our goal is to construct vanishing cycles associated to singular spectral curves and to show that the corresponding transvections occur in the monodromy of the Hitchin fibration. These vanishing cycles will occur as a special case of the general construction given in this section.
Let X be a Riemann surface which may be non-compact and let f : Y → X be a degree n branched cover satisfying the following conditions:
(i) All branch points have ramification index n.
(ii) There is an action of the cyclic group Z n on Y by deck transformations.
We let t : Y → Y be a generator of the Z n -action. Let b 1 , b 2 , . . . , b k denote the branch points of f : Y → X. By assumption each branch point b i ∈ X has a unique ramification point u i ∈ Y lying over it and f −1 (b i ) = u i .
Let i = j and suppose that γ : [0, 1] → X is an embedded path in X joining b i to b j for which γ(t) is not a branch point for any t ∈ (0, 1). Then f −1 (γ ([0, 1]) ) is the union of n paths γ 1 , γ 2 , . . . , γ n : [0, 1] → Y , each of which goes from u i to u j . We may order the paths such that tγ i = γ i+1 for i = 1, . . . , n − 1. We think of γ i as 1-chains in Y with boundary u j − u i . Thus γ 1 − γ 2 is a 1-cycle in Y . Let l γ ∈ H 1 (Y, Z) be the underlying homology class. Similarly
Note that while l γ depends on the choice of lift γ 1 , the collection {l γ , tl γ , t 2 l γ , . . . , t n−1 l γ } depends only on γ.
Definition 4.1. We call l γ , tl γ , . . . , t n−1 l γ the vanishing cycles associated to γ.
Let γ, γ ′ be two embedded paths from b i to b j which avoid all other branch points. We say that γ, γ ′ are isotopic, if they are homotopic through a path of embedded paths from b i to b j which avoid the other branch points. If γ, γ ′ are isotopic then clearly γ and γ ′ define the same set of vanishing cycles.
4.2.
Vanishing cycles of the A n−1 singularity. We now consider a local calculation of vanishing cycles around A n−1 singularities. This will subsequently be converted into a global calculation for spectral curves.
Let C 2 have coordinates (λ, z) and consider the function f :
The zero locus of f is a hypersurface in C 2 with an isolated singularity at (0, 0). The germ of this hypersurface around (0, 0) is the A n−1 plane curve singularity. Let C n = C 2 × C n−2 have coordinates (λ, z, u 1 , u 2 , . . . , u n−2 ) and consider the mapf : 
This is a versal deformation of the
Observe that X b is a branched cover of a closed ball in C via the map (λ, z) → z. This is a degree n cyclic branched cover with branch points ± √ w 0 . As with cyclic spectral curves, we let t : X b → X b be the generator of the cyclic action given by t(λ, z) = (ξλ, z), where ξ = e 2πi/n . Let γ : [0, 1] → C be the straight line in C joining − √ w 0 to √ w 0 (the choice of which square root of w 0 is taken to be √ w 0 will be unimportant). Associated to γ we have the vanishing cycles l γ , tl γ , . . . , t n−1 l γ .
Proposition 4.2. The geometric monodromy representation ρ geom :
is generated by Dehn twists of X b around the loops l γ , tl γ , . . . , t n−2 l γ .
Remark 4.3. Of course the Dehn twist around t n−1 γ is also in the image of the geometric monodromy representation, but can be expressed in terms of l γ , . . . , t n−2 l γ .
Proof. Recall that D ′ is the set of critical values off restricted to B ∩f −1 (B ′ ). It is easy to see that D ′ is given by:
is the n-th Artin braid group with generators σ 1 , σ 2 , . . . , σ n−1 exchanging pairs of roots of λ n − w 0 . More precisely, let q ∈ C be an n-th root of w 0 , so q n = w 0 . Then
We construct loops in B ′ \D ′ representing the generators σ 1 , . . . , σ n−1 as follows. For i = 1, . . . , n−1, we can find a loop in B ′ \ D ′ exchanging ξ i−1 q, ξ i q along paths joining ξ i−1 q and ξ i q while keeping all other roots fixed. To be specific, let τ
and all other roots fixed. It follows that the geometric monodromy corresponding to σ i is given by a Dehn twist around a cycle c i , which we now define. Let τ i (t) = ξ i−1 (1 + (ξ − 1)t) q be the straight line path joining ξ i−1 q to ξ i q. The cycle c i may be taken to be the pre-image of τ i in X b under the branched double cover (λ, z) → λ. We have shown that ρ geom (σ i ) is a Dehn twist around the loop c i . To conclude we note that it is easy to see that the cycles c 1 , c 2 , . . . , c n−1 are homologous to l γ , tl γ , t n−2 l γ (possibly after a cyclic re-ordering of l γ , . . . , t n−1 l γ ).
4.3.
Vanishing cycles for spectral curves. In this section we will construct a collection of vanishing cycles α ∈ H 1 (S, Z) such that the corresponding transvections T α generate the monodromy action of the Hitchin system. We continue to assume that we have chosen a basepoint a 0 ∈ A reg of the form a 0 = (0, . . . , 0, a n ), where a n has only simple zeros.
Let i = j and suppose that γ : [0, 1] → Σ is an embedded path in Σ joining b i to b j for which γ(t) is not a branch point for any t ∈ (0, 1). Let l γ , tl γ , . . . , t n−1 l γ ∈ H 1 (S, Z) be the corresponding vanishing cycles. We let c γ , tc γ , . . . , t n−1 c γ ∈ H 1 (S, Z) be the Poincaré dual cohomology classes. We note that π * (t j c γ ) = 0 for all j, so t j c γ ∈ Λ P . In particular the transvection T t j cγ : Λ S → Λ S preserves Λ P . The main result of this section is the following: 
Here we take homotopies relative to the point 1/4 ∈ D. Thus we can assume that f
Consider the family of divisors {D w + f ′ (w)} w∈D . We would like it to be true that for all w ∈ D, the divisors D w and f ′ (w) have no points in common. Unfortunately this may not be the case. To avoid this, we will need to change f ′ by a homotopy and also shrink the disc D as we now explain. Define spaces X and Y as follows:
Let Y be the subspace of X consistsing of pairs (N, w) for which some point of N belongs to D w . Then X and Y naturally fiber over D giving a commutative diagram:
Clearly X is a complex manifold and Y a subvariety of codimension 1. We also find that the projection p : X → D is a submersion. The map f ′ : D → X is a section of p. We may replace f By (i), we have constructed a map d :
, where the divisor of a(w) is d(w). We may further choose a so that a(1/4) = a n . Let a
n has a single zero of order 2 and no other multiple zeros. Let x = e(0) ∈ Σ be the double zero of a ′ n . Let u ∈ tot(L) be the origin of the fibre of L lying over x. The spectral curve S a ′ n given by λ n + a ′ n = 0 has exactly one singularity, located at the point u. In a suitable local coordinate z centered at x we have that a
is locally given by λ n + z 2 = 0, a plane curve singularity of type A n−1 . In what follows, we aim to show that the monodromy of this A n−1 singularity occurs as monodromy of the Hitchin fibration and that this monodromy is generated by Picard-Lefschetz transformations in the vanishing cycles c γ , tc γ , . . . , t n−1 c γ .
Let A ′ be the affine subspace of A consisting of points a = (a 2 , a 3 , . . . , a n−1 , a
′ , the spectral curve S a passes through the point u ∈ tot(L) and we may consider the germ of the hypersurface S a ⊂ tot(L) around the point u. Thus A ′ gives a family of deformations of the A n−1 singularity of S a ′ n located at u. We claim this is a versal family of deformations. Under the family of deformations of the A n−1 singularity defined by the space A ′ , we have that the germ of λ n + z 2 is deformed to λ n + a n−2 (z)
The Kodaira-Spencer map for this family (see [19] ) is to the map A ′ → C n−2 sending (a 2 , a 3 , . . . , a n−1 , a a 3 (x) , . . . , a n−1 (x)). It is clear that for any point x ∈ Σ, this map surjects to C n−2 , which shows that A ′ provides a versal deformation of the singularity. It follows that the geometric monodromy of Section 4.2 is realised as the monodromy of the Hitchin fibration around certain loops in A reg , defined in the vicinity of a ′ n . These loops act on S by Dehn twists around the vanishing cycles of this A n−1 singularity. Clearly a Dehn twist around a vanishing cycle v ∈ H 1 (S, Z) acts on cohomology by the corresponding Picard-Lesfschetz transformation T v . To complete the proof of the theorem, it remains to identify the vanishing cycles associated to the A n−1 singularity of S a ′ n with specific cohomology classes in H 1 (S, Z).
Let B be a small open ball around u ∈ tot(L). Let U ⊂ A be an open neighbourhood of (0, 0, . . . , 0, a ′ n ) in A sufficiently small so that for any a ∈ U , the spectral curve S a is smooth outside of B. Then after possibly further shrinking U , we know that the monodromy of the Hitchin fibration associated to loops in U \ D ∩ U is generated by transvections of the vanishing cycles associated to the A n−1 singularity of
be an embedded path in e(D) joining e( p(t 0 )) to e(− p(t 0 )), in fact we may take γ ′ 0 (t) to be the restriction of γ ′ to [t 0 /2, 1 − t 0 /2]. Then by Proposition 4.2, the monodromy of the Hitchin fibration over U \ D ∩ U is generated by transvections in the vanishing cycles
Consider the path in A reg joining a n to a ′ 0 given by restricting a(p(t)) to [0, t 0 ]. The Gauss-Manin connection over this path defines an isomorphism
and it is easy to see that the vanishing cycles c γ ′
, Z) associated to γ ′ 0 are mapped to the vanishing cycles c γ ′ , tc γ ′ , . . . , t n−1 c γ ′ ∈ H 1 (S, Z) associated to γ ′ . This proves the theorem.
Remark 4.5. In the process of proving Theorem 4.4 we constructed a family a :
n parametrised by a space D ′ homeomorphic to a disc. Moreover, D ′ contained exactly one point 0 ∈ D ′ for which the corresponding spectral curve was singular. If we take a loop in D ′ that winds once anti-clockwise around 0, the corresponding monodromy transformation is seen to be T cγ T tcγ T t 2 cγ . . . T t n−2 cγ .
Next, we will apply Theorem 4.4 to construct some specific examples of vanishing cycles. In fact we will later see that the vanishing cycles constructed below already are sufficient to generate the monodromy group. Recall from Section 3.1 that on choosing a trivialising disc i : D → Σ, we obtain a decomposition Λ S = Λ S,0 ⊕ Λ S,1 , where Λ S,0 is spanned by the cycles {t j c i } i,j and Λ S,1 can be identified with Z[t]/ t n − 1 ⊗ Z Λ Σ . We note that once a choice of trivialising disc is given, the identification
is determined only up to composition with a power of t. 
Proof. Let γ i be the path from b i to b i+1 constructed in Section 3.2 (γ i is depicted in Figure 1 ). Then by the definition of c i , tc i , . . . , t n−1 c i , it is clear that these are the vanishing cycles associated to γ i . Consider a path γ a1 in Σ starting at b 1 and moving left to the boundary of the trivialising disc, going around the loop a 1 , then returning back to the trivialising disc and terminating at b 2 . The corresponding vanishing cycles will clearly have the form t j (c 1 + (1 − t)t w a 1 ), for some value of w. Similarly define paths γ b1 , . . . , γ ag , γ bg . The corresponding vanishing cycles will have the form
for the same value of w. Choosing a different identification in (4.1) if necessary, we may assume w = 0.
The vanishing lattice
5.1. Construction of vanishing lattice on Λ P . In this section we give Λ P the structure of a vanishing lattice (Λ P , , , ∆ P ), made out of vanishing cycles constructed in Section 4. We then recall the classification of vanishing lattices in [16, 17] and use these results to classify the vanishing lattice on Λ P . In Section 6 we will show that the group generated by transvections in ∆ P is precisely the monodromy group Γ SL of the Hitchin fibration.
Vanishing lattices were classified for R = Z 2 in [16] and R = Z in [17] . If (V, , , ∆) is a vanishing lattice over Z then we obtain a vanishing lattice (V , , , ∆) over Z 2 , where V = V ⊗ Z Z 2 and ∆ is the image of ∆ under mod 2 reduction. Proposition 5.1. Let V be a free R-module of finite rank with alternating bilinear form , . Let S ⊆ V be a subset of V satisfying the following conditions:
(ii) For any two distinct elements u, v ∈ S, there exists a sequence u = s 1 , s 2 , . . . , s m = v of elements of S such that s i , s i+1 = ±1 for, 1 ≤ i ≤ m − 1.
Let Γ S be the subgroup of Sp # V generated by {T s } s∈S and set ∆ = Γ S · S. Then (V, , , ∆) is a vanishing lattice and Γ ∆ = Γ S .
Proof. Clearly ∆ spans V , as S spans V . If V has rank µ > 1 then by (i), S has more than one element. Hence by (ii) there exists δ 1 , δ 2 ∈ S ⊆ ∆ with δ 1 , δ 2 = 1. Next, we claim that for any two elements u, v ∈ S, we have u = g(v) for some g ∈ Γ S . By (ii) it suffices to show this in the case that u, v = ±1. The claim follows, as u = T v T u (v), if u, v = 1 and
Our claim shows that ∆ is a Γ S -orbit, hence also a Γ ∆ -orbit. Thus (V, , , ∆) is a vanishing lattice. Moreover, since ∆ is a Γ S -orbit, we have that for any α ∈ ∆ there exists u ∈ S and g ∈ Γ S with α = g(u).
Consider Λ P equipped with the intersection form , . We will give (Λ P , , ) the structure of a vanishing lattice. For this let {a u , b u } g u=1 be a symplectic basis for Λ Σ . Let S P ⊂ Λ P be the subset:
By Proposition 4.6, we see that elements of S P are vanishing cycles associated to certain paths in Σ. By Theorem 4.4, it follows that the transvections {T v } v∈SP belong to the SL(n, C)-monodromy group Γ SL . Clearly S P satisfies the conditions of Proposition 5.1, so we obtain a vanishing lattice (Λ P , , , ∆ P ), where Γ ∆P is the group generated by transvections in S P and ∆ P = Γ ∆P · S P . So Γ ∆P is a subgroup of Γ SL . We will eventually show that Γ ∆P = Γ SL .
Remark 5.2. Let VC ⊂ Λ P be the set of all vanishing cycles associated to paths γ joining pairs of branch points in Σ and let Γ VC be the group generated by transvections in VC. We will eventually be able to show that ∆ P = Γ VC · VC and Γ VC = Γ ∆P , so that (Λ P , , , ∆ P ) is the same as the vanishing lattice described in the introduction.
5.2.
Classification over Z 2 . We recall the classification of vanishing lattices in [16, 17] . Since the classification over Z depends on the classification over Z 2 , we begin with the Z 2 case. In this section V will be a finite dimensional Z 2 vector space of dimension µ, equipped with an alternating bilinear form , . Let V 0 be the null space of , and let p be the dimension of V 0 . Then µ = 2r + p for some integer r.
If q is a quadratic function on V , we see that the transvection T v associated to v ∈ V preserves q if and only if q(v) = 1. We observe that to any basis B of V , we can associate a unique quadratic function q B with the property that q B (v) = 1 for all v ∈ B. Clearly the group generated by transvections by elements of B preserves q B .
Definition 5.3. Let (V , , , ∆) be a vanishing lattice. A basis B of V is called weakly distinguished if Γ ∆ is generated by {T v } v∈B . In this case, Γ ∆ preserves q B , hence q B (α) = 1 for all α ∈ ∆.
Note that a vanishing lattice does not necessarily admit a weakly distinguished basis.
To any basis B of V , we construct a graph Gr(B) as follows. The vertices of Gr(B) are elements of B and for every distinct pair of element u, v ∈ B, there is a single edge joining u and v if and only if u, v = 1.
Remark 5.4. If (V , , , ∆) is a vanishing lattice and B a weakly distinguished basis consisting of elements of ∆, then (V , , , ∆) can be completely recovered from Gr(B). Indeed, Γ ∆ is the group generated by {T v } v∈B and ∆ = Γ ∆ · B. Note however that different graphs can give rise to the same underlying vanishing lattice.
We now state the classification in [16] of vanishing lattices over Z 2 . If (V , , , ∆) is a vanishing lattice which admits a weakly distinguished basis B whose elements belong to ∆, then by Remark 5.4 it is enough to simply give the graph Gr(B). The remaining cases will be described individually. Vanishing lattices over Z 2 can be broadly classified into three main types: symplectic, orthogonal and special. In both the orthogonal and special cases, the are three sub-cases to consider.
Case 1: Symplectic. In this case ∆ = V \ V 0 and Γ ∆ = Sp # V . Symplectic vanishing lattices do not admit weakly distinguished bases and the group Sp # V does not preserve any quadratic functions. For fixed values of (r, p) there is only one symplectic vanishing lattice, which is denoted by Sp # (2r, p). Case 3: Special. There are three sub-cases, of which two admit weakly distinguished bases. We describe these cases first. In the first subcase B can be chosen so that Gr(B) is: This vanishing lattice is denoted A odd (2r, p).
The third subcase is obtained by taking the vanishing lattice A odd (2r, p + 1) and taking the quotient by the subspace spanned by e 1 + e 3 + e 5 + · · · + e 2r+1 , where e i denotes the basis vector corresponding to the i-th vertex. The resulting vanishing lattice is denoted by A ′ (2r, p). Note that the quadratic form of the A odd (2r, p + 1) vanishing lattice descends to the quotient if and only if r is odd.
The following is a very useful criterion for determining whether or not a vanishing lattice is special:
Proposition 5.5 ( [16] , Proposition 4.13). Let (V , , , ∆) be a vanishing lattice over Z 2 . The following are equivalent:
(1) (V , , , ∆) is not of special type.
(2) There exists
is a vanishing lattice of type O # 1 (6, 0). The condition that (V , , , ∆) contains O # 1 (6, 0) can be re-stated more simply as the condition that there exists e 1 , e 2 , e 3 , e 4 , e 5 , e 6 ∈ ∆ such that the graph of {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 } is the E 6 Dynkin diagram: 2
Let (Λ P , , , ∆ P ) be the vanishing lattice constructed in Section 5.1 and let (Λ P [2] , , , ∆ P ) be its mod 2 reduction. Theorem 5.6. Let µ = (n − 1)(nl + 2g − 2), let p = 2g if n is even and p = 0 if n is odd. Further define r such that µ = 2r + p. The vanishing lattice (Λ P [2] , , , ∆ P ) is isomorphic to: , 2g) , where a = m(l/2), if n = 2m and l are even and n > 2, (4) Sp # (2r, 2g), if n is even, l is odd and n > 2.
Proof. Consider first the case that n = 2. Then
The intersection graph of S P is given by:
, , , ∆ P ) must either be of type A odd (2l − 2, 2g + 1) or A ′ (2l − 2, 2g). However, we have the relation c 1 + c 3 + c 5 + · · · + c 2l−1 = 0, so the vanishing lattice is of type A ′ (2l − 2, 2g).
Consider the case n > 2. We will show that (Λ P [2] , , , ∆ P ) contains a copy of O # 1 (6, 0). In fact, consider the elements tc 3 , tc 1 , c 2 + tc 2 , c 3 , c 4 , c 5 ∈ ∆ P . Note that c 2 + tc 2 ∈ ∆ P because c 2 + tc 2 = T c2 (tc 2 ). The intersection graph of these elements is the E 6 Dynkin diagram:
Hence by Proposition 5.5, the vanishing lattice (Λ P [2] , , , ∆ P ) is not special for n > 2. If n is odd or n and l are even, we saw in Section 3.5, that Λ P [2] has a monodromy invariant quadratic function q and we calculated the Arf invariant of q in Proposition 3.12. Thus if n is odd or n and l are both even, then (Λ P [2] , , , ∆ P ) is of orthogonal type with the specified Arf invariant.
Lastly, in the case that n > 2 is even and l is odd we will show that (Λ P [2] , , , ∆ P ) is not of orthogonal type, hence it must be symplectic. Suppose on the contrary that there is a quadratic function q : Λ P [2] → Z 2 invariant under Γ ∆ P . Then we must have q(t j c i ) = 1 for all i and j. From this it follows that q(c 1 + (1 + t)c 2 + · · · + (1 + t + · · · + t n−2 )c k−1 ) = 1. But this is impossible, since
5.3. Classification over Z. Let (V, , , ∆) be a vanishing lattice over Z. Recall [4] that for an alternating bilinear form , on V there exists a basis {e 1 , f 1 , . . . , e r , f r , g 1 , . . . , g p } of V for which the matrix of , has the form Let (V , , , ∆) be the mod 2 reduction, let V 0 be the null space of , on V . Choose an element δ ∈ ∆ and let V 00 = {v ∈ V 0 | v + δ ∈ ∆}. Then V 00 is a subspace of V 0 and does not depend on the choice of δ [16, Lemma 2.11]. Let j : V → V * be the homomorphism j(x) = x, and consider the homomorphism
In [16] it is shown that V 0 /V 00 is either 0 or Z 2 . Hence we obtain a homomorphism φ : j −1 (2V * ) → Z 2 , where in the case V 0 /V 00 = 0, we take φ = 0. Define 
Now we can determine the isomorphism class of the integral vanishing lattice (Λ P , , , ∆ P ):
Theorem 5.9. The vanishing lattice (Λ P , , , ∆ P ) is isomorphic to: (1, 1, . . . , 1, n, n, . . . , n; 0), where a = m(l/2), if n = 2m and l are even and n > 2, (4) Sp # (1, 1, . . . , 1, n, n, . . . , n; 0), if n is even, l is odd and n > 2.
Proof.
The mod 2 classification of (Λ P , , , ∆ P ) was given in Theorem 5.6. In particular we saw that (Λ P , , , ∆ P ) does not have type O # or A odd , so we do not need to consider the invariant k 0 . The intersection form , is non-degenerate on Λ P , so p = 0 and the invariants (d 1 , . . . , d r ) are precisely the polarization type of the Prym variety P rym(S, Σ). This was calculated in Corollary 3.9.
6. Proof of the main theorem Let δ be a smooth point of the discriminant locus D. Let D δ be a copy of the unit disc in C, embedded in A such that D δ intersects D transversally at the point δ and meets no other point of D. Consider a loop γ δ in A \ D, which starts at the basepoint a 0 , follows a path p from a 0 to the boundary of D δ , goes once around the boundary of D δ and goes back to a 0 along p −1 . Such a loop will be called a meridian.
Kouvidakis and Pantev showed in the case L = K, that the discriminant locus D ⊆ A is an irreducible hypersurface [18] . Their proof easily extends to the case where L = K and deg(L) > deg(K). It follows that π 1 (A \ D, a 0 ) is generated by meridians and since D is irreducible, any two meridians are conjugate in π 1 (A\D, a 0 ). Let D 0 ⊂ D be the locus of points a ∈ D for which the corresponding spectral curve S a is irreducible and has an ordinary double point as its only singularity. Let δ ∈ D 0 and suppose that D δ is an embedded disc meeting D transversally in δ, as above. Consider the family X → D δ of spectral curves over D δ defined by pullback under the incusion D δ ⊂ A. The fibre X δ over δ of this family has an isolated non-degenerate singularity. It follows that the monodromy ρ(γ δ ) ∈ Aut(Λ S ) of a meridian γ δ around δ is a Picard-Lefschetz transformation:
where α ∈ Λ S is the vanishing cycle associated to γ δ . In fact, since π * • ρ(γ δ ) = π * , we see that α ∈ Λ P . We then have: Lemma 6.1. Let ∆ ⊆ Λ P be the set of vanishing cycles associated to meridians around points in D 0 . The monodromy group Γ SL is generated by the transvections {T α } α∈∆ . For any two vanishing cycles α, β ∈ ∆, we have α = gβ or α = −gβ for some g ∈ Γ SL .
Proof. Only the last statement of the lemma requires proof. Let α, β ∈ ∆. Then T α = ρ(γ 1 ), T β = ρ(γ 2 ) for some meridians γ 1 , γ 2 . But we have seen that all meridians are conjugate, so there exists x ∈ π 1 (A \ D, a 0 ) for which γ 1 = xγ 2 x −1 . Applying ρ, we get T α = gT β g −1 = T gβ , where g = ρ(x) ∈ Γ SL . As , is non-degenerate it is easy to see that T α = T gβ implies that α = gβ or α = −gβ.
Lemma 6.2 ([16]
, Theorem 2.9). Let (V, , , ∆) be an integral vanishing lattice and x ∈ V . Then x ∈ ∆ if and only of there exists y ∈ V and δ ∈ ∆ such that x, y = 1 and x − δ ∈ 2V . Theorem 6.3. Let (Λ P , , , ∆ P ) be the integral vanishing lattice constructed in Section 5.1 and Γ ∆P ⊆ Aut(Λ P ) the group generated by transvections by elements of ∆ P . We have an equality
Proof. We have already established the inclusion Γ ∆P ⊆ Γ SL , which follows by Theorem 4.4 and Proposition 4.6. It remains to prove the reverse inclusion.
Consider first the case n > 2. By Lemma 6.1, it is sufficient to show that T α ∈ Γ ∆P , where α is the vanishing cycle of a meridian around a point in D 0 . It is easy to see that the vanishing cycles {t j c i } constructed in Section 4 are vanishing cycles associated to meridians. Applying Lemma 6.1, we have that there exists a g ∈ Γ SL for which α = gc 1 or α = −gc 1 . As (Λ P , , , ∆ P ) is a vanishing lattice, it can be shown that there exists h ∈ Γ ∆P such that hc 1 = −c 1 [16] . So replacing g by gh if necessary, we can assume α = gc 1 . If n is odd or n and l are both even, then (Λ P , , , ∆ P ) is of orthogonal type. Let ∆ P ⊂ Λ P [2] be the mod 2 reduction of ∆ P . Then as explained in Section 5.2, ∆ P = {v ∈ V \ V 0 | q(v) = 1}, where V = Λ P [2] and q is the monodromy invariant quadratic function. It follows that the mod 2 reduction of α belongs to ∆ P , since q(gc 1 ) = q(c 1 ) = 1. Moreover α, y = 1, where y = g(tc 1 ), so by Lemma 6.2 we have α ∈ ∆ P . If n is even and l is odd, then (Λ P , , , ∆ P ) is of symplectic type. So ∆ P = V \ V 0 and by a similar argument we have α ∈ ∆ P .
Lastly, consider the case n = 2. It was shown in [2] that Γ SL is generated by transvections T cγ , where c γ is the cycle associated to a path γ joining two branch points, as in Theorem 4.4. It is also clear that c γ is the vanishing cycle of a meridian. Suppose that γ joins branch points b i , b j and assume i < j (the case i > j is similar). Let c ∈ Λ P [2] be the mod 2 reduction of c γ . Then it is easy to see that c must have the form c = c i + c i+1 + · · · + c j−1 + (1 + t)a for some a ∈ Λ Σ [2] . In the case n = 2, we have that ∆ P ⊂ Λ P [2] is of special type. Then using [16, Lemma 3.11] , we see that c ∈ ∆ P . By the same argument as in the n > 2 case, we have c γ = g(c 1 ) for some g ∈ Γ SL . So c γ , y = 1 for y = g(c 2 ). Then by Lemma 6.2, we have c γ ∈ ∆ P .
The next theorem shows that the monodromy of the GL(n, C) Hitchin fibration is determined by the vanishing lattice (Λ P , , , ∆ P ) together with the extension Λ P → Λ S → Λ Σ .
Theorem 6.4. The monodromy group Γ GL is the subgroup of Aut(Λ S ) generated by transvections T α : Λ S → Λ S , where α ∈ ∆ P .
Proof. By the same argument used for Γ SL , we have that Γ GL is the subgroup of Aut(Λ S ) generated by transvections in vanishing cycles associated to meridians around points in D 0 . Let Γ GL,∆P be the subgroup of Aut(Λ S ) generated by transvections in ∆ P . Recall from Section 5.1 the subset S P ⊂ ∆ P . We let Γ GL,SP be the subgroup of Aut(Λ S ) generated by transvections in S P .
In the proof of Theorem 6.3, we established that if α is such a vanishing cycle, then α ∈ ∆ P . Hence Γ GL ⊆ Γ GL,∆P . On the other hand we have that the elements of S P are vanishing cycles associated to meridians, so Γ GL,SP ⊆ Γ GL . Arguing as in the proof of Proposition 5.1, we see that the subgroup of Aut(Λ S ) generated by transvections in ∆ P is also generated by transvections in S P . Hence Γ GL,SP = Γ GL = Γ GL,∆P . In particular, Γ GL is the subgroup of Aut(Λ S ) generated by transvections in ∆ P . Proposition 6.5. Let VC ⊂ Λ P be the set of vanishing cycles associated to paths in Σ joining pairs of branch points and let Γ VC be the group generated by transvections by cycles in VC. Then ∆ P = Γ VC · VC and Γ VC = Γ ∆P = Γ SL .
Proof. The elements of S P are all vanishing cycles associated to certain paths joining branch points, so S P ⊆ VC and Γ SP ⊆ Γ VC , where Γ SP is the group generated by transvections in S P . By Proposition 5.1, we have Γ SP = Γ ∆P and Γ ∆P = Γ SL by Theorem 6.3, so Γ SL ⊆ Γ VC . On the other hand Γ VC ⊆ Γ SL , by Theorem 4.4. So Γ VC = Γ SL . It remains to show that VC ⊆ ∆ P . Let α ∈ VC. Then as T α is the monodromy around a meridian, arguing along the same lines as in the proofs of Lemma 6.1 and Theorem 6.3 gives α = gc 1 for some g ∈ Γ SL . But gc 1 ∈ ∆ P , so we have shown that VC ⊆ ∆ P and hence Γ VC · VC ⊆ Γ SL · ∆ P = ∆ P . However, ∆ P is an orbit of Γ SL = Γ VC , so we must have Γ VC · VC = ∆ P .
Application to the topology of Higgs bundle moduli spaces
Let M(n, d, L) denote the moduli space of rank n L-twisted Higgs bundles with trace-free Higgs field and determinant equal to a fixed line bundle D of degree d. Up to isomorphism, M(n, d, L) depends on D only through the degree d. We can define the Hitchin fibration h : M(n, d, L) → A and one finds that for any value of d, the moduli space M(n, d, L) is a torsor for the family of Prym varieties p : P rym(S/A reg ) → A reg as defined in Section 2. In particular, this implies that the monodromy local system of M(n, d, L) is Λ, independent of d. Let a ∈ A reg and let F a = h −1 (a) be the corresponding non-singular fibre of the Hitchin fibration. Our goal this section will be to prove the following: Theorem 7.1. Let ω ∈ H 2 (F a , Q) be the cohomology class of the polarization on F a . The image
To prove this theorem we need to use a result concerning symplectic vector spaces over finite fields of prime order. Let p be an odd prime, V a vector space over Z p of dimension 2v and , a non-degenerate alternating bilinear form over V . Given a symplectic basis {e 1 , f 1 , e 2 , f 2 , . . . , e v , f v } and m ∈ {0, 1, 2, . . . , v}, let α 2m ∈ ∧ 2m V be given by
(e i1 ∧ f i1 ) ∧ · · · ∧ (e im ∧ f im ).
It can be shown that α 2m is independent of the choice of symplectic basis and is invariant under the group Sp(V, Z p ) of symplectic transformations of V [11] .
Lemma 7.2. The subspace of ∧ * V invariant under Sp(V, Z p ) is spanned by 1, α 2 , α 4 , . . . , α 2v .
Proof. We use induction on the dimension 2v of V . Assume the result holds in dimension 2v − 2. Choose a symplectic basis B = {e 1 , f 1 , . . . , e v , f v } for V . For i = 1, 2, . . . , v, let V i be the subspace spanned by B \ {e i , f i }, let ι i : V i → V be the inclusion and π i : V → V i the projection with kernel spanned by e i , f i .
Let λ ∈ ∧ k V be invariant. Consider first the case where k is odd. For any i we have that π i (λ) is invariant under Sp(V i , Z p ), so π i (λ) = 0 by induction. It follows that λ = e i ∧ α + f i ∧ β + e i ∧ f i ∧ γ, where α, β, γ are in the image of ι i : ∧ * V i → ∧ * V . But λ is invariant under the transvections T ei , T fi and it follows easily that α = β = 0, so that λ is a multiple of e i ∧ f i . Since i was arbitrary, we have that λ is a multiple of e 1 ∧f 1 ∧· · ·∧e v ∧f v . But λ has odd degree so this can only happen if λ = 0.
Consider the case where k = 2m is even. Then for each i, we have that π i (λ) is invariant under Sp(V i , Z p ), so by induction we have π i (λ) = c i π i (α 2m ) for some c i ∈ Z p . Clearly this can only happen if c 1 = c 2 = · · · = c m and thus π i (λ − c 1 α 2m ) = 0 for all i. By the same argument as used in the case where k is odd, we see that either λ − c 1 α 2m = 0, or m = v and λ − c 1 α 2v is a multiple of e 1 ∧ f 1 ∧ · · · ∧ e v ∧ f v = α 2v . In either case λ is a multiple of α 2m . Lemma 7.3. The space H * (F a , Q) ρSL of monodromy invariant rational cohomology classes on F a is spanned by 1, ω, ω 2 , . . . , ω u .
Proof. Suppose that µ ∈ H k (F a , Q) ρSL is a monodromy invariant cohomology class on F a . Multiplying µ by a sufficiently large positive integer, it suffices to assume that µ ∈ H k (F a , Z) ρSL . Let p be an odd prime not dividing n and let V = Λ * P ⊗ Z Z p . Then since H k (F a , Z) = ∧ k Λ * P , we have H k (F a , Z p ) = ∧ k V . By Corollary 3.9, the polarization type of , on Λ P is (1, 1, . . . , 1, n, n, . . . , n), where there are g copies of n. It follows that the mod p reduction of , is a non-degenerate alternating bilinear form on Λ P ⊗ Z Z p and so by duality induces a non-degenerate alternating bilinear form , on V preserved by the monodromy action. Reduction mod p thus induces a homomorphism φ : Γ SL → Sp(V, Z p ) and the reduction of µ mod p gives an element µ p ∈ ∧ k V invariant under φ(Γ SL ). Since p is odd, it follows from [5, Theorem 2.7 and Theorem 6.5] and the fact that Γ SL is generated by transvections in the set S P given in Section 5.1, that φ is actually surjective. Then by Lemma 7.2, we have that µ p = 0 if k is odd and µ p is a multiple of α 2m if k = 2m is even.
Suppose first that k is odd. Then µ is divisible by infinitely many primes, hence µ = 0. Now suppose that k = 2m is even. Then for every odd prime p not dividing n we have that the mod p reduction of µ is a multiple of α depends on p). Suppose also that p > m. Then from Equation (7.1), we have that α (p) 2m is the mod p reduction of ω m /m!, where ω ∈ ∧ 2 Λ * P is the alternating form , thought of as a 2-form. Let τ ∈ ∧ 2m Λ * P be a primitive vector such that ω m /m! is an integral multiple of τ . The mod p reduction of µ is a multiple of the mod p reduction of τ for infinitely many primes p. It follows that µ is in the Z-span of τ and thus µ is a rational multiple of ω m in ∧ 2m Λ * P ⊗ Z Q.
