Coarse-graining a molecular model is the process of integrating over degrees of freedom to obtain a reduced representation. This process typically involves two separate but related steps, selection of the coordinates comprising the reduced system and modeling their interactions. Both the coordinate selection and the modeling procedure present challenges. Here, we focus on the former. Typically, one seeks to integrate over the fast degrees of freedom and retain the slow degrees of freedom. Failure to separate timescales results in memory. With this motivation, we introduce a heuristic measure of memory and show that it can be used to compare competing coordinate selections for a given modeling procedure. We numerically explore the utility of this heuristic for three systems of increasing complexity. The first example is a four-particle linear model, which is exactly solvable. The second example is a sixteen-particle nonlinear model; this system has interactions that are characteristic of molecular force fields but is still sufficiently simple to permit exhaustive numerical treatment. The third example is an atomic-resolution representation of a protein, the class of models most often treated by relevant coarse-graining approaches; we specifically study an actin monomer. In all three cases, we find that the heuristic suggests coordinate selections that are physically intuitive and reflect molecular structure. The memory heuristic can thus serve as an objective codification of expert knowledge and a guide to sites within a model that requires further attention.
I. INTRODUCTION
Eliminating degrees of freedom from molecular models (coarse-graining) can provide important physical insights, and the resulting reduced models can serve as the basis for simulations of assemblies that would otherwise be computationally intractable. [1] [2] [3] [4] [5] [6] [7] Developing procedures for projecting from simulations of a model to a selected reduced set of coordinates has received much attention in recent years. 5, 8 However, a major outstanding issue in applying these methods is that it is not generally obvious which degrees of freedom are most important to retain. It is widely acknowledged that it can be difficult to identify the variables that are most important for characterizing a process of interest, especially as they are often system-and observable-specific. Systematic approaches to this problem have largely focused on identifying a small number of coordinates (typically four or fewer) that are predictive of dynamics (see Refs. 9-11 for discussion, and references therein).
Studies that seek to retain larger numbers of degrees of freedom (e.g., as the starting point for further simulations) are often based on chemically intuitive groupings: functional groups, amino acids, or contiguous segments of polymeric molecules. 5, [12] [13] [14] However, which choice of coordinates is best can depend on the coarse-graining procedure and its approximations. 15, 16 Methods of coordinate selection that take into account the details of coarse-graining approaches and enable direct evaluation of competing projeca) weare@uchicago.edu. b) dinner@uchicago.edu.
tions for a given system are thus needed. Few such algorithms exist. One procedure that traces its roots back two decades 17 is essential dynamics coarse-graining (ED-CG). 18, 19 ED-CG seeks to determine the mappings that best capture lowfrequency quasi-harmonic normal modes of a system. It is expected to be suitable for treating native protein dynamics. In contrast, shape-based coarse-graining (SB-CG) was specifically introduced for modeling the dynamics of association of multiprotein assemblies; 20 it focuses on reproducing the overall geometry of a molecule and its inertia. In both these methods, an assumption about the separability of the dynamics is made: in ED-CG, that the large amplitude vibrational modes can be described without keeping track of the small amplitude modes, or in SB-CG, that translational and rotational dynamics can be described without considering the dependence of the internal dynamics of molecules on their external environments.
The method proposed here is motivated by a fundamental assumption implicit in many coarse-graining approaches: that there is a separation of timescales 21 such that it is meaningful to integrate over the fast degrees of freedom that effectively equilibrate for each configuration of the slow degrees of freedom that are retained. Often, this assumption is reasonable in principle but fails in practice because slow degrees of freedom are inadvertently included among the variables that are eliminated. Using as examples the methods mentioned above, neglected anharmonicities can lead to long-lived discrete breathers in ED-CG 22 and a molecule's moments of inertia can be multimodal and depend on neglected transitions between metastable states in SB-CG. 5 In such cases, it is necessary to include long-time correlations in the equation of motion to capture the dynamics. 23 In other words, the system has a memory: the projected dynamics is not a function of solely the instantaneous configuration of the system, but also depends on its past history. We seek to quantify the timescale of this memory and use it as a means for comparing coarsegraining schemes.
The paper is organized as follows. We begin by defining a class of coarse-grainings based on linear combinations of positions of particles in a model and discuss the form of the projected equation of motion. With this background, we introduce a heuristic measure of the memory timescale and show that it has reasonable limiting behavior for a simple example. We then examine three molecular examples of increasing complexity. We show for an exactly solvable linear model that the optimal choice of projection corresponds to minimizing the heuristic timescale. We explore a nonlinear model with an enumerable number of mappings for the force-matching method and find that the memory timescale correlates with the residual difference between the input and output forces. For this system, we compare means for estimating the memory timescale. Finally, we use the memory timescale as an objective function for a Monte Carlo procedure that searches possible mappings of the protein actin to a harmonic representation with fewer degrees of freedom, and we compare the output of our automated procedure to previous coarsegraining work on that system. 7, 24, 25 In all three cases, we find that the heuristic suggests coordinate selections that are physically intuitive and reflect molecular structure. The memory heuristic can thus serve as an objective codification of expert knowledge and a guide to sites within a model that require further attention.
II. METHODS

A. Generalized Langevin equation
Throughout this article we will assume that the finegrained dynamics are governed by a Langevin equation
where x is a many-component vector describing the positions of all the particles, f is the vector of fine-grained forces, γ is a friction coefficient, and the noise η satisfies
k B is Boltzmann's constant, and T is temperature. We will consider only coarse-grainings of the system described by linear maps from the vector of fine-grained coordinates x to the vector of coarse-grained coordinates X:
where W Ij is the contribution of the jth fine-grained degree of freedom to the Ith coarse-grained degree of freedom. We also introduce a projection of the forces,
In general, projecting a dynamics onto a reduced number of continuous variables results in a generalized Langevin equation. 23, 26 For convenience and ease of computation, we follow a common practice in the literature 27 and assume that the GLE takes the approximate form
though it is possible to define and calculate more general memory kernels and noise processes. 26 Hereη is a colored Gaussian noise process assumed to be independent of the initial positions and momenta. In our definition of the approximate GLE aboveF should be thought of as a functional approximation of the mean force,
where U is the microscopic interatomic potential, and we explicitly note the dependence of X and F on x. The distinction betweenF and F is significant in thatF is explicitly a function ofX and not x, whereas F is a function of x. The memory kernel β(t) serves as a central quantity of the paper. It describes how the instantaneous forces in a system depend on its velocity history and, through the fluctuationdissipation theorem, also captures non-Markovian fluctuations inη(t). β(t) is a matrix function of t that describes the influence of the past rate of change of each degree of freedom on each component of the current force vector; we will consider only its diagonal elements when constructing our heuristic objective function.
Since β(t) is so important for the remainder of our study, it is worth discussing further. When the dynamical separation between resolved and unresolved degrees of freedom is poor, one expects the elements of β(t) to decay slowly and the noise termη to have non-trivial time correlations. However, so long as the two satisfy the fluctuation-dissipation relationship,
the dynamics generated from the GLE above is guaranteed to have an equilibrium distribution consistent with the potential of mean force corresponding toF . 28 If the modelF happens to be the true mean force, then the equilibrium distribution of X sampled by the GLE will exactly match that which would be obtained from projecting the dynamics of the original finegrained model. That said, the GLE in Eq. (5) involves many approximations 23, 26 and may not be capable of faithfully reproducing the projected dynamics in all situations. In particular, Eq. (5) requires the assumption that the memory integrand is a linear function of only the velocity variables and that the noise process is Gaussian with statistics that are independent of the coarse-grained positions and velocities. Though our numerical results suggest that this form is adequate for our limited purposes, it would be worthwhile in the future to reconsider the dependence of our analyses on these approximations.
Putting aside concerns about Eq. (5), let us consider its consequences. We can write Using the projected acceleration
we then have
Given a long trajectory of X obtained by projecting the simulated dynamics of the fine-grained model and a coarse-grained modelF , the quantity F(t) can be computed straightforwardly. From Eq. (10), the memory function β can be determined by taking the correlation of both sides withẊ I (0) to obtain
Equation (11) can be discretized, in which case it takes the form of an upper triangular matrix equation for β, given the velocity autocorrelation function and the correlation between the velocity and the force residual. In Sec. IV, we employ the discretization
where the t m are closely spaced. Note that if the dynamics of X are nearly decoupled from those of the remaining variables (i.e., F(x) can be approximated well by a function of only X), then β will be similar to a delta function. In such cases the discretization above will not be very accurate unless the time steps t m + 1 − t m are very small. In most cases of practical interest we do not expect a perfect decoupling of the coarsegrained variables and the discretization above should be sufficient. In Sec. III below, where we explore a toy problem for which we expect β to be similar to a delta function, we have verified that our results are qualitatively robust to the choice of time step. Even when β is a reasonably smooth function, the computational cost of determining the memory by this numerical procedure is a superlinear function of the number of sampled points (N) in the trajectory (e.g., O(N 2 ) when solving the equation via back substitution). To avoid this scaling, we also explore an alternative approach, considering in place of β, the autocorrelation function of the residual F itself. In Sec. II B, we introduce a heuristic estimate for the longest timescales contributing to β and the autocorrelation of F.
B. Estimating the memory timescale
To use the memory as an objective for evaluating coarsegraining schemes we would like to characterize β(t) by a single number. As β(t) is a time-dependent matrix, this necessitates a reduction of information. In general, β(t) and the autocorrelation of F can be characterized by multiple timescales, but for our purposes we are most interested in the decay timescale of the memory because it reports on how well separated are the timescales between coarseand fine-grained variables. The decay timescale can be estimated using the moments of the memory function. We choose β 2 (t), where
is a weighted average of the square of the diagonal elements of the memory kernel with all weights ρ i proportional to the mass associated with coarsegrained degree of freedom i unless otherwise noted. Define I 0 = β 2 (t)dt to be the zeroth moment and I 1 = tβ 2 (t)dt to be the first moment of the squared correlation function. Then a natural choice of memory decay timescale is the ratio λ = 2I 1 /I 0 . We have already remarked that if the dynamics of X are nearly decoupled from those of the remaining variables, then β will be δ-like. As β becomes closer to a delta function I 0 will approach infinity up to sampling and discretization errors. In such a case, the ratio λ = 2I 1 /I 0 will approach zero.
As an example, now consider a memory function with the form of an exponentially decaying oscillation. In this case we are more interested in the envelope of the oscillating part than the timescale of the oscillations. Let β(t) = Ae −t/τ cos (ωt), which decays on the timescale τ and oscillates on the timescale 1/ω. For this choice of β one finds that
where ξ ≡ ωτ , and
so that
As ξ grows, λ approaches τ . The deviation from τ is at most about 30% over the range of ξ , when ξ ≈ 1.2 ( be obtained by going to higher moments of β 2 (t), but doing so makes the result more sensitive to noise at long times, as does using higher powers of the correlation function. For the remainder of this article we use λ = 2I 1 /I 0 as an objective function for coarse-graining because it provides a simple, robust estimate for the timescale of memory decay in a system.
C. Mapping schemes
Among linear mappings, we consider only two subtypes: effective particle schemes and internal coordinate schemes, which we will now proceed to define and discuss.
In an effective particle scheme, j W Ij = 1 and W Ij ≥ 0, i.e., the contribution of each atom to a given coarsegrained state is non-negative and sums to 1. This scheme can be interpreted as defining new particle coordinates from existing particle coordinates-if we translate each fine-grained particle by one unit in some coarse-grained direction, each of the coarse-grained degrees of freedom also increases by one unit in that direction, giving the coarse-grained degrees of freedom the same translation properties as the fine-grained particles. This property ensures that momentum is simple to interpret in the coarse-grained system, so it is natural to associate a mass with each coarse-grained site. Because the sites are interpreted as particles, their interactions are often approximated by two-or three-body energy terms.
Alternatively, when studying molecules in isolation we are often not interested in rigid motion of the whole system and would like to consider only coarse-grainings in which every coarse-grained degree of freedom is orthogonal to the vector with all entries equal to 1, that is, linear maps such that j W Ij = 0. We refer to this type of coarse-graining as an internal coordinate scheme in general. For harmonic (and near harmonic) systems we will also refer to it as an eigenspace scheme because in these systems the dynamics of the finegrained system can be completely (or nearly) decoupled in the basis of eigenvectors of the Hessian matrix and we expect the choice of W that is optimal in the sense of our memory metric to correspond closely to those eigenvectors. For convenience, we also require that the rows of the mapping matrix are normalized, j W 2 Ij = 1. To better understand how these schemes relate, consider a heterogeneous elastic network model (heteroENM) coarsegraining. 29 In an effective particle heteroENM, the Hamiltonian of the coarse-grained system corresponds to that of a mass-spring network with a different non-negative spring constant defined between each pair of masses,
In the internal coordinate analog of a heteroENM, on the other hand, we would instead fit the observed interactions to a Hamiltonian of the form
where the matrix k is positive semi-definite. In both cases we assume the presence of some external restraining force or condition to ensure a meaningful equilibrium density. The procedure for determining the k IJ is discussed further in Sec. V. When using the effective particle scheme, the potential must be made invariant under translations by constructing it to depend only on differences between effective particle coordinates. In contrast, in an internal coordinate scheme, the coarse-grained degrees of freedom are already relative coordinates, so any model using them exclusively automatically captures the translation invariance of the fine-grained potential of mean force. This distinction is important to keep in mind because the different coarse-graining schemes are naturally suited to different representations of the potential of mean force. For quadratic approximate potentials of mean force, models of one type can be exactly converted to models of the other type using linear transformations of the effective particle coordinates to coarse-grained internal modes, so the issue is minor. However, in more general cases, when the potential of mean force is more complex, the two schemes are more difficult to relate and the approximate functional forms appropriate for one may not be as convenient as those used for the other.
III. LINEAR MASS-SPRING MODEL
A linear system is a natural first system in which to test the proposed method because we can determine the projected dynamics analytically. Our test system consists of a set of masses connected to their immediate neighbors by springs. The masses are allowed to move in only one dimension, and the resting points of all of the springs are set to zero length. The equations of motion arë
where γ is a damping constant, k B is Boltzmann's constant, T is the temperature, η is a white noise term satisfying Eq. (2), and k ij are the force constants, which can differ from one spring to another. We choose a coarse-graining that yields a reduced model of similar form. In that it is a linear model, it is similar to a heteroENM coarse-graining, but, in keeping with Sec. II, we minimize the residual in the projected forces rather than attempting to match the fluctuations as is normally done in heteroENM coarse-graining 29 (see also Sec. V). We use an eigenspace (internal coordinate) mapping with j W 2 Ij = 1 and j W Ij = 0. After simulating the system and storing the trajectory, including the forces, we then fit a new harmonic model using gradient-descent to adjust the effective spring constants to minimize the error in the projected forces given the constraints.
For a harmonic model, if one of the coarse-grained degrees of freedom (in the eigenspace basis) corresponds to a normal mode (i.e., an eigenvector of the Hessian), its dynamics will be uncoupled from the remaining degrees of freedom. This corresponds to the situation discussed in Sec. II B, in which F can be well approximated by a function of only X; the normal modes minimize the memory timescale. Thus we can investigate the accuracy of our memory estimate by checking how well our memory-based choices of optimal Estimated memory timescale λ = 2I 1 /I 0 as a function of the mapping parameters for a four-particle linear mass-spring model coarse-grained to a single effective particle using an internal coordinate style mapping. Coarsegrained variables corresponding to eigenmodes of the fine-grained system are marked by red upward triangles and optima of the estimated memory timescale are marked by green downward triangles. The function is plotted relative to its minimum attained value, 1.29. The memory-optimal coarsegrainings are quite close to the eigenmodes of the system, as conjectured, despite statistical errors in the estimation of the memory timescale and the sensitivity of the minima to noise.
coarse-grained variables match the eigenvectors of the finegrained system. Now consider a special case of this type of model, a four-particle system with homogeneous spring constants of k = 1 energy/length 2 units, temperature k B T = 0.02 energy units, and a damping constant γ = 0.05 inverse time units. For the fine-grained dynamics, we use a time step t = 0.01 and simulate for 5000 time units, sampling the forces and positions every ten time steps.
We consider coarse-graining to a single degree of freedom with 
There are two branches, one where the positive root is chosen for W 12 and one where the negative root is chosen. All three nontrivial eigenvectors lie on the negative branch. These considerations allow a reduction of the space of all possible mappings to two dimensions, W 13 and W 14 , and we survey how the memory timescale λ = 2I 1 /I 0 depends on these parameters (Fig. 2) . The Hamiltonian of the coarse-grained system has only a single term that directly corresponds to the eigenvalue of the internal coordinate in the case that it is a normal mode. The main purpose of Fig. 2 is to compare the locations of the eigenmodes and the internal coordinates that minimize the estimated memory timescale. Overall, they agree well, validating the motivation for the approach.
There are certain numerical points to note, however. Long-time noise in the correlation function can significantly impact the calculation of I 1 and we find that it is important to truncate the discrete sum used to calculate it. As a rule of thumb, we do so when the error is about 1% of the initial value. Even then, the regions around the minima in Fig. 2 are quite flat, so small errors in the estimate of the memory timescale due to finite sampling can cause the estimated optima to deviate from the exact normal modes. This is a drawback of our current numerical scheme and not the objective function itself.
IV. NONLINEAR MOLECULAR MODEL
In Sec. III the memory-optimal mappings were approximately equal to the normal modes of the linear system. We now investigate using the memory timescale as an objective for coarse-graining a simple but nonlinear model with a potential that is representative of typical molecular force fields. We compare the fine-grained and memory-optimal coarsegrained dynamics directly and discuss how memory-optimal coarse-grainings reflect structural information.
Our nonlinear molecular model comprises 16 particles connected as shown in Fig. 3 . The potential governing the particles can be written
with U b being a harmonic term for bond lengths, U a controlling angles between successive bonds, and U r being a hardcore repulsion between all pairs of particles. These terms take simple but realistic forms, which we now describe.
where r i is the position of atom i and k ij is a sparse matrix of nonnegative spring constants (with k ij = 0 for atoms that are not bonded). The bond lengths are determined by the minimum formed between the repulsive interaction and this spring interaction.
where B is a tensor of angle interaction strength parameters with entries B ijk that are nonzero if and only if k ij and k jk are both nonzero. Finally, all pairs of atoms are subject to a pairwise repulsion,
where r = |r i − r j | is the separation between atoms i and j, and the constant is chosen to make the force continuous. The mass of each atom is 1, and the bond strengths are chosen such that k ij = 1 and B ijk = 1 except for the angle terms involving the bond from atom 7 to atom 8 (B 78k with k = 6, 9, 10, 11 indexing the neighboring bonds), which we vary. To generate the fine-grained data for coarse-graining, this model is simulated according to Eq. of only their separation distance, R, and employ the forcematching method 30 to define a coarse-grained potential of mean force. The coarse-grained interactions are calculated in a tabulated form by averaging the fine-grained forces (Eq. (4)) as a function of R, using 1000 bins up to a maximum separation of 50 simulation distance units (where the average bond length in the system is 1 distance unit). This corresponds to using a discrete delta basis for the force-matching procedure. To simplify physical interpretation, we require that each fine-grained particle belong to just one coarse-grained site or the other and that fine-grained particles contribute to sites with uniform weights. Initially, we also require that the same number of atoms belong to both sites (this assumption is relaxed below). Because of the small size of the system, there are only 12870 such mappings, and we can exhaustively search these to find the global minimum of the memory timescale. When the angle terms involving the central bond are made weak (B 78k = 0.1), the optimal coarse-graining is found to place the boundary between the two effective particles at that bond. Labeling the two effective particles by 0 and 1, we can compactly write this particle assignment as 1111111100000000 (compare with the fine-grained indexing in Fig. 3(a) ). This mapping has a memory timescale of 0.0086 ± 0.0003 (errors determined over five independent simulations). If instead all bond angles have the same stiffness, then the optimal coarse-graining is unchanged, but the memory timescale becomes 0.012 ± 0.002. When the angle terms involving the central bond are made stronger (B 78k = 2) than the others, the memory timescale becomes 0.024 ± 0.007.
We are also interested in the interplay between coarsegraining procedure and choice of coarse-grained variables. The fundamental quantity in the coarse-graining procedure used in this section, force-matching, is the least-squares residual, which we compare to the memory timescale in Fig. 4 . Specifically, we calculate the standard deviation of the finegrained forces in each bin of the coarse-grained interaction. We then average over the standard deviations for the bins, weighted by how often the system is observed in each bin. We do this for each of the 12870 possible mappings and plot a point for each. In all three cases (weak, equal, and strong central bond angle terms) there is a correlation between the memory timescale and the least-squares residual computed as just described. Furthermore, the coarse-graining that corresponds to the minimum of the memory timescale also corresponds to the minimum of the residual except in the case in which all bond angles have the same stiffness.
Exhaustive results can also be obtained when the constraint that both coarse-grained sites have the same number of particles is relaxed but at least one of the two sites is still required to be topologically contiguous-that is to say, that each atom belonging to this site (assumed to be the site labeled 0) must be reachable from any other atom belonging to the site by following the bond network without leaving the site. This allows sites of different size to be used without having the full 2 16 possibilities. This larger set of coarse-grainings contains distinct mappings that lead to similar memory timescales compared to the optimal maps for groups that are the same size. In particular, the 1111111100000000 coarse-graining which divides the molecule at the central bond is very close in memory timescale to another coarse-graining. The mapping 1110110000000000 (Fig. 3(b) ) has a memory timescale significantly larger than the other one (0.0124 ± 0.0007 versus 0.0086 ± 0.0003) when the central bond angle terms are weak, but is within error (0.03 ± 0.01 versus 0.024 ± 0.07) when they are strong. This coarse-graining places the five atoms belonging to the outer part of the 6-membered ring into one site, and the rest of the molecule in the other site. The least-squares residuals in these cases have comparable values: 0.26 for 1111111100000000 and 0.27 for 1110110000000000.
A more precise comparison can be made by using the predicted trajectories of the coarse-grained sites for different mappings. To this end, we simulate the dynamicŝ
and compareX to the projection X (Eq. (3)) at δt = 0.5 and δt = 1 time units after the initiation of the integration. Note that the last term is the projected fine-grained noise; we use it rather than an independent random process (cf. Eq. (5)) to prevent divergence due to stochastic effects. Examples for the coarse-grained models 1111111100000000, 1110110000000000, and a non-optimal but still contiguous coarse-graining 0001111111001100 are plotted in Figs. 5(a)-5(c), respectively. There is near perfect overlap of the indicated coarse-grained variable in Figs. 5(a) and 5(b), whereas there is little overlap in Fig. 5(c) , showing that the memoryoptimal mappings lead to good reproduction of the dynamics, while the arbitrary coarse-graining does not. We quantify these differences by computing the relative error between the trajectory simulated using the coarse-grained dynamicsX(t) and the trajectory derived from projecting the fine-grained dynamics X(t):
The errors are given in Table I . The two memory-optimal cases have nearly the same relative error in the positions, which is a factor of 10 smaller than the representative nonoptimal coarse-graining. Finally, we use the nonlinear molecular model to compare the autocorrelation function of the residual of the forces ( F(0) F(t) ) with β(t) estimated by solving Eq. (11) . In Fig. 6 we show both functions for the 1111111100000000 coarse-graining.
F(0) F(t) tracks the behavior of β(t)
, but the fluctuations in the latter are much smaller, so longtime correlations are more apparent and better resolved when using β(t) as opposed to F(0) F(t) to estimate memory timescales. Better resolution of these long-time correlations leads to an increase in the measured memory timescale. As such, we measure a timescale of 0.039 when integrating β(t) compared to 0.0086 when integrating F(0) F(t) . Likewise, we obtain 0.186 and 0.013, respectively, for the coarsegraining 0001111111001100. In both of these examples the ordering is preserved but the magnitudes are quite different. 
V. ACTIN MODEL
To look at a more practical application, we examine coarse-graining an actin monomer with the heteroENM approach. 29 As mentioned above, the heteroENM method is a fluctuation-matching method for effective-particle-coarsegrained models of proteins. Like other elastic network models, it is a spring-mass network model, but unlike many others, each spring constant can be unique. In other words, it is a heterogenous network. To use this method, one must first perform fine-grained simulations of the target protein to measure the average distances between all coarse-grained effective particles in the protein and the Gaussian (elastic) fluctuations of those distances. Then, one approximately inverts the correlation matrix using an iterative process to obtain spring constants between all of the effective particles. Those spring constants and average distances are then used as parameters for an elastic network model of the coarse-grained system, and, for sufficiently long times, the first and second moments of all the inter-effective-particle distances should closely match between the fine-grained and coarse-grained models.
The microscopic trajectory that we coarse-grain consists of structures saved every 2 ps from the last 2 ns of a 50 ns simulation of the 1J6Z actin structure, 31 with ADP bound, and with the unfolded D-loop from the 1ATN structure of actin; 32 see Ref. 33 for details. The monomer has 375 C α atoms, which are the degrees of freedom we consider on the fine-grained scale. We map these atoms to 12 coarse-grained sites using an effective particle coarse-graining scheme in which each atom is associated with only one coarse-grained site. For each mapping discussed below, we compute a heteroENM model with settings α = 0.125, a maximum cutoff distance between sites of 300 Å, and a maximum number of 50 iterations. 29 The purpose of this paper is to suggest the memory heuristic as a comparative tool for coarse-grainings, so it is interesting to consider those mappings that optimize the heuristic. To that end we apply a simple Monte Carlo scheme to minimize the memory timescale. We consider two cases. In one case, atoms are grouped into contiguous sequence segments, and, in the other, this restriction is not enforced. At each step of the Monte Carlo simulation, the assignments of the atoms to the 12 sites are permuted, the heteroENM model is evaluated, and the change is either kept or discarded based on whether it lowers the value of the mem- Convergence of the Monte Carlo scheme used to search for memoryoptimal mappings for heteroENM models of the actin monomer. In the contiguous case, effective particles are composed of atoms of residues that are contiguous in sequence, while in the discontiguous case, no such restriction is placed on the mappings. ory timescale. We find that generally the coarse-grainings are highly degenerate-two independent runs can result in similar values for the memory timescale, but very different coarsegrainings. Examples of the Monte Carlo optimization as a function of iteration are shown in Fig. 7 , showing typical rates of convergence. The best contiguous coarse-graining in all our simulations has a timescale of 576 ps; the best discontiguous coarse-graining has a timescale of 434 ps. In comparison, a naive contiguous coarse-graining (unoptimized) has a timescale of about 934 ps.
We next compare the memory optimal coarse-graining to coarse-grainings chosen by other means (Figs. 8 and 9 ). Our first comparison is to a heteroENM model for a manually generated mapping. 25 This model has a memory timescale of 690 ps. We also compare our results to a heteroENM model for a mapping generated use ED-CG. 19 ED-CG mappings are closely related to the eigen-decomposition of the equilibrium covariance matrix and, as discussed in Sec. III, should exhibit short memory when the system is nearly linear. For this problem an ED-CG mapping with atoms grouped in a sequentially contiguous fashion has a memory timescale of 772 ps, and one that allows for discontiguous mappings has a memory timescale of 748 ps. These timescales are comparable to the handpicked model-shorter than a naive coarse-graining but longer than can be achieved by directly optimizing the memory timescale. In all cases, the memory timescale is only two to four times shorter than the trajectory, so it must be kept in mind that the results could depend on limited statistics. Nevertheless, several of the groupings are remarkably consistent across the models. For example, each model contains groups corresponding to the highly flexible N-terminus and the first section in subdomain SD3 (approximately residues 140-185) (Figs. 8 and 9 ). More generally, many of the coarse-grained sites in one model overlap roughly with one or a few coarse-grained sites in another model. These cases are less obvious in part due to the fact that the handpicked model allows for discontiguous groupings. Interestingly, the ED-CG method and the memory timescale optimization appear to select mappings based on different features which have been identified intuitively as being important. The ED-CG model identifies the D-loop as an important region which should be grouped into its own coarse-grained site while optimizing the memory indicates that the tropomyosin (TM) binding site requires its own coarse-grained site. This suggests that the two methods may be complementary in characterizing important aspects of actin structure and dynamics.
In two cases, the model selected by optimizing the memory timescale assigns two coarse-grained sites where the handpicked model assigned only one: these pairs are residues 75-102/103-138 (SD1) and 359-365/366-375 (C-terminus). These sites indicate areas which should be more closely examined to determine whether these motions could represent functionally significant fluctuations, whether these regions appear to move independently in longer simulations, and whether the handpicked model should be extended to include these sites. Of these sites, the division of the C-terminal region into two sites by the memory optimization is interesting in a functional context since the tail end of this region (366-375) is located in the hydrophobic groove, a region important for actin polymerization. In the crystal structure on which these simulations were based (1J6Z), 31 tetramethlyrhodamine (TMR) was covalently linked to the C-terminus to block polymerization and bound securely in this region. The identification of the dynamics of the tail region in the memoryfunction method may represent either a slow relaxation to a native structure or a conformational fluctuation to a state more conducive to filament formation. These mappings and their structural implications are worth further study.
VI. CONCLUSIONS
Here, we introduced a simple measure of the timescale of the memory that results from projecting a dynamics and showed that it can be used to compare competing coordinate selections for coarse-graining. We examined the behavior of this measure for three molecular models of varying complexity. In the case of a linear mass-spring model, we found that the memory timescale is minimized by coordinates corresponding to the vibrational modes, consistent with the fact that the dynamics of the modes are perfectly decoupled. In the case of a nonlinear model of a small molecule, we showed that the memory timescale is minimized by mappings that limit the variance of the residual force and, in turn, enable good reproduction of the systematic part of the projected dynamics. These quantitative comparisons are promising but also unreasonably demanding for many applications. We thus also considered qualitative comparisons, with the caveat that they are more subjective. We found that memory optimal mappings yielded groupings of atoms that reflected the structures of the small molecule and a protein (actin) representative of typical coarse-graining applications. The actin mappings compared well with previously generated ones, which suggests that our heuristic timescale measure captures features that researchers intuitively seek to optimize. Indeed, we envision that the heuristic will be especially useful in combination with other procedures for selecting mappings. In the future, it would be worth examining the approximations for estimating the memory kernel itself to understand their impact on the timescale measure and coordinate selection.
