To enable a relevance feedback paradigm to evolve itself by users' feedback, a reinforcement learning method is proposed. The feature space of the medical images is partitioned into positive and negative hypercubes by the system. Each hypercube constitutes an individual in a genetic algorithm infrastructure. The rules take recombination and mutation operators to make new rules for better exploring the feature space. The effectiveness of the rules is checked by a scoring method by which the ineffective rules will be omitted gradually and the effective ones survive. Our experiments on a set of 10,004 images from the IRMA database show that the proposed approach can better describe the semantic content of images for image retrieval with respect to other existing approaches in the literature.
I. Introduction
The importance of digital image retrieval techniques increases in the emerging fields of medical image databases. The increasing reliance of modern medicine on diagnostic techniques such as radiology, histopathology, and computerized tomography has led to an explosion in number and importance of medical images stored by most hospitals. There is increasing interest in the use of content-based image retrieval (CBIR) techniques to aid diagnosis by identifying similar past cases.
Imaging systems and image archives have often been described as an important economic and clinical factor in the hospital environment [1] . Several methods from computer vision and image processing have already been proposed for the use in medicine [2] . Medical images have often been used for retrieval systems, and the medical domain is often cited as one of the principal application domains for content-based access technologies [3] , [4] in terms of potential impact. A survey on recent medical image retrieval systems is presented in [5] . Selecting appropriate criteria for the relevance of medical images is another challenging problem which is addressed by [6] .
Despite such endeavors, there is still a "big gap" between the low-level similarity measure and the human perception of image similarity [7] . In order to bridge this semantic gap, one should incorporate the human knowledge into the image retrieval system. One approach which is widely used for this purpose during the last half a decade is relevance feedback (RF) [7] - [9] . In RF, a user submits his/her perceptual judgments on the first round retrieval results to the CBIR
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Abolfazl Lakdashti and Hossein Ajorloo system so that the system can retrieve more relevant images on the next round. RF is also used for medical image retrieval [10] . Another method to utilize human knowledge in CBIR systems is to use predefined classes and to use classification methods. Dissimilarity-based classification [11] , [12] is a type of classification in which images are identified by feature vectors, and each element denotes the distance from a predefined class representative. This type of identification of images can be used as the underlying low-level feature extraction in image retrieval systems, such as one proposed in this paper, but it restricts the definition of images to the predefined classes and can limit the accuracy of the final image retrieval system. Reinforcement learning (RL) is a machine learning technique to solve sequential decision problems by incorporating human knowledge and reducing the semantic gap in CBIR systems. In RL, the learning agent maximizes a combination of its immediate and delayed rewards [13] . The interactive genetic algorithm (IGA) is one kind of reinforcement learning method based on the genetic algorithm [14] that secures evolutionary individual adaptation using human subjective appraisal. In IGA, individuals are presented to a user in visual form, and the user appraises these individuals, gives the fitness value directly, and does not need to establish the explicit fitness function. That differs from the traditional genetic algorithm (GA) which needs to establish the explicit fitness function to calculate fitness. The IGA is also used for image retrieval to incorporate human knowledge into the CBIR system to reduce the semantic gap and to use the merits of stochastic search provided by the GA [15] - [17] . In almost all of these works, the database images are the individuals, the genomes are the feature vectors, and the crossover and mutation operations are applied directly to the feature vectors resulting in new feature vectors (children), which may not be associated with an image in the database. To overcome this shortcoming, we tried to design a new IGA framework by defining individuals for which a suitable crossover and mutation could be defined.
In this paper, a rule-based system is introduced called IGAbased image retrieval (IGAIR) which learns the users' semantics by their relevance feedback. For better exploring the image feature space, an evolutionary paradigm is taken. A user can obtain what he/she has in mind through repeated interaction with the system. We have designed an IGA approach to randomly find unexplored regions and speed up the evolution of the system and better utilize the users' feedback.
The remainder of this paper is organized as follows. Section II presents the proposed image retrieval system. Section III gives the experimental results and provides comparative performances. Finally, section IV presents the conclusion of the paper.
II. Proposed Approach
The difference between low-level features of query and target images is a convenient representative to judge how similar two images are. In this case, in the n-dimensional space of feature differences, any pair of query-target images makes a unique point. If a user decides to mark this pair of images as relevant, we have a positive point: Otherwise, we would have a negative point. Therefore, in the n-dimensional space, these points constitute some positive or negative islands (see Fig.  1(a) ). Each of these islands can be regarded as a semantic concept indicating the corresponding region as a relevant or irrelevant instance. Since they were identified by the user, the corresponding island indicates images which are semantically similar. Therefore, we can fit a hypercube on each island and make a semantic mapping (see Fig. 1(b) ). The remaining regions, the dashed regions in Fig. 1(b) , are regarded as unknown regions and in the retrieval process. If a point is settled in these regions, we can treat it using the underlying CBIR system until the system learns it in future feedback.
In our proposed method, in contrast to the previous works, each of these hypercubes represents an individual in a population, for which an IGA is developed. Through users' feedback and the proposed recombination and mutation operators, new regions in the n-dimensional space of feature vectors are explored and added to the system. By using a scoring mechanism, the weak individuals are omitted and the effective ones remain involved in the reproduction process to make new individuals. Figure 2 shows the structure of our proposed image retrieval system. First, the user sends a query image, and its predefined features are extracted. Then, the RF inference system decides which images in the database are relevant to the query image, based on existing rules in the rule base. If the long-term RF system fails to determine the relevance of the query image, it signals the CBIR system to do this. Whether the long-term RF or the CBIR system retrieves the relevant images from the database, the user is asked to determine which of the returned images are relevant or irrelevant. The system also asks the user for approval of some other images recognized as irrelevant by the system. The relevance feedback from the user is accumulated in a feedback base.
Proposed Framework
The accumulated feedback is utilized periodically to make and modify the rule base. After gathering a predefined number of feedback, or elapsing a predefined time from the previous extraction of feedback, the feedback is used for creating new population using the optimal k-means module and the gathered feedback is thrown away. The optimal k-means module makes the best clustering for both positive and negative feedback. The mutation and recombination modules make new individuals 
from the previous ones to explore the undefined regions of the feature space. The rule scoring module modifies the scores of each individual based on the user's feedback. The scores act as the fitness function in the IGA mechanism. The individuals with weak fitness are killed and the individuals with high fitness values are used for recombination and mutation and have better chances to live more. Each of these modules will be discussed in detail in next sections.
GA Representation
Each hypercube represents an individual in the phenotype space in our system and is decoded to the genotype as shown in Fig. 3 . We have two populations: relevant and irrelevant. Each of these populations evolves independently; the opponent individuals do not interbreed. Figure 4 shows this mapping.
RF Inference
The RF inference system is responsible for deciding whether a query image is relevant to a target image from the database. It uses the rule base for this purpose. The rule base contains IfThen rules of the following form: where, h R and h I are two parameters initialized at 0 indicating number of hit relevant and irrelevant rules, respectively. The inference system checks all rules and therefore sums up the number of hit rules indicating the query image as relevant and irrelevant to the target image via h R and h I . It then assigns a relevance number to this query-target pair as follows:
It then sorts all images in the database based on their relevance numbers in descending order and returns the first t images to the user. In our system, each rule corresponds exactly Fig. 4 . Mapping from phenotype space to genotype space in 3D. 2 2 to a single hypercube and single individual, and thereby, "hypercube," "rule," and "individual" are used interchangeably, thereafter.
4. IGA Mechanisms Figure 5 shows the IGA procedures responsible for evolution of the whole system. After each occasion of feedback, the system checks whether the accumulated feedback so far are sufficient or a predefined time is spent from previous update. If so, the optimal k-means algorithm is run (subsection II.4.A). Then, a new population is created. The recombination and mutation operators are executed periodically after creation of the new rules and after each occasion of feedback. Based on these operations, the rule base is updated accordingly, and the system evolves, gradually. These steps are discussed in the 
A. Optimal k-Means
After each query, t R images recognized as relevant and t N other images recognized as irrelevant by the system are returned to the user and he/she is asked for approving the results. The feedback from a user make a pair of the form (|F q −F t |, r) where F q and F t denote the query and target image features, respectively, and r equals 1 for relevant images and 0, otherwise. We should jointly cluster relevant and irrelevant points to make clusters with minimum overlaps between opponent points. Figure 6 depicts our proposed algorithm for finding the best clustering for positive and negative points such that the overlap volume between opponent hypercubes is minimized.
The system initializes c R and c I , the number of relevant and irrelevant clusters, respectively, to 1. In a "while" loop, the system checks whether the total volume of the overlap between positive and negative hypercubes created from increasing c R or c I is smaller, and it sets the corresponding clusters and hypercube parameters, appropriately. k-means(FB R , c Rn ) runs the "k-means" algorithm on feedback of relevant points with c Rn clusters and returns the matrix C of cluster centroids and matrix M of membership of each point to the clusters. hypercubes(C, M) computes the parameters of hypercubes for each cluster (subsection II. 4 
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where U(.) denotes the unit step function defined as
Note that in the above formulation, when for a certain dimension l, 1,
, the unit step function returns 1, and therefore it removes the effect of the feature element l.
This algorithm guarantees that the resultant clusters for positive and negative feedback points have the minimum volume of overlap between opponent clusters, but it doesn't guarantee to make the minimum number of clusters for each set of positive or negative points. The algorithm is greedy in this sense.
B. Creating New Population
After each clustering step done with the k-means algorithm, it is desirable to convert the clusters to appropriate hypercubes (individuals) in the n-dimensional space of the feature vectors, and therefore, to create new population. Each genotype has 2n parameters, for which we propose the following formulas to compute them from the cluster points (see Fig. 7 ).
where δ i is a margin parameter for which we use the 0.5% of the dynamic range of each feature element. The parameter In Fig. 7 , a cluster is represented by a rectangle (hypercube in n-dimensional for n > 2) surrounding all points of the cluster. This cluster can be splitted into two subclusters and make two smaller rectangles with less improper regions included in the rectangles. The more hypercubes we make, the more precise system will be created. However, increasing the number of hypercubes slows down the system and increases the complexity. Note that computation of positive (negative) hypercube parameters from its corresponding cluster can be done independent of negative (positive) hypercube parameters.
C. Parent Selection
Parent selection is done based on each individual's fitness. In this scenario, λ parents are selected randomly, proportional to the score of each individual. In this way, the parents with higher scores, that is, the parents with better performances, have more chances to be selected for making new offspring.
D. Recombination
In order to better explore the feature space, the recombination operation is utilized. After each occasion of feedback, λ selected parents are used for making new offsprings. Two selected parents are recombined by the probability of pc. For recombination, a special case of arithmetic operation is chosen. The i-th genome (p offspring (i), 1 ≤ i ≤ 2n) of the offspring is calculated as
where p parent1 (i) and p parent2 (i) denote the corresponding genome of the parents, and α i is a random number (0 ≤ α i ≤ 1) used for arithmetic operation of the i-th genome. The new offsprings are added to the population. The performance of these newly added individuals are evaluated by the scoring mechanism (section II.4.F) using the relevance feedback.
E. Mutation
In order to exploit the new fortunes made by the new offspring, the mutation operation is defined. After each recombination, κ randomly selected offspring are mutated by having a random number chosen for each genome by the probability of p m (p m << 0) and that number is replaced by that genome. The replacing value should satisfy the restrictions of the genomes, that is, the selected value for R 
F. Scoring Individuals
To evaluate the fitness value of the individuals, a scoring paradigm is proposed. It scores each individual in the population to determine which of them are effective and which are not. This is done by the following procedure:
The system initializes the score of all individuals, R After each occasion of feedback, if the system has been recognized the query as relevant and the user approves it, the system adds a predefined value φ R to scores of all relevant hit individuals and decreases μ I from scores of all irrelevant hit individuals. If the user does not confirm it, the system adds a predefined value φ I to scores of all irrelevant hit individuals and decreases μ R from the scores of all irrelevant hit individuals. The score of all other individuals are subtracted by σ. In our experiments, we used the following values for these parameters: i = 40, φ R = 10, φ I = 3, μ R = 0.5, μ I = 1, and σ = 0.1. These parameters are adjusted empirically. However, an adaptive paradigm could be designed to adjust them automatically, which is outside the scope of this work and is left as future work. For the case of recognizing the query as irrelevant, the procedure is similar. If the score of a rule reaches 0, it will be omitted from the rule base. In this way, the scores of rules that do not hit in a relatively long period, shall reach to 0, gradually, and will be omitted from the rule base. Moreover, since the number of relevant individuals is typically much less than the number of irrelevant ones, we get them more opportunity to live in the system. By this scoring procedure, the malfunctioning and ineffective individuals will be omitted from the population (killed), and hence, the speed and accuracy of system will be increased gradually by feedback from the user.
G. Survivor Selection
The survivor selection is performed on the fitness basis, as described in subsection II.4.F. The ineffective individuals are gradually given less scores and they will be finally killed. On the other hand, the effective individuals are granted more scores and they remain, even in the life cycle of the system.
III. Experimental Results and Cooperative Performance Evaluation
In this section, we provide our experimental results on making a fuzzy system for semantic-based image retrieval. Our target database involves 10,004 images from the IRMA database. We classified them into 28 classes assuming each image corresponds to exactly one class and all images in a class are relevant.
Low-Level Features
Pattern orientation histogram (POH) method is a new nonedge-based image retrieval technique based on the pattern orientations in spatial domain [18] . POH represents distribution of five types of patterns from each image and produces 80 bins histogram. Patterns are classified into five categories based on their orientation: vertical, horizontal, diagonal down/left, diagonal down/right, and non-orientation. Then, local pattern histograms for each of these image-blocks are computed. As a result, local pattern histograms are obtained for each image.
Evolution of Systems vs. User Feedback
We compared our proposed IGAIR approach with a simple Euclidian distance CBIR system, a simple short-term RF method (QVM) proposed by [19] , a simple singular value decomposition (SVD)-based long-term RF approach proposed by [20] , a simple SVM-based long-term RF approach (SVM) proposed by [21] , and a recently reported IGA-based work by Lai and Chen [15] , which is named ILC in our experiments. In [19] , the query vector and weight matrix of generalized Euclidean distance are adjusted according to the feedback provided by the user. The relevance of database images is stored using the SVD approach in [20] to be used in the following queries. In [21] , the positive and negative values are classified using the SVM method.
In the IGA method proposed by [15] , the chromosome is the image feature, and the fitness function is evaluated by a weighted sum of the similarity measure between images and human judgment. For the genetic operators, the authors used the one-point crossover method where the features of two images are swapped from a randomly chosen point to create two children. However, there exists an ambiguity in their method: when the crossover operator is applied to the features of the parents, the resulting features do not represent an image in the database, that is, they just create two feature vectors, not necessarily two images from the database. In our experiments, to resolve this ambiguity, after creation of two new feature vectors from the crossover operation, we search the database for the nearest image feature to each of them and replace the children features with their nearest image features. Also, for the fitness function, we use equal weights in summing up the components. The results of the ideal and simple Euclidian distance CBIR systems are also depicted as upper and lower bounds, respectively. The superiority of the IGAIR system over other approaches is evident from these figures. It can approach the ideal system by gathering more feedback from the users. That is, it evolves better than the other approaches. The SVD method has better capability of learning users' semantics with respect to the QVM method since at lower feedback its performance is less than the QVM method but after about 30% of total feedback it outperforms the QVM. The difference between the IGAIR method and other techniques is significantly large. This means that partitioning the feature space and using a reinforcement learning method as described here has the capability of recognizing the feature space and making a precise image retrieval system. More specifically, the true definition of the genomes in IGAIR method, that is, defining the rules as individuals, leads to an evolutionary system in contrast to the ILC where the image features are used as the individuals and the born children do not represent an image in the database, and the nearest image to the children features do not guarantee a good evolution. So, the feedback from the user cannot help the system to considerably correct its operation. Moreover, the feedback for a query is not used in other queries. This memoryless operation of the system limits its evolution to a few occasions of feedback in the ILC method. However, the proposed method saves the feedback as rules and uses them in all other retrievals and removes weak rules in its evolution and also combines and splits the rules to create new rules. So, the born children in the proposed method represent new rules which can explore the feature space in a stochastic manner to find new rules and to evolve with the feedback. Figure 9 shows the plots of precision-recall values over 28 randomly selected query images one for each class for different methods. The simple Euclidian distance CBIR does not change by feedback. As evident from these plots, by gathering more feedback from the users, the systems evolve and try to reach the ideal system. However, our proposed IGAIR system is more successful than other approaches and has more capacitance in learning the user's feedback. The QVM approach does not evolve similar to other approaches and reaches a maximum performance after about 20% of gathered feedback. This shows the main drawback of short-term RF approaches. ILC is also a short-term method since it doesn't use the feedback for a query in other queries, and it has no memory for its past feedback. Therefore, after a few occasions of feedback, it reaches to the saturation, and no more evolution is possible. The SVD approach also reaches to a maximum value of performance after about 45% of feedback. The SVM approach has more ability in learning the users' semantics, but it also reaches a maximum threshold of performance after about 55% of gathered feedback. On the other hand, the proposed IGAIR system almost resembles an ideal system after gathering enough feedback from users.
In Fig. 10 , the precision-recall plots of some selected query images are shown for different methods. These values are computed after gathering 35% of users' feedback. In most cases, the proposed IGAIR system has performed like an ideal system since the entire database images constitute an absolute value difference with the query image which are put in correct non-overlapping relevant and irrelevant hypercubes. In some cases, such as Figs. 11(c), (f), (g), and (h), the SVD and/or SVM approaches returned completely irrelevant images. The source of these errors was the loss of information in the SVD space as well as the intrinsic classification errors which are inherited by the SVM method.
The ILC and QVM approaches treat similarly in almost all experiments, and their performances are always better than the simple CBIR because they start from the simple CBIR and try to modify their results from the user feedback from that point. However, their performance with respect to CBIR is not improved significantly, and they could not evolve like other methods. In contrast, IGAIR has enough capacity to learn the user feedback. Because of its crossover operation, IGAIR could explore the rules space and improves its rules by the feedback and evolves in the system life-cycle.
Note that the features used in our experiments are not perfect. However, the local information of these features is useful in the retrieval of most medical images. The proposed method is used as a layer over the simple feature-based CBIR systems, to improve its operation by introducing a one-by-one rule between the features and the semantics. Hence, any other image features could be used. However, the weak features can limit the overall performance. However, a sophisticated method can make a more precise system and can also help the system to approach the ideal system more rapidly with fewer rules. Figure 11 shows the first 48 retrieved images by each method for a sample query image. The QVM and ILC methods inherit the errors of the CBIR method. The SVD and SVM methods are more precise than the first 3 methods in this experiment as a result of long-term memory of these methods. On the other hand, just 6 images out of 48 retrieved images are irrelevant in our method, and they are returned in last group of images.
Comparing Retrieved Images

IV. Conclusion
A relevance feedback image retrieval system based on interactive genetic algorithm is proposed to reduce the semantic gap of the present CBIR systems. The system learns the user's semantics and stores them in its rule base using n-dimensional hypercubes. The main contributions of the paper are: (i) the design an image retrieval system based on relevance feedback, (ii) a training paradigm for making rules and population, (iii) an integrated genetic algorithm for exploration of unknown regions in the feature space and speed up the evolution of the system and better utilization of the users' feedback, (iv) a rule scoring method to determine the effective and ineffective individuals to make a fitness function for the GA operations, and (v) a long-term relevance feedback inference system. The experiments on a set of 10,004 images from the IRMA database show the superiority of the proposed IGAIR system over the existing short-term and long-term RF systems. The main advantage of the system is its large capacity in learning the users' semantics and ability to resemble an ideal system. 
