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COUNTING CONJUGACY CLASSES OF FULLY IRREDUCIBLES: DOUBLE
EXPONENTIAL GROWTH
ILYA KAPOVICH, CATHERINE PFAFF
Abstract. Inspired by results of Eskin and Mirzakhani [EM11] counting closed geodesics of length
≤ L in the moduli space of a fixed closed surface, we consider a similar question in the Out(Fr)
setting. The Eskin-Mirzakhani result can be equivalently stated in terms of counting the number of
conjugacy classes (within the mapping class group) of pseudo-Anosovs whose dilitations have natural
logarithm ≤ L. Let Nr(L) denote the number of Out(Fr)-conjugacy classes of fully irreducibles
satisfying that the natural logarithm of their dilatation is ≤ L. We prove for r ≥ 3 that as L→∞,
the number Nr(L) has double exponential (in L) lower and upper bounds. These bounds reveal
behavior not present in the surface setting or in classical hyperbolic dynamical systems.
1. Introduction
The theme of counting closed geodesics plays an important role in geometry and dynamics, and
primarily dates back to the seminal work of Margulis in the 1960s-1970s [Mar69, Mar70]. Margulis
considered the situation where M is a closed Riemannian manifold of curvature ≤ −1, and proved
that if N(L) is the number of closed geodesics in M of length ≤ L, then
N(L) ∼
ehL
hL
,
where h is the topological entropy of the geodesic flow on M (equivalently the volume entropy of
M). Here ∼ means that the ratio of two functions converges to 1 as L→∞. This result can also be
interpreted as counting the number of conjugacy classes [γ] of elements γ ∈ pi1(M) with translation
length ≤ L in M˜ . There were many generalizations of Margulis’ result to other contexts, including
manifolds with cusps, manifolds of nonpositive curvature, orbifolds, and Teichmu¨ller space.
While the moduli space of a surface is not a manifold, recent important work of Eskin and
Mirzakhani [EM11] provides an analog of Margulis’ theorem in the moduli space setting. Namely,
let Σg be a closed connected oriented surface of genus g ≥ 2, let T (Σg) denote the Teichmu¨ller
space of Σg, endowed with the Teichmu¨ller metric, and let Mg denote the moduli space, locally
also equipped with the Teichmu¨ller metric. Denote by Ng(L) the number of closed Teichmu¨ller
geodesics in Mg of length ≤ L and let h = 6g − 6. Eskin and Mirzakhani proved [EM11] that
Ng(L) ∼
ehL
hL
.
Every closed geodesic in Mg uniquely corresponds to the MCG(Σg)-conjugacy class of a pseudo-
Anosov element ϕ of the mapping class group MCG(Σg) and the length of that closed geodesic is
equal to the translation length of ϕ along the (unique) Teichmu¨ller geodesic axis Aϕ ⊆ T (Σg). That
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translation length, in turn, is equal to log λ(ϕ), where λ(ϕ) is the dilatation or stretch factor of
ϕ. Thus, Ng(L) is equal to the number of MCG(Σg)-conjugacy classes of pseudo-Anosov elements
ϕ ∈MCG(Σg) with log λ(ϕ) ≤ L.
Shifting to homotopy equivalences of graphs and outer automorphisms of free groups, we look
to count Out(Fr) conjugacy classes. There the Culler-Vogtmann Outer space CVr provides a
counterpart to the Teichmu¨ller space of a closed surface and the quotient Mr of CVr under the
Out(Fr) action provides a counterpart to the moduli space Mg. There is a natural asymmetric
geodesic metric d on CVr that provides a substitute for the Teichmu¨ller metric (see [FM11]). In the
Out(Fr) setting, the main analog of a pseudo-Anosov mapping class is a “fully irreducible” outer
automorphism. An outer automorphism ϕ is called fully irreducible if no positive power fixes the
conjugacy class of a nontrivial proper free factor.
We again have a notion of a stretch factor, relating to the translation distance along a geodesic.
Let X be a free basis of Fr. For a fully irreducible ϕ ∈ Out(Fr) and 1 6= w ∈ Fr such that w does
not represent a ϕ-periodic conjugacy class in Fr, the limit
λ(ϕ) := lim
n→∞
n
√
||ϕn(w)||X
exists and is independent of w and X. This limit is called the stretch factor of ϕ. Every fully
irreducible ϕ ∈ Out(Fr) admits an invariant geodesic axis in CVr on which ϕ acts with translation
length log λ(ϕ). Cruciually, unlike in the Teichmu¨ller space setting, such an axis is in general highly
non-unique.
Our main result is:
Theorem 1.1. For each integer r ≥ 3, there exist constants a = a(r) > 1, b = b(r) > 1, c = c(r) > 1
so that: For L ≥ 1, let Nr(L) denote the number of Out(Fr)-conjugacy classes of fully irreducibles
ϕ ∈ Out(Fr) with log λ(ϕ) ≤ L. Then there exists an L0 ≥ 1 such that for all L ≥ L0 we have
ce
L
≤ Nr(L) ≤ a
bL ,
where e is the base of the natural logarithm.
Therefore, ce
L
bounds from below the number of equivalence classes of closed geodesics in Mr of
length bounded above by L.
By a closed geodesic in Mr we mean the image in Mr of a periodic geodesic (see §3.1) in CVr.
Two such closed geodesics in Mr are considered equivalent if they come from periodic geodesics
in CVr corresponding to conjugate elements of Out(Fr). Not all closed geodesics in Mr come
from axes of fully irreducibles, since there exist nonirreducible elements in Out(Fr) that admit
periodic geodesic lines in CVr. However, it is known, by a combination of results of Besvina and
Feighn [BF14] (see also [AK11]) and of Dowdall and Taylor [DT15] that a ϕ-periodic geodesic
Aϕ ⊆ CVr is “contracting” with respect to the asymmetric Lipschitz metric d on CVr if and only
if ϕ ∈ CVr is fully irreducible. Therefore, Theorem 1.1 can be interpreted as providing double
exponential lower and upper bounds on the number of equivalence classes of “contracting” closed
geodesics of length ≤ L in Mr.
The case of rank r = 2 is special, and Theorem 1.1 does not apply. The group Out(F2) is
commensurable with the mapping class group MCG(Σ1,1) of the punctured torus Σ1,1 and with
the group SL(2,Z). The Teichmu¨ller space T (Σ1,1) is the hyperbolic plane H
2, with a faithful
discrete isometric action of MCG(Σ1,1) as a nonuniform lattice. Counting N2(L) amounts to (up
to correcting for the commensurability effects) computing the number of conjugacy classes in that
lattice of translation length ≤ L. By the classical counting results, this produces exponential
asymptotics for N2(L), rather than the double exponential asymptotics displayed in Theorem 1.1.
Counting the conjugacy classes of fully irreducibles ϕ ∈ Out(Fr) with a given bound on log λ(ϕ)
is a considerably more difficult problem than the (already deep) corresponding mapping class
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group problem. The main complication is that the CVr does not admit any of the nice local
analytic structures present in the Teichmu¨ller space setting, precluding the use of classical methods
of ergodic theory in analyzing the geodesic flow dynamics. Indeed, we will see below that the
counting results we obtain in the Out(Fr) setting exhibit new behavior, not present in classical
hyperbolic dynamical systems. Since the local geometry of CVr does not help, one may be inclined
to try to use the several known Out(Fr)-conjugacy class invariants. Unfortunately, they are not
well suited for counting problems. The value of the stretch factor λ(ϕ) is one such invariant of the
conjugacy class of a fully irreducuble ϕ ∈ Out(Fr). Recall that for a fully irreducible ϕ ∈ Out(Fr),
the number log λ(ϕ) can be interpreted as the length of a closed geodesic in the moduli space Mr
corresponding to ϕ. As a companion result to Theorem 1.1 we prove that the number of distinct
values of log λ(ϕ) in the setting of Theorem 1.1 grows at most exponentially in L:
Theorem 1.2. Let r ≥ 2 be an integer. Then there exists a constant p = p(r) > 1 such that
#{λ(ϕ) | ϕ ∈ Out(Fr) is fully irreducible with log λ(ϕ) ≤ L} ≤ p
L.
This fact stands in sharp contrast with the double exponential growth established in Theorem 1.1.
Other Out(Fr)-conjugacy class invariants of fully irreducibles, such as the index, the index list, and
the ideal Whitehead graph of ϕ (see [HM11]), only admit finitely many values for a given rank r
and thus are also not suitable for counting conjugacy classes.
1.1. Implied complications to defining a Patterson-Sullivan measure on ∂CVr. An inter-
esting question raised by Theorem 1.1 concerns trying to define a version of the Sullivan-Patterson
measure on the boundary ∂CVr of the Outer space CVr. Usually, in the context of a group G act-
ing isometrically on a space X with some “hyperbolic-type” features, one first defines the “critical
exponent” or “volume entropy” h(X) for the action as
h(X) = lim
L→∞
1
L
log #{g ∈ G|dX(x0, gx0) ≤ L},
where x0 ∈ X is some basepoint. The Poincare series for the action is Πx0(s) =
∑
g∈G e
−sdX (x0,gx0).
Typically the Poincare series diverges for s = h(X). A Patterson-Sullivan measure µX for X is
defined as a weak limit, as sց h, of
(‡)
1
Πx0(s)
∑
g∈G
e−sdX(x0,gx0)Dirac(gx0),
where the limit is taken with respect to a suitable compactification X = X ∪ ∂X of X. The
divergence of the Poincare series at s = h(X) implies that µ is supported on ∂X. Patterson-
Sullivan measures proved to be a useful and important tool in differential geometry and dynamics
(see the survey [DS12] for details), including the Teichmu¨ller space context [Gek14]. Although
the Outer space CVr has many hyperbolic-like features, Theorem 1.1 shows that even counting
conjugacy classes of elements in Out(Fr) with translation length ≤ L in CVr already results in
double exponential growth. As we discuss in more detail in §6 below, doubly exponentially growing
sequences have (at least) two distinct associated “entropy” or “critical exponent” quantities. Thus,
in light of Theorem 1.1, when trying to construct a Patterson-Sullivan measure on ∂CVr, one would
have to somehow modify the notion of a Poincare series and then adapt (‡) above to account for
the double exponential growth and for the presence of these two entropies.
For various flows associated with hyperbolic-like dynamical systems (such as geodesic flows on
negatively curved manifolds, the Teichmu¨ller geodesic flow, etc), one can usually compute the
topological entropy of the flow as the exponential growth rate of the number of closed periodic orbits
of the flow; see, in particular, [KH95, Theorems 18.5.5 and 18.5.7]. This fact plays a key role in the
proof of most of the results related to counting closed geodesics, from Margulis [Mar69, Mar70] to
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Eskin-Mirzakhani [EM11]. In the context of the Outer space CVr, although there is no well-behaved
tangent bundle, one can still consider various spaces of “lines” in CVr, such as geodesic folding lines,
sometimes with some extra restrictions; see, for example, [HM11, BF14, FM11, AKP15]. Any
such “space of lines” Lr(CVr) in CVr has a natural Out(Fr)-action by translations and a natural
parameter shift action of R. Factoring out the action of Out(Fr) produces the corresponding
“space of lines” Lr(Mr) in the moduli space Mr = CVr/Out(Fr), endowed with the R-shift
action. Theorem 1.1 indicates that for most reasonable choices of Lr(CVr), the space Lr(Mr)
will have infinite topological entropy with respect to this R-action. Therefore, studying Lr(Mr)
as a dynamical system, e.g. trying to understand shift-invariant measures on Lr(Mr), will require
properly accounting for the double exponential growth exhibited in Theorem 1.1.
1.2. Proof complications, ideas, and sketch. We discuss the main ideas in the proof of Theo-
rem 1.1 here. However, we first remark that the original proof by Margulis in the manifold setting,
as well as the proofs of most generalizations, exploit the properties of the geodesic flow on the
underlying structure and ultimately rely on some form of coding by symbolic dynamical systems.
We not only lack such a flow but lack a local analytic structure. Further, as a result of a fully
irreducible outer automorphism having many associated axes, it is easy to over-count. We thus
heavily rely on the lone axis machinery developed in [MP16].
Every fully irreducible ϕ ∈ Out(Fr) is the induced map of fundamental groups for an “efficient”
graph map f : Γ → Γ, called a train track map [BH92]. Here Γ is marked by an identification
pi1(Γ) ∼= Fr. The stretch factor λ(ϕ) is then equal to the Perron-Frobenius eigenvalue λ(f) of the
transition matrix of f . We introduce a new Out(Fr)-conjugacy class invariant U(ϕ) which counts
the number of distinct combinatorial types of unmarked train track representatives f : Γ→ Γ of a
fully irreducible ϕ ∈ Out(Fr) such that the underlying graph Γ is an r-rose Rr, i.e. graph with a
single vertex and betti number b1(Γ) = r. A priori, the upper bound for the cardinality of U(ϕ) is
double exponential in log λ(ϕ), see Lemma 5.6 below. However, there is an important class of fully
irreducibles for which this bound is much better. These are the [MP16] lone axis fully irreducibles,
which are so called “ageometric” fully irreducibles ϕ ∈ Out(Fr) with a unique invariant axis Aϕ
in CVr. In [MP16], Mosher and Pfaff provided an “ideal Whitehead graph” IW(ϕ) criterion in
[MP16] for an ageometric fully irreducible ϕ to have a lone axis. Here we show that, if ϕ is a lone
axis fully irreducible with a train track representative f : Rr → Rr, then #U(ϕ) ≤ ||f ||, where ||f ||
is the sum of the lengths of the edge-paths f(e) as e varies over the edges of Rr.
Now let r ≥ 3 and let X = {x1, . . . xr} be a free basis of Fr. For a “random” positive word
w(x2, . . . , xr) of length e
L we construct an explicit positive automorphism ψw of Fr such that,
when viewed as a train track map gw on the rose Rr, it satisfies ||gw|| ≈ e
L. We then precompose
gw with another positive train track map η : Rr → Rr to get a train track map fw = gw◦η : Rr → Rr
representing an outer automorphism ϕw ∈ Out(Fr). Denote the set of all such ϕw by Sr. The fact
that η does not depend on w and L means that ||fw|| ≤ Ce
L. The number of distinct “random”
positive words w(x2, . . . , xr) of length e
L is on the order of (r − 1)e
L
, which gives us on the order
of (r − 1)e
L
combinatorially distinct unmarked train track maps fw : Rr → Rr. The key step is
to choose η in such a way that for all w as above, ϕw is a lone axis ageometric fully irreducible.
Technically, this is the hardest part of the proof since satisfying the lone axis property for ϕw
requires, among other things, that fw have no periodic Nielsen paths (PNPs). Here we rely on train
track automata (ID diagrams) and PNP prevention technology developed by Pfaff in [Pfa12, Pfa13].
Once we know that each ϕw is lone axis, the above estimate for the size ofU implies that #U(ϕw) ≤
CeL. Thus the maps fw give approximately (r− 1)
eL combinatorially distinct train track maps on
roses representing ageometric fully irreducibles ϕw, each with #U(ϕw) ≤ Ce
L. Therefore,
(‡) #Sr ≥ const
(r − 1)e
L
CeL
≥L→∞ (r − 1.5)
eL .
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The fact that each ϕw has a train track representative fw with ||fw|| ≤ Ce
L implies that log λ(ϕw) ≤
L+ logC, which, together with (‡), leads to the lower bound in Theorem 1.1. The upper bound in
Theorem 1.1 is much easier, and is obtained by a Perron-Frobenius counting argument estimating
from above the number of train track maps f with log λ(f) ≤ L; see Lemma 5.6 below.
Ultimately, the proof of Theorem 1.1 relies on the fact that for r ≥ 3 the number of conjugacy
classes of primitive elements in Fr of length ≤ L grows exponentially in L. By contrast, the
number of simple closed geodesics of length ≤ L on a closed hyperbolic surface grows polynomially
in L [Mir08].
1.3. Related results. The first and only, before this paper, result about counting conjugacy classes
of fully irreducibles was obtained in a recent paper of Hull and Kapovich [HK18]. They proved,
roughly, that for r ≥ 3 the number of distinct Out(Fr)-conjugacy classes [ϕ] of fully irreducibles ϕ
coming from a ball of radius L in the Cayley graph of Out(Fr), and with log λ(ϕ) on the order of
L, grows exponentially in L. The paper also provides an informal heuristic argument for why one
might expect that the total number of Out(Fr)-conjugacy classes [ϕ] of fully irreducibles ϕ with
log λ(ϕ) ≤ L grows doubly exponentially in L. Here we prove that this is indeed the case.
Also, we have been informed by Kasra Rafi that during the 2016 MSRI special semester, Bestvina
and Rafi came up with an argument (unpublished), for proving that the number of distinct fully
irreducibles ϕ ∈ Out(Fr) with log λ(ϕ) ≤ L grows doubly exponentially in L. Their argument was
based on a roughly similar construction to that outlined in the proof sketch above (although not
using lone axis fully irreducibles). However, unlike our Theorem 1.1, their argument only concerned
counting fully irreducible elements in Out(Fr) with log λ ≤ L, which is a considerably easier task
than counting Out(Fr)-conjugacy classes of such fully irreducibles.
Acknowledgements. We are grateful to Yael Algom-Kfir, Michael Hull, and Paul Schupp for
useful discussions. We also thank Kasra Rafi for letting us know about his result with Bestvina
mentioned above.
2. Definitions and Background
We assume throughout this paper that r ≥ 3 is an integer, and that Fr is the rank-r free group
with a fixed free basis X = {x1, . . . , xr}. Rr will denote the r-petaled rose, i.e. the graph with r
edges and a single vertex. We fix an orientation on Rr and an identification of each positive edge
ei of Rr with an element xi of X.
2.1. Train track maps & (fully) irreducible outer automorphisms. This paper follows the
conventions and formalism regarding graphs and graph maps explained in detail in [DKL15]. In
particular, unless specified otherwise, graphs are 1-dimensional CW-complexes equipped with a
“linear atlas of charts” on edges and all graph maps, topological representatives, and train track
maps are assumed to be “linear graph maps”, in the terminology of [DKL15]. Basically these
assumptions translate to working in the PL category, ruling out various pathologies for fixed and
periodic points of train track maps in relation to Nielsen paths and periodic Nielsen paths. We
refer the reader to [DKL15] for more details (not important for us here).
Unless otherwise indicated, Γ and Γ′ are graphs with no vertices of valence 1 or 2. EΓ will denote
the edge set of Γ and V Γ will denote the vertex set.
Definition 2.1 (Graph maps & train track maps). We call a continuous map of graphs g : Γ→ Γ′
a graph map if it takes vertices to vertices and is locally injective on the interior of each edge. A
graph map g : Γ→ Γ is a train track map if g is a homotopy equivalence and if for each k ≥ 1 the
map gk is locally injective on edge interiors. We call the train track map g expanding if for each
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edge e ∈ EΓ we have that |gn(e)| → ∞ as n → ∞, where for a path γ we use |γ| to denote the
number of edges γ traverses (with multiplicity). We call g irreducible if it has no proper invariant
subgraph with a noncontractible component.
If ϕ ∈ Out(Fr), and Γ is equipped with a marking (i.e. a homotopy equivalence m : Rr → Γ),
and g : Γ→ Γ is a graph map such that g∗ = ϕ, then we say g represents ϕ.
Note that, via our identification of EΓ with the free basis X, from an automorphism Φ ∈ Aut(Fr)
we obtain an induced graph map sending ei to the edge path ei,1 . . . ei,k where Φ(xi) = xi,1 . . . xi,k.
(This will be a representative of ϕ, the outer class of Φ.) We may sometimes blur the distinction
between an automorphism and the graph map it induces.
Definition 2.2 (Directions). Let x ∈ Γ. The directions at x are the germs of initial segments of
edges emanating from x. For each directed edge e ∈ EΓ, we let D(e), or just e, denote the initial
direction of e. For an edge-path γ = e1 . . . ek, define Dγ := D(e1). Let g : Γ→ Γ be a graph map.
Then denote by Dg the map of directions induced by g, i.e. Dg(d) = D(g(e)) for d = D(e). A
direction d is periodic if Dgk(d) = d for some k > 0 and fixed when k = 1.
Definition 2.3 (Turns). An unordered pair of directions {di, dj} at a common vertex is called a
turn, and a degenerate turn if di = dj . An edge-path containing no degenerate turns is called tight.
For a path γ = e1e2 . . . ek−1ek in Γ where e1 and ek may be partial edges, we say γ takes {ei, ei+1}
for each 1 ≤ i < k. For both edges and paths we more generally use an “overline” to denote a
reversal of orientation.
Let g : Γ→ Γ be a graph map. Denote also by Dg the map induced by Dg on the turns of Γ. A
turn τ is called g-prenull if Dg(τ) is degenerate. The turn τ is called an illegal turn for g if Dgk(τ)
is degenerate for some k and a legal turn otherwise. A path γ is g-legal if each turn of γ is g-legal.
A turn T in Γ is g-taken if there exists an edge e so that g(e) takes T . We use T (g) to denote
the set of g-taken turns and define T∞ := ∪k≥1T (g
k).
Definition 2.4 (Transition matrix M(g), Perron-Frobenius matrix, Perron-Frobenius eigenvalue).
The transition matrix M(g) of a train track map g : Γ→ Γ is the square |EΓ| × |EΓ| matrix (mij)
such that mij , for each i and j, is the number of times g(ei) traverses ej in either direction. A
transition matrix M = (mij) is Perron-Frobenius (PF) if there exists an N such that M
k is strictly
positive, for all k ≥ N . By Perron-Frobenius theory, we know that each such matrix has a unique
eigenvalue of maximal modulus and that this eigenvalue is real and > 1. This eigenvalue is called
the Perron-Frobenius (PF) eigenvalue of M , and for M(g) is denoted λ(g).
Definition 2.5 (Stretch factor of a fully irreducible). Given a free basis X of Fr and element
w ∈ Fr, denote by ||w||X the cyclically reduced length of w with respect to X. For a fully
irreducible ϕ ∈ Out(Fr), free basis X, and 1 6= w ∈ Fr such that the conjugacy class [w] is not
ϕ-periodic, it is known [Bog08] that the limit
lim
n→∞
n
√
||ϕn(w)||X
exists and is independent of X and w. This limit is called the stretch factor of ϕ and is denoted
λ(ϕ). If g : Γ→ Γ is a train track representative of ϕ then λ(g) = λ(ϕ) (see, for example, [Bog08]).
2.2. Periodic Nielsen paths.
Definition 2.6 (Nielsen paths & rotationless powers). Let g : Γ→ Γ be an expanding irreducible
train track map. Bestvina and Handel [BH92] define a nontrivial immersed path ρ in Γ to be a
periodic Nielsen path (PNP) if gR(ρ) ∼= ρ rel endpoints for some power R ≥ 1 (and just a Nielsen
path (NP) if R = 1). A NP ρ is called indivisible (hence is an “iNP”) if it cannot be written as
ρ = γ1γ2, where γ1 and γ2 are themselves NPs.
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By [FH11, Corollary 4.43], for each r ≥ 2, there exists an R(r) ∈ N such that for each expanding
irreducible train track representative g of each outer automorphism ϕ ∈ Out(Fr), each PNP for g
is an NP for gR(r). This power R is called the rotationless power.
We remark that iNPs have a specific structure, described in [BH92, Lemma 3.4]:
Proposition 2.7. Let g : Γ→ Γ be an expanding irreducible train track map. Then every iNP ρ in
Γ has the form ρ = ρ1ρ2, where ρ1 and ρ2 are nondegenerate legal paths sharing their initial vertex
v ∈ Γ and such that the turn at v between ρ1 and ρ2 is an illegal nondegenerate turn for g.
Definition 2.8 (Ageometric). A fully irreducible outer automorphism is called ageometric if it has
a train track representative with no PNPs.
2.3. Whitehead graphs. Throughout this subsection, g : Rr → Rr will be a PNP-free expanding
irreducible train track map and v will be the vertex of Rr. More general definitions can be found
in [HM11] or [MP16], with explanations in [Pfa12] of the reduction to our setting.
Definition 2.9 (Whitehead graphs & index). The local Whitehead graph LW (g) has a vertex for
each direction at v and an edge connecting the vertices corresponding to a pair of directions {d1, d2}
when {d1, d2} ∈ T∞. The stable Whitehead graph SW (g) is the subgraph of LW (g) obtained by
restricting to the vertices of LW (g) corresponding to periodic directions.
If g further represents a fully irreducible ϕ ∈ Out(Fr), then the ideal Whitehead graph IW(ϕ)
of ϕ is isomorphic to SW (g). Justification of this being an outer automorphism invariant can be
found in [HM11, Pfa12]. From the ideal Whitehead graph, one can obtain the rotationless index
i(ϕ) := 1− k2 , where k is the number of vertices of IW(ϕ).
We will use the following lemma whose proof, while not explicitly given in either [KP15, Lemma
3.7] or [Pfa12], is of the flavor of proofs in each.
Lemma 2.10. Suppose that h1, · · · , hn are train track maps so that, for each i, and edge e in Rr
if hi(e) = e1 . . . eℓ, then hi+1(e1) . . . hi+1(eℓ) is tight (indices here are viewed in Z / nZ). Suppose
further that hn ◦ · · · ◦ h1 is a train track map. Then
T (hn ◦ · · · ◦ h1) = [T (hn)]
n−1⋃
k=1
[D(hn ◦ · · · ◦ hk+1)(T (hk))].
2.4. Full irreducibility criterion. Proposition 2.11 is stated as such in [AKKP18]. It is essen-
tially [Pfa13, Proposition 4.1], with the added observation that a fully irreducible outer automor-
phism with a PNP-free train track representative is in fact ageometric (by definition). Kapovich [Kap14]
has a related result.
Proposition 2.11 ([AKKP18]). (The Ageometric Full Irreducibility Criterion (FIC)) Let g : Γ→
Γ be a PNP-free, irreducible train track representative of ϕ ∈ Out(Fr). Suppose that M(g) is
Perron-Frobenius and that all the local Whitehead graphs are connected. Then ϕ is an ageometric
fully irreducible outer automorphism.
3. Fold lines in Outer space
For each integer r ≥ 3, we use CVr to denote the rank-r Culler-Vogtmann Outer space (as defined
in [CV86]). One may consult [BSV14] for a nice survey on the topic.
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3.1. Stallings fold decompositions.
Definition 3.1 (Stallings fold decomposition). [Sta83]. Let g : Γ→ Γ′ be a homotopy equivalence
graph map. Let e′1 ⊂ e1 and e
′
2 ⊂ e2 be maximal, initial, nontrivial subsegments of edges e1 and
e2 emanating from a common vertex and satisfying that g(e
′
1) = g(e
′
2) as edge paths and that the
terminal endpoints of e′1 and e
′
2 are distinct points in g
−1(V Γ). Redefining Γ to have vertices at the
endpoints of e′1 and e
′
2 if necessary, one can obtain a graph Γ1 by identifying the points of e
′
1 and
e′2 that have the same image under g, a process called folding. Stallings [Sta83] showed that such a
homotopy equivalence graph map g factors as a composition of folds and a final homeomorphism,
i.e. has a Stallings fold decomposition. One way to view the process, important for the proof of
Lemma 5.4, is to “label” each edge e in Γ by its image path f(e) and to iteratively perform folds
of identically labeled edge segments emanating from a common vertex.
In [Sko89], Skora interpreted a Stallings fold decomposition for a graph map homotopy equiva-
lence g : Γ → Γ′ as a sequence of folds performed continuously. By repeating this procedure, one
obtains a geodesic in CVr called a periodic fold line for g. It is proved in [AKKP18, Lemma 2.27]
that, if g is a train track map, then the periodic fold line is in fact a geodesic
Remark 3.2. In general, each fully irreducible ϕ ∈ CVr has many train track representatives,
each of which can have several distinct Stallings fold decompositions (and hence several associated
periodic fold lines).
3.2. Lone axis fully irreducible outer automorphism. In [HM11], Handel and Mosher define
the axis bundle for an ageometric fully irreducible outer automorphism ϕ. [HM11] contains three
equivalent definitions. Definition 3.3 below provides a fourth equivalent definition (proving the
equivalence of this definition to the others is straight-forward).
Definition 3.3 (Axis bundle Aϕ). Let ϕ ∈ Out(Fr) be an ageometric fully irreducible outer
automorphism. Then Aϕ is the closure of the union of the images of the periodic fold lines for train
track representatives of positive powers of ϕ.
The following theorem is proved in [MP16]. The statement given here is in fact a combination
of [MP16, Theorem 4.6], [MP16, Theorem 4.7], and [MP16, Lemma 4.5].
Theorem 3.4 ([MP16]). Let ϕ ∈ Out(Fr) be an ageometric fully irreducible outer automorphism.
Then ϕ is a lone axis fully irreducible outer automorphism if and only if
(1) the rotationless index satisfies i(ϕ) = 32 − r and
(2) no component of the ideal Whitehead graph IW(ϕ) has a cut vertex.
In this case it is a unique periodic fold line. In particular, it is the unique periodic fold line for
each train track representative of each positive power of ϕ.
4. The Automorphisms
We continue assuming that r ≥ 3, that Fr = F (x1, . . . , xr), and that Rr is the r-petaled rose.
We may blur the distinction between an automorphism and its induced map on the rose.
Definition 4.1 (Full word). We say that a positive word w(x2, . . . , xr) is full if for all 2 ≤ i, j ≤ r
the word xixj occurs as a subword of w. That is, a positive word w(x2, . . . , xr) is full if and only
if it contains each turn {d1, d2} with d1 ∈ {x2, . . . , xr} and d2 ∈ {x2, . . . , xr}.
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Definition 4.2 (gw). Let r ≥ 3 and let w(x2, . . . , xr) be a full positive word in x2, . . . , xr starting
with xr−1 and ending with x2. We then define graph maps gw : Rr → Rr by:
gw(xk) =
{
xk+1 if 1 ≤ k ≤ r − 1
x1w(x2, . . . , xr) if k = r
Definition 4.3 (gk, gk,i). For each ε ∈ {0, 1}, we define the following automorphisms (all generators
whose images are not explicitly given are fixed):
g1+ε : x1 7→ x1xr, g2+ε : xr 7→ xrx1, g3+ε : xr 7→ xrxr−1
g4+ε : xr−1 7→ xr−1xr, g5+ε : xr−1 7→ xr−1x1, g6+ε : x1 7→ x1xr−1.
Remark 4.4. The sequence of gi was constructed using the ID diagrams of [Pfa12].
Denoting the identity map on Rr by idRr , for each 1 ≤ i, k ≤ 12, let
gk,i =

gk ◦ · · · ◦ gi if k > i
gk if i = k
idRr if i > k
Remark 4.5 (Compositions are train track maps). Notice that, since each gw and each gi represent
positive automorphisms of Fr, any composition of them is also a positive automorphism. Hence,
any such composition induces a train track map on the rose Rr.
Lemma 4.6. Suppose that w(x2, . . . , xr) is a full positive word in x2, . . . , xr starting with xr−1 and
ending with x2. Let g := gw ◦ g12,1 : Rr → Rr. Then LW (g) consists of an edge connecting the pair
{x1, xr−1} together with the complete bipartite graph on the partition {{x1, . . . , xr}, {x2, . . . , xr}}.
Proof. We begin with the following observations:
(1)
T∞(g) =
⋃
ℓ≥1
[D(gℓ−1 ◦ gw)(T (g12,1)) ∪Dg
ℓ−1(T (gw))].
(2) Dgw is defined by xk 7→ x(k+1 mod r) for 1 ≤ k ≤ r, and xk 7→ xk+1 for 1 ≤ k ≤ r − 1, and
xr 7→ x2.
(3) D(g12 ◦ · · · ◦ g1) is the identity map apart from x1 7→ xr.
(4) Dg is defined by xk 7→ x(k+1 mod r) for 1 ≤ k ≤ r, and xk 7→ xk+1 for 1 ≤ k ≤ r − 1 and
xr 7→ x2.
(5) T (gw) = {{d1, d2} | d1 ∈ {x2, . . . , xr} & d2 ∈ {x2, . . . , xr}} ∪ {{x1, xr−1}}.
(6) T (g12,1) = {{d1, d2} | d1 ∈ {x1, xr−1, xr} & d2 ∈ {xr−1, xr}} ∪ {{x1, xr−1}} (see, for
example, [Pfa15]).
Since Dg({xk−1, xr}) = {xk, x1} for all 2 ≤ k ≤ r and {x1, xr−1} ∈ T (gw), we have
{{x1, d} | d ∈ {x2, . . . , xr}} ∪ {{x1, xr−1}} ⊂
⋃
ℓ≥1
[Dgℓ−1(T (gw))] ⊂ T∞.
Together with T (gw) = {{d1, d2} | d1 ∈ {x2, . . . , xr} & d2 ∈ {x2, . . . , xr}} ∪ {{x1, xr−1}} ⊂ T∞,
this says
{{d1, d2} | d1 ∈ {x1, . . . , xr} & d2 ∈ {x2, . . . , xr}} ∪ {{x1, xr−1}} ⊂ T∞.
Since x1 is not in the image of Dg or Dgw, we then have
T∞ = {{d1, d2} | d1 ∈ {x1, . . . , xr} & d2 ∈ {x2, . . . , xr}} ∪ {{x1, xr−1}}.

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In the proof of Lemma 4.7, the procedure for showing that no iNPs exist is similar to that in
[Pfa13], [HM11, Example 3.4], or [Pfa15].
Lemma 4.7. Suppose that w(x2, . . . , xr) is a full positive word starting with xr−1 and ending with
x2. Then gw ◦ g12,1 represents an ageometric fully irreducible outer automorphism of Fr.
Proof. By Remark 4.5, g is a train track map. It is expanding since the image of each edge under
g12,1 contains every edge (including itself), the gw-image of each of these edges contains at least one
edge, and the gw-image of each edge is tight. The transition matrix M(g) is PF since the image of
each edge under g12,1 contains every edge (including itself) and gw is surjective.
To show that g represents an ageometric fully irreducible outer automorphism, we prove that g
additionally satisfies the remaining conditions of Proposition 2.11, i.e LW (g) is connected and g is
PNP-free. Since LW (g) is connected by Lemma 4.6, we now show that g has no PNPs.
Suppose for the sake of contradiction that g has a PNP. Taking the rotationless power gR, this
gives an NP. Let ρ = ρ1ρ2 be an iNP for g
R in the decomposition of ρ into iNPs, where ρ1 = e1 . . . em
and ρ2 = e
′
1 . . . e
′
m′ are edge paths (with possibly em and e
′
m′ being partial edges) and with illegal
turn Ti = {D(e1),D(e
′
1)} = {d1, d
′
1}. Notice first that each turn of ρ1 and of ρ2 must be in T∞(g
R).
And that {x1, xr} /∈ T∞(g). Also notice that, for ρ to be an iNP, for each 1 ≤ i ≤ 12, we have that
(gi,1)#(ρ) must be prenull with respect to g
R−1 ◦ gw ◦ g12 ◦ · · · ◦ gi+1.
Since {x1, xr} is the only illegal turn for g
R, it would be necessary that (without loss of generality)
e1 = x1 and e
′
1 = xr. Now:
g1(ρ1) = x¯rx¯1g1(e2) . . . g1(em)
g1(ρ2) = xrg1(e
′
2) . . . g1(e
′
m).
For ρ to be an iNP, we need that {Dg1(e
′
2), x1} is either degenerate or the illegal turn {x1, xr} for
g2. Since x1 is not in the image of Dg1, this leaves that Dg1(e
′
2) = xr. This would happen precisely
when either e′2 = x1 or e
′
2 = xr. However, if e
′
2 = x1, then ρ2 would contain turns not in T∞(g).
Hence, e′2 = xr. Now:
g2,1(ρ1) = x¯1x¯rx¯1g2,1(e2) . . . g2,1(em)
g2,1(ρ2) = x¯1x¯rx¯1x¯rg2,1(e
′
3) . . . g2,1(e
′
m).
So we need that {Dg2,1(e2), xr} is either degenerate or the illegal turn {xr, xr−1} for g3. Since xr
is not in the image of Dg2,1, this leaves that Dg2,1(e2) = xr−1, i.e. e2 = xr−1. Now:
g3,1(ρ1) = x¯1xr−1x¯rx¯1xr−1g3,1(e3) . . . g3,1(em)
g3,1(ρ2) = x¯1xr−1x¯rx¯1xr−1x¯rg3,1(e
′
3) . . . g3,1(e
′
m).
So we need that {Dg3,1(e3), xr} is either degenerate or the illegal turn {xr, xr−1} for g4. Since xr
is not in the image of Dg3,1, this leaves that Dg3,1(e3) = xr−1, i.e. e3 = xr−1. Now:
g4,1(ρ1) = x¯1x¯rxr−1x¯rx¯1x¯rxr−1x¯rxr−1g4,1(e4) . . . g4,1(em)
g4,1(ρ2) = x¯1x¯rxr−1x¯rx¯1x¯rxr−1x¯rg4,1(e
′
3) . . . g4,1(e
′
m).
So we need that {Dg4,1(e
′
3), xr−1} is either degenerate or the illegal turn {x1, xr−1} for g5. Since
xr−1 is not in the image of Dg4,1, this leaves that Dg4,1(e
′
3) = x1, i.e. either e
′
3 = xr or e
′
3 = x1.
However, if e′3 = x1, then ρ2 would contain turns not in T∞(g). Hence, e
′
3 = xr. Now:
g5,1(ρ1) = x¯1x¯rx¯1xr−1x¯rx¯1x¯rx¯1xr−1x¯rx¯1xr−1g5,1(e4) . . . g5,1(em)
g5,1(ρ2) = x¯1x¯rx¯1xr−1x¯rx¯1x¯rx¯1xr−1x¯rx¯1x¯rx¯1xr−1x¯rg5,1(e
′
4) . . . g5,1(e
′
m).
This tells us that the illegal turn for g7 would have to be {xr−1, xr}, but the illegal turn for g7 is
{x1, xr}. Thus, we have reached a contradiction and g can have no PNPs. 
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Lemma 4.8. Suppose that w(x2, . . . , xr) is a full positive word in x2, . . . , xr starting with xr−1 and
ending with x2. Let g := gw ◦g12,1 represent ϕw ∈ Out(Fr). Then IW(ϕw) is the complete bipartite
graph on the partition {{x1, . . . , xr}, {x2, . . . , xr}}.
Proof. Since there are no PNPs, we have IW(ϕw) ∼= SW (g). Since all directions apart from x1 are
periodic, SW (g) is the graph obtain from LW (g) by removing the vertex for x1. The result then
follows from Lemma 4.6. 
Proposition 4.9. Suppose that w(x2, . . . , xr) is a full positive word, starting with xr−1 and ending
with x2. Then g = gw ◦ g12,1 represents a lone axis ageometric fully irreducible ϕw ∈ Out(Fr).
Proof. By Lemma 4.7, ϕ is an ageometric fully irreducible outer automorphism. We can thus use
Theorem 3.4 to prove that ϕ has a lone axis.
By Lemma 4.8, the ideal Whitehead graph has a single component, which has 2r − 1 vertices.
Thus, i(ϕw) =
3
2 − r, and so Theorem 3.4(1) is satisfied. Notice also that Lemma 4.8 implies that
IW(ϕw) is a complete bipartite graph which has at least 2 vertices in each set of the partition.
Hence, the only component of IW(ϕw) has no cut vertices. This implies that Theorem 3.4(2) is
also satisfied. So ϕw has a lone axis, as desired. 
5. Counting
For the remainder of this paper log x will denote the natural logarithm of x.
Definition 5.1 (U(ϕ)). For r ≥ 3 and ϕ ∈ Out(Fr) fully irreducible,U(ϕ) will denote the set of all
unmarked train track representatives f : Rr → Rr of ϕ, considered as combinatorial graph maps.
More precisely, U(ϕ) is the set of equivalence classes of train track representatives of ϕ based on an
r-rose, equivalent when they differ by a change in marking and possibly a graph homeomorphism.
That is, if (f : Γ → Γ, α) and (f ′ : Γ′ → Γ′, α′) are train track representatives of ϕ on r-roses Γ
and Γ′, with markings α and α′, these representatives are considered equivalent if there exists a
homeomorphism q : Γ′ → Γ such that f ′ = q−1 ◦ f ◦ q. (The existence of q means that f and f ′ are
the same as combinatorial graph maps.)
Remark 5.2. Note that the set U(ϕ) is possibly empty (since not every fully irreducible in Out(Fr)
has a train track representative on Rr). Moreover, U(ϕ) = U(ψ
−1ϕψ) for each ψ ∈ Out(Fr).
Lemma 5.6 will imply that U(ϕ) is finite for every fully irreducible ϕ ∈ Out(Fr).
Remark 5.3. Observe that if α, β ∈ Out(Fr) are both fully irreducible and representable by train
track maps on roses, then α is conjugate to β in Out(Fr) if and only if U(α) = U(β), if and only if
U(α)∩U(β) 6= ∅. Therefore, if we have a collection S of k ≥ 1 combinatorially distinct train track
maps on r-roses representing fully irreducible outer automorphisms of Fr and if m ≥ 1 is such that
each f ∈ S represents ϕf ∈ Out(Fr) with #U(ϕf ) ≤ m, then the collection {[ϕf ] | f ∈ S} contains
≥ k/m distinct Out(Fr)-conjugacy classes of fully irreducibles.
For a train track map f : Γ→ Γ define ||f || :=
∑
e∈EΓ |f(e)|, where the summation is taken over
all topological edges of Γ, and where |f(e)| is the combinatorial length of the path f(e).
Lemma 5.4. Let f : Rr → Rr be a train track map representing an ageometric lone axis fully
irreducible ϕ ∈ Out(Fr), where r ≥ 3. Then
#U(ϕ) ≤ ||f ||.
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Proof. Choose in the Out(Fr) conjugacy class of ϕ the outer automorphism ϕ
′ ∈ Out(Fr) that has
a train track representative g on the rose Rr with the identity marking. Thus g = f as a map on
the rose Rr, and the only difference between g and f is in modifying the marking.
Since having a lone axis is a conjugacy class invariant, ϕ′ also has a unique axis Aϕ′ . By Theorem
3.4, Aϕ′ is the periodic fold line obtained from each train track representative of ϕ
′. Call by σ the
segment of Aϕ′ starting at Rr with the identity marking and consisting of a single Stallings fold
decomposition of g (a single period of the periodic fold line for g). The lone axis property of ϕ′,
together with the periodicity of the line, imply that all elements of U(ϕ′) arise from the r-roses
that occur along σ.
Using the explanation of a stallings fold decomposition given in Definition 3.1, it is not difficult
to see that a period consists of ||g||2 folds. Hence, σ passes through at most
||g||
2 +1 roses Rr. (Note
that in the middle of a fold the underlying graph always has a trivalent vertex and is therefore
never the r-rose Rr). Therefore, the element ϕ
′ ∈ Out(Fr) has at most
||g||
2 unmarked train track
representatives based on the rose Rr, as does its conjugate ϕ. Since as unmarked graph maps
g = f , we have ||g|| = ||f ||. Hence #U(ϕ) ≤ ||f ||, as claimed. 
Theorem 5.5. Let r ≥ 3. Then there exist constants c = c(r) > 1 and L0 ≥ 1 such that for each
L ≥ L0 the number NAr(L) of distinct Out(Fr)-conjugacy classes of ageometric lone axis fully
irreducibles ϕ ∈ Out(Fr) with log λ(ϕ) ≤ L satisfies
NAr(L) ≥ c
eL .
Therefore, ce
L
bounds below the number of equivalence classes of closed geodesics in Mr of length
bounded above by L.
Proof. Let L ≥ 1. Let Z+(L) denote the set of all full positive words of length e
L in x2, . . . , xr.
By the law of large numbers, the probability that a uniformly at random chosen positive word
in x2, . . . , xr of length n is full tends to 1 as n→∞. Therefore
lim
n→∞
#{w | w is a full positive word in x2, . . . , xr of length n}
(r − 1)n
= 1
and so limL→∞
#Z+(L)
(r−1)eL
= 1. In particular, there exists a sufficiently large L′0 ≥ 1 such that for all
L ≥ L′0 we have
#Z+(L)
(r−1)eL
≥ 1/2, that is #Z+(L) ≥ (r − 1)
eL/2.
For each such word z ∈ Z+(L), the word w = xr−1zx2 is also a full positive word and begins in
xr−1 and ends in x2. Define W+(L) := {xr−1zx2 | z ∈ Z+(L)}. Thus #W+(L) ≥ (r − 1)
eL/2 for
each L ≥ L0, and for each w ∈W+(L) we have |w| = e
L + 2.
For each w ∈ W+(L) consider the train track map fw = gw ◦ g12,1 as in Proposition 4.9 above.
Proposition 4.9 implies fw represents an ageometric lone axis fully irreducible ϕw ∈ Out(Fr). We
claim that for w,w′ ∈ W+(L), we have ϕw = ϕw′ if and only if w = w
′. Indeed, suppose, on the
contrary, that w,w′ ∈ W+(L) are distinct words, but that ϕw = ϕw′ . Denote by ψw, ψw′ , and β
the elements of Out(Fr) represented by gw, gw′ , and g12,1 respectively. We have ϕw = ϕw′ = ψwβ =
ψw′β and therefore ψw = ψw′ = ϕwβ
−1 = ϕw′β
−1. By definition, ψw([xr]) = [x1w(x2, . . . , xr)] and
ψw′([xr]) = [x1w
′(x2, . . . , xr)]. (Here for u ∈ Fr we denote by [u] the conjugacy class of u in Fr).
Since by assumption w 6= w′ are distinct positive words in x2, . . . , xr, the words x1w(x2, . . . , xr)
and x1w
′(x2, . . . , xr) are distinct positive words in x1, . . . , xr, which are cyclically reduced and
therefore not conjugate in Fr = F (x1, . . . , xr). This contradicts the assumption that ϕw = ϕw′ .
Thus the claim is verified, and we know that distinct words w ∈ W+(L) define distinct outer
automorphisms ϕw ∈ Out(Fr). Since for each w ∈ W+(L) we have that fw : Rr → Rr is a train
track representative of ϕw, it follows that distinct words in w ∈ W+(L) produce distinct marked
train track maps fw : Rr → Rr, where Rr is taken with the identity marking. Two such maps
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fw and fw′ can still be equivalent, in the sense of Definition 5.1, if they are conjugate by a graph
automorphism of Rr. There are m = 2
rr! simplicial automorphisms of Rr. We thus have, for each
L ≥ L′0, a collection {fw : Rr → Rr | w ∈ W+(L)} of at least (r − 1)
eL/(2m) combinatorially
distinct (in the sense of Definition 5.1) train track maps.
For w ∈ W+(L) we have ||gw|| = r + |w| = r + 2 + e
L. Since g12,1 is fixed and does not depend
on w or L, there exists a constant K = K(r) ≥ 1 such that ||fw|| ≤ Ke
L. By Lemma 5.4, for each
w ∈W+(L), we have #U(ϕw) ≤ ||fw|| ≤ Ke
L.
Then by Remark 5.3, for L ≥ L′0, the number of distinct Out(Fr) conjugacy classes represented
by {fw | w ∈W+(L)} is
≥
(r − 1)e
L
2mKeL
≥L→∞ (r − 1.5)
eL .
For each w ∈ W+(L) we have ||fw|| ≤ Ke
L, and therefore λ(fw) ≤ ||fw|| ≤ Ke
L. (Here we are
using the fact that the Perron-Frobenius eigenvalue λ(fw) is bounded above by the maximum of
the row-sums of the transition matrix M(fw); see [Sen73] for details.) Hence
log λ(ϕw) = log λ(fw) ≤ L+ logK.
Now let L1 = L + logK. Then from above we have log λ(ϕw) = log λ(fw) ≤ L + logK = L1.
Also, the number of distinct Out(Fr) conjugacy classes represented by {fw | w ∈W+(L)} is
≥L→∞ (r − 1.5)
eL = (r − 1.5)e
L1−logK
=
(
(r − 1.5)1/K
)eL1
,
which completes the proof of the main statement.
The final sentence of the theorem follows from the fact that the translation distance of ϕ along
Aϕ is log(λ(ϕ)). 
Lemma 5.6. Let r ≥ 2. Then there exist a > 1, b > 1 such that for each L ≥ 1 the number of
expanding irreducible train track maps f : Γ→ Γ, where b1(Γ) = r and log λ(f) ≤ L, is ≤ a
bL.
Proof. This proof follows the argument in [HK18, Remark 3.3]. First note that there are only
finitely many choices for a finite connected graph Γ satisfying that all vertices have degree ≥ 3
and b1(Γ) = r. Thus we may assume Γ is fixed. Let k = #EΓ and let M = (mij)
k
ij=1 be M(f).
By [BK16, Proposition A.4], if f is as above and λ := λ(f), then maxmij ≤ kλ
k+1. If log λ ≤ L,
we have max logmij ≤ log k + (k + 1)L and maxmij ≤ ke
(k+1)L. Thus we obtain exponentially
many (in terms of L) possibilities for transition matrices M(f). Since for a given length s there
are exponentially many paths of length s in Γ, we obtain a double exponential upper bound for the
number of expanding irreducible train track maps f : Γ→ Γ with log λ(f) ≤ L, as required. 
We can now establish the main result of this paper, Theorem 1.1 from the Introduction:
Theorem 5.7. For each integer r ≥ 3, there exist constants a = a(r) > 1, b = b(r) > 1, c = c(r) > 1
so that: For L ≥ 1, let Nr(L) denote the number of Out(Fr)-conjugacy classes of fully irreducibles
ϕ ∈ Out(Fr) with log λ(ϕ) ≤ L. Then there exists an L0 ≥ 1 such that for each L ≥ L0 we have
ce
L
≤ Nr(L) ≤ a
bL .
Therefore, ce
L
bounds below the number of equivalence classes of closed geodesics in Mr of length
bounded above by L.
Proof. The lower bound follows directly from Theorem 5.5. Since every fully irreducible ϕ ∈
Out(Fr) can be represented by an expanding irreducible train track map f : Γ → Γ with λ(ϕ) =
λ(f), the upper bound follows from Lemma 5.6. 
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Theorem 5.8. Let r ≥ 2 be an integer. Then there exists a constant p = p(r) > 1 such that
#{λ(ϕ)|ϕ ∈ Out(Fr) is fully irreducible with log λ(ϕ) ≤ L} ≤ p
L.
Proof. As shown in the proof of Lemma 5.6, if f : Γ → Γ is an expanding irreducible train track
map representing some ϕ ∈ Out(Fr) with log λ(ϕ) = log λ(f) ≤ L, then for the coefficients mij of
M(f) we have maxmij ≤ ke
(k+1)L, where k = #EΓ. For a fixed r ≥ 2, since since pi1(Γ) ∼= Fr and
each vertex of Γ has degree ≥ 3, we have k ≤ 3r− 3. Thus the number k of rows/columns of M(f)
is bounded by 3r − 3. Therefore there is a constant p = p(r) > 1 such that for L ≥ 1 the number
of possible transition matrices M(f) is bounded above by pL. Hence, for L ≥ 1,
#{λ(ϕ) | ϕ ∈ Out(Fr) is fully irreducible with log λ(ϕ) ≤ L} ≤ p
L.

6. Questions
Define a function ω : [0,∞) → [0,∞) to have double exponential asymptotics if there exist
numbers a > 1, b > 1, c > 1, d > 1 and t0 ≥ 1 such that for all t ≥ t0,
cd
t
≤ ω(t) ≤ ab
t
.
Describing the precise asymptotics of such functions appears to be a nontrivial analytic problem. As
an initial approach, for a function ω(t) with double exponential asymptotics we define the principal
entropy b = b(ω) > 1 as
(†) log b := lim sup
t→∞
log log ω(t)
t
.
Note that if ω(t) = ab
t
, for constants a > 1, b > 1, then the principal entropy of ω is exactly b.
Now, if ω(t) is a function with double exponential asymptotics and with principal entropy b =
b(ω), we define the secondary entropy a = a(ω) as
log a := lim sup
t→∞
log ω(logb t)
t
.
Again, if ω(t) = ab
t
, where a > 1, b > 1 are constants, then the secondary entropy of ω is exactly a.
Recall that Nr(L) is the number of Out(Fr)-conjugacy classes of fully irreducibles ϕ ∈ Out(Fr)
with log λ(ϕ) ≤ L.
Question 6.1. Let r ≥ 3 and ω(L) = Nr(L).
(1) What is the principal entropy of a(ω)?
(2) Does a(ω) depend on r?
(3) Is it true that a(ω) = e? (Theorem 5.5 does imply that a(ω) ≥ e.)
(4) Does the actual limit exists for ω in (†) in this case?
(5) What is the secondary entropy b(ω)? Does it depend on r and how?
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