A nonlinear model for inextensible rods as a low energy Γ -limit of three-dimensional nonlinear elasticity 
Introduction
In this paper we continue the rigorous derivation of rod equations by three-dimensional nonlinear elasticity through Γ -convergence. We refer to [2, 3] for a survey about one-dimensional models and a discussion on the history of the classical derivations of such theories (see also [4, 9, 17] We assume that the stored energy function W satisfies the following assumptions:
(i) W : Ω×M 3×3 → [0, +∞] is a Carathéodory function; for some δ > 0 the function F → W (x, F ) is of class C 2 for dist(F, SO(3)) < δ and for a.e. x ∈ Ω; (ii) the second derivative ∂ 2 W/∂F 2 is a Carathéodory function on the set Ω×{F ∈ M 3×3 : dist(F, SO(3)) < δ} and there exists a constant γ > 0 such that [G, G] γ |G| 2 for dist F, SO(3) < δ and G ∈ M 3×3 sym ;
(iii) W is frame-indifferent, i.e., W (x, F ) = W (x, RF ) for a.e. x ∈ Ω and every F ∈ M 3×3 , R ∈ SO(3); (iv) W (x, F ) = 0 if F ∈ SO(3); W (x, F ) C dist 2 (F, SO(3)) for every F ∈ M 3×3 , where the constant C > 0 is independent of x.
Under these assumptions we first show a compactness result for sequences of deformations whose rescaled energies h −4 I (h) are bounded. More precisely, we prove in Theorem 2.2 that for any sequence (y (h) ∇ hỹ (h) → Id strongly in L 2 (Ω).
Since the limit deformation is a rigid motion, it is natural to study the behaviour of the deviation (suitably rescaled) ofỹ (h) 
The function u (h) measures the averaged deviation of the deformation component along the fibre, while v (h)
k the averaged deviation of the deformation components which are normal to the fibre. The function w (h) is related to the twist of the cross section. In Theorem 2.2 we show that (up to subsequences) the following properties hold:
• u (h) u weakly in W 1,2 (0, L);
• w (h) w weakly in W 1,2 (0, L).
In Theorem 4.5 we prove that the Γ -limit of the functionals h −4 I (h) is an integral functional depending on u, v k , and w, of the following form: . A key ingredient in the proof is a rigidity result by Friesecke, James, and Müller (see Theorem 2.1), which ensures that low energy deformations are close to a rigid motion and provides the crucial estimate in the proof of compactness.
In the last part of the paper we also show (under slight additional regularity assumptions) that solutionsỹ (h) admit an asymptotic developmentŷ (h) of the form
where β ∈ L 2 (Ω; R 3 ) and x ⊥ denotes the point (0, −x 3 , x 2 ). The asymptotic expansion has to be interpreted in the following sense:
and
This asymptotic analysis generalizes to the nonlinear setting an earlier result by Murat and Sili in the context of linearized elasticity (see [13, 14] ). The plan of the paper is as follows. In Section 2 we prove the compactness result and a lower bound for the Γ -limit, while in Section 3 we show an upper bound; Section 4 contains the identification of the Γ -limit and some remarks about the characterization of the limit density Q when W satisfies some additional requirements, as homogeneity or isotropy; finally, Section 5 is devoted to the study of the asymptotic behaviour of solutions.
Compactness and lower bound
In the sequel S is a bounded open subset of R 2 with Lipschitz boundary. We assume that L 2 (S) = 1. We recall that the axes are chosen in such a way that
The following rigidity estimate is proved in [6] . 
Using the previous theorem we can show the following compactness result.
3)
Moreover, if we define
where µ(S) := S (x 2 2 + x 2 3 ) dx 2 dx 3 , then, up to subsequences, the following properties are satisfied:
where
Proof. The coerciveness assumption on W and the bound (2.2) imply that
Applying Theorem 2.1 as in the proof of the compactness result of [12] , we can find a sequence of piecewise constant maps 
where we have extended 
for every |s| h, we have by Jensen inequality that
By the Sobolev-Poincaré inequality and the second inequality in (2.4), there exist constants
Ch. Combining this inequality with (2.9), we have that
Ch. This implies that dist(Q (h) , SO(3)) Ch; thus, we may assume that Q (h) belongs to SO(3) by modifying
By a suitable choice of the constants c (h) we may assume
On the other hand, it follows from (2.4) that
In view of (2.3), this clearly implies the convergence property in (d).
Since R (h) ∈ SO(3), we have
Hence, A + A T = 0. Moreover, after division by 2h, we obtain property (e) by (2.12). Property (b) immediately follows from the convergence in (d) and (2.10). Moreover,
The convergence of (u (h) ) follows from (2.3), property (e), and the normalization (2.10). By the convergence in (d) we deduce that
and analogously,
Now, since w (h) can be written as
it is clear that w (h) converges to the function
The convergence is actually weak in
1 with respect to x k with k = 2, 3, we have
Note that this can be rewritten as
where the right-hand side is now bounded in L 2 (Ω) by virtue of (2.3) and property (e). Therefore, the sequence (β
; using the Poincaré inequality and the fact that S β (h) 1 dx 2 dx 3 = 0, we deduce that there exists a constant C > 0 such that
for a.e. x 1 ∈ (0, L) and for every h. Integrating both sides with respect to x 1 , we obtain that the sequence (β
As for the sequences (β (h)

), (β (h)
3 ), we have by differentiation that
. Now it is easy to check that
.3) and (e). Note that, thanks to the definition of w (h) , the function (β (h)
where an inequality of Korn type holds (see [15] ). Thus, there exists a constant C > 0 such that
for a.e. x 1 ∈ (0, L) and for every h. Integrating (2.15) with respect to x 1 , we find that the sequences (β
, as well as their derivatives with respect to x 2 , x 3 . This concludes the proof of (f). 2 16) and the symmetric part of G, denoted by G, satisfies
Lemma 2.3. Assume (2.2) is satisfied. Let R (h) ,ỹ (h) , u, A, and β be as in Theorem 2.2. Then
Moreover,
where Q 3 is twice the quadratic form of linearized elasticity, i.e.,
In order to identify the symmetric part of G we decompose R (h) G (h) as follows:
so that
The right-hand side converges weakly to G + A 2 /2 by (2.5), (2.16), and property (e) of Theorem 2.2. Therefore, the sequence (
To conclude we need only to identify F . Consider the functions
11 for every h. From property (f) of Theorem 2.2 it follows that the functions φ
3,1 , which are equal to hβ (h) 1 , converge to 0 strongly in L 2 (Ω). Thus, by properties (a) and (b) of Theorem 2.2 we have that
1,1 converges weakly to F 11 in L 2 (Ω) by construction, we deduce that
Passing to the limit in the equality (2.14) we immediately have that 
Using the definition of β j for j = 2, 3 it is easy to show that
by properties (c) and (f) of Theorem 2.2, we have that
Combining (2.21), (2.22), and (2.23), we obtain (2.17). We now show the lower bound (2.18). By Taylor expansion we have that
where 0 < t < 1 depends on x and A. We introduce the functions
Using the frame-indifference and (2.24) we obtain
where 0 < t h (x) < 1. It is convenient to write the last integral as
By Scorza-Dragoni theorem there exists a compact subset K of Ω such that ∂ 2 W /∂F 2 | K×B δ (Id) is continuous (hence, uniformly continuous on compact subsets). Therefore, for every ε > 0 we have for h sufficiently small
As for the second integral on the right-hand side of (2.27), it is lower semicontinuous with respect to the convergence (2.25), since Q 3 is a nonnegative quadratic form. Combining this fact with (2.26), (2.27), and (2.28), we obtain lim inf
Since ε is arbitrary and Q 3 (x, G) depends only on the symmetric part of G (by frame-indifference), the thesis follows immediately from (2.29). 2
Upper bound
In this section we prove that the lower bound shown in Lemma 2.3 is optimal in the sense specified by the following theorem.
Then there exists a sequence (y (h) ) ⊂ W 1,2 (Ω; R 3 ) such that properties (a)-(f) of Theorem 2.2 are satisfied and
where Q 3 is defined as in (2.19).
Proof. Assume first that u, w, v k , β are smooth. For every h > 0 let us consider the functioň
Then, properties (a)-(f) are clearly satisfied. Moreover,
Using the identity (Id +B T )(Id +B) = Id +2 sym B + B T B, we obtain for the nonlinear strain
Taking the square root and using the definition of G, we have that
We have det ∇ hy (h) > 0 for sufficiently small h. Hence by frame-indifference
thus, by (3.3) and Taylor expansion, we obtain 
Now the inequality (3.1) follows by the dominated convergence theorem.
In the general case, it is enough to smoothly approximate u, w in the strong topology of W 1,2 , v k in the strong topology of W 2,2 , and β, β ,k in the strong topology of L 2 , and to use the continuity of the right-hand side of (3.1) with respect to these convergences. 2
Identification of the Γ -limit
where Q 3 is the quadratic form defined in (2.19). Physically the minimizer α in (4.1) corresponds to the warping of cross-section, induced by the bending and torsion encoded in F and the stretch t in the direction of the rod.
The main result of this section is the proof of the Γ -convergence of the functionals (1/h 4 )I (h) to I 0 . Before stating the theorem we analyse some properties of the limit density Q. 
Since Q 3 (x, F ) C|sym F | 2 for every F , the minimizing sequences contained in V are compact with respect to the weak topology of W 1,2 (S; R 3 ) (using again Korn's inequality for (α 2 , α 3 ), see, e.g., [15] ). Moreover, the functional to minimize is lower semicontinuous in α with respect to this convergence. This is enough to guarantee the existence of a minimizer. The strict convexity of Q 3 (x, ·) on the set of symmetric matrices ensures also that the minimizer is unique in V . for every ϕ ∈ W 1,2 (S; R 3 ).
Remark 4.2 (Euler-Lagrange equation). Fix x
1 ∈ (0, L), t ∈ R,
From this equation it is clear that α min depends linearly on the pair (t, F ). Hence Q is a quadratic form of (t, F ).
Moreover, Q is uniformly positive definite, i.e., The equations for the 1k component yield
Thus F 12 = F 13 = t = 0, and by derivation of the two last identities we deduce F 23 = 0, a contradiction.
Remark 4.3.
For future reference we note that there exists a constant C (independent of x 1 , t, and F ) such that 
where the last inequality follows from the boundedness of the entries of B hk (this is a consequence of the assumption (ii) on W ). Inequality (4.5) follows immediately from (4.7).
Remark 4.4.
When Q 3 does not depend on x 2 and x 3 , we can find a more explicit representation for Q. More precisely, the form Q can be decomposed into the sum of two quadratic forms
To see this fix x 1 , t, and F , and let α ∈ W 1,2 (S; R 3 ). It is convenient to introduce the following quantities:
By expanding the quadratic form Q 3 we have that
The absence of a coupling term is due to the fact that the matrix (te 1 |a|b) is independent of x 2 , x 3 , while the matrix
has zero average on S by (2.1) and by the definition of β. Now, equality (4.10) implies that Q(x 1 , t, F )
Vice-versa, let β ∈ W 1,2 (S; R 3 ) be a minimizer for the problem defining Q (x 1 , 0, F ) . Then expanding the quadratic form Q 3 and using the fact that Q 3 is nonnegative, it is possible to show that β must satisfy Let (a, b) ∈ R 3 ×R 3 be a minimizer for (4.8) and let
The identity (4.10) now implies the required inequality.
The formula (4.9) can be further simplified if the stored energy function is isotropic or if S is a circle (see Remarks 3.5 and 3.6 in [12] ).
We now state and prove the convergence result. (1)- (3) Using these new definitions, we have that
(i) (compactness and liminf inequality) if lim sup h→0 h −4 I (h) (y (h) ) < +∞, then there exist constants R (h) ∈ SO(3) and c (h) ∈ R such that (up to subsequences) R (h) → R and the functions defined bỹ
y (h) (x) := R (h) T y (h) (x) − c (h) , u (h) (x 1 ) := Sỹ (h) 1 (x) − x 1 h 2 dx 2 dx 3 , v (h) k (x 1 ) := Sỹ (h) k (x) h dx 2 dx 3 for k = 2, 3, w (h) (x 1 ) := 1 µ(S) S x 2ỹ (h) 3 (x) − x 3ỹ (h) 2 (x) h 2 dx 2 dx 3 , satisfy (1) ∇ hỹ (h) → Id in L 2 (Ω); (2) there exist u, w ∈ W 1,2 (0, L) such that u (h) u and w (h) w weakly in W 1,2 (0, L); (3) there exist v k ∈ W 2,2 (0, L) such that v (h) k → v k strongly in W 1,2 (0, L) for k = 2, 3. Moreover, we have lim inf h→0 1 h 4 I (h) y (h) I 0 (u, v 2 , v 3 , w); (4.11) (ii) (limsup inequality) for every u, w ∈ W 1,2 (0, L), v 2 , v 3 ∈ W 2,2 (0, L) there exists (y (h) ) such that (1)-(3) hold (withỹ (h) replaced byy (h) ) and lim sup h→0 1 h 4 I (h) y (h) I 0 (u, v 2 , v 3 , w).
Proof. (i) Properties
The thesis (4.11) now simply follows from (4.12) and (4.17).
( 
for a.e. x 1 ∈ (0, L); thus, integrating with respect to x 1 , we deduce
Therefore it is enough to prove that α ,2 , α ,3 ∈ L 2 (Ω; R 3 ). This can be done by integrating the estimate (4.5) with respect to x 1 ; in that way, we obtain the following inequality:
Now let γ 2 , γ 3 be defined as in (4.14), (4.15). We denote byα the function given bỹ
where ω is chosen in such a way that the function
belongs to the set B defined in (2.7). Since
. To conclude it is enough to use the equivalence of (4.16) and (4.13) and to apply Theorem 3.1 to the functions u, w, v k , and β. 2
Asymptotic behaviour of solutions
In Theorem 2.2 we have shown that sequences whose energy (1/h 4 )I (h) is finite, converge strongly in W 1,2 (Ω) to a rigid motion. The aim of this section is to characterise the asymptotic behaviour of the deviation of solutions from the rigid motion and of the nonlinear strain from the identity. We will then compare this result with the expansion obtained by Murat and Sili in the setting of linear elasticity [13] .
Let R (h) ∈ SO(3) and c (h) ∈ R be as in Theorem 2.2 and
L), and β ∈ B (see (2.7) for the definition of B ) such that the scaled deviations ofỹ (h) from the identity satisfy, up to subsequences,
while the scaled nonlinear strain satifies
and A is defined as in (2.6).
If we assume in addition that
then the convergence in (5.1) and (5.3) are strong. Furthermore, the matrix G satisfies 
Since the last term is always greater or equal than the first one, all the inequalities above are equalities and for a.e.
As proved in Remark 4.1, the minimum problem defining Q has a unique solution α min in the subspace V , so that, writing G as in (4.16),
γ 2 , γ 3 are defined as in (4.14) and (4.15), and ω is uniquely determined by the requirement that α − ωx ⊥ ∈ V . Substituting (5.7) in the expression of G we obtain (5.5). Next, using the coerciveness of Q 3 , from (2.25) and the fact that the equality holds in the last inequality of (5.6) we can deduce that
By the definition of G (h) we obtain
so that we have the following bound
Multiplying both sides by (1/h 2 )χ h and using the fact that h 2 |G (h) | h on the set {x ∈ Ω: χ h (x) = 0}, we get
Since the equality holds in the first inequality of (5.6), we have that
Using the inequality
we have by (5.10)
This concludes the proof of the strong convergence of the scaled nonlinear strain.
To establish the strong convergence of (φ
By (5.9) and the fact that χ h (1/h 2 )|G (h) | 2 is bounded by h, we deduce that
In combination with (5.10) this yields (5.11). In particular, the convergence (5.11) implies that the sequence
is equi-integrable. By a refined version of Theorem 2.1 (see Proposition 5.2 below) this implies that
By (5.9) and (5.12) we have that
Now, since we can decompose φ
we have by (5.14) and property (e) of Theorem 2.2 that (φ 
finally, the function ζ belongs to the space
This linear asymptotic result is in agreement with Theorem 5.1. Indeed, ϕ (h) , as solution of a linearized elasticity problem, is defined as a suitable rescaling of the deviation of the deformation y (h) from the identity (which corresponds to φ (h) in our notation), while e (h) (ϕ (h) ) is the linearized strain. Moreover, the asymptotic development ϕ (h) found by Murat and Sili has exactly the same structure of the asymptotic developmentφ (h) found in the nonlinear case. We conclude the section with two lemmas showing that higher regularity of β is related to higher regularity of solutions. 16) where ϕ is any test function in W 1,2 (S; R 3 ) and
Lemma 5.3. Assume that the function x
Taking ε α min (x 1 , ·) as test function in (5.16) and arguing as in the proof of (4.5), we obtain that there exists a constant C (independent of x 1 , I , and ε) such that
By the Sobolev-Poincaré inequality we know that
.
Integrating both sides on I and using (5.18), we have
To conclude it is enough to show that the right-hand side is bounded by a constant independent of I and ε. 
