Chebyshev-Fourier moments for describing images were proposed. After definition of the moments, the multidistortion invariance of the moments was verified. The performance of the moments in describing images was investigated in terms of the normalized image-reconstruction error and the results of the experiments on the noise sensitivity are given.
INTRODUCTION
Owing to the invariant properties of moment function in multidistortion of an image such as translation, scaling, rotation, and changing intensity, various moments for describing an image have been proposed for multidistortioninvariant recognition of an image. Hu 1 first introduced geometric moments, which are multidistortion invariant. It was found that it is quite difficult to recover the image from these moments. On the basis of the theory of orthogonal polynomials, Teague 2 introduced Zernike moments, which can construct an arbitrarily high order of moments and recover the image. Other orthogonal moments are rotational moments, 3 complex moments, 4 and Legendre moments. 5 Teh and Chin 5 evaluated various types of image moments in terms of noise sensitivity, information redundancy, and ability to describe images. They found that Zernike moments have the best overall performance. Y. L. Sheng and L. X. Shen 6 proposed orthogonal Fourier-Mellin moments (OFMM) in 1994. They investigated the reconstruction error and noise sensitivity of OFMM compared with those of Zernike moments and found that the OFMM have better properties than the Zernike moments for describing an image. The most important advantage is that the OFMM have nearly uniformly distributed zero points over the radial interval 0 р r р 1, whereas the zero points of the Zernike moments are located in the region of large radial distance from the origin. Hence the Zernike moments have difficulty in describing small images.
However, OFMM tend to be infinite in the original point for high orders of moments, which causes difficulties in describing an image with high order of moments near the center of the image. Ping and Sheng proposed Chebyshev moments 7 to overcome this disadvantage.
Because various orders of Chebyshev polynomials have the same value in the interval Ϫ1 р r р 1, there is no dominant order for it. This property is better for description and recognition of an image than OFMM. We propose Chebyshev-Fourier moments (CHFM) in this work to solve simultaneously the scaling and rotation distortion invariance. In Section 2 the CHFM are introduced, and an image reconstructed with CHFM is presented to verify the feasibility of using these moments. In Section 3 we study and verify the multidistortion invariance of CHFM. In Section 4 the image-reconstruction error of CHFM was investigated and compared with that of OFMM. In Section 5 we study the noise sensitivity of CHFM in terms of signal-to-noise ratio (SNR) and imagereconstruction error as compared with that of OFMM.
CHEBYSHEV-FOURIER MOMENTS
Bhatia and Wolf have shown 8 that a polynomial that is invariant in form for any rotation of axes about the origin must be of the form
where R n (r) is a radial polynomial in r of degree n. If one takes the Chebyshev radial polynomial to construct an orthogonal function system to decompose an image, the orthogonal function system will be the invariant features of the image. The definition of the shifted Chebyshev polynomial of the second kind is
where the function U n (2r Ϫ 1) is the Chebyshev polynomial of the second kind defined as
where
Let cos ϭ 2r Ϫ 1. Then
The shifted Chebyshev polynomial of the second kind with the weighting function is orthogonal in the interval [0, 1] as
From Eqs. (4) and (5), the radial polynomial is
In the polar coordinate system the following function was obtained:
Then P nm (r, ) is of orthogonal properties in the unit circle:
The image function f(r, ) described in the polar coordinate system can be decomposed as
Here
We define ⌿ nm as the CHFM. Figure 1 shows the variations in value of several orders of the radial polynomial function system R n (r) in the interval [0, 1]. From this figure it can be seen that there are n zero points for R n (r), the distribution of zero points in the interval [0, 1] is uniform, and the values of the function for various orders are nearly the same. Those properties are good for describing an image, because each order of R n (r) uniformly samples the image and there are no dominant orders in the function system P nm (r, ); therefore each order of CHFM makes an independent contribution to the reconstruction of the image. 
We simulated the reconstruction of a capital letter E with FORTRAN programming. E is a 64 ϫ 64 binary image. The CHFM were computed according to Eq. (11) first, and the letter was reconstructed with formula (12). The experimental results are shown in Figs. 2 and 3. Figure 2 shows the reconstructed images in binary form; they were obtained by setting up the threshold value in the intensity calculation of the reconstructed images. Figure 3 shows the reconstructed intensity images of the letter E. It can be seen that the reconstructed images are closer to the original image with more orders (n and m) than with fewer orders. The 26 English alphabet letters were reconstructed with CHFM; they are shown in Fig. 4 . From  Fig. 4 it can be seen that even though they are similar, letters O and Q can be differentiated from each other. In Section 4 we will investigate further the quality of reconstructed images by means of the reconstruction error and compare the images with those produced by OFMM.
INVARIANCE AND NORMALIZATION
The CHFM method is not invariant in itself, but we can normalize it to be invariant for shift, rotation, scale, and intensity distortion of an image. For shift, we used the first-order geometrical moments to determine the center of the image and to be the point of origin of the coordinate system. All the moments calculated in this coordinate system are shift invariant.
When an image f(r, ) is scaled by a factor k, its intensity is changed by a factor g and is rotated by an angle the distorted image will be gf(r/k, ϩ ). Because the center of the image and the point of origin of the coordinate system are the same point, the scale distortion of the image will affect only the radius, and the whole image will rotate by the same angle. The rotation of the image by an angle will result in the same phase factor exp( jm) for all the orders of ⌿Ј nm . The modulus of CHFM, ͉ ⌿Ј nm ͉, is rotation invariant.
In the following, we investigate the invariance of scaling and intensity distortion.
The Fourier-Mellin moments 6 (FMMs) of a scaling-and intensity-distorted image is defined as
where s is the Mellin transfer order, m is the Fourier transfer order, M sm Ј is the Fourier-Mellin transfer of the distorted image, and M sm is the Fourier-Mellin transfer of the original image. The distortion factors g and k can be calculated by using the low-order FMMs:
When the distorted images of a training set, such as 26 English alphabet letters, are normalized, we choose the ratio M 10 /M 00 as a constant and slightly smaller than the minimum M 10 Ј /M 00 Ј of all the images in the training set to ensure that the normalized images remain inside the unit circle, using formula (14) and (15) to calculate k and g for each image of training set. Suppose that R n (s) is an arbitrary function. In the transfer,
let ϭ r/k; then 
The CHFM ⌿ nm calculated by Eqs. (16) and (18) for all images of the training set are scaling-and intensitydistortion invariant. Equations (16) and (18) have the physical significance that for radial scaling factor k and the intensity-changing factor g of the image, the radial integral will expand to k and the intensity will increase to gk 2 times original intensity. With Eq. (18) used to make the normalization, the moments will remain invariant. Because R n (s) is an arbitrary function, the normalization method is a common way to get the scaling-and intensitydistortion invariance.
According to the above normalization steps, we can implement the shift, intensity, scale, and rotation invariance.
RECONSTRUCTION ERROR FOR DETERMINISTIC IMAGES
Sheng and Shen 6 showed that the OFMM are superior to the Zernike moments in terms of noise sensitivity and image description, especially for a small image. Therefore perhaps OFMM have the best performance for image description. The OFMM method is defined as
We investigated OFMM and CHFM for an image. To compare the performance of CHFM in reconstructing images with that of OFMM, we studied the normalized image-reconstruction error (NIRE). The NIRE is defined for a deterministic image as
where f(x, y) is the reconstructed image. The NIRE of the reconstructed image with CHFM and OFMM as a function of the highest degree N of the radial polynomials is shown in Fig. 5 . In this figure, E6 is a large image, where the capital letter E is a 64 ϫ 64 matrix and E3 describes a small image, which is reduced to half the size of E6. The images reconstructed with both CHFM and OFMM are shown in Figs. 6 and 7.
NOISE SENSITIVITY
Sensitivity to noise is a critical issue for image moments.
For OFMM and CHFM we investigated and compared experimentally the SNR and performance in image description in the presence of noise.
A. Signal-to-Noise Ratio
Assume that the image f(x, y) is a homogeneous random field with zero mean and is corrupted by a zero-mean additive white noise with the autocorrelation of noise as 5, 6 C
where ␦ (x Ϫ u, y Ϫ v) is the delta function and 2 is the spectral density of the noise. The statistical SNR of the CHFM is defined by
where the variance of the CHFM for the random signal f(x, y) is 
where ␣ is a parameter defined experimentally, k is the scaling factor of the image, and E͕ • ͖ is the expectation in ensemble averaging. For ␣ ϭ 3 and k ϭ 1, by substituting R n (r) for CHFM and Q n (r) for OFMM in Eqs.
(24)-(27), we calculated the statistical SNR of both CHFM and OFMM. Figure 8 describes the statistical SNR normalized by C ff (0, 0)/ 2 of CHFM and OFMM as a function of the number of zeros of the radial polynomials R n (r) and Q n (r). They are equal to the degree n of CHFM and OFMM.
B. Noisy-Image Reconstruction
Assume that an object of size k р 1 is degraded by an additive random noise n(x, y) and that the unit circle in the scene is full of noise. The CHFM of the noisy image are additions of the CHFM of the object, (⌿ nm ) f , and the CHFM of the noise, (⌿ nm ) n . When the CHFM of the noisy image are used for image description and classification, the error of the images reconstructed by CHFMs of the noise image is a measure of the effect of the noise on the pattern-recognition performance of CHFM.
If we assume again that the signal f(x, y) is a zeromean homogeneous random process and that the noise is zero-mean with variance 2 , the statistical NIRE of the noisy image is where
is the statistical NIRE of the CHFM of the image without noise, N total is the total number of moments used in reconstruction, and SNR input ϭ ͓k 2 C ff (0, 0)͔/ 2 is the SNR of the noisy image. Figure 9 shows the statistical NIRE of the noisy image ⑀ n 2 from CHFM and OFMM as a function of the total number of moments for the object sizes k ϭ 0.5 and k ϭ 1 with SNR input ϭ 100. From this figure it can be seen that the statistical NIRE for a small image object with k ϭ 0.5 is higher than that for a large object with k ϭ 1, but for the objects with equal scale factors the statistical NIRE is almost the same for CHFM and OFMM. Figure 10 shows the normalized image-reconstruction error, which is calculated with Eq. (22), for two deterministic images, E6 and E3, corrupted by a zero-mean white noise. The other parameters are the same as those of Fig. 9 .
For a noisy image given input SNR, there are an optimum number of moments that generate the minimum NIRE for a noisy image. The high-order moments are sensitive to noise. Above a certain order the contribution of the noise can exceed the contribution of the moments to the image reconstruction. The NIRE cannot be further reduced by addition of more moments.
Figures 11 and 12 describe reconstruction of two noisy images of E6 and E3, with both CHFM and OFMM. The two images are corrupted by zero-mean Gaussian noise, and the SNR of both images is 100. Figure 13 describes the reconstruction of noisy images with different SNR, using CHFM and OFMM. This image is a large binary capital letter E, which is corrupted by zero-mean Gaussian noise; the SNR equals 100, 10, 1, and 0.1, respectively, for noise images from left to right.
Both CHFM and OFMM have robust noise-resisting power. Even if an image is almost eclipsed by noise-SNR equals 0.1-the image can still be reconstructed by both CHFM and OFMM.
CONCLUSION
We have introduced the Chebyshev-Fourier moments based on the radial Chebyshev polynomials. We have analyzed the performance of the Chebyshev-Fourier moments on multidistorted invariance, image-reconstruction error, and noise sensitivity in comparison with performance of the orthogonal Fourier-Mellin moments (OFMM). The experiments showed that the two moments have almost the same performance in describing an image. We proposed a normalization method of moments for scaling distorted invariance of an arbitrary function. The normalization of the moments is per- Fig. 9 . Statistical NIRE ⑀ n 2 with the input SNR ϭ 100 as a function of the total number of CHFM and OFMM used in the reconstruction. Fig. 10 . NIRE ⑀ n 2 for deterministic images with additive noise and input SNR ϭ 100, as a function of the total number of the CHFM and OFMM used in the reconstruction. formed against the whole moments instead of decomposing the moments into the sum of Mellin moments, as in the OFMM, 6 and then normalizing each term of the sum of Mellin moments. The experiments showed that the two moments have robust noise-resisting power. 
