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Abstract—As software may be used by multiple users, caching
popular software at the wireless edge has been considered to
save computation and communications resources for mobile edge
computing (MEC). However, fetching uncached software from
the core network and multicasting popular software to users
have so far been ignored. Thus, existing design is incomplete
and less practical. In this paper, we propose a joint caching,
computation and communications mechanism which involves
software fetching, caching and multicasting, as well as task input
data uploading, task executing (with non-negligible time dura-
tion) and computation result downloading, and mathematically
characterize it. Then, we optimize the joint caching, offloading
and time allocation policy to minimize the weighted sum energy
consumption subject to the caching and deadline constraints. The
problem is a challenging two-timescale mixed integer nonlinear
programming (MINLP) problem, and is NP-hard in general.
We convert it into an equivalent convex MINLP problem by
using some appropriate transformations and propose two low-
complexity algorithms to obtain suboptimal solutions of the origi-
nal non-convex MINLP problem. Specifically, the first suboptimal
solution is obtained by solving a relaxed convex problem using the
consensus alternating direction method of multipliers (ADMM),
and then rounding its optimal solution properly. The second
suboptimal solution is proposed by obtaining a stationary point
of an equivalent difference of convex (DC) problem using the
penalty convex-concave procedure (Penalty-CCP) and ADMM.
Finally, by numerical results, we show that the proposed solutions
outperform existing schemes and reveal their advantages in
efficiently utilizing storage, computation and communications
resources.
Index Terms—Mobile edge computing (MEC), caching, re-
source allocation, convex-concave procedure (CCP), alternating
direction method of multipliers (ADMM).
I. INTRODUCTION
With rapid development of mobile devices such as smart
phones and tablet computers, a wide-range of mobile applica-
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tion services with advanced features such as augmented reality
(AR), mobile online gaming and ultra-high-definition video
streaming, are constantly emerging. These listed application
services are usually both latency-sensitive and computation-
intensive. However, mobile devices are often constrained with
limited battery capacity and computation capability. Mobile
edge computing (MEC) is one promising technology which
provides the computing capability to support these application
services at the wireless edge [1]–[4]. Note that, in the context
of MEC, we refer to application services as computation
services. In an MEC system, each computation service is
processed by a particular software, and a user demanding a
computation service will generate a specific computation task.
A user’s computation task can be executed remotely at the
MEC server attached to a serving node (e.g., base station or
access point) via computation offloading or local computation.
In order to design an energy-efficient MEC system, it is
required to jointly optimize the computation and communi-
cations resources among distributed users and MEC servers.
Emerging research toward this direction considers optimal
resource allocation for various types of multi-user MEC sys-
tems [5]–[19]. Specifically, the authors in [5] and [6] study
single-user MEC systems with elastic tasks, and minimize the
weighted sum of the system latency and energy consumption;
the authors in [7] investigate a single-user MEC system with
inelastic tasks, and minimize the total energy consumption
under the deadline constraint; the authors in [8]–[13] examine
multi-user MEC systems with elastic tasks, and minimize the
weighted sum of the system delay and energy consumption
[8]–[10] or minimize the system delay under the transmit
power constraint [11]–[13]; the authors in [14]–[19] study
multi-user MEC systems with inelastic tasks, and minimize the
total energy consumption under the deadline constraint. Note
that the works [5]–[18] do not consider caching at serving
nodes.
In an MEC system, the computation task input data, com-
putation results and software may be reused by multiple users
and thus can be stored in advance at the wireless edge to save
computation and communications resources of an MEC system
[1]. Therefore, it is increasingly important to jointly optimize
caching, computation and communications resources for de-
sign energy-efficient cache-assisted MEC systems. Recently,
the works in [20]–[33] consider optimal caching, computation
offloading, and transmission power and time allocation to
reduce costs (e.g., energy and latency) of MEC systems.
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2Specifically, in [20]–[23], the authors study single-user cache-
assisted MEC systems with elastic tasks, and minimize the
communications resource consumption [20], [21], the system
latency [22] or the weighted sum of the system latency and
energy consumption [23]. The proposed solutions in [20]–
[23] may not be suitable for multi-user MEC systems. In
[24]–[27], [32], [33], the authors investigate multi-user cache-
assisted MEC systems with elastic tasks, and maximize the
total network revenue [24], [25], [33], or minimize the system
latency [26], [27], [32]. In [28]–[31], the authors study multi-
user cache-assisted MEC systems with inelastic tasks and
maximize the total network revenue [28], or minimize the total
energy consumption [29]–[31] under the deadline constraint.
Note that in [24]–[33], it is assumed that the size of the
task input data or computation result of each task is negligible.
Hence, the resource consumption for transmitting task input
data from users to a serving node or computation results from
a serving node to users is not considered. This assumption
may not hold for many application services with large sizes
of task input data or computation results, such as AR and
multi-media transformation. In [22], [24]–[26], [30]–[33], on
the other hand, it is assumed that task execution durations
at the serving node or users are negligible. This assumption
may not be suitable for some applications with computation
tasks of high workloads, such as online video gaming and 3D
modeling/rendering.
Furthermore, the authors in [24]–[26], [28]–[30] consider
caching task input data at a serving node to save commu-
nications resource, and the authors in [25], [27], [30], [31]
consider caching computation results at a serving node to
save computation resource consumption. Since task input data
or computation results of different tasks are usually not the
same, even if they correspond to the same service, the resulting
reduction of communications or computation resource may not
be significant. In addition, an implicit assumption in [24]–[31]
is that an MEC server or users can process whatever types
of computation tasks that are offloaded from users without
considering the availability of the software at the wireless
edge. This may not hold in practice, since only a limited
number of software can be stored at the wireless edge due
to limited storage resource. Recently, the authors in [32], [33]
consider limited storage resource and study optimal caching
of software at serving nodes. However, in [32], [33], fetching
uncached software via the backhaul link is not considered,
and the tasks corresponding to the service processed by an
uncached software have to be transmitted to a remote cloud
for executing. In addition, in [33], only one software can be
stored at the serving node. Thus, the model regarding software
in [32], [33] may not fully exploit the potential advantage of
MEC systems.
In summary, further studies are required to design more
practical energy-efficient cache-assisted MEC systems by
jointly optimizing caching, computation and communications
resource allocation. In this paper, we consider joint optimiza-
tion of software caching, computation offloading and com-
munications resource allocation in a multi-user cache-assisted
MEC system, consisting of one serving node with caching and
computing capabilities and multiple users each with computing
capability. The main contributions are summarized below.
• First, we propose a joint caching, computation and com-
munications mechanism which involves software fetch-
ing, caching and multicasting, as well as task input data
uploading, task executing (with non-negligible time dura-
tion) and computation result downloading and mathemati-
cally characterize it. Note that the proposed mechanism is
more practical and can exploit more advantages of MEC
systems than the existing ones [5]–[18], [20]–[33]. To the
best of our knowledge, this is the first work considering
software fetching and multicasting besides caching.
• Then, we optimize the joint caching, offloading and
time allocation policy to minimize the weighted sum
energy consumption subject to the caching and deadline
constraints. The problem is a challenging two-timescale
mixed integer nonlinear programming (MINLP) problem
and is NP-hard in general. We convert it into an equivalent
convex MINLP problem by using some appropriate trans-
formations and propose two low-complexity algorithms
to obtain suboptimal solutions of the original non-convex
MINLP problem. Specifically, the first suboptimal solu-
tion is obtained by solving a relaxed convex problem us-
ing alternating direction method of multipliers (ADMM),
and rounding its optimal solution properly. The second
suboptimal solution is obtained by obtaining a stationary
point of an equivalent difference of convex (DC) problem
using the penalty convex-concave procedure (Penalty-
CCP) and ADMM.
• Finally, by numerical results, we show that the proposed
solutions outperform existing schemes and reveal their
advantages in efficiently utilizing storage, computation
and communications resources. In addition, we show that
the suboptimal solution based on penalty CCP outper-
forms the one based on continuous relaxation at the cost
of computational complexity increase.
II. SYSTEM MODEL
As shown in Fig. 1, we consider a multi-user cache-assisted
MEC system with one single-antenna serving node and K
single-antenna users, denoted by set K , {1, 2, · · · ,K}. The
serving node has caching and computing capabilities. Each
user also has its own computing capability. Key notations used
in the rest of this paper are summarized in Table I.
A. Service, Task, Channel and System State
Consider N computation-intensive and latency-sensitive
computation services, denoted by set X , {1, 2, · · · , N}. Each
user k randomly requests a computation service, denoted by
Xk ∈ X . Let X , (Xk)k∈K ∈ XK denote the random system
service state. Each computation service may be demanded
by multiple users. Let Kn(X) , {k ∈ K : Xk = n} and
Kn(X) , |Kn(X)|=
∑
k∈K 1 (Xk = n) denote the set and
number of users who requests service n at the random system
service state X, where 1 (·) denotes the indicator function.
Each user k has a specific task for the requested service
Xk. The task of user k is also referred to as task k. Task k
is specified by three random task parameters, i.e., the size of
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Fig. 1. The system model at N = 3 and K = 5. Here, S1, S2 and S3 represent the software corresponding to services 1, 2 and 3 in the set
X . Only S3 is cached at the serving node. T1, ..., T5 represent the tasks of users 1, · · · , 5 in the set K. The color of each user corresponds
to the service it demands. T1, T2 and T5 are executed locally, T3 is executed at the serving node, and T4 is executed at the serving node.
TABLE I. Notations.
Notation Definition Notation Definition
K Set of users (tasks) K Number of users.
X Set of services. N Number of services.
Ldatu Finite space of the size of input data. B System Bandwidth.
Ldate Finite space of computation load. D System Deadline.
Ldatd Finite space of the size of computation result. Ldatu,k Size of input data of task k.
H Finite channel state space. Ldate,k Computation load of task k.
Q System state space. Ldatd,k Size of computation result of task k.
X Random system service state. Xk Service requested by user k.
Ldatu Random system task input data state. Hk Channel state of user k.
Ldate Random system task computation load state. Hd,n(X,H) The smallest value among the channel states
of all the Kn(X) users in Kn(X).
Ldatd Random system task computation result state. R Transmission rate via backhaul link.
H Random system channel state. C Cache size.
Q Random system state. Fsn CPU frequency of serving node.
Kn(X) Set of users who requests service n at the random system
service state X.
Kn(X) Number of users who requests service n at
the random system service state X.
c Caching action. Fk CPU frequency of user k.
o Offloading action. µsn Constant factor at serving node.
tdatu Time allocation action for uploading the task input data of
all users.
µk Constant factor at user k.
tdatd Time allocation action for downloading the computation
result of all users.
ωk Weight factor for user k.
tsfwd Time allocation action for multicasting all software. lsfwd,n Size of software n.
O A mapping from system state Q to offloading action o. n0 Power of the complex additive white Gaus-
sian noise over entire bandwidth B.
Tdatu A mapping from system state Q to time allocation action
tdatu for uploading the task input data of all users.
 A positive constant.
Tdatd A mapping from system state Q to time allocation action
tdatd for downloading the computation result of all users.
ρ A penalty parameter for ADMM algorithm.
Tsfwd A mapping from system state Q to time allocation action
tsfwd for multicasting all software.
the task input data Ldatu,k ∈ Ldatu (in bits), the computation load
Ldate,k ∈ Ldate (in number of CPU-cycles) and the size of the
computation result Ldatd,k ∈ Ldatd (in bits). Here, Ldatu , Ldate
and Ldatd denote the corresponding finite spaces. Let Ldatu ,
(Ldatu,k )k∈K ∈ (Ldatu )K , Ldate , (Ldate,k )k∈K ∈ (Ldate )K and
Ldatd , (Ldatd,k )k∈K ∈ (Ldatd )K denote the random system task
input data size state, random system computation load state
and random system computation result size state, respectively.
The task of each user is generated at the time 0 and has to be
completed by the deadline D (in seconds), where D reflects
the user latency requirement.1 We consider the operation of
the MEC system in the time interval [0, D].
We study Time-Division Duplexing (TDD) mode and con-
sider Time Division Multiple Access (TDMA) system. The
entire bandwidth is B (Hz). Assume that channel conditions
do not change during [0, D]. Let Hk ∈ H denote the random
channel state of user k, representing the power gain of the
channel (over the entire bandwidth B) between user k and the
serving node, where H denotes the finite channel state space.
1We assume that all tasks have the same deadline. The optimization results
obtained in this paper can be extended to study a more general task scenario,
where tasks may have different deadlines. The extension will be considered
in our future work.
4Let H , (Hk)k∈K ∈ HK denote the random system channel
state. Let Hd,n(X,H) , mink∈Kn(X)Hk denote the smallest
value among the channel states of all the Kn(X) users in
Kn(X). For notation simplicity, if Kn(X) = ∅, we define
Hd,n(X,H)=∞.
The random system state consists of the random system
service state X, the random system task input data size
state Ldatu , the random system computation load state L
dat
e ,
the random system computation result size state Ldatd and
the random system channel state H, and is denoted by
Q , (X,Ldatu ,Ldate ,Ldatd ,H) ∈ Q , XK × (Ldatu )K ×
(Ldate )K × (Ldate )K × HK . Let pQ(q) , Pr[Q = q]
denote the probability of the random system state Q being
q , (x, ldatu , ldate , ldatd ,h) ∈ Q, where x , (xk)k∈K ∈ XK ,
ldatu , (ldatu,k )k∈K ∈ (Ldatu )K , ldate , (ldate,k )k∈K ∈ (Ldate )K ,
ldatd , (ldatd,k )k∈K ∈ (Ldate )K and h , (hk)k∈K ∈ HK . Note
that pQ(q) ≥ 0 for all q ∈ Q and
∑
q∈Q pQ(q) = 1. Each
user k can inform the serving node of its service index Xk
and three task parameters (Ldatu,k , L
dat
e,k , L
dat
d,k ), e.g., via some
feedback mechanism. In addition, the serving node can easily
obtain the channel state of each user k, i.e., Hk, e.g., by
channel sounding. Thus, we assume that the serving node is
aware of the system state Q.
B. Software Fetching and Caching
We consider that each service n ∈ X is processed by a
particular software, also indexed by n ∈ X . Let lsfwd,n denote
the size of software n (in bits). Suppose all software in X are
available at the core network. The serving node is connected
to the core network via a backhaul link of transmission rate R
(in bits per second, bps). In the MEC system, the serving node
needs to get access to the software that can process the services
requested by the users. The time duration for the serving node
to fetch software n over the backhaul link is given by T sfwB,d,n =
lsfwd,n/R, for all n ∈ X .2
The serving node is equipped with a cache of size C (in
bits). Recall that each service may be demanded by multiple
users. Thus, the software for each service can be reusable.
To save fetching cost, we consider caching some software in
X at the serving node.3 Let cn denote the caching action for
software n at the serving node, where
cn ∈ {0, 1}, n ∈ X . (1)
Here, cn = 1 means that software n is cached, and cn = 0
otherwise. Note that if software n has been cached at the
serving node, i.e., cn = 1, fetching software n from the core
network is no longer necessary; otherwise, the server needs to
2In this paper, we focus on energy consumption at the wireless edge. Thus,
we do not consider the energy consumption for fetching a software over the
backhaul link.
3Caching some popular software at wireless edge is highly desirable in
some practical scenarios [1]. For example, users in a museum can use the
AR/VR services to get a better immersive experience, and thus, it is desirable
to cache those software related to some popular AR/VR services in advance
at the serving node in this area to provide higher quality services. Another
example is that users are likely to play some online video games at certain
times (e.g., after dinner or before sleep), and thus, it is wise for the game
providers to cache some popular video game software at the serving node to
reduce the huge computation loads to the users.
fetch software n when there is some user demanding service n.
Under the cache size constraint at the serving node, we have∑
n∈X
cnl
sfw
d,n ≤ C. (2)
Let c , (cn)n∈X denote the system caching action.
Remark 1 (Software Fetching and Caching): The authors in
[24]–[31] implicitly assume that an MEC server can process
whatever types of tasks without considering the availability
of software at the wireless edge. The authors in [32], [33]
consider caching the software at the serving node, but do not
consider fetching uncached software via the backhaul link.
Thus, the tasks corresponding to the service processed by an
uncached software have to be transmitted via the backhaul link
to a remote cloud for executing, failing to exploit potential
advantages of MEC systems.
C. Computation
The serving node has computing capability by running a
server with fixed CPU frequency Fsn (in number of CPU-
cycles per second). Each user k also has computing capability
with fixed CPU frequency Fk (in number of CPU-cycles per
second). Usually, Fsn is much larger than Fk, k ∈ K. Task
k can be executed either remotely at the serving node via
computation offloading or locally at user k. Different from
[22], [24]–[26], [30]–[32], we will consider time durations for
executing tasks at both the serving node and the users, so as
to properly model computation-intensive tasks in practice. Let
ok denote the computation offloading action of user k, where
ok ∈ {0, 1}, k ∈ K. (3)
Here, ok = 1 means that task k is executed at the serving
node and ok = 0 means that task k is executed at user k. Let
o , (ok)k∈K denote the computation offloading action.
1) Computing at Serving Node: In the case that task k is
executed at the serving node, i.e., ok = 1, there are three
stages: i) user k uploads the task input data of Ldatu,k bits to
the serving node, ii) the serving node executes task k (which
requires Ldate,k CPU-cycles), and iii) the serving node transmits
the computation result of Ldatd,k bits to user k. The time duration
and energy consumption for executing task k at the serving
node are given by Ldate,k/Fsn (in seconds) and µsnL
dat
e,kF
2
sn (in
Joule), respectively, where µsn is a constant factor determined
by the switched capacitance of the MEC server [1].
Let tdatu,k (t
dat
d,k ) denote the time duration for transmit-
ting the task input data (computation result) of user k and
pdatu,k (in Watt) the transmission power of user k. Then, the
maximum achievable transmission rate (in bps) is ru,k =
B log2
(
1 + pdatu,kHk/n0
)
, where n0 is the power of the com-
plex additive white Gaussian noise over the entire bandwidth
B. On the other hand, the transmission rate should be fixed
as ru,k = Ldatu,k/t
dat
u,k , since this is the most energy-efficient
transmission method for transmitting Ldatu,k bits in t
dat
u,k sec-
onds [16]. Define g(x) , n0(2x/B − 1). Then, we have
pdatu,k =
1
Hk
g
(
Ldatu,k/t
dat
u,k
)
. Thus, the energy consumption at
5∑
n∈X
(
1 (Kn(X) ≥ 1) (1− cn)T sfwB,d,n +
(
max
k∈Kn(X)
(1− ok)
)
tsfwd,n
)
+
∑
k∈K
ok
(
tdatu,k + L
dat
e,k /Fsn + t
dat
d,k
)
≤ D, (4)
∑
n∈X
(
1 (Kn(X) ≥ 1) (1− cn)T sfwB,d,n +
(
max
k∈Kn(X)
(1− ok)
)
tsfwd,n
)
+ (1− ok)Ldate,k /Fk ≤ D, k ∈ K. (5)
user k for uploading the task input data of Ldatu,k bits to the
serving node is given by
Edatu,k (t
dat
u,k , L
dat
u,k , Hk) =

tdatu,k
Hk
g
(
Ldatu,k
tdatu,k
)
, if tdatu,k > 0,
0, otherwise.
Similarly, the energy consumption at the serving node for
transmitting the computation result of Ldatd,k bits to user k is
Edatd,k (t
dat
d,k , L
dat
d,k , Hk) =

tdatd,k
Hk
g
(
Ldatd,k
tdatd,k
)
, if tdatd,k > 0,
0, otherwise.
2) Computing at Users: In the case that task k is executed
at user k, i.e., ok = 0, there are two stages: i) the serving
node transmits the corresponding software Xk to user k, ii)
user k executes task k locally. To avoid transmitting the same
software to multiple users over multiple times for energy
saving, we consider software multicasting. In particular, we
multicast software n to the users in {k ∈ Kn(X) : ok = 0}.
As a matter of fact, both multicast and unicast may happen
(with different probabilities). Without loss of generality, we
still refer to this transmission as multicast. The time duration
and energy consumption for executing task k at user k are
given by Ldate,k/Fk and µkL
dat
e,kF
2
k , respectively, where µk is a
constant factor determined by the switched capacitance of the
device of user k [1].
Let tsfwd,n denote the time duration for multicasting software
n. Then, the energy consumption at the serving node for
multicasting software n of lsfwd,n bits is given by
Esfwd,n(t
sfw
d,n,X,H) =

tsfwd,n
Hd,n(X,H)
g
(
lsfwd,n
tsfwd,n
)
, if tsfwd,n > 0,
0, otherwise.
Remark 2 (Software Multicasting): To the best of our
knowledge, software multicasting in MEC systems has never
been considered in existing literature. It enjoys more multi-
casting opportunities than multicasting of computation results
proposed in our previous work [31], as the computation results
of different tasks are usually not the same, even if they
correspond to the same service.
D. Deadline Constraints and Total Energy Consumption
For ease of implementation, we consider three succes-
sive phases, for fetching software, multicasting software, and
computation, respectively, as illustrated in Fig. 1. Under the
considered frame structure in Fig. 1, we have two deadline
constraints, as shown in (4) and (5), where
0 ≤ tdatu,k ≤ okD, k ∈ K, (6)
0 ≤ tdatd,k ≤ okD, k ∈ K, (7)
0 ≤ tsfwd,n ≤ max
k∈Kn(X)
(1− ok)D, n ∈ X . (8)
Here, maxk∈Kn(X)(1 − ok) indicates whether software n is
requested by some users, i.e., maxk∈Kn(X)(1 − ok) = 1
means that software n is requested by some users, and
maxk∈Kn(X)(1−ok) = 0, otherwise. To facilitate understand-
ing of the derivation of the deadline constraints in (4) and
(5), we point that the first terms in (4) and (5) are the same,
representing the total time duration for software fetching and
multicasting. The second term in (4) represents the total time
duration for uploading, executing and downloading the tasks
being offloaded. The second term in (5) represents the time
duration for executing task k at user k, which is zero if task
k is offloaded. Please also note that, due to the consideration
of software fetching, caching and multicasting, as well as task
input data uploading, task executing (with non-negligible time
duration) and computation result downloading, the deadline
constraints in (4) and (5) are more comprehensive than those
in [20]–[22], [24]–[33].
Finally, the weighted sum energy consumption (at the
wireless edge) is given by (9), where tdatu , (tdatu,k )k∈K,
tdatd , (tdatd,k )k∈K and tsfwd , (tsfwd,n)n∈X . In addition, in (9),
ωk > 0 represents the weight factor for user k. A larger
ωk means imposing a higher cost on energy consumption
at user k due to the limited battery power. Note that, if
ωk = 1 for all k ∈ K, the average weighted sum energy
consumption E(o, tdatu , t
dat
d , t
sfw
d ,Q) represents the average
total energy consumption (in Joule). Furthermore, the three
summation terms in (9) correspond to the energy consumptions
for software downloading, tasks being offloaded and tasks
being computed locally, respectively.
III. PROBLEM FORMULATION AND TRANSFORMATION
In this section, we first formulate an energy minimization
problem. Then, we transform it into a convex mixed integer
nonlinear programming (MINLP) problem.
A. Problem Formulation
In this part, we formulate the energy minimization problem.
First, we define a feasible joint caching, offloading and time
allocation policy.
Definition 1 (Feasible Joint Policy): We consider
a joint caching, offloading and time allocation policy
(c,O,Tdatu ,T
dat
d ,T
sfw
d ), where the caching action c does
not change with the system state Q, and the offloading and
time allocation (O,Tdatu ,T
dat
d ,T
sfw
d ) is a vector mapping
(i.e., function) from the system state Q to the offloading and
time allocation actions (o, tdatu , t
dat
d , t
sfw
d ), i.e., o = O(Q),
6E(o, tdatu , t
dat
d , t
sfw
d ,Q) =
∑
n∈X
(
max
k∈Kn(X)
(1− ok)
)
Esfwd,n(t
sfw
d,n,X,H) +
∑
k∈K
ok
(
ωkE
dat
u,k (t
dat
u,k , L
dat
u,k , Hk)
+ µsnL
dat
e,kF
2
sn + E
dat
d,k (t
dat
d,k , L
dat
d,k , Hk)
)
+
∑
k∈K
(1− ok)ωkµkLdate,kF 2k . (9)
tdatu = T
dat
u (Q), t
dat
d = T
dat
d (Q) and t
sfw
d = T
sfw
d (Q). Here,
O , (Ok)k∈K, Tdatu , (T datu,k )k∈K, Tdatd , (T datd,k )k∈K and
Tsfwd , (T sfwd,n )n∈X . We call a policy (c,O,Tdatu ,Tdatd ,Tsfwd )
feasible, if the caching action c satisfies (1) and (2), and the
offloading and time allocation actions (o, tdatu , t
dat
d , t
sfw
d ) at
each Q together with c satisfy (3), (4), (5), (6), (7) and (8).
Remark 3 (Interpretation of Definition 1): [31] Caching
generally follows a much larger timescale (e.g., hours or
days) and should reflect statistics of the MEC system. On the
contrary, the computation offloading and the time allocation
actions evolve at a much shorter timescale (e.g., miliseconds)
and should utilize instantaneous information of the MEC
system. As a result, we assume in Definition 1 that the caching
action only depends on the probability mass functions pQ(q),
q ∈ Q, and does not change with the Q, while the computation
offloading and time allocation actions are adaptive to Q.
Under a feasible joint policy (c,O,Tdatu ,T
dat
d ,T
sfw
d ), the
average weighted sum energy consumption is given by
E(O,Tdatu ,T
dat
d ,T
sfw
d )
= E
[
E(O(Q),Tdatu (Q),T
dat
d (Q),T
sfw
d (Q),Q)
]
, (10)
where the expectation E is taken over the random system state
Q ∈ Q and E(·) is given by (9). In this paper, we would like
to minimize the average weighted sum energy consumption in
(10). Specifically, we have the following problem.4
Problem 1 (Energy Minimization):
E
∗ , min
c,O,Tdatu ,T
dat
d ,T
sfw
d
E(O,Tdatu ,T
dat
d ,T
sfw
d )
s.t. (1), (2),
Ok(Q) ∈ {0, 1}, (11)
0 ≤ Tdatu,k (Q) ≤ Ok(Q)D, (12)
0 ≤ Tdatd,k (Q) ≤ Ok(Q)D, (13)
0 ≤ T sfwd,n (Q) ≤ maxk∈Kn(X)(1−Ok(Q))D, (14)∑
n∈X
(
1 (Kn(X) ≥ 1) (1− cn)T sfwB,d,n
+
(
maxk∈Kn(X)(1−Ok(Q))
)
T sfwd,n
)
(15)
+
∑
k∈K
Ok(Q)
(
Tdatu,k (Q) + L
dat
e,k /Fsn + T
dat
d,k (Q)
)
≤ D,
∑
n∈X
(
1 (Kn(X) ≥ 1) (1− cn)T sfwB,d,n
+
(
maxk∈Kn(X)(1−Ok(Q))
)
T sfwd,n
)
(16)
+(1−Ok(Q))Ldate,k /Fk ≤ D,
4Although Problem 1 is for time interval [0, D], a solution of Problem 1
can be applied to a practical MEC system over a long time during which the
statistics of the random system state does not change.
where k ∈ K, n ∈ X , Q ∈ Q, and E(·) is given by (10).
Let (c∗,O∗,Tdat
∗
u ,T
dat∗
d ,T
sfw∗
d ) denote an optimal solution
of Problem 1.
Problem 1 is a challenging two-timescale non-convex
MINLP problem and is NP-hard in general [34].
B. Problem Transformation
In this part, using several optimization techniques, we
transform Problem 1 to an equivalent convex MINLP prob-
lem. Let (Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d ) denote a vector mapping (i.e.,
function) from the system state Q to (y, tˆdatu , tˆ
dat
d , tˆ
sfw
d ),
i.e., y = Y(Q), tˆdatu = Tˆ
dat
u (Q), tˆ
dat
d = Tˆ
dat
d (Q) and
tˆsfwd = Tˆ
sfw
d (Q), where y , (yn)n∈X , tˆdatu , (tˆdatu,k )k∈K,
tˆdatd , (tˆdatd,k )k∈K, tˆsfwd , (tˆsfwd,n)n∈X , Y , (Yn)n∈X , Tˆdatu ,
(Tˆ datu,k )k∈K, Tˆ
dat
d , (Tˆ datd,k )k∈K and Tˆsfwd , (Tˆ sfwd,n )n∈X . In
addition, define
e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d ) (17)
, E[e(O(Q),Y(Q), Tˆdatu (Q), Tˆdatd (Q), Tˆsfwd (Q),Q)],
where e(·) is given by (18) with edatu,k (ok, tˆdatu,k , Ldatu,k , Hk) ,
tˆdatu,k/Hkg
(
okL
dat
u,k/tˆ
dat
u,k
)
, edatd,k (ok, tˆ
dat
d,k , L
dat
d,k , Hk) ,
tˆdatd,k/Hkg
(
okL
dat
d,k/tˆ
dat
d,k
)
and esfwd,n(yn, tˆ
sfw
d,n,X,H) ,
tˆsfwd,n/Hd,n(X,H)g
(
ynl
sfw
d,n/tˆ
sfw
d,n
)
. Then, we introduce
the following problem.
Problem 2 (Equivalent Problem of Problem 1):
min
c,O,Y,Tˆdatu ,Tˆ
dat
d ,Tˆ
sfw
d
e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d )
s.t. (1), (2), (11),{
1−Oi(Q) ≤ Yn(Q) ≤ 1, i ∈ Kn(X), if Kn(X) ≥ 1,
Yn(Q) = 0, if Kn(X) = 0,
(19)
0 ≤ Tˆ datu,k (Q) ≤ Ok(Q)D, (20)
0 ≤ Tˆ datd,k (Q) ≤ Ok(Q)D, (21)
0 ≤ Tˆ sfwd,n (Q) ≤ Yn(Q)D, (22)∑
n∈X
(
1 (Kn(X) ≥ 1) (1− cn)T sfwB,d,n + Tˆ sfwd,n (Q)
)
+
∑
k∈K
(
Tˆ datu,k (Q) +Ok(Q)L
dat
e,k/Fsn + Tˆ
dat
d,k (Q)
)
≤ D,
(23)∑
n∈X
(
1 (Kn(X) ≥ 1) (1− cn)T sfwB,d,n + Tˆ sfwd,n (Q)
)
+ (1−Ok(Q))Ldate,k/Fk ≤ D, (24)
where k ∈ K, n ∈ X and Q ∈ Q. Let (c?,O?,Y?, Tˆdat?u ,
Tˆdat
?
d , Tˆ
sfw?
d ) denote an optimal solution of Problem 2.
7e(o,y, tˆdatu , tˆ
dat
d , tˆ
sfw
d ,Q) ,
∑
n∈X
esfwd,n(yn, tˆ
sfw
d,n,X,H) +
∑
k∈K
(
ωke
dat
u,k (ok, t
dat
u,k , L
dat
u,k , Hk)
+ okµsnL
dat
e,kF
2
sn + e
dat
d,k (ok, tˆ
dat
d,k , L
dat
d,k , Hk)
)
+
∑
k∈K
(1− ok)ωkµkLdate,kF 2k . (18)
Note that the constraints in (20), (21), (23) and (24) corre-
spond to the constraints in (12), (13), (15) and (16), and the
constraints in (19) and (22) correspond to the constraints in
(14). Since the objective and constraint functions are convex,
Problem 2 is a two-timescale convex MINLP problem and is
generally still NP-hard. The relationship between Problem 1
and Problem 2 is shown below.
Lemma 1 (Equivalence between Problems 1 and 2): Prob-
lems 1 and 2 are equivalent, i.e., c∗n = c
?
n, n ∈ X , O∗k(Q) =
O?k(Q), T
dat∗
u,k (Q) = Tˆ
dat?
u,k (Q), T
dat∗
d,k (Q) = Tˆ
dat?
d,k (Q),
k ∈ K, Q ∈ Q, and T sfw∗d,n (Q) = Tˆ sfw
?
d,n (Q), n ∈ X , Q ∈ Q.
Proof: See Appendix A. 
Note that, although both Problems 1 and 2 are NP-hard,
Problem 2 (convex MINLP) is more tractable than Problem 1
(non-convex MINLP). In the following two sections, based
on Problem 2, we develop two low-complexity algorithms to
obtain a feasible solution and a stationary point of Problem 2,
which have promising performance and can be treated as sub-
optimal solutions of Problem 2. Specifically, the first algorithm
is based on continuous relaxation and the second one bases
on penalty convex-concave procedure (Penalty-CCP).
IV. A LOW-COMPLEXITY ALGORITHM BASED ON
CONTINUOUS RELAXATION
In this section, we develop a low-complexity algorithm to
obtain a suboptimal solution of Problem 2 based on continuous
relaxation. First, we obtain an optimal solution of the con-
tinuous relaxation of Problem 2 using consensus alternating
direction method of multipliers (ADMM). Then, we construct
a suboptimal solution of Problem 2.
A. Optimal Solution of Relaxed Problem
By relaxing the discrete constraints in (1) and (11) to
0 ≤ Ok(Q) ≤ 1, k ∈ K, Q ∈ Q, (25)
0 ≤ cn ≤ 1, n ∈ X , (26)
we obtain the following continuous relaxation of Problem 2.
Problem 3 (Continuous Relaxation of Problem 2):
e∗ , min
c,O,Y,Tˆdatu ,Tˆ
dat
d ,Tˆ
sfw
d
e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d )
s.t. (2), (19), (20), (21), (22), (23), (24), (25), (26).
Let (c‡,O‡,Y‡, Tˆdat
‡
u , Tˆ
dat‡
d , Tˆ
sfw‡
d ) denote an optimal solu-
tion of Problem 3.
It is easy to verify that Problem 3 is convex, and hence
we can obtain an optimal solution of Problem 3 using an
interior point method. However, this method has high compu-
tational complexity. Specifically, the computational complexity
of each iteration of an interior point method used for solv-
ing Problem 3 is given by O ((K +N)3N3K∆3K), where
∆ =
∣∣Ldatu ∣∣ × ∣∣Ldate ∣∣ × ∣∣Ldatd ∣∣ × |H| [35]. In the following,
we will develop a fast algorithm based on ADMM, which
is more efficient than an interior point method in solving
Problem 3. Note that, ADMM is a simple but powerful
first-order method for solving convex optimization problems
with a large number of variables and constraints [36], [37].
A significant advantage of ADMM is that it allows us to
decompose the original problem into a series of subproblems,
each of which only contains a small number of variables and
constraints. These subproblems are separated from each other
and can be effectively solved in a distributed manner. It has
been shown in [36] that ADMM can quickly converge to an
optimal solution of the original problem with modest accuracy.
In order to enable the application of ADMM, we need to
transform Problem 3 into an ADMM form that is separable.
We notice that the objective function and the constraint
functions in (19)–(25) are separable with respective to (w.r.t.)
system state Q ∈ Q, while the caching constraint functions in
(2) and (26) are not. In order to make Problem 3 separable,
we first introduce new variables Cˆ(Q) and the corresponding
constraints on Cˆ(Q), given by (27)–(30), where k ∈ K,
n ∈ X , Q ∈ Q and Cˆ , (Cˆn)n∈X is a vector mapping
of Q. Then, define
v(O(Q),Y(Q), Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q)) , (31)
pQ(q)e(O(Q),Y(Q), Tˆ
dat
u (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q),Q)
+ IF1(Q)
[
(Cˆ(Q),O(Q),Y(Q), Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q))
]
,
where e(·) is given by (18), IF1(Q)[s] is defined as
IF1(Q)[s] ,
{
0, if s ∈ F1(Q),
+∞, otherwise,
and F1(Q) , {(Cˆ(Q),O(Q),Y(Q), Tˆdatu (Q), Tˆdatd (Q),
Tˆsfwd (Q))|(19), (20), (21), (22), (25), (27), (28), (29), (30)}.
Consider the following problem in ADMM form that is
separable.
Problem 4 (Equivalent Problem of Problem 3):
min
c,Cˆ,O,Y,
Tˆdatu ,Tˆ
dat
d ,Tˆ
sfw
d
∑
Q∈Q
v(O(Q),Y(Q), Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q))
s.t. Cˆn(Q) = cn, n ∈ X , Q ∈ Q. (32)
Note that, since the variable c accounts for all system states
and (Cˆn(Q),O(Q),Y(Q), Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q)) is
only related to a specific system state Q, we refer to the
former and the latter as “global variable” and “local variable”
[4], respectively. The constraints in (32) is used to guarantee
the consistency of the local variables Cˆn(Q) for all Q ∈ Q
8∑
n∈X
(
1 (Kn(X) ≥ 1) (1− Cˆn(Q))T sfwB,d,n + Tˆ sfwd,n (Q)
)
+
∑
k∈K
(
Tˆdatu,k (Q) +Ok(Q)L
dat
e,k /Fsn + Tˆ
dat
d,k (Q)
)
≤ D, (27)
∑
n∈X
(
1 (Kn(X) ≥ 1) (1− Cˆn(Q))T sfwB,d,n + Tˆ sfwd,n (Q)
)
+ (1−Ok(Q))Ldate,k /Fk ≤ D, (28)∑
n∈X
Cˆn(Q)l
sfw
d,n ≤ C, (29)
0 ≤ Cˆn(Q) ≤ 1. (30)
(
Cˆt+1(Q),Ot+1(Q),Yt+1(Q),
Tˆdatu,t+1(Q), Tˆ
dat
d,t+1(Q), Tˆ
sfw
d,t+1(Q)
)
, arg min
(Cˆ(Q),O(Q),Y(Q),
Tˆdatu (Q),Tˆ
dat
d (Q),
Tˆsfwd (Q))∈F1(Q)
f1(Cˆ(Q),O(Q),Y(Q), Tˆ
dat
u (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q)), (33)
ct+1,n =
1
|Q|
∑
Q∈Q
(
Cˆt+1,n(Q) + (1/ρ)θt,n(Q)
)
, n ∈ X , (34)
θt+1,n(Q) = θt,n(Q) + ρ(Cˆt+1,n(Q)− ct+1,n), n ∈ X , Q ∈ Q. (35)
Algorithm 1 Solving Problem 3 via ADMM
1: input: B, C, D, K, N , R, Fsn, µsn, lsfwd,n , n ∈ X , Fk, µk, ωk,
k ∈ K, n0,  and ρ
2: output: (c‡,O‡,Y‡, Tˆdat
‡
u , Tˆ
dat‡
d , Tˆ
sfw‡
d )
3: initialization: choose any c0,n ∈ [0, 1], θ0,n(Q) > 0, n ∈ X ,
Q ∈ Q, and set t := 0
4: repeat
5: obtain (Cˆt+1(Q),Ot+1(Q),Yt+1(Q), Tˆdatu,t+1(Q), Tˆdatd,t+1(Q),
Tˆsfwd,t+1(Q)) by solving the problem in (33) for all Q ∈ Q,
via an interior point method
6: compute ct+1,n, n ∈ X according to (34)
7: compute θt+1,n(Q), n ∈ X , Q ∈ Q according to (35)
8: set t := t+ 1
9: until ‖Cˆt+1(Q)− ct+1‖2≤  and ‖(ct+1 − ct) ρ‖2≤ 
10: set (c‡,O‡,Y‡, Tˆdat
‡
u , Tˆ
dat‡
d , Tˆ
sfw‡
d ) :=
(ct,Ot,Yt, Tˆ
dat
u,t , Tˆ
dat
d,t , Tˆ
sfw
d,t )
with each other, as well as with the global variable c, so it is
called a consensus constraints [36]. In addition, the objective
function of Problem 4 is separable w.r.t. the system state Q.
By exploiting this separable structure, we can apply ADMM
to solve Problem 4. Before continuing, we first show the
equivalence between Problems 3 and 4 as follows.
Lemma 2 (Equivalence between Problem 3 and Problem 4):
Problem 3 and Problem 4 are equivalent.
Proof: See Appendix B. 
Based on Lemma 2, instead of solving Problem 3, we now
solve Problem 2 using ADMM [36]. Specifically, we choose
any c0,n and θ0,n(Q), n ∈ X , Q ∈ Q, and at iteration t+ 1,
compute (33), (34) and (35), respectively. Here,
f1(Cˆ(Q),O(Q),Y(Q), Tˆ
dat
u (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q))
, pQ(q)e(O(Q),Y(Q), Tˆdatu (Q), Tˆdatd (Q), Tˆsfwd (Q),Q)
+
∑
n∈X
θt,n(Q)(Cˆn(Q)− ct,n) + ρ
2
∑
n∈X
(Cˆn(Q)− ct,n)2,
where ρ > 0 is a penalty parameter, and the update equations
in (35) are to obtain the Lagrange multipliers corresponding
to the constraints in (32). Note that the problem in (33) is
a convex problem, and hence can be solved by an interior
point method. The details of ADMM are summarized in
Algorithm 1. According to [36], we have the following lemma.
Lemma 3 (Convergence of Algorithm 1): As t → ∞, we
have
∑
Q∈Q
v(Ot(Q),Yt(Q), Tˆ
dat
u,t (Q), Tˆ
dat
d,t (Q), Tˆ
sfw
d,t (Q))→
e∗.
Proof: See Appendix C. 
We now analyze the computational complexity of Algo-
rithm 1. Specifically, the computational complexity of each
iteration of an interior point method used for solving the prob-
lem in (33) for all Q ∈ Q is given by O((K +N)3NK∆K).
The computational complexities for computing ct+1,n, n ∈ X ,
and θt+1,n(Q), n ∈ X , Q ∈ Q, are given by O(NK+1∆K).
Although the number of iterations of Algorithm 1 cannot
be analytically characterized, numerical results show that
Algorithm 1 terminates in a few iterations. Therefore, solving
Problem 3 using Algorithm 1 is of much lower computational
complexity than using an interior point method.
B. Binary Variable Recovery
As (c‡,O‡) are usually not binary, the optimal solution
(c‡,O‡,Y‡, Tˆdat
‡
u , Tˆ
dat‡
d , Tˆ
sfw‡
d ) of Problem 3 may not be
in the feasible set of Problem 2. In this part, based on
(c‡,O‡,Y‡, Tˆdat
‡
u , Tˆ
dat‡
d , Tˆ
sfw‡
d ), we construct a suboptimal
solution, denoted by (c†,O†,Y†, Tˆdat
†
u , Tˆ
dat†
d , Tˆ
sfw†
d ), of
Problem 2 with promising performance, which will be seen
in Section VI.
First, we determine c†. Both the cache size constraints in
(1) and (2) and the deadline constraints in (15) and (16) are
affected by c† but in different manners. Caching software n
consumes storage resource of lsfwd,n and saves time duration
9of Pr [Kn(X) ≥ 1]T sfwB,d,n for software fetching on average.
Define zn , Pr [Kn(X) ≥ 1]T sfwB,d,n/lsfwd,n, n ∈ X . Jointly con-
sidering the storage cost and time cost for software fetching,
we construct c† as follows:
c†(i) =
{
1, if i ≤ i,
0, otherwise,
(36)
where z(1) ≥ z(2) ≥ · · · ≥ z(N) are z1, z2, · · ·, zN sorted in
descending order and i , max{j|∑ji=1 lsfwd,(i) ≤ C}. Note that
the constructed c† satisfies the constraints in (1) and (2).
Then, we determine (O†,Y†). By (11) and (19), we
know that any feasible solution (c,O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d )
of Problem 2 satisfies: (i) Ok(Q) ≥ Yn(Q) if and only if
Ok(Q) = 1, for all k ∈ Kn(X), n ∈ X , Q ∈ Q; (ii)
Yn(Q) = maxk∈Kn(X)(1 − Ok(Q)), for all n ∈ X , Q ∈ Q.
Thus, based on (O‡,Y‡), we construct (O†,Y†) as follows:{
O†k(Q) = 1, if k ∈ Koffn (X),
O†k(Q) = 0, if k ∈ Kn(X) \ Koffn (X),
(37)
Y †n (Q) = max
k∈Kn(X)
(1−O†k(Q)), (38)
where Koffn (X) ,
{
k | O‡k(Q) ≥ Y ‡n (Q), k ∈ Kn(X)
}
, n ∈
X , Q ∈ Q. Note that the constructed (O†,Y†) satisfies the
constraints in (11) and (19).
Finally, based on the obtained (c†,O†,Y†), we determine
(Tˆdat
†
u , Tˆ
dat†
d , Tˆ
sfw†
d ) by solving Problem 2 with c = c
†, O =
O† and Y = Y†. Using decomposition, it is equivalent to
solve the following problem for each Q ∈ Q:
(Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q)) ,
arg min
Tˆdatu (Q),Tˆ
dat
d (Q),Tˆ
sfw
d (Q)
eˆ(Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q))
s.t. 0 ≤ Tˆdatu,k (Q) ≤ O†k(Q)D,
0 ≤ Tˆdatd,k (Q) ≤ O†k(Q)D, (39)
0 ≤ Tˆ sfwd,n (Q) ≤ Y †n (Q))D,∑
n∈X
(
1 [Kn(X) ≥ 1] (1− c†n)T sfwB,d,n + Tˆ sfwd,n (Q)
)
+
∑
k∈K
(
Tˆdatu,k (Q) +O
†
k(Q)L
dat
e,k /Fsn + Tˆ
dat
d,k (Q)
)
≤ D,
∑
n∈X
(
1 [Kn(X) ≥ 1] (1− c†n)T sfwB,d,n + Tˆ sfwd,n (Q)
)
+ (1−O†k(Q))Ldate,k /Fk ≤ D,
where k ∈ K, n ∈ X and eˆ(Tˆdatu (Q), Tˆdatd (Q), Tˆsfwd (Q)) ,
e¯(O†(Q),Y†(Q), Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q)) with e¯(·) be-
ing given by (17). Note that (O†,Y†, Tˆdat
†
u , Tˆ
dat†
d , Tˆ
sfw†
d )
satisfies the remanning constraints, i.e., (20)–(24).
The above details are summarized in Algorithm 2. The fol-
lowing lemma provides a sufficient condition for Algorithm 2
to find a feasible solution of Problem 2.
Lemma 4 (Applicability of Algorithm 2): If (c†,O†,Y†)
satisfies∑
n∈X
1 (Kn(X) ≥ 1) (1− c†n)T sfwB,d,n +
∑
k∈K
O†k(Q)
Ldate,k
Fsn
≤ D, (40)
Algorithm 2 Feasible Solution of Problem 2 Based on Con-
tinuous Relaxation
1: input: B, C, D, K, N , R, Fsn, µsn, lsfwd,n , n ∈ X , Fk, µk, ωk,
k ∈ K, n0,  and ρ
2: output: (c†,O†,Tdat
†
u ,T
dat†
d ,T
sfw†
d )
3: obtain (c‡,O‡,Y‡, Tˆdat
‡
u , Tˆ
dat‡
d , Tˆ
sfw‡
d ) by solving Problem 3
using Algorithm 1
4: compute (c†,O†,Y†) according to (36), (37) and (38)
5: compute (Tdat
†
u ,T
dat†
d ,T
sfw†
d ) by solving the problem in (39)
using an interior point method
∑
n∈X
1 (Kn(X) ≥ 1) (1− c†n)T sfwB,d,n + (1−O†k(Q))
Ldate,k
Fk
≤ D, (41)
where k ∈ K, Q ∈ Q, then (c†,O†,Y†, Tˆdat†u , Tˆdat
†
d , Tˆ
sfw†
d )
is a feasible solution of Problem 2.
Proof: The fact that (c,O,Y) satisfies the constraints in
(1), (2), (11), (19), (40) and (41) implies that (c,O,Y,0,0,0)
(i.e., Tˆdatu = 0, Tˆ
dat
u = 0 and Tˆ
sfw
d = 0) satisfies the
constraints of Problem 2. That is, (c,O,Y,0,0,0) is a
feasible solution of Problem 2, which completes the proof. 
Later in Section VI, we shall see that the suboptimal so-
lution (O†,Y†, Tˆdat
†
u , Tˆ
dat†
d , Tˆ
sfw†
d ) obtained by Algorithm 2
offers a promising performance.
V. A LOW-COMPLEXITY ALGORITHM BASED ON
PENALTY-CCP
In this section, we develop a low-complexity algorithm to
obtain a suboptimal solution of Problem 2 with a promising
performance based on Penalty-CCP. First, we equivalently
convert the discrete constraints in (1) and (11) to those in
(25), (26) and
F (c,O(Q)) ≤ 0, Q ∈ Q, (42)
where F (c,O(Q)) ,
∑
k∈KOk(Q) (1−Ok(Q)) +∑
n∈X cn (1− cn). Then, Problem 2 can be equivalently
transformed to the following DC problem.
Problem 5 (Equivalent DC Problem of Problem 2):
min
c,O,Y,Tˆdatu ,Tˆ
dat
d ,Tˆ
sfw
d
e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d )
s.t. (2), (19), (20), (21), (22), (23), (24), (25), (26), (42).
Note that the constraint function in (42) is concave and
the objective function and the other constraint functions are
convex. Thus, Problem 5 is a DC problem (which is non-
convex). A classical goal of solving a non-convex problem
is to obtain a stationary point. In the following, we adopt
the Penalty-CCP method in [38] to obtain a stationary point
of Problem 5. Specifically, at iteration j + 1, we solve the
following convex approximation problem, which is obtained
via linearizing the concave portion in F (c,O(Q)) at the
solution obtained at iteration j, and relaxing the constraint
in (42) by introducing a slack variable s.
Problem 6 (Convex Approximation Problem at Iteration j+
1):
e(j+1) , min
s≥0,c,O,Y,
Tˆdatu ,Tˆ
dat
d ,Tˆ
sfw
d
e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d ) + τ
(j)s
10
Algorithm 3 Solving Problem 6 via ADMM
1: input: B, C, D, K, N , R, Fsn, µsn, lsfwd,n , n ∈ X , Fk, µk, ωk, k ∈ K, n0,  and ρ
2: output: (s(j+1), c(j+1),O(j+1),Y(j+1), Tˆdat
(j+1)
u , Tˆ
dat(j+1)
d , Tˆ
sfw(j+1)
d )
3: initialization: choose any s0 > 0, c0,n ∈ [0, 1], θ0,n(Q) > 0, ξ0(Q) > 0, n ∈ X , Q ∈ Q, and set t := 0
4: repeat
5: obtain (Sˆt+1(Q), Cˆt+1(Q),Ot+1(Q),Yt+1(Q), Tˆdatu,t+1(Q), Tˆdatd,t+1(Q), Tˆsfwd,t+1(Q)) by solving the problem in (46) for all Q ∈ Q
via an interior point method
6: compute ct+1,n, θt+1,n(Q), n ∈ X , Q ∈ Q, st+1 and ξt+1(Q), Q ∈ Q according to (34), (35), (47) and (48)
7: set t := t+ 1
8: until ‖(Cˆt+1(Q)− ct+1, Sˆt+1(Q)− st+1)‖2≤  and ‖(ct+1 − ct, st+1(Q)− st) ρ‖2≤ 
9: set (s(j+1), c(j+1),O(j+1),Y(j+1), Tˆdat
(j+1)
u , Tˆ
dat(j+1)
d , Tˆ
sfw(j+1)
d )
:= (st+1, ct+1,n, Sˆt+1(Q), Cˆt+1(Q),Ot+1(Q),Yt+1(Q), Tˆ
dat
u,t+1(Q), Tˆ
dat
d,t+1(Q), Tˆ
sfw
d,t+1(Q))
Algorithm 4 Stationary Point of Problem 2 Based on Penalty-CCP
1: input: B, C, D, K, N , R, Fsn, µsn, lsfwd,n , n ∈ X , Fk, µk, ωk, k ∈ K, n0, , ρ, τ (0), τmax and ν
2: output: (c(j+1),O(j+1),Y(j+1), Tˆdat
(j+1)
u , Tˆ
dat(j+1)
d , Tˆ
sfw(j+1)
d )
3: initialization: choose any (s(0), c(0),O(0),Y(0), Tˆdat
(0)
u , Tˆ
dat(0)
d , Tˆ
sfw(0)
d ) and set j := 0.
4: repeat
5: obtain (s(j+1), c(j+1),O(j+1),Y(j+1), Tˆdat
(j+1)
u , Tˆ
dat(j+1)
d , Tˆ
sfw(j+1)
d ) by using Algorithm 3
6: set τ (j+1) := min{ντ (j), τmax}
7: set j := j + 1
8: until ‖(s(j), c(j),O(j),Y(j), Tˆdat(j)u , Tˆdat
(j)
d , Tˆ
sfw(j)
d )
−(s(j−1), c(j−1),O(j−1),Y(j−1), Tˆdat(j−1)u , Tˆdat
(j−1)
d , Tˆ
sfw(j−1)
d )‖2≤ 
s.t. (2), (19), (20), (21), (22), (23), (24), (25), (26),
Fˆ (c,O(Q); c(j),O(j)(Q)) ≤ s, Q ∈ Q, (43)
where e(j+1) denotes the optimal value,
τ (j+1) = min{ντ (j), τmax} for some ν > 1
and τmax > 0, and Fˆ (c,O(Q); c(j),O(j)(Q)) ,∑
k∈K
(
(O
(j)
k (Q))
2 +Ok(Q)(1− 2O(j)k (Q))
)
+∑
n∈X
(
(c
(j)
n )2 + cn(1− 2c(j)n )
)
. Let
(s(j+1), c(j+1),O(j+1),Y(j+1), Tˆdat
(j+1)
u , Tˆ
dat(j+1)
d , Tˆ
sfw(j+1)
d )
denote an optimal solution at iteration j + 1.
Since the objective function is convex and all constraint
functions are linear, Problem 6 is convex, and can be solved
by an interior point method. Note that, the computational com-
plexity of each iteration of an interior point method used for
solving Problem 6 is given by O ((K +N)3N3K∆3K) [35].
Similarly, to reduce computation time in practice, we propose
a fast algorithm to solve Problem 6 using ADMM [36]. We
first introduce new variables Sˆ(Q) and new constraints
Sˆ(Q) = s, Q ∈ Q, (44)
Fˆ (c,O(Q); c(j),O(j)(Q)) ≤ Sˆ(Q), Q ∈ Q, (45)
and define a new set as F2(Q) ,
{(Sˆ(Q), Cˆ(Q),O(Q),Y(Q), Tˆdatu (Q), Tˆdatd (Q), Tˆsfwd (Q))|
(19), (20), (21), (22), (25), (27), (28), (29), (30), (45)}, where
the constraints in (44) are referred to as consensus
constraints and Sˆ is a mapping of Q. Here, the global
variables and the local variables are identified as (c, s) and
(Sˆ(Q), Cˆ(Q),O(Q),Y(Q), Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q))
for all Q ∈ Q, respectively. Then, we choose any
s0, c0,n, θ0,n(Q) and ξ0(Q), n ∈ X , Q ∈ Q,
and at iteration t + 1, for each Q ∈ Q, obtain
(Sˆt+1(Q), Cˆt+1(Q),Ot+1(Q),Yt+1(Q), Tˆ
dat
u,t+1(Q),
Tˆdatd,t+1(Q), Tˆ
sfw
d,t+1(Q)) by solving the problem in (46) and
compute ct+1,n, θt+1,n(Q), st+1 and ξt+1(Q) by using (34),
(35) and
st+1 =
1
|Q|
∑
Q∈Q
(
Sˆt+1(Q) + (1/ρ)ξt(Q)
)
, (47)
ξt+1(Q) = ξt(Q) + ρ(Sˆt+1(Q)− st+1), Q ∈ Q. (48)
Here,
f2(Sˆ(Q), Cˆ(Q),O(Q),Y(Q), Tˆ
dat
u (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q))
, pQ(q)e(O(Q),Y(Q), Tˆdatu (Q), Tˆdatd (Q), Tˆsfwd (Q),Q)
+
∑
n∈X
(
θt,n(Q)(Cˆn(Q)− ct,n) + ρ
2
(Cˆn(Q)− ct,n)2
)
+ ξt(Q)(Sˆ(Q)− st) + ρ
2
(Sˆ(Q)− st)2 + τ (j+1)Sˆ(Q),
and the update equations in (48) are to obtain the Lagrange
multipliers corresponding to the consensus constraints in (44).
Note that the problem in (46) is a convex problem, and
hence can be solved by an interior point method. The details
of ADMM are summarized in Algorithm 3. Note that, the
computational complexity of each iteration of an interior point
method used for solving the problem in (46) for all Q ∈ Q is
given by O((K + N)3NK∆K) and the computational com-
plexities for computing ct+1,n, θt+1,n(Q), n ∈ X , Q ∈ Q,
st+1 and ξt+1(Q), Q ∈ Q are given by O(NK+1∆K).
Although the number of iterations of Algorithm 3 cannot
be analytically characterized, numerical results show that
Algorithm 3 terminates in a few iterations. Therefore, solving
Problem 6 using Algorithm 3 is of much lower computational
complexity than using an interior point method.
The details of Penalty-CCP are summarized in Algorithm 4.
It is known that the sequence {(s(j), c(j),O(j),Y(j), Tˆdat(j)u ,
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(Sˆt+1(Q), Cˆt+1(Q),Ot+1(Q),Yt+1(Q), Tˆ
dat
u,t+1(Q), Tˆ
dat
d,t+1(Q), Tˆ
sfw
d,t+1(Q)) ,
arg min
(Sˆ(Q),Cˆ(Q),O(Q),
Y(Q),Tˆdatu (Q),Tˆ
dat
d (Q),Tˆ
sfw
d (Q))∈F2(Q)
f2(Sˆ(Q), Cˆ(Q),O(Q),Y(Q), Tˆ
dat
u (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q)) (46)
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Fig. 2. (a) Objective value of Problem 3 obtained by Algorithm 1 versus iteration index at D = 0.03. (b) Objective value of Problem 6
obtained by Algorithm 3 versus iteration index at τ (j+1) = 0 and D = 0.03. (c) Objective value of Problem 2 obtained by Algorithm 4
versus iteration index.
TABLE II. Simulation Parameters.
Parameter Value Parameter Value
Fsn 6 GHz lsfwd,n 4n× 105 bits
Fk 0.7 GHz µsn 10−29
µk 5× 10−27 B 20 MHz
n0 10
−9 W R 108 bps
C 1×106 bits  10−3
ρ 0.1 τ (0) 10−3
ν 2 τmax 1
Tˆdat
(j)
d , Tˆ
sfw(j)
d )} generated by Algorithm 4 is convergent,
and the limit point of this sequence is a stationary point of
Problem 5 [38]. We can run Algorithm 4 multiple times,
each with a random initial point satisfying the constraints in
(2), (19)–(26), and select the stationary point with the min-
imum weighted sum energy consumption among those with
zero penalty, denoted by (s†, c†,O†,Y†, Tˆdat
†
u , Tˆ
dat†
d , Tˆ
sfw†
d ),
with slight abuse of notation. By the equivalence between
Problem 2 and Problem 5, (c†,O†,Y†, Tˆdat
†
u , Tˆ
dat†
d , Tˆ
sfw†
d )
is a stationary point of Problem 2. Later in Section VI, we
shall see that this stationary point has promising performance.
VI. NUMERICAL RESULTS
In this section, we first show the convergence and complex-
ity of the proposed solutions, and then compare the average
total energy consumption of the proposed solutions with
those of some baseline schemes. The proposed solutions and
baseline schemes are implemented using MATLAB. Unless
otherwise stated, the main simulation environment settings
are summarized in Table II [16], [31]. We consider the same
weight factor for all users and thus the average weighted
sum energy consumption becomes the average total energy
consumption (in Joule). Assume that Xk, k ∈ K follows
the same Zipf distribution, i.e., pXk(n) =
n−γ∑
i∈X i−γ
for all
k ∈ K, n ∈ X , where γ = 0.8 is the Zipf exponent. Set
Ldatu = {1× 105, 9× 105}, pLdatu,k(1× 105) = 0.4, pLdatu,k(9×
105) = 0.6, Ldate = {1× 106, 2× 106}, pLdate,k(1× 106) = 0.9,
pLdate,k(2× 106) = 0.1, Ldatd = {1× 104, 3× 104}, pLdatd,k(1×
104) = 0.9, pLdatd,k(2×10
4) = 0.1, H = {1×10−7, 1×10−8},
pHk(1 × 10−7) = 0.65 and pHk(1 × 10−8) = 0.35, for all
k ∈ K. For ease of illustration, we assume that all random
variables are independent.
A. Convergence and Complexity of Proposed Solutions
In this subsection, we show the convergence and complexity
of the proposed solutions. Fig. 2 shows the convergence of
the iterative algorithms, i.e., Algorithm 1, Algorithm 3 and
Algorithm 4, where K = 2 and N = 4. From Fig. 2, we can
see that Algorithm 1, Algorithm 3 and Algorithm 4 converge
very fast. In addition, for each of Algorithm 1 and Algorithm 3,
the iterative progresses at different ρ converge to the same
objective value eventually. Fig. 3 shows the computational
complexities of the proposed algorithms, where N = 4 and
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Fig. 3. (a) Running time of Algorithm 1 versus number of users K. (b) Running time of Algorithm 3 versus number of users K. (c)
Running times of Algorithms 2 and 4 versus number of users K.
D = 0.03. From Fig. 3(a) and Fig. 3(b), we can see that
the computational complexity of an interior point method
is much higher than those of the two ADMM algorithms,
demonstrating the advantages of the proposed solutions in
terms of computational complexity reduction. In addition,
from Fig. 3(c), we can see that the computational complexity
of Algorithm 2 is much lower than that of Algorithm 4.
B. Performance Comparison between Proposed Solutions and
Baselines
In this subsection, we compare the average total
energy consumption of our proposed solutions with
two baseline schemes, which adopt the most popular
caching scheme. Specifically, Baseline 1 executes all
tasks locally at users and adopts equal multicasting time
allocation, i.e., Tˆ datu,k (Q) = Tˆ
dat
d,k (Q) = 0 and Tˆ
sfw
d,n (Q) =
1
|X ′|
(
D −∑n∈X ′ (1− cn)T sfwB,d,n −max(Ldate,k/Fk)). Base-
line 2 executes all tasks remotely at the serving
node and adopts equal uploading and downloading
time allocation, i.e., Tˆ datu,k (Q) = Tˆ
dat
d,k (Q) =
1
2K
(
D −∑n∈X ′ (1− cn)T sfwB,d,n −∑k∈K Ldate,k/Fsn) and
Tˆ sfwd,n (Q) = 0. Here, X ′ , {i ∈ X : Ki(X) ≥ 1}.
Fig. 4 illustrates the average total energy consumption
versus the number of users K, number of services N , Zipf
exponent γ and cache size C, respectively. From Fig. 4, we
can see that Algorithm 2 and Algorithm 4 outperform the two
baselines, demonstrating the advantage of the proposed Algo-
rithm 2 and Algorithm 4 in efficiently utilizing the storage,
computation and communications resources. In addition, from
Fig. 4, we also see that Algorithm 4 outperforms Algorithm 2.5
Specifically, when K or N increases, the average total energy
consumption of each scheme increases, due to the increase
of the load for fetching and multicasting software and the
increase of the load for executing tasks at the wireless edge.
When γ increases, the average total energy consumption of
each scheme decreases, due to the decrease of the load for
multicasting software. When C increases, the average total en-
ergy consumptions of Algorithm 2, Algorithm 4 and Baseline 2
decrease. This can be explained as follows. When C increases,
the time duration for the serving node to fetch software over
the backhaul link decreases, due to the decrease of the load
for fetching software. Given the deadline constraints, the time
duration for multicasting software, transmitting the task input
data or computation results can be increased, leading to the
decrease of the transmission energy consumption.
VII. CONCLUSIONS
In this paper, we have proposed a joint caching, computa-
tion and communications mechanism which involves software
fetching, caching and multicasting, as well as task input data
uploading, task executing and computation result download-
ing, and have mathematically characterized it. We optimized
the joint caching, offloading and time allocation policy to
minimize the weighted sum energy consumption subject to the
caching and deadline constraints. The problem is a challenging
two-timescale MINLP problem and is NP-hard in general.
We proposed two low-complexity suboptimal solutions, based
on continuous relaxation and penalty CCP, respectively. Nu-
merical results show that the proposed solutions outperform
5Note that, although Algorithm 4 outperforms Algorithm 2, it has a larger
computational complexity than Algorithm 2, as shown in Fig. 3(c). However,
unlike Algorithm 2, Algorithm 4 can be theoretically guaranteed to converge
to a stationary point, which generally has a promising performance [38]. Thus
Algorithm 4 is suitable for a scenario where the performance of the algorithm
needs to be theoretically guaranteed.
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Fig. 4. (a) Effects of the number of users K. (b) Effects of the number of services N . (c) Effects of the Zipf exponent γ. (d) Effects of
the cache size C.
existing schemes, and the suboptimal solution based on penalty
CCP outperforms the one based on continuous relaxation at
the cost of computational complexity increase.
APPENDIX A
PROOF OF LEMMA 1
First, by a change of variables
Yn(Q) = max
k∈Kn(X)
(1−Ok(Q)), n ∈ X , Q ∈ Q, (49)
we can replace maxk∈Kn(X)(1 − Ok(Q)) in (10), (15)
and (16) with Yn(Q), and thus can equivalently trans-
form the objective function E(O,Tdatu ,T
dat
d ,T
sfw
d ) in (10)
to e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d ) in (17). In addition, by not-
ing that e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d ) increases with Yn(Q),
we can further equivalently transform (49) to (19). Next,
by a change of variables Tˆ datu,k (Q) , Ok(Q)T datu,k (Q),
Tˆ datd,k (Q) , Ok(Q)T datd,k (Q), k ∈ K, Q ∈ Q, and Tˆ sfwd,n (Q) ,
Yn(Q)T
sfw
d,n (Q), n ∈ X , Q ∈ Q, we can equivalently convert
(12), (13), (14), (15) and (16) to (20), (21), (22), (23) and
(24), respectively. Therefore, we can equivalently transform
Problem 1 to Problem 2, which completes the proof.
APPENDIX B
PROOF OF LEMMA 2
By introducing the consensus constraints in (32), Problem 3
can be equivalently converted to the following problem:
min
c,Cˆ,O,Y,Tˆdatu ,Tˆ
dat
d ,Tˆ
sfw
d
e(O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d ) (50)
s.t. (19), (20), (21), (22), (25), (32), (27), (28), (29), (30).
Then, based on the definition of v(·) in (31), the problem in
(50) can be equivalently rewritten as Problem 4. Therefore,
we complete the proof of Lemma 2.
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Lρ(c, Cˆ,O,Y, Tˆ
dat
u , Tˆ
dat
d , Tˆ
sfw
d ,θ)
=
∑
Q∈Q
(
v(O(Q),Y(Q), Tˆdatu (Q), Tˆ
dat
d (Q), Tˆ
sfw
d (Q)) +
∑
n∈X
θn(Q)
(
Cˆn(Q)− cn
)
+
ρ
2
∑
n∈X
(
Cˆn(Q)− cn
)2)
. (51)
(
Cˆt+1,Ot+1,Yt+1, Tˆ
dat
u,t+1, Tˆ
dat
d,t+1, Tˆ
sfw
d,t+1
)
= arg min
Cˆ,O,Y,Tˆdatu ,Tˆ
dat
d ,Tˆ
sfw
d
Lρ(ct, Cˆ,O,Y, Tˆ
dat
u , Tˆ
dat
d , Tˆ
sfw
d ,θt), (52)
ct+1 = argmin
c
Lρ(c, Cˆt+1,Ot+1,Yt+1, Tˆ
dat
u,t+1, Tˆ
dat
d,t+1, Tˆ
sfw
d,t+1,θt). (53)
APPENDIX C
PROOF OF LEMMA 3
Following ADMM, we first form the augmented Lagrangian
function [36] of Problem 4, which is given by (51), where
θn(Q), n ∈ X , Q ∈ Q are the Lagrange multipliers
corresponding to the constraints in (32), and θ , (θn)n∈X
denotes the vector mapping of Q. At iteration t+1, we execute
three steps of ADMM, i.e., (52), (53) and (35). Then, we show
that (52) is equivalent to (33). Substituting (51) into (52) and
dropping the constant terms in the objective function of the
problem in (52) which do not affect the solution, the problem
in (52) can be decomposed into |Q| subproblems, one for each
Q ∈ Q, given by (33). Next, we show that (53) is equivalent
to (34). Specifically, substituting (51) into (53) and dropping
the constant terms in the objective function of the problem
in (53) which do not affect the solution, the problem in (53)
becomes the following unconstrained quadratic problem:
ct+1 = arg min
c
∑
Q∈Q
∑
n∈X
θt,n(Q)
(
Cˆt+1,n(Q)− cn
)
+
ρ
2
∑
Q∈Q
∑
n∈X
(
Cˆt+1,n(Q)− cn
)2
. (54)
It is clear that the problem in (54) is strictly convex. By setting
the gradient of the objective function of the problem in (54) to
be zero, we can obtain a closed-form solution, given by (34).
It can be easily verified that the objective function
of Problem 4 is convex, closed and proper. Problem 4
and its dual problem have optimal solutions and there is
no duality gap, which implies that the unaugmented La-
grangian L0(c, Cˆ,O,Y, Tˆdatu , Tˆ
dat
d , Tˆ
sfw
d ,θ) has a saddle
point. Hence, the two assumptions required by the convergence
analysis in [36, Chapter 3.2] are satisfied. As a result, we
know that the objective function of the iterates of Algorithm 1
approaches the optimal value of Problem 4, as k → ∞.
Therefore, we complete the proof of Lemma 3.
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