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Abstract
A real matrix A has a signed generalized inverse (or signed GI), if the sign pattern of its
generalized inverse A+ is uniquely determined by the sign pattern of A. The notion of matrices
having signed GI’s is a generalization of the well known notion of strong SNS matrices (or
S2NS matrices). Sharp bounds, and characterization of equality, for the number of nonzero
entries of S2NS matrices of order n are given. Then sharp bounds, and characterization of
equality, for the number of nonzero entries of m × n matrices with signed GI’s are given.
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1. Introduction
The sign pattern of a real matrix A, denoted by sgn(A), is the (0, 1,−1)-matrix
obtained from A by replacing each entry by its sign. The set of real matrices with the
same sign pattern as A is called the qualitative class of A, and is denoted by Q(A).
A square real matrix A is called a sign nonsingular matrix (or SNS matrix), if
each matrix in Q(A) is nonsingular (i.e., invertible). The matrix A is called a strong
SNS matrix (or S2NS matrix), if A is an SNS matrix and the inverses of all the
matrices in Q(A) have the same sign pattern.
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Let A be an m × n real matrix. An n × m real matrix X is called the generalized
inverse (abbreviated GI) of A (or Moore–Penrose inverse of A, see [5]), if X satisfies
the following four conditions:
AXA = A, XAX = X, (AX)T = AX, (XA)T = XA.
It is well known that for each matrix A, its GI exists and is unique, which is
denoted by A+. If A is an invertible square matrix, then A+ = A−1.
Defnition 1.1 [2,7]. We say that a real matrix A has a signed GI (or simply A+ is
signed), if sgn(B+) = sgn(A+) for each matrix B in Q(A).
SNS and S2NS matrices are extensively studied in the area of sign pattern matrix
theory. The notion of matrices having signed GI’s was first introduced in [2] and [7]
in the study of the least square sign solvability of linear systems of equations. It is
obviously a generalization of the notion of S2NS matrices, since each S2NS matrix
clearly has a signed GI.
Let N(A) be the number of nonzero entries of a matrix A. In [6] it is shown that
if A is an SNS matrix of order n, then
N(A)  1
2
(n2 + 3n − 2)
and the matrices that achieve equality are characterized. In [3] it is shown that if A
is a fully indecomposable S2NS matrix of order n, then
N(A)  3n − 2
with equality if and only if A is a fully indecomposable, maximal S2NS matrix of
order n.
In this paper, we first consider the sharp upper bound on the number of nonzero
entries N(A) for a (general) S2NS matrix A of order n. We show in Section 2 that
the sharp upper bound of N(A) for such A is 12n(n + 1) if n /= 2 and 3, and is 3n − 2
if n = 2 or 3. We also completely characterize the equality cases. We also show that
for each integer k between n and the upper bound, there exists an S2NS matrix A
of order n with N(A) = k. In Section 3, we prove a preliminary result that, if A is
a matrix with a signed GI, then the Hadamard product A+ ◦ AT is a nonnegative
matrix. This result is a generalization of the corresponding result A−1 ◦ AT  0 for
S2NS matrices. It will be used in the proofs of the main results in Section 4. In
Section 4, we generalize these results for S2NS matrices to matrices having signed
GI’s. We show in Section 4 that if A is an m × n matrix having a signed GI with
n  m (note that if n > m, then we can consider AT instead of A), then the sharp
upper bound of N(A) is m + 12n(n − 1) if A is not a square matrix of order 2 and
3, and is 3n − 2 if A is a square matrix of order 2 or 3. Equality cases for this
upper bound are also completely characterized. We also show that for each integer
k between 0 and the upper bound, there exists an m × n matrix having a signed GI
with N(A) = k.
J.-Y. Shao et al. / Linear Algebra and its Applications 373 (2003) 223–239 225
2. Number of nonzero entries of S2NS matrices
In this section, we consider the bounds of the number of nonzero entries N(A) for
a general S2NS matrix A of order n. We first notice that the sharp lower bound of
N(A) for such matrices A is obviously equal to n (where equality holds if and only
if each row and each column of A contains exactly one nonzero entry). So we only
consider the upper bound for N(A).
First we need to introduce some notation and terminology. Two m × n real matri-
ces A and B are said to be permutation equivalent, if A can be transformed to B by
permuting its rows and columns. To sign a row or a column of A is an operation of
multiplying that row or column by 1 or −1.
The term rank of a matrix A, denoted by ρ(A), is the maximal cardinality of the
sets of nonzero entries of A no two of which lie on the same row or same column.
The matrix A has full row (or column) term rank if ρ(A) is equal to the number of
rows (or columns) of A. The matrix A has full term rank if A is a square matrix of
order n with ρ(A) = n.
A square matrix A is called partly decomposable, if A is permutation equivalent
to a matrix of the following form:(
A1 0
B A2
)
,
where A1 and A2 are both nonvacuous square matrices. A matrix is fully indecom-
posable if it is not partly decomposable.
It is well-known [4] that if A is a square matrix with full term rank, then A is
permutation equivalent to the following “fully indecomposable normal form”:
A1 0 · · · 0
B21 A2 · · · 0
...
...
.
.
.
...
Bk1 Bk2 · · · Ak
 , (2.1)
where each diagonal block Ai is fully indecomposable (i = 1, . . . , k).
In order to derive the main result of this section, we need to use some graph
theoretical concepts and techniques. A signed digraph S is a digraph each of whose
arcs is assigned a sign +1 or −1. The sign of a subdigraph S1 of S is defined to be
the product of the signs of all the arcs of S1. A signed digraph S is called an S2NS
signed digraph, if S satisfies the following two conditions:
1. The sign of each cycle of S is negative.
2. Each pair of paths in S with the same initial vertex and the same terminal vertex
have the same sign.
Let A = (aij ) be a square real matrix of order n. The associated digraph D(A)
of A is defined to be the digraph with the vertex set V = {1, 2, . . . , n} and arc set
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E = {(i, j) | aij /= 0, i /= j}. The associated signed digraph S(A) of A is obtained
from D(A) by assigning the sign of aij to each arc (i, j) in D(A).
It is well-known that if A is a square matrix whose diagonal entries are all non-
zero, then A is fully indecomposable if and only if its associated digraph D(A) is
strongly connected.
The following Lemma 2.A is a well-known characterization of S2NS matrices in
terms of the signed digraphs.
Lemma 2.A [1,2]. Let A be a square real matrix all of whose diagonal entries are
negative. Then A is an S2NS matrix if and only if its associated signed digraph S(A)
is an S2NS signed digraph.
The following important result can be found in [2] and will be used in the proof
of the main result of this section.
Lemma 2.1 [2, Lemma 7.3.2]. Let A be an S2NS matrix with the “fully indecom-
posable normal form” as in (2.1) (where each diagonal block Ai is fully indecom-
posable). Then each off-diagonal block Bij (1  j < i  k) contains at most one
nonzero entry.
A matrix A is called a maximal S2NS matrix, if A is an S2NS matrix, but each
matrix obtained from A by replacing one zero entry by a nonzero entry is not an
S2NS matrix.
The following result obtained in [3] will be used in the proof of Theorem 2.1.
Theorem 2.A [3]. Let A be a fully indecomposable, maximal S2NS matrix of order
n. Then N(A) = 3n − 2.
From Theorem 2.A the following corollary follows directly.
Corollary 2.1. Let A be a fully indecomposable S2NS matrix of order n. Then
N(A)  3n − 2,
and equality holds if and only if A is a fully indecomposable, maximal S2NS matrix
of order n.
The following matrix (2.2) of order n  4 is an example given in [2, p. 190] which
is a partly decomposable, maximal S2NS matrix.
−1 0 · · · 0
1 −1 · · · 0
...
...
.
.
.
...
1 1 · · · −1
 . (2.2)
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Here A is an S2NS matrix since its signed digraph S(A) is acyclic and every arc
of S(A) is positive. While the fact that (2.2) is a maximal S2NS matrix can also be
considered as a consequence of the following inequality (2.4) in Theorem 2.1.
The following inequality (2.3) for integers n and k with 1  k  n can be easily
verified (which will also be used in Theorem 2.1):
1
2
k(k − 5) 
{
1
2n(n − 5) if n = 1 or n  4,
−2 if n = 2 or 3, (2.3)
where equality holds if and only if n and k are in one of the following two cases:
(a) n = k = 1 or n = k  4,
(b) n = 2, 3, 4 and k = 1.
Theorem 2.1. Let A be a (0, 1,−1) S2NS matrix of order n. Then
N(A) 
{
1
2n(n + 1) if n = 1 or n  4,
3n − 2 if n = 2 or 3, (2.4)
where equality holds if and only if one of the following holds:
1. n /= 2, 3 and A can be transformed to a matrix of the form (2.2) by suitably
permuting and signing its rows and columns.
2. A is a fully indecomposable, maximal S2NS matrix of order 2, 3 or 4.
Proof. We may first assume that A has the form (2.1), where each diagonal block
Ai is a fully indecomposable matrix of order ni (i = 1, . . . , k). Since A is an S2NS
matrix, each Ai is a fully indecomposable S2NS matrix and each Bij contains at
most one nonzero entry by Lemma 2.2. Thus we have (by Corollary 2.1)
N(Ai)  3ni − 2 (i = 1, . . . , k),
N(Bij )  1 (1  j < i  k).
So by (2.3) we have:
N(A) =
k∑
i=1
N(Ai) +
∑
1j<ik
N(Bij ) 
k∑
i=1
(3ni − 2) + 12k(k − 1)
= 3n + 1
2
k(k − 5) 
{
1
2n(n + 1) if n = 1 or n  4
3n − 2 if n = 2 or 3. (2.5)
For the equality case, the sufficiency part is obvious. We now prove the necessity
part. Assume equality holds in (2.5), then the last equality implies that we have (by
the equality case of (2.3)) either
(a) n = k = 1 or n = k  4, or
(b) n = 2, 3, 4 and k = 1.
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If (b) holds, then k = 1 implies that A is fully indecomposable. So the equality
case implies that A is a fully indecomposable, maximal S2NS matrix of order 2, 3
or 4 (i.e., case (2) holds).
If (a) holds, then n = k implies that each diagonal block Ai is a nonzero matrix
of order 1, and the equality case of (2.5) also implies that each block Bij (with
1  j < i  k) is also a nonzero matrix of order 1. So in this case A has the same
zero pattern as the matrix in (2.2). By suitable row and column signing we may
assume that all the diagonal entries of A are −1 and all the off-diagonal entries in
the first column of A are 1. Now take any arc (i, j) (with 2  j < i  n) in the S2NS
signed digraph S(A). The path (i, j) + (j, 1) and the path (i, 1) have the same initial
vertex i and the same terminal vertex 1, so they have the same sign by the definition
of S2NS signed digraphs. This implies that the sign of the arc (i, j) is 1, and thus
all the off-diagonal entries Bij (with 1  j < i  k) are 1. Thus A is a matrix of the
form (2.2) (after suitable row and column permutations and signings). 
Remark. From Theorem 2.1 we see that only in the case n = 4, there are both
fully indecomposable and partly decomposable “extremal” S2NS matrices of order
n whose number of nonzero entries attains the upper bound in (2.4).
Theorem 2.2. Let
f (n) =
{
1
2n(n + 1) if n = 1 or n  4,
3n − 2 if n = 2 or 3,
be the right hand side of the inequality (2.4). Then for each integer k with n  k 
f (n), there exists an S2NS matrix A of order n with N(A) = k.
Proof. Let A0 be an S2NS matrix of order n with N(A0) = f (n). Without loss
of generality we may assume that all the diagonal entries of A0 are negative. Now
n  k  f (n) implies 0  f (n) − k  f (n) − n. Take A to be the matrix obtained
from A0 by replacing f (n) − k off-diagonal nonzero entries (among all the f (n) − n
off-diagonal nonzero entries) of A0 by zeros. Then obviously N(A) = k and all the
diagonal entries of A are still negative. Now the signed digraph S(A) is an S2NS
signed digraph since it is a signed subdigraph of the S2NS signed digraph S(A0), so
A is also an S2NS matrix of order n by Lemma 2.A. 
3. Generalization of a property of S2NS matrices
The Hadamard product of two m × n matrices A = (aij ) and B = (bij ), denoted
by A ◦ B, is the entrywise product of A and B whose (i, j) entry is aij bij (i =
1, . . . , m; j = 1, . . . , n).
In order to obtain the bounds of the number of nonzero entries for matrices
with signed GI’s, we need to prove that A+ ◦ AT  0 (in Theorem 3.1). This is a
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generalization of the corresponding result A−1 ◦ AT  0 for S2NS matrices and will
be used in the proofs of the main results in Section 4 (Lemma 4.2 and Theorem 4.1).
Theorem 3.1. Let A = (aij ) be an m × n matrix having a signed GI. Then A+ ◦
AT  0.
Proof. We may assume that n  m (otherwise we can consider AT instead of A).
First we notice that the result for the case where A is an S2NS matrix is essentially
contained in the result of [2, Lemma 3.2.4 and Theorem 3.2.5]. Next we consider the
two cases ρ(A) = n and ρ(A) < n. First we assume ρ(A) = n.
Take any p, q with 1  q  m and 1  p  n, we want to show that (A+)pq ·
aqp  0. If (A+)pq = 0, then the result is obviously true. So we assume (A+)pq /= 0.
By suitably permuting the rows of A, we may assume that q = 1. By [7, (3.3) in p.
111], there exists an index set T with 1 ∈ T ⊆ {1, . . . , m}, |T | = n such that A[T | :]
is an S2NS matrix and (A[T | :]−1)p1 /= 0. Thus by [7, Theorem 5.1], we have:
sgn(A+)p1 = sgn(A[T | :]−1)p1. (3.1)
On the other hand, since the result is true for the S2NS matrix A[T | :], we also
have
(A[T | :]−1)p1 · (A[T | :])1p  0. (3.2)
But (A[T | :])1p = a1p, so from (3.1) and (3.2) we have (A+)p1 · a1p  0, as de-
sired.
Next we assume that ρ(A) < n. By [7, Lemma 4.2] we may assume that A =(
B 0
C D
)
, where both B and DT have full column term ranks and have signed GI’s
and A+ =
(
B+ 0
∗ D+
)
. By the first case we have B+ ◦ BT  0 and D+ ◦ DT  0.
Thus we have
A+ ◦ AT =
(
B+ 0
∗ D+
)
◦
(
BT CT
0 DT
)
=
(
B+ ◦ BT 0 ◦ CT
∗ ◦ 0 D+ ◦ DT
)
 0.

4. Number of nonzero entries of matrices with signed GI’s
In this section, we consider the bounds for the number of nonzero entries of m × n
matrices with signed GI’s. Since the m × n zero matrix has a signed GI, 0 is obvi-
ously a sharp lower bound. So we may only consider the upper bound part of this
problem.
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Several important necessary conditions for matrices with signed GI’s are needed
to prove the main results of this section. In order to present these necessary condi-
tions, we first need to give some definitions.
Defnition 4.1 [2,7]. Let (T1), (T2), (T3) be the following three types of matrices:
(T1) A column of dimension at least two with no zero entries.
(T2) An S2NS matrix.
(T3) A tree matrix, where a matrix is a tree matrix if it has the same zero pattern
with the vertex-edge incidence matrix of some tree (a graph).
Let A be a matrix of the following lower triangular block form:

A1 0 · · · 0
B21 A2 · · · 0
...
...
.
.
.
...
Bk1 Bk2 · · · Ak
 . (4.1)
Then
(1) A is said to be a T -type matrix if A is of the form (4.1) where each diagonal
block Ai is a matrix of the type (T1), or (T2), or (T3) (i = 1, . . . , k).
(2) A is said to be a T13-type matrix if A is a T -type matrix where each diagonal
block Ai is a matrix of the type (T1) or (T3) (i = 1, . . . , k).
(3) A is said to be a “standard order” T -type matrix if there exists some index r with
0  r  k such that all the diagonal blocks A1, . . . , Ar are of the type (T1) or
(T3), and all the diagonal blocks Ar+1, . . . , Ak are of the type (T2).
From the definition we see that if A is a standard order T -type matrix, then A can
be written in the following form:
A =
(
X 0
Z Y
)
, (4.2)
where X is a T13-type matrix and Y is a square T -type matrix (each diagonal block
of Y is of type (T2)).
Defnition 4.2 [9]. Let A be a lower triangular blocked matrix as in the form (4.1).
The block associated digraph BD(A) is defined to be a digraph with vertex set V =
{v1, . . . , vk} and arc set E = {(vi, vj ) |Bij /= 0, i /= j}. The (undirected) block as-
sociated graph BG(A) is defined to be the graph obtained from BD(A) by ignoring
the directions of all the arcs of BD(A).
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The following Theorems 4.A and 4.B combine several necessary conditions (ob-
tained in different references [2,7–9]) for m × n matrices to have signed GI’s in the
two cases ρ(A) = n and ρ(A) < n  m, respectively.
Theorem 4.A [2,7,9]. Let A be an m × n matrix with no zero rows and ρ(A) = n 
m. Suppose A has a signed GI, then:
(1) Each submatrix B of A of order n with ρ(B) = n is an S2NS matrix.
(2) A is permutation equivalent to a T -type matrix (of the form (4.1)).
(3) A is permutation equivalent to a standard order T -type matrix, which can be
written in the form
(
X 0
Z Y
)
, satisfying the following three conditions:
(i) X is a T13-type matrix each of whose off-diagonal block contains at most
one nonzero entry and whose block associated graph BG(X) contains no
cycle.
(ii) Y is an S2NS matrix.
(iii) Each “block principle submatrix” of
(
X 0
Z Y
)
of the form
(
X∗ 0
Z∗ Y ∗
)
also
has a signed GI, where X∗ and Y ∗ are block principle submatrices of X and
Y, respectively, and Z∗ is the corresponding submatrix of Z (where a block
principle submatrix of a lower triangular block matrix A of the form (4.1)
is a submatrix of A consisting of the rows and columns in the i1th, . . . , ir th
row blocks and column blocks for some indices i1, . . . , ir in {1, . . . k}). 
Theorem 4.B [8]
(1) Let A be an m × n matrix with ρ(A) < n  m. Then A is permutation equivalent
to a matrix of the form
(
B 0
C D
)
, where both B and DT have full column term
ranks and the sum of the number of rows and number of columns of C is ρ(A).
(2) Suppose A =
(
B 0
C D
)
has a signed GI where both B and DT have full column
term ranks. Then we have
(i) Both B and D have signed GI’s.
(ii) sgn(D+C˜B+) = sgn(D+CB+) for each C˜ ∈ Q(C). 
The following Lemma 4.1 will be used in Lemma 4.2 which will be used in the
proof of Theorem 4.1.
Lemma 4.1. Let A be an m × n T13-type matrix as the form (4.1) such that each
of whose off-diagonal block Bij contains at most one nonzero entry (1  j < i  k)
and whose block associated graph BG(A) is a tree. Then we have:
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(1) N(A) = m + n − 1.
(2) A+ contains no zero entries, and for each pair of two rows Ri and Rj (i /= j) of
A+, sgn(Ri) /= sgn(Rj ) and sgn(Ri) /= −sgn(Rj ).
Proof. (1) Suppose the diagonal block Ai is an mi × ni matrix (i = 1, . . . , k). Since
Ai is of type (T1) or (T3), we have:
N(Ai) = mi + ni − 1 (i = 1, . . . , k).
By the hypothesis, we also have∑
1j<ik
N(Bij ) = k − 1.
Thus we have:
N(A) =
k∑
i=1
N(Ai) +
∑
1j<ik
N(Bij )
=
k∑
i=1
(mi + ni − 1) + (k − 1) = m + n − 1.
(2) By [10, Theorem 4.3] we know that A+ contains no zero entries. Since A has
a signed GI (by [9, Theorem 4.2]), we have A+ ◦ AT  0 by Theorem 3.1. Let Ci be
the ith column of A, then from A+ ◦ AT  0 we have Ri ◦ CTi  0. Now suppose to
the contrary that sgn(Ri) = sgn(Rj ) or sgn(Ri) = −sgn(Rj ), then we would have
Rj ◦ CTi  0 or Rj ◦ CTi  0. On the other hand, by the fact that A+A = In, the
identity matrix (since rank(A) = n), the vector Rj ◦ CTi should contain both posi-
tive and negative entries (notice that Rj ◦ CTi is not a zero vector since Rj contains
no zero entries and Ci is not a zero vector), contradicting the above assertion that
Rj ◦ CTi  0 or Rj ◦ CTi  0. 
Lemma 4.2. Let A =
(
B 0
C D
)
with a signed GI, where B is a T13-type matrix sat-
isfying the conditions in Lemma 4.1 and D is a fully indecomposable S2NS matrix.
Then C contains at most one nonzero entry.
Proof. By [2, Section 7.1], D+ = D−1 contains no zero entries. By Theorem 4.B,
B, C, D should satisfy the following condition:
sgn(D+C˜B+) = sgn(D+CB+) (∀C˜ ∈ Q(C)). (4.3)
On the other hand, suppose to the contrary that C = (cij ) contains two nonzero
entries, say cpq and crs with (p, q) /= (r, s). Without loss of generality, we may as-
sume that cpq > 0 and crs > 0 (otherwise we can suitably sign some row or column
of A). Now take C˜ = (c˜ij ) ∈ Q(C) as the following way (where M1 and M2 are
positive numbers):
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c˜ij =

M1cpq if (i, j) = (p, q),
M2crs if (i, j) = (r, s),
cij otherwise.
We consider the following two cases:
Case 1: p /= r . By [2, Section 7.5], the pth column and rth column of D−1 =
D+ does not have the same sign pattern. So there exists some index i such that
(D+)ip · (D+)ir < 0. By Lemma 4.1, the qth row and sth row of B+ does not have
the opposite sign pattern, so there exists some index j such that (B+)qj · (B+)sj > 0.
Thus we have
(D+C˜B+)ij =
∑
u,v
(D+)iuC˜uv(B+)vj
= M1(D+)ipcpq(B+)qj + M2(D+)ircrs(B+)sj + a,
where a is a number independent of M1 and M2. By alternatively taking M1 or M2
large enough (the other one is fixed), we can get both positive and negative sign for
(D+C˜B+)ij , contradicting condition (4.3).
Case 2:q /= s. We only need to replace (D+)ip · (D+)ir < 0 by (D+)ip · (D+)ir >
0 and replace (B+)qj · (B+)sj > 0 by (B+)qj · (B+)sj < 0 in the proof of Case 1,
then we can get a similar contradiction. 
Now we are ready to prove our main results in this section. We consider the two
different cases ρ(A) = n  m and ρ(A) < n  m in Theorems 4.1 and 4.2, respec-
tively.
Theorem 4.1. Let A be an m × n (0, 1,−1) matrix with a signed GI and ρ(A) =
n  m. Then we have:
N(A) 
{
3n − 2 if m = n = 2 or m = n = 3,
m + 12n(n − 1) otherwise,
(4.4)
and equality holds if and only if A is of one of the following five types:
(1) m, n are not both 2 or both 3 and A can be transformed to a matrix of the fol-
lowing form by suitably permuting and signing its rows and columns:
a1
...
am−n
0
−1
1
...
1
0 · · · 0
−1 · · · 0
...
.
.
.
...
1 · · · −1

(where a1, . . . , am−n /= 0).
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(2) A is a fully indecomposable maximal S2NS matrix of order 2 or 3, or a matrix
obtained by adding a zero row to such matrices.
(3) A is a fully indecomposable maximal S2NS matrix of order 4.
(4) m > n = 2 and A can be transformed to a matrix of the following form by suit-
ably permuting and signing its rows and columns:(
1 · · · 1 1 0 · · · 0
0 · · · 0 1 1 · · · 1
)T
.
(5) m > n = 3 and A can be transformed to a matrix of the following form by suit-
ably permuting and signing its rows and columns:
a1
...
am−2
0 0
...
...
0 0
1
0
−1 1
−1 −1
 (where a1, . . . , am−2 /= 0).
Proof. The results of the cases m = n = 2 and m = n = 3 obviously follow from
Theorem 2.1. So we may assume that A is not a square matrix of order 2 or 3.
Let A0 be the matrix obtained from A by deleting all the zero rows of A, and let
m0 be the number of rows of A0. Then A0 also has a signed GI with ρ(A0) = n. So
by Theorem 4.A, A0 is permutation equivalent to a standard order T -type matrix of
the form (4.2):(
X 0
Z Y
)
,
where X is a T13-type matrix each of whose off-diagonal blocks contains at most
one nonzero entry and whose block associated graph BG(X) contains no cycle, and
Y is an S2NS matrix. Since BG(X) contains no cycle, it is a disjoint union of several
trees. So X is permutation equivalent to a direct sum of several T13-type matrices
X1, . . . , Xr such that each graph BG(Xi) is a tree (i = 1, . . . , r). Without loss of
generality we may assume that X is equal to this direct sum:
X =

X1 0 · · · 0
0 X2 · · · 0
...
...
.
.
.
...
0 0 · · · Xr
 .
Also, we may write the S2NS matrix Y as the following fully indecomposable
normal form:
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Y =

Y1 0 · · · 0
Y21 Y2 · · · 0
...
...
.
.
.
...
Yk1 Yk2 · · · Yk
 ,
where each diagonal block Yi is a fully indecomposable S2NS matrix.
Accordingly, we write the matrix Z in (4.2) in the following corresponding block
form:
Z =

Z11 Z12 · · · Z1r
Z21 Z22 · · · Z2r
...
...
.
.
.
...
Zk1 Zk2 · · · Zkr
 .
Now suppose that each matrix Xi is of the size pi × qi (i = 1, . . . , r), X is of
the size p × q and the order of Y is u (thus 0  k  u). Then we have:
m0 = u + p and n = u + q.
Also by Lemma 4.1 we have
N(Xi) = pi + qi − 1 (i = 1, . . . , r).
So N(X) = p + q − r. Furthermore, by Lemma 2.2 we have N(Yij )  1 for 1 
j < i  k). So similar to the proof of Theorem 2.1 (see (2.5)) we have:
N(Y )  3u + 1
2
k(k − 5). (4.5)
And by Theorem 4.A, the matrix
(
Xj 0
Zij Yi
)
also has a signed GI (for each i with
1  i  k and each j with 1  j  r). So by Lemma 4.2 we have N(Zij )  1 and
thus N(Z)  kr .
Now we consider the following cases.
Case A: X is vacuous (thus p = q = r = 0, m0 = n = u and A0 = Y is an S2NS
matrix of order n).
Subcase A.1: If n /= 2 and 3. Then by Theorem 2.1 we have:
N(A) = N(A0) = N(Y )  12n(n + 1)
= m0 + 12n(n − 1)  m +
1
2
n(n − 1). (4.6)
Subcase A.2: If n = 2 or 3. Then by our earlier assumption at the beginning of
this proof that A is not a square matrix of order 2 or 3, we have m /= n and thus
m  n + 1 = m0 + 1. So
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N(A) = N(A0) = N(Y )  3n − 2 = 12n(n + 1) + 1
= n + 1 + 1
2
n(n − 1) = m0 + 1 + 12n(n − 1)
 m + 1
2
n(n − 1). (4.7)
Case B: Y is vacuous (thus A0 = X and m0 = p, n = q). We have
N(A) = N(A0) = N(X) = m0 + n − r
 m + n − 1  m + 1
2
n(n − 1). (4.8)
Case C: Both X and Y are nonvacuous (thus r  1 and 1  k  u). Combining
the above estimations for N(X), N(Y ) and N(Z), we have:
N(A) = N(A0) = N(X) + N(Y ) + N(Z)
 (p + q − r) + 3u + 1
2
k(k − 5) + kr
= m0 + n + u + (k − 1)r + 12k(k − 5). (4.9)
Take a quadratic function f (u) as follows:
f (u) = −u2 + (2n − 1)u
Then among all the integer values u, f (u) attains its largest value at u = n − 1
and u = n. So we have
f (u)  f (n) = n(n − 1) (if u is an integer).
Notice that in this case r  1 and 1  k  u, we have the following inequality:[
(u − 1)r + 1
2
u(u − 5)
]
−
[
(k − 1)r + 1
2
k(k − 5)
]
= 1
2
(u − k)(u + k + 2r − 5)  0. (4.10)
So from (4.9), (4.10) and u  1, r  q = n − u we have that:
N(A) m0 + n + u + (u − 1)r + 12u(u − 5)
 m0 + n + u + (u − 1)(n − u) + 12u(u − 5)
= m0 + 12f (u)  m0 +
1
2
n(n − 1)  m + 1
2
n(n − 1). (4.11)
J.-Y. Shao et al. / Linear Algebra and its Applications 373 (2003) 223–239 237
This proves the inequality (4.4).
Now we consider the equality cases. For the sufficiency part, we first notice that
all the matrices of types (1)–(5) have signed GI’s (where types (1), (4) and (5) can be
verified by using [8, Lemma 6.1]). Then by direct computations we can easily check
that for each matrix A of one of the types (1)–(5), N(A) attains the upper bound in
(4.4). For the necessity part of the equality cases, assuming that N(A) attains the
upper bound in (4.4), we consider the following five cases:
Case 1: If m = n = 2 or m = n = 3.
Then A is of type (2) by Theorem 2.1.
Case 2: A is in the above Subcase A.1.
Then equality holds in (4.6). This means that m = m0 = n. So A is an S2NS
matrix of order n (where n /= 2 or 3). Thus A is of type (1) or (3) by Theorem 2.1.
Case 3: A is in the above Subcase A.2.
Thus n = 2 or 3 and equality holds in (4.7). This means that m = m0 + 1 = n + 1
and also A0 is a fully indecomposable, maximal S2NS matrix of order n by Theorem
2.1. Thus A is of type (2).
Case 4: A is in the above Case B.
Then equality holds in (4.8). This means that n = 1 or 2, m = m0 and r = 1. It is
easy to check that A is of type (1) in case n = 1 and is of type (4) in case n = 2.
Case 5: A is in the above Case C.
Then equality holds in (4.11). Thus we have:
(i) m = m0 (thus A = A0).
(ii) u = n − 1 or u = n. But we have u  n − r  n − 1. So u = n − 1.
(iii) r = q = n − u = 1 (thus X is a column).
(iv) u = k or u = 2 and k = 1 (since equality holds in (4.10)).
(v) N(Z) = kr (thus each N(Zij ) = 1).
(vi) Each Yi is a fully indecomposable, maximal S2NS matrix and each N(Yij ) = 1.
From the above properties we see that if u = 2 and k = 1 in (iv), then A is of type
(5). If u = k in (iv), then Y has the same zero pattern as the matrix in (2.2) (of order
u = n − 1), X and Z are both columns with no zero entries. Using the fact that A
has a signed GI (thus each submatrix B of A of order n with ρ(B) = n is an S2NS
matrix by Theorem 4.A), we can show (similar to the proof in Theorem 2.1) that in
this case A is of type (1). 
Next we consider the case ρ(A) < n  m.
Theorem 4.2. Let A be an m × n matrix with a signed GI and ρ(A) < n  m.
Then:
N(A) < m + 1
2
n(n − 1).
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Proof. The case ρ(A)  1 can be checked directly. So we may assume in the follow-
ing that ρ(A)  2. By Theorem 4.B we may assume that A =
(
B 0
C D
)
, where B
is an m1 × y matrix with ρ(B) = y, D is an x × n2 matrix with ρ(D) = x, x + y =
ρ(A) and both B and D have signed GI’s.
Now both B and D are not square matrices, for otherwise we would either have
ρ(A) = n or have ρ(A) = m, a contradiction. So by Theorem 4.1 we have:
N(A) = N(B) + N(C) + N(D)
 m1 + 12y(y − 1) + xy + n2 +
1
2
x(x − 1)
= m + n + 1
2
(x + y)2 − 3
2
(x + y) = m + n + 1
2
[ρ(A)2 − 3ρ(A)]
< m + n + 1
2
(n2 − 3n) = m + 1
2
n(n − 1),
where the last inequality follows from the assumption 2  ρ(A) < n. 
Finally we notice that in the case m = n = 2 or m = n = 3 with ρ(A) < n, we
always have N(A) < 3n − 2 (whether A has a signed GI or not). So combining
this fact and the result of Theorem 4.2, we see that for any m × n matrix A with a
signed GI and ρ(A) < n  m, strict inequality holds in (4.4). This means that we
can remove the assumption ρ(A) = n in Theorem 4.1 and thus obtain the following
result.
Theorem 4.3. Let n  m and A be an m × n (0, 1,−1) matrix with a signed GI.
Then
N(A) 
{
3n − 2 if m = n = 2 or m = n = 3,
m + 12n(n − 1) otherwise,
(4.4)
where equality holds if and only if A is a matrix of one of the five types in Theorem
4.1.
Finally, we have the following result similar to Theorem 2.2.
Theorem 4.4. Let m, n be positive integers with n  m and let
f (m, n) =
{
3n − 2 if m = n = 2 or m = n = 3,
m + 12n(n − 1) otherwise,
be the right hand side of the inequality (4.4). Then for each integer k with 0  k 
f (m, n), there exists an m × n matrix A having a signed GI and N(A) = k.
Proof. Let B = (bij ) be an m × n matrix having a signed GI and N(B) = f (m, n).
Then by Theorem 4.2 we have ρ(B) = n. Without loss of generality we may assume
that b11, b22, . . . , bnn are nonzero entries.
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Case 1: n  k  f (m, n).
Let A be the matrix obtained from B by replacing f (m, n) − k nonzero entries
other than b11, b22, . . . , bnn (among all the f (m, n) − n nonzero entries other than
b11, b22, . . . , bnn) of B by zeros. Then obviously N(A) = k and ρ(A) = n = ρ(B).
By [8, Theorem 5.3], A is a matrix having a signed GI.
Case 2: 0  k < n.
Let A = (aij ) be the m × n matrix with a11, . . . , akk are nonzero and all the other
entries of A are zero. Then we have N(A) = k and A has a signed GI. 
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