In some previous works, the analytic structure of the spectrum of a quantum graph operator as a function of the vertex conditions and other parameters of the graph was established. However, a specific local coordinate chart on the Grassmanian of all possible vertex conditions was used, thus creating an erroneous impression that something "wrong" can happen at the boundaries of the chart. Here we show that the analyticity of the corresponding "dispersion relation" holds over the whole Grassmannian, as well as over other parameter spaces.
INTRODUCTION
Analytic structure of the spectrum of a quantum graph operator as a function of the vertex conditions and other parameters of the graph was studied in 2, 3 . However, a specific form of vertex conditions was used, which corresponds to a local coordinate chart on a related Grassmannian. This created an erroneous impression that something "wrong" can happen when some parameters of the vertex conditions go to zero or infinity (i.e., at the boundaries of the chart). Here we show that the analyticity of the corresponding "dispersion relation" holds over the whole Grassmannian of vertex conditions, as well as over other parameter spaces.
We also address the Dirichlet-to-Neumann (DtN) technique of relating quantum and discrete graphs operators, which allows one to transfer some results from the discrete to the quantum graph case, but which has issues at the Dirichlet spectrum. Although this might seem to be different from the above consideration, we conclude that this difficulty also stems from the use of specific coordinates in a Grassmannian and show how to avoid it to extend some of the consequent results to the general situation.
The paper is structured as follows: Section I covers relevant basic information about quantum graphs. In section II we explain the relation between Grassmannians and vertex conditions, consider the relevant analytic bundles over the Grassmannians, and establish as one of our main results the analytical dependence on vertex conditions result in Theorem II. 4 . The proof of the theorem is given in section III. In section IV we turn to the second problem of the paper -reducing quantum graph problems to discrete ones. here we sketch the standard DtN procedure and provide the crucial (well know) Lemma IV.1. Then a modified DtN procedure, which can be used for any quantum graph, is described, resulting in Theorem IV.2. In the next section, this leads to establishing the "cleaned up" from unnecessary conditions very useful Theorem IV.5 on the structure of bound states of periodic quantum graphs. One should also look at the remark in section V E, where a different from the modified DtN above general construction is described (kudos to G. Berkolaiko). Section V contains some extended remarks and generalizations.
I. BASIC NOTIONS
We recall here some basic notions concerning quantum graphs, see e.g. 3 . The graph Γ has finitely many vertices v ∈ V and edges e ∈ E. We use the notations |V | and |E| for the number of vertices and edges correspondingly. Each edge e is endowed with a coordinate x e that identifies e with a finite segment [0, l j ] ⊂ R. This allows one to consider differential expressions along the edges, such as for instance d dx e on sufficiently smooth functions on Γ. We will concentrate in particular on the second order "Laplacian"
, albeit much more general operators of second and higher orders can be considered without a problem, see Section V. The functions in the domain of the operator are assumed to belong to the space
Additional conditions on the values of a function and its first derivatives are usually enforced at the vertices. For the reasons to be explained later, the total number of these conditions is assumed to be equal to 2|E|. In particular, in so-called "local" conditions, the number of conditions imposed at a vertex is equal to the degree of the vertex and they involve only values at the vertex. The "dispersion relation," i.e. the graph of the spectrum σ (L) of the operator as a multiple-valued function of the vertex conditions and edges' lengths was shown in 2 (see also 3 (Section 2.5)) to be an analytic variety. However, a smaller subset of vertex conditions was excluded there, which was an artifact of the proof. We show here (Theorem II.4) that such analyticity holds over the whole Grassmannian of vertex conditions, as well as over the spaces of potentials and edges' lengths.
In order for the spectrum to have a useful meaning, it is necessary that the Fredholm index of the resulting operator L is equal to zero. Although Fredholm property is automatic in our situation 3,10 , the index might be different from zero. As shown in 10 (see also 3 (Theorem 2.4.3)), to assure that the index is indeed equal to zero requires that the total number of vertex conditions is equal to 2|E|, which explains why we have imposed this restriction.
Another comment is that, as it is well known (and shown, for instance, in 3 (Section 1.4.6)), any finite quantum graph can be "folded" into a "rose" with a single vertex and |E| loop "petals." This would cover both cases of local and non-local vertex conditions. In particular, proving our results for such a rose immediately implies it for local conditions as well. We thus concentrate for now on a rose Γ with a single vertex v, |E| petals, and 2|E| conditions imposed at v (see Fig. 1 ).
II. GRASSMANNIANS AND VERTEX CONDITIONS
Consider the rose Γ ( Fig. 1 ) with a single vertex v, |E| petals, and 2|E| conditions imposed at v.
The space of all values of functions f ∈ H 2 (Γ) and their first derivatives at the vertex v can be identified with C 4|E| . Imposing 2|E| conditions at v selects a 2|E|-dimensional subspace P ⊂ C 4|E| . We will identify this subspace with the set of vertex conditions, and thus it defines a closed subspace
consisting of functions with the vertex values belonging to the subspace P, and the operator Definition II.1.
According to 3 (Theorem 2.4.3), this operator acting from H(P) to L 2 (Γ) is Fredholm and of index zero and thus might have a non-trivial spectral theory.
The subspace P ⊂ C 4|E| is a point of the complex Grassmannian G(2|E|, 4|E|), which is well known to be a compact analytic (projective) variety (see, e.g., 21 (Ch. 3)). Thus, our main goal is to understand the following object:
Definition II.2. For the purpose of this text, the dispersion relation of the operator L is defined as follows:
Remark II.3. Another name for D L is the spectrum of the Fredholm operator-function (see, e.g., 22 .)
where we use the shorthand notation G := G(2|E|, 4|E|).
Our main result is the following
I.e., it can be locally described by equations of the form f (P, λ ) = 0 with scalar analytic functions f .
The proof of this result is postponed till section III. So far, self-adjointness condition has not been enforced on the operator L(P). It has been known (and rediscovered) for a long time, though (see 1, [7] [8] [9] 12, 19, 20 and the references in 3 (Appendix C)) that self-adjointness is equivalent to the subspace P being Lagrangian with respect to the natural complex symplectic structure on C 4|E| . The corresponding Lagrangian Grassmannian is a (real) analytic sub-manifold in G(2|E|, 4|E|), so Theorem II.4 applies by restriction.
We consider now some vector bundles over the Grassmannian G := G(2|E|, 4|E|).
The following statement is well known and can be proven by constructing in local Plücker coordinates in G 21 a projector Q(P) : C 4|E| → P that depends analytically on P ∈ G. For readers' convenience, we present its brief proof.
Lemma II.6. T is an analytic sub-bundle of the trivial bundle G × C 4|E| over G.
Proof. Let P 0 ∈ G(k, n), with n > k. Then one can consider P 0 as a k-dimensional subspace in C n : P ⊂ C n .
Let R ⊂ C n be any (n − k)-dimensional subspace in C n complementary to P 0 , thus
In this direct decomposition, one can consider P 0 as the graph of the zero linear operator from P 0 to R. Then k-dimensional subspaces P ∈ G(k, n) close to P 0 in Grassmannian's topology are in one-toone correspondence with graphs of linear operators A : P 0 → R of small norm. The matrix elements of A are local coordinates near P 0 ∈ G(k, n). Now one considers the following linear operator:
It is clearly a projector on the subspace P ∈ C n , which depends analytically on A. This finishes the proof of the Lemma. 2 Consider now the trivial Hilbert bundle
and its subset
H is an analytic Hilbert bundle over G with respect to the projection π.
Proof The proof will follow (see, e.g., 22 ), if one constructs a bounded projector
that depends (locally) analytically on P ∈ G.
Let us denote by S : H 2 (Γ) → C 4|E| the operator of taking the traces of the function and its first derivative at the sole vertex v from all incoming edge directions. We also denote by E an operator that extends the vertex values from C 4|E| by linearity along the edges (for a small distance, to avoid conflicts).
Let also φ (x) be a scalar function on Γ that is equal to 1 in a small neighborhood of v, is smooth along the edges, and vanishes outside a somewhat larger neighborhood of v.
We now define the operator as follows:
It is easy to see that it is a projector onto H(P), which depends on P as well as Q(P) does, i.e. (locally) analytically.
III. PROOF OF THEOREM II.4
The operator L(P) is the restriction of a fixed bounded operator L :
onto the subspace H(P). According to Proposition II.7, this implies that the resulting mapping from the analytic Hilbert bundle H to the trivial bundle G×L 2 (Γ) is an analytic Fredholm morphism. Hence, the family L(P) − λ I is an analytic Fredholm morphism of Hilbert bundles over G × C. Now the general Theorem 4.11 in 22 (see also 15 (Theorem 1.6.16) and 3 (Theorem B.3.3)) implies the required analyticity and thus finishes the proof (see 22 for extended discussion of this topic).
IV. DIRICHLET-TO-NEUMANN MAPS AND RELATIONS BETWEEN QUANTUM AND DISCRETE GRAPHS.
In this section we tackle another issue that has been causing problems. Namely, the use of the Dirichlet-to-Neumann map to reduce quantum graph problems to the corresponding discrete ones.
A. Relations between quantum and discrete graph spectra and Dirichlet-to-Neumann map
We recall the notion of the Dirichlet-to-Neumann map (see, e.g. 5 and 3 (Section 3.5)). Let Γ be a finite quantum graph (or a Z n -periodic one with a compact fundamental domain). Then the number of different edge lengths is finite. Consider for each edge the (discrete, bound from below) spectrum of −d 2 /dx 2 with Dirichlet conditions at the ends. The union of these spectra we denote by σ D (Γ).
If λ / ∈ σ D , then one can define on each edge e the Dirichlet-to-Neumann map D(λ ) that starts from the give vertex values (u(0), u(l e )), finds the solution of the problem −u (x) − λ u(x) = 0 on the edge, and then ends up with the Neumann data (−u (0), u (l e )). As the result, the set U of all vertex values of derivatives of u is expressed as D(λ )U, where U is the set of all vertex values of u. Now, vertex conditions (in the form provided by Kostrykin and Schrader, see 3 can be written as follows:
for appropriate matrices A and B. Hence, this can now be written as
In other words our spectral problem for the original graph is reduced to the equivalent discrete (while non-linearly dependent upon λ ) graph problem (6) . The following statement is straightforward:
1. the DtN correspondence between the solutions of the quantum graph and discrete eigenvalue problems is a bijection;
2. if the graph is periodic, under this bijection L 2 -solutions on the quantum graph correspond to l 2 -solutions on the discrete one;
3. under this bijection compactly supported solutions correspond to compactly supported solutions.
This procedure does not work when λ is in the spectrum of Dirichlet Laplacian on an edge.
B. A modified DtN procedure
Let us introduce the following modified construction, involving adding some new "fake" vertices. Consider an eigenvalue problem for a quantum graph Lu = λ u, where L is the second order operator − d 2 dx 2 + V (x) with a potential V that belongs to L ∞ on each edge. Let us fix a value λ , which is allowed to belong to σ D (Γ) and consider an edge e. If λ is not a Dirichlet eigenvalue on this particular edge e, then no action takes place. If it is, though, we insert a new vertex (a dot) x e into e in such a way that λ is not a Dirichlet eigenvalue of either of the two resulting sub-segments. This is always possible, as long as one avoids the (finitely many) zeros of the corresponding eigenfunction. We then impose the Kirchhoff condition at x e . This means that the solutions to the left and right of x e match with their first derivatives. In other words, in the quantum graph case these vertices can be ignored. We, however, want to keep them. The new graph (with one extra vertex in each edge where λ is a Dirichlet eigenvalue) we will call the dotted graphΓ.
Let us now assume the graph to either being finite, or periodic (i.e., having the group Z n acting on it freely and co-compactly). For any such graph and any λ , the choices of the extra vertices (dots) can be made in such a way that λ / ∈ σ D (Γ). Notice that in the periodic case the dotted graph can be assumed to be periodic as well. Indeed, the dots can be chosen in the fundamental domain only and then distributed periodically. Now the standard DtN procedure works for the dotted graphΓ, since one can deduce the following result from Lemma IV.1:
FIG. 2. A graph with extra vertices (dots) inserted into two edges.
Theorem IV.2.
1. The modified DtN correspondence between the solutions of the quantum graph and discrete eigenvalue problems is a bijection; 2. if the graph is periodic, under this bijection L 2 -solutions on the quantum graph correspond to l 2 -solutions on the discrete one;
C. Bound states on periodic quantum graphs
This problem with using the DtN map has arisen, for instance, when studying spectra of graphene and carbon nanotubes in 17 . In particular, the following result for discrete periodic graphs 18 (see also 3 (Theorem 4.5.2)) holds: Theorem IV.3. 18 If a periodic discrete equation Au = 0 on a periodic graph Γ has a non-zero solution in l 2 (Γ), then it also has a non-zero compactly supported solution. Moreover, the compactly supported solutions form a complete set in the space of all l 2 -solutions.
However, while using the Dirichlet-to-Neumann map to transfer it to the quantum graph case, one arrives only to the following Theorem IV.4. 16 (see also 3 (Theorem 4.5.4) Let Γ be a Z n -periodic quantum graph equipped with the second derivative Hamiltonian and arbitrary vertex conditions at the vertices. Suppose that λ is not a Dirichlet eigenvalue on any edge. Then, existence of a non-zero L 2 eigenfunction corresponding to the eigenvalue λ implies existence of a compactly supported eigenfunction, and the set of compactly supported eigenfunctions is complete in the (infinite-dimensional) eigenspace.
Here the restriction of avoiding Dirichlet eigenvalues has appeared due to the use of the DtN technique (DtN operator is not defined on the Dirichlet spectrum). However, in many cases Dirichlet eigenvalues are exactly of interest (e.g., 6, 17 ). So, the question arises whether this restriction is an artifact of the proof.
Indeed, it does happen to be, as the following result shows:
Theorem IV.5. Let Γ be a Z n -periodic quantum graph equipped with the second derivative Hamiltonian and arbitrary vertex conditions at the vertices. Existence of a non-zero L 2 eigenfunction corresponding to an eigenvalue λ implies existence of a compactly supported eigenfunction, and the set of compactly supported eigenfunctions is complete in the (infinite-dimensional) eigenspace.
The proof is rather straightforward. Indeed, we only need to handle the case when λ ∈ σ D . In this case, we consider the dotted periodic quantum graphΓ, where, as we have mentioned before, the spectral problem is equivalent to the one on the original graph. Using the DtN procedure, we arrive to a discrete spectral problem on the periodic discrete graphΓ, where the Theorem IV.3 applies. Now Lemma IV.1 finishes the proof. 2
V. FINAL REMARKS AND CONCLUSIONS

A. Local vertex conditions
Most works on quantum graphs assume only local vertex conditions, i.e. those that relate only the values of the function and its edge derivatives at one vertex at the time. Thus, vertex conditions at each vertex correspond to the points of the "local" Grassmannian G v , and the totality of all local vertex conditions corresponds to the points of the product space ∏ v∈V G v , which is an analytic submanifold of the Grassmannian G of all (non-local) conditions considered in Section II. Thus, by restriction, Theorem II.4 applies under the restriction of local vertex conditions as well.
B. Self-adjoint case
The similar conclusion on applicability of Theorem II.4 as above holds under the requirement of self-adjointness of the operators, since the corresponding Lagrangian Grassmannian of vertex conditions is a real-analytic submanifold in G C. Dependence on potentials and edge lengths Besides the vertex conditions P ∈ G, as before, the spectrum of a quantum graph operator L depends on other parameters, for instance the potential V in L = − d 2 dx 2 + V (x) and edge lengths {l e } e∈E ∈ (R + ) |E| . In fact, sacrificing self-adjointness, one can allow the edge lengths to be any non-zero complex numbers (see 3 (Section 3.1.2)), so then ξ := {l e } e∈E ∈ (C \ {0}) |E| . Thus, we denote the corresponding operator by L(P,V, ξ ), where
Correspondingly, the (extended) dispersion relation is defined as follows:
Then the analog of Theorem II.4 holds:
The proof of Theorem II.4 adjusts easily to the presence of these extra parameters. Clearly, the above comments about local vs. non-local conditions and self-adjointness still apply.
D. Higher order operators
The considerations and results of Sections II-III transplant without any change to higher order differential operators on metric graphs, such as for instance in 10 and 3 (Section 2.4). One needs to assume the number of vertex conditions to be right, to guarantee the index of the operator to be equal to zero ( 10 and 3 (Section 2.4)). Otherwise, the analyticity result holds vacuously: the spectra would fill the whole complex plain.
E. Grassmannian again?
It might look like the considerations of Section IV are not much related to the ones in the first part of the paper. One can argue however, that (although it is not immediately obvious) like in the first part of this text, the culprit is a specific choice of local coordinates on a Grassmannian. Indeed, what the DtN map does, it removes the ODE on each edge, replacing it with a relation between the data at the vertices. This, however, can be done in very general terms, without involving solutions of the Dirichlet boundary value problem.
Namely, suppose we are interested in solutions of a second order differential equation Lu = 0 on the edges, with vertex conditions represented by a plane P ∈ G(2|E|, 4|E|), as in Section II. Let us look at an edge e with vertices v 1 , v 2 and consider the 4-dimensional space B e of vertex values
, where the derivatives are taken in the directions into the edge. There is a natural surjection π : H 2 (e) → B e . Let the two-dimensional subspace S e ∈ H 2 (e) consist of all solutions of Lu = 0 on e. Consider its image under π: P e := π(S e ). It is clear that π is injective on S e , and thus P e is two-dimensional.
We now denote by Q the subspace in C 4|E| consisting of vectors, whose restrictions to v 1 , v 2 belong to P e for any edge e connecting the vertices v 1 and v 2 . In other words, satisfying equation Lu = 0 on the edge e is equivalent to the inclusion π(u) ∈ Q and satisfying the vertex conditions, as we know, is equivalent to being in P. This leads to the following simple result: 
Since the inclusion u ∈ Φ can be written as a system of linear equations for u A(u) = 0,
the equation L f = 0 with the vertex conditions corresponding to the subspace P is converted into a system of discrete equations. More specifically, suppose one chooses on each edge a fundamental set of solutions, f e,1 , f e,2 and let f be their superposition f = a e,1 f e,1 +a e,2 f e,2 . Then inclusion into Q is automatically guaranteed, so substituting f into the vertex conditions P leads to a discrete problem for the set of coefficients {a e,1 , a e,2 } e∈E .
For instance, if the operator is L = − d 2 dx 2 − k 2 , one can choose as the fundamental solutions functions f 1 := sin(k(l e − x))/ sin(kl e ), f 2 := sin(kx)/sin(kl e ). One can check that this leads to the standard DtN procedure.
If one chooses f 1 := exp(ikx), f 2 = exp(ik(l e − x)), one arrives at the bond scattering matrix description of a quantum graph 14 .
For this procedure, an analog of Lemma IV.1 also holds, so in particular it can be used to provide an alternative proof of Theorem IV.5.
F. Some other references
Besides the sources referred to before, considerations somewhat related to the ones of Section II can be found in 4, 11, 13, 23 
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