The participation of power users in grid-side interactive power and auxiliary services has attracted increasing attention. The analysis of users' interaction power behaviors is a core task. By combining the self-organizing map (SOM) neural network and the K-means clustering algorithm, a self-organizingcenter K-means algorithm is developed in this paper for conducting a cluster analysis of users' interaction electricity consumption behaviors. This approach can realize more accurate recognition and fast clustering. First, the principle of K-means algorithm in the self-organizing center is analyzed, and its advantages in the clustering analysis of electricity consumption over the traditional clustering algorithm are demonstrated. Then, in the context of peak-to-valley time-of-use electricity pricing, the adjustment potential index, which is based on user psychology, is developed, and a cluster analysis of users' electricity consumption behaviors that is based on load data and the adjustment potential index is conducted. Finally, the daily load data of users within the jurisdiction of a power company are studied, and the two-stage clustering results that are obtained via the self-organizing-center K-means algorithm are compared with the clustering results that are obtained via the K-means algorithm, which demonstrates the advantages of the self-organizing-center K-means algorithm that is based on the adjustment potential index in the accurate recognition and accurate clustering of users.
I. INTRODUCTION
Power resources are characterized by plug-and-play performance and the inability to be stored in large amounts. Resources are often wasted due to the imbalance between the supply and the demand during the peak and valley periods [1] . Via a variety of management strategies, the electricity consumption by the society is balanced overall, which provides an effective approach for realizing the optimal allocation of power resources. In recent years, the participation of power users in grid-side interactive power and auxiliary services has attracted a substantial amount of attention both at home and abroad. In the context of a smart grid, the development and construction of intelligent terminals, power communication technology and advanced measurement technology will be conducive to the two-way interaction of intelligent power The associate editor coordinating the review of this manuscript and approving it for publication was Qiu Ye Sun . consumption, thereby laying a solid foundation for residents to elicit an automatic demand response and to interact with the power grid [2] . With the prevalence of intelligent, interactive and digital power consumption, the mining of users' electricity consumption behaviors and the analysis of their adjustment potential, load power and other information play significant roles in grid load forecasting, demand management, and electricity pricing. In the demand-side response process, users actively, positively, extensively and effectively participate in the electricity consumption interaction and excavate its adjustment potential, and extensive research has been conducted all over the world. In reference [3] , an optimized power consumption mode and method are proposed based on the user interaction ability, and users are classified into four optimized power types for matching analysis. In reference [4] , in response to the demand for important interactive resources in the smart grid, a power generation scheduling model is established based on the interaction between the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ smart grid and the user side, which is effective in enabling the interaction between the grid and the user. In reference [2] , an interactive demand response method is proposed that considers the power usage clustering for the multiuser daily load interaction problem of intelligent power cells in a complex intelligent power environment. Cluster analysis is a multivariate statistical analysis method for the quantitative analysis of multiple samples, which plays a significant role in power demand-side management [5] . The clustering methods for user loads mainly include direct clustering and indirect clustering. The former directly uses the original load data to perform cluster analysis. The main algorithms in relation to it include fuzzy C-means, K-means, and self-organizing neural networks [6] . The latter uses an intermediate algorithm to preprocess the daily load curve, which includes load dimension reduction, such as singular value decomposition and time-series-based morphological feature metrics. Cluster analysis of user loads has been partially studied. In reference [8] , an automatic load clustering model that combines the canopy algorithm and the K-means algorithm is proposed for increasing the running speed and the stability of traditional methods. In reference [9] , a dimensionality reduction method for daily load curves that is based on the singular value decomposition is devised. The K-means algorithm with a weighted Euclidean distance is applied to cluster the daily load curves. In reference [10] , for load feature extraction, a conditional filter is designed. Each day is split into five periods for the selection of the maximum and minimum values, and a 6-dimensional feature data is selected for load clustering. In reference [11] , a new adaptive clustering algorithm is proposed that is based on adaptive K-means clustering for distribution big data. In reference [12] , considering the influence that is exerted by the date type, a load data preprocessing model that is based on gray correlation analysis and fuzzy cluster analysis (GRA-FCM) is constructed.
Most of these research studies on user clustering focus on the characteristics of a clustering algorithm and, thus, overlook the accuracies of the K-means algorithm in finding the initial clustering center and of the self-organizing map (SOM) algorithm. It is possible to impose limitations, such as on inaccurate clustering results. Therefore, due to the development of a variety of clustering algorithms, the balancing of the advantages and disadvantages of various algorithms via a multistage clustering method is deemed necessary for the user interaction electric behavior screening. This paper begins by describing the main strategy of the K-means algorithm in the self-organizing center. Next, an analysis of its application advantages is conducted based on the basic algorithm. Then, two types of clustering standards, which are based on user daily load data and the adjustment potential index, are introduced. Taking the daily load data of users in a jurisdiction of a power company as the research object, the daily load data and the adjustment potential are treated as the clustering standard, and the clustering results of the self-organizing-center K-means algorithm and the K-means algorithm are compared to evaluate the performance of the applied algorithm.
II. ALGORITHM DESCRIPTION A. BASIC STRATEGY OF THE SELF-ORGANIZING-CENTER K-MEANS ALGORITHM
Clustering analysis that is based on the users' electricity consumption data is regarded by the power supply department as an effective approach for analyzing the patterns of electricity consumption by the power users within the jurisdiction, managing the composition of the electricity consumption group and its electricity consumption characteristics, improving customer management, and providing high-quality electricity service. In this paper, the SOM algorithm is used to identify the initial clustering center of the self-organizing-center K-means algorithm for the analysis of the users' electricity behaviors, which integrates the advantages of the SOM and K-means algorithms. The process and application advantages will be analyzed below.
The K-means algorithm is an objective function partitioning method with the sample Euclidean distance as the similarity evaluation index. Based on a target prototype, the shorter the distance is between two evaluation standard prototypes, the higher their similarity. The SOM algorithm is classified as an artificial neural network algorithm with visual and unsupervised features. It can simulate the characteristics of human brain processing signals and conduct competitive learning. In addition, it shows excellent adaptive learning performance and robustness; hence, it is suitable for the initial cluster analysis of complex samples [13] .
SOM algorithm and K-means algorithm have various shortcomings in the cluster analysis of users' electricity behavior. In this paper, a two-stage clustering analysis strategy of user electricity behavior that combines the SOM algorithm and the K-means algorithm is developed. Not only does the clustering combination algorithm maintain the self-organizing characteristics of the SOM network, it also incorporates the high efficiency of the K-means algorithm. Meanwhile, it compensates for the long convergence time of the SOM network and the improper selection of the initial clustering center by the K-means algorithm. Despite its drawbacks, it has excellent properties for applications.
The core process of the self-organizing-center K-means algorithm is as follows: First, the data are entered into the SOM network for initial clustering, and the objects with approximation values on the selected clustering standard are aggregated near feature points to obtain the preliminary accurate clustering result. Second, these points are selected as the initial clustering centers of the K-means algorithm. Third, two-stage clustering process is conducted to obtain the final clustering centers and results. The steps of this two-stage clustering algorithm are as follows:
Step 1: Initialize the weights. A random number is assigned to the weight vector W j (j = 1, 2, · · · , p) that connects the input node to the jth output node, and the initial number of loops is set.
Step 2: Complete the initial clustering process (the SOM algorithm section). For X k (K = 1, 2, · · · , m) of each clustering object, calculate the distance between the winner's weight vector W g and X k in W j via the following formula:
The Euclidean distance of any two m-dimensional vectors A and B can be expressed as
Then, define N g (t) as the winner's neighborhood. Subscript g denotes the winner, and the connection weight vector that corresponds to each unit in the neighborhood is close to X i . Repeat this process at various training times until the network has stabilized, and complete the initial clustering of the samples based on the response of the output node. Its learning equation is as follows:
where η(t) denotes the tth learning rate, which declines with the number of training epochs; x k i denotes the input of the ith input node of the kth sample; and w ij represents the connection between the ith input node and the jth output node value, where j ∈ N k (t).
Step 3: The cluster center Z = (Z 1 , Z 2 , · · · , Z k ) that is obtained by applying the SOM algorithm is treated as the initial center of the K-means cluster.
Step 4: Conduct a second phase of clustering (the K-means algorithm section). First, calculate the sum of the squares of the distances of all the samples to the cluster center of the category J (C) where they are located, and allocate each sample to the center of the category that is closest according to the distance, with the category centers remaining the same.
where u mn represents a binary variable, u mn = 1 indicates that the nth sample falls into the mth category, u mn = 0 indicates that it does not fall into the mth category; d(c m , x n ) denotes the distance from the sample to the cluster center of the category; c m denotes the sample cluster center; and x n denotes the other sample data in the category. Then, the category center is updated, and the center c m of the K categories is updated according to the division result. The least-squares method and the Lagrangian principle are applied to the results of the previous step until the convergence condition is satisfied. Step 5: Output the final clustering result. The self-organizing-center K-means algorithm flow is illustrated in Figure 1 .
B. COMPARISON OF THE SELF-ORGANIZING-CENTER K-MEANS ALGORITHM AND THE TRADITIONAL ALGORITHM
In this paper, a two-stage user electricity consumption behavior clustering analysis method is devised that is based on the self-organizing-center K-means algorithm, which combines the advantages of the SOM and K-means algorithms. The analysis is detailed as follows.
The K-means algorithm is considered a fast and simple clustering algorithm. It features high efficiency and scalability for large data sets. More crucially, its time complexity is approximately linear; hence, it is suitable for mining largescale data sets. The SOM clustering algorithm is similar to the K-means algorithm. In addition, it demonstrates such characteristics as simple operation, no complex derivation, integral operations, and capability of dealing with isolated points. Therefore, it is suitable for clustering data with unknown clustering results.
Despite the advantages of the K-means and SOM algorithms in the cluster analysis of user electricity consumption, they have various shortcomings: The clustering result of the K-means algorithm depends significantly on the initial clustering center. It is not possible to ensure that the final result provides a fully optimal solution. The number of clusters must be specified before clustering is performed. The SOM algorithm requires the specification of the number of competition layer network elements prior to clustering. If the dataset is small, the result depends on the input order of the data. It is possible that the node can never win. The convergence time is excessively long, which renders it unsuitable for the rapid clustering of small data sets.
To address the problems that are caused by the traditional clustering methods, a two-stage clustering analysis strategy of user electricity behavior that combines the SOM and K-means algorithms is developed in this paper, which has the following advantages over the two traditional methods.
(1) Not only does it maintain the self-organizing characteristics of the SOM network, but it also incorporates the high efficiency of the K-means algorithm. Therefore, it features both simplicity and efficiency. In addition, the clustering result is highly credible. The self-organizing-center K-means algorithm and the traditional SOM and K-means algorithms are compared in Table 1 .
III. ANALYSIS OF POWER USAGE BASED ON THE SELF-ORGANIZING-CENTER K-MEANS ALGORITHM
Two major types of user electricity behavior clustering analysis methods are employed in this paper: direct clustering analysis that is based on user daily load data and clustering analysis that is based on adjustment potential indicators. In this section, the two clustering methods are analyzed from two perspectives: the clustering process and the clustering results.
A. CLUSTERING METHOD THAT IS BASED ON USER DAILY LOAD DATA
The clustering method that is based on user daily load data consists of three main steps: data collection, data processing and data clustering.
First, the feature data are collected, and a sample feature vector that fully represents the essential characteristics of the sample is selected. In the user load database, the power data consist of 96 uniform sampling points that were collected from 00:00 to 24:00 for power user n on a power usage day, and the power matrix can be represented by p n = [p n1 , p n2 , · · · , p n96 ]. In the case study, the set of all m sets of user power data samples can be represented by a matrix P, which is expressed as
Subsequently, for the same industry users, to prevent inaccuracy in the attribution classification when the load level difference is significant, the power p n must be standardized for each time point to obtain a new standard value matrix p 0 n .
where p nk denotes the sampling power of user n at the kth sampling point and p n max denotes the maximum value of the real-time power of user n over the 96 sampling points per day. If the sampling device fails at various sampling instants and renders the sampling inaccurate, the clustering effect will be rendered inaccurate due to the lack of change in the daily load curve. In this scenario, the following equation is applied to rectify the inaccurate data:
where a and b denote forward and backward points, respectively.
After the data have been collected and preprocessed, the clustering algorithm is applied to the sampled data for cluster analysis, and, finally, the users that have the same load curve are classified into the same category.
B. CLUSTERING METHOD THAT IS BASED ON ADJUSTMENT POTENTIAL INDICATORS
For direct clustering based on daily load data, the similarity of the user load curves is regarded as a clustering criterion. In this section, the concept of adjustment potential will be defined as an additional clustering standard [14] .
In accordance with the principle of consumer psychology [15] , the influencing factors on consumer behavior mainly include personal factors and environmental factors. For power users, people's needs and electricity costs are regarded as significant personal and environmental factors that could substantially impact their electricity use. According to the consumer's profitability psychology, when the cost of electricity is rising, users become more willing to respond to signals that reduce the local load to lower the power expenditure. In contrast, when the cost of electricity is decreasing, users are more willing to respond to an adjustment signal that increases the local load to satisfy more load operation requirements. According to the response principle of the consumer to the stimulus, the consumer's response behavior is triggered by the stimulus, and there is a psychological threshold for the stimulus. In addition, the sensitivity of consumers to stimuli is affected by the consumer demand. Therefore, for various load regulation signals, the power user response adjustment exhibits the following characteristics [16] :
(1) For the adjustment signal, feedback will be provided only when a standard value is reached, namely, there is a response dead zone. (2) After the standard value has been reached, the response increases as the degree of excitation increases, and there is a linear response region. (3) The final response curve will reach a saturation value and will cease to change with the degree of excitation, namely, there is a saturation region.
This response process can be represented by a piecewise function:
where ϕ kt 1 t 2 and ϕ max kt 1 t 2 represent the load transfer rate and the maximum load transfer rate, respectively, of the kth user from the period t 1 to period t 2 ; w kt 1 and w kt 2 denote the electricity prices of period t 1 and period t 2 , respectively; K kt 1 t 2 denotes the load transfer rate of the kth user from period t 1 to period t 2 ; and θ kt 1 t 2 and ϕ max kt 1 t 2 /K kt 1 t 2 + θ kt 1 t 2 refer to the linear region slope response thresholds of the kth user from period t 1 to period t 2 .
According to reference [16] , the fitting curve after the load transfer rate has been considered can be expressed as
where p τ kt 2 denotes the normalized fitting power of the kth user in consideration of the load transfer rate at time t 2 ; ϕ kt 2 t i denotes the load transfer rate from time t 2 to time t i ; and P kavt i denotes the normalized average load at time t i . Therefore, the clustering index ε kt i at which the kth user considers the user load transfer rate in period t i is obtained. Its absolute value is indicative of the potential for load regulation.
Using the peak-to-valley electricity price, a new adjustment potential index [17] is obtained, and the similarity of the indicators is selected as the cluster evaluation standard.
where ϕ fg , ϕ pg , and ϕ fp denote the load transfer rates from peak to valley, from time to valley, and from peak to time, respectively, and σ * f , σ * g , and σ * p denotes the load rates at peak time, valley time, and peacetime, respectively.
The calculation process of the user load adjustment potential index can be summarized as follows: First, the user daily load curve information and the electricity price information are acquired, and the user load transfer rate is obtained via calculation. Second, the fitting curve that considers the load transfer rate is calculated. Finally, the load potential index of the load user is calculated.
In this section, two clustering methods are devised, which are based on user daily load data and adjustment potential indicators. The relationship with the clustering algorithm that was developed in the previous section is presented in Figure 2 .
IV. CASE STUDY
In this paper, the electricity price information refers to the peak-to-valley time-of-use electricity price and the load transfer rate data that are sourced from reference [17] . The data in this paper is derived from real user electricity consume data. After preliminary classification, the user's load curve is divided into 11 categories. The electricity price information is specified in Table 2 . The peak load transfer rate ϕ fg is 0.04 from peak to valley, the load transfer rate ϕ fp is 0.02 from peak to normal, and the load transfer rate ϕ pg is 0.01 under normal operation. To evaluate the relevant conclusions that are drawn in this paper, the K-means clustering algorithm and the selforganizing-center K-means algorithm are used to analyze and compare the two clustering methods based on load data and adjustment potential indicators, respectively. Based on the results, the rationality of the proposed two-stage clustering algorithm is evaluated. To evaluate the relevant conclusions that were drawn in this paper, the K-means clustering algorithm and the selforganizing center K-means algorithm are applied to analyze and compare the two clustering methods based on load data and adjustment potential indicators, respectively, before the rationality of two-stage clustering algorithm is explained.
To evaluate the clustering method that is proposed in this paper, the daily load data of users within a specified jurisdiction of a power company is selected as the research object for cluster analysis. A typical load curve that is collected over a day is presented in Figure 3 .
A. CLUSTER ANALYSIS USING THE K-MEANS ALGORITHM
First, based on the K-means clustering algorithm, a user electricity consumption clustering analysis is conducted on the user's electricity consumption data that were collected over a single specified day in the sample, and the direct clustering analysis method that is based on load data and the clustering analysis method that is based on the adjustment potential index are applied. The corresponding clustering results are assessed in terms of user type identification and clustering accuracy. In addition, an analysis is conducted of the distinctions between the two clustering methods. 
1) DIRECT CLUSTER ANALYSIS BASED ON THE LOAD DATA
Based on the load data, the K-means algorithm is applied to cluster the electricity behavior data that are generated by users, and the initial cluster number, namely, N=3, is set. The clustering results are presented in Table 3 and Figure 4 .
According to the direct clustering analysis of the load data that is based on the K-means algorithm, the users are classified into three categories: The first category consists of typical bimodal users (users 6-8), who are characterized by two peaks. The difference between the peaks is significant, and the peaks are concentrated at approximately 13:00 and 21:00.
The second category contains 7 users, most of whom (users 1-3 and users 10-11) are typical unimodal users. The characteristics of the users in this category are that the peak starts between 06:00 and 09:00 and ends between 17:00 and 20:00. The power during the period is approximately stable, and the fluctuation is insignificant. However, the second cluster also contains users 4 and 5, who have different curve shapes. These two user curves exhibit the characteristics of a bimodal user; however, differ from the curves of the bimodal users in the first category, as the peak-to-peak difference is insignificant and the peaks are concentrated at 10:00-13:00 and 17:00-20:00. Category 3 contains 1 user (user 9), who is also a typical bimodal user with the same characteristics as described in the first category. 
2) CLUSTER ANALYSIS BASED ON ADJUSTMENT POTENTIAL INDICATORS
Based on the adjustment potential index, the K-means algorithm is used to cluster the electricity behavior data that are generated by users, and the number of clusters is set to N = 3. The clustering results are presented in Table 4 and Figure 5 . The clustering analysis of the adjustment potential index is conducted based on the K-means algorithm, and the number of clusters and the clustering result are the same as those of the direct category analysis that was based on the load data. The analysis of the clustering result is based directly on the load data that were used in the previous section. The cluster analysis results are consistent and will not be described again.
According to the two clustering results that are presented above, due to the application of the K-means algorithm, the results of the clustering analysis that was based on the load data and the adjustment potential index retain the user's electricity behavior characteristics, and the method can ensure that the user's electricity behavior is within the sampling point interval. Despite a basic consistency, error conditions are identified, which are attributed to the slight peak difference of the bimodal users in the second category. Moreover, no similar bimodal feature is exhibited by the users of the first type. The main limitation of the K-means algorithm, namely, the dependence of the clustering result of the K-means algorithm that is described above on the initial clustering center, has a significant influence. The selection of a suitable initial value could increase the likelihood of obtaining effective clustering results. It is necessary to develop a better optimization algorithm to improve the accuracy of the clustering results. As demonstrated by the clustering results, for the direct clustering that is based on load data and the clustering that is based on the adjustment potential index, the two clustering methods have led to consistent results in this example. Nevertheless, based on the principles of the two methods, the clustering with the adjustment potential index can be applied to the cluster analysis of larger samples, and the amount of data that are required for processing large-scale data is smaller; thus, the approach is more efficient.
B. CLUSTER ANALYSIS USING THE SELF-ORGANIZING-CENTER K-MEANS ALGORITHM
In this section, based on the designed self-organizingcenter K-means algorithm, the clustering analysis of a user's electricity consumption behavior is conducted by using the electricity consumption data that were collected on a specified day. As in the previous section, the direct clustering analysis method that is based on the load data and the clustering analysis method that is based on the adjustment potential index are also applied to obtain the corresponding clustering results, and the analysis results are compared. 
1) DIRECT CLUSTER ANALYSIS THAT IS BASED ON LOAD DATA
Based on the load data, the self-organizing center K-means algorithm is used to cluster the electricity behavior data that were generated by users. The clustering results are presented in Table 5 and Figure 6 .
According to the direct clustering analysis of the load data that is based on the self-organizing center K-means algorithm, all the users are classified into three categories, and the first category accurately contains all the typical firstcategory bimodal users (users [6] [7] [8] [9] . In contrast to the K-means algorithm alone, user 9 is accurately identified and classified.
The second category contains five users, all of whom (users 1-3 and users 10-11) are typical unimodal users. In addition, the second type of bimodal user that was mixed in the clustering result that was obtained based on the K-means algorithm is accurately identified and distinguished.
The third category contains of two users, and the bimodal users of the second type (user 4 and user 5) who had not been successfully identified and classified based on the K-means algorithm clustering result show a slight difference between the two peak values: The crests are at 10:00-13:00 and 17:00-20:00.
2) CLUSTER ANALYSIS THAT IS BASED ON ADJUSTMENT POTENTIAL INDICATORS
Based on the adjustment potential index, the self-organizingcenter K-means algorithm is applied to cluster the electricity behavior data that were generated by users. The clustering results are presented in Table 6 and Figure 7 .
In the clustering analysis that was based on the adjustment potential index and utilized the K-means algorithm of the selforganizing center, the number of clusters and the clustering result are identical to those of the direct clustering analysis that was based on the load data, and the analysis of the clustering result is premised on the above section. The direct clustering analysis of the load data is consistent, and more accurate results are obtained compared to K-means clustering, which will not be described again.
In summary, for the four clustering methods that are considered above, the clustering results are summarized as follows:
With the application of the self-organizing-center K-means algorithm, the clustering analysis results that are based on the load data and the adjustment potential indicators accurately identify and cluster the daily load data that were generated by users, and each clustering result accurately reflects the user's power usage characteristics. In comparison to the analysis results that were based on the K-means clustering algorithm, the self-organizing-center K-means algorithm realizes the accurate identification of the second bimodal users, namely, user 4 and user 5, and separate clustering, which fall accurately into the first bimodal category. User 9 is clustered correctly for the accurate identification of the three types of users, and the characteristics of the user's electrical behavior curves in each result are the same. There is no intersection with other types of features, and the clustering task is well completed.
V. CONCLUSION
In this paper, the user load data and the adjustment potential index, which was constructed based on the user psychology model, are selected as the standards of clustering, and the daily load data that are generated by the users in the jurisdiction of a power company are analyzed. Compared with the clustering results of the self-organizing-center K-means algorithm and the results that are obtained by using the SOM algorithm results as the initial clustering center and applying the traditional K-means algorithm, the following conclusions are drawn:
(1) The self-organizing-center K-means algorithm is applied to maintain the self-organizing characteristics of the SOM network and the precise and efficient features of the K-means algorithm. (2) The initial selection of the clustering center using the SOM algorithm substantially affects the accuracy of the clustering results. (3) The algorithm can overcome the drawbacks of the SOM network convergence time and the improper selection of the initial clustering center of the K-means algorithm, which could result in a poor clustering result, and the algorithm is highly suitable for application in realistic projects. The clustering task is believed to provide an effective reference for the screening and identification of users.
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