The aim of this paper is to define two link invariants satisfying cubic skein relations. In the hierarchy of polynomial invariants determined by explicit skein relations they are the next level of complexity after Jones, HOMFLY, Kauffman and Kuperberg's G 2 quantum invariants. Our method consists in the study of Markov traces on a suitable tower of quotients of cubic Hecke algebras extending Jones approach.
Introduction

Preliminaries
John Conway showed that the Alexander polynomial of a knot, when suitably normalized, satisfies the following skein relation:
Given a knot diagram one can always change some of the crossings such that the modified diagram represents the unknot. Therefore one can use the skein relation for a recursive computation of ∇, although this algorithm is rather time consuming (exponential).
In the mid eighties Jones discovered another invariant verifying a different but quite similar skein relation, namely:
which was further generalized to a 2-variable invariant by replacing the factor (t 1/2 − t −1/2 ) with a new variable x. The latter one was shown to specialize to both Alexander and Jones polynomials. The Kauffman polynomial is another extension of Jones polynomial which satisfies a skein relation in the realm of unoriented diagrams. Specifically the formulas Λ + Λ = z Λ + Λ Λ = aΛ ( ) define a regular isotopy invariant of links, which can be renormalized (by using the writhe of the oriented diagram) in order to become a link invariant. Remark that some elementary manipulations show that Λ verifies a cubical skein relation:
It is not known whether this relation is sufficient for a recursive computation of Λ (we say then that the skein relations are complete). A conjecture of Montesinos and Nakanishi (see problem 1.59 [10] ) claims this holds true. These invariants were generalized to quantum invariants associated to Lie (super Lie, etc) algebras and their representations. Turaev ([17] ) identified the HOMFLY and Kauffman polynomials with the invariants obtained from the series A n and B n , C n , D n respectively. Kuperberg ([11] ) defined the G 2 quantum invariant of knots by means of skein relations making use of trivalent graphs diagrams and exploited further these ideas for spiders of rank 2 Lie algebras. The skein relations satisfied by the quantum invariants coming from simple Lie algebras were approached also via weight systems and the Kontsevich integral in ( [14, 15] ) for the classical series and in ( [1, 2] ) for the case of g 2 .
Notice that any link invariant coming from some R-matrix R verifies a skein relation of the type Let us mention that the skein relations are somewhat related to the representation theory of the Hopf algebra associated to R. In particular there are no other invariants whose skein relations are completely known and one expects that the invariants obtained from other super Lie algebras or by cabling the previous ones satisfy skein relations of degree at least 4 (as the G 2 invariant does).
This makes the search for an explicit set of complete skein relations, in which at least one relation is cubical, particularly difficult and interesting. This problem was first considered in [9] and solved in a particular case. The aim of this paper is to complete the previous results by constructing a deformation of the previously considered quotients (of the cubic Hecke algebras) and of the Markov traces supported by these algebras. In particular the link invariants obtained this way will be recursively computable and different from the HOMFLY, Kauffman polynomials and their cablings. This does not preclude the possibility to be a linear combination of the last ones.
The main result
The aim of this paper is to define two link invariants by means of (a complete set of) skein relations. More precisely we will prove the following Theorem (see section 5): Here (Q) denotes the ideal generated by the element Q in the algebra under consideration.
The polynomials A, B, C..., P corresponding to I (α, β) are given in the table below. In order to obtain those corresponding to I (z, δ) it suffices to set w = (−z 4 /(δz)) 1/2 and replace α = −(z 7 + δ 2 )/(z 4 δ) and β = (δ − z 2 )/z 3 in the other entries of table 1. w = ((α 2 + 2β)/(2α − β 2 )) 1/2 A = (β 2 − α) B = (α 2 − αβ 2 − β) C = (α 2 − αβ 2 ) D = (1 + 2αβ + α 2 β 2 − α 3 ) E = (1 + αβ + α 2 β 2 − α 3 ) F = (1 + 2αβ − β 3 ) G = (αβ 3 − 2α − 2α 2 β) H = (αβ 3 − 2α − 2α 2 β + β 2 ) I = (α 4 − α 3 β 2 − 2α 2 β − 3α) L = (2α 3 β + 3α 2 − α 2 β 3 − αβ 2 ) M = (β 4 − 2β − 3αβ 2 + α 2 ) N = (1 + 4αβ + 3α 2 β 2 − α 3 − αβ 4 − β 3 ) O = (1 + 3αβ + 3α 2 β 2 − α 3 − αβ 4 ) P = (3β 2 − β 5 − 2α − 3α 2 β + 4αβ 3 ) Table 1 
Conjectures and speculations
There are three essentially distinct link invariants which come from Markov traces on the cubic Hecke algebras. For each quadratic factor P i of the cubic polynomial Q one has a Markov trace which factors through H(P i , n), yileding a reparameterized HOMFLY invariant. The two others are the Kauffman polynomial and I (α,β) (or I (z,δ) ). It would be very interesting to find whether there exists some relation among them. First of way one expects there exists a lift of the invariant we described to a genuine two-parameter invariant. Notice that the polynomials H and P define irreducible planar algebraic curves which are nonrational. In particular one cannot express explicitly the invariants as one variable polynomial invariants. How far are these invariants from the usual Kauffman and HOMFLY polynomials is hard to determine in the present state. One might expect they give rise to some nice weight systems for particular values of the parameters, which should be compared with those coming from Lie algebras.
It seems however that: 
Cubic Hecke algebras
The first skein relation from figure 1 suggests (and follows from) considerations on cubic quotients of braid group algebras C[B n ]. Specifically let us define a cubic Hecke algebra by analogy with the usual Hecke algebra ( [7] ) as
B n is standardly presented as
Our aim is to construct Markov traces on the tower of cubic Hecke algebras since Markov traces define link invariants. Let us stress that for Q(0) = 0 one has (see also [8] ):
• dim C H(Q, 3) = 24, and H(Q, 3) is a deformation of the group algebra of the binary tetrahedral group < 2, 3, 3 > of order 24 (isomorphic to SL(2, Z 3 )).
• dim C H(Q, 4) = 96, and H(Q, 4) is a deformation of the group algebra of < −2, 3|4 >.
• dim C H(Q, 5) = 600 and H(Q, 5) is a deformation of the group algebra of GL(2, Z 5 ).
•
Thus a direct definition of the trace on H(Q, n) for n = 6 is highly a nontrivial matter, in particular it would involve the explicit solution of the conjugacy problem in these algebras which seems out of reach for the authors. In order to deal with finite dimensional algebras one introduces smaller quotients K n (α, β) by adding one more relation living in H(Q, 3). The exact form of this relation is
where A, B, . . . , P are the polynomials from table 1.
Remark 1.1
The algebras K n (α, β) are finite dimensional for any n.
Let us explain the heuristics behind that choice for the additional relation. The algebra H(Q, 3) is semisimple (for generic Q) and decomposes as C 3 ⊕ M ⊕3 2 ⊕ M 3 , where M m is the algebra of m × m matrices. As explained in section 2.2 the usual quadratic Hecke algebra H q (3) arises when the factor C ⊕ M ⊕2 2 ⊕ M 3 is killed. It is known that Jones and HOMFLY polynomials can be derived by the unique Markov trace on the tower H q (n). In a similar way the Birman-Wenzl algebra, which yields the Kauffman polynomial ( [9] ) is obtained when we quotient by C ⊕ M 2 2 . In our situation the extra relation kills exactly the factor C 3 .
The geometric interpretation of these relations is now obvious: the first skein relation in figure 1 is the cubical relation corresponding to the quotients H(Q, n) and the second skein relation defines the algebras K n (α, β).
Our main theorem is a consequence of the more technical result below (see sections 2,3,4). 
T (xb
The first couple (z,z) is
and the corresponding trace is T α, β :
The other three solutions are not rational functions on the parameters and we prefer to give α, β andz as functions of z, δ (δ = z 2 (βz + 1)). More precisely we set
where
Outline of the proof
We will prove by recurrence on n that a Markov trace on K n (α, β) extends to a Markov trace on K n+1 (α, β). Since there is a nice system of generators for K n+1 (α, β) constructed out of one for K n (α, β), such an extension, if ever exists, it must be unique. This is a consequence of the form of the additional relation. However the most difficult step is to prove that the canonical extension is a well-defined linear functional and satisfies the trace commutativity. The method of proof is greatly inspired by [3] . One defines a graph whose vertices are linear combinations on the elements of the Abelian semigroup associated to the free group in n − 1 letters (in first instance) and whose edges correspond to elements which differ by exactly one relation (from the set of relations defining K n (α, β)).
One gives an orientation on part of the edges of this graph and look for the existence of minimal elements in each connected component of the graph. If there is an unique minimal element in each component then one is able to derive a basis for K ∞ (α, β). In order to achieve the uniqueness one adds sufficiently many relations, which are formal consequences of the basic ones.
The usual procedure to obtain the existence of minimal elements is to consider the lexicographic order on the free semigroup on n − 1 letters and to use the relations as replacements of some word by (a linear combination of) smaller ones.
One defines therefore a reduction process for words by introducing the following orientations on some edges. The arrows show the orientation, if exactly one monomial is changed using one of the rules
where S j , C j and D j are of the form i P i b
j , P i polynomials in α, β and a i , b i , c i = 0, 1, 2. Several edges remain unoriented. They correspond to a change in a monomial of type
Remark that the extra relations (which obviously hold in H(Q, n)) make the reduction process ambiguous. The reason for introducing them is to insure the existence of descending paths to some minimal points even if closed oriented loops may be found in the graph. It remains then to check the existence and uniqueness of minimal elements up to unoriented paths in this semi-oriented graph by means of so-called Pentagon Lemma (see section 2). When this approach will be not successful we shall enlarge our graph to a tower of graphs modeling not one algebra K n (α, β) but the functionals on the whole tower ∪ ∞ n=2 K n (α, β) satisfying a recurrence condition which permits to reduce further the minimal elements. Here the Colored Pentagon Lemma (see section 2) can be applied and the problem is reduced to some algebraic computations. We will find that the main obstructions lie in K 4 (α, β) as it could be expected from the study of quadratic Hecke algebras. When we wish to check the commutativity condition for the functional be actually a Markov trace another obstruction appears in K 4 (α, β). Then there are only two types of obstructions to the existence of a Markov traces:
• CPC obstructions (Colored Pentagon Condition);
• commutativity obstructions.
These finitely many obstructions have been checked by using the computer and all of them lie in the principal ideal generated by H (α,β) (respectively P (z,δ) ).
Properties of the invariants
In the next section we will compute these obstructions and derive the existence of the two traces T (α, β) and T (z, δ) . When we have a Markov trace T , there is a natural way to get a link invariant, by setting:
where x ∈ B n is a braid representative of the link L and e(x) is the exponent sum of x. Therefore we find two invariants I (α, β) and I (z, δ) . We find that:
• they distinguish all knots with number crossing at most 10 that have the same HOMFLY polynomial (and then they are independent from HOMFLY). However, like HOMFLY and Kauffman polynomials, they seem to not distinguish among mutants knots (in particular they don't separate Kinoshita-Terasaka and Conway knots).
• I (α, β) = I (−β, −α) for amphicheiral knots, and I (α, β) detects the chirality of all the knots with number crossing at most 10, where HOMFLY fails.
• I (α, β) and I (z, δ) have a cubical behaviour.
Let us explain briefly what we meant by cubical behaviour.
Remark 1.2
• The HOMFLY polynomial can be written as
• The Kauffman polynomial can be written as k∈z 
In this respect the HOMFLY and Kauffman polynomials have a quadratic behaviour. 
2 Markov traces on K n (α, β)
Cubic Hecke algebras
The generalized Hecke algebras were introduced by analogy with the classical case [16] as the quotients
of the group algebra of the braid group by the ideal generated by Q(b j ) where Q is a polynomial having Q(0) = 0. The structure of these algebras is well-known in the quadratic case (see [7] ). They are finite dimensional semi-simple modules of dimension n!. In the general case we notice that some new features arise. In particular dim C H(Q, n) = ∞ if deg(Q) > 6, and n ≥ 3 (see [4] , [8] ). The cubic Hecke algebras are the quotients
of the group algebra of the braid group by the ideal generated by Q(b j ), cubic polynomial with parameters α and β, i.e. Q(
From now on, one considers γ = 1 in the cubic polynomial since H(Q, ∞) and H(γ −1 Q, ∞) are isomorphic. In [9] it was shown that:
We refer also to [9] for the following identities:
The homogeneous quotient of rank 3
The quotient
One considers the Markov traces supported by the quotients K n (α, β) = H(Q, n)/I n , where I n is the (two-sided) ideal generated by:
Remark 2.1 H(Q, 3) is a semisimple algebra which decomposes generically as
where M n is the algebra of n × n matrices. The morphism into C 3 is obtained via the abelianization map and that into M 2 is part of the projection onto the quadratic Hecke algebra defined by a divisor of Q (which is
In fact it suffices to show that the ideal I 3 is a vector space of dimension 3. Let R be the span of R 0 , R 1 , R 2 , where
Lemma 2.1 As vector spaces
Proof: Remark that
and after some messy computations (computer aided) we obtain that
From these relations we find that xR 0 y ∈ R for all x, y ∈ H(Q, 3), hence I 3 ⊂ R. The other inclusion is trivial.
Uniqueness of Markov trace on K n (α, β)
From now on we will work with the group ring
taking values in R/H) if the following conditions are fulfilled:
T (xb n y) = zT (xy) for any x, y ∈ K n (α, β), [16] ) have the following multiplicative property:
ii) An admissible functional T is a Markov trace if
T (ab) = T (ba) for any a, b ∈ K n (α, β).
Remark 2.2 Markov traces on the quadratic Hecke algebras (see
However we cannot expect that this property will extend to higher level algebras and Markov traces on them.
Definition 2.2 The Markov trace T is multiplicative if T (xb
k n ) = T (x)T (b k n ) holds when x ∈ H(Q, n), k ∈ Z.
Remark 2.3
In the case of cubic Hecke algebras the Markov traces are multiplicative. In fact using the identity b 2 n = αb n + β + b −1 n we derive then the multiplicativity for k = 2, and by recurrence for all k. In particular if T is a Markov trace it follows that T (ab 2 n b) = tT (ab) a, b ∈ B n , where t = αz + β +z.
One can state now the unique extension property of Markov traces.
Proposition 2.2
For fixed (z, t) ∈ (C * ) 2 there exists at most one Markov trace on K n (α, β) with parameters (z, t).
Proof: For n = 2 it is clear. For n = 3 we know that
represented by a word in the b i 's having only positive exponents. We assume that the degree of the word in the variable b n is minimal among all linear combinations of words (with positive exponents) representing w.
If the degree is less or equal to 1 there is nothing to prove. If the degree is 2 then either w = ub 2 n v, u, v ∈ K n (α, β) so using the induction hypothesis we are done, or else w = ub n zb n v, where u, z, v ∈ K n (α, β). Therefore z = xb ε n−1 y where x, y ∈ K n−1 (α, β) by the induction and ε ∈ {0, 1, 2}. If ε = 0 then w can be reduced to uzb 2 n v. If ε = 1 then w = ub n xb n−1 yb n v = uxb n−1 b n b n−1 yv hence the degree of w can be lowered by 1, which contradicts our assumption. If ε = 2 then w = uxb n b 2 n−1 b n yv. One derives
>, hence we reduced the problem to the case when w is a word of type u ′ b 2 n v ′ . If the degree of w is at least 3 we will contradict the minimality. In fact w contains either a subword w ′ = b a n ub b n , u ∈ K n (α, β) and a+b ≥ 3, or else a subword w ′′ = b n ub n vb n , u, v ∈ K n (α, β). In the first case using the induction we can write u = xb ε n−1 y, x, y ∈ K n−2 (α, β).
xy, hence the degree of w can be lowered by 1. If
n , and again its degree can be reduced by one unit.
If ε = 2 then a or b equals 2. Set a = 2. We can write
n . still contradicting the minimality of the degree of w.
In the second case we can write also u = xb ε n−1 y, v = rb δ n−1 s with x, y, r, s ∈ K n−1 (α, β). If ε or δ equals 1 then, after some obvious commutation the word w ′′ contains the subword b n b n−1 b n which can be replaced by b n−1 b n b n−1 hence lowering its degree.
We use the homogeneity to replace b n b 2 n−1 b n by a sum of elements of type
Each term of the expression of w ′′ which comes from a factor having j < 2 has the degree less than it had before. The remaining terms are xb i n−1 b 2 n b k n−1 yrb 2 n−1 b n s, so they contains a subword b 2 n ub n whose degree we already know that it can be reduced as above. This proves our claim. Now the Markov traces T on H(Q, ∞) are multiplicative hence T (xb ε n y) = T (b ε n )T (yx) holds, and K n (α, β) it is an algebra hence yx ∈ K n (α, β) . Therefore the extension of T , by recursion, from K n (α, β) to K n+1 (α, β) if ever exists it is unique. This ends the proof of our proposition. 2 
CPC Obstructions
The pentagonal condition
The following Lemma is also a consequence of the previous one:
In particular admissible functionals are unique up to the choice of T (1) ∈ R. Look now at the algebra K * (α, β). We wish to use the following transformations on the words (one way):
Our aim is to reduce the degree of b n−1 as much as possible in K n (α, β). According to the previous Lemma every word in K n (α, β) is equivalent to a sum of words of type i x i b ε i n−1 y i . Unfortunately we are forced to use also the transformations b i b j ↔ b j b i for | i − j |> 1, which have to be used in both directions. Assume this is the reduction process we want to carry out. We eventually obtain a sum i x i b ε i n−1 y i with x i , y i ∈ K n−1 (α, β). Of course this normal form for the word we started with is not unique since we may perform again permutations of its letters in each term. But if any two such normal forms are equivalent under permutations of its letters (i.e. of the letters b i b j with | i − j |> 1) then we will get an almost canonical description of the basis of K n (α, β). Indeed the last assumption is equivalent to say that the surjection of the previous Lemma is an isomorphism. Unfortunately this is not the case. One can however obtain the obstructions to the uniqueness of this almost canonical form as follows.
We return now to the module of admissible functionals. The last group of relations enables us to make a further reduction, namely ab n−1 b → z ab, ab n−1 b → t ab. This way we can reduce a word to a linear combination of words lying in K n−1 (α, β). Assume that we are using a recurrence on n. This means that each element of K n−1 (α, β) can be uniquely reduced to an element of R (the value of the functional on the element). Thus it suffices to check the obstructions directly on the values in order to obtain that the functional is well-defined. One formalizes this at follows. Let Γ be a semi-oriented graph. This means that some of its edges are oriented and the remaining ones are unoriented. A path v 1 v 2 ...v n is a semi-oriented path if either v j → v j+1 or else v j v j+1 is unoriented, for all j. If all edges of the chain are unoriented we say that its endpoints are unoriented equivalents.
We state first the pentagon condition for semi-oriented graphs: figure 2) .
Set now x ≤ y if there exists an semi-oriented path from y to x in Γ. Of course ≤ is not always a partial order relation. A necessary and sufficient condition is that no closed semi-oriented loops exist in Γ. One says that x is minimal if y ≤ x implies that y is unoriented equivalent to x. Proof: Consider two minimal elements x and y which lie in C. Then there exists some path xx 0 x 1 ...x n y joining them. Since x is minimal the closest oriented edge (if ever exists ) is ingoing, and the same is true for y. If this path is not unoriented again from minimality there are at least two oriented edges. Therefore open pentagon configurations (i.e. those configurations where (PC) applies) exist. We apply then (PC) iteratively whenever such configurations exist or has appeared. When this process stops we find two semi-oriented xz 1 z 2 ...z p e and yu 1 u 2 ...u s e having the same endpoint e. So e ≤ x and e ≤ y. Again from minimality these paths must be unoriented so x and y are unoriented equivalent (see figure 3 ). 
The colored pentagon condition: the definition of Γ n
Suppose now we have a sequence of disjoint graphs Γ n . In every Γ n there exists a distinguished subset of vertices V 0 n which are minimal elements in their connected components. Suppose that each connected component admits at least one minimal element. Each such vertex from V 0 n has exactly one outgoing edge going to a vertex of Γ n−1 . We color these new edges in red. Set Γ * n for the union of all Γ j , j ≤ n and with the red edges added in each rank j. We state now the colored version of the Pentagon Lemma for this type of graphs. 
Proof:
The proof is similar to that of Pentagon Lemma. Now we are ready define our graph Γ n . Its vertices are the elements of the ring algebra Z[α, β, z,z]F n , where F n is the free monoid F n in the n letters {b 1 , b 2 , ..., b n }. The vertices of Γ 0 will be the elements of Z[α, β, z,z]. Two vertices v = i α i x i and w = i β i y i , α i , β i ∈ Z[α, β, z,z] and x i , y i ∈ F n , are related by an oriented edge if exactly one monomial of v is changed following one of the rules 00 11 00 11 000 111 00 11 00 11 000 111 00 11 00 11 000 111 00 11 00 11 000 111 00 11 00 11 000 111 
, where E j , S j , C j , D j as above. An unoriented edge between v and w corresponds to a change in a monomial of v of type
Remark that the use of (C12) and (C21) is somewhat ambiguous since we may always use (C2) for a subword. Their role is to break in some sense the closed oriented loops in Γ n . Consider now the following sets of words in the b i 's:
n be the set of vertices corresponding to elements of the Z[α, β, z,z]-module generated by W n .
Lemma 3.4 Each connected component of Γ n has a minimal element in V 0
n , not necessarily unique.
Proof: We prove our claim by induction on n. For n = 0 it is obvious. Let now w be a word in the b i 's having only positive exponents. If its degree in b n is zero or one we apply the induction hypothesis and we are done. If the degree is 2 and it contains the subword b 2 n we are able to apply the induction hypothesis. One can also suppose that no exponents greater than 2 occur by using (C0) several times. If the degree is 2 then w = xb n yb n z with x, y, z ∈ F n−1 . The induction applied to y implies that w ≥ xb n ab ε n−1 bz with a, b ∈ F n−1 . Then several transforms of type (P nj ) and (Cε) will do the job. Consider now that the degree is strictly greater than 2. So we have a subword of type b α n xb β n with 3 ≤ α + β ≤ 4 or else one of the type b n xb n yb n . The second case reduce to the first one as above. Next say that x ≥ ab ε n−1 b, a, b ∈ F n−2 . Several applications of (P nj ) leads us to consider the word b α n b ε n−1 b β n . If ε = 1 we apply two times (C1) and we are done. Otherwise we shall apply (Cαβ) and then (C1) if α = β or both (C12) and (C21) and then (C1) if α = β = 2. This proves that every vertex descends to V 0 n . But these vertices have not outgoing edges as can be easily seen. When we use the unoriented edges some new vertices have to be added. But it is easy to see that these also does not have outgoing edges. Since any vertex has a semi-oriented path ending in V 0 n we are done. 
The bicoloured graph Γ * n (H): the sub-module H
We are able now to define the bicoloured graph Γ * n (H). The red edges are defined as follows.
, where k = 0, 1, 2, is joined by a red edge to
, which is a vertex of Γ n−1 , where we set u 0 = 1, u 1 = z, u 2 = t. Finally Γ 0 (H) is the graph having the vertices corresponding to the module R and two vertices are connected by an unoriented edge iff the corresponding elements lie in the same coset of R/H, H being a certain submodule of R. The submodule H is necessary because going on different descending paths we might obtain different elements. Then, we have to find whether there exists H so that Γ * n (H) is coherent. We will test the conditions of coherence of each Γ * n (H) by recurrence on n. Notice that for n = 1, 2 there are no conditions on H. Our strategy is to make use of the Colored Pentagon Lemma in the following way. For those configurations that we cannot prove the (PC) holds directly we shall check that the (CPC) (which is weaker since it concerns all the tower Γ * n (H)) is verified. Consider an open pentagon configuration (abbreviated o.p.c. ) [w 0 , w 1 , ..., w n ]. This means that w 1 → w 0 , w 1 , ..., w n−1 are unoriented equivalent and w n−1 → w n . We say that this o.p.c. is irreducible if none of the vertices w 1 , w 2 , ..., w n−1 has an outgoing edge. 
Lemma 3.5 i) In order to verify (PC) it suffices to restrict to irreducible configurations. ii) It suffices to verify (PC) only for monomials from
F n . iii) Suppose w ′ j = Aw j B, for j = 0, n (so A,i k , j k ) ∈ {0, 1, ..., n} × {0, 1, ..., m}, k = 1, p such that i 0 = 0 < i 1 ≤ i 2 ≤ ... ≤ i p , j p = m > j p−1 ≥ ... ≥ 0, and i k+1 − i k + j k+1 − j k = 1 for all k. Then the o.p.c. Aw i 0 By j 0 C, Aw i 1 By j 1 C, ..
., Aw ip By jp C fulfills the (PC).
Proof: i) We may always decompose a configuration into irreducible ones and iterate the construction. ii) The reduction transforms on different monomials commute with each other so we are done. iii) Obvious.
iv) The reductions of x n−1 and y 1 commute again with each other. 2
Thus the top line of a o.p.c. corresponds to a word w 1 and a sequence of permutations of its letters giving in order w 2 , w 3 , ..., w n−1 . We may suppose that w = w 1 has no proper subwords w ′ 1 which fulfill the following two conditions: i) Set w = Aw ′ B. Then each of the considered permutations acts only on the letters of A, of B or w ′ . Thus the transform w" of w ′ is equivalent to w ′ .
ii) The reduction transforms performed at w 1 and w 2 acts actually on w ′ and w". 
Lemma 3.6 If the top line is trivial then the (PC) holds.
Proof: By Lemma 3.5 we have a finite number of cases to test. These are the words of the form abc, where ab and bc are subwords belong to the set {b
The number of cases to study can be easily reduced, since
• If b is the identity, the (PC) trivially holds.
• By homogeneity of the reductions (C ε)(j) it suffices to consider j = 1.
• For a word w = w 1 , . . . , w l its symmetric is the word w * = w l , . . . , w 1 . If the (PC) holds for abc, (PC) holds also for the symmetric word (abc) * (this result follows from the form of reductions).
• Several cases, as b 3 j+1 b j b j+1 , can be easily tested at hand.
The non trivial cases appear when a (Cij)-move (and then a (C2)-move) can be applied. Actually, we have to check only
is its symmetric and the cases b (A, B are empty words). If we apply (Cij) whether is possible on b j+1 S j , after a long and messy computation we find the same minimal element associated to C j . Let us study the case when the top line is non trivial. By Lemma 3.6 we can suppose that w 1 and w n−1 have each one exact one outgoing edge. In particular, when a (Cij)-move can be applied, we choose always the edge (Cij) in the reduction process. Now the top line is determined by the sequence of transpositions of the letters of w. Let l be the length of w. Otherwise this is the same to giving a permutation σ ∈ S l with a prescribed decomposition into transpositions. Set T j for the transposition which interchanges the letters on the positions j and j + 1. Notice that for a fixed w not all σ are suitable. In fact only a subset of the group of permutations, which we call permitted, may work. Say P (w) is the set of permitted permutations. If e w : {1, 2, ..., l} −→ {1, 2, ..., n − 1} is the evaluation map e w (j) =index of the letter lying in position j on w then T j σ is permitted (where σ ∈ P (w)) iff | e σ(w) (j) − e σ(w) (j + 1) |> 1. Say that two permitted permutations σ and σ ′ are equivalent if for the o.p.c. corresponding to σ and σ ′ the (PC) is valid or not for both in same time.
and these two permutations are equivalent. The converse is still true.
iii) If σ 1 T 2 i σ 2 ∈ P (w) then σ 1 σ 2 is permitted and equivalent to the previous one.
Proof: The existence in the first case is equivalent to | e σ 2 (w) (j) − e σ 2 (w) (j + 1) |> 1 and | e σ(w) (i) − e σ(w) (i + 1) |> 1, so it is symmetric. In the second case also it is equivalent to | e σ 2 (w) (j + ε 1 ) − e σ 2 (w) (j + ε 2 ) |> 1 for all ε j ∈ {0, 1, 2}, so it is again symmetric. The equivalence is trivial.
One uses a graphical representation for the decomposition of σ into transpositions similar to the braid pictures (see picture 7), where we specify on the top and bottom lines of the diagram the values of the evaluation maps. This picture encodes all information about the o.p.c. because the two words w and σ(w) have unique reduction. For the moment one draws only those trajectories of the six (to ten) elements which enter in the two blocks which reduces. Suppose for instance that the two reduction moves are two (C0). So w = xiiiy and σ(w) = x ′ jjjy ′ . Say that i = j. The trajectories of the i ′ s may be disjointed since the transposition acting on the couple ii is trivial in fact. So the possible trajectories fit into 4 cases which may be seen in picture 8.a,b,c,d.
Suppose now we have two trajectories of i and j = i which intersects. First of way we derive that | i − j |> 1. Orient all the arcs from the top to the bottom. Proof: We consider the diagram is that from figure 9.
We can assume that the biangle in the middle is minimal, hence it does not contain any other biangle. In fact we can apply repeatedly the disjointedness procedure only for minimal biangles. Let consider the region L and R such that: the set of arcs labeled by something not commuting with j is contained in L, and those labeled by some k not commuting with i are contained in R.
Then the situation is that from picture 11.
Thus all arcs which cross the biangle are labeled by some k which commutes with both i and j.
The same commutation transforms may be performed whenever we make the arcs i and j disjoint.
A similar reasoning permits to say that the diagrams from picture 12 are equivalent. When the triangle in the middle is not touched by any arc then it is a simple consequence of lemma 3.8 ii). If it is minimal, any arc which cross it is labeled by something which commutes with j.
Remark now the similitude of pictures 9 and 12 with the Reidemester's moves on link diagrams. So we can actually isotopy our arcs leaving the endpoints fixed and keeping the tangent (in a C 1 -approximation of arcs) away from the horizontal. Now we can continue our discussion on the trajectories of i ′ s and j ′ s. If | i − j |= 1 the trajectories are disjoint so there are as in picture 13 .
If i and j commutes there are essentially sixteen diagrams (up to isotopy) which can be seen in picture 14. In order to represent graphically the possible diagrams for the (C1), (C2), (C12), (C21) moves we shall picture the trajectories of a couple of neighbor points having the same label as a single thicker trajectory. This may be done since every arc crossing the dashed region (see figure 15 ) between the trajectories of the the two i ′ s has a label commuting with i. In addition the trajectories of i The other ones are obtained from the previous twelve using the suitable labeling, and taking into account the constraints of disjointedness imposed by the labels. We say now that a diagram is interactive if there is some marked arc relating the top and bottom blocks where the reduction transforms act. Our task will be to eliminate the non-interactive diagrams where the (PC) trivially holds.
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Lemma 3.9 The usual (PC) is valid in Γ n for non-interactive diagrams.
Proof: We consider first the case where no crossings of the essential arcs exist. The typical case is that from picture 13. We draw now all trajectories as in figure 18 . We have the dashed regions Everything crossing the regions U and V commutes with i and j respectively. We claim first that U and V are tangent to the end lines from left and right respectively. If not there exists some arc labeled λ lying to the left of U . Assume that this arc is the first from the left having this property.
In particular λ commutes with every label α which stands to the left of λ. Thus we may perform these commutation transforms at any moment, to get λ on the first position. Since λ does not cross U we may leave it on the the first position replacing the o.p.c. by an equivalent one. Thus the new configuration corresponds to a word which is not minimal with respect to the reduction procedure (see Lemma 3.5 and the subsequent comments). Let now Σ i be the convex hull of the three points labeled i coming from essential arcs and lying on the bottom line. Similarly set Σ j for the convex hull of the j ′ s on the top line. Every arc which arrive on Σ i must cross U hence is labeled by some k commuting with i. We can move these endpoints using the commutation rules from the left or the right according to the following principle: if the start point of the arc labeled k is in the left of the block of i ′ 's on the top line, then we move to the left. Otherwise we move to the right. The only problem which we can have is in the following case: the start point of some k is in the left of the arc labeled l, both arrive on Σ i , but this time the endpoint of l is in the left of k. A topological argument shows that these two arcs cross each other. Therefore k and l are commuting and we can perform our transforms as it was said (see figure 19 ).
Finally we recover a diagram which this time has crossings but is equivalent to the standard one of picture 20.
Without loss of generality we can set α = β = 0 in the reduction transforms in order to simplify the notation. Suppose now that the reduction transforms AiiiB → AB and CjjjD → CD are also performed. We may use the simplification transforms (commutations which are still valid even if the i or the j are collapsed) for above for each word: to AB in the part of j ′ s and to CD in the part of i ′ s. Due to the particular form of the standard diagram we shall get (see the picture 18) the words U jjjV and U ′ iiiV ′ respectively, with U V = U ′ V ′ . So again the use of a reduction transform will get the same word. Thus the (PC) is satisfied for these configurations. It is almost the same reasoning for the other non-interactive diagrams without crossings. It remains the case when crossings of essential arcs appear. But the commutation transforms may be also be performed in such way that the starting points of j ′ s on the top line will be all on the 
where S j , E j as above. From Lemmas 3.5 and 3.6 it follows that (PC) holds for 
i−1 q we have done. All other cases but e are similar.
In the case e the situation is different. Using the commutation rules, as above we must preserve the term b jp i−p , where x ∈ F i−1 . At this point one cannot prove that the (PC) holds. In fact it does not hold since the surjection of Lemma 3.1 has a nontrivial kernel in rank n = 3. Fortunately we proved that the configurations that don't verify (CPC) come from a finite number of obstructions. Therefore one can define H as the ideal containing all these obstructions, and see whether it is nontrivial. Then the only possible obstructions to the existence of Markov trace come out from these couples. In section 5 we study these obstructions and we find the ideal H in R containing them. 4 The computation of obstructions 4 
.1 Commutativity obstructions
We are now concerned with the commutativity constraints:
T (ab) = T (ba) for all a, b.
At the first stage (i.e . K 3 (α, β) ) we obtain the identities
Thus the following equations should be satisfied:
These yield the following values for the parameters:
• or else t = 2αz − 2z 2 + β 2 + βz , where z verifies (αβ + 1)z 3 + (α + β 2 )z 2 + 2βz + 1 = 0.
One checks then the commutativity constraints by induction on n. It suffices to consider b ∈ {b 1 , ..., b n } and a lying in a system of generators of K n+1 (α, β), let us say W n (section 3.2). For b = b i , i < n it is obvious. It remains to check whenever T (ab n ) = T (b n a). We have three cases i) a ∈ K n (α, β).
which will be discussed in combination with the six subcases 1) x ∈ K n−1 (α, β), and y ∈ K n−1 (α, β).
2) x ∈ K n−1 (α, β), and y = ub n−1 v, u, v ∈ K n−1 (α, β).
3) x ∈ K n−1 (α, β), and y = ub 2 n−1 v, u, v ∈ K n−1 (α, β).
Now (*,i), (1,ii) and (1,iii) are trivial.
For the other cases, we need also to know the form of su. Set su = pb ε n−2 q with p, q ∈ K n−2 (α, β) where ε = 0, 1 or 2. We can show by a direct computation that the equalities hold also for (4, ii), (4, iii), (6, ii), and (6, iii). Using Maple we have found that in the cases (5, ii) and (5, iii) for su = pb 2 n−2 q there are only two new equations, which are not consequences of the identities T (R 0 ) = T (R 1 ) = 0). Specifically we have three obstructions in each case, namely the polynomial coefficients of T (rpb 2 n−2 qv), T (rpb n−2 qv) and T (rpqv).
• from (5, ii) we have -the coefficient of T (rpb 2 n−2 qv) yields the equation L := 3αβ 4 + 5α 2 β 5 − 2αβ + 2α 4 β − 7α 3 β 3 − 7α 2 β 2 − αβ 7 + α 3 + (13α 3 β 2 − 10α 2 β 4 + 13α 2 β − 6αβ 3 − 2α 4 + 3α + 2αβ 6 )t + (−6α 3 β − αβ 5 − 6α 2 + 3αβ 2 + 5α 2 β 3 )t 2 + (−16α 4 β 2 − 5αβ 2 − 2α 2 + 3α 5 + 2αβ 5 −13α 3 β + 11α 3 β 4 − 2α 2 β 6 )z + (−2αβ 4 + 15α 4 β + 2α 2 β 5 − 11α 3 β 3 + 15α 3 + 6αβ)zt+ (−3α − α 3 β 5 + 6α 4 β 3 − 3α 3 β 2 + 2α 2 β 4 − 9α 5 β − 9α 2 β − 10α 4 )z 2 = 0, -the coefficient of T (rpb n−2 qv) vanishes is equivalent to M := α − α 4 + 6α 2 β − 2α 5 β − 2αβ 3 + 7α 4 β 3 + 11α 3 β 2 + αβ 6 − 7α 2 β 4 −5α 3 β 5 + α 2 β 7 + (−21α 3 β − 2α 2 β 6 + 2αβ 2 + 14α 2 β 3 − 13α 4 β 2 − 7α 2 +10α 3 β 4 − 2αβ 5 +2α 5 )t + (−7α 2 β 2 +6α 4 β + 10α 3 + αβ 4 + α 2 β 5 − 5α 3 β 3 )t 2 + (−3α 6 +2α 3 β 6 + 5αβ + 11α 2 β 2 + 16α 5 β 2 + 8α 3 + 25α 4 β −11α 4 β 4 −4αβ 4 − 10α 3 β 3 )z +(11α 4 β 3 − 14α 2 β + 10α 3 β 2 − α + 4αβ 3 − 15α 5 β −27α 4 − 2α 3 β 5 )zt +(4αβ 2 − 4α 2 β 3 + α 4 β 5 + 19α 5 −α 3 β 4 + 4α 2 − 3α 4 β 2 +21α 3 β − 6α 5 β 3 +9α 6 β)z 2 = 0,
-the coefficient of T (rpqv) from which one derives N := 12α 2 β 3 + α β 8 − 6α 2 β 6 − 2α 2 +3αβ 2 + 11α 3 β 4 − 4β 5 α − 6α 4 β 2 −7α 3 β + (−21α 3 β 3 + 7αβ 4 + 5α 3 +10α 4 β − 2αβ 7 − 2αβ −17α 2 β 2 + 12α 2 β 5 )t +(−4α 4 + 10α 3 β 2 −3α + αβ 6 + 5α 2 β − 6α 2 β 4 − 3αβ 3 )t 2 +(3α + 3αβ 3 +2α 2 β 7 +16α 3 β 2 −2αβ 6 −7α 4 −13α 5 β +5α 2 β −13α 3 β 5 +25α 4 β 3 )z +(α 2 −12α 3 β + 10α 5 + 13α 3 β 4 − α 2 β 3 − 2α 2 β 6 + 2αβ 5 − 24α 4 β 2 −5αβ 2 )zt + (5α 3 + 4α 3 β 3 + 14α 5 β 2 + 8α 4 β + 7α 2 β 2 + α 3 β 6 +5αβ − 2α 2 β 5 − 6α 6 −7α 4 β 4 )z 2 = 0.
• from (5, iii) one obtains the obstructions:
-the coefficient of T (rpb 2 n−2 qv) yields −αL = 0, -the coefficient of T (rpb n−2 qv) yields −αM = 0, -the coefficient of T (rpqv) yields −αN = 0.
The CPC obstructions for n=4
As pointed out in section 3 the coherence of Γ * n (H) depends on the following couples: γ 3 ξ, ǫ, µ, ν, δ, γ = 1 or 2 Recall that for a word w = w 1 , . . . , w l its symmetric is the word w * = w l , . . . , w 1 . Since T (w) = T (w * ) holds one can reduce ourselves to the study of 24 couples. The couples that we must check are the following:
The commutativity obstructions
The equations encountered above for (5, ii) amount to
• u 2 βH (α, β) = 0,
• −u 2 (αβ + 2)H (α, β) = 0,
• u 2 (α − β 2 )H (α, β) = 0.
CPC obstructions
• (1. where W = (α + 2 − β)(α 2 − 2α + 4 + αβ + 2β + β 2 ) = α 3 + 8 − β 3 + 6αβ.
Proof of Theorem 5.2
There are three more solutions of T (R 0 ) = T (R 1 ) = 0, given by t = 2αz−2z 2 +β 2+βz
, where z verifies (αβ + 1)z 3 + (α + β 2 )z 2 + 2βz + 1 = 0. In this case the obstructions are better expressed as rational functions on z and β.
The commutativity obstructions
• −ZB 1 /(z 7 (zβ + 1) 4 ) = 0,
• −ZB 2 /(z 9 (zβ + 1) 5 ) = 0,
• ZB 3 /(z 7 (zβ + 1) 5 ) = 0.
• B 12 = 2β + 4z 5 β 3 − 2z 5 + 2z 4 β 5 + 8zβ 2 + 12z 2 β 3 − 2z 2 + 8z 3 β 4 + 3z 4 β 2 − 2z 3 β + z 6 β 4 ,
• B 13 = 1 + 8zβ + 29z 2 β 2 + 63z 3 β 3 + 80z 6 β 3 + 29z 7 β 7 + 13z 9 β 6 + 17z 9 β 3 + 91z 4 β 4 + 57z 5 β 2 + 23z 4 β + 4z 3 + 6z 6 + 4z 9 + 91z 5 β 5 + 63z 6 β 6 + 39z 8 β 5 + 70z 7 β 4 + 30z 8 β 2 + 22z 7 β + z 12 + z 9 β 9 − z 12 β 6 + z 10 β 4 + 2z 10 β 7 + 8z 8 β 8 − 3z 11 β 5 + 3z 11 β 2 + 7z 10 β,
• B 14 = 2 + 8zβ + 12z 2 β 2 + 4z 3 + 8z 3 β 3 + 2z 4 β 4 + z 6 β 3 + 6z 5 β 2 + 9z 4 β + 2z 6 .
Notice that Z(z, β) = P (z, δ) (z, δ).
Corollaries
Corollary 5.1
• There exists an unique Markov trace
(8λ 6 − 17λ 3 + 1) , with parameters z = −λ 2 , t = λ andz = −λ,
• respectively
(8λ 6 − 17λ 3 + 1) , with parameters z = −λ, t = λ 2 andz = −λ 2 .
We have a similar situation for the other three solutions. In fact for α = 0, we derive z = −(t − β) 2 , where t satisfies (t 3 − 4βt 2 + 5β 2 t + 1 − 2β 3 ) = 0. In particularz 3 − βz 2 + 1 = 0 becausez = t − β. , with parameters z = −λ 2 ,z = λ and t = 2λ 3 + 1 λ 2 ,
• and respectively
, with parameters z = λ,z = −λ 2 and t = − 2λ 3 + 1 λ 2 .
6 The invariants 6.1 The definition of I (α, β)
As in section 5.2 we set z = (2α−β 2 )/(αβ+4), t = (α 2 +2β)/(αβ+4), u := 1/(αβ+4), z 0 := 2α−β 2 and t 0 := α 2 + 2β =: −z 0 (notice that in this casez = −t). 
where L k (α) are (3, k + e(x))-polynomials. The same is true for non necessarily positive x ∈ B n , by getting rid of the negative exponents (using the cubic relation).
Taking into account the normalization factor in front of the trace we obtain the claim.
