We present an approach for penalized tensor decomposition (PTD) that estimates smoothly varying latent factors in multi-way data. This generalizes existing work on sparse tensor decomposition and penalized matrix decompositions, in a manner parallel to the generalized lasso of [22] for regression and smoothing problems. Our approach presents many nontrivial challenges at the intersection of modeling and computation, which are studied in detail. An efficient coordinate-wise optimization algorithm for (PTD) is presented, and its convergence properties are characterized. The method is applied both to simulated data and real data on flu hospitalizations in Texas. These results show that our penalized tensor decomposition can offer major improvements on existing methods for analyzing multi-way data that exhibit smooth spatial or temporal features.
Introduction

Structure and sparsity in multiway arrays
In recent years there has been an increasing interest in the use of penalized methods for matrix and tensor decompositions. As in classical principal-components analysis (PCA), the goal of these methods is to represent a high-dimensional data matrix or multiway array in terms of a lower-dimensional set of latent factors. This line of work differs from classical techniques, however, in the use of penalty functions that encourage these estimated factors to be sparse, structured, or both. As many previous authors have demonstrated, such regularized estimators usually exhibit a favorable bias-variance tradeoff-particularly when the size of the array far exceeds the number of samples-and can also make the estimated factors themselves much more interpretable to practitioners.
Existing methods for matrix decompositions that encourage structural and sparse constraints have been shown to outperform classical PCA in discovering patterns in application areas such as genomics and neuroscience. Penalties that encourage structure (such as the fused lasso) provide interpretable results when there is a natural order of the measurements, while penalties that encourage sparsity are useful when there is no such ordering [24] . In the high-dimensional tensor setting however, existing decomposition methods only enforce sparse constraints. We address this gap by proposing a method for penalized tensor decomposition (PTD) that allows arbitrary combinations of sparse or structured penalties along different margins of a data array. This presents many non-trivial problems at the intersection of multiway data analysis and convex optimization, which are treated in detail. At the heart of our analysis is a powerful result (Theorem 4.1) that suggests a simple block coordinate wise update scheme for estimating a PTD model.
Although our PTD method can also recover sparse structures, it differs from existing work on tensors in that it can also recover latent factors in multiway data array that exhibit interesting non-sparse structures, such as spatial or temporal autocorrelation. Examples of low-dimensional structures that our method is designed to recover include locally constant factors punctuated by jumps (for which a fused lasso penalty is used) or smooth functions that are well approximated by a spline basis (for which polynomial trend filtering is used). We show both on real and simulated data that, when such structures are present in the data, our penalized approach recovers them much more accurately that existing methods.
Overview of problem and approach
Given a data array Y = {Y lts }, the statistical problem that we study is to find a lowdimensional factor representation (also known as a Parafac decomposition) such that the factors are constrained to be sparse and/or smooth. For ease of presentation, we restrict attention to the three-way case, but the generalization of our approach to arrays with more than three modes is straightforward.
More explicitly, suppose we are given a set of observations y l,t,s , the elements of a three dimensional tensor Y ∈ R L×T ×S , that have been generated from the model
sj + e l,t,s ,
with unknown hidden vectors u
:j ∈ R L , u
:j ∈ R T , u
:j ∈ R S , j = 1, . . . , J and scalars g j , j = 1, . . . , J. For simplicity we assume that the variance σ 2 of the error term e l,t,s is known and equal to 1. Our goal is to estimate these latent factors, which can be challenging since we only have one of observation for each combination u (1) lj , u (2) tj , u (3) sj . However, we assume that this task is aided by the presence of special structure in the vectors u (i) :j . For example, they may vary smoothly or be locally constant as function of their indices. A natural situation in which this would arise is when one of the modes of the data array corresponds to a temporal or spatial axis. Our main contribution is to provide optimization algorithms for finding Parafac decompositions that shrink towards such structure. To do so, we apply a generalized lasso penalty along each mode of the array. We refer to this class of methods as penalized tensor decompositions (PTD).
The main challenge that we face in estimating the factors is that the resulting optimization problem is non-convex. We propose to find a statistically useful stationary point using coordinate descent. However, unlike the sparse unconstrained problem formulation from [2] , it is not clear how to make the block coordinate updates. Our contributions exploit the multi-convex structure of the problem and that provide algorithms for finding the factors when formulating the problem either in a penalized or constrained form.
Relation to previous work
Structurally constrained problems have become a very active area of research in statistics. In the one dimensional case, penalized regression problems have been widely studied in the literature [10, 14, 19, 20] . In all this work, different choices of penalties have proven to be successful for specific applications. For instance, in protein mass spectroscopy and gene expression data measured from a microarray, the fused lasso has been used to obtain interpretable results [20] . The fused lasso is a natural choice for such applications since it encourages neighboring measurements to share the same underlying statistical parameter. Similarly, to enforced smoothness in solutions, trend filtering has been proposed [14] as a way to place one-dimensional function estimation within the convex optimization framework. The trend filtering penalized-regression problem has found applications in areas as diverse as image processing and demography.
In the case of matrix decomposition, the need for penalized methods arises in applications in genetic data where there are multiple comparative genomic hybridizations and we expect correlation among observations at genetic loci that are close to eac other along the chromosome. As shown in [24] , by considering different choices of penalties, we can recover different kinds of structures along either the rows or the columns of a data matrix. See the references in [24] for a much more comprehensive bibliography on sparse principal components analysis.
In moving from matrices to multiway arrays, parafac decompositions offer an attractive framework for recovering latent lower dimensional structure. This is due to their easy interpretability as well as feasibility of computation [11, 16] . More generally, Tucker models have been proposed as general models for multiway data and have been successfully applied in many areas [7] . Other popular methods for tensor decompositions include those described in [5, 9] . However, these approaches do not provide structural or sparse solutions. This point was made by [1] , which proposed a sparse penalized parafac decomposition method that outperforms the classical parafac decomposition when the true solutions are sparse.
Our approach is most directly inspired by the penalized matrix decomposition methods from [24] . We provide a generalization of the matrix decomposition problem to the framework of tensor parafac decompositions while incorporating solution algorithms for a more broad class of penalties, including the trend filtering for factors that are smooth (e.g in space or time). Our developments also relate to the parafac decomposition from [1] which only considered sparse factors.
Outline
The rest of the paper is organized as follows. Section 2 introduces the notation and definitions for tensors that we use throughout the paper. Section 3 gives the mathematical formulation of the problem. Section 4 contains a brief review of the generalized lasso class of penalties and states the main mathematical results that we use for our algorithms. Section 8 highlights important connections between our rank-1 PTD algorithm and other known methods in the literature. There, we show that our rank-1 PTD can be use to solve a penalized version of the multilinear principal-component analysis method from [18] . We then discuss regression and orthogonal Parafac decompositions. Section 5 provides details about convergence of our algorithm and the choice of hyperparameters parameters used in the penalty functions. We then address extensions of Parafac decomposition to penalized tucker models, similar to the work of [7] . We show the power of our methodology with experiments on simulated data as well as a real data set example. In the final section we describe several possible extensions of the basic approach, connecting these with other methods for multiway data analysis.
Preliminaries
Basic definitions
This section introduces the notation and definitions that we use throughout the paper. This material can be found in [8] , to which we refer the reader for more details.
Definition (Tensor.) Let I 1 ,I 2 ..., I N , denote index N upper bounds. A tensor Y ∈ R I 1 ×I 2 ×...×I N of order N is an N −way array where elements y i 1 ,i 2 ...,i N are indexed by i n ∈ {1, 2, ...., I n } , for n = 1, ...,N.
Tensors are denoted by capital letters with a bar, e.g. Y ∈ R I 1 ×I 2 ×...×I N . Matrices are denoted by capital letters, e.g Y . Vectors are denoted by lower case letters, e.g y. A colon is used to indicate all elements of a mode in the style. Thus, the j-th column of a matrix A = [a 1 , a 2 ...., a J ] is formally denoted by a :j ; likewise the j-th row of A is denote by a :j .
The following matrix operations are important for representing tensor factorizations.
Definition (Outer product.) The outer product of the tensors Y ∈ R I 1 ×I 2 ×...×I N and X ∈ R J 1 ×J 2 ×...×J M is given by
where
As special cases, the outer product of two vectors a ∈ R I and b ∈ R J yields a rank-one matrix A = a • b = ab T ∈ R I×J , and the outer product of three vectors a ∈ R I , b ∈ R J and c ∈ R Q yields a third-order rank-one tensor
Definition (Mode-n tensor matrix product.) The mode-n product Y = G × n A of a tensor G ∈ R J 1 ×J 2 ×...×J N and a matrix A ∈ R In×Jn is a tensor Y ∈ R J 1 ×...×J n−1 ×In×J n+1 ×...×J N with elements
An important property of the tensor matrix product is that can be applied successively and is commutative:
Moreover, for G ∈ R J 1 ×J 2 ×...×J N and set of matrices A (n) ∈ R In×Jn n = 1, . . . , N ,their multiplication in all possible modes n = 1, . . . , N is denoted as
Definition (Mode-n tensor-vector product.) The mode-n multiplication of a tensor Y ∈ R I 1 ×I 2 ×...×I N by a vector a ∈ R In is denoted by
and element-wise we have
Next, we define the scalar product of two tensors and the Frobenius norm, which generalizes the Euclidean norm to tensors.
Definition (Scalar product.) The scalar product (or inner product) of two tensors A, B ∈ R I 1 ×I 2 ×...×I N of the same order is denoted as A, B and is computed as
and the Frobenius norm is then given by
We conclude this secction with a generalization to tensors of the usual definition of variance.
The total scatter of these tensors is defined as
whereĀ is the mean tensor calculated asĀ
Tucker and Parafac models
First recall the singular value decomposition (SVD) of a matrix. Given a matrix X ∈ R I×P there exist orthogonal matrices A ∈ R I×P , B ∈ R P ×J and a diagonal matrix
Here a s and b s are the columns of A and B respectively, while the {g ss } are the diagonal entries of G. As pointed in [16] , the idea of the latter equation is that each outer product a s • b s produces a rank 1 matrix with the same size as the matrix X, and it is an approximation of the data matrix when given its proper weight g ss . In higher dimensions, given a data tensor Y ∈ R I 1 ×I 2 ×...×I N , the Tucker-N model [7] is constructed by analogy with the SVD as
∈ R In×Jn are factors (usually required to be orthogonal); and E is a noise or error tensor.
Note that the Tucker-N model can be interpreted as a generalization of the SVD except that now, different components might share some of the vectors. For instance, the vector
:1 appears in every component with weight of the form g 1,j 2 ,...,j N which makes the task of interpretation difficult. However, a special case of the Tucker-N model that can be easier to interpret is the Parafac model:
with the constraint that the vectors u (i) j have Euclidean norm 1. We also note that there is another special case of the Tucker model that is known to be a closer generalization of SVD. This is called multilinear singular value decomposition and is described in [9] .
3 Penalized tensor decomposition
Overview of approach
To find the latent structure in (1), we take an approach similar to [24] . Motivated by the approach of this paper in starting with rank-1 penalized matrix decompositions, we formulate the following optimization problem:
We use the following lemma to reformulate this problem in a more convenient way. This lemma generalizes Theorem 2.1 from [24] . A similar result can also be found in [1] .
..×J N a core tensor of reduced dimensions, and
:jn ∈ R In×Jn an orthogonal matrix. Then
Using Lemma 3.1, we can reformulate (3) in terms of the following equivalent optimization problem.
This is the problem that we will address from now on. This problem was already studied in [1] for the case of L1 penalty on each mode. There the authors considered a Lagranian version of the problem which we call PTD(L1,L1,L1). Their main contribution is a fast algorithm to solve the problem which provides interpretable results when the true tensor can be decomposed in sparse factors. However, choosing only L1 penalties has the disadvantage of only encouraging sparsity. If the true factors are not sparse but instead locally flat or smooth, then as we will see in our experiments, the PTD(L1,L1,L1) procedure performs poorly. This phenomenon was observed in [24] in the context of matrix decompositions, where the fused lasso penalty was shown to properly recover flat vectors in the factors of the decomposition when the L1 penalty failed to do so. We will extend these ideas to tensor decompositions. But rather than focusing only on the fused lasso and lasso penalties, we will apply penalties from the generalized lasso class. More details on this are given in the sections to follow. Note that (5) has a multilinear objective function in u, v and w. Since the penalties P u , P v and P w are convex, we can use coordinate-wise optimization in order to solve this problem. For example, when v and w are fixed, the update for u is found by solving the following problem:
for some vector a ∈ R L . It would seem that a solution to (6) would not in general have unit norm. But it is possible to ensure that this will be the case-that is, to ensure the solution falls on the boundary of the 2 constraint set-as long as c u is chosen properly based on the KKT conditions; see [24] . One of our paper's important results is a substantial generalization of this fact: when P u belongs to the generalized lasso class of penalties, it is very often then case the solution to (6) will turn out to have unit norm. A rigorous statement of this result will be given later.
The overall algorithm exploits the multilinear structure of the objective. After updating u, we update v by fixing u and w to their current values and solving a similar problem to (6) . We then update w in the same manner, iterating all three steps until convergence (full details are given in the supplementary material). This procedure give us a rank-1 tensor approximation to the given data Y under the constraints specified by P u , P v , P w :
We call this a rank-1 penalized tensor decomposition (rank-1 PTD). A similar procedure was called the power tensor method in [1] , while a similar algorithm based on coordinatewise optimization was described in [7] for Tucker models.
Although in this paper we are mostly concerned with three-way data, we can further generalize (5) to higher dimensions by appealing to Lemma 1, and so we can state the generalized rank-1 PTD for a given data tensor Y ∈ R I 1 ×I 2 ×···×I N , as the solution to the problem
This can be solved via coordinate-wise algorithm whose subproblems are identical to (6).
Parafac decomposition
Recall from (2) that the general Parafac model can then be writen as
where G = (g lll ) l∈L is a diagonal tensor, while a ∈ R S×L , b ∈ R T ×L , and c ∈ R I×L . Tipically, for identifiability purposes, additional constrainsts are imposed to a, b, c, for instance, one might require them to be orthogonal [16] . However, we proceed as in the previous section, i.e, our interest will be in sparse and/or smooth type of constraints. Therefore, given the convex penalties P S , P T , P I and constants c S , c T , c I , a Parafac decomposition can be found by iteratively computing a rank-1 PTD of the current tensor and then updating this tensor by subtracting from it the last rank-1 PTD. This is motivated by Algorithm 2 in [24] which is proposed for decomposing a matrix into multiple factors constrained to the specified penalties.
Coordinate updates for penalized tensor decompositions 4.1 Generalized lasso penalties
Following [24] , a very natural choice of regularizer is the L1 penalty. This has become widely used in settings where sparsity is desired in the solution of statistical optimization problems [13, 17, 19] . However, when certain structural constraints other than sparsity are required, various modifications of the L1 penalty have proven effective. An excellent overview can be found in [22] , who describe the generalized lasso class of penalties. To provide the intuition behind this approach, we will repeatedly refer to the following penalized regression problem:
where D is a matrix that is constructed to enforce a desired structure. Our goal is to connect various choices of the penalty functions in our PTD method with the regression literature. We now discuss some important choices for D. When D is the identity matrix, the penalty in (8) reduces to the ordinary 1 norm. The authors of [24] use this choice of penalty in penalized matrix decomposition. They consider the rank-1 penalized matrix decomposition
and they show how this problem can be solved using an efficient algorithm based on coordinate-wise optimization. However, when one is looking for nonsparse structure in the latent factors, the solution to (9) can be misleading [24] . This motivates another important penalty, the fused lasso: defined as
The larger λ 1 is, the more we encourage sparsity, while the larger the λ 2 is, the more we encourage flatness; see [21] . The fused lasso penalty was suggested in [24] to detect regions of gain for sets of genes in matrix-decomposition problems. For this penalty λ 1 = 0, the associated D matrix is the (n − 1) × n first-difference matrix
As discussed in [22] , this penalty gives a piecewise constant solution to the regression problem (8) , and is used in settings where the coordinates in the true model are closely related to their neighbors. Other interesting choices for the matrix D are oriented incidence matrices correspondings to graphs; see, e.g. [3] . These are constructed as generalizations of the 1-dimensional fused lasso on an underlying graph G with vertex set E = {1, ..., p}. If G has m edges {e 1 , ..., e m } then the matrix D = {D lk } has dimensions m × p where the l -the row is associated with edge e l and satisfy
Alternative choices for D correspond to polynomial trend filtering, which impose a piece-wise polynomial structure on the underlying object of interest. These are constructed as follows: first define the polynomial trend filtering of order 1 as
Then, recursively construct the polynomial trend filtering matrix of order k as
The polynomial trend filtering fits (especially for K = 3) are similar to those that one could obtain using regression splines and smoothing splines, However, the knots (changes in kth derivative) in trend filtering are selected adaptively based on the data, jointly with the inter-knot polynomial estimation [22] . A comprehensive study of polynomial trend filtering can be found in [21] .
For all the choices of D discussed above, the solution to (8) can be found using the solution path algorithm from [22] or the ADMM approach described in [3] . As we show, these results can be exploited when solving the rank-1 PTD problem.
In the context of tensors, the choice of a generalized lasso kind of penalty is motivated because we would like to capture different structures. For example, suppose the true rank-1 PTD is given by the rank-1 tensor
where u, v and w are piece-wise flat or smooth functions. The intuition of our approach is that we should be able to recover such behavior by imposing appropriate trend-filtering penalties on these vectors in the formulation of problem (5)).
Solution algorithm
As described in at the beginning of Section 2, the rank-1 PTD algorithm that we propose is based on using coordinate wise optimization. In this subsection we study the coordinatewise update rule when the penalty is defined using a matrix from the generalized lasso class. Specifically, for x ∈ R S − {0} we study the problem
Theorem 4.1 Assume that c S > 0 and x / ∈ Range D T . Then the solution to (10) is given by
Note thatγ λ can be found for every λ using a solution-path algorithm. Then, becausê γ λ is a piecewise linear function, λ * is found by solving sub-problems define by the kinks in the solution path ofγ λ , consider as a function of λ. Moreover, in practice the requirement that x / ∈ Range D T is not restrictive since typically, rank(D) ≤ S − 1. For example, this holds for the one-dimensional fused lasso and trend-filtering penalties. Lemma 4.2 below also states that this condition holds for penalties constructed from an oriented incidence matrix on a graph. A very important practical consequence of (4.1) is the following corollary that deals with an unconstrained version of (10).
Corollary 4.3
With the notation and assumptions Theorem of (4.1), the solution to
is given as
This theorem provides a simple method for solving problem (10) . First, we find
for all λ ≥ 0 by traversing the solution path for the generalized lasso. This will produce a finite sequence of values λ 1 ≥ λ 2 ≥ . . . ≥ λ T which correspond to the kinks of the piecewise linear functionγ λ considered as function of λ.
Next, we construct the partition Γ = {[0, λ T ), [λ T , λ T −1 ), ...., [λ 2 , λ 1 ), (λ 1 , ∞)} and for every I ∈ Γ we solve the constrained problem
by evaluating the objective function of this problem at the zeros of its derivative and the points on the boundary of I. Third, we set λ * = arg min
The overall solution is given by (13) for this λ * . Note that the procedure described above applied to the constrained version of Rank-1 PTD problem relies on the computation of the entire solution path and also involves solving a series of sub-problems after the path has been computed. On the other hand, the penalized version version (Corrollary 4.3) only requires us to use the solution path algorithm from [22] stopping at λ. Once the solution path algorithm reaches λ, the solution of (12) is found without any further computation. We have this to be an important source of efficiency. However, the constrained problem has the advantage that the penalty constraints are more intuitive, since they can be thought of as a measure of how smooth we think the solutions should be.
Note that in the case of the L1 penalty we do not need to appeal to Theorem 4.1. In this situation D = I and so the problem
can easily be solved in terms of the soft-thresholding operator [24] .
5 Convergence and implementation details
Convergence to a stationary point
The objective function at the heart of our paper consists of different blocks of variables, each block of which is linear when the other blocks are fixed. This motivates our coordinate-wise optimization approach, as the problem for each block is a convex problem (although not strictly convex). However, we have not addressed the question of whether the algorithm even converges to a stationary point of the objective. In general, coordinate-wise optimization schemes may not converge when applied to nonseparable penalty functions of the kind used in this paper. Our experiments outlined below suggest that the one-factor penalized tensor decomposition algorithm generally, if not always, converges to interpretable factors. These findings are very similar to those of [24] in the matrix decomposition setting. Our next result provides some understanding of the cases in which the algorithm does, in fact, converge to a stationary point of the the objective. 
where T u , T v and T w are the constraint sets on u, v and w as stated in problem (5). For the iterative algorithm which at iteration i computes
if there exist u * , v * , and w * such that
is a stationary point of f .
Thus, based on our investigations, our PTD algorithm always converges to a stationary point. As we will show in the experiments section, the solutions we find are interpretable.
Turning parameters, missing data and efficiency
Our PTD algorithm depends upon the specification of turning parameters c u , c v and c w that determine the formulation of the problem. In practice, we choose these parameters cross validation. When the constrained version of the rank-1 PTD is used, the choice of c u , c v and c w can be thought as a measure of how aggressively we wish to impose smoothness on the solutions. The smaller these parameters are, the smoother the solutions will be. In the unconstrained formulation of the rank-1 PTD problem (based on Corollary 4.3), the larger the turning parameters are, the smoother solutions we encourage. The unconstrained rank-1 PTD has the advantage of is faster computation and that makes it attractive, even if it is less intuitive to specify the tuning parameter for this formulation of the problem. Finally, we point that our rank-1 PTD algorithm can naturally handle missing data. Its formulation when there are missing data is completely analogous to that of PMD; see [24] for details.
Experiments
Simulated data
Our experiments focus mainly on the task of rank-1 recovery, since all of our algorithms are based on the development of a rank-1 PTD. In each case the data tensorX ∈ R 10×1000×12
consists of elementsX ijk which are drawn independently from a normal distribution with mean X ijk (the tensor to be reconstructed) and standard deviation σ 2 . For all our simulations we use the Frobenius norm of the difference between the estimated and true tensors as a measure of overall accuracy. The Frobenius norm is a natural choice of model fit, since we also benchmark against a recovery method that does not produce a rank-1 tensor but does provide an estimate of the true mean tensor. Such method is based on the idea of penalized matrix decomposition, in which the tensor of observationsX is considered as a collection of 10 distinct 1000 × 400 matrices, each of which is estimated via a rank-1 PMD. This will lead to 10 estimated rank-1 matrices which are concatenated to build a 10 × 1000 × 400 tensor. This we regard as an estimated of the true tensor X. We call this procedure, with an abuse of notation, PMD(P v , P w ) where P v and P w are the penalties on v and w, when computing the rank-1 PMD matrices. The same P v and P w are used for all 10 matrices.
It is clear that by construction the PMD(P v , P w ) does not have to produce a rank-1 tensor, which can potentially make the method perform poorly when the true data generating process is in fact a rank-1 tensor. Nevertheless, it is of interest to understand whether or not our methodology can outperform this natural procedure based on existing methods.
The other methods included in the study are the PTD with an L1 penalty on each mode, which we call PTD(L1,L1,L1), as well as different combinations of penalties from the generalized lasso class of penalties. For speed of our simulations, we implement our rank-1 PTD in penalized form as
and solve it based on Corollary 4.3. In order to make accurate comparisons, we chose the turning parameters by cross validation on a grid of possible values for each of the parameters λ u , λ v , and λ w . In every experiment, we randomly select 10% of the input data for testing, using the other 90% as training data. Out of a range of candidate turning parameters we select those that produce the smallest error on the 10% held-out set.
To see how different choices of penalties can behave under different scenarios, we ran experiments using five different rank-1 tensors as the true mean tensor. For the first structure both v and w are piecewise flat. For the second, both v and w are periodic functions. For the third, both v and w are quadratic polynomials. For the fourth, v is highly sparse except for a small subset of indexes (about 100) where it behaves smoothly, and w is pricewise flat. For the fifth, both v and w are sparse but with no specific structural pattern like smoothness or flatness. The goal of this final scenario is to understand how structural penalties perform in a data set where they are not warranted. Further details of this simulation are included in the appendix. The results of our simulation study are shown in Table 1 . From these results it is clear that depending on the problem, particular choices of penalty can be more suitable. For structure 1, in which the true v and w are piecewise flat, the combination PTD(L1, FL, FL) outperforms all the other choices that we considered. Interestingly, PTD(L1,TF1,FL) and PTD(L1, TF1,TF1) provided better results than the tensor recovery method PMD(FL,FL). Note also that PTD(L1,TF1,FL) and PTD(L1,TF1,TF1) behave fairly similar to one another. This is reasonable since a piecewise constant function is a special case of a piecewise linear function and hence we would expect that TF1 would produce only slightly worse results than fused lasso.
On the other hand, we see that for the first structure, PTD(L1, L1,L1) shows poor performance. This is consistent with the examples in [24] where the authors compared PMD(L1,L1) to PMD(FL,L1) for many data sets and showed that the incorporation of the fused lasso penalty allows better results than the L1 when the true corresponding vector is piecewise flat.
The other two PMD methods show consistently poor results. Despite the fact the PMD(FL,FL) does seem to do well in the task of tensor recovery, especially when the true vectors are flat, we see a clear gain in using PTD(L1,FL,FL), presumably because it incorporates global information instead of just local information along modes.
Structure 2 clearly involves a situation where the trend filtering penalty proves to be more valuable than fused lasso, due to its ability to fit locally linear functions rather than locally constant functions. On the other hand, for structure 3 there is no gain provided by trend filtering. This can be explianed because the quadratic polynomials that we considered can be fairly well approximated by piecewise constant functions.
Structure 4 illustrates a very interesting phenomenon. Here, w is piecewise flat and v is highly sparse with a small excursion. We found that a since v is almost piecewise flat then PTD(L1,FL,FL) works as the best model. Moroever, Table 1 also illustrates when our methodology should not be expected to work. This is what happens with structure 5, where there is no spatial pattern in the true vectors u, v and w, and instead they are merely sparse (80% of their coordinates are zero). Hence, PTD(L1,L1,L1) estimates significantly better solutions than any of our methods.
We also conducted an experiment in which we varied the noise level, rather than the underlying true tensor. Here we fix the rank-1 tensor mean of Structure 2, where both v and w are periodic functions, and we compare the performance of different methods as the standard deviation of the noise changes. For each value of σ, we compute the average Frobenius error over ten different simulations.
Recal that in Structure 2 both v and w are smooth periodic functions. For this reason PTD(L1,TF1,TF1) provides the best performance in all situations considered in Table 2 . While it is clear that the Frobenius error of all methods increases as the variance of the noise does, even when the standard deviation of the noise is 2.25, PTD(L1,TF1,TF1) still produces very accurate estimates. Another important pattern we see in our simulations is that methods based on PTD recovery seem to have less variability in their estimates than the methods based on PMD. This is expected, in light of the fact that PMD tensor recovery separates the data and estimates different modes of the true tensor independently. the winter months we would expect an increase in flu-related hospitalizations, correlated with seasonal patterns of maximum and minimum daily temperatures.
To show the kind of interesting results that one can get with our methods, we compute a two-factor Parafac decomposition. We use trend filtering of order 2 in the temporal mode and no penalty on the other two modes (although it would be straightforward to incorporate a penalty on the spatial mode as well.) We use our main result (4.1) to find the factors using coordinate-wise optimization. The tuning parameter for the trend-filtering penalty is chosen by corss validation from a grid of values to ensure that we get a smooth vector for the time mode.
We found that the first factor by itself explains approximately 36% of the variance. Moreover, from Figure 7 we note a clear seasonal effect. To interpret the first factor for the five variables, we note that the loadings for the flu intensity, minimum temperature, and maximum temperature can be all explained in a similar way. For the first of these three variable the loadings are positive in every city. Hence, given the shape of the time vector we see a periodic pattern of flu cases across cities with the highest during the winter months and the lowest during the summer months. The pattern seems to be fairly similar with some differences throughout the nine year period. For the variables minimum temperature and maximum temperature we observe that the loadings are negative across all cities.
The variables maximum and daily average observed concentration of particulate matter (air quality measure) have fairly similar loadings, indicating a strong correlation between them. Moreover, we notice that accross cities the variables for this two variables are all positive indicating a similar pattern across the different cities. Interestingly, from Figure  7 the first factor suggest that for city #8 has the more extreme weather conditions with lowest and smallest peaks in temperature (similar for both maximum and minimum daily temperatures) and the highest intensity of flu related hospitalizations which can be verified from the actual data set.
The first and second factors together explain about 45% of the variance. The second factor is somewhat more difficult to interpret because the matrix of loadings has positive as well as negative interactions accros cities. However, for cities #8 and #10 the loadings for all variables support the claim suggested by the first factor that these two cities had the most extreme weather conditions with highest incidence of flu related hospitalizations.
Discussion and extensions
Further connections
In recent years, many different efforts have been made to apply the ideas of sparse regression and sparse matrix decomposition to the context of higher-order tensors. Our paper has shown that structured penalties from the generalized lasso class can offer significant modeling benefits when the underlying factors are piece-wise constant or smooth. Moreover, our main result (Theorem 4.1) shows that the factors can be efficiently computed by a coordinate-wise optimization routine, exploiting results on the solution path of the dual problem for the generalized lasso. Both the simulated and real examples have shown the power of the approach.
In our discussion, our goal is to show that our general framework, together the main theorem presented in Section 4, have applications across a wide class of problem formulations for analyzing multi-way data. We also describe how orthogonality constraints can be imposed in our approach.
Recall that in the usual PCA framework we are given samples x 1 , . . . , x m ∈ R J , and the task is to find a unit vector a ∈ R J such that the points x T 1 a, . . . , x T m a, on the real line have the largest possible variance. The problem can be stated in matrix notion as
By imposing L1 constraints, the authors of [13] propose to sacrifice the variance explained in order to gain interpretability. The resulting problem, called SCoTLASS, is
More generally, the authors of [18] consider Multilinear Principal Component Analysis of Tensor Objects (MPCA). This is defined for a set of tensors A 1 , A 2 , . . . , A M ∈ R I 1 ×I 2 ×···I N by the solution to the following problem:
. . , M and Ψ b is their total scatter. The motivation is to perform feature extraction by determining a multilinear projection that captures most of the original tensorial input variation. The fitting algorithm proceeds by iteratively decomposing the original problem to a series of multiple projection subproblems.
Combining the regularization idea of SCoTLASS with MPCA, we can formulate the penalized MPCA problem as
whereX is the sample mean of the training data X 1 , X 2 , . . . , X k . The solution to this problem allows us to project the training data into a lower-dimensional space in a way that maximizes the variance explained while retaining structural constraints in the projection space. The key point is that we can use the rank-1 PTD algorithm to solve (15) , since it can be verified that (15) is equivalent to maximize u,v,w
where Y ∈ R S×T ×m is a tensor satisfying that Y s,t,k = (X k ) s,t . This connection is, in fact, analogous to the connection established in [24] between SCoTLASS and the PMD algorithm.
Orthogonal factors
We now return to the multiple-factor decomposition proposed earlier in the paper. Given and input data tensor Y , we seek to find a decomposition as the sum of k rank-1 tensors, as in the Parafac model 7. We proposed an algorithm to find such a representation based on our algorithm for rank-1 PTD, but there were no constraints regarding the orthogonality of the vectors involved in the representation. Orthogonality is a natural constraint in factor-type models, and it is often imposed in tensor decompositions; see [7, 9, 15] . In the framework of matrix decomposition, the authors of [24] explored an approach to obtain multiple rank-1 factors that were sparse and whose vectors were unlikely to be correlated. However, no formal guarantee was provided that the output vectors would be orthogonal.
Here we fill that gap and provide a simple method for finding factors whose vectors are orthogonal and satisfy structural constraints, including sparsity. Suppose that we are given k rank-1 tensors that approximate Y . At the k + 1 step, we try to find a rank-1 tensor that best approximates the current tensor of residuals. This is done by solving an optimization problem whose objective function is the Frobenius norm of the residual, with structural constraints specified by the chosen penalties. If we also impose the additional constraint of orthogonality, then the update for u k+1 can be written as the solution of a problem of the form
We can further rewrite this as
where the matrixD equals the product of D and a matrix whose columns form a basis of the orthogonal complement of the space spanned by u 1 ,....,u k−1 ; see [24] . Hence, we can use our rank-1 PTD algorithm to find sparse orthogonal Parafac decompositions. The orthogonality constraint imposes additional computational burdens. As the authors of [3] point out, problems of the form (16) can be solved efficiently if the matrixD is sparse. This can happen if the vectors are u 1 , u 2 ,...,u k−1 are highly sparse. If on the other handD is not sparse, then (16) can be solved via its dual using a projected Newton method similar to the recent algorithm in [23] .
Multilinear regression
Here we show how some of the basic ideas in multilinear regression are related to our methodology. See [25] for a discussion of multilinear regression. A more general approach for tensor regression is discussed in [7] .
Motivated by the statistical setting in [4] , and by the discussion of tensor regression given in [7] , we consider the problem of finding single-factor representations of X ∈ R S×T ×J and Y ∈ R S×T such that
The intuition behind (17) corresponds to a problem in which, for every time point t and location s, there exists an observation y s,t and a vector of covariates x s,t,: . Hence it is natural to impose the constraint that the one-factor representations of X and Y have common vectors associated with time and location. The difficulty of this problem lies in the fact that we need to simultaneously approximate X and Y by the representations in (17) ). Below we formally state a version of this problem, incorporating some additional constraints that are merely for identifiability purposes.
Clearly the objective function in (17) is a quadratic form for each of p, q, and a individually, while holding the other terms fixed. This can make the solving the problem to be complicated. Alternatively, we can try to maximize the product of the terms ≺ X, p•q•a and ≺ Y , p • q , as pointed by [25] . But we notice the following elementary inequality:
Hence, it makes sense to solve the problem
which has an trilinear obective function in (p, q, a) Thus, we can try to solve (18) by using coordinate wise optimization, taking advantage of our previous developments. Although we do not include simulations for problem (18) in our experiments section, our investigations suggest that combining the information of both the predictors X and the response Y can provide better results than just fitting a PTD on Y and a PMD on X separately.
Extensions to Tucker models
Up until now we have being interested in Parafac models, which are special cases of general Tucker model. A penalized Tucker model was proposed in [7] in which the goal is to maximize with respect to U (n) ∈ R In×Jn , n = 1, . . . , N the cost function
with penalties C 1 , . . . , C n on U (1) , . . . , U (n) respectively and positive parameters α 1 , . . . , α n . We provide some insight on a penalized Tucker problem with generalized-lasso penalties on the columns of each U (n) . For simplicity of notation, we assume N = 3, J n = 2, and n = {1, 2, 3}. Our formulation of the problem becomes
This can be rewritten as an optimization problem whose objective function is is linear on each u (i) :j i when the other variables are fixed, and convex on each d j 1 j 2 j 3 when every other variable is fixed. Hence, we can use an algorithm similar to our rank-1 PTD procedure based on coordinate wise optimization.
There is yet a different way to think about Tucker models. In such class of problems the core tensor is considered random and the interest lies in reconstructing the matrices U (n) , n = 1, . . . , N , which are assumed to be invertible. The model is written as Y = Z × {U } with Z an array of independent standard normal entries; see [12] . There, the authors proved that cov
The matrices U (n) introduce covariance structure to the model. Given samples Y 1 , . . . , Y n we would like to estimate Σ 1 ,..., Σ n . Hence we form the following problem:
where the constraint is the set of non-negative definite matrices. This formulation appeared in [12] , but without the penalties. Similar formulations including penalties can be found in [17] and [10] . In fact, a coordinate descent type of algorithm can be used that is similar to the one proposed in [12] , but that solves every subproblem with methods described in [17] and [10] .
A Technical results
Lemma 3.1
Proof The basic properties of a norm and its associated inner product imply that
But by opening the definition of the scalar product of two tensors and the definition of mode-n multiplication of tensors, we obtain that
Finally, using the orthogonality assumption,
Theorem 4.1
Proof First that the Lagrange dual problem of (10) is constructed from
From (20) we need to solve
which can be rewriten as
This problem has Lagrangian
and we observe that this separates into two separate minimization problems in u and z.
Let us now consider some special cases of µ and λ. First, if λ = 0 and µ = 0, then
Second, if λ = 0 and µ > 0, then
Third, if λ > 0 and µ = 0, then
and min
if there exists γ with D T γ = x and γ ∞ ≤ λ.
Finally, let us now focus on µ > 0 or λ > 0. Then,
while (see [22] )
Hence the dual problem to (21) is equivalent to
But for µ > 0 fixed this is equivalent to solving
which can be solved for every λ ≥ 0 using the solution path algorithm from [22] . Let us denote byγ λ the solution to (22) for a fixed λ. Therefore,
which implies that the dual problem to (10) becomes maximize λ,µ≥0
Finally, recall from [6] that any primal solution u * to (10) must also solve
where λ * and µ * are solutions to (23) . However, the objective function in (21) is strictly convex since µ * > 0, and so its solution u * is unique and also solves minimize
The KKT optimality conditions for this problem imply that
and the result follows.
Lemma A.1 Consider a graph G with vertex set E = {1, ..., p} and edges {e 1 , ..., e m }, if D is its incidence matrix, then Rank (D) ≤ p − 1.
Proof Consider C a clique of of G with size greater than two. Let u, v, w vertices in C. Because C is a clique, then, e j 1 = (u, v) , e j 2 = (v, w) , e j 2 = (u, w) are all edges of C, where j 1 , j 2 , j 3 ∈ {1, ..., m} . Moreover, with an elementary row matrix operation we can obtain a matrix D with the same rank as D and whose j 2 − th and j 3 − th rows are the same. Hence, D has the same rank as the incidence matrix associated with the graph G 1 with vertex set {1, ..., p} and edge set {e 1 , ..., e m } − {e j 3 } . Continue with this procedure we arrive to a graph G k , k ∈ N with vertex set {1, ..., p} , whose incidence matrix has the same rank as D and with no cliques of size greater than two. The results follows. 
B.2 Rank-1 recovery
We now state the two variants on an algorithm for rank-1 PTD recovery. First, consider the constrained of problem: maximize u∈R Lu ,v∈∈R Lv ,w∈R Lw ,g∈R
The solution to (24) can be found by iterating the following steps until convergence. Y × 1 u × 2 v × 3 w.
After the iterates have converged to u * , v * , w * set d * = Y × 1 u * × 2 v * × 3 w * .
Next, consider the unconstrained rank-1 PTD problem given by maximize u∈R Lu ,v∈∈R Lv ,w∈R Lw ,g∈R
We proceed by iterating the following steps until convergence. Y × 1 u × 2 v × 3 w + λ u D w w 1 .
After the iterates have converged set d * = Y × 1 u * × 2 v * × 3 w * .
C Multiple factors
Now consider the problem of decomposing Y ∈ R Lu×Lv×Lw in multiple factors whose structures are smooth or flat. This is done with the following algorithm. 
and call this solutions u * l , v * l , w * l and g * l .
End for
D Simulation details
In our set of experiments we considered 5 different hidden rank-1 tensors constructed as u•v•w where the vectors u, v and w are described below. By {a} k j we mean the components of a vector where the entry a is repeated from indices j to k.
Structure 1
• u = {1, 1, 1, −1, −1, −1, 0, 0, 0, 0}.
• v = {0} 99 1 , {1} 500 100 , {0} 1000 501 .
• w = {−1} 100 1 , {0} 200 101 , {1} 400 201 .
Structure 2
• u = {0, 0, 0, −1, −1, −1, 0, 0, 0, 0}.
• v = {v i } 1000 1 with v i = cos 12 π for i = 1, 2, . . . , 1000.
• w = {w i } 400 1 with w i = cos 9 π (i−1) 399
for i = 1, 2, . . . , 400.
Structure 3
• u = {0, 0, 0, 0, −1, −1, 1, 1, 1, 1}.
• • w = {−1} 100 , {0} 200 101 , {1} 400 201 .
Structure 5
• u = {−1, −1, 0, 0, 1, 1, 1, −1, −1, −1}.
• v has a random subset of 80% of its entries equal to zero and the remaining 20% are drawn from a standard normal distribution.
• w has a random subset of 92.5% of its entries equal to zero and the remaining 7.5% are drawn from a standard normal distribution.
