This paper investigates the asymptotic properties of quasi-maximum likelihood (QML) estimators for random-effect panel data transformation models where both the response and (some of) the covariates are subject to transformations for inducing normality, flexible functional form, homoskedasticity, and simple model structure. We develop a quasi maximum likelihood-type procedure for model estimation and inference. We prove the consistency and asymptotic normality of the QML estimators, and propose a simple bootstrap procedure that leads to a robust estimate of the variance-covariance matrix.
where transformation can only bring the data to near-normality, etc., have not been formally studied, in particular for the models with random effects. 1 This is in a great contrast to the literature on transformed cross-sectional data, where almost all the standard econometrics/statistics textbooks cover this topic (e.g., Davidson and MacKinnon, 1993; Greene, 2000; Draper and Smith, 1998; Cook and Weisberg, 1999) , and some popular commercial softwares, such as SAS and Matlab, have implemented the normal-transformation technique.
It is well known that the purposes of transforming the economic data are to induce (i) normality, (ii) flexible functional form, (iii) homoskedastic errors, and (iv) simple model structure. However, it is generally acknowledged that with a single transformation, it is difficult to reach all the four goals simultaneously, in particular, the normality. Nevertheless, it is still reasonable to believe that a normalizing transformation should be able to bring the data closer to being normally distributed (see, e.g., Hinkley (1975) , Hernadze and Johnson (1980) , Yeo and Johnson (2000) , and Tse (2007, 2008) ). Thus, in the framework of quasi-maximum likelihood estimation (QMLE) where one needs to choose a likelihood to approximate the true but unknown one, the normalizing transformation makes it more valid to use the popular Gaussian likelihood for model estimation.
In this paper, we concentrate on the transformed two-way random effects model, v , representing the pure random errors. In the following we will assume that the regressors X itj , j = 1, · · · , k, are either 1 While the fixed-effect models have the attraction of allowing one to use panel data to establish causation under weaker assumptions, they do suffer from several practical weaknesses for being unable to estimate the effects of time-invariant regressors, imprecise in estimating the effects in time-varying regressors of which the variation in time-dimension is small, etc. For these reasons economists also use random effects models in particular when causation is clear (Cameron and Trivedi, 2005, Ch. 21) . Panel data transformation models with random effects are typically treated parametrically, see, e.g., Baltagi (1997) , Giannakas et al. (2003) , and Yang and Huang (2011) ; whereas those with fixed effects are typically estimated semi-parametrically, see, e.g., Abrevaya (1999a Abrevaya ( , 2000 , and Chen (2002 Chen ( , 2010 ).
non-stochastic or stochastic but independent of the errors. In the latter case, our analysis can be interpreted as being conditional on the stochastic regressors.
Model (1) gives a useful extension of the standard error components model by allowing the distribution of Y it to be in a broad family, not just normal or lognormal. It also allows easy testing of the traditional economic theories of lognormality for production function, firmsize distribution, income distribution, etc., as governed by the Cobb-Douglas production function and Gibrat's Law. Yang and Huang (2011) considered the maximum likelihood estimation (MLE) of Model (1) under Gaussian distributions and provided a simple method for handling the large panel data. Their Monte Carlo simulation results show that the finite sample performance of the MLE-based inference is excellent if the errors are normal or close to normal, but our Monte Carlo results show that it can be quite poor if the errors are fairly nonnormal (e.g., there exist gross errors or outliers). Thus, there is a need for an alternative method to the MLE-based inference. Also, to the best of our knowledge there are so far no rigorous large sample theories for Model (1) for either the case of normal errors or the case of nonnormal errors. Furthermore, for the cases where the error components follow nonnormal distributions, there are no available methods for estimating the variance-covariance matrix.
The reason for the lack of these important results for the transformed two-way random effects panel model is, at least partially, due to the technical complications caused by the nonlinear response transformation and the cross-sectional and time wise dependence induced by the two-way error components, which render the standard large sample techniques not directly applicable. This paper fills in these gaps. Model (1) can be further extended to include heteroskedasticity in {μ i } and serial correlation in {η t }, or can be simplified by letting g = h, and ρ j = λ. This paper is organized as follows. Section 2 outlines the quasi-maximum likelihood estimation for the model. Section 3 presents the large sample results concerning the consistency and asymptotic normality of the QMLEs of model parameters, and their rates of convergence under different relative magnitudes of N and T . Section 4 introduces a bootstrap method for estimating the variance-covariance matrix which leads to robust inferences. Section 5 presents some Monte Carlo results concerning the finite sample behavior of the QMLEs and the bootstrap-based inference. Section 6 concludes the paper.
Some generic notation. Throughout the paper we adopt the following notation and conventions. The Euclidean norm of a matrix A is denoted by A = [tr(AA )] 1/2 . When A is a real symmetric matrix, its smallest and largest eigenvalues are denoted, respectively, by γ min (A) and γ max (A). As usual, convergence in probability is denoted by 
Quasi Maximum Likelihood Estimation
Stacking the data according to t = 1, · · · , T , for each of i = 1, · · · , N , Model (1) can be compactly written in matrix form,
where
N -vector of ones, and ⊗ the Kronecker product. Define J N = 1 N 1 N . The quasi-Gaussian loglikelihood function after dropping the constant term takes the form
is the log Jacobian of the transformation, and
. When the error components μ, η and v are exactly normal, (3) gives the exact loglikelihood and thus maximizing (ψ) gives the maximum likelihood estimator (MLE) of ψ.
However, when one or more of the error components are not exactly normal, the (ψ) function defined by (3) is no longer the true loglikelihood function. Nevertheless, when (ψ) satisfies certain conditions, maximizing it still gives consistent estimators of model parameters, which are often termed as quasi-maximum likelihood estimator (QMLE). See, e.g., White (1994) .
Furthermore, as pointed out in the introduction, the normalizing transformation makes it more valid to use Gaussian likelihood to approximate the unknown true likelihood.
Yang and Huang (2011) pointed out that direct maximization of (ψ) may be impractical as the dimension of ψ may be high and calculation of |Σ| and Σ −1 can be difficult if panels are large. Following Baltagi and Li (1992) and others, they considered a spectral decomposition:
This leads to
In what follows, we adopt the following parameterization: ψ = (β , σ 2 v , φ ) with φ = (φ μ , φ η , λ, ρ ) . The loglikelihood function under this new parameterization thus becomes
. The expressions θ 1 , θ 2 , and θ 3 defined above are often used for convenience.
It is easy to see that, for a given φ, (ψ) is partially maximized at
resulting the concentrated quasi loglikelihood for φ as
Maximizing max (φ) gives the QMLEφ of φ, and hence the QMLEsβ(φ) andσ 2 v (φ) of β and σ 2 v , respectively. Yang and Huang (2011) further noted that maximization of (7) may still be computationally infeasible when panels become large, i.e., N and T become large, because the process involves repeated calculations of the N T × N T the matrices Q, P 1 , P 2 , and P 3 .
They provided a simple computational device that overcomes this difficulty.
Asymptotic Properties of the QMLE
As discussed in the introduction, large sample properties of Model (1) have not been formally considered in the literature when the errors are either normal or nonnormal. In this section, we first treat the consistency of the QMLEs of the model parameters, and then the asymptotic normality where the different convergence rates of QMLEs are identified.
To ease the exposition, formal results are proved without loss of generality under the simpler model with g = h, ρ j = λ, and φ = (φ μ , φ η , λ) . Let Λ, Φ and Ψ be, respectively, the parameter space for λ, φ and ψ; λ 0 , φ 0 and ψ 0 be the true parameter values; "E" and "Var" be expectation and variance operators corresponding to the true parameter ψ 0 .
Consistency
Let¯ (ψ) be the expected loglikelihood, i.e.,¯ (
Thus, the partially maximized¯ (ψ) takes the form
According to White (1994, Theorem 3.4) , the uniform convergence of 
(iii) The row sums of the absolute values of
Assumptions C1-C2 are standard in quasi maximum likelihood estimation. Assumption C3 guarantees the existence ofβ(φ) uniformly in φ ∈ Φ, as under Assumption C3, the limit 
The proof is relegated to Appendix. The identification uniqueness condition (¯ max (φ) has a unique global maximum at φ 0 ) stated in Theorem 1 may be proved directly with some additional minor regularity conditions. Some details on the order of convergence ofψ with respect to the relative magnitudes of N and T are given in the next subsection.
Asymptotic normality
Let G(ψ) = ∂ (ψ)/∂ψ and H(ψ) = ∂ 2 (ψ)/(∂ψ∂ψ ) be, respectively, the gradient and the Hessian of the loglikelihood function (ψ). Let J λ (λ), J λλ (λ) and J λλλ (λ) be the first three partial derivatives of J(λ) w.r.t. λ (the λ-derivatives), and X λ (λ), X λλ (λ) and X λλλ (λ) the first three λ-derivatives of X(λ). The G(ψ) function has the elements:
, and
is given in Appendix. For the asymptotic normality, we need some further assumptions.
Assumption N2: ψ 0 is an interior point of Ψ.
Assumption N3: (1) , and the same is true when
Assumption N4: X(λ) and h(Y, λ) are third order differentiable w.r.t. λ such that for
Assumptions N1-N3 are standard for quasi maximum likelihood inference. Under Assumption C1, the first four components of G(ψ 0 ) have mean zero, and hence the requirement, 
where u 0 ≡ u(β 0 , λ 0 ), and u 0λ = u λ (β 0 , λ 0 ). Moreover, the two-way error components μ and η induce dependence along both the cross-sectional and time-wise directions. These render the standard limiting theorems inapplicable 3 and hence some high-level condition needs to be imposed. Some heuristic arguments for its plausibility follow.
Assumption N6:
, and any linear combination of
with the other elements of G(ψ 0 ) is also asymptotically normal.
It is extremely difficult, if possible at all, to specify explicitly detailed conditions so that a version of CLT can apply to G λ (ψ 0 ). Given the highly nonlinear dependence of
and h λ (Y it , λ 0 ) on the non-identically distributed dependent data, no generic CLT for dependent sequences (as in McLeish (1975)) is applicable. The following heuristic arguments help understand the nature of Assumption N6. Denote
and σ v0 are all small in the sense that as N, T → ∞, they approach zero, then we have r( (Bickel and Doksum, 1981; Yang, 1999) . 4 Hence, G λ (ψ 0 ) becomes a linear-quadratic form in u, as the other elements of G(ψ 0 ), and Lemma A3 leads to Assumption N6. For generality, however, the small-σ condition is not imposed.
, we have the following theorem.
Theorem 2: Given Assumptions C1-C6 and Assumptions N1-N6, we have
where 
The proof of Theorem 2 is given in Appendix. From Theorem 2, we see that the involvement of the C matrix clearly spells out the rate of convergence for the parameter estimates.
The behavior of the QMLEs is different under following different scenarios: λ0) ), and hλ(Yiy, λ0) = λ
2 when λ0 = 0, both of which are clearly analytical functions of h(Yit, λ0) = μit + uit.
Under these scenarios, the asymptotic behavior of the QMLEs are as follows:
consistent under (a)-(c) and (e), but is inconsistent under (d).
Thus, the QMLEsβ,σ 2 v andλ are consistent when either N or T or both approach infinity. In the case where both pass to infinity, they are √ N T -consistent irrespective of the relative magnitude of N and T . When N approaches infinity but T is fixed,σ 2 μ is consistent butσ 2 η is inconsistent. This is because there is no sufficient variations in η t no matter how large N is. Similarly, when T goes to infinity but N is fixed,σ 
Bootstrap Estimate of Variance-Covariance Matrix
As mentioned above, the difficulty in estimating the variance-covariance matrix ofψ is due to the lack of analytical expression for K(ψ 0 ) or due to the fact that G(ψ 0 ) does not have the desirable structure. Thus, we turn to the bootstrap method. The bootstrap procedure Furthermore and very importantly, G(ψ 0 ) can be written as an analytical function of u 0 and ψ 0 (see details below). The procedure is summarized as follows.
1. Reshapeû into an N × T matrix denoted byÛ . Decomposeû into three components:
•μ = N × 1 vector of row means ofÛ ,
•η = T × 1 vector of column means ofÛ ,
2. Resample in the usual wayμ,η andv respectively to giveμ * ,η * andv * , and thuŝ 
requires some algebra which is transformation specific.
For the Box-Cox power transformation, the transformation used in our Monte Carlo sim- 
which is approximated by the feasible version Var[G(ψ 0 )] given above. Evidently, this approximation can be made arbitrarily accurate by choosing an arbitrarily large B.
Corollary 1: Under the assumptions of Theorems 2 and 3, we have
and hence the proposed ECB procedure is asymptotically valid.
The advantage of the proposed ECB procedure is that it is computationally feasible even for large panels. This is because it bootstraps the score function only by resampling the estimated error components, conditional on the QMLEs of the parameters, thus the numerical optimization as in the process of obtaining the parameter estimates is avoided. 
Monte Carlo Results
Monte Carlo experiments we conducted serve two purposes: one is for checking the convergence rates of the QMLEs under different scenarios concerning the relative magnitude of N and T discussed in Section 3, and the other is for investigating the finite sample performance of the bootstrap estimate of VC matrix when used in confidence interval construction.
The data generating process (DGP) used in the Monte Carlo experiments is as follows.
where h is the Box-Cox power transformation with λ = 0.1, X 1 is generated from U (0, 5), 
where ξ i is a Bernoulli random variable with probability of success p and Z i is standard normal independent of ξ i . The parameter p here also represents the proportion of mixing the two normal populations. In our experiments, we choose p = 0.05 or 0.10, meaning that 95% or 90% of the random variates are generated from the standard normal and the remaining 5% or 10% are from another normal population with standard deviation τ . We choose τ = 5 or 10 to simulate the situations where there are gross errors in the data. Similarly, the standardized normal-gamma mixture random variates are generated according to
where V i is a gamma random variable with scale parameter 1 and shape parameter α, and is independent of Z i and ξ i . The other quantities are the same as in the definition of normalmixture. We choose p = 0.05 or 0.10, and α = 4 or 9.
Note that the normal-mixture gives a nonnormal distribution that is still symmetric like normal distribution but leptokurtic, whereas the normal-gamma mixture gives a nonnormal distribution that is both skewed and leptokurtic. As we discussed in the introduction, one of the main purposes of a response transformation is to induce normality of the data. We argued that while exact normality may be impractical, the transformed observations can be close to normal or at least more symmetrically distributed, which makes the use of Gaussian likelihood more valid in the QMLE process. This means that there could still be 'mild' departure from normality for the error distributions in the forms of excess kurtosis or skewness or both. As symmetry can pretty much be achieved by transformation, it is thus more interesting to see the behaviors of the QMLEs and bootstrap VC matrix estimation in the case of excess kurtosis, i.e., the case of normal-mixture. Nevertheless, we still include the normal-gamma mixture case to see what happens when the transformed data is still 'far' from being normal in the sense that there is still a certain degree of skewness left after the so called 'normalizing' transformation. Table 1e , then the bias and rmse of φ η , in particular the former, do not go down as N increases. Similarly, if N is fixed as in Table   1f , then the bias and rmse of φ μ do not go down as T increases.
Convergence of the QMLEs
The results corresponding to DGP 2 and DGP 3 do not differ much from those corresponding to DGP 1 as far as the general observations are concerned. However, introducing the nonnormality does make the rmse larger, especially in the case of DGP 2. As discussed in Subsection 3.2 below Assumption N5, it may be easier to achieve consistency and asymptotic normality ofλ when the error distributions in the transformed model are closer to symmetry. The results in Table 1 show similar patterns and lead to the same conclusions.
Performance of the bootstrap estimate of VC matrix
This subsection concerns on the finite sample performance of the bootstrap estimates of In case of skewed errors (DGP 3), the performance of bootstrap confidence intervals are not as good as in the case of symmetric but nonnormal error (DGP 2), but still significantly better than the confidence intervals based on Hessian matrix. One point to note is that the inferences based on both methods do not improve when N and T increase. The cause of this may be the bias of some parameter estimates (e.g.,λ), inherited from the skewness of the error distribution. However, the amount of skewness generated by DGP 3 is incompatible with the transformation model as response transformation can typically achieve near-symmetry as discussed earlier. Another interesting point to note is that the CIs forφ μ andφ η based on both methods perform equally well in all situations. One possible reason for this may be that the error components μ and η are generated from normal for all the reported Monte Carlo results. This shows that whether the pure error v is normal or nonnormal does not affect the performance of the inference for φ μ and φ η .
Discussions
Asymptotic properties of the QMLEs of the transformed panel model with two-way random effects are studied and a bootstrap method for estimating the variance-covariance matrix is introduced. Typically, a consistent estimate of the model requires both N and T to be large. When N is large but T is fixed, only the variance of the time-specific random effects cannot be consistently estimated; when T is large but N is fixed, only the variance of the individual-specific random effects cannot be consistently estimated. The error component bootstrap (ECB) estimate of the VC matrix works well when errors are not normal but still symmetrically distributed, and in this case it shows enormous improvements over the case where the VC matrix is estimated by the Hessian matrix. 
Appendix: Proofs of the Theorems
It follows thatσ 
Lemma A2: Under the assumptions of Theorem 1, |σ
Proof: The proof goes in three steps.
where Ω − 1 2 is the symmetric square root of Ω −1 , we have by (6) and (9),
Step 1. We show sup φ∈Φ |Q 1 
as sup φ∈Φ γ max (Ω −1 ) ≤ 4 (see the remark in Footnote 2). The pointwise convergence follows from Assumptions C4-C5(i) and the dominated convergence theorem. We are left to show the stochastic equicontinuity of Q 1 (φ). By the mean value theorem, we have
. By Lemma 1 of Andrews (1992) , it suffices to show that sup φ∈Φ |Q 1ξ (φ)| = O p (1) for ξ = λ, φ μ , and φ η . First, by Cauchy-Schwarz inequality and Assumption C6(ii) and C6(iii),
Now, by Assumption C2, the positive constants T θ 2 1 , N θ 2 2 , T θ 2 3 and N θ 2 3 are such that T θ (1) if N grows. In any case, they are bounded uniformly by a constant c, say. We have by Assumption C6(ii),
Step 2. We now show sup φ∈Φ
The pointwise convergence follows from Step 1 and the dominated convergence theorem. We now show the stochastic equicontinuity of Q 2 (φ). By the mean value theorem,
where φ * * ≡ (φ * * μ , φ * * η , λ * * ) lies between φ andφ elementwise, and for
For the first part of Q 2λ (φ), by Cauchy-Schwarz inequality and Assumption C6(ii)-(iii),
Similarly, for the second component of Q 2λ (φ),
The first term on the right hand side (r.h.s.) is
by Assumptions C3 and C6(i)-(ii).
By (A-2) and Assumption C6(ii), sup φ∈Φ Q 2 (φ)
The first term on the r.h.s. is
by Assumptions C3 and C6(ii), the middle term is O(1) by Assumption C6(i), and the third term on r.h.s. is
where we repeatedly use the fact that γ max (AB) ≤ γ max (A)γ max (B) for p.s.d. matrices A and B. Consequently, we have sup φ∈Φ |Q 2λ,3 (φ)| = O p (1). Finally, the triangle inequality leads
Analogously, we can show sup φ∈Φ |Q 2φμ (φ)| = O p (1) and sup φ∈Φ |Q 2φη (φ)| = O p (1).
Step 3. Finally, we show sup φ∈Φ |EQ 3 (φ)| = o (1) . By Assumption C3,
This completes the proof of the lemma.
Proof Theorem 1:
Since max (φ) has a unique global maximum at φ * such that φ * → φ 0 as N, T → ∞, the proof of the consistency ofφ amounts to show the uniform convergence
(White, 1994, Theorem 3.4). From (7) and (10),
is bounded below from zero uniformly in φ ∈ Φ, and Lemma A2 shows that |σ 2
Now, Assumption C5(ii) leads to the pointwise convergence of
} to zero in probability, and Assumption C6(iv) leads to the stochastic equicontinuity of 
,
tr(W ). Noting that the six terms in the expansion of u W u are mutually uncorrelated, we have
It is easy to show that
The former leads to the expressions for Var(η W η η) and Var(v W v) , and the latter leads to
where we note the number of items in each summation is, respectively, N , T , and N T .
Putting all together gives the expression for σ 2 q =Var(q). For the asymptotic normality of q, we note that
The asymptotic normality of the first three bracketed terms follow from the CLT for linear-quadratic forms of vector of i.i.d. elements given in Kelejian and Prucha (2001) . The asymptotic normality of the last three terms can easily be proved using the fact that the two random vectors involved in each term are independent.
Proof of Theorem 2:
Let G † (ψ) = CG(ψ), where we recall G(ψ) ≡ ∂ (ψ)/∂ψ is the gradient function containing the following elements.
where A μ = T (θ 2 1 P 1 + θ 2 3 P 3 ), and A η = N (θ 2 2 P 2 + θ 2 3 P 3 ). The proof of the theorem starts from a Taylor expansion of G † (ψ) around ψ 0 :
whereψ lies betweenψ and ψ 0 elementwise, and the Hessian matrix H(ψ) has the elements:
The result of the theorem follows from the following three results:
For (i), the joint asymptotic normality of the first four elements of G † (ψ 0 ) follows from Lemma A3 and Cramér-Wold device. Assumption N6 and Cramér-Wold device lead to the joint asymptotic normality of all elements of G(ψ 0 ). What is left is to show that the normalizing factor should be adjusted by the matrix C to reflect the different rates of convergence of the components ofψ. This amounts to show that
The first three results are trivial. To prove the latter two, note that
where s (1) as N approaches infinity irrespective of whether T being fixed or approaching to infinity, and hence
as N approaches to infinity irrespective of whether T being fixed or approaching to infinity.
Similarly, one can show that as T −→ ∞,
showing that it is O p ( √ T ), irrespective of weather N being fixed or approaching to infinity.
To show (ii): 
, with the same being true when X(λ) is replaced by its first and second order derivatives w.r.t λ;
, and the same holds if X(λ) or h(Y, λ) is replaced by its first and second order derivatives w.r.t. λ; (1) , for W = I N T , P 1 , P 2 , P 3 , and the same is true when h(Y, λ) is replaced by its first and second order derivatives w.r.t. λ; and
To show (a), by the mean value theorem,
whereλ lies betweenλ and λ 0 . Let ι i denotes a k × 1 vector with 1 in the ith place and 0 elsewhere. Then by the fact that W is a projection matrix, Cauchy-Schwarz inequality, and
It follows that
, and thus the first part of (a) follows. Noting that Finally, to show (iii):
, it is straightforward to handle the terms which are linear or quadratic forms of u 0 , i.e.,
, and X λλ (λ 0 ). For other items, Assumption N5 implies that (1) . This completes the proof of (iii) and thus the proof of Theorem 2. 
which are compared, respectively, with
by Assumption N3, and with
where α = (β , λ) and
for each continuity point u of F μ0 . Details on this and the proofs of the results corresponding to η and v (which can be proved in a similar fashion) are available from the authors. 
