We describe the implementation of direct Boltzmann solver with Adaptive Mesh in Velocity Space (AMVS) using quad/octree data structure. The benefits of the AMVS technique are demonstrated for the charged particle transport in weakly ionized plasmas where the collision integral is linear. We also describe the implementation of AMVS for the nonlinear Boltzmann collision integral. Test computations demonstrate both advantages and deficiencies of the current method for calculations of narrow-kernel distributions.
INTRODUCTION
Direct Boltzmann solvers are increasingly being used as alternative to statistical (DSMC) methods for simulations of rarefied gases and plasmas. They are very attractive for hybrid codes that use kinetic and hydrodynamic models in different parts of computational domain [1] . Direct methods introduce mesh in velocity space (in addition to mesh in physical space) and solve kinetic equations on this mesh. The efficiency of such solvers can be increased by using adaptive mesh in velocity space. Advantages have already been demonstrated for Vlasov solvers [2] . It is believed that adaptive mesh is a must for multi-dimensional kinetic simulations of hypersonic flows with deterministic (non-statistical) methods.
In this paper, we describe the implementation of Boltzmann solver with Adaptive Mesh in Velocity Space (AMVS) using quad/octree Cartesian mesh. Cartesian mesh is particularly attractive for this purpose because there are no complex boundaries in velocity space. We demonstrate the benefits of the AMVS technique for the charged particle transport in weakly ionized plasmas where the collision integral is linear. We also describe the implementation of AMVS for the nonlinear Boltzmann collision integral describing elastic collisions among neutral gas particles. Test computations demonstrate both advantages and deficiencies of the current method for calculations of narrow-kernel distributions.
DIRECT BOLTZMANN SOLVERS
The numerical solution of the Boltzmann equation can be split into advection in physical space
and transport in velocity space due to forces and collisions
Here ξ is the particle velocity, a is the acceleration vector, and S is the collision integral. We used a tree-based dynamically adaptive Cartesian grid to solve Eq (1) by traditional finite volume CFD techniques [1] . Similar grid can be generated in velocity space to solve Eq (2).
We have used the octree/quadtree data structure of GFS [3] to implement the numerical solution of Eq (2) with adaptive mesh in velocity space. The force part was implemented using the finite volume formulation with second-order accuracy in time and in (2D and 3D) velocity space. The collision integral has the following form:
Here  is the collision frequency, G is the inverse collision integral, 
LINEAR COLLISION INTEGRALS
The collision integral (3) can be simplified when the density of species of interest is much lower that the density of background gas species. This is an important case of charged particle transport in weakly ionized plasmas.
Ions Moving in a Parent Gas: Charge Exchange Collisions
We first consider the charge-exchange collisions of ions with the parent gas atoms, when the collision integral can be written in the form [4] :
where ()  is a Maxwellian velocity distribution of the background gas atoms with density N and temperature T, ex  is a charge exchange collision cross-section.
Consider ions with a mass M injected in DC electric field E and experiencing charge-exchange collisions with a steady background gas. The charge exchange collisions cannot change the velocity distribution orthogonal to the electric field direction. So, the velocity distribution is of the form (2) with the collision integral (4) using adaptive mesh in velocity space. The applied force has a magnitude of 4 and the charge-exchange collision-frequency is equal to 1. 
Lorentz gas
A gas mixture with atoms of disparate mass is called a Lorentz gas. In such a mixture, the relaxation processes occur in several stages with different time scales. For elastic collisions of light particles with heavy particles, the collision integral consists of two terms. The first term describes momentum relaxation [5] :
where Ω is a velocity angle on a unit sphere 
]
where () N     is the collision frequency. We have implemented the collision integral (7) using a special technique to correctly treat the leaps of particles from one velocity cell to another for non-uniform and unstructured grids. Figure 3 illustrates the relaxation process described by Eq (2) with collision integral (7). The initial velocity distribution function has a non-zero mean velocity, 0 x V = 0.3, and a temperature T = 0.005 (in units of thermal velocity). Figure 3 shows the computational mesh, 2D contours of the velocity distribution function at different times, and a 3D surface of constant VDF. The corresponding macroparameters are shown in Figure 4 . The density is conserved with machine precision. The mean velocity drops to zero in about two collisional times. The temperatures T x and T y evolve towards a single temperature within the same time scale. 
NON-LINEAR COLLISION INTEGRALS
Numerical algorithms for calculation of the nonlinear Boltzmann collision integral (3) for a uniform static mesh in velocity space were described in [1] . They include the Node to Node (NtN) method, Cheremisin method, and the Node to Closest Node (NtCN) method. For calculation of the collision integral (3) on a dynamically adaptive Cartesian mesh in velocity space we used the following procedure. If velocities of direct and inverse collisions belong to cells with the same refinement level, their contributions to the collision integral was accounted for by the Cheremisin method. If they belong to cells with different refinement level, their contribution was accounted for by the NtCN method applicable for non-uniform mesh.
The NtCN procedure for accounting inverse collisions introduces errors in conservation of mass, momentum and energy. In order to eliminate these errors, we introduce a correction to the collision frequency using the method of least squares:
, where the coefficients i a are defined from the collision invariants. For calculations with AMVS, we interpolated the velocity distribution function to the current mesh. This interpolation procedure ensures the conservation of density but can introduce misbalances in the temperature and impulses. These misbalances in the moments introduced by the dynamic mesh adaptation can be partially accounted for by corrected collision frequency.
For evaluation of the eight-dimensional integrals, the Korobov sequences [6] were applied. The Korobov's points in a s-dimensional hypercube are defined as 
where p is a prime number, 
  ).
The above error is less than the estimated error of the Monte Carlo method for calculating multi-dimensional integrals. Figure 5 illustrates the collisional relaxation of an initial bi-Maxwellian velocity distribution function
, calculated in a unit box with u = 0.225, and T = 0.004. One can observe that a "cavern" is formed at early stages of relaxation, as previously reported by Beylich [7] . . At early stages, non-uniform mesh was specified based on knowledge of collision dynamics. Figure 7 shows the time dependence of temperatures and mean velocities during the relaxation process. 
