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Abstract: We introduce a new wall-crossing formula which combines and generalizes the
Cecotti-Vafa and Kontsevich-Soibelman formulas for supersymmetric 2d and 4d systems
respectively. This 2d-4d wall-crossing formula governs the wall-crossing of BPS states in
an N = 2 supersymmetric 4d gauge theory coupled to a supersymmetric surface defect.
When the theory and defect are compactified on a circle, we get a 3d theory with a su-
persymmetric line operator, corresponding to a hyperholomorphic connection on a vector
bundle over a hyperka¨hler space. The 2d-4d wall-crossing formula can be interpreted as
a smoothness condition for this hyperholomorphic connection. We explain how the 2d-4d
BPS spectrum can be determined for 4d theories of class S, that is, for those theories ob-
tained by compactifying the six-dimensional (0, 2) theory with a partial topological twist
on a punctured Riemann surface C. For such theories there are canonical surface defects.
We illustrate with several examples in the case of A1 theories of class S. Finally, we indi-
cate how our results can be used to produce solutions to the A1 Hitchin equations on the
Riemann surface C.
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1. Introduction: A guided tour of the paper
The present paper is a continuation of a project revolving around the intertwined themes of
wall-crossing, hyperka¨hler geometry, BPS states, and their application to the rich mathe-
matical physics associated with four-dimensional field theories with N = 2 supersymmetry
[1, 2, 3]. In this paper we introduce several new ingredients into the emerging structure.
All of these new ingredients are associated in one way or another with surface defects.
Several developments over the past decade have amply demonstrated that the inclusion
of defects of decreasing codimension leads to physical systems which possess increasing
richness and beauty, albeit at the price of increasing complexity. For examples, in 2-
dimensional conformal field theory the inclusion of defect lines enhances the structure
wonderfully. In four dimensional N = 4 supersymmetric field theory the line defects shed
much light on S-duality [4] and play a central role in the geometric Langlands program [5].
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Deeper developments along this direction have come with the inclusion of surface defects
[6, 7, 8]. Finally, in topological field theory, a whole hierarchy of defects leads to a beautiful
mathematical structure involving higher category theory [9, 10, 11, 12, 13, 14].
The present paper together with [15, 16, 17] may be viewed as part of an analogous line
of development for theories with N = 2 supersymmetry.1 For example, in [3] we considered
defects of codimension three — that is, line defects in N = 2 theories. This led naturally
to a new class of BPS states, the framed BPS states. The consistency of framed BPS
indices gave a very simple and natural derivation of the “motivic” Kontsevich-Soibelman
wall-crossing formula for the “vanilla” BPS states. (As in [3], we refer to the BPS states
of the original four-dimensional theory without defects as “vanilla.”) In addition it led to
a natural quantization of the algebra of holomorphic functions on Seiberg-Witten moduli
spaces as well as to new connections with the mathematics of laminations of punctured
Riemann surfaces, quantized Teichmu¨ller theory, cluster algebras, and cluster varieties. In
the present paper, as we have said, we move on to investigate some aspects of codimension
two defects, also known as surface defects. Not surprisingly, this introduces a new layer of
complexity. The remainder of this introduction is an expository account of the paper.
The surface defects we will consider preserve four of the eight supersymmetries of
the vanilla 4-dimensional theory (§3.1 and Appendix A). Various UV constructions of
such defects are reviewed in §3.2. One representative construction proceeds by coupling
a 1+1 dimensional theory T2d with (2,2) supersymmetry on a surface S to an ambient
four-dimensional theory T4d. We assume that T2d has a compact global symmetry group
G and moreover we assume that in isolation T2d has a finite number of massive vacua,
labeled i ∈ V[S].2 The G-symmetry can then be gauged by coupling to a G-gauge theory in
T4d. A second UV construction, due to Gukov and Witten, involves just a 4d theory with
G gauge symmetry but with reduced structure group along the surface S [6]. In addition
we can consider domain walls welding together different theories T2d and T ′2d, or more
generally different defects on S and S′. The domain wall can be viewed as a line defect in
four dimensions embedded in a surface. We will refer to it as a supersymmetric interface.
We refer to the general systems we have just described as coupled 2d-4d systems or 2d-4d
systems for short.
2d-4d systems can support novel and nontrivial dynamics, qualitatively different from
the dynamics exhibited by, say, T2d and T4d in isolation. They have a rich set of BPS
states. Besides the 4d vanilla BPS states, there are BPS states of the type associated to
the 2d theory T2d. Such BPS states were studied extensively by Cecotti and Vafa and
collaborators in the two-dimensional context [18, 19, 20]. The coupling to a 4d theory T4d
has an effect akin to the introduction of 2d twisted masses for the G-symmetry [21, 22, 23].
(“Twisted masses” refers to the parameters introduced in 2d (2, 2) models in [24].) For
example, there can be infinitely many solitons interpolating between distinct vacua of the
1This of course suggests that we should go on to investigate domain walls in N = 2 theories, but we will
not address that interesting topic in the present work.
2The symbol S denotes the location of the surface defect, but also sometimes the “theory” on the defect.
It has no meaning without specifying the ambient four-dimensional theory.
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surface defect and carrying four-dimensional gauge and “flavor charges.”3 There can also
be BPS states localized on S which do not interpolate between different vacua but rather
reside in a single vacuum. These states too can carry four-dimensional gauge and flavor
charge. Finally, in the presence of interfaces there are again framed BPS states.
In order to exhibit the curious antics of these new BPS states we must turn to a
low energy effective field theory description of the dynamics. There is a description of
the low energy dynamics of 2d-4d systems generalizing the renowned solution of pure four-
dimensional theories initiated by Seiberg and Witten [25, 26] (For reviews see, for example,
[27, 28].) This is described in some detail in §3, following and developing further the story
in [17]. The four-dimensional theory has a Coulomb branch of vacua B.4 In 2d-4d systems
this is generalized to a ramified cover BS whose sheets are in correspondence with vacua
V[S]. The dynamics at a vacuum (u, i) ∈ BS is described by an effective four-dimensional
abelian N = 2 gauge theory coupled to a twisted chiral effective 2d (2, 2) superpotentialW,
localized on S. (See equation (3.12).) Thus, the description of the low-energy dynamics of
four-dimensional theories by a prepotential F is replaced in 2d-4d systems by a description
in terms of a pair (F ,W). There is a simple IR picture of the ground states of the surface
defect in a definite charge sector: the defect looks like a solenoid, outside of which there
is a flat abelian gauge field. If we describe the 4d IR abelian gauge theory by a self-dual
gauge field F = dA, then the holonomy of A around the solenoid is specified by a symplectic
vector ν (equation (3.19)). Upon choosing a duality frame, ν has electric and magnetic
components η and α, related to W by equation (3.15):
t = η + τα =
∂W
∂a
. (1.1)
We refer to (η, α) as (infrared) Gukov-Witten parameters.
When two defects are welded together by an interface the analogous physical picture of
the ground state in a definite charge sector is that of a pair of half-solenoids glued together
on a BPS dyon, rather like a nunchuk, or a boa which has swallowed an elephant [29].
See Figure 12. The dyon allows flux to escape from the solenoids, and hence the field
outside is no longer flat. Moreover, the dyon charge need not satisfy Dirac quantization.
Indeed we can regard the worldsheets of the solenoids as those of Dirac strings which have
materialized into observable objects.
If we wish to describe our ground states with more precision we must be careful about
the description of the 4d charges of our BPS states. It turns out that this is no simple
matter. We begin with the local system over B of electromagnetic and flavor charges Γ,
and its quotient system Γg of electromagnetic charges. The latter is a local system of
symplectic lattices. (See equation (3.6).) Associated to this is the Seiberg-Witten moduli
3In this paper flavor charges play an important role. We define a “flavor symmetry” of a 4d N = 2
theory to be a global symmetry commuting with the supersymmetries which is not spontaneously broken
on the Coulomb branch of vacua. States and operators of the theory will transform in representations of
the flavor symmetry group and “flavor charges” are characters of this group. We will in general limit our
considerations to flavor symmetry groups which are abelian.
4We do not venture onto Higgs branches in this paper.
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space
M := Γ∗g ⊗ R/(2piZ), (1.2)
one of the central actors in [1, 2, 3]. Geometrically, the holonomy ν˜ of A should be viewed as
a “section” of the “mirror-dual” moduli space M˜ = Γg⊗R/(2piZ), but it will be important
to consider a lift ν ∈ Γg ⊗ R, thus assigning a definite flux to the interior of the solenoid.
Of course, since Γg is a nontrivial local system with monodromy there will be no globally
well-defined section ν, only a multisection. Generically the possible values of ν above (u, i)
will be a “torsor” for Γu
5 and monodromies will act in an affine-linear way on ν. It follows
then from (1.1) that the superpotential must have monodromy, and that the set of possible
effective superpotentials is a torsor for Γ. (This assumes that the “mass parameters” dual
to the flavor charges are generic.) Physically this monodromy can be traced back to the fact
that at singular loci Bsing not only will four-dimensional BPS states become massless, but
also chiral multiplets on S will become massless. In §3.5, Witten’s famous computation of
effective twisted superpotentials in gauged linear sigma models [30, 31] is reinterpreted as
computing an extension of the central charge function Z : Γ→ C to the torsors associated
to S. A surprising physical implication is that the number of chiral multiplets on the surface
defect is not an absolute invariant but rather more like a gauge choice in the description
of the 2d-4d system. This is intimately related to the fact that a 2d chiral multiplet can
mix with 4d hypermultiplets with the same gauge and flavor charges. We will denote the
torsor associated to a vacuum i as Γi. The Γi form a local system of torsors over BS.6
If we consider 2d solitons between vacua i and j, charge quantization is controlled by
the difference in the holonomies ν˜i and ν˜j associated to the two vacua, and hence the 4d
charges of 2d solitons form a Γ-torsor Γij . With interfaces these are further generalized
to Γij′ , where i, j
′ are vacua of the two surface defects welded by the interface. Charges
in Γij will be denoted by symbols like γij , and satisfy addition rules like γij + γjk = γik.
Mathematically this means we define a groupoid of vacua V which will prove to be a useful
concept when we discuss wall-crossing. See §2.3 for the formal construction.
The charge torsors described above grade the Hilbert spaces of 2d solitons as well as
other BPS states, framed and unframed. There are BPS bounds in all these charge sectors
and hence associated to our new BPS states are a host of new BPS indices. These include:
• µ(γij): These are the degeneracies of 2d solitons with 4d gauge charge γij . They
generalize the degeneracies µij studied by Cecotti and Vafa in the pure 2d context
[20]. See §3.5 and Appendix A.
5A torsor for a group G is a principal homogeneous space S for G. This means that there is a transitive
G-action on S and moreover there are no nontrivial stabilizers. That is, for any two elements s1, s2 ∈ S
there is a g ∈ G so that s2 = g · s1, and moreover, if s = g · s for any s then g = 1. Thus, S is “a copy of G,”
but there is no distinguished element of S corresponding to the identity element of G. A typical example
of a G-torsor is the fiber of a principal G-bundle.
6Actually, truth be told, we will face situations where the torsors Γi of effective superpotentials suffer
global twisting analogous to the notion of “twisted vector bundles.” We will return to this subtlety later
in this overview. Mercifully, the Γij introduced in the next paragraph, corresponding to differences of
superpotentials, will always be honest torsors.
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• ω(γ, γi): These are the degeneracies of 2d BPS states in vacuum i on S with 4d
gauge charge γ. Their definition is extremely subtle, for reasons explained in §3.5,
and these subtleties show that the degeneracy also depends on the choice of γi, that
is, the “gauge choice” of superpotential on S, or equivalently, of the flux within the
solenoid. The dependence on γi is affine-linear:
ω(γ, γi + γ
′) = ω(γ, γi) + Ω(γ)〈γ, γ′〉. (1.3)
In addition to µ and ω there are also generalizations of framed indices. Moreover, all
these have further generalizations which describe the response of BPS states to rotation
around the surface defect. This leads to a “spin 2d-4d wall-crossing formula,” analogous
to the “motivic” wall-crossing formula for vanilla BPS states. All of this is described in §4.
All of our new BPS states and their indices undergo wall-crossing phenomena analogous
to those already known for pure 2d and 4d theories. In §2.3 we state a precise 2d-4d
wall-crossing formula for 2d-4d systems, whose existence was first suggested in [17]. Our
formula combines and generalizes the previous wall-crossing formulae of Cecotti and Vafa
[32] and Kontsevich and Soibelman [33]. The formula is a kind of “matrix generalization”
of the Kontsevich-Soibelman formula. The degeneracies µ are associated with certain
finite-dimensional non-diagonal matrices, called S-factors Sµ (equation (2.27)), while the
degeneracies ω are associated with diagonal matrices of symplectomorphisms leading to K-
factors Kω (equation (2.30)). Technically, these are automorphisms of a noncommutative
algebra associated to the vacuum groupoid. They belong to a semidirect product of a group
of matrix gauge transformations and a group of Poisson morphisms, acting on matrix-valued
functions on an algebraic Poisson torus Γ∗ ⊗ C×. After stating our wall-crossing formula
in §2.3, we systematically analyze its consequences in §2.4, and find that the 2d and 4d
degeneracies influence each other’s wall-crossing in intricate ways. (When we come to apply
these identities to some physical examples we find that they lead to extremely rich spectra
of BPS states even in basic examples like those of §8.3.)
The 2d-4d wall-crossing-formula is a mathematically natural synthesis of the known
formulae for 2d and 4d theories, but it remains to give it precise physical meaning and
justification. The physical meaning of the relevant quantities that enter the formula has
already been sketched above and is discussed in detail in §3. The justification for the
wall-crossing formula can, as with the pure 4d case, be given in two ways:
• First, one can study interfaces and their framed BPS states. As in [3], invoking the
“halo technique” of [34, 3, 35], the consistency of the wall-crossing of the framed
BPS indices implies the wall-crossing formula for the unframed indices µ and ω. This
story can be found in §4, which also draws on material in Appendices C and D for
developing the halo picture. Moreover, §4 begins the development of a spin version
of the 2d-4d WCF, although some details of that generalization remain to be worked
out.
• Second, one can compactify the theory on a circle and study the geometry implied
by constraints of supersymmetry.
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We now turn to a detailed discussion of the second justification of the 2d-4d WCF.
This approach was developed for purely 4-dimensional theories in [1]. Let us briefly
recall the reasoning here. The argument begins with the observation of Seiberg and Witten
[36] that compactification of T4d on R3 × S1 produces an effective low energy sigma model
whose target space is the space M of (1.2). Supersymmetry implies that M carries a
hyperka¨hler metric. If the circle has radius R, then when R is large the hyperka¨hler
metric on M can be computed to exponentially good accuracy to be a semiflat metric.
(See §2.4 of [1] or (6.23) below.) The existence of BPS states in the 4-dimensional theory
leads, at finite but large values of R, to exponentially small corrections to this semiflat
metric. The continuity of these corrections across walls of marginal stability in B implies
the Kontsevich-Soibelman WCF. A key technical step in the argument is the observation
that there is a distinguished set of coordinates Yγ on M, obeying the (twisted) algebra of
functions on the algebraic torus Γ∗ ⊗ C×, in terms of which the holomorphic symplectic
form onM can be simply written: {Yγ ,Yγ′} ∼ 〈γ, γ′〉YγYγ′ . In particular, upon choosing a
basis for Γ we obtain a system of Darboux coordinates onM. It turns out that formulating
the quantum corrections of BPS states to the semiflat geometry can be formulated as a
Riemann-Hilbert problem whose solution is an integral equation for the Yγ . (See equation
(5.21).) This equation is formally identical to the Thermodynamic Bethe Ansatz equation
of Zamolodchikov and, although in general no known integrable system is associated to it,
we will refer to this equation and its generalizations below as a TBA equation.
The line of argument we have just reviewed can also be generalized to 2d-4d systems,
and this we proceed to do in §§5 and 6, which follow in outline much of the development of
[1]. We compactify 2d-4d systems by putting T4d on R3 × S1 as before, but now we wrap
one of the dimensions of S on the circle to produce a 3d sigma model coupled to a 1d line
defect. The quantum mechanical system on the line defect has a vector space of ground
states which define a vector bundle VS over M. Constraints of supersymmetry demand
that this vector bundle carry a “Berry connection” which is hyperholomorphic. The latter
epithet means that the curvature is of type (1, 1) for all of the complex structures of the
hyperka¨hler manifold M. This is a generalization of the notion of an instanton on a four-
dimensional hyperka¨hler manifold, which has been studied in the mathematics literature;
see, for example, [37, 38, 39, 40, 41, 42]. Once again, the geometry simplifies in the semiflat
limit R→∞. In this case each of the vacua i ∈ V[S] defines a single line bundle Vi →M
and the Berry connection on V = ⊕iVi becomes a diagonal semiflat connection (equation
5.4). The semiflat connection has a natural geometrical interpretation in terms of the
relative Poincare´ connection on the fiber product of M×B M˜ over B. At finite R the
semiflat connection receives quantum corrections from all our BPS states: the vanilla BPS
states of T4d as well as the new ones with degeneracies ω and µ. For example, the corrections
associated with µ come from the worldlines of solitons wrapping the circle in the cylindrical
surface S. Once again, analogs of “Darboux coordinates” Yγi and Yγij′ can be introduced.
As in [3] they can be interpreted physically in terms of expectation values of interfaces.
They can also be interpreted geometrically as sections of V and Hom(V, V ′), respectively,
which are holomorphic in all complex structures. Finally, they satisfy a Riemann-Hilbert
problem analogous to that in [1]. As in that case we can solve the RH problem through
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a system of integral equations, (5.21)-(5.25), allowing us to construct Yγi and Yγij′ as an
expansion around the explicitly known semiflat sections (5.16). With these in hand we
can go on to construct the hyperholomorphic connection, as explained in Appendix E.
As in the case of the hyperka¨hler metric on M, the 2d-4d WCF follows as a consistency
condition on the system of equations, (5.21)-(5.25), ensuring smoothness of the metric and
connection.
In [1] an important role in the physical argument was played by a local analysis of the
quantum corrections coming from mutually local light BPS states. That analysis is repeated
and refined in the case of 2d-4d systems in §6. A classification of the possible singularities
due to mutually local massless 2d and 4d particles in a single vacuum i is spelled out in
§6.1, which also contains a very explicit example of the construction of hyperholomorphic
connections on periodic Taub-NUT space. We must point out that the argument of [1]
also relied on a general analysis of anomalous Ward identities. The analogous argument
for 2d-4d systems is omitted here, but we feel this gap can be easily filled.
There is an interesting and important aspect of the geometry which has thus far been
suppressed in this exposition. The bundles VS are, strictly speaking, in general not bun-
dles at all but rather “twisted bundles.” These objects have been encountered previously
by physicists, notably in the context of D-branes in the presence of B-fields. There are
analogous topological subtleties (also suppressed in our exposition thus far) related to the
definitions of the charge torsors Γi. The essential point is that the monodromy of the
superpotentials, or equivalently of the νi sometimes turns out to be fractional, leading to
ill-defined Aharonov-Bohm (AB) phases for test particles transported around the surface
defect. These “anomalies” are discussed abstractly in §3.4.1 and illustrated concretely in
§3.4.3. In the geometrical construction of VS the twisting of Γi leads to a construction of
twisted bundles over M, as explained in §5.2.3. In order to have well-defined amplitudes
we follow a strategy outlined in §3.6: By gauging a suitable finite abelian group of flavor
symmetries we can twist the surface defects so that particles transported around them pick
up compensating phases, leading to well-defined AB phases. The cancellation mechanism
is described in detail in §3.6.2 and illustrated in a concrete class of models in §7.4. In
addition, the relation of global symmetries of three-dimensional sigma models to B-fields
and connections on twisted bundles is discussed in Appendix G, which might prove to be
of independent interest.
The somewhat abstract structure we have outlined is realized concretely in the theories
of class S introduced in [43, 2, 44]. These are partially twisted (2, 0) superconformal theories
compactified on R4×C, where C is a punctured Riemann surface and certain codimension
two defects are inserted at the punctures. As in our previous papers [2] and [3] our later
sections, §§7, 8, and 9, are devoted to the A1 theories of class S. We leave, yet once more,
the full generalization to the higher rank An cases for a future occasion. The theories of
class S have the distinguishing property that the Seiberg-Witten moduli spaces M may
be identified with moduli spaces of Hitchin systems on C. (See §7.3.) The Seiberg-Witten
curve Σ is a ramified covering of C and is identified with the spectral curve of the Hitchin
system, and thus sits in T ∗C. The Seiberg-Witten differential λ is then the restriction of
the canonical trivialization of the symplectic form on T ∗C.
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As in [45, 2, 3] there are geometrical realizations of the new BPS states in terms of
“WKB curves” or, more generally, “WKB networks.” These are certain networks of curves
on C, satisfying a first-order differential equation determined by λ. See §7.1. The precise
expression of the data of the 2d-4d systems discussed above in terms of the geometry of Σ,
C, and WKB networks is explained in §7.2. As in [2] the basic phenomenon of wall-crossing
can be understood in terms of the discontinuous change of WKB foliations of C, a topic
discussed in §7.5. In 2d-4d systems there is a new wrinkle: Associated to a point z ∈ C is a
canonical surface defect Sz. (If we view theories of class S as decoupling limits of M5-branes
on R4 × C, then the surface defects arise from open membranes ending on S × {z}.) In
addition to the dependence of our BPS states on u ∈ B we can also study their dependence
on z ∈ C. There is wall-crossing, and certain special WKB curves known as critical WKB
curves play the role of walls of marginal stability. Moreover, the “vector bundles” VSz turn
out to be the canonically defined universal bundles over M×C, restricted to z. Actually,
as discussed in §7.3, they are in fact twisted bundles. The anomaly in AB phases from the
twisting can be cancelled using the mechanism of gauging discrete flavor symmetries, as
explained in §7.4.
After explaining the general rules for understanding the BPS spectrum and its wall-
crossing for A1-type examples in §7 we proceed in §8 to look at some detailed examples. We
first consider Argyres-Douglas type superconformal theories in §8.1. Even the most trivial
examples lead to interesting wall-crossing of framed BPS states, as shown in §8.1.1. Many
generic aspects of 2d-4d systems are nicely illustrated in the relatively simple example of
the N = 2 AD theory in §8.1.2. In particular, this carefully worked example illustrates the
compatibility of the 2d-4d wall-crossing formula with the monodromy of the local systems
Γij . Indeed, one could use the 2d-4d wall-crossing formula to derive the monodromy of the
local system, without going through the difficult task of analytic continuation of periods!
In §8.1.3 we briefly look at 2d-4d wall-crossing for AD theories with N > 2. We argue
that, while the spectrum of BPS states can be very intricate, the essential qualitative
wall-crossing phenomena have already been captured in the examples with small N . In
§8.2 we turn to the pure two-dimensional CP1 sigma model, where we gain new insights
though the four-dimensional theory is empty. In particular, we reproduce known results
on the BPS spectrum of this model [21] and clarify the relation of the marginal stability
phenomena in this model to those occurring in four-dimensional SU(2) theory. Indeed,
this two-dimensional example is a useful warmup for the analysis in §8.3 of the CP1 model
coupled to the four-dimensional SU(2) theory without matter. Even this relatively simple
example turns out to be rather nontrivial. There are two parameters which control the
BPS spectrum: u, which controls the strength of the four-dimensional coupling, and z,
which controls the strength of the two-dimensional coupling. The BPS spectrum is a very
complicated function of (u, z) and we require the full power of the 2d-4d WCF to conquer it.
When u corresponds to strong 4d coupling the BPS spectrum is finite, and, as a function
of z, is similar to what one finds in the AD theories. However, when u corresponds to
weak 4d coupling the spectrum depends sensitively on z. When z corresponds to strong 2d
coupling there are infinitely many walls of marginal stability and infinitely many chambers
with different soliton spectra. In each chamber the soliton spectrum is finite, but there is
– 10 –
no upper bound on the spectrum. When z corresponds to weak 2d coupling there is an
explosion in the complexity of the walls of marginal stability: there are countably many
such walls, but uncountably many chambers. It would be very interesting to check these
predictions with a weak-coupling field theory analysis.
An application of our work is an algorithm for solving Hitchin’s equations (7.13),
F +R2[ϕ, ϕ¯] = 0,
∂¯Aϕ = 0,
∂Aϕ¯ = 0,
(1.4)
with rank 1 gauge group on a punctured Riemann surface C. (See §7.3 for notation.)
One begins with the spectral double cover λ2 + φ2(z) = 0, where φ2(z) is a meromorphic
quadratic differential on C. From the analysis of WKB curves described in §7, (or, in
principle, using the spectrum generator (7.38)) one derives the BPS spectrum µ and ω.
Then one writes down the integral equations of §5.6. At large values of R the integral
equations can be solved by a rapidly convergent iteration. Then, as explained in §9,
one expresses the solutions to the integral equations as solutions to the linear problem
(d +A)Ψ = 0, where A is given by (7.15):
A = Rϕ
ζ
+A+Rζϕ¯. (1.5)
From Ψ one can determine A, and from A one clearly obtains a solution to the Hitchin
equations. It would be a very useful and interesting check on our logic to work through
this algorithm in some explicit examples. We have not yet done this.
We have indicated just a few of the possible future lines of inquiry in §10. We have
said this before and might say it again: Despite the length of this paper, we feel we have
just scratched the surface of our topic. Time and again, the reader, who will require
stamina and dedication to read what follows, will find that we are forced to call a halt to
an interesting line of exploration, leaving unexplored fertile fields for future cultivation.
2. Formal statement of wall-crossing formulae
In this section we will formulate a new wall-crossing formula which combines features
from both the Cecotti-Vafa wall-crossing formula for 2d (2, 2) theories and the Kontsevich-
Soibelman wall-crossing formula for 4d N = 2 theories.
2.1 The 2d Cecotti-Vafa wall-crossing formula
The data which enters the CV wall-crossing formula is a finite set V, a “central charge
function” Z : V → C, and a “degeneracy” µij ∈ Z associated to any pair i, j ∈ V with
i 6= j. A physical interpretation of these data will be discussed in §3, where elements of V
will be identified with vacua in an N = 2 supersymmetric 1 + 1 dimensional QFT.
We consider the function Z as allowed to vary, and the µij as functions of Z, i.e. of
the values Zi for i ∈ V. The dependence of the µij on Z is piecewise constant: they are
only allowed to jump when Z crosses a “wall of marginal stability,” where the values Zi,
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Zj , Zk for i, j, k distinct become collinear as points of C. The precise way in which the
µij jump as Z crosses such a wall is dictated by the wall-crossing formula, which we now
describe.
We begin by introducing formal variables Xi and Xij , with the rule that Xij acts by
left-multiplication on the Xi as
XijXk = δjkXi. (2.1)
(One could easily realize these product laws in terms of explicit matrices, but our abstract
notation here will be convenient for the rest of the paper.) Then we define the “S-factor”
Sµij to be a transformation which acts on the Xk as left-multiplication by 1− µijXij , i.e.
Sµij : Xk → Xk − δjkµijXi. (2.2)
Next, to each pair (i, j) with µij 6= 0 we associate a “BPS ray” `ij in the complex plane,
with slope given by the phase of Zij := Zi − Zj :
`ij = ZijR− ⊂ C. (2.3)
Now choose some convex angular sector ^ in the complex plane, with apex at the origin.
The basic actor in the wall-crossing formula is the composition A(^) of all the S-factors
corresponding to BPS rays lying in ^:
A(^) =:
∏
i,j:`ij⊂^
Sµij : . (2.4)
Here the normal-ordering symbols mean that the product is ordered by the phase of Zij ,
i.e., reading from left to right in the product we encounter the factors associated with the
BPS rays `ij successively in the counterclockwise direction. See Figure 1. The statement
Figure 1: The definition of A(^) as a product of S-factors associated to the BPS rays `ij .
of the wall-crossing formula is: A(^) is constant under variation of Z, as long as no BPS
rays cross the boundary of ^.
Let us see how this WCF works in practice. Suppose we have three rays `ij , `ik, `jk
which are close together in the complex plane, ordered say counterclockwise (with i, j, k
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pairwise distinct). Choose the sector ^ to include these three and no others. Now suppose
we vary Z until we reach a wall of marginal stability, where Zij and Zjk (and hence Zik) have
the same phase. Upon crossing this wall the rays `ij , `ik, `jk switch from counterclockwise
to clockwise ordering. Then the WCF says we should compare the composition SµijSµikSµjk
on one side of the wall and Sµ′jkSµ
′
ikSµ
′
ij on the other side:
SµijSµikSµjk = (1− µijXij)(1− µikXik)(1− µjkXjk)
= 1− µijXij − (µik − µijµjk)Xik − µjkXjk, (2.5)
Sµ′jkSµ
′
ikSµ
′
ij = (1− µ′jkXjk)(1− µ′ikXik)(1− µ′ijXij)
= 1− µ′ijXij − µ′ikXik − µ′jkXjk. (2.6)
Hence we find
µ′ij = µij , (2.7)
µ′ik = µik − µijµjk, (2.8)
µ′jk = µjk. (2.9)
This is precisely the wall-crossing formula of Cecotti and Vafa [20]. A simple example is
µij = µjk = µik = 1, which gives µ
′
ij = µ
′
jk = 1 but µ
′
ik = 0.
Since µij enters the wall-crossing formula only through µijXij it is sometimes useful to
give an equivalent presentation of the wall-crossing formula, where some signs are shifted
from the µij to the definition of Xij .
2.2 The 4d Kontsevich-Soibelman wall-crossing formula
The data which enters the KS wall-crossing formula is a lattice Γ of “charges” with an
integer-valued bilinear antisymmetric pairing 〈·, ·〉 (the “intersection product”), a central
charge function Z : Γ → C, linear on Γ, and a set of “degeneracies” Ω(γ) ∈ Z associated
to charges γ ∈ Γ.
As in the 2d case, the Ω(γ) depend on the function Z in a piecewise constant fashion.
They may jump only when Z crosses a “wall of marginal stability” where the phases of
Zγ and Zγ′ for two linearly independent γ, γ
′ become aligned. The wall-crossing formula
dictates precisely how the Ω(γ) jump when Z crosses such a wall.
In order to formulate the wall-crossing formula it is useful to introduce formal variables
Xγ for γ ∈ Γ, with a twisted multiplication rule
XγXγ′ = (−1)〈γ,γ′〉Xγ+γ′ . (2.10)
Then we introduce the “K-factor” KΩγ , which acts on the Xγ′ by7
KΩγ : Xγ′ → (1−Xγ)〈γ
′,γ〉Ω(γ)Xγ′ . (2.11)
7In previous papers on the subject we defined Kγ directly rather than KΩγ . We do not do this here
because Kγ itself does not have a natural extension to the 2d-4d setting; KΩγ turns out to be the more
natural object.
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To each γ such that Ω(γ) 6= 0 we associate a “BPS ray” `γ in the complex plane, with
slope given by the phase of Zγ :
`γ = ZγR− ⊂ C. (2.12)
The basic actor in the wall-crossing formula is the composition A(^) of all the K-factors
corresponding to BPS rays lying the sector ^ of the complex plane:
A(^) = :
∏
γ:`γ⊂^
KΩγ : . (2.13)
As in the 2d case, the ordering is such that if `γ1 , `γ2 are in counterclockwise order then
KΩγ1 is to the left of KΩγ2 . The statement of the wall-crossing formula [33] is: A(^) is
constant under variation of Z, as long as no BPS rays cross the boundary of ^. All this is
completely parallel to the 2d case.
For convenience of our discussion in §§7 and 8 we now give two standard examples of
this wall-crossing formula in action. Consider the simple situation where we begin with
two BPS rays `γ and `γ′ , with Ω(γ) = Ω(γ
′) = 1, and no BPS rays lying between `γ and
`γ′ . Then we adjust Z until the two BPS rays collide and cross one another. After the
collision we will have a more complicated set of BPS rays and degeneracies. What we get
precisely depends heavily on the value of 〈γ, γ′〉. First, suppose 〈γ, γ′〉 = 1. In this case we
have
KΩγ′KΩγ = KΩ
′
γ KΩ
′
γ+γ′KΩ
′
γ′ , (2.14)
where Ω′(γ) = Ω′(γ′) = Ω′(γ + γ′) = 1. This identity is simple enough to be checked
directly; just consider the action of KΩγ′KΩγ ,
(Xγ ;X−γ′)
KΩγ7→ (Xγ ;X−γ′ +Xγ−γ′)
KΩ
γ′7→ (Xγ +Xγ+γ′ ;X−γ′ +Xγ−γ′ +Xγ), (2.15)
and compare it with the action of KΩ′γ KΩ
′
γ+γ′KΩ
′
γ′ ,
(Xγ ;X−γ′)
KΩ′
γ′7→ (Xγ +Xγ+γ′ ;X−γ′)
KΩ′
γ+γ′7→ (Xγ +X2γ+γ′ +Xγ+γ′ ;X−γ′ +Xγ)
KΩ′γ7→ (Xγ +Xγ+γ′ ;X−γ′ +Xγ−γ′ +Xγ). (2.16)
The fact that the two agree is equivalent to (2.14). For a more interesting example, suppose
instead 〈γ, γ′〉 = 2. Then
KΩγ′KΩγ = KΩ
′
γ KΩ
′
2γ+γ′KΩ
′
3γ+2γ′ · · · KΩ
′
γ+γ′ · · · KΩ
′
2γ+3γ′KΩ
′
γ+2γ′KΩ
′
γ′ (2.17)
where Ω′((n + 1)γ + nγ′) = Ω′(nγ + (n + 1)γ′) = 1 for all n ≥ 0, Ω′(γ + γ′) = −2. This
identity is less trivial to prove; see Appendix A of [1] for an elementary proof.
2.3 The 2d-4d wall-crossing formula
Now we are ready to give the new wall-crossing formula which is the subject of this paper.
It combines the features of the wall-crossing formulae of §§2.1 and 2.2, but it involves some
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new features. Heuristically, it is a kind of “fiber-product” of the two previously known
wall-crossing formulae.
Our data include both the finite set V and the lattice Γ with integral antisymmetric
pairing 〈·, ·〉. In addition, we will need new charge “lattices,” an extension of the central
charge function to these “lattices,” a new set of BPS degeneracies, and, finally, a new
Z2-valued twisting function. The physical interpretation of these data is explained in §3.
We now describe the new data more precisely.
The first piece of new data is a set of distinct Γ-torsors Γi, one for each i ∈ V. We
will usually use the notation γi to denote a generic element of Γi (but the reader should
be warned that on several occasions γi will refer to some special or specific element of Γi).
Each Γi is both a left- and right- Γ-torsor, with γ + γi = γi + γ.
We also introduce additional sets Γij , defined as follows: an element γij ∈ Γij is a formal
difference γi−γj of elements of Γi and Γj , modulo the equivalence (γi+γ)−(γj+γ) = γi−γj .
Γij is again a Γ-torsor, with γ + γij = γij + γ. A convenient notation for this definition is
Γij = Γi − Γj . (2.18)
One can identify Γii canonically with Γ, and it will sometimes be convenient to do so.
8
Then, to an element γij ∈ Γij we can associate a unique element (−γij) ∈ Γji so that
γij + (−γij) = 0 ∈ Γii.
There are naturally defined addition operations Γij × Γj → Γi and Γij × Γjk → Γik.
We will write these operations as +, thus γij + γj ∈ Γi, but the reader should be warned
that + is not symmetric; for example, γj + γij is not defined when i 6= j.
Figure 2: A partial depiction of the groupoid V, in case V has three elements, here labeled i, j, k.
Each morphism space is a torsor for Γ, of which we have shown only a single element.
8This leads to the slightly awkward notational point that γii is not zero. It is generically γi − γ′i where
γi, γ
′
i are both in Γi, i.e. it is a generic element of Γ.
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The situation is nicely summarized by declaring that the first piece of data is a groupoid
V with the following properties. For each i ∈ V, V has a corresponding object. The set
of morphisms Hom(i, j) from i to j is a Γ-torsor and identified with Γij . The composition
of morphisms is given by the addition laws we have written above: In addition there is
one more object denoted o,9 making V into a pointed groupoid. We identify Hom(i, o) =
Γi. Note that Hom(o, i) is another torsor which gives independent meaning to elements
−γi ∈ −Γi so that γi + (−γj) ∈ Γij . Thus, e.g. the composition of γj ∈ Γj = Hom(j, o)
and γij ∈ Γij = Hom(i, j) is γij + γj ∈ Γi = Hom(i, o) while −γi + γij ∈ −Γj . The
automorphism group Hom(i, i) of each object (including i = o) is canonically isomorphic
to Γ. See Figure 2.
Our second new piece of data is an extension of the central charge function Z from
Γ to all the Γi, which is compatible with the Γ-action. Thus we have Z : qiΓi → C
which is affine-linear in the sense that Zγ+γi = Zγ + Zγi . Once we have this extension,
we automatically get a further extension of Z to the Γij , namely, if γij = γi − γj then we
define Zγij := Zγi − Zγj . Then we have
Za+b = Za + Zb (2.19)
whenever a + b is defined. (Here and below, we use the notation a, b, c, . . . in statements
which are true when a, b, c, . . . are valued in any of Γ, Γi or Γij .) In the categorical language
mentioned above, giving Z is equivalent to giving a homomorphism from the groupoid V
to C.
Our third new piece of data is a new collection of “BPS degeneracies”. As in the 4d
case we have “4d degeneracies” Ω(γ) ∈ Z for γ ∈ Γ. It is convenient to define a function
ω : Γ× Γ→ Z by
ω(γ, γ′) := Ω(γ)〈γ, γ′〉. (2.20)
We then introduce new “mixed degeneracies” ω : Γ×qiΓi → Z, 10 subject to the condition
ω(γ, γi + γ
′) = ω(γ, γi) + Ω(γ)〈γ, γ′〉. (2.21)
(Because of this condition, ω(γ, ·) is determined once we give a single ω(γ, γi) for each i.)
We also define ω : Γ×qi,jΓij → Z by
ω(γ, γi − γj) := ω(γ, γi)− ω(γ, γj). (2.22)
Then for any two “charges” a, b, each belonging to Γ, Γi, or Γij , we have
ω(γ, a+ b) = ω(γ, a) + ω(γ, b) (2.23)
so long as a+b is defined. In the categorical language, for each γ, giving ω(γ, ·) is equivalent
to giving a homomorphism V→ Z.
Turning to 2d particles, we do not simply take over a set of “2d degeneracies” µij ∈ Z
as in the pure 2d story: rather we promote these to a set of µ(γij) ∈ Z, defined for each
γij ∈ Γij where i 6= j.
9o will correspond physically to the “empty surface defect.”
10In some situations we should relax the requirement that ω is Z-valued; see the end of this subsection.
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As in the pure 2d and 4d cases, the BPS degeneracies µ, ω depend on Z, but this
dependence is completely determined by a wall-crossing formula, to be stated below.
Our fourth, and final, piece of data is a “twisting” function σ(a, b), defined whenever
a+ b is defined, and valued in {±1}. We require σ to obey a cocycle condition,11
σ(a, b)σ(a+ b, c) = σ(a, b+ c)σ(b, c). (2.24)
In order to formulate the wall-crossing formula we introduce formal variables Xa,
where, as above, a is an element of Γ, Γi or Γij . We define a twisted multiplication rule:
XaXb =
{
σ(a, b)Xa+b if a+ b is defined,
0 otherwise.
(2.25)
This product is associative thanks to (2.24). In general a+b and b+a are not simultaneously
defined, so the product is noncommutative. However, if a + b and b + a are both defined
we assume σ(a, b) = σ(b, a) so in this case XaXb = XbXa. We will also assume that
σ(γ, γ′) = (−1)〈γ,γ′〉 to insure compatibility with the pure 4d case. In the categorical
language mentioned above, we are essentially considering the twisted groupoid algebra
C[V].12
The wall-crossing formula controls the dependence of the BPS degeneracies µ and ω
on Z. The degeneracies are piecewise constant as functions of Z. They jump only at the
“walls of marginal stability” where the phases of Za and Zb become equal for some pair
(a, b) with a 6= b, where each of a, b separately belongs either to Γ or to some Γij (with the
proviso that if both a and b belong to Γ then they are linearly independent.) We define
rays `γ and `γij in the complex plane, with slopes given respectively by the phases of Zγ
or Zγij :
`γ = ZγR−, `γij = ZγijR−. (2.26)
We call `γ a BPS K-ray if ω(γ, ·) 6= 0, and likewise `γij a BPS S-ray if µγij 6= 0. BPS
degeneracies can jump only when Z is such that two BPS rays become coincident.
As in the Cecotti-Vafa and Kontsevich-Soibelman WCF reviewed above, we will attach
certain “factors” (automorphisms of C[V]) to the BPS rays. The factors associated to the
S-rays `γij , called “S-factors” and denoted Sµγij , are defined by
Sµγij : Xa → (1− µ(γij)Xγij )Xa(1 + µ(γij)Xγij ). (2.27)
In particular the S-factor acts trivially on Xγ and
Sµγij : Xγk 7→
{
Xγk k 6= j
Xγj − µ(γij)σ(γij , γj)Xγij+γj k = j
(2.28)
11σ is very similar to the data one would associate to a twisting of K theory on the groupoid V. However,
although V is equivalent to (pt)/Γ as a groupoid, the extra structure of Z does not respect this equivalence
of categories.
12The Xγ as defined so far do not strictly belong to C[V], but one can identify Xγ with Xγoo +
∑
iXγii ∈
C[V], where each γii ∈ Γii (including i = o) is the one corresponding to γ ∈ Γ. This identification is
compatible with everything we will do below.
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Sµγij : X−γk 7→
{
X−γk k 6= i
X−γi + µ(γij)σ(−γi, γij)X−γi+γij k = i
(2.29)
which the reader should compare with (2.2). The factors associated to the K-rays `γ , called
“K-factors” and denoted Kωγ , are defined by
Kωγ : Xa → (1−Xγ)−ω(γ,a)Xa. (2.30)
Note that when a = γ′ this transformation reduces to (2.11): this is the reason why our wall-
crossing formula will reduce to the 4d wall-crossing formula as far as the 4d degeneracies
Ω are concerned.
We can now state our new wall-crossing formula in a way closely analogous to the 2d
and 4d cases. For an angular sector ^ we define an automorphism of the groupoid algebra,
A(^) = :
∏
γ:`γ⊂^
Kωγ
∏
γij :`γij⊂^
Sµγij : (2.31)
where the normal ordering symbol indicates that the factors — be they of type K or S
— are ordered so that reading from left to right we encounter factors associated with rays
successively in the counterclockwise direction. Then the new wall-crossing formula says:
A(^) is constant, as long as no BPS rays cross the boundary of ^.
In later sections of the paper we will describe physical realizations of this set of axioms.
We will also encounter a slightly “twisted” version of them, which originates from the
observation that one can consistently study the wall-crossing of the quantities µ(γij), Ω(γ)
and ω(γ, γij) as Zγij vary, with no reference to the Zγi , ω(γ, γi) or even Γi. Indeed, in
some physical examples, certain anomalies can prevent us from defining Γi, Zγi , ω(γ, γi)
unambiguously, even though Γij , Zγij , ω(γ, γij), µ(γij), Ω(γ) are perfectly well-defined and
satisfy the 2d-4d wall-crossing axioms. See §3.4.1 below. In these situations it appears
to be appropriate simply to require integrality of the ω(γ, γij) and in fact it might not be
possible to define ω(γ, γi) as integers.
2.3.1 Automorphisms of wall-crossing identities
If α is an automorphism or anti-automorphism of the groupoid algebra C[V] then, given a
wall-crossing identity, we can conjugate the factors by α to produce another wall-crossing
identity.
The simplest example of this is to consider the transformation α(Xa) = (−1)caXa,
which in general changes σ(a, b) by a coboundary but will be an automorphism if ca+b =
ca + cb mod 2. In particular, if degeneracies µ, ω satisfy the wall-crossing formula then so
do µ˜, ω where
µ˜(γij) = (−1)ci−cjµ(γij) (2.32)
for integer ci.
As a second example, consider the anti-automorphism of C[V] defined by α : Xa 7→
X−a. (Note that if a+ b is composable then (−b) + (−a) is composable, so α must be an
anti-automorphism.) One can check that αKωγα−1 = Kω˜−γ and αSµγijα−1 = S µ˜−γij with
µ˜(γij) = −µ(−γij), ω˜(γ, a) = ω(−γ,−a), (2.33)
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giving a second automorphism of the wall-crossing formula.
In the physical realizations, the second automorphism above is closely related to CPT
invariance. CPT takes a → −a, but also takes Z → Z¯, where Z is the central charge.
Therefore, CPT reverses the clockwise ordering of BPS rays. On the other hand, given a
wall-crossing identity, written as an equality of a certain word in K and S factors with the
identity operator, we may always take the inverse of that word to produce another identity.
Then the order of the BPS rays will be reversed. Thus we may define the CPT conjugate
of a wall-crossing identity as the one obtained by taking the inverse and conjugating by
α : Xa 7→ X−a.
2.4 Examples
In this section we give a few simple examples of wall-crossing formulae. The general wall
of marginal stability occurs when a ray of the form `γij becomes collinear with a ray of
the form `γkl . We can consider several examples according to how the indices i, j, k, l are
related.
First, if none of the indices i, j, k, l coincide, then the charges nγij + mγkl are not
defined, so there are only two BPS rays in the game. We associate two commuting S-
factors with these two rays, and the wall-crossing is trivial:
SµγijSµγkl = Sµ
′
γkl
Sµ′γij (2.34)
with µ′ = µ.
Next, suppose there are three distinct indices and one pair of indices coincides. The
cases j = k and i = l are related by wall-crossing, and in this case the wall-crossing
formula is essentially identical to the pure 2d case: we must take into account a third BPS
ray associated to the charge γil := γij + γjl, and then we have
SµγijSµγilSµγjl = Sµ
′
γjl
Sµ′γilSµ
′
γij (2.35)
with µ′(γjl) = µ(γjl), µ′(γij) = µ(γij) and µ′(γil) = µ(γil)− σ(γij , γjl)µ(γij)µ(γjl).
If instead there are three distinct indices with i = j or j = l, there cannot be a third
BPS ray, and the commuting S-factors pass through each other as in (2.34).
Next, suppose there are three distinct indices and, say, i 6= j 6= k = l, so we can set
γkk = γ ∈ Γ. Now there can be intermediate rays associated to charges nγ + γij for n > 0.
The wall-crossing formula then states that
Kωγ
∏
n↘
Sµγij+nγ =
∏
n↗
Sµ′γij+nγKω
′
γ (2.36)
where the range on n is from 0 to +∞ and the product ∏n↗ means that as we read from
left to right n is increasing.13 Applying this identity on the generators Xγk for k 6= j shows
that ω′(γ, γk) = ω(γ, γk) for k 6= j and k 6= −i. Then applying the formula to Xγj we find
13In fact, in this example the S-factors actually commute with each other.
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that in fact ω′ = ω always and the µ′ are determined in terms of ω and µ. To state the
result it is useful to define a power series in Xγ :
Σij :=
∞∑
n=0
µ(γij + nγ)
σ(γij , γ)n
Xnγ , (2.37)
with a similar definition for Σ′ij . Then we have
Σ′ij = Σij(1−Xγ)−ω(γ,γij). (2.38)
A few special cases are worth noting separately. Suppose for example that we take
µ(γij) = 1 and ω(γ, γij) = −1 with all other µ, ω vanishing. Then Σij = 1, and (2.38) says
Σ′ij = 1−Xγ : so (2.36) specializes to
KωγSµγij = Sµ
′
γijSµ
′
γij+γ
Kω′γ (2.39)
where µ′(γij) = 1, µ′(γij + γ) = −σ(γij , γ), and ω′ = ω. We will use this example, in the
form (8.2a) and (8.2b), extensively in §8.
Let us now suppose that there are only two distinct indices, i.e. two pairs of indices
coincide. There are three cases to consider. If we have `γij collinear with `γ′ij , then since
γ′ij = γij +γ for some γ ∈ Γ, it follows that Zγ or Z−γ is collinear with Zγij , and we return
to the case of (2.36).
If i = j and k = l, then we have BPS rays `γ1 and `γ2 crossing for γ
1, γ2 ∈ Γ. In this
case all the BPS rays are K-rays and the wall-crossing formula says∏
n
m
↗
Kωnγ1+mγ2 =
∏
n
m
↘
Kω′nγ1+mγ2 . (2.40)
Here σ(a, b) will have to be generic, as 〈γ1, γ2〉 can be odd. This will not affect the
present calculation. Acting on Xγ for γ ∈ Γ this reduces precisely to the 4d wall-crossing
formula, and hence implies the same relations between Ω and Ω′ that we had in the pure
4d discussion. As we have noted, though, ω and ω′ contain a bit more information than
Ω and Ω′. To determine the relation between ω and ω′ we should act with both sides
of (2.40) on some Xγi . For example, consider again the case we discussed around (2.14),
where 〈γ1, γ2〉 = 1 and Ω(γ1) = Ω(γ2) = 1, with all other Ω(nγ1 + mγ2) = 0. Then
the 4d wall-crossing formula says that Ω′(γ1) = Ω′(γ2) = Ω′(γ1 + γ2) = 1, with all other
Ω′(nγ1 + mγ2) = 0. Suppose moreover that the only nonvanishing ω are ω(γ1, ·) and
ω(γ2, ·). Then (2.40) is satisfied if and only if ω′ are
ω′(γ1, ·) = ω(γ1, ·), (2.41)
ω′(γ2, ·) = ω(γ2, ·), (2.42)
ω′(γ1 + γ2, ·) = ω(γ1, ·) + ω(γ2, ·) (2.43)
with all other ω′(mγ1 + nγ2, ·) vanishing. To prove this, first note that given (2.21) and
our knowledge of Ω and Ω′, these relations are equivalent to the ones where · is replaced
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by a single γ0i ∈ Γi. Then choose γ0i with ω(γ1, γ0i ) = ω(γ2, γ0i ) = 0. (Concretely, such a γ0i
can be produced by starting with any generic γi and then forming γ
0
i = γi − ω(γ1, γi)γ2 +
ω(γ2, γi)γ
1.) The check is then trivial, by comparing the action of both sides of (2.40)
on Xγ0i
. In many concrete examples a similar trick can be employed: find a convenient
reference vector in each Γi which simplifies ω.
The third case with two distinct indices occurs when `γij coincides with `γji . Note
that γij + γji = γ ∈ Γ so that all the rays for γij + nγ and γji + nγ with n ≥ 0 coincide,
and generically there are no other collinear BPS rays. The wall-crossing formula therefore
Figure 3: The configuration of BPS rays which participate in the wall-crossing formula (2.44). As
we approach the wall, all of the rays shown here become aligned. On the other side of the wall their
ordering is reversed.
becomes
∏
n↗
Sµγij+nγ
∞∏
m=1
Kωmγ
∏
n↘
Sµγji+nγ =
∏
n↗
Sµ′γji+nγ
∞∏
m=1
Kω′mγ
∏
n↘
Sµ′γij+nγ (2.44)
Here we assumed γ primitive, but the derivation goes through with minor modifications in
the general case. The general solution of (2.44) can be given as follows. Applying (2.44) to
Xγk for k 6= i, j reveals that ω′(mγ, γk) = ω(mγ, γk) for k 6= i, j. Now choose some γi ∈ Γi
and define γj := γji + γi. Then applying (2.44) to Xγi and Xγj shows that
Π′i = Πi + σ(γij , γji)ΣijΣjiXγΠj ,
Σ′ijΠ
′
i = ΣijΠj ,
Σ′jiΠ
′
i = ΣjiΠj ,
Π′j = Πj − σ(γij , γji)Σ′ijΣ′jiXγΠ′i,
(2.45)
where we recall that Σij was defined in (2.37) (with similar definitions for Σ
′
ij ,Σji,Σ
′
ji) and
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we introduced the notation
Πi :=
∞∏
m=1
(1−Xmγ )−ω(mγ,γi) (2.46)
(with similar definitions for Π′i,Πj ,Π
′
j .) Given µ and ω, these equations determine µ
′
and ω′ as follows. The first line can be viewed as an upper triangular set of equations for
ω′(mγ, γi), m = 1, 2, . . . . Once we know that, the next two equations determine µ′(γij+nγ)
and µ′(γji + nγ). Finally, the fourth equation determines ω′(mγ, γj). In fact, it is easy to
see that it determines
ω′(mγ, γi) + ω′(mγ, γj) = ω(mγ, γi) + ω(mγ, γj). (2.47)
If, as is often the case, we are only interested in the differences ω(·, γij), then the transfor-
mation formulae can be written more directly as a transformation reminiscent of modular
forms:
Π′ji = ∆
−2Πij ,
Σ′ij = ∆
−1Σij ,
Σ′ji = ∆
−1Σji,
(2.48)
where ∆ := Πji + σ(γij , γji)ΣijΣjiXγ .
Two special cases of the above solution are worth noting:
1. If σ(γij , γji)ΣijΣji = 1 and ω(γ, γi) = ω(γ, γj)−1 and ω(mγ, γi) = ω(mγ, γj) = 0 for
m > 1, then we have
SµγijKωγSµγji = Sµ
′
γjiKω
′
γ Sµ
′
γij (2.49)
with Σ′ij = Σij , Σ
′
ji = Σji and ω
′(γ, γj) = ω(γ, γi) and ω′(γ, γi) = ω(γ, γj).
2. If ω(γ, γi) = ω(γ, γj) = 0 and ω(mγ, γi) = ω(mγ, γj) = 0 for m > 1 and also
σ(γij , γji)ΣijΣji = −1, then we have ω′(γ, γi) = −1, ω′(γ, γj) = 1, ω′(mγ, γi) =
ω′(mγ, γj) = 0 for m > 1 and
Σ′ij = µ(γij)(1−Xγ)−1
Σ′ji = µ(γji)(1−Xγ)−1
(2.50)
corresponding to
SµγijSµγji =
∏
↗
Sµ′γji+nγKω
′
γ
∏
↘
Sµ′γij+nγ . (2.51)
Some physical realizations of this formula are discussed in §8.2 below.
The cases where 3 or 4 indices i, j, k, l coincide are subsumed by the above examples.
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3. A physical interpretation
So far we have written out an abstract wall-crossing formula which we called the 2d-4d
WCF. In this section we describe a natural physical setting where the 2d-4d WCF arises,
and thus justify its name. The main idea is to study supersymmetric surface defects in
d = 4, N = 2 field theories.
In §§3.1 and 3.2 we give basic definitions of the relevant surface defects in the UV
theory. Then §3.3 discusses in detail the IR description of surface defects. The main
upshot is to give a physical realization of the vacuum groupoid C[V] and in particular of
the charge torsors Γi. Then §3.4 narrows the focus to certain classes of surface defects, and
illustrates some important subtleties that can arise in trying to define the charge torsors Γi
in important physical situations. These subtleties include certain “anomalies” which can
prevent the surface defects from being physically sensible. In §3.5 we return to the general
theory and give definitions of the BPS data µ and ω in our physical context. Finally, in §3.6
we return to the potential anomalies in defining surface defects and illustrate an anomaly
cancellation mechanism.
3.1 Surface defects: kinematics
We consider an N = 2 gauge theory in the presence of a surface defect S, satisfying the
same conditions as spelled out in [17]. The surface defect is localized at x1 = x2 = 0
in Minkowski space. In the ultraviolet it preserves a subalgebra of the superconformal
N = 2 algebra. Similarly to the case of the line defects studied in [3], the preserved
subalgebra is the fixed subalgebra of an involution. In this case we combine reflection in
the x1-x2 plane, i.e. a rotation by pi around the x3 axis, with a rotation by pi around
some axis in “R-symmetry space.” The bosonic part of the superconformal algebra is
so(2, 2) ⊕ so(2)12 ⊕ (u(1)r ⊕ u(1)R), where the first summand corresponds to conformal
transformations in the x0-x3 plane, the second summand corresponds to rotations around
the surface defect, and the third summand is a surviving u(1)⊕u(1) from the su(2)⊕u(1)R
R-symmetry with u(1)r ⊂ su(2). The u(1)R subalgebra is in general anomalous. In the
conventions of Appendix A of [3], the preserved Poincare´ supersymmetries are Q11, Q
2
2, and
their respective Hermitian conjugates Q¯2
1˙
and Q¯1
2˙
.
Thus the surface defect preserves (2, 2) SUSY on its “worldsheet.” The d = 4 super-
multiplets can be decomposed into multiplets of this d = 2 (2, 2) superalgebra. Of central
importance in what follows is that part of the d = 4 vectormultiplet can be used to define
a twisted chiral multiplet for this superalgebra. See Appendix A for details.
In the literature it is common to use the term “surface operator,” but we believe
that “surface defect” is a better name. It is true that a surface defect wrapping a compact
Euclidean surface acts as an operator on the Hilbert space of the bulk theory. However, this
operator carries less information than the surface defect itself. For example, the operator
does not detect 2d degrees of freedom living at the defect which do not interact with the
bulk theory.
Finally, as in [17], we assume that in the IR the 4d Abelian gauge fields exhaust all
massless degrees of freedom. In particular there are no massless degrees of freedom confined
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to S. Throughout this paper we let n denote the number of vacua of S, and r the rank of
the 4d gauge group.
3.2 Examples of surface defects
How can surface defects of the desired sort be described?
The bulk vectormultiplet scalars restricted to a two-dimensional subspace transform as
twisted chiral fields under the (2, 2) SUSY algebra (the bulk u(1)R becomes the axial u(1)A
for the 2d SUSY algebra). So one way to write a Lagrangian describing a surface defect is
simply to build a twisted superpotential W out of these twisted chiral fields, and integrate
it over two dimensions. Another way of defining surface defects is to introduce some purely
2d degrees of freedom, with (2, 2) supersymmetry and some continuous global “flavor”
symmetries. These degrees of freedom can then be coupled to the 4d theory as follows:
the restriction of the 4d gauge fields to two dimensions gives 2d gauge fields, and we can
use these gauge fields to gauge the flavor symmetries. In this case the 4d vectormultiplet
scalars behave as twisted masses from the 2d point of view.
Naively the W we use would have to be gauge invariant. However, there is an inter-
esting alternative [6]. One can reduce the gauge group G at the defect down to a subgroup
H whose center contains at least one U(1) factor (more properly, a “Levi subgroup”). For
simplicity here let us consider just the case of a single U(1). One can then write a simple
FI-like twisted superpotential, linear in the U(1) part ΦU(1) of the bulk vectormultiplet
scalars:
W = tuv ΦU(1). (3.1)
The effect of this superpotential can be conveniently expressed in terms of two real
couplings (α, η), the “Gukov-Witten parameters” [6]. They are related to tuv by
tuv = ηuv + τuvαuv (3.2)
where τuv is the complexified gauge coupling in the U(1) we are considering. (If G is a
simple group then τuv is just the coupling for G.) ηuv is a 2d theta angle coupled to the
magnetic field in the U(1) factor. αuv fixes a boundary condition for the U(1) part of the
gauge connection near the defect, of the form
AU(1) ∼ αuv dϕ, (3.3)
where ϕ is the angle in a system of polar coordinates in the plane transverse to the defect.
So far we have implicitly worked with a cutoff field theory and not considered the
constraint of UV completeness. Requiring the surface defect to have a good continuum
limit turns out to be a significant further restriction. The twisted superpotential W, for
example, has to have dimension 1, and hence can only be linear in the 4d vectormultiplet
scalars: if the 4d theory is nonabelian, W cannot include even the simplest gauge invariant
operators such as Tr Φ2. The Gukov-Witten defect just described gets around this problem
by breaking the gauge symmetry, and does make good sense in the UV. Another possibility
is to take a 2d (2, 2) theory which is defined in the UV (say, a gauged linear sigma model)
and couple it to the restrictions of the 4d gauge fields.
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In the original context of [6], N = 4 SYM, both ηuv and αuv are periodic, but in the
current context of surface operators in N = 2 theories the parameter space is modified by
2d instanton effects controlled by a 2d instanton factor e2piituv . Since the couplings run,
and in particular τuv goes to i∞, some renormalization is needed in defining tuv.
Finally, we should mention that the coupling of the surface defect to the bulk hyper-
multiplets might also be important. Unfortunately, it is also poorly understood. When
expanded in terms of 2d fields, the bulk hypermultiplets give rise only to chiral multi-
plets, which cannot directly enter the twisted superpotential couplings which are usually
the focus of our computations. Still, the bulk hypermultiplets can affect the definition
and properties of the surface defect in the UV in more subtle ways. Basic examples based
on brane constructions suggest that some extra discrete structure is hidden in the defini-
tion of a “Gukov-Witten defect” in the presence of matter hypermultiplets. We will come
back to some of these issues when we specialize to theories and surface defects with a
six-dimensional construction, in §7 (see the introduction to §7 and §7.4). The possibility
of gauging discrete flavor symmetries will play an important role.
3.3 Low energy (IR) description of the 2d-4d system
Now let us discuss what these combined 2d-4d systems look like in the IR. We begin by
recalling the 2d and 4d stories separately and then explain how they can be combined.
3.3.1 Massive 2d theories in the IR
We begin by briefly recalling some of the physics of 2d N = (2, 2) theories with no massless
degrees of freedom in the IR, and discrete vacua labeled by i = 1, . . . , n.
In such a theory one can consider solitons which interpolate between vacuum i and
vacuum j (ij-solitons for short). Such a soliton obeys a BPS bound of the form M ≥ |Zij |,
where Zij is the central charge, given by
Zij =Wi −Wj (3.4)
where Wi and Wj are the values of the IR superpotential in vacua i and j respectively. In
particular, BPS ij-solitons have mass exactly |Zij |.
If the theory includes flavor symmetries, then there is a generalization of the above,
which will play an important role in this paper: in addition to the topological charge de-
termined by the pair (i, j) of vacua, particles can carry charge under the flavor symmetries.
Letting γ denote an element in the lattice Γ of flavor charges, the total charge of a particle
is given by a triple (i, j, γ).
We now introduce a bit of superfluous-looking notation which will be very convenient
when we treat coupled 2d-4d systems: we let Γij denote the set of all charges γij = (i, j, γ).
Of course, Γij is trivially isomorphic to Γ, via the map (i, j, γ) 7→ γ.
Once we have flavor symmetries, the theory can be deformed by “twisted masses” [24],
whose IR effect is to change the central charge to
Zγij =Wi −Wj +m · γ, (3.5)
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where m is some linear functional on Γ. Twisted masses can be rather important for the
physics of a 2d system. For example, in the presence of twisted masses we might have BPS
ii-solitons (or more simply “BPS particles in vacuum i”), carrying only the flavor charges.
These particles play an important role in the wall-crossing phenomena. This contrasts
with the behavior of 4d particles with pure flavor charge, which are invisible to the 4d IR
dynamics and wall-crossing.
When we consider 2d-4d coupling, we will find an analogous but more intricate situa-
tion, where the lattice Γ includes 4d charges as well as 2d flavor charges.
3.3.2 4d gauge theories in the IR
We now quickly review some standard facts about the IR behavior of 4-dimensional N = 2
gauge theories.
The vacua of the 4d theory are parameterized by the Coulomb branch B, an r-
dimensional complex manifold. (Other branches of the moduli space will play no role
in our discussion.) For a generic vacuum u ∈ B, there is an unbroken abelian gauge group
Gab ' U(1)r. There is a “singular locus” in B where the description in terms of pure Gab
gauge theory breaks down; let B∗ be its complement. There might also be a continuous
group of flavor symmetries; for generic values of the mass parameters of the theory, this
flavor group will be of the form U(1)nf .14
There is a local system of lattices Γ → B∗, of rank 2r + nf . Γ is the “charge lattice”
of the theory.15 It arises as an extension
0→ Γf → Γ→ Γg → 0, (3.6)
where Γf and Γg are respectively the lattices of charges under the continuous flavor and
gauge symmetries. Γf is fibered trivially over B∗, but Γg generally is not: the gauge
charges can experience monodromy γg → M(γg), for some M ∈ Aut(Γg), under parallel
transport around a nontrivial loop in B∗. Moreover, the sequence (3.6) can be split locally
but perhaps not globally. What this means in more physical terms is that the splitting
of a charge γ into flavor and gauge charges, γ = γf ⊕ γg, is not globally well-defined:
monodromy around a loop in B∗ takes γf → γf +N(γg) for some N ∈ Hom(Γg,Γf ). These
phenomena were noted already at the birth of Seiberg-Witten theory [26].
The lattice Γg is equipped with the Dirac-Schwinger-Zwanziger pairing of electric and
magnetic charges: this is an integral, anti-symmetric, monodromy invariant pairing which
we write as 〈·, ·〉. We will assume that Γg is self-dual under this pairing.16 We define
an integral antisymmetric pairing 〈·, ·〉 on Γ, whose annihilator is the sublattice Γf , by
projecting both arguments to Γg and using the nondegenerate pairing on Γg.
14In general, the full flavor group could have several disconnected components. We elaborate on that in
§3.6.1.
15As explained in [3] this should be taken to be the lattice of all IR charges ΓL where L ranges over a
maximal set L of mutually local line defects in the theory. This lattice was denoted ΓL in [3].
16This assumption can be justified in Lagrangian N = 2 theories at weak coupling. See in particular
equation (2.13) of [3]. We believe it could be relaxed with some minor adjustments to our analysis.
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When writing local formulae it is often useful to choose a symplectic basis eI , e
I for
Γg, with 〈eI , eJ〉 = δIJ , I, J = 1, . . . r. We then write IR gauge charges γg ∈ Γg as
γg = p
IeI + qIe
I , with pI , qI ∈ Z.
An essential piece of IR data in the 4d theory is a globally defined section Z ∈
Hom(Γ,C), known as the central charge function. For each local section γ of Γ, we thus
have a function Zγ on a patch of B∗, obeying
Zγ+γ′ = Zγ + Zγ′ . (3.7)
BPS states of charge γ have mass |Zγ |.
The Zγf for γf ∈ Γf are actually constant functions on the whole B∗. They can be
organized as Zγf = m · γf , where m is a (u-independent) complex-valued linear functional
on Γf , i.e. m ∈ Γ∗f⊗ZC. m is determined by the choice of mass parameters in the theory. If
we choose a duality basis and a splitting of (3.6), we may decompose γ = pIeI + qIe
I + γf ,
and correspondingly write
Zγ(u) = p
IaD,I(u) + qIa
I(u) +m · γf , (3.8)
for some local holomorphic functions aI and aD,I .
As u varies in B, Z(u) varies in a Lagrangian subspace of Γ∗ ⊗Z C. Once a duality
basis has been chosen, we can write a local generating function F(aI) for this subspace
(also known as a prepotential), i.e. we have the standard relation
aD,I =
∂F
∂aI
. (3.9)
The aI have a simple physical interpretation, as follows. Having chosen a duality basis
over some patch of B∗, we have also fixed a specific Lagrangian description of the effective
IR theory in that patch, as a U(1)r gauge theory. The aI are the vacuum expectation values
of the scalar components of the r U(1) vector multiplets appearing in this Lagrangian. The
Lagrangian can be written explicitly as
S =
∫
d4θ d4xF
= − 1
4pi
∫ (
YIJF
I ? F J +XIJF
IF J − YIJDI ? DJ
)
+ · · ·
(3.10)
where in the first line F is evaluated on the superfields corresponding to aI , in the second
line we have dropped terms which will not be used in explicit computations below, and the
matrix functions X,Y of aI are the real and imaginary parts of the coupling
τIJ =
∂aD,I
∂aJ
= XIJ + iYIJ . (3.11)
The auxiliary fields DIAB form an su(2)R triplet. Since we will eventually add a surface
defect which breaks su(2)R → u(1)r, one component, namely DI12, is distinguished, and is
denoted above simply by DI .
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3.3.3 2d-4d theories in the IR: Local picture, Gukov-Witten parameters, and
the torsors Γij
Now we discuss the IR structure of the combined 2d-4d system.
A vacuum for the combined system is determined by a pair (u, i) of a point in the
Coulomb branch B of the bulk 4d theory and a vacuum for the surface defect. In a
neighborhood of any specific (u, i), it is possible to write an IR Lagrangian for the system
in terms of a holomorphic prepotential F and a holomorphic twisted superpotential Wi,
extending (3.10):
S =
∫
d4θ d4xF +
(
1
2
∫
d2ϑ˜ dx3 dx0Wi + c.c.
)
. (3.12)
The amount of supersymmetry we have here also allows unprotected D-terms integrated
over the defect. We will restrict ourselves to considering objects which depend on the
twisted F-terms only.17
The twisted superpotential Wi is a function of the associated twisted chiral multiplet
Υ, defined in (A.4). It might also depend on the mass parameters of the 4d theory, and
possibly extra twisted mass parameters associated to flavor symmetries of the UV surface
defect. Indeed, some flavor charges might well be carried only by the 2d degrees of freedom,
and be absent in the 4d theory. The corresponding mass parameters are twisted masses.
Notice that Wi might become singular (and the simple Lagrangian description break
down) at new singular loci in B∗, where the 2d physics becomes more intricate. We will
from now on redefine B∗ to exclude these loci.
One important place where the twisted superpotential plays a role is in the physics of
BPS solitons. So let us consider an ij-soliton. We introduce the symbol γij for its total
charge, and let Γij denote the set of all possible charges γij . As we reviewed in §3.3.1, in a
pure 2d theory one could decompose any γij into the “topological charge” (i, j) plus a pure
flavor charge γ. Here we have a similar story: γij can be decomposed into the “topological
charge” (i, j) plus a charge γ, which now can include 4d gauge charge as well as flavor
charge. BPS solitons obey a mass formula of the form M = |Z|, with Z written as a sum
of two pieces (cf. (3.5)):
Zγij =Wi −Wj + Zγ . (3.14)
However, in contrast to the pure 2d case, we will discover momentarily that the map from
Γij to Γ taking γij 7→ γ is not canonically defined, and neither is the decomposition (3.14).
Let us try to understand the precise relation between Γij and Γ. Suppose we bring
a bulk line defect, with some charge γ′, close to a soliton with charge γij . When viewed
from a long distance the resulting object looks like a soliton carrying charge γ′ + γij ; so
there is an addition operation Γ× Γij → Γij (and similarly in the other order). Moreover,
bringing an ij soliton and a jk soliton together shows that there is an addition operation
17The F-term integration measure can be written a bit more covariantly as the four-form in superspace
nIJdθ
I
αdθ
J
β (Cγµν)
αβdxµdxν , (3.13)
where I, J are SU(2)R doublet indices and nIJ is the direction of the u(1)V subalgebra in SU(2)R.
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Γij × Γjk → Γik. Finally, consider “ii solitons,” i.e. particles in the vacuum i. If we have
such a particle we may put it onto a surface defect in vacuum i with its spatial direction
compactified. At long distance we can neglect the circumference of this cylinder; it thus
looks like a line defect, so the charge it carries must lie in Γ (which by definition is the
lattice of all charges of line defects in the 4d theory). So we conclude that Γii is naturally
isomorphic to Γ, for every i. It follows that each Γij is a torsor for Γ.
18 The reader should
note well that the properties of Γij we have just verified are exactly the ones which were
used in formulating the 2d-4d WCF in §2.3.
We emphasize that in the above the charge γ might include flavor contributions as
well as gauge charges. In particular it might include charges for flavor symmetries which
act only on the surface defect S, not on the 4d theory. We always extend the lattices Γf
and Γ to include such 2d flavor charges as necessary; Zγ then includes the corresponding
contribution from twisted mass couplings on S.
The charges measured by Γij are the same kind of charges measured by the bulk charge
lattice Γ (they would be obtained by integrating the appropriate currents). From this point
of view the difference between Γij and Γ is only that the charges in Γij need not be properly
quantized. In other words, there is an embedding Γij ⊂ ΓR; so Γij looks like a shifted copy
of the charge lattice Γ.
Now we should explore some consequences of the Lagrangian couplings (3.12). Very
similarly to (3.9), differentiating Wi once yields
∂Wi
∂aI
= tI =: ηI + τIJα
J , (3.15)
where ηI , α
I are real functions of the aI , and we suppress their i-dependence. We claim
that these parameters should be viewed as coordinates in a symplectic vector space, so the
object
ν := αIeI + ηIe
I (3.16)
is duality invariant. Moreover, we claim that αI , ηI should be interpreted as IR Gukov-
Witten parameters for the surface defect.19
In order to establish our claims we introduce the duality invariant gauge field F =
eIF
I + eIGI (where eI , e
I are a symplectic frame as introduced in §3.3.2). Then the
relevant terms in the action (3.12) can be written as
− 1
4pi
∫ (
YIJF
I ? F J +XIJF
IF J − YIJDI ? DJ
)
+
+
∫
dx0dx3
(
(ηI +XIJα
J)F I03 + α
IYIJ(F
J
12 −DJ)
)
.
(3.17)
The equations of motion following from (3.17) admit a cylindrically symmetric solution
F I12 = 2piδα
I and F I03 = 0, where δ := δ(x
1)δ(x2). This implies that αI determines the
18To see this, just choose any γji ∈ Γji: then we get a map Γij → Γii = Γ defined by adding γji, which
is injective and commutes with the Γ actions on both sides.
19We emphasize that this is true whether or not the surface defect was defined as a Gukov-Witten defect
in the UV. Moreover, even if it were so defined, the UV Gukov-Witten parameters are very different from
the ones we see in the IR unless everything is weakly coupled and instanton corrections are suppressed.
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holonomy of the gauge field AI according to the Gukov-Witten prescription. Moreover,
properly dualizing the gauge field in the presence of electric sources gives
G12I = YIJF
J
03 −XIJF J12 + 2piδ(ηI +XIJαJ),
G03I = −YIJF J12 −XIJF J03 + 2piδYIJαJ ,
(3.18)
and hence the duality invariant gauge field is
F12 = 2piδν, (3.19)
with all other components Fmn = 0. In particular, ηI determines the holonomy of the dual
gauge field AD,I . Integrating out the auxiliary term and substituting the solution (3.19)
one finds that the on-shell action is precisely zero, thus showing that the configuration is
in fact supersymmetric. Thus, in the IR the surface defect appears to be an infinitely thin
solenoid with field configuration (3.19).
3.3.4 Superpotentials and their shifts: the torsors Γi
We must stress that the Gukov-Witten parameters used in (3.15) and (3.19) are real valued
rather than periodic, that is, ν is a local section of Γg⊗R over B∗. This raises an apparent
puzzle since large gauge transformations outside of the solenoid induce shifts
ν → ν + γg (3.20)
with γg ∈ Γg, and hence our superpotentials are not gauge invariant.
Usually, the shift (3.20) is not considered a puzzle. It is usually said that the physical
effects of the solenoid are only measurable through Aharonov-Bohm phases of test particles
transported around loops linking the solenoid. Recall that the wavefunction of a test
particle with charge γtest which is adiabatically transported around the surface defect
picks up a phase e2pii〈ν,γ
test
g 〉 where γtestg is the projection of γtest in (3.6).20 Of course, the
Aharonov-Bohm phase determines (αI , ηI) only up to shifts (α
I , ηI)→ (αI +mI , ηI + nI)
with mI , nI ∈ Z, or equivalently up to (3.20).
In our story, by contrast, we need ν ∈ Γg ⊗ R and by (3.15) it follows that the shifts
(3.20) correspond to shifting Wi →Wi + nIaI +mIaD,I , i.e.
Wi →Wi + Zγ′ (3.21)
where we have now lifted γ′g ∈ Γg to some γ′ ∈ Γ, i.e. we have included a further possible
constant shift coming from the flavor charges. The resolution of the apparent puzzle is
that a specific choice of superpotential is like a specific gauge choice.
How does this ambiguity of Wi affect the central charge functions as given in (3.14)?
For a fixed charge γij , Zγij is a physical quantity which should have no ambiguity. The
shift (3.21) leaves Zγij invariant only if it is compensated by shifting the γ in (3.14) by
γ → γ − γ′. This makes sense: by shifting ν we are changing our prescription for the flux
20For the moment we are assuming that test particles carrying pure flavor charge, γ = γf , do not pick
up any phase; we will loosen this restriction in §§3.3.6 and 3.6.1 below.
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through the solenoid, but the flux sourced by the BPS soliton outside the solenoid should
be invariant, so we need to shift the (quantized) total flux. This shift explains our earlier
remark that the map from Γij to Γ which takes γij 7→ γ is not canonical: it depends on
how we choose to fix the ambiguities of Wi and Wj .
If one is considering the physics of massive BPS particles charged under the abelian
gauge fields, the shifts (αI , ηI) → (αI + mI , ηI + nI) change the boundary conditions for
the wavefunctions of the charged particles at the solenoid. We discuss the consequences in
more detail in §D.
The precise form (3.21) of the ambiguity ofWi suggests a notation which will turn out
to be very useful below. We let Γi be a set parameterizing possible choices of Wi. Then
for any γi ∈ Γi, we denote the corresponding Wi as Zγi . The possibility of a shift (3.21)
then just means that for any γi ∈ Γi and γ ∈ Γ we can define a new object γi + γ ∈ Γi,
and we have an equation parallel to (3.7),
Zγi+γ = Zγi + Zγ . (3.22)
These are not the only possible modifications of Wi: after all, we can always shift all the
Wi by the same constant, without changing any of the physical central charges Zγij . For
our purposes to follow, though, we will not need to include all possible choices of Wi in Γi.
We will only need that Γi is closed under all allowed shifts (3.21). We will therefore take
Γi to be a Γ-torsor.
Earlier we considered another Γ-torsor Γij which keeps track of the charges of ij-
solitons. It follows from (3.14) that the Γi we just introduced is simply related to Γij :
Γij = Γi − Γj . (3.23)
(We defined this notation around (2.18).) This suggests a nice physical interpretation of
Γi: it is a set of possible charges for boundaries of the surface defect S in vacuum i. At least
as far as the IR charges are concerned, then, (3.23) says that a general interface between
S and S′ could be obtained by bringing a boundary of S close to a boundary of S′. We will
explore the properties of boundaries and interfaces further in §4.
3.3.5 2d-4d theories in the IR: Global picture
It is well known that a single physical system can generally be described by many possible
prepotentials F , corresponding to different electromagnetic duality frames. We have seen
that a similar phenomenon occurs for the superpotentialsWi. In general, the data (F ,Wi)
can be chosen locally, but there is no global description of the theory valid everywhere on
the Coulomb branch. Rather, we need to glue together different local descriptions. In this
section we describe the global structure obtained from this gluing.
Let us first consider S with a single vacuum (n = 1). Call this vacuum i. Recall that
globally the charge lattice Γ is a local system over B∗, with monodromies
γ →M(γ) (3.24)
as we go around nontrivial loops in B∗. Similarly, Γi is a local system of Γ-torsors over
B∗. The monodromy around nontrivial loops in B∗ of Γi is similar to that of Γ, but can
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involve an additional shift by an element of Γ. To write this concretely we could choose an
origin in Γi and thus identify Γi with Γ; then the monodromies would be represented by
affine-linear maps of the form
γi →M(γi) + γ. (3.25)
We could also ask about the torsor Γii; as we have noted, this is canonically isomorphic to
Γ, so its monodromies are exactly those of Γ.
For surface defects with n > 1 vacua, there is a further complication. Globally, in
addition to the kinds of monodromy we discussed above, the vacua i might be permuted
among themselves. Locally we have n distinct Γ-torsors Γi. The Γi do not really exist
globally over B∗, but we can continue to use them locally, or we can talk about their direct
sum ΓS, which does exist globally over B∗. Upon choosing an origin in each Γi, we could
represent the monodromy of ΓS in the form
γi →M(γP (i)) + γ(i) (3.26)
where P is a permutation of the vacua i = 1, . . . , n. Similarly, locally we have n2 distinct
Γ-torsors Γij , which also do not exist globally over B∗. Their monodromies are of the form
γij →M(γP (i)P (j)) + γ(ij) (3.27)
where γ(ij) = γ(i) − γ(j), and in particular γ(ii) = 0, reflecting the fact that Γii ' Γ
canonically.
We will refer to the above structure as a “local system of torsors,” although this is a
slight abuse of terminology. More precisely, we can combine the Γi into a single local system
of torsors ΓS defined over the ramified cover BS → B defined in §1, while Γij combine into
a single local system of torsors ΓSS over the fiber product BS ×B BS → B.
By now we have introduced almost all of the structure that appeared in the 2d-4d WCF
we formulated in §2.3. It only remains to comment on one important — but unfortunately
rather obscure — ingredient, the sign σ(a, b). Already in the 4d WCF the analogous sign
was rather subtle. Based on the halo picture of wall-crossing, we believe that the physical
interpretation of the sign has to do with the fact that the electro-magnetic fields sourced
by a pair of well-separated bulk particles of charges γ and γ′ carry an extra contribution
〈γ, γ′〉 to the fermion number.
Locally in moduli space, σ(a, b) does not really have more information than the bulk
σ(γ, γ′) = (−1)〈γ,γ′〉. Indeed, we can always pick an origin γ0i in each Γi, thus giving
“trivializations” Γi ' Γ and Γij ' Γ. Having done so, we may define 〈a, b〉 for any a, b
using these trivializations and the 〈·, ·〉 on Γ. Then, given any choice of σ(a, b), it is possible
to make a sign redefinition of the Xa to bring σ(a, b) to the form (−1)〈a,b〉. To find the
correct sign redefinition we just require that Xγ0i +γ
= XγXγ0i
and Xγ0i−γ0j+γXγ0j = Xγ0i +γ .
To preserve the wall-crossing identities, such changes of sign should be accompanied by sign
changes for µ(γij), as discussed in §2.3.1. We cannot exclude the possibility that this local
redefinition might be impossible globally. We leave such global issues for later investigation
in general, but we will give a sign prescription for the A1 examples in §7.2.
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3.3.6 Algebraic integrable systems, mirror symmetry, and surface defects
There is another, rather elegant way of describing the IR data associated to a surface
defect in terms of a certain Lagrangian subvariety. This will give a concise summary of the
considerations of the previous section.
Recall from §1 that we defined
M = Γ∗g ⊗Z R/(2piZ)→ B. (3.28)
As discussed in [1], this is a hyperka¨hler manifold. Over B∗ it is a torus fibration, and with
the special complex structure denoted ζ = 0 in [1] the fibration (3.28) is a holomorphic
fibration making it a completely integrable system. Closely allied to this is the system
M˜ := Γg ⊗Z R/(2piZ)→ B. (3.29)
In fact, M and M˜ are mirror dual manifolds and define mirror conformal field theories
upon compactification of the 4d theory to 2d along a two-dimensional torus. In particular
M˜ is hyperka¨hler. Moreover, since Γg is self-dual, the manifold is self-mirror, i.e. M and
M˜ are actually isomorphic. This is very natural since the sigma model with target space
M arises from compactification of the 4d theory on a torus, and exchange of the circles
induces mirror symmetry.
Now, the discussion of the previous subsection §3.3.5 implies that, given a surface
defect S, the corresponding GW parameters ν˜ define local sections of M˜. Since the vacua
form a ramified cover over B we cannot in general extend ν˜ to a global section, although
it will define a multisection of M˜ with a finite number of values in any fiber.
Next, we claim that this multisection is a holomorphic Lagrangian submanifold of M˜
in complex structure ζ = 0.
To demonstrate this note that any local section γg of Γg canonically defines a local
U(1)-valued function on M. We denote this function as eiθγg . Upon choosing a local
framing {γjg} for Γg we obtain a set of coordinate functions θγjg on the torus fibers of M.
The total space of the fibration carries a natural symplectic form
〈dZ,dθ〉 := CijdZγig ∧ dθγjg (3.30)
which at ζ = 0 is holomorphic symplectic. Here Cij is inverse to C
ij = 〈γig, γjg〉.
Next, given a local section ν˜ of M˜ we can define a corresponding local section of M
whose coordinates at u ∈ B∗ are given by
eiθγg (u) = e2pii〈ν˜(u),γg〉. (3.31)
This subvariety is clearly Lagrangian with respect to 〈dZ,dθ〉. Moreover it is holomorphic
at ζ = 0. We conclude that the same properties hold for the global multisection ν˜ associ-
ated to S. Moreover, by (3.15) its generating function is W for an appropriate choice of
superpotential.
Thus, we have arrived at the most parsimonious description of the IR data of the surface
defect S: It is a holomorphic Lagrangian multisection of M with generating function W.
Remarks
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1. In the presence of a continuous flavor symmetry group it is natural to consider a
slight twisting of this story, as follows. Since Γ∗f ⊗Z R/(2piZ) is trivially fibered over
B we can define the continuous flavor symmetry group F to be the fiber. We can then
weakly gauge this global symmetry, and consequently define surface defects with flat
connection in the plane transverse to the defect whose holonomy is given by θf ∈ F .
The Aharonov-Bohm phases of test particles transported around such a surface defect
involve the flavor charges of the test particles, which can mix with the gauge charges
under monodromy around paths in B; in consequence, such a surface defect does not
quite correspond to a section of M˜. Instead we should consider a torus fibration
modeled on the full charge lattice Γ, i.e., Γ∗ ⊗Z R/(2piZ). This space sits naturally
in an exact sequence of torus fibrations, fiberwise Pontryagin dual to (3.6),
0→ Γ∗g ⊗Z R/(2piZ)→ Γ∗ ⊗Z R/(2piZ)→ Γ∗f ⊗Z R/(2piZ)→ 0. (3.32)
The inverse image of θf is a twisted version Mθf of M. On Mθf the coordinate
transformations of the angular coordinates on the fiber are affine-linear rather than
linear. A surface defect with flavor monodromy θf gives a multi-section of this twisted
integrable system.
2. In §5 we will associate a hyperholomorphic vector bundle VS → M to a surface
defect S. Roughly speaking, this vector bundle is the mirror dual to ν˜. We discuss
this further in §5.2.3 and Appendix G.
3.4 Surface defect (twisted) chiral rings: periods as superpotentials
In [17] a close relation was conjectured between surface defects with a non-trivial parameter
space C of marginal deformations and Seiberg-Witten-like descriptions of the IR bulk
physics. (Here C is a complex variety, possibly of dimension larger than one.) The basic
idea is that the marginal deformations of the parameters of the surface defect, z → z+ δz,
are associated to twisted chiral operators xˆ, and the vevs x of xˆ define a 1-form λ = x dz
on an n-fold cover Σ of C. Let us stress that the symbol z used here is part of the UV
definition of the surface defect!
The points (xi, z) lying over z ∈ C correspond to the IR vacua of the surface defect
with parameter z. Moreover, the charge lattice Γ should be a subquotient of the homology
lattice H1(Σ,Z) of closed paths in Σ, and the central charge function Zγ should be just
Zγ =
1
pi
∮
γ
λ. (3.33)
So Σ is a (possibly higher-dimensional) analog of the Seiberg-Witten curve, and λ of the
Seiberg-Witten differential. The Coulomb branch B should be a subset of the space of
possible complex structure deformations of the covering Σ of the fixed complex manifold
C. The lattice Γ should be the quotient by the kernel of the map (3.33) of some subset of
the homology lattice closed under all the monodromies around the singular locus of B.
The language developed in this paper is well suited to understand the origin of these
statements. Indeed, in this formalism, we have a lot of information available about the
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effective twisted superpotential; we have [17]
x = pi∂zW. (3.34)
We can use this to compute the difference (∆W)ij between two IR vacua of the surface
defect, i = (xi, z) and j = (xj , z). According to (3.34), we should just integrate the SW
differential λ = x dz along an open path γij on the SW curve from (xi, z) to (xj , z):
(∆W)ij = 1
pi
∫
γij
λ. (3.35)
It is immediately clear that this formula has an ambiguity, namely, different choices of the
path γij give different (∆W)ij . The difference is a period of λ along some closed path γ in
Σ. Thus we should really use the notation (∆W)γij .
We propose to identify the superpotential differences (∆W)γij with the Zγij controlling
BPS solitons between vacua i and j. In particular we provisionally identify the set Γij of
soliton charges with the set of possible paths γij (considered modulo boundaries of 2-chains
on Σ). The fact that we can shift an open path by adding a closed path means that Γij
has a natural action of Γ. This action corresponds to adding a gauge charge to the soliton
charge; the annoying ambiguity of ∆W is thus identified with the important fact that the
solitons carry gauge charges!
More precisely, to be consistent with our general discussion we require that Γij should
be a torsor for the 4d gauge charge lattice Γ, i.e. any two paths in Γij should be related
by adding an element of Γ. Since Γ is not quite the same as the full H1(Σ,Z), this implies
that Γij should not consist of all paths from xi to xj , but only some subset of paths closed
under all the monodromies around the singular locus of B.
Our discussion has a natural extension: we can consider two different surface defects
S and S′, labeled by parameters z and z′. If they are joined (in physical space) by an
interface then it makes sense to discuss the difference of their superpotentials. This will
be given by (∆W)γij′ = 1pi
∫
γij′
λ where γij′ is a path connecting (xi, z) to (xj′ , z
′). The
integral only depends on the relative homology class (with fixed endpoints) defined by γij′
and, as in the above discussion the allowed set of homology classes will form a Γ-torsor
Γij′ . For further discussion see §4.
Example 3.4. Consider the case where C and Σ are Riemann surfaces. A typical
example of a singularity in B∗ arises from the presence of a single light hypermultiplet,
whose charge is represented by a vanishing cycle γ˜ in Σ. The monodromy of the local
system Γ around this singularity is of the Lefschetz type, γ → γ + 〈γ˜, γ〉γ˜. Let us now
derive the monodromy of Γij . The torsor Γij is represented by elements of a relative
homology group, paths on Σ which end on the preimages of z. These paths have a well
defined intersection pairing with elements of another homology group H1(Σ−pi−1{z},Z). In
the region of B∗ sufficiently close to the singularity, we can lift uniquely γ˜ to a well defined
element γ˜′ of this enlarged homology group: γ˜′ is the representative of the vanishing cycle
which can shrink at the singular locus without crossing the preimages of z. Then the
monodromy will be given by the same formula
γij → γij + 〈γ˜′, γij〉γ˜. (3.36)
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Another generic type of singularity arises when z hits a branch point of the covering
Σ→ C. Monodromy around a branch point which exchanges two sheets i and j will result
in a monodromy exchanging the torsors Γik and Γjk. More precisely, if we denote as γ
0
ij the
path in Γij which goes from (xi, z) to (xj , z) through the branch point (this path is unique
in a neighborhood of the singular locus), then we have monodromies γjk → γ0ij + γjk and
γik → −γ0ij + γik, and of course γji → γ0ij + γji + γ0ij and γij → −γ0ij + γij − γ0ij .21 This is
the monodromy expected around a locus where a single 2d particle of charge γ0ij becomes
massless: it is the unique reflection which sends γ0ij → −γ0ij .
3.4.1 A potential anomaly
We would like to define the superpotentialWi in a given vacuum, rather than the differences
(∆W)ij . In general it might not be possible to find suitable superpotentials Wi for both
mathematical and physical reasons. In this section we indicate some of the possible reasons
for such obstructions.
The first potential problem is that it might be impossible to find an appropriate local
system of torsors Γi over BC∗. (Here BC∗ is B ×C with certain divisors removed, namely
Bsing×C and the branch locus of the covering Σ→ C.) We are trying to solve a cohomology
problem by splitting Γij = Γi − Γj where Γi are Γ-torsors. (We consider all three terms
concretely as subsets of Γ⊗ R rather than just abstract torsors.) In general, there can be
an obstruction to this splitting.22
Even when torsors Γi can be found, we must then also define a suitable extension of Z
from Hom(Γij ,C) to Hom(Γi,C). Concretely, we must find Zγi so that Zγij = Zγi − Zγj ,
when γij = γi − γj , Zγi have monodromy shifts only around the singularities in BC∗ (and
in no other places), and these shifts are by Zγ , γ ∈ Γ.
Even if such candidate superpotentials Zγi can be found, we should then worry about
possible non-uniqueness. For example, given one solution one could shift Zγi → Zγi +W
whereW has suitable monodromies. (For example, this might be possible if the theory has
a surface defect with a single vacuum.) Indeed, in a given physical situation we might wish
to put further conditions on the Zγi , including properties under the deck transformations
permuting the vacua or on the asymptotic behavior in weak coupling limits. We expect
that in a physical problem the Zγi , if they exist, should be unique, up to trivial redefinitions
such as shifts by constants.
We will see explicit examples in §3.4.3 and §7 below where suitable collections of
superpotentials Zγi in fact do not exist.
In order to illustrate what can go wrong, still working in rather general terms, let us
consider fibrations Σ with the special property that the sum of λ over the sheets above any
point z is zero. (This makes sense for a finite covering and in particular it turns out to be
21Note that it would be wrong to “simplify” γ0ij + γji + γ
0
ij to γji + 2γ
0
ij . The latter makes no sense!
22The precise obstruction lies in H2(B∗,Γ). To see this we begin with local splittings Γij = Γi − Γj .
Starting from splittings over each patch of B∗, one can always glue together over the intersections of two
patches Uαβ . However at the intersection of three patches Uαβγ the composition of the three gluing maps
is in general an automorphism of a local splitting over the triple overlap. But the automorphisms of the
splitting are just given by shifts γi → γi + γ. This defines a Cˇech 2-cocycle valued in Γ.
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true of the examples in §7, obtained from six-dimensional engineering.) Now, choose some
set of local sections γij′ ∈ Γij′ and γij ∈ Γij such that γij + γjk = γik and γij + γjk′ = γik′ .
Then one could consider the sum
Z˜i =
1
n
n∑
j′=1
Zγij′ . (3.37)
Notice that ∂z′Z˜i = 0, so Z˜i really depends only on z. Furthermore,
Z˜i − Z˜k = 1
n
n∑
j′=1
(
Zγij′ − Zγkj′
)
= Zγik . (3.38)
It is tempting to use the Z˜i to define Zγi , as follows. First we embed Γij in Γ ⊗ R.
Then, after choosing representatives γij ∈ Γij such that γij + γjk = γik, we define
Γi =
 1
n
n∑
j=1
γij
+ Γ. (3.39)
This satisfies Γik = Γi − Γk as desired. Then we define Zγi by linearity.
Unfortunately, there is a problem with this definition. Suppose we change γij →
γij + γ˜
(ij) where γ˜(ij) ∈ Γ. Then Γi shifts by
1
n
∑
j
γ˜(ij) (3.40)
which is only guaranteed to live in 1nΓ. Unless a set of γij exists for which the monodromies
around loops in B∗ only act by shifts in Γ, this naive proposal will run into trouble. As
we indicate in §§3.4.3 and 7, there are indeed examples where the proposal fails: Shift
happens.
While the above attempt failed to produce a suitable torsor Γi, the problem is “only”
that there is a shift by a fractional charge in Γ. Locally we could embed Γi in Γ ⊗ R
and then take the smallest subset closed under monodromy to produce a discrete covering
space of BC∗. Thus, in some sense, the Γi exist, and we can call these Γi twisted torsors.
We will indicate in §3.6 how surface defects with such twisted torsors of charges can be
made nonanomalous by gauging finite flavor symmetry groups. This is reassuring since the
choice (3.37) is very natural in the An theories of class S, considered in §7.
3.4.2 Example: The GW surface defect in pure SU(2) gauge theory
In this section we consider in detail an example of the general type discussed above. Further
discussion of this example can be found in §§7 and 8.
The pure SU(2) gauge theory coupled to a GW surface defect was studied in [17]. The
infrared theory is controlled by two order parameters: a bulk vev u = 〈12Tr Φ2〉 and the
vev of a twisted chiral operator x = 〈 12iΦU(1)〉. Classically, in the vacuum we will have
x2 = −2u. The quantum-corrected chiral ring relation is conjectured [17] to become
x2 = Λ2et − 2u+ Λ2e−t. (3.41)
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We caution the reader about some potential notational confusions: We stress that t is a
parameter defined in the UV, and should not be confused with the IR GW parameter of
(3.15), which will be denoted tIR in this subsection. In certain regimes, explained below,
t can be identified with a UV GW parameter normalized such that t = 2piituv, when
compared with (3.2). Moreover, t in this subsection is denoted z above, but because of its
dual interpretation as a 2d instanton amplitude we prefer to use t.
We take C to be a cylinder, identified as the quotient of the complex t-plane by
translation by 2piiZ. Physically, the cylinder C is the one used in Witten’s M-theory
construction of the SW model of [43], where t = x6 + ix10. We will use the fundamental
domain −pi < Im t ≤ pi to illustrate C, as in Figure 4.
Equation (3.41) should be identified with the defining equation of the Seiberg-Witten
curve of the 4d theory, thus identifying Σ in the above discussion with that ramified covering
of C. Likewise, λ as described above becomes identified with the Seiberg-Witten differential
λ = x dt. At fixed u there are four branch points of the covering λ → t. Two are at
Re t→ ±∞. There are also branch points where x = 0, i.e. for t such that
Λ2 cosh t = u. (3.42)
There will only be two distinct branch points in C which we denote t±(u). Representing C
by its fundamental domain we take t+(u) to be the solution with positive real part, when
that real part is nonzero. Note that t−(u) = −t+(u). For generic u the Seiberg-Witten
curve Σ is a twice-punctured torus. The two punctures are the preimages of the branch
points at Re(t) = ±∞. As a function of u, the two branch points coincide when u = ±Λ2.
These are the monopole and dyon points in the u-plane, B, and we define B∗ to be the
complex u-plane with ±Λ2 removed.
Figure 4: The Riemann surface C, together with a basis of cycles generating Γu, for u in the weak
coupling domain. We choose a square root x ∼ √−2u on the complement of the cuts. Paths on
this sheet are drawn with solid lines while the paths on the sheet with x ∼ −√−2u are drawn with
dashed lines. Wiggly orange lines denote branch cuts emanating from the branch points t±.
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Figure 5: The u-plane for SU(2) Seiberg-Witten theory. The paths P±Λ2 are based at u in the
weak-coupling regime. Define P∞ as the path u → e2piiu. It is homotopic to the path given by
traversing first P−Λ2 and then PΛ2 .
Let us first review the (very well known) structure of the local system Γ → B∗ in
this presentation. Recall that, physically, Γ is the set of IR charges ΓL associated to a
maximally local set of line defects in the theory. As described in [3] there are three choices
for Γ depending on which set of mutually local line defects we choose to incorporate. We
take the theory with gauge group SU(2). In this case Γ = H1(Σ¯;Z), where Σ¯ is the torus
with no punctures. As we have noted there are two singular points u± = ±Λ2 in B and
we can describe Γ by giving the monodromy around the paths P±Λ2 shown in Figure 5. It
will be convenient to choose a basis of the fiber of Γ over a point u in the weak coupling
region |u|  |Λ2|. Therefore, we choose a system of cuts for the covering Σ → C as in
Figure 4. We then choose a cycle γe to be given by taking a path in Σ whose image on C
is t(s) = (t0 + 2piis) mod 2piiZ, 0 ≤ s ≤ 1, where t0 is a point with |Λ2 cosh t0|  |u|. Note
that γe remains on one of the two sheets of the cover and is not (anti)invariant under the
deck transformation of the cover. See Figure 4. However, the image of γe in H1(Σ¯;Z) is
anti-invariant. We next choose a cycle γm on Σ whose image on C is a path circling around
the two branch points, as in Figure 4. Note that 〈γe, γm〉 = 1. These cycles generate the
lattice Γ at u. Physically the cycle γm corresponds to a magnetic monopole and 2γe = γW
is the charge of the W -boson in the weak-coupling region.
The periods of the cycles γe, γm are:
a :=
1
pi
∮
γe
λ,
aD :=
1
pi
∮
γm
λ.
(3.43)
Extending by linearity we obtain the central charge function Z : H1(Σ;Z) → Z. The
kernel of Z coincides with the kernel of the map H1(Σ;Z) → H1(Σ¯;Z) (this is generated
by the small circles around the two punctures of the torus) so Z descends to an element of
Hom(Γ,C).
– 39 –
It is well known that the monodromy of the periods a, aD around the paths P±Λ2 in
Figure 5 is:
P−Λ2 :
{
a→ a− aD,
aD → aD.
(3.44)
PΛ2 :
{
a→ 3a− aD,
aD → 4a− aD.
(3.45)
It will be useful for what follows to have weak coupling expressions for these periods.
Since |Λ2 cosh t0|  |u|, we easily estimate
Zγe =
1
pi
∮
γe
λ ≈ 2i√−2u. (3.46)
For the other period note that at weak coupling the two branch points are approximately
t±(u) ≈ ± log 2u
Λ2
(3.47)
and hence
Zγm = −
2
pi
∫ t+
t−
√
2Λ2 cosh t′ − 2u dt′ ≈ − 4
pi
√−2u log 2u
Λ2
(3.48)
up to instanton corrections. From (3.46) and (3.48) we easily check that the monodromy
under P∞, given by u→ e2piiu for |u|  |Λ2|, is a→ −a and aD → 4a−aD. One can check
that this is indeed the composition of the transformations around P−Λ2 and then PΛ2 .
Now let us add a surface defect at a point t0 ∈ C. For definiteness, we will choose
Re(t0) large and positive. We will focus on two physically distinct regimes for the physics
in the u-plane. The first regime is defined by |Λ2 cosh t0|  |u| and |Λ2|  |u|. We call
this the semiclassical GW regime, because in this regime the 4d theory is weakly coupled
and the surface defect is well-described as a Gukov-Witten defect with UV GW parameter
t0. The second regime is defined by |Λ2|  |u|  |Λ2 cosh t0|. In this regime the first
term in the twisted chiral ring will become important, while the third term will remain
subdominant. In this intermediate region, the twisted chiral ring is well approximated by
x2 = Λ2et − 2u (3.49)
which can be identified with the twisted chiral ring of a (2, 2) CP1 sigma model, with twisted
mass parameter for the SU(2) flavor symmetry m2 = 8u. Indeed the surface defect is more
usefully described in this second regime as the (2, 2) CP1 sigma model weakly coupled
to the bulk fields. The 2d dynamics become strongly coupled when the first term in the
twisted chiral ring relation dominates over the second. Therefore, we will call this second
regime the weakly coupled sigma model regime. Of course there is also a corresponding
weakly coupled sigma model regime when t0 has large negative real part, since the chiral
ring has t→ −t symmetry.
In the semiclassical GW regime it follows from (3.41) that we can write x as a double
expansion
x = ±√−2u ·
∑
n≥0
∞∑
p=−n
cn,p
(
Λ4
u2
)n(
Λ2
u
et0
)p
, (3.50)
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Physically, the two expansion factors are interpreted as 4d and 2d instanton effects. The
expansion breaks down when t0 is near a branch point, i.e. near a zero of x. As we will
explain in §7 this is due to the existence of light BPS states, modeled on paths running
from t0 to a branch point. Therefore, there will be a singularity in the physics along the
divisor (3.42). In particular, if we fix t0 there is a singularity in B at u = u0 defined by
u0 = Λ
2 cosh t0 (3.51)
where the branch point t+ collides with t0. As in our general discussion above, we will
henceforth redefine B∗ to be the complex u-plane with ±Λ2 and u0 removed.
Figure 6: When u = ugw is in the semiclassical GW regime we can define open paths γ
+
12 and γ
−
12
on Σ, which belong to the fiber of Γ12 above ugw.
Figure 7: Paths in the u-plane defining the monodromy action on the fiber of Γ12 above a point
u = ugw in the semiclassical GW regime.
We now construct the torsors Γij → BC∗ where BC∗ is B × C with the divisors
{(±Λ2, t)} and (3.42) removed. Since Σ→ C is two-sheeted there will only be Γ12 and its
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negative Γ21. We will fix t0 ∈ C with large positive real part as above and just describe
the torsor over the u-plane B∗ at fixed t0. As we just explained physically, there are then
three singular points: u± = ±Λ2 and u0 defined in (3.51). The vacua over t0, defined by
x± = ±
√
2(u0 − u), get permuted if u follows the path Pu0 around u0 shown in Figure 7,
and hence the covering BS → B is ramified at u = u0 and u =∞.
Now, to construct Γ12 explicitly we first consider the fiber above u = ugw in the
semiclassical GW regime, where we can define two natural elements γ+12 and γ
−
12 of Γ12
which correspond to open paths on Σ whose projection to C goes from t0 to the respective
branch point t± and back as shown in Figure 6. The difference is clearly γ+12 − γ−12 = γm.
We then have, up to instanton corrections,
Zγ+12
=
2
pi
∫ t0
t+
xdt′ ≈ 2
√−2u
pi
(t0 − t+) = at0
ipi
+
1
2
aD,
Zγ−12
=
2
pi
∫ t0
t−
xdt′ ≈ 2
√−2u
pi
(t0 − t−) = at0
ipi
− 1
2
aD.
(3.52)
From these equations it is easy to compute that the monodromy around the path P∞
shown in Figure 7 shifts Zγ±12
→ ±2a− Zγ±12 .
Now let us consider the monodromy around the path P0 in Figure 7. In order to
compute the monodromy of Zγ+12
it is actually easier to fix u = u0 and displace t→ t0 + δt
and let the phase of δt increase from 0 to 2pi. Since we are computing monodromy around
a single divisor (3.42) in B × C the result will be the same as holding t = t0 and letting u
run around P0. When u = u0 and δt is small, we have
x2 = 2(Λ2 cosh(t0 + δt)− u0) ≈ (2Λ2 sinh t0)δt (3.53)
and hence Zγ+12
∼ (δt)3/2. It follows that the monodromy around this locus sends Zγ+12 →−Zγ+12 .
We are now ready to discuss the full local system above the u plane. We have given a
basis for the fiber of Γ12 over ugw together with the monodromy around P0 and P∞, shown
in Figure 7. Around P∞ we have a→ −a, aD → 4a− aD, Zγ±12 → ±2a− Zγ±12 and aroundPu0 we have the Zγ+12 → −Zγ+12 while a, aD are unchanged. Note that it follows that around
the composition PΛ2P−Λ2 we have
Zγ+12
→ 2a+ Zγ+12 . (3.54)
In order to compute the monodromy around P±Λ2 separately we instead move our
fiber of Γ12 to sit over u = uσ in the sigma-model regime, where Λ
2  |uσ|  |u0|.
(To be precise, we transport along the path Pgw,σ shown in Figure 9.) The cuts for the
cover Σ → C are now shown in Figure 8. It is useful to consider a third element γ12 in
the fiber of Γ12 over uσ. It corresponds to the open path on Σ whose projection to C is
t(s) = (t0 + 2piis) mod 2piiZ, 0 ≤ s ≤ 1. The crucial point is that this element has no
monodromy in the region |uσ|  |u0|, because the branch points always stay away from
this path. Thus γ12 is invariant under transport around either of P±Λ2 . (As a simple check,
let us show that it is invariant around PΛ2P−Λ2 . To do this first note that γ12 − γ+12 is
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Figure 8: When u = uσ is in the semiclassical sigma model regime, we define an open path γ12 on
Σ, which gives a useful element in the fiber of Γ12 above uσ.
Figure 9: Paths in the u-plane defining the monodromy for Γ12, acting on the fiber over u = uσ
in the semiclassical sigma model regime.
simply γe; see Figure 8. Next, recall that we have (3.54) around the composition PΛ2P−Λ2
and a→ −a around this path, so Zγ12 = Zγe +Zγ+12 = a+Zγ+12 remains invariant.) On the
other hand, around Pu0 we have γ12 → 2γe − γ12. This completes our explicit description
of the local system Γ12.
We are now ready to construct the local systems Γ1,Γ2 of Γ-torsors. Note that if we
define
Zγ1 = −Zγ2 =
1
2
Zγ12 =
1
2
Zγ+12
+
a
2
(3.55)
then Zγi really do shift by elements Zγ for γ ∈ Γ for all closed curves in B∗, thanks to
the factor of 2 in the monodromy γ12 → 2γe − γ12 around Pu0 . Thus, in this example, the
potential anomaly raised in §3.4.1 does not occur.
Now, with proper superpotentials in hand, we can fill in a gap in the above discussion
and explain the phrase “semi-classical GW regime.” The reason is that we can use the
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weak coupling expressions to show that the IR GW parameter is
tIR =
∂Zγ1
∂a
≈ t
2pii
+
1
4
τ +
1
2
. (3.56)
Since the theory is weakly coupled we can identify t itself with a GW parameter.
3.4.3 An example of the anomaly
One class of theories, discussed further in §§7 and 8, are the so-called Argyres-Douglas
(“AD”) theories of type N . Here C = C and the chiral ring/SW equation is of the form:
λ2 = PN (z)(dz)
2. (3.57)
The parameter t of §3.4.2 is here restored to z ∈ C, and PN (z) is a polynomial of degree
N . See [2] for background material. Crucial points for our discussion here are that when
N is odd there are branch points at the N roots of PN together with a branch point at
z =∞, but when N is even, z =∞ is not a branch point. Related to this, the local system
Γ has a one-dimensional flavor lattice when N is even, but no flavor lattice when N is odd.
We claim that for N odd it is possible to construct Γ-torsors Γi compatible with the
Z2 deck transformation so that Γ12 = Γ1 − Γ2, but for N even this is not possible. Thus,
the potential anomaly of §3.4.1 is realized when N is even. By “compatible” we mean the
following. Since the chiral ring x2 = PN (z) has a Z2 symmetry exchanging the sheets it is
natural to invoke the physical principle that there should be symmetry under permutation
of the two vacua so that Z−γ1 should have the same monodromy as Zγ2 in the splitting
Zγ12 = Zγ1 − Zγ2 . But Zγ1 − Z−γ1 shifts by even elements of Γ, and hence so must Zγ12 .
In order to justify this claim let us briefly discuss the case N = 3 in a way which will
generalize to all odd N . The construction is very closely analogous to the example of §3.4.2
above. In this case we may parameterize
P3(z) = z
3 − 3Λ2z + u. (3.58)
Λ is a non-normalizable parameter and B is the complex u-plane. We can choose cuts in
the z-plane going from each of the three roots of P3 to z = ∞. The local system Γ → B∗
has monodromy around u = ±2Λ2 (where a pair of roots collide) and is of rank 2.
Now we add a surface defect at a point z0 ∈ C. We assume that |z0| is very large.
There is then one new singular point in the u-plane, at u0 such that z
3
0 − 3Λ2z0 + u0 = 0.
The analog here of the weakly coupled σ-model regime is
|z30 |  |u|  |Λ2|. (3.59)
We can construct a special element γ12 ∈ Γ12|uσ , where uσ is in the weakly coupled σ-model
regime, by choosing a path in C beginning and ending at z0 and circling around all three
branch points. Since it has crossed an odd number of cuts it lifts to an open path in Σ
joining the vacuum λ0 to −λ0. As in the SU(2) example, this element has no monodromy
around all the paths in B∗ based at uσ which wind around zeros of the discriminant of P3
(namely u = ±2Λ2 ). It does have monodromy around the path Pu0 based at uσ which
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winds once around u0. To compute this monodromy, note that as uσ → u0 (thus leaving
the σ-model regime) some branch point, say z∗(uσ), approaches z0. We can then define an
open path γ∗12 ∈ Γ12|uσ (the analog of γ+12 above) whose image in C begins at z0, runs to z∗
passing through a cut and comes back to z0. Note that Zγ12 = Zγ∗12 + Zγ for some γ ∈ Γ.
On the other hand, by an argument similar to that of the SU(2) example, Zγ∗12 → −Zγ∗12
around Pu0 and hence the only nontrivial monodromy of Zγ12 in B∗ is around Pu0 and
given by Zγ12 → 2Zγ − Zγ12 . We can therefore define Zγ1 = −Zγ2 = 12Zγ12 , and these
periods will have monodromy shifts by proper periods associated to Γ.
The above construction generalizes to AD theories with odd N . On the other hand,
when N is even the situation is very different. Consider, for example, the first nontrivial
case, N = 4, with
P4(z) = z
4 + 4Λ2z2 + 2mz + u. (3.60)
Here Λ,m are fixed nonnormalizable parameters and B is again the complex u-plane. There
are four branch points in C given by the roots of P4(z). The local system Γ has rank 3 with
a one-dimensional flavor sublattice and Γ→ B∗ has monodromy around the three roots of
the disciminant of P4. When we add a surface defect at z0 ∈ C there is a fourth singularity
in the u-plane at u0 such that P4(z0) = 0. Now, if u = uσ is in the weakly coupled sigma
model regime
|z40 |  |u|  |Λ2|, |m| (3.61)
we cannot define the analog of the cycle γ12 ∈ Γ12|uσ since it will cross an even number
of cuts and hence will not connect the two sheets above z0. If, instead, we choose any
other path γ˜12 ∈ Γ12|uσ surrounding an odd number of branch points, then that path will
pass through a cut joining two branch points. Therefore, there will be a singularity in B
where those two branch points collide. The monodromy of γ˜12 around such a point will
be γ˜12 → γ˜12 + γv where γv is the vanishing cycle associated with the colliding branch
points. Therefore, if we attempt to introduce Zγ1 = −Zγ2 = 12Zγ˜12 then γ1, γ2 will have
half-integral monodromy γ1 → γ1 + 12γv. Thus our attempt has failed. Now, suppose there
were some splitting Zγ12 = Zγ1−Zγ2 where Zγ1 , Zγ2 have proper integral monodromy. Then
−Zγ1 = Z−γ1 would have proper monodromy, and Zγ1 − Z−γ1 would have monodromy of
the type we have just proven cannot exist. Therefore, for N = 4 AD theories there is no
splitting Γ12 = Γ1 − Γ2 which respects the symmetry between the sheets. The argument
we have just given extends to all even values of N .
To use the language of §3.4.1 above, when N is even we can construct Γi as twisted
torsors. The three examples we have just discussed are examples drawn from a class of
theories described in §7 known as A1 theories. As we discuss in §7 the A1 theories with
regular singular points all exhibit the anomaly we have discussed. Theories with irregular
singular points are limits of those with regular singular points. In such limits particles can
decouple and the nature of flavor symmetries can change. It can be shown that theories
with odd irregular singular points (such as AD N odd and SU(2), Nf = 0) have a natural
candidate for the analog of the cycle γ+12 used above and do not exhibit the anomaly.
Other theories with only even irregular singular points, such as AD theories with N even
still exhibit the anomaly.
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3.5 BPS degeneracies and wall-crossing
Now that we have given a physical description of the lattices Γ, torsors Γi, Γij and central
charges Z which appear in the wall-crossing formula, we can move to the main actors, Ω,
µ and ω.
First, recall that in the 4d wall-crossing formula the integers Ω(γ) are interpreted as
degeneracies of 4d BPS particles [1]. This is their interpretation in the 2d-4d wall-crossing
formula as well.
The integers µ(γij) in the 2d-4d wall-crossing formula are a natural generalization of
the index µij in the 2d case [20]. µ(γij) is the degeneracy of 2d BPS solitons between
vacuum i and vacuum j of the surface defect, carrying total charge γij . Using the notation
of Appendix A it can be written:
µ(γij) := TrH˜BPSγij
eipiF e−βH . (3.62)
Here H˜BPSγij is the space of BPS states with center-of-mass degrees of freedom removed,
while F is some u(1)V charge. An important point is that there is a choice of u(1)V
generator F . One natural choice is F = so(12), but there is some ambiguity in picking
the overall fermion number when removing the center of mass degrees of freedom. We will
take the µ(γij) to be integral although e
ipiF acting on the full Hilbert space Hγij need not
be ±1. It is standard in the 2d literature to choose F so that µ(γij) = −µ(−γij). The
ambiguity in F will be relevant in §5.
The affine-linear functions ω(γ, ·) require more discussion. Roughly we want to inter-
pret ω(γ, γi) as the number of 2d BPS particles in vacuum i, carrying gauge charge γ. If
this were literally the case, then ω(γ, γi) would actually depend only on i, not on the choice
of a particular γi. The reason for the dependence on γi is a rather subtle difficulty. In
addition to 1-particle states with charge γ localized near the surface defect, the theory also
contains 1-particle “4d” states with charge γ. When decomposed in terms of the unbroken
2d Poincare symmetry these states give a continuum of representations: The momentum
in the transverse space to the surface defect is an internal quantum number and hence the
representation of the little group has no gap from the BPS bound. The representation at
the bottom of this continuum is the same one where a genuine 2d particle would be found.
It is therefore difficult to disentangle the 2d and 4d spectra.
To get a bit more insight, let us focus on a region of parameter space containing a point
where a specific Zγe → 0. At this point the Lagrangian we have been discussing until now
— which includes only the abelian gauge fields and their superpartners — breaks down.
One gets a better description near this point by including fields describing the light BPS
particles with charge γe; the singularity of the original theory would then be reproduced by
integrating those fields out. What kind of new fields do we need to add? Light 4d particles
should be represented by hypermultiplets; light 2d particles should be represented by 2d
chiral multiplets.
The effect of integrating out the light hypermultiplets is very well known: A simple
1-loop computation leads to a correction to the prepotential which creates logarithmic
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divergences in the central charges:
Zγ =
i
2pi
Ω(γe)〈γ, γe〉Zγe log(Zγe) + Regular (3.63)
This logarithmic behavior implies the well-known Picard-Lefschetz-like monodromy: as
Zγe goes around 0 we have γ → γ + Ω(γe)〈γ, γe〉γe.
It turns out that the effect of integrating out a light 2d particle leads to a correction very
similar to (3.63). Indeed, we can invoke the computation of Witten in the two-dimensional
gauged linear sigma model (see [30], eq. (3.9) et. seq. and also [31]) to conclude that
integrating out n two-dimensional chiral multiplets of four-dimensional charge γe induces
a singular term in the two-dimensional superpotential :
W = i
2pi
nZγe logZγe + Regular. (3.64)
For later reference (in §6.2 below) it will be useful to recall briefly the argument for
(3.64). The twisted chiral superfield is (A.4) Υ = a+ · · ·+ϑ+ϑ−(F03 +i(D12−F12)), where
Zγe = qa vanishes at a = 0 and the n chiral multiplets Xi, i = 1, . . . , n have U(1) charge q
and hence have Lagrangian∫
dx0dx3
∫
d4ϑX¯ie
qVXi = −
∫
|DXi|2 + (m2 + q(D12 − F12))|Xi|2 + · · · (3.65)
where m2 = q2|a|2 and we have only written the terms relevant to our computation.
Integrating out the chiral superfields induces a one-loop determinant
exp
(−n log det[−D∗D +m2 + q(D12 − F12)])
which when expanded in the auxiliary field gives a coupling∫
dx0dx3(D12 − F12)nq
∫
d2k
(2pi)2
1
k2 +m2
+ · · · (3.66)
Supersymmetry now determines the rest. Comparison with the last term in (3.17) reveals
that we have induced a Gukov-Witten parameter
(Imτ)α = −nq
∫
d2k
(2pi)2
1
k2 + q2|a|2 =
nq
4pi
log
|a|2
|Λ|2 (3.67)
where Λ is a UV cutoff, necessary in this IR free gauge theory. On the other hand, a simple
computation shows that such an α corresponds to
W = nq i
2pi
(
a log
a
Λ
− a
)
(3.68)
thus establishing (3.64).
The above one-loop effect leads to the monodromy of the superpotential discussed in
equation (3.21), and hence, as explained there, if we wish to extend the period function
and define W = Zγ0i then γ0i must shift by γ0i → γ0i + nγe under one turn around a = 0.
In other words, the presence of light 2d particles leads to affine-linear monodromies of the
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torsor Γi. In particular, we cannot hope to find a single γ
0
i which makes sense globally: we
will always have to make do with local descriptions, related to one another by shifts.
Moreover, more general paths in moduli space force us to consider more general mon-
odromies, γ0i → γi = γ0i + γ for more general charges γ. In this case we have an effective
superpotential Zγi = Zγ0i
+ Zγ which, by (3.63), is just:
Zγi =
i
2pi
(n+ Ω(γe)〈γi − γ0i , γe〉)Zγe logZγe + Regular. (3.69)
Now, there is clearly something odd about this formula since it involves a the choice of
a specific γ0i ∈ Γi, which we used in writing our effective Lagrangian. What would have
happened if we had made a different choice, say replacing γ0i by γ
0
i +γ˜? Perhaps surprisingly,
from (3.69) we see that this change must be compensated by a change of n to n+Ω(γe)〈γe, γ˜〉
— so a rather innocuous-looking shift of the effective superpotential also requires a change
in the number of 2d chiral multiplets! Thus, the number of chiral multiplets depends on
the flux and we should write n(γ0i ). The most meaningful and invariant quantity we can
extract from our considerations is the coefficient n(γ0i )+Ω(γ
e)〈γi−γ0i , γe〉. which appeared
in (3.69), giving the physical effect of integrating out both 2d and 4d particles of charge γe.
We propose to identify this with ω(γe, γi). In other words, if u is near a locus in B where
some Zγ → 0, we define ω(γ, γi;u) in terms of the contribution from particles of charge γ
to Zγi ,
Zγi =
i
2pi
ω(γ, γi;u)Zγ logZγ + Regular. (3.70)
Then the values of ω(γ, γi;u) at other vacua will be determined by wall-crossing. Note that
ω(−γ, γi;u) = −ω(γ, γi;u).
Example: Let us return to Example 3.4 above. We discussed there the example of
a singularity in B∗ which arises from the presence of a single light hypermultiplet whose
charge is represented by a vanishing cycle γ˜ in Σ. From the monodromy of Γij , equation
(3.36) we recognize immediately ω(γ˜, γij) = 〈γ˜′, γij〉 in the neighbourhood of the singular
locus. Similarly, a lot of simple wall-crossing examples can be derived from these state-
ments, by simply considering a locus where z comes close to two branch points. See §7 for
several examples along these lines.
Remark: The reader might well be distressed by the absence of a clear definition of
ω(γ, γi). Fortunately, the only quantities that really enter the 2d-4d wall-crossing formula
are the differences ω(γ, γij′). These do have a clear definition as a trace in a Hilbert space,
which will be detailed in the next section 4. These will also be the quantities which we will
have direct control on in our examples.
3.6 Cancellation of surface defect global anomalies by gauging flavor symme-
tries
In §3.4 we found that surface defects in 2d-4d systems potentially have global anomalies,
and in §§3.4.1 and 3.4.2 we mentioned that there are simple examples which illustrate such
anomalies. In this section we demonstrate in somewhat general terms how such anomalies
can sometimes be cancelled by gauging an appropriate subgroup of the flavor group. (Such
a subgroup might or might not exist in any given theory.)
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First, let us put the problem we are trying to solve in the proper context:
We are used to thinking about the spectrum of zero-dimensional defects, or local
operators, as an integral part of what a theory is, maybe as part of the very definition
of the theory. We also think of the spectrum of one-dimensional defects, or line defects,
this way, although this often involves a small refinement of our notion of “theory.” For
example, in four dimensions, there is typically a discrete choice of which class of line defects
to allow: in, say, a gauge theory with Lie algebra su(N), the fundamental Wilson loop and
fundamental ’t Hooft loop cannot appear simultaneously in correlation functions, because
they would not be mutually local. The choice of which line defects to allow is part of the
proper definition of the theory and involves, for example, a choice of the actual compact
gauge group. For example, no theory with gauge algebra su(N) can contain both the
fundamental Wilson loop and the fundamental ’t Hooft loop because they are mutually
nonlocal. The fundamental Wilson loop is allowed if the gauge group is SU(N) while the
fundamental ’t Hooft loop is allowed if the gauge group is PSU(N). By contrast, we think
of a surface defect not as a part of the theory, but rather as a modification of the theory.
The spectrum of possible surface defects might be as intricate as the set of all possible 2d
theories, or even more so.
In four dimensions, considering surface defects together with local operators might
lead to problems with locality: transporting a local operator around a surface defect might
induce some unwanted monodromy phases. As we usually consider the set of local operators
as a given, we would normally just not allow such surface defects. In §7 we will encounter
situations, though, where these surface defects (namely, the canonical surface defects Sz)
are too important simply to be thrown away, so it is the local operators which have to
give. We will therefore change the theory to accomodate these surface defects. The idea is
as follows. The effect of the monodromy around a surface defect must be some symmetry
of the bulk theory. We will assume that the symmetry transformations associated to the
surface defects we wish to retain lies in a finite abelian group D which is a subgroup of the
group of flavor symmetries. This is indeed what happens to the surface defects Sz studied
in §§7, 8 and 9. As with any finite global symmetry group, we can gauge it. In doing so we
throw away the bothersome local operators, which are no longer gauge invariant. At the
same time we introduce new surface defects corresponding to nontrivial D-bundles in the
space transverse to the surface defect.23
Of course, we do not want to throw away the vanilla BPS states. When the charge
torsors Γi are twisted and have shifts by fractional elements of Γ, the AB phases of test
particles of charges γtestg will not be well-defined. We will also see that by gauging a suitable
finite flavor subgroup this anomaly can in principle be cancelled.
In general the new surface defects are labeled by conjugacy classes of the gauged finite
flavor symmetry group, D, and since we assume it is abelian they will be labeled by ele-
ments of that group. In what follows, one consequence of this gauging will be particularly
important: surface defects which carry nontrivial flavor monodromy cannot have bound-
23In a recent paper the effects of gauging finite global symmetry groups in supergravity theories was
studied [46, 47]. Some of the considerations of that paper are similar to ours. We thank N. Seiberg for
discussions which considerably influenced our thinking on this topic.
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aries. They can, however, have interfaces to other surface defects carrying the same flavor
monodromy. Throughout this paper, we will see that gauging the flavor symmetry has
subtle and entertaining effects on the IR physics of the surface defect.
3.6.1 Flavor holonomies
In this section we assume that there is a finite abelian flavor group D, trivially fibered over
B∗, so that the Pontryagin dual group of characters Dˆ fits in an exact sequence
0→ Dˆ → Γextg → Γg → 0. (3.71)
As usual, this extension is trivial locally but not globally.
A useful example to keep in mind is given by choosing a finite subgroup of the fiber of
Γ∗f ⊗ R/(2piZ). Then there is a projection map from Γf to Dˆ. Applying this map to (3.6)
we find that the action of the discrete flavor group on charged particles is captured by an
extension of local systems of abelian groups (3.71).
What does the exact sequence (3.71) mean? A gauge-invariant state (one whose charge
projects to zero in Γg) could carry some element of Dˆ. There is an ambiguity when we try
to lift this action to non-gauge-invariant states such as BPS particles: in other words, the
discrete flavor charge of a BPS particle is ambiguous. To fix the flavor charges we have to
choose a splitting of (3.71). (This is very similar to the ambiguity we have in assigning
the usual flavor charges to BPS particles, i.e. in splitting the sequence (3.6).) Any two
different splittings differ by an element of Hom(Γg, Dˆ). If we gauge D, then Γextg will be
the new extended group of all gauge charges.
The fiberwise Pontryagin dual of (3.71) is an extension of the algebraic integrable
system M:
0→M→Mext → D → 0. (3.72)
The fiber of Mext has one connected component Md for each element d ∈ D; the identity
component M1 =M, while the other Md are twisted versions of M.
Now we are ready to consider the surface defects which become available after gauging
D. These surface defects carry a flavor monodromy d ∈ D. The Aharonov-Bohm phases of
test particles around such a surface defect give a section of Mext, or more precisely, of its
connected component Md along the lines of (3.31). So globally the IR data of the surface
defect is determined by a complex Lagrangian multi-section of Md.
We can describe the monodromy of Md more explicitly as follows. Pick a splitting
of (3.71) into discrete flavor charges and gauge charges, i.e. decompose charges γextg into
ξ⊕γg, where ξ ∈ Dˆ and γg ∈ Γg. Under monodromy around a loop on the Coulomb branch
B∗, these charges are transformed by
γg →M(γg), (3.73)
ξ → ξ + δξ(γg) (3.74)
where δξ is some homomorphism Γg → Dˆ. Notice that we are using an additive notation
for the characters ξ and δξ. The multiplicative characters are exp 2piiξ, etc.
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Then, we can attempt to define functions θγg onMd analogous to those onM: Choos-
ing a splitting of (3.71) and a corresponding local trivialization of Mext, ξ ⊕ γg defines a
U(1)-valued function ξ(d)eiθγg on Mext. On the other hand, monodromy takes (0⊕ γg) to
δξ(γg)⊕M(γg) and hence δξ deforms the monodromy of the fiber coordinates θγg on Md
from linear to affine-linear:
θγg → θM(γg) + 2pi[δξ(γg)](d). (3.75)
Since [δξ(γg)](d) is linear in both γg and d and since Γg is self-dual with respect to 〈·, ·〉,
we can define a useful quantity δξ(d) ∈ Γg ⊗ R/Z by
[δξ(γg)](d) = exp[2pii〈δξ(d), γg〉]. (3.76)
Now let us explore the consequences for the Gukov-Witten parameters ν associated to
a surface defect with flavor monodromy. If we define a multisection by (3.31) then, after
monodromy around a loop in B∗ we will find
exp[iθM(γg) + 2pii〈δξ(d), γg〉] = exp[2pii〈ν ′, γg〉]. (3.77)
It follows that, if we choose some lift δ̂ξ(d) ∈ Γg ⊗ R then the monodromy of the Gukov-
Witten parameters is of the form
ν ′ = M tr · ν + δ̂ξ(d) + γ (3.78)
for some γ ∈ Γg. Therefore, by (3.15) the superpotential has a shift W →W +Zγ′ (where
we lift γ′ from Γg ⊗ R to Γ⊗ R).
Now, we should stress that the shift by δ̂ξ(d) is not by an element of Γg but rather
by a fractional element of Γg. But such shifts were precisely the sort we found in poten-
tial anomalies in defining the torsors Γi in §3.4.1! This will be the key to the anomaly
cancellation mechanism described in §3.6.2 below.
It is useful to give a concrete example here. Consider a typical example of a singularity
in B∗, which arises from the presence of a single light hypermultiplet, whose charge is γ˜.
The monodromy of the local system Γ is of the Lefschetz type, γ → γ + 〈γ˜, γ〉γ˜. This
is easily generalized to the case with discrete flavor symmetries. The flavor monodromy
will be ξ → ξ + 〈γ˜g, γg〉ξ˜ if the discrete charge of the hypermultiplet is ξ˜. But then
δξ(γg) = 〈γ˜g, γg〉ξ˜ and thus δξ(d) = ξ˜(d)γ˜g. In general ξ˜(d) will be a nontrivial element of
R/Z.
3.6.2 Anomaly cancellation
In the previous section we have learned that by gauging a finite abelian flavor symmetry
we can induce shifts of the GW parameters analogous to those forced on us by the coho-
mological obstruction discussed in §3.4. Therefore, under suitable conditions, gauging a
finite flavor symmetry group can cancel the global anomalies obstructing the existence of
a surface defect associated with a twisted torsor.
For example, consider the situation discussed in equations (3.37) to (3.40). The shift
(3.40) means that AB phases are ill-defined because a monodromy around a loop in BC∗
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changes the AB phase of a test particle by exp[2pii〈 1n
∑n
j=1 γ
(ij), γtestg 〉]. On the other hand,
if we can find a suitable finite flavor subgroup D and an element d such that under the
same monodromy transformation
δ̂ξ(d) = − 1
n
n∑
j=1
γ(ij) mod Γ (3.79)
then the AB phases of BPS test particles in the theory where the flavor group is gauged
will be well-defined. In this case we can form a good theory of the surface defect, even
though the torsor Γi is twisted.
Example 3.6.2. For an example of how we might find a suitable finite flavor group
D in the IR, we return to the theories discussed in §3.4. We will show how to construct
an extension like (3.71) with D ' Zn, which will serve for anomaly cancellation. We begin
with the exact sequence
0→ P(z)→ H1(Σ¯− pi−1{z},Z)→ H1(Σ¯,Z)→ 0. (3.80)
This sequence extends the charge lattice by a free abelian group of rank n,
P(z) =
n⊕
i=1
Pi(z) · Z ' Zn, (3.81)
generated by the homology classes of small circles Pi(z) around the n preimages of z. Now
consider the sublattice Λn ⊂ P(z) given by the kernel of the homomorphism P(z) → Zn
defined by
∑
aiPi(z) 7→
∑
ai modn. We can take a quotient of (3.80) by this lattice and
its image in H1(Σ¯− pi−1{z},Z) to produce
0→ Dˆ → H1(Σ¯− pi−1{z},Z)/Λn → H1(Σ¯,Z)→ 0. (3.82)
where Dˆ := P(z)/Λn ' Zn. The actual charge lattice Γg is not exactly H1(Σ¯,Z) but is
closely related to it as a subquotient. The subgroup Dˆ survives taking this subquotient,
yielding a candidate for (3.71).
Now suppose we choose a system of charges γij ∈ Γij as in §3.4.1. Using this data we
can split gauge charges γextg ∈ H1(Σ¯− pi−1{z},Z)/Λn as ξ ⊕ γg where ξ = [
∑
aiPi] with
n∑
i=1
ai =
n∑
j=1
〈γextg , γij〉 modn. (3.83)
(One can check that the right hand side is indeed independent of i.)
Now let d be a primitive generator of D. Let S be a surface defect with flavor holonomy
d. Then, the flavor contribution to the AB phase of a particle of charge γtestg ∈ H1(Σ¯ −
pi−1{z},Z)/Λn transported around such a defect S will be
ξ(d) = exp
−2pii
n
〈∑
j
γij , γ
test
g
〉 . (3.84)
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Monodromy of the local system Γij around cycles in BC∗ takes γij → γij +γ(ij), and hence
(3.84) satisfies (trivially) the anomaly cancellation condition (3.79).
Remarks:
1. We must stress that we have only given a potential mechanism for anomaly cancel-
lation and we have not given a general proof that the problems of (3.39) can always
be cured by conjecturing an extension of the lattice of gauge charges by characters
for a Zn flavor symmetry. Moreover, it is far from obvious that such tentative finite
flavor charge groups D would always arise from actual symmetries of the bulk UV
4d theory. In §7.4 we explain that for the A1 theories with regular singular points
a suitable UV Z2 flavor symmetry does indeed exist. In addition, one can define a
suitable flavor symmetry for the AD theories with N even.
2. Notice that if the surface defect carries a nontrivial flavor group label the non-integral
monodromies of the Γi imply that the ω(γ, γi) are nonintegral. This is not so strange,
considering that we have twisted boundary conditions around the surface defect for
bulk particles. It is perfectly possible for bulk hypermultiplets with twisted boundary
conditions to contribute to the 2d effective superpotential as a fraction of a 2d chiral
multiplet. It would be nice to compute such contributions explicitly.
4. Line defects, interfaces, framed BPS states, and a spin 2d-4d wall-
crossing formula
4.1 Interfaces
Past experience with the pure 4d wall-crossing formula suggests that a useful way of under-
standing it is to study supersymmetric line defects L [3]. In the 2d-4d context, in addition
to the usual 4d line defects, we want to consider supersymmetric line defects which sit on a
surface defect, dividing it into two pieces — or more generally, supersymmetric interfaces
which have one surface defect S on the left and another surface defect S′ on the right.
The supersymmetric interfaces we consider preserve 2 out of the 4 supercharges pre-
served by the surface defect. In the conventions of [3], they are
Q11 − ζ−1Q¯12˙, Q22 + ζ−1Q¯21˙ (4.1)
where the lower index is a spin index and the upper index is an su(2)R symmetry index.
As in [3], ζ is a phase, but later will be analytically continued to C×, and the interfaces in
general depend on a lift to the universal cover C˜×.
Some simple examples of supersymmetric interfaces on surface defects can be con-
structed directly. For example, suppose we consider a supersymmetric gauge theory with
gauge group G, with a Gukov-Witten-type surface defect S which breaks G to a Levi
subgroup H. Then we can consider a supersymmetric Wilson line in an irreducible rep-
resentation of H (which is not a representation of G). This gives a line defect which is
restricted to lie on S. Another useful machine for producing such interfaces is the “Janus”
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construction: here we allow a twisted F-term coupling on the surface defect to jump at some
point x3, and include an appropriate coupling at the interface to preserve supersymmetry
[17].
In the presence of the interface, the IR physics depends on the choice of a vacuum i
for S and j′ for S′. Having fixed that choice, the Hilbert space is graded by charges lying
in Γij′ = Γi − Γj′ .
4.2 Review of the 4d case: Framed BPS states and halos
Let us recall briefly the case studied in [3]. This is the case where S and S′ are both the
null surface defect. In this case we denoted a line defect of type ζ by Lζ . Often ζ will be
understood and we simply write L. The presence of the line defect modifies the Hilbert
space of (one particle) states which is denoted HL,u, where u ∈ B. Often the u-dependence
will be suppressed in the notation. The Hilbert space HL is graded by a Γ-torsor ΓL
and we write HL = ⊕γ∈ΓLHL,γ . The preserved supersymmetries lead to a BPS bound
E ≥ −Re(Zγ/ζ) in HL,γ and states satisfying this bound are called framed BPS states. We
define a protected spin character for these
Ω(u, Lζ , γ; y) := TrHBPSu,L,ζ,γ (−1)
2J3(−y)2J3 (4.2)
where
J3 := J3 + I3, (4.3)
and I3 is an R-symmetry generator. We will often lighten the notation and just write
Ω(L, γ; y). Specializing to y = −1 defines the framed BPS index Ω(L, γ).
When considered as functions of (u, ζ) the framed indices are piecewise constant but
undergo wall-crossing, just like ordinary BPS degeneracies. The main physical justification
for this is the “halo picture” described in [34, 3, 35, 48, 49]. Near BPS walls, defined for
populated charges γ ∈ Γ by,
Wγ := {(u, ζ) : Zγ/ζ < 0} (4.4)
some of the states in HBPSu,L,ζ,γ can be described as “halo configurations.” They look like
a “core” BPS state of the line defect very weakly bound to some “halo” particles. The
distance between the line defect and the halo particles has a universal form depending only
on the IR data: if γc, γh are the core and halo charges respectively, it is
rh =
〈γc, γh〉
2 Im (Zγh/ζ)
. (4.5)
The bound state exists only when rh > 0, i.e. only on one side of the wall; as we approach
the wall from that side rh → ∞, so this bound state disappears from the framed BPS
spectrum.
The framed BPS states which appear/disappear upon crossing the wall Wγh can be
thought of as states in a Fock space consisting of states containing a core charge and
some number of halo particles of charge γh orbiting around it. Since the halo particles are
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mutually BPS there are many such states, and they can be enumerated with Fock space
combinatorics. In order to describe this more precisely we first introduce a generating
function
F (u, Lζ , {xγ}; y) :=
∑
γ
Ω(u, L, ζ, γ; y)xγ . (4.6)
where xγxγ′ = xγ+γ′ . In order to lighten the notation we will often drop various arguments,
and sometimes simply write this as F (L). Now, one isolates the contributions from a core
charge γc surrounded by halo configurations of particles with charge γh. The Z2-graded
Fock space is built on (Jγc,γh)⊗ H˜BPS(γh;u), where H˜BPS is the space of BPS states with
the center-of-mass degree of freedom factored out. Here (Jγc,γh) is the spin representation
with maximal spin 2J3 = |〈γc, γh〉|. If we decompose
Ω(u, γh;−z) = TrH˜(γh;u)(−z)2J3z2I3 =
∑
m∈Z
am,γhz
m (4.7)
then am ≥ 0 for m even while am ≤ 0 for m odd. There are creation operators A†m′,m,α
with
−|〈γc, γh〉| ≤ m′ ≤ |〈γc, γh〉| (4.8)
while α runs over |am,γh | values for each m. Somewhat counterintuitively, the oscillators
with m even correspond to fermionic oscillators while those with m odd correspond to
bosonic oscillators. The corresponding Fock space factor when a halo is created is thus
(1 + ym+m
′
xγh)
a
m,γh (4.9)
when m is even, and
1
(1− ym+m′xγh)|am,γh |
(4.10)
when m is odd. These factors can be summarized as
(1 + (−1)mym+m′xγh)am,γh . (4.11)
Reference [3] shows that the framed BPS indices (at y = −1) can be described by
replacing xγ by Xγ satisfying the twisted group law XγXγ′ = (−1)〈γ,γ′〉Xγ+γ′ , and making
an L-independent “coordinate” transformation of the Xγ ,
Xγ′ → (1−Xγ)〈γ,γ′〉Ω(γ)Xγ′ . (4.12)
This transformation is nothing but (the inverse of) (2.11)! This is the key observation in
one proof of the 4d wall-crossing formula for the Ω(γ) [3].
If one wants a wall-crossing formula for the full y-dependent framed BPS indices, then
the above generating function must be split up into its contribution from various “core”
charges. The reason for this is that the halo Fock spaces (in particular the range m′ in
(4.8)) depend on the core charge. This leads to somewhat awkward wall-crossing formulae.
– 55 –
However, as explained at length in [3] (see also [35, 49]) one can write an elegant formula
by replacing F by the same expression evaluated on noncommuting variables,
F̂ (u, Lζ , {Xˆγ}; y) :=
∑
γ
Ω(u, L, ζ, γ; y)Xˆγ , (4.13)
where
XˆγXˆγ′ = y
〈γ,γ′〉Xˆγ+γ′ , (4.14)
Again, we will abbreviate this by F̂ (L).
The transformation of F̂ across walls Wγ for populated charges γ can be expressed in
terms of conjugation by products of quantum dilogs evaluated on Xˆγ , where the product
is determined by the data am,γ . See [50, 3] for details.
4.3 Analog in two dimensions
Let us now consider the special case where the four-dimensional theory is null but there
are nontrivial surface defects separated by an interface SLζS′. It is tempting to apply the
approach of §4.2 to try to understand the purely 2d wall-crossing formula as well. We do this
in the present section, although our arguments in this case will be somewhat less rigorous.
Just as in the 4d situation, we can define “framed BPS states” in the Hilbert space of the
theory with a supersymmetric interface Lζ inserted between two surface defects. Then we
describe the wall-crossing of the framed BPS degeneracies.
At least in specific models such as supersymmetric Landau-Ginzburg models, there
is a picture of this wall-crossing which is much like that in the 4d case: there are “halo”
states consisting of a single 2d particle loosely bound to the line defect. Although there
is not a precise formula for this halo radius it can be shown that any reasonable measure
of such a radius has the crucial property that it diverges at walls Wij where Zij/ζ ∈ R−.
See Appendix C. At such walls, halo states appear or disappear from the framed BPS
spectrum.
As in the 4d case, after introducing appropriate generating functions F (L) for the
framed BPS states, this picture leads to a prediction for the transformation of F (L) across
the walls. The transformation is
F (L)→ (1− µijXij)F (L). (4.15)
For 2d particles on the right of the line defect, similarly
F (L)→ F (L) (1 + µijXij) . (4.16)
Note the change of sign between (4.15) and (4.16). We will see later that this is necessary
for the wall-crossing invariance of the algebra of OPEs of line defects.
The transformation (4.15) is precisely (2.2). Starting from this observation, and fol-
lowing again the approach of [3], we get a new way of understanding the 2d wall-crossing
formula.
Our discussion of the “halo states” above invoked facts specific to the Landau-Ginzburg
model. It would be very natural to believe that these states in fact exist in any 2d theory
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and have the same behavior we have described; if so, this would give a real derivation of
the 2d wall-crossing formula using only the halo picture. Unfortunately (and in contrast
to the 4d case) it seems difficult to argue directly that this behavior is a universal feature
depending only on the infrared physics. The difficulty is that we are considering infrared
theories which are massive: the forces between the halo particle and the line defect are
generated by irrelevant operators which are, after all, irrelevant at low energies. In [20]
a full proof of the 2d wall-crossing formula was given, independent of the details of the
theory, but it required the heavier machinery of tt∗ geometry.
4.4 Framed indices in the 2d-4d case
Let us now consider the general 2d-4d case. There is a Hilbert space of one-particle states
in the presence of surface defects. If we have vacua i ∈ V(S) and j′ ∈ V(S′) then the Hilbert
space is graded by the Γ-torsor Γij′ ,
Hu,SLζS′ =
⊕
i∈V(S),j′∈V(S′)
⊕
a∈Γij′
Hu,SLζS′,a. (4.17)
As usual we will lighten the notation to HL and HL,a.
The two supercharges (4.1) preserved by the line defect imply a BPS bound: states of
charge γij′ have
E ≥ −Re (Zγij′/ζ). (4.18)
So just as reviewed above, we can consider framed BPS states saturating this bound.
Moreover, we can introduce a framed BPS degeneracy:
Ω(u,SLζS′, a; y) := TrHBPSL,a e
ipiF (−y)J (4.19)
As usual we abbreviate this by Ω(L, a; y) and the value at y = −1 by Ω(L, a). Here we have
made a choice of u(1)V charge generator F . This generates a one-dimensional abelian Lie
algebra and hence its spectrum is some set of real numbers, not necessarily integer-spaced.
Moreover we have introduced the operator J := 2J12 + 2I12 which commutes with the
preserved supercharges. Again the spectrum is some set of real numbers, not necessarily
integer-spaced.
The framed BPS degeneracies will undergo wall-crossing across two kinds of walls.
First, halo states will be gained/lost when crossing walls of type Wγ for populated charges
γ ∈ Γ. Such states are shown in Figure 10. Second, there will also be wall-crossing across
soliton walls (again for populated charges):
Wγik := {(u, ζ) : Zγik/ζ < 0} i, k ∈ V(S), (4.20)
Wγk′j′ := {(u, ζ) : Zγk′j′/ζ < 0} k′, j′ ∈ V(S′). (4.21)
Across the walls (4.20), a bound state involving a 2d “halo” particle with charge γik and
degeneracy µ(γik), sitting to the left of a core state of the line defect, appears or disappears.
Such states are illustrated in Figure 11. Similarly (4.21) involves bound states where the
halo particle is on the right.
– 57 –
Figure 10: A 4d halo particle of charge γh is bound to an interface in charge sector γcij′ (the “core
charge”) to produce a framed BPS state of charge γij′ = γ
h + γcij′ .
Figure 11: A soliton of type ik and 4d electromagnetic charge γhik is bound to an interface in
charge sector γckj′ to produce a framed BPS state of charge γij′ = γ
h
ik + γ
c
kj′ . A similar picture
applies to solitons of charge γhk′j′ bound on the right.
In §4.7 we will interpret the transformations (2.27) and (2.30) which enter the wall-
crossing formula in terms of these “halo” states. The interpretation of (2.27) should be
much like what we have just discussed in the pure 2d case. Similarly, we should interpret
the wall-crossing associated with Wγ in terms of a halo of particles of charge γ, which
surrounds a core state of the line defect with charge γij′ = γi − γj′ . However, since there
are a number of potentially subtle points in the halo discussion, we first make some general
remarks on the structure of the wall-crossing formula.
4.5 Ring of line defects
In [3] an important role was played by an algebra of line defects whose coefficients are
vector spaces. There is a natural generalization to the case of supersymmetric interfaces.
Indeed, consider two interfaces SLζS′ and S′L′ζS′′ preserving the same supersymmetry.
We can define a new interface S (L ◦ L′)ζ S′′ by a (nonsingular!) OPE, bringing them
against each other along the surface defect. It should be possible to compute the framed
BPS generating function of the composition of the two defects by counting the framed
BPS states of the system of two well-separated line defects L and L′: the index should be
independent of the distance between the line defects. If the distance between the defects
is sufficiently large, the Hilbert space of ground states of the system should be the tensor
product of the Hilbert spaces of the two subsystems. We should allow the strip of surface
defect between the two line defects to be in any of its possible vacua. The only IR subtlety
we should take care of is the fermion number grading, which can be affected by the gauge
charges carried by the ground states: a system of two well-separated dyons might carry
fractional amounts of angular momentum hidden in the electro-magnetic fields.
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The coefficients of this OPE are vector spaces which are graded by F and J [3].
Replacing these vector spaces by their characters defines a deformed product L◦yL′. As in
[3] it is useful to describe this product by introducing the “quantum” generating function
F̂ (L) :=
∑
i∈V(S),j′∈V(S′),γij′∈Γij′
Ω(Lζ , γij′ ; y)Xˆγij′ (4.22)
where, for the moment, Xˆγij′ are just placeholders.
We now claim that with a suitable multiplication law on Xˆa we have the rule
F̂ (L ◦y L′) = F̂ (L)F̂ (L′) (4.23)
that is, F̂ is a homomorphism from the algebra of interfaces to the groupoid algebra24
C[V].
In order to find the requisite multiplication law on Xˆa we use the relation
HL◦yL′,c = ⊕a+b=cHL,a ⊗HL′,b ⊗Na,b (4.24)
where Na,b is a one-dimensional representation of so(2)12⊕u(1)r. Let us define σ(a, b) and
n(a, b) via:
eipiF |Na,b := σ(a, b) (4.25)
(−y)J |Na,b := (−y)n(a,b) (4.26)
Note that σ(a, b) is in general a phase and n(a, b) need not be integer because of angular
momentum in massless degrees of freedom.
Equation (4.24) is reasonable because we are working with indices and therefore –
by topological invariance – we can separate the line defects an arbitrary distance from
each other. The states can factorize but there can be shifts in the action of various u(1)
generators.
Now, equation (4.23) will hold provided
XˆaXˆb = σ(a, b)(−y)n(a,b)Xˆa+b (4.27)
for composable morphisms a, b. We continue to take XˆaXˆb = 0 if a, b are not composable.
Associativity is guaranteed if n(a, b) and σ(a, b) are 2-cocycles on the groupoid. From the
case with S and S′ the null surface defects and the choice F = 2J12 we know from [3]
that n(γ, γ′) = 〈γ, γ′〉 and σ(γ, γ′) = (−1)〈γ,γ′〉. Now, these cocycles can be shifted by
coboundaries. Physically, these correspond to shifts in the definitions of the generators F
and J . By an argument analogous to that at the end of §3.3.5 we may assume that σ(a, b)
are signs and n(a, b) are integers, and we will henceforth make that assumption.
24The existence of supersymmetric interfaces extends the groupoid algebra to include that for several
surface defects. We understand V to mean this extended groupoid.
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4.6 A 2d-4d spin wall-crossing formula
Now we come to a crucial point. Wall-crossing must be compatible with the multiplication
of line defects, since the latter is defined in the UV and hence independent of the choice of
the vacuum. Therefore the wall-crossing transformation must be an automorphism of our
groupoid algebra (4.27). This is a matrix algebra over the quantum torus, hence Morita
equivalent to the coordinate algebra of the quantum torus, and hence a simple algebra.
Therefore the automorphism must be inner. Therefore, across a wall of type Wγ , F̂ (L)
should transform according to
Tˆγ : Xˆa 7→ ΦS,γXˆaΦ−1S′,γ . (4.28)
As we will see below, the halo picture of wall-crossing suggests that ΦS,γ must have the
form
ΦS,γ =
∏
i∈V(S)
∏
s∈Si,γ
(1 + ϕi,s(y)Xˆγii)
d(i,s), (4.29)
with an analogous expression for ΦS′,γ . Here Si,γ is some countably infinite set of real
numbers depending on i, γ and ϕi,s(y) is a “monomial in y,” that is, it is a phase times a
(possibly fractional) power of y. The important thing is that ΦS,γ does not depend on the
detailed core charge a being conjugated.25
Similarly, across walls of the kind Wγij we have again a conjugation (4.28), but now
with
ΦS,γij = (1 + ϕγij (y)Xˆγij ). (4.30)
Here ϕγij (y) is a sum of monomials in y. (See (4.37) below.)
Given the transformation (4.28), we can use the same argument as in [3] to deduce a
2d-4d analog of the Kontsevich-Soibelman motivic wall-crossing formula. Given a path P
between two points in B × C× the accumulated transformation of F̂ (L) is
F̂ (L)→ T left(P)F̂ (L)T right(P) (4.31)
where
T left(P) =:
∏
b
ΦS,b : (4.32)
is the path-ordered product of the transformations taken across walls Wb of type (4.4) or
(4.20) crossed by the path P. Given two paths P and P ′ with common endpoints such
that the local system does not have monodromy around the corresponding closed path, we
can state the spin 2d-4d wall-crossing formula in the form:
T left(P) = T left(P ′). (4.33)
(An equivalent formula can be written with T right.) A generalization can be stated which
takes into account the monodromy of an arbitrary path P(P ′)−1.
25In equation (4.29) we have assumed, for simplicity, that on Wγ the only populated charges with central
charge Z parallel to Zγ are particles that themselves have electromagnetic charge γ. We continue to make
that assumption below.
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4.7 Halo picture
We would now like to relate the quantities Si,γ , ϕi,s(y), d(i, s) and ϕγij (y) introduced in
the wall-crossing formula above to physical quantities determined by Hilbert spaces of BPS
states.
4.7.1 Crossing soliton walls
The first main statement of framed wall-crossing is that across Wγik we have
∆HBPSL,γij′ = ±H˜
BPS
γik
⊗HBPSL,γkj′ ⊗Nγik,γkj′ ,L (4.34)
as representations of the abelian Lie algebra u(1) ⊕ u(1) generated by F and J . Here
Nγik,γkj′ ,L is a one-dimensional representation with character eipifN (−y)JN . The overall
sign of the right hand side depends on the direction the wall is crossed.
To express this in terms of generating functions, define
µ(γij ; y) := TrH˜BPSγik
eipiF (−y)J . (4.35)
Comparing with the wall-crossing from (4.30) and taking traces we learn that
ϕγik(y) = ±µ(γik; y)
(
σ(γik, γkj′)
eipifN
)
yJN−n(γik,γkj′ ). (4.36)
Putting y = −1 we find agreement with the formal structure described in equation (2.27)
provided that eipiF on the one-dimensional space Nγik,γkj′ ,L has the value σ(γik, γkj′). Sim-
ilarly, it is natural to guess that n(a, b) defined in (4.26) satisfies JN −n(γik, γkj′) = 0 and
hence we conjecture that
ϕγik(y) = ±µ(γik; y). (4.37)
4.7.2 Crossing 4d walls
Let us try to describe the halo particles relevant to wall-crossing associated with Wγ . We
choose a specific IR Lagrangian description of the setup, i.e. a particular γ0i ∈ Γi and
γ0j′ ∈ Γj′ . As we have mentioned before, γ0i , γ0j′ measure the amount of electromagnetic
flux which is threaded through the surface defects. The interface sources a total flux γij′ ,
of which γ0i − γ0j′ is carried by the surface defects, while the remaining
γc = γij′ − γ0i + γ0j′ ∈ Γ (4.38)
emerges into space. Thus, the duality invariant gauge field is
F = γij′ωS2 + γ0j′δN − γ0i δS (4.39)
See Figure 12. Here ωS2 is the unit volume form of the sphere and δN , δS are unit weight
delta functions at the north and south poles. The decomposition (4.39) is noncanonical,
but F is canonically defined and satisfies Dirac quantization. (The projection of the charges
to Γg is understood here.)
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Figure 12: The configuration of electromagnetic flux around an interface between two surface
defects. The total outgoing flux through the blue sphere is γij′ + γ
0
j′ − γ0i ∈ Γ.
The “halo” then consists of 4d particles which couple to this flux γij′ as in the usual 4d
case, plus the contribution from 2d particles on the two surface defects. While these two
contributions are not separately well-defined (they depend on our choice of Lagrangian),
their sum must make good physical sense. As usual, the halo particles generate a Fock
space, and in order to discuss the wall-crossing at the level of state spaces (i.e. at the
“categorified level”) we need to describe the oscillators which generate the Fock space.
In Appendix D we analyze the Landau level problem for halo particles of charge γ in
the presence of the field (4.39). In a description where there are no chiral multiplets on
the surface defect, the halo particles may be described by fermionic and bosonic creation
operators A†m′,m,α where α again runs over |am,γh | values for every integer m, but now
m′ has a fixed fractional part and satisfies the inequality (D.12). The number of such m′
values is the function Nκ1,κ2 given in (D.13). The signed sum of the number of oscillators
is given by (D.14). We identify this quantity with ω(γ, γij′).
The framed wall-crossing formula for these walls says that across Wγ the Hilbert space
of framed BPS states with core charge γij′+Nγ for someN gains or loses a Fock space factor
generated by A†m′,m,α. To express this formula more concisely we introduce a generating
function F , analogous to (4.6), valued in the untwisted groupoid algebra:
F (u, Lζ , {xa}; y) :=
∑
i∈V(S),j′∈V(S′)
∑
a∈Γi,j′
Ω(L, a; y)xa, (4.40)
which will be abbreviated to F (L). The xa satisfy (2.25) with σ(a, b) = 1.
As in the pure 4d case, it is useful to define the “part of the generating function with
core charge γij′”,
Fγ¯ij′ :=
∑
n∈Z
Ω(L, γij′ + nγ; y)xγij′+nγ . (4.41)
Now each halo particle of type A†m′,m,α contributes a Fock space factor
(1 + (−1)mym′+mxγ), (4.42)
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and hence the transformation law across Wγ is:
Tγ : Fγ¯ij′ →
∏
m,m′
(1 + (−1)mym′+mxγ)am,γFγ¯ij′ . (4.43)
As before, we are assuming that the only 4d particles with central charge parallel to Zγ
along Wγ in fact are those with charge γ.
Similarly, there is a transformation law for crossing soliton walls Wγik :
Tγik : F (L)→ (1± µ(γik)xγik)F (L)(1∓ µ(γik)xγik) (4.44)
where the sign is determined by the direction in which the wall is crossed.
We now face an issue analogous to that in the pure 4d story, discussed just above
(4.13). The transformation (4.43) is written directly in terms of the physical halo particles,
but has the awkward feature that the prefactor depends on the core charge γij′ , through
the range of m′. On the other hand, in §4.6 we found that there should be a nicer way of
expressing the framed wall-crossing: indeed, it should be possible to write it as conjugation
by an operator ΦS,γ depending only on the wall which is crossed, not on the core charge.
What we would really like is to determine ΦS,γ physically, in terms of the halo picture we
have been discussing in this section. We indicate briefly how to do this in §4.7.3.
While we will not carry out that analysis to the end, there is one specialization that is
easier to deal with. Beginning with (4.43) and (4.44), taking y → −1, converting to twisted
(but commuting) variables, and making use of (D.14), we recover the transformations (2.30)
and (2.27) which appeared in the 2d-4d wall-crossing formula of §2. In particular, after this
specialization the spin 2d-4d wall-crossing formula (4.33) reduces to the ordinary (non-spin)
2d-4d wall-crossing formula we use in the rest of this paper.
4.7.3 Determining the generalized quantum dilogarithms ΦS,γ
In this section we finally explain how to relate the ΦS,γ appearing in the framed wall-
crossing across Wγ to physical data defined in terms of halo Fock spaces.
We define a linear map Ψ between the quantum groupoid algebra generated by Xˆa
satisfying (4.27) and the (untwisted) groupoid algebra generated by xa: Ψ(X̂a) = xa. Note
that Ψ is not a ring homomorphism!
Compatibility of the framed wall-crossing formula with the physical halo picture is
simply the statement that the following diagram commutes:
F̂
Ψ

Tˆγ // F̂
Ψ

F
Tγ // F
. (4.45)
This condition can be used to write recursion relations for the exponents d(i, s) and d(j′, t)
in terms of am,γ , γ and γij′ . It can also be used to obtain the monomials ϕi,s(y).
As an illustration of how this works, let us consider the formula
XˆaXˆb =
σ(a, b)
σ(b, a)
(−y)n(a,b)−n(b,a)XˆbXˆa, (4.46)
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valid when both a + b and b + a are composable morphisms. In particular this holds for
a = γ and b = γij′ , and we can use this to rewrite (4.28) as
Xˆa →
∏
i,s
(1 + ϕi,s(y)Xˆγ)
d(i,s)
∏
j′,t
(1 + ϕ˜j′,t(y)Xˆγ)
−d(j′,t)Xˆa, (4.47)
where ϕ˜j′,t(y) =
σ(a,γ)
σ(γ,a)(−y)n(a,γ)−n(γ,a)ϕj′,t(y).
The products on the left only depend on the Xˆa through the single variable Xˆγ and
hence can be treated as functions of a commutative variable. In particular they can be
expanded as a series (1+
∑
N≥0 ΦNXˆNγ), which can be combined to rewrite the right hand
side of (4.47) in the form
Xˆa +
∑
N≥1
ΦNσ(Nγ, a)(−y)n(Nγ,a)XˆNγ+a. (4.48)
Now we can easily apply Ψ since that map simply takes monomials to monomials. Com-
paring the result with the transformation (4.43) of F , we would find recursion relations
implying that ΦS,γ is an infinite product, generalizing the quantum dilogarithm which
appeared in the 4d case.
It would be worthwhile working out further details and examples of the spin version
of the 2d-4d wall-crossing formula, but we leave this to another occasion.
5. Compactification to 3d and hyperholomorphic bundles
So far we have written the 2d-4d wall-crossing formula, explained in detail a physical
context to which it is relevant, and given a physical derivation of it based on the halo
phenomenon. We now turn to the 2d-4d analog of tt∗ geometry.
5.1 The dimensionally reduced action
We consider the compactification of the combined 2d-4d theory on a circle of radius R.
A surface defect which wraps the compactification circle will give rise to a line defect in
three dimensions. As such, at energies much lower than 1/R we will obtain an effective
1d-3d theory, whose effective Lagrangian we wish to study. If 1/R is much smaller than the
scale where the 4d IR description breaks down, then a good approximation to the 1d-3d
Lagrangian will be obtained by naive dimensional reduction of the 2d-4d IR theory. This
gives the exact 1d-3d Lagrangian in the limit R → ∞. For finite R there are quantum
corrections which can be interpreted as coming from BPS particles of the 2d-4d theory
going around the compactification circle; these corrections are crucial to our story, but for
now we are only discussing the limit of infinite R. As for the metric on the target space,
this was discussed in detail in [1]. After patching, the dimensional reduction of the bulk 4d
term in (3.12) gives a sigma model into a manifoldM, a torus bundle over the 4d Coulomb
branch B, with a simple explicit metric gsf .
To find the corresponding 1d action we turn to the reduction of the term integrated
over the surface defect, namely, the second line of (3.17). Before reduction this term can
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be written as ∫
dx0dx3
(
ηIF
I
03 − αIG03,I
)
(5.1)
where the dual gauge field is given by (3.18). The auxiliary field has been integrated out
and the resulting infinite expression is cancelled by taking into account the last term in
the definition of G03,I . We can now dualize all of the gauge fields to scalar fields in 3d
according to
∂iθγ =
∮
dx3〈γ,Fi3〉. (5.2)
This defines a scalar field θ valued in Γ∗⊗R/(2piZ). 26 Note that for flavor charges γf ∈ Γf
we learn that θγf are constant. After choosing a duality frame we define θ
I
e := θeI and
θm,I := θeI . Note that for a charge γ = p
IeI + qIe
I we have dθγ = dθ ·γ = qIdθIe + dθm,IpI .
Thus, (5.1) leads to a very natural supersymmetric line defect in the sigma model. Its
bosonic part is the path-ordered exponential of a simple U(1) connection
exp
∫
dx0Asf (5.3)
where in this expression we mean the integral of the pullback of the locally-defined one-form
on M:
Asf = iν · dθ = i(ηIdθIe + αIdθm,I). (5.4)
When we wish to emphasize the choice of the vacuum i of S we write Asfi .
5.2 Globalizing
5.2.1 Line bundles
As emphasized in §3.3.5, the 2d-4d action is only locally defined on B: there is no single
Lagrangian description which encompasses the whole IR theory. So strictly speaking, we
must perform the dimensional reduction in each patch and then glue the dimensionally
reduced theories together, taking account of the necessary electromagnetic duality trans-
formations and shifts of Wi. The expression Asfi is duality invariant and will glue nicely as
a one-form across patches requiring an electric-magnetic duality transformation. On the
other hand, the superpotential Wi is not globally defined. It determines, locally, a choice
of basepoint γ0i ∈ Γi. A change of superpotential is equivalent to γ0i → γ0i + γ˜, with γ˜ ∈ Γ.
This leads to a shift of νi by νi → νi + γ˜ which in turn induces a gauge transformation
Asfi → Asfi + idθγ˜ . (5.5)
Therefore, we can cover B with patches Uα so that on patch overlaps Uαβ the semiflat
connections differ by gauge transformations of the form (5.5) for some γ˜i,αβ ∈ Γ which
satisfy the cocycle condition on triple overlaps. We can therefore interpret Asfi as the
connection on a line bundle Vi over M, whose transition functions are eiθγ˜i,αβ . (This
statement will need to be slightly amended. See the next section below.) Changing the
26To be precise, there are some subtle shifts of pi when adding the scalars θγ , due to the supersymmetry-
preserving boundary conditions. The correct additivity statement is that eiθγ eiθγ′ = (−1)〈γ,γ′〉eiθγ+γ′
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local description by taking γ0i → γ0i +γ˜α in patch Uα (with γ˜α ∈ Γ) changes the local framing
of Vi and modifies the transition functions by a coboundary. Below we will identify Vi as
the vacuum line bundle (for vacuum i) of the reduced one-dimensional quantum mechanical
problem.
It is worth remarking that if we interpret ν as a section of the torus fibration for the
algebraic integrable system M˜ of the theory as in §3.3.6 then the connection Asf naturally
corresponds to a flat connection Asf on the dual torus. Therefore, when restricted to a
torus fiber we can view Asf as the restriction of the canonical connection on the Poincare´
line bundle to Γ∗g ⊗ R/(2piZ).
5.2.2 Vector bundles
There is an important subtlety we have suppressed above: the index i labeling the vacuum
is not globally defined — rather it labels a sheet of the ramified cover BS → B. This implies
that the line bundles Vi also do not exist globally over M. What does exist globally over
M is their direct sum, a rank n vector bundle which we denote as
VS :=
⊕
i
Vi. (5.6)
If we use trivializations given by local superpotentials as above then the transition functions
on patch overlaps Uαβ will be either diagonal matrices with ith element eiθγ˜i,αβ , or (constant)
permutation matrices. VS carries a connection A
sf which is diagonal (in each patch) with
respect to the decomposition into the Vi. Given the above transition functions we can
define a Hermitian structure by declaring that the framings si,α on Uα implicit in choosing
the gauge (5.4) form an orthonormal basis for VS. We will refer to this as the unitary
framing.
We hasten to add that equation (5.6) is only a statement about C∞ vector bundles. In
particular, the diagonal structure of Asf is an artifact of the R→∞ limit. At finite values
of R the quantum effects coming from 2d solitons (whose worldlines are reinterpreted as
1d instantons) imply that the connection A on the bundle V = VS will be corrected: in
particular, it is no longer diagonal with respect to the decomposition of V as a sum of line
bundles given in (5.6). In the framing we have described above, the connection A will be
exponentially close to a diagonal connection for large R. The quantum-corrected connection
is a rather nontrivial and interesting object: it is the 2d analogue of the quantum-corrected
hyperka¨hler metric onM which played an important role in [1]. We will see below how to
construct it more explicitly using results of §5.6 and Appendix E.
5.2.3 Twisted vector bundles and mirror symmetry
In §3.4.1 we explained that the torsors Γi might not exist as Γ-torsors. In such cases there
will be further complications in the geometrical construction of VS since the fractional
shifts of ν are not good gauge transformations. As further explained in §3.4.1, under some
conditions one can construct the Γi as twisted torsors. In these cases the Γi will have have
monodromy shifts by 1nΓ for some integer n. In such cases the overlap transition functions
e
iθγ˜i,αβ will be ambiguous by an nth root of unity. Even if we choose a good cover, so that
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we can choose an unambiguous nth root on each patch overlap Uαβ, the cocycle condition
can fail on triple overlaps by an nth root of unity. Such an object defines what is known as
a twisted bundle. In principle, from the monodromies of the torsors Γij one can construct
the gerbe of the twisting. It would be desirable to have a more streamlined version of this
construction.
In string theory, twisted bundles are associated with background B fields [51]. The
role of B-fields in three-dimensional sigma models is discussed further in Appendix G,
where they are related to global symmetries. Recall from §3.6.2 that when there are
obstructions to splitting Γij = Γi−Γj we can, in some cases, nevertheless modify the theory
to incorporate the troublesome (but desirable) surface defects in a well-defined theory by
gauging a suitable discrete flavor symmetry. As explained at the end of Appendix G the
B-field associated to the gauging of discrete flavor symmetry allows the definition of well-
defined amplitudes in the 3d sigma model when the target space has a twisted bundle with
(twisted) connection.
Another useful viewpoint on the emergence of twisted bundles comes from further
reduction to two-dimensional sigma models, where we can use mirror symmetry. It is well-
known that reduction of four-dimensional gauge theory on two circles produces a sigma
model which has a self-mirror target. In the 4d N = 2 theories we are discussing, that
target will be M or M˜. Mirror symmetry — which amounts to T -duality on the fibers
over B — is induced by switching the compactification circles, and the theory is self-mirror
because the lattice of charges Γg is self-dual. If we now consider 2d-4d systems we can
wrap the surface defect around one compactification circle — as we have been doing —
to produce a line defect in the three-dimensional sigma model, and then we can take the
second reduction circle to link the defect. That is, we reduce with respect to a U(1)
isometry, with a fixed point on the defect. This is often described as compactification on
a cigar geometry. As described in [52], the defect at the tip of the cigar requires boundary
conditions which describe branes in the sigma model. As we have explained above, the
resulting brane has support on all of M and carries (see §5.3 below) a hyperholomorphic
connection. If, on the other hand, we first reduce along the linking circle and then along
the transverse circle the resulting brane has fixed values of the scalar fields θγ , and hence
is a Lagrangian brane, a section ν of M˜ → B. (See §3.3.6.) We conclude that these branes
are mirror dual to each other. 27
Let us now consider this two-dimensional reduction in the case when the surface defect
has a set of superpotentials leading to an anomaly in the splitting Γij = Γi − Γj . Then,
once again, in good cases, we can retain the surface defect by gauging a suitable discrete
flavor symmetry. In this case, the Lagrangian brane is a multisection ofMd defined below
equation (3.72), while VS is a twisted bundle. This picture fits in very well with the work
of Hausel and Thaddeus [53] who showed that for Hitchin fibrations the phenomenon of
having a disconnected fiber is mirror dual to having a discrete B-field. (See also §7.2 of [5]
for a discussion in the physics literature.)
27This description is incomplete. One should specify the bundle and connection on the Lagrangian brane.
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5.3 Constraints from supersymmetry: hyperka¨hler and hyperholomorphic
The compactified theory has 8 supercharges (N = 4 supersymmetry in 3 dimensions). This
imposes strong constraints both on the 3d and 1d parts of the effective action.
The constraints on the 3d part are well known: they imply that the metric g on M
must be hyperka¨hler. The hyperka¨hler property means (M, g) is Ka¨hler with respect to a
family of complex structures J (ζ), parameterized by ζ ∈ CP1.
We now consider the analogous constraint on the 1d part of the action. Thompson
[54] studied supersymmetric loop operators in (topologically twisted) N = 4 sigma models,
with bosonic part of the form
Tr Pexp
∮
dx0A (5.7)
where A is a connection pulled back from some bundle V over the target M. (The full
supersymmetric expression corrects A by a fermion bilinear times the curvature.) He found
a strong constraint on the connection A: the field strength F must be of type (1, 1) in all
the complex structures J (ζ) of the hyperka¨hler manifold M. Such connections are said to
be hyperholomorphic. 28
The reason for this moniker is that we can use the (0, 1) part of A to define a notion of
holomorphic section of V , in any complex structure J (ζ): namely a holomorphic section s is
one for which (d +A)s is of type (1, 0). So A equips V with the structure of a holomorphic
vector bundle V (ζ) over M(ζ), for all ζ ∈ CP1.
5.4 The semiflat connection is hyperholomorphic in the semiflat geometry
In this section we verify that the field strength of the connection we have found in the
semiflat approximation,
F sfi = dA
sf
i = idνi · dθ, (5.8)
is indeed of type (1, 1) in all complex structures on (M, gsf).
To prove this, we first quickly review the hyperka¨hler structure of gsf . The complex
structures J (ζ=0) and J (ζ=∞) are rather different from the rest: in these structures the torus
fibers of M(ζ) = (M, J (ζ)) are compact complex submanifolds (in fact abelian varieties).
In particular, the fibers admit no non-constant holomorphic functions. In contrast, at other
ζ there are plenty of holomorphic functions, which we can even write explicitly:
Ysfγ := exp
[
piRZγ/ζ + iθγ + piRZ¯γζ
]
. (5.9)
(Notice that Ysfγ is only a locally defined function onM. If we try to analytically continue
Ysfγ to a global function it will typically come out multivalued, because of the monodromies
of Γ around the singularities of B.) It will be useful to introduce the symbol d logYsf for
28Using the notation and conventions of Appendix B of [3] a simple explanation of the result can be given
as follows. The integral written out more fully is of the form
∫
dx0
(
Aaiϕ˙
ai + κFaibjψ
Ai
α ψ
Bj
β δ
α
Aδ
β
B
ab
)
for
some constant κ. If ua is a vector in S determining the complex structure then Faibju
aub determines the
(2, 0) part of the curvature in that complex structure. But this symmetric combination does not appear
in the fermion bilinear term, and hence for the supersymmetric variation of Aaiϕ˙
ai to cancel the fermion
bilinear term the (2, 0) part of the curvature must vanish in all complex structures.
– 68 –
a 1-form valued in Γ∗, d logYsfγ = d logYsf · γ. Then the semiflat geometry is summarized
by the assertion that this form is of type (1, 0). 29
The relation (3.15) between νi and the twisted superpotential Wi may be rewritten in
the elegant form
dWi = νi · dZ. (5.11)
It follows that dνi · dZ = 0 and also (by complex conjugation) dνi · dZ¯ = 0. Using these
facts, and linearly extending d logYsf to be valued in Γ∗ ⊗ R, we can write
F sfi = i dνi · d logYsf . (5.12)
Since d logYsf is of type (1, 0) this proves that F sfi has no (0, 2) component in any complex
structure, and, since it is pure imaginary, this implies it is (1, 1) in all complex structures.
We conclude that Asfi is a hyperholomorphic connection on Vi.
We can actually write down holomorphic sections explicitly: in the gauge (5.4) we take
Ysfi := exp
[
piRWi/ζ + iθi + piRW¯iζ
]
. (5.13)
Here θi is a generic constant introduced for future convenience. To check that Ysfi is a
holomorphic section, we calculate
(Ysfi )−1(d +Asfi )Ysfi = νi ·
(
piR
ζ
dZ + piRζdZ¯
)
+ iνi · dθ
= νi · d logYsf
(5.14)
which is manifestly of type (1, 0). If we take Zγ0i
:=Wi, then for γi = γ0i + γ we can define
Ysfγi := Ysfi Ysfγ = exp
[
piRZγi
ζ
+ iθγi + piRZ¯γiζ
]
(5.15)
where for future convenience we set eiθγi = σ(γ0i , γ)e
iθieiθγ . The Ysfγi provide a basis of
holomorphic sections.
From now on, we will define angles θa and sections
Ysfa = exp
[
piRZa/ζ + iθa + piRZ¯aζ
]
(5.16)
in such a way that Ysfa satisfy the same twisted multiplication rules as the Xa in (2.25) of
§2. (Note that when a, b are not composable it does not make geometric sense to multiply
Ysfa by Ysfb , so their “product” is zero in the sense that we will never meet it.) This choice
is motivated in §5.8.
29It is sometimes useful to choose a duality frame and work with an explicit basis of (0, 1) vector fields.
One can check that the vector fields
∂
∂aI
+
ipiR
ζ
(
∂
∂θIe
+ τIJ
∂
∂θm,J
)
∂
∂a¯I
+ ipiRζ
(
∂
∂θIe
+ τ¯IJ
∂
∂θm,J
) (5.10)
indeed annihilate d logYsf .
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Remark: As we have said, in the canonical framing implied by (5.4) we must make a
gauge transformations on patch overlaps Uαβ so that Asfi → Asfi + idθγ˜i,αβ because Wi →
Wi+Zγ˜i,αβ . From the description of the holomorphic sections in complex structure ζ which
we have just given we can see that we could take the Ysfi to be a local framing of Vi and
then across patches the transition functions are holomorphic: Ysfi → σ(γ0i , γ˜i,αβ)Ysfγ˜i,αβYsfi ,
thus endowing Vi with the structure of a holomorphic line bundle in complex structure ζ.
Now, in (5.6) we have defined V as a C∞ bundle as a direct sum of line bundles. However,
the hyperholomorphic connection we will construct is not diagonal with respect to this
decomposition. Thus, although both V and the Vi can be endowed with the structure of
holomorphic bundles in complex structure ζ, (5.6) is not an isomorphism of holomorphic
bundles.
5.5 Physical interpretation of V : Expectation values
Now let us consider the expectation values of supersymmetric interfaces.
In the uncompactified IR theory, such interfaces are easy to describe. Indeed, to
describe an interface in the IR between two surface defects with twisted superpotentials
Wi and Wj′ , we simply divide R1,1 into two half-spaces along some line, say x0 = 0, and
integrate Wi on one half-space and Wj′ on the other. By itself this breaks supersymmetry,
but we can make the interface half-BPS by adding a simple boundary term to the action
[17]. In other words, we insert at x0 = x1 = x2 = 0 the line defect
L = Lγ0
ij′
= exp
1
2
∫
dx3 [(Wi −Wj′)/ζ + (W¯i − W¯j′)ζ]. (5.17)
Here ζ is an arbitrary phase, so this is really a family of interfaces L = Lζ . (See Appendix
A for further explanation of how (5.17) restores holomorphy.)
When we wrap the defect on a circle of radius R we can speak of expectation values
〈Lγ0
ij′
〉. In the R→∞ limit where naive dimensional reduction works, we immediately see
using (5.17) that the expectation value of this IR interface is simply
〈Lγ0
ij′
〉 := exp [piR (Wi −Wj′) /ζ + piR (W¯i − W¯j′) ζ] . (5.18)
The expectation value of UV-defined interfaces will be a sum over sectors of vevs of such
IR interfaces. Combining (5.43) with (4.19) leads then to a consistency condition on the
choice of framings eiθi = e
iθ
γ0
i ,
eipifij′ = σ(γ0ij′ , γ
0
j′)e
i(θi−θj′ ). (5.19)
Lγ0
ij′
is not the only possible supersymmetric interface between these two surface de-
fects. We can get a whole family of such interfaces by bringing IR line defects with charge
γ ∈ Γ close to Lγ0
ij′
. The analog of (5.17) for the IR line defect is
Lγ := exp
1
2
∫
dx3
[
Zγ
ζ
+ iθ · A+ ζZγ
]
. (5.20)
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Thus, the vacuum expectation values of these other interfaces are σ(γ, γ0i − γ0j′)Ysfγ0i−γ0j′Y
sf
γ .
What distinguishes Lγ0
ij′
from the other members of this class is only that Lγ0
ij′
looks
particularly simple with respect to the Lagrangian description we have chosen.
Now suppose we change our choice of Lagrangian description by shifting the super-
potential Wi by Zγ˜ . In the new picture the vacuum expectation values of interfaces look
slightly different. There is again a “simplest” interface L′, whose vacuum expectation value
is given by (5.18) with the new Wi. The interface L′ is not quite L, however; it differs by
the addition of an IR line operator with charge γ˜. (One could see this, for example, by
comparing the central charges of the two interfaces.) So 〈L〉 in the new picture is obtained
by starting with (5.18), shifting Wi by Zγ˜ and then dividing by Ysfγ˜ . These two effects
cancel each other out as far as the ζ-dependent terms go, but leave behind a ζ-independent
shift: we find that if we change our Lagrangian in this way, 〈L〉 is multiplied by eiθγ˜ . Sim-
ilarly, if we shift Wj by Zγ˜ then 〈L〉 is multiplied by e−iθγ˜ . This fact can be summarized
by saying that 〈L〉 is a section of the bundle Hom(Vj′ , Vi).
Moreover, since each Vi has the connection A
sf
i making it into a hyperholomorphic
bundle, we also get a hyperholomorphic structure on Hom(Vj′ , Vi), with respect to which
〈L〉 is a holomorphic section. This holomorphy reflects the fact that L preserves the 2
supercharges (4.1).
This interpretation of 〈L〉 allows us to give a more physical understanding of the line
bundles Vi and Vj′ . Indeed, on general grounds 〈L〉 depends on the choice of quantum
vacua for the surface defects S and S′; it should really be thought of as a linear map from
the vacuum ray in vacuum i to that associated to vacuum j′. This matches very well with
the fact that 〈L〉 is a section of Hom(Vj′ , Vi), if we identify Vi as the vacuum ray associated
to the classical vacuum i on S, and Vj′ as that associated to classical vacuum j′ on S′.
As we have mentioned above, at finite R we expect that the vector bundles of vacua VS
and VS′ still make sense, but their decomposition into individual line bundles Vi and Vj′ is
not very useful. Nevertheless, the constraints from supersymmetry still operate, and imply
in particular that the vev 〈L〉 of any supersymmetric line defect L should be a holomorphic
section of the hyperholomorphic bundle Hom(VS′ , VS).
There is a useful observation concerning the twisted vector bundles associated to sur-
face defects carrying flavor monodromies. Physically, interfaces are expected to exist only
between surface defects which carry the same flavor monodromy. This is consistent with
the idea that the vector bundles associated to these surface defects are twisted by a B-field
as in §5.2.3. The bundle Hom(VS′ , VS) is a true vector bundle, with well-defined sections,
only if the two surface defects have the same twisting, which in turn means they must carry
the same flavor monodromy.
Finally, we remark that another physical interpretation of the connection A is that it
is a Berry phase connection. This can be deduced from the considerations of Appendix A
of [17].
5.6 Integral equations
In this section we introduce the main integral equations used to construct the hyperholo-
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morphic connection A on the bundle VS. For brevity we simply denote the bundle by V .
The examples of §6 are meant to demonstrate that this is a physically reasonable connec-
tion, and is indeed the exact result of the sum of the quantum corrections from 4d and 2d
BPS states to the semiflat connection.
As we have mentioned, the construction of A is closely analogous to the construction
in [1] of a hyperka¨hler metric on M. A key step in reference [1] was the construction of
holomorphic functions Yγ , corrected versions of the Ysfγ which appeared above. The Yγ
were obtained as solutions of an appropriate integral equation, whose building blocks were
Ysfγ and the BPS data Ω(γ):
Yγ(ζ) = Ysfγ (ζ) exp
∑
γ′
Ω(γ′)〈γ′, γ〉 1
4pii
∫
`γ′
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ log(1− Yγ′(ζ
′))
 . (5.21)
In this section we present a similar system of integral equations which determines
certain sections Yγi(ζ) of V , likewise built from Ysfγi together with the BPS data Ω(γ),
µ(γij), and ω(γ, γa). For any fixed ζ ∈ C×, the Yγi(ζ) induce a holomorphic structure
on V , in a tautological way: we take the holomorphic structure such that all Yγi(ζ) are
holomorphic sections. Moreover, all of these holomorphic structures come from a single
hyperholomorphic connection A on V . We explain the construction of A from the Yγi in
Appendix E.
The sections Yγi are piecewise holomorphic in ζ and will undergo morphisms corre-
sponding to those of §2.3 when ζ crosses K-rays and S-rays. The key to our system is to
separate the Riemann-Hilbert problems associated with K-rays and S-rays by writing Yγi
as a product of two pieces:
Yγi = gixγi , (5.22)
where xγi(ζ) is a section of Vi and gi(ζ) a linear map Vi → V .
The xγi(ζ) are defined by the equation
xγi(ζ) := Ysfγi(ζ) exp
∑
γ′
ω(γ′, γi)
1
4pii
∫
`γ′
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ log(1− Yγ′(ζ
′))
 . (5.23)
For i 6= j, we also define sections xγij (ζ) of V ∗j ⊗Vi by representing γij = γi−γj and taking
xγij := σ(γij , γj)
−1xγix
−1
γj . (5.24)
Now the key integral equation for gk : Vk → V is
gk(ζ) = g
sf
k +
∑
6`=k,γ`k
µ(γ`k)
1
4pii
∫
`γ`k
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ g`(ζ
′)xγ`k(ζ
′), (5.25)
where gsfk is a ζ-independent and nowhere vanishing linear map Vk → V . (Recalling that
as a C∞ bundle V = ⊕Vi, the obvious choice for gsfk would be just the inclusion map, but
other choices could be convenient.)
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In [1, 2] it was argued that the integral equation (5.21) has solutions when R is taken
large enough, and that in this case the solutions have no poles or zeroes, but the situation
might become more complicated for smaller R. We expect a similar story for (5.25). In
what follows we mostly restrict ourselves to large R and assume the solutions do exist. In
particular we assume that R is sufficiently large that no zeros develop so that gk has no
kernel. In that case Yγi have well behaved asymptotics: precisely, Yγi(ζ)(Ysfγi(ζ))−1 is finite
in the limit ζ → 0. They are also multiplicative in the expected way:
YγYγi = σ(γ, γi)Yγ+γi . (5.26)
It is also very convenient to consider gi(ζ) to be column vectors in the unitary framing
of V described in §5.2.2. Choosing some ordering of the vacua we can then assemble these
column vectors into a matrix g(ζ) := ⊕gi. We consider g to be a linear transformation
g : ⊕Vi → V . When ζ crosses a BPS ray `γji in the counterclockwise direction we find that
g(ζ)→ g(ζ)(1− µ(γji)ejixγji) (5.27)
where eji : ⊕Vk → ⊕Vk is the matrix unit. (Thus, only ejixγji makes good geometric
sense.)
Now, an important application of the above integral equations is that they allow us to
construct the expectation values of general supersymmetric interfaces between S and S′.
Denote the corresponding vector bundles by V, V ′ respectively. Then we aim to construct
locally defined holomorphic sections Yγij′ of Hom(V ′, V ). Recall that γi is a morphism
in hom(i, o) in the vacuum groupoid V[S] so the Yγi are geometrically sections of V and
physically are expectation values of interfaces with the vacuum i on the left of the interface.
Similarly we can define objects Y−γi corresponding to having the vacuum i on the right.
Geometrically these are sections of V ∗. The analog of (5.22) would be Y−γi = g−ix−γi
where g−i : V ∗i → V ∗. However, for our purposes it is more useful to invoke the canonical
isomorphism Hom(V ∗i , V
∗) ' Hom(V, Vi) and regard g−i : V → Vi and therefore
Y−γi = x−γig−i (5.28)
as a section of V ∗. The g−i(ζ) are constructed from the integral equation
g−k(ζ) = gsf−k −
∑
6`=k,γk`
µ(γk`)
1
4pii
∫
`γk`
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ xγk`(ζ
′)g−`(ζ ′). (5.29)
In analogy to g = ⊕gi we can define g− := ⊕kg−k, and regard g− as a linear transfor-
mation V → ⊕kVk. Now, as ζ crosses a BPS ray `γji in the counterclockwise direction we
find that
g−(ζ)→ (1 + µ(γji)ejixγji)g−(ζ) (5.30)
It now follows that gg− : V → V is free of singularities in the ζ plane, and hence must be
constant. Taking the ζ → 0 limit means that it is equal to its semiflat value, which may
be taken to be the identity transformation. Similarly, g−g : ⊕Vk → ⊕Vk transforms by
conjugation, but the identity matrix will satisfy the Riemann-Hilbert problem and hence
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from either order we conclude that if we take gsf− = (gsf)−1 then the quantum corrections
respect g− = g−1. In particular, if we regard gk as column vectors then g−k is the kth row
of the inverse matrix g−1.
Finally, with these remarks in hand we are ready to define, for i 6= j:
Yγij := gieijxγijg−j (5.31)
and, more generally, with two different surface defects we have the obvious modification
giving:
Yγij′ (ζ) := gieij′xγij′g−j′ (5.32)
as a locally defined section of Hom(V ′, V ).
We conclude this section with a number of remarks:
1. The fact that g−i is the ith row of the inverse matrix to g is not obvious from iterating
the integral equations (5.25) and (5.29).
2. In general we expect the linear transformations gi and g−i to become singular on the
locus Bsing.
3. If we define xγii = Yγ then we can extend our definition (5.31) to construct Yγii ∈
Hom(V, V ), and
∑
i Yγii = Yγ1V .
4. Again using the unitary framing, we can also put the xγi together into a diagonal
matrix x. Then the fact that [(d+A)Yγi ]0,1 = 0 (as explained in Appendix E) implies
that
(g−1Ag + g−1dg)0,1 = −(x−1dx)0,1 (5.33)
and hence g can be regarded as the gauge transformation which diagonalizes A to a
direct sum of connections on Vi.
5. In [1] a reality condition was imposed stating that Yγ(ζ) = Y−γ(−1/ζ¯). This is
compatible with the integral equation provided Ω(γ) = Ω(−γ). (Of course, Ω(γ) is
also real.) An analogous reality constraint can be imposed on the quantities defined
above. Recall these are expressed in the unitary frame, allowing us to define an
Hermitian structure on Vk and V . First to γ
0
i we associate a −γ0i by requiring that
Z−γ0i = −Zγ0i . Then
xγi(ζ) =
1
σ(γi,−γi)x−γi(−1/ζ¯) = x
−1
γi (−1/ζ¯) (5.34)
provided
ω(γ, γi) = ω(−γ,−γi) (5.35)
Once again, we can also take ω(γ, γi) to be real. Second, using the Hermitian struc-
ture on Vk and V (defined in in §5.2) we can demand that
(gk(ζ))
† = g−k(−1/ζ¯). (5.36)
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One can check using the integral equations that (5.36) will hold provided that it is
true for the semiflat value and provided that
µ(γ`k)xγ`k(ζ) = −µ(γk`)xγk`(−1/ζ¯) (5.37)
where γk` = −γ`k. This can be written as
µ(γ`k) = −µ(γk`)σ(γ`k, γk`). (5.38)
(In deriving this one might find it useful to note that if γij = γi − γj = −γji then
σ(γij , γj)σ(γji, γi) = σ(γij , γji), (5.39)
a relation which will be useful again later.)
6. Finally, regarding (5.25) in its matrix form, a special case reduces to the important
integral equation used by Cecotti and Vafa in their discussion of tt∗ geometry [20].
5.7 Wall-crossing formula as a consistency condition
We have made a proposal for a construction of the exact A incorporating corrections both
from 2d and 4d BPS particles. One of the main points of our story is that the 2d-4d WCF
is the condition implying that this A does not jump at walls of marginal stability. Let us
now describe how this works.
Suppose Yγi is constructed as above. What is its analytic structure like? From the
integral equations we see that Yγi(ζ) depends holomorphically on ζ, except when ζ hits one
of the integration contours `γ or `γij . Yγi(ζ) jumps when ζ crosses one of these contours.
The situation is quite parallel to that of [1]. As in that case, one can determine the jump
of Yγi(ζ) by Cauchy’s theorem:
• As ζ crosses `γ , we have the discontinuity xγi(ζ+) = xγi(ζ−)(1−Yγ)ω(γ,γi), where ζ+
is on the counterclockwise side of `γ , which gives
Yγi(ζ+) = Yγi(1− Yγ)ω(γ,γi)(ζ−). (5.40)
This is exactly the effect of the transformation K−ωγ from (2.30).
• As ζ crosses `γji , we have gi(ζ+) = gi(ζ−)− µ(γji)gjxγji(ζ−), which gives
Yγi(ζ+) = Yγi(ζ−) + µ(γji)σ(γji, γi)Yγj (ζ−). (5.41)
This is exactly the effect of S−µγji as given in (2.27).
These discontinuities are, fortunately, rather benign: Y jumps, but (as explained in
Appendix E) this jump does not lead to a discontinuity of A. However, in order for A to
be continuous, it is important that there should be no other discontinuities of Y. Imposing
this requirement leads directly to the 2d-4d WCF. The argument is basically the same as
one described in [1, 3] for the 4d WCF, and so we do not repeat it here.
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5.8 Yγi and framed BPS states
So far we have constructed some holomorphic sections Yγi(ζ) of the holomorphic bundle
V (ζ) over M(ζ). Let us now consider what they mean physically. It follows from the
discussion in §5.5 that - heuristically - we can identify Yγi as the expectation value of an
“IR line defect” with charge γi, which sits at the boundary of the surface defect S. This
intuitive picture is not entirely sharp, because it is hard to give a precise definition of an
“IR line defect.”
We can give a sharper interpretation of the Yγi following our earlier work [3], where
we addressed a similar issue for the functions Yγ . There we argued that the vev of any UV
line defect L wrapped on the compactification S1 decomposes as a sum of the Yγ :
〈L〉 =
∑
γ
Ω(L, γ)Yγ(ζ). (5.42)
This expansion identifies Yγ as the contribution from a single framed BPS state of charge
γ going around the compactification circle. Repeating the arguments of [3] we have a very
similar story in our present 2d-4d context: letting Lζ be a UV line defect which is an
interface between S and S′, we expect that there is a universal expansion
〈L〉 =
∑
i,γi,j′,γj′
Ω(L, γij′)Yγij′ (ζ). (5.43)
(It is universal in the sense that the expansion functions Yγij′ (ζ) do not depend on L.) So
we identify Yγij′ similarly as the contribution from a single framed BPS state of charge
γij′ going around the compactification circle. Of course in order for this expansion to be
compatible with the OPE discussed in §4 it is crucial that the Ya and Xˆa satisfy the same
twisted multiplication rules. This was the motivation for our introduction of the constant
angles θa in (5.9). By analogy to [1, 2], we expect that the Yγij′ could be characterized
by a pair of requirements: first, every 〈L〉 admits a finite expansion of the form (5.43);
second, the analytic continuation of Yγij′ from a generic ray ζ ∈ eiϑR+ to the half-plane
Hϑ centered on that ray behaves asymptotically like Ysfγij′ as ζ → 0.
Note that while Yγij′ and Ω(Lζ , γij′) are both discontinuous as functions of (u, ζ) (the
former as noted in §5.7, the latter because of the framed wall-crossing) these discontinuities
precisely cancel in (5.43), leaving 〈Lζ〉 continuous, as it should be.
6. Local models and resolution of singularities
In this section we consider two examples where the quantum corrected connection A can be
described more explicitly. These examples give a concrete check of our integral equations
by studying models with various simplified assumptions on the spectrum Ω, ω, µ. These
simplifications typically arise when describing the light spectrum near certain local singu-
larities in B. These examples, which are the analog of §4 of [1], also provide illustrations
of one of the important features of the story: the real-codimension-2 singularities in the
connection Asf are smoothed out (or at least improved) by the quantum corrections, in the
sense that the corrected A only has singularities in codimension greater than 2.
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Recall that in the four-dimensional theory a typical singularity arises when a 4d particle
of charge γ becomes massless, i.e. Zγ(u) → 0 as u → u0 but with Ω(γ;u0) 6= 0. If — as
we assume — the only particles which become massless at u0 have charges proportional to
γ then near u0, the space M locally factors as a product of a smooth hyperka¨hler space
times a four-dimensional piece, the latter fibered over a one-complex-dimensional Coulomb
branch. This four-dimensional geometry, which we call periodic Taub-NUT space,30 can
be described rather explicitly by summing up a series of quantum corrections around the
semiflat geometry [55, 56, 1]. These corrections smooth out the singularity of the semiflat
geometry.
When generalizing this discussion to the 2d-4d case we can have Zγ(u) → 0 or
Zγij (u) → 0 for some u → u0. Generically we do not expect these to happen at the
same point u0, so there are two cases to consider:
1. A 2d particle of 4d charge γ becomes massless, i.e. again Zγ(u)→ 0 as u→ u0, but
now with ω(γ, ·;u0) 6= 0. Nevertheless, the 2d solitons measured by µ(γij ;u0) remain
heavy and can be ignored in a sufficiently small neighborhood of u0. In general there
can be several particles of different charges γ becoming massless, but we will make
the key simplifying assumption that they are all collinear. The case where mutually
nonlocal particles become massless is significantly more difficult.
2. A 2d soliton of 4d charge γij becomes massless, i.e. Zγij (u) → 0 for u → u0, with
µ(γij ;u0) 6= 0. Meanwhile all 2d particles with ω 6= 0 and 4d particles with Ω 6= 0
remain massive and can be ignored.
In the following sections we will analyze the local 2d-4d geometry in these two situ-
ations, and we will see how the singularity of the semiflat connection becomes partially
resolved.
As we have said, we do not expect to have Zγ → 0 and Zγij → 0 simultaneously
for populated charges. Nevertheless, this can of course happen, and our equations (5.23)
and (5.25) could be used to describe hyperholomorphic vector bundles, i.e. instantons,
over the PTN geometry. The geometry of these instantons might constitute an interesting
generalization of the results of Kronheimer and Nakajima. The end of §8.1.2 describes a
useful local model of this situation.
6.1 Massless 4d and 2d particles on a one-dimensional Coulomb branch
6.1.1 Local system and BPS degeneracies
We will describe the local system of (gauge) charges over a one-dimensional Coulomb
branch
D∗Λ := {a | 0 < |a| < |Λ|} (6.1)
where Λ is a UV cutoff for the effective 4d IR free theory. We let DΛ stand for the disk
with a = 0 restored. We can trivialize the local system after pulling back to the universal
30It is also known as the Ooguri-Vafa geometry in the math literature. We will use the abbreviation
“PTN space.”
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cover:
CΛ := {z |Re(z) < log |Λ|}, (6.2)
and we will use the projection p(z) = ez = a, so we may think of z ∼ log a as a branch of
the logarithm. Our local system will be
Γ := (CΛ × (Zγe ⊕ Zγm)) /Z (6.3)
where the generator 1 ∈ Z acts by taking
T · (z; qγe + pγm) := (z + 2pii; (q −∆p)γe + pγm) (6.4)
where q, p are integers, and ∆ is an integer characterizing the monodromy of the local
system. The symplectic structure is given by
〈γe, γm〉 = 1. (6.5)
The central charge function Z ∈ Hom(Γ,C) is defined by
Z(γe; z) = e
z = a, (6.6)
Z(γm; z) = τ0a+ ∆ad, (6.7)
where τ0 is a constant with positive imaginary part and
ad :=
1
2pii
ez(z − (log Λ + 1)) = 1
2pii
(a log
a
Λ
− a), (6.8)
and finally we extend Z by linearity. To extend Z to the torsor Γi we take the low energy
effective superpotential as
W = δad +Wanalytic (6.9)
where Wanalytic = w0 + w1a + w2a2 + · · · is some analytic superpotential. The wi are
complex numbers. The constant w0 does not affect the geometry, so we will take w0 = 0.
The period matrix is
τ(a) = τ0 +
∆
2pii
log
a
Λ
=
∆
2pii
log
a
Λ4
,
(6.10)
where the second equation is only valid if ∆ 6= 0, in which case we have Λ4 = Λe−2piiτ0/∆.
In this case we can also write
Z(γm) =
∆
2pii
(a log
a
Λ4
− a). (6.11)
If ∆ = 0 then we cannot absorb τ0 into Λ. In the remainder of §6.1 we will assume that
∆ 6= 0, and thus, without loss of generality, we can assume Λ = Λ4. In §6.2 we will consider
the special case where ∆ = 0. Similarly, if we take Λ = Λ4 and δ 6= 0 then we can write
W = δ
2pii
(
a log
a
Λ2
− a
)
+ w2a
2 + · · · (6.12)
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where
w1 =
δ
2pii
log
Λ4
Λ2
(6.13)
so we can interpret w1 in terms of Λ2.
We will assume that the light BPS degeneracies are of the form
Ω(qγe + pγm; z) = δp,0Ωq, (6.14)
ω(qγe + pγm; γ0; z) = δp,0ωq. (6.15)
Here q, p ∈ Z and Ωq and ωq are z-independent and satisfy the parity properties:
Ω−q = Ωq ω−q = −ωq (6.16)
Self-consistency of the above spectrum with the central charge and superpotential
require that
1. The integer ∆ is
∆ =
1
2
∑
q∈Z
q2Ωq =
∑
q>0
q2Ωq, (6.17)
because integrating out light charge q hypermultiplets with BPS degeneracy Ωq in a
theory which originally has prepotential τ0a results in the effective central charge Z
given above.
2. Similarly, as we discussed in equation (3.68) above, integrating out light 2d chiral
multiplets results in a twisted chiral superpotential as above, with
δ =
1
2
∑
q∈Z
qωq =
∑
q>0
qωq. (6.18)
3. As we have emphasized, the description of the system depends on a choice of su-
perpotential. These are the elements denoted γi in §3. If we change γi → γ′i =
γi + (q1γe + p1γm), then
ωq → ωq + p1qΩq (6.19)
and Wanalytic →Wanalytic + q1a, or equivalently Λ2 → Λ2e−2piiq1/δ.
6.1.2 Review of the PTN geometry
The dual of the local system over the cover CΛ is
NΛ := CΛ × ((R/2piZ)γ∗e ⊕ (R/2piZ)γ∗m) (6.20)
We would like to define Msf = NΛ/Z where the generator of Z acts by
T · (z; θeγ∗e + θmγ∗m) = (z + 2pii; θeγ∗e + (θm + ∆θe)γ∗m). (6.21)
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This gives the Pontryagin dual local system Γ∗⊗R/(2piZ) to Γ. However, there is a subtle
complication (related to self-duality) which forces us to consider instead a local system
M̂sf = NΛ/Z where the generator of Z instead acts as
T̂ · (z; θeγ∗e + θmγ∗m) = (z + 2pii; θeγ∗e + (θm + ∆θe + pi∆)γ∗m). (6.22)
The extra shift in θm will affect the signs of various quantities under the monodromy trans-
formation. Of course these two actions are related by θe → θe +pi∆ so the resulting spaces
are isomorphic, but the quantum corrections are a bit more natural in the coordinates
appropriate to the T̂ quotient.
The semiflat metric is:
gsf = R Imτ |da|2 + 1
4pi2R Imτ
|dθm − τdθe|2 (6.23)
This is invariant under T̂ and descends to a metric on M̂sf . It is positive definite for a ∈ D∗Λ
provided ∆ > 0.
Now recall the Gibbons-Hawking ansatz for a hyperka¨hler four-dimensional metric on
a principal circle bundle over a region of R3:
U−1
(
dχ
2pi
+Agh
)2
+ Ud~x2 (6.24)
where
dAgh = ?dU (6.25)
where ? is computed using the metric d~x2 = (dxi)2 and orientation dx1dx2dx3. Here
Θgh = dχ2pi + A
gh is a 1-form on the total space of the circle bundle, normalized so that
pi∗Θgh = 1.
The semiflat metric gsf can be put into the form (6.24) with
(x1 + ix2, x3) =
(
a,
θe
2piR
)
, χ = θm, (6.26)
and
U sf = R Imτ, Agh,sf = −RReτ dx3, F gh,sf = − ∆
(2pi)2
dφ dθe, (6.27)
where a = |a|eiφ.
Note that since θe is invariant under the monodromy operator T̂ we have a projection
M̂sf → D∗Λ×S1 defining a principal U(1) bundle. The base space contracts to T 2 and the
first Chern class is −∆.
The semiflat metric is hyperka¨hler, and we define twistor coordinates
X sfe = exp
[
piR
ζ
a+ iθe + piRζa
]
, (6.28)
X sfm = exp
[
piR
ζ
Z(γm; z) + iθm + piRζZ(γm; z)
]
(6.29)
– 80 –
with the untwisted group law X sfγ X sfγ′ = X sfγ+γ′ . (Had we worked on M instead of M̂
we would have used a twisted group law.) The coordinate X sfm is only a function on the
covering space NΛ and under T̂ we have:
T̂ ∗X sfm = (−1)∆X∆e X sfm . (6.30)
The quantum corrected metric is again of the form (6.24) but now with
U = UΩ :=
∞∑
q=1
q2ΩqUq, (6.31)
where
Uq :=
1
4pi
∞∑
n=−∞
 1√
q2|a|2 +R−2(q θe2pi + n)2
− κn,4
 . (6.32)
The regularization κn,4 is chosen so that in the instanton expansion the semiflat term is
U sf given above with Λ4. There is a corresponding gauge potential such that dA
Ω = ?dUΩ.
Formulae for it, in one gauge, are in [1], eqs. (4.8)-(4.10).
For any integer n we define the points sn,q := (a = 0, θe = 2pin/q) ∈ DΛ×S1, together
with the sets:
Sq := {sn,q|n ∈ Z}. (6.33)
Then UΩ is nonsingular away from SΩ = ∪q:Ωq 6=0Sq. The metric (6.24) with (6.31) defines a
metric on a principal U(1) bundle over DΛ×S1−SΩ. We will not be extremely careful about
specifying the different patches and trivializations of this U(1) bundle and will generally
denote the globally well-defined connection one-form on the total space of the bundle by
ΘΩ = dχ2pi +A
Ω. The total space with its hyperka¨hler metric will be denotedM(Ω) in what
follows and the projection is denoted
piΩ :M(Ω)→ DΛ × S1 − SΩ (6.34)
If we restrict this principal bundle to a small sphere linking the point sn,q, where (n, q) are
relatively prime and 0 ≤ n ≤ q − 1, then the function U behaves like
U ∼ Nq
4pi|~x| (6.35)
and hence the first Chern class on the linking sphere is just c1 = −Nq. Here Nq is given by
Nq =
∞∑
j=1
|jq|Ωjq. (6.36)
Note that Nq > 0 is required for a good metric.
31
If we attempt to extend (6.34) over the points SΩ then the fiber in the fibration
collapses. We can completeM(Ω) toM(Ω) by adding corresponding points pn,q ∈M(Ω).
31In particular, massless vectormultiplets lead to singularities at finite a.
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The metric near the point pn,q is locally a C2/ZNq singularity. Note that if Nq is nonzero
then there is such a singularity at all the points sn,q for n = 0, 1, . . . , q − 1.
Over the subspace
D∗Λ × S1 ⊂ DΛ × S1 − SΩ (6.37)
we can identify the U(1) bundles and hence compare the metrics of the PTN and semiflat
spaces. If we cut out a small tube around a = 0 then the principal bundle of the quantum
corrected space has Chern class given by the sum over the Chern classes for the points sn,q,
and this sum is just
c1|D∗Λ×S1 =
∑
n,q
(−Nq) = −∆,
where the sum is over n, q such that q > 0, (n, q) = 1, and 0 ≤ n ≤ q−1. Since the bundles
are isomorphic we can choose a “common fiber coordinate χ = θm” for both the semiflat
bundle and the full PTN space. When this is done the PTN metric and the semiflat metric
gsf are exponentially close for R→∞ as can be seen by rewriting U as U sf plus a series of
instanton corrections.
To describe the quantum-corrected twistor coordinates we should introduce the func-
tions
Fq(z, θe, ζ) := exp
[
− 1
4pii
∫
`qγe
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ log[1−Xe(ζ
′)q]
]
(6.38)
defined for any q ∈ Z. Recall that
`qγe :=
{
(z, ζ) :
qa
ζ
< 0
}
. (6.39)
The functions Fq live on the cover NΛ (and also on the universal cover of the punctured
twistor sphere). There are in fact two possible definitions of Fq. We may define a piecewise
analytic function away from the BPS rays. Suppose for fixed ζ that z0 is a value at which
the BPS ray contains ζ; then
Fq(z0 + i, θe, ζ) = (1−X qe )Fq(z0 − i, θe, ζ) (6.40)
The resulting function is periodic in z but only piecewise holomorphic as a function of z,
and in fact is not defined on the BPS rays. This is the definition generally adopted in this
paper. However, for our present purposes it is more convenient to take (6.38) to be the
definition of Fq only in the strip
arg ζ − pi < Imz < arg ζ + pi (6.41)
for q > 0, and for q < 0 we shift the strip down by pi. Then we analytically continue in z
to define a function without discontinuities. This function satisfies
Fq(z + 2pii, θe, ζ) = (1−X qe )−1Fq(z, θe, ζ). (6.42)
It is the latter functions, entire in z but only quasi-periodic, which we will use in our
discussion of the local PTN geometry.
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The formula of [1] for the quantum-corrected magnetic twistor coordinate is
Xm = X sfm
∏
q∈Z,q 6=0
F
qΩq
q . (6.43)
Now, under z → z + 2pii we have,32 according to (6.42)∏
q∈Z,q 6=0
F
qΩq
q (z + 2pii) = (−1)∆X−∆e
∏
q∈Z,q 6=0
F
qΩq
q (z) (6.44)
Thus, the functions Xm are invariant under the deck transformation T̂ , and descend to U(1)-
equivariant functions for the fundamental representation on the principal U(1) fibration
M̂(Ω)→ DΛ × S1 − SΩ.
6.1.3 The semiflat line bundle
The semiflat connection is
Asf = i(η dθe + α dθm). (6.45)
If t = η + ατ with η, α real,
η =
Im (t¯τ)
Im τ
, α =
Im t
Im τ
. (6.46)
Defining
∂Wanalytic
∂a
:= tanalytic, (6.47)
then
t =
δ
∆
τ(a) + tanalytic (6.48)
and hence
T̂ ∗(η) = η −∆α+ δ, T̂ ∗(α) = α. (6.49)
Asf is globally defined on NΛ but does not descend to Msf . Also note that the curvature
of the semiflat connection comes entirely from Wanalytic.
We should consider Asf to define a connection on a principal U(1) bundle over M̂sf
defined by
P̂ sf = (NΛ × U(1))/Z, (6.50)
where the generator of Z acts by
T̂ · (z; θeγ∗e + θmγ∗m; eiψ) = (z + 2pii; θeγ∗e + (θm + ∆θe + pi∆)γ∗m; eiψe−iδθe(−1)nω), (6.51)
so that Θsf = i(dψ + ηdθe + αdθm) is well defined on the total space of P̂
sf :
T̂ ∗Θsf = Θsf (6.52)
32In deriving this the “extra sign” comes out more naturally in the form (−1)nΩ where nΩ := ∑q>0 qΩq.
However nΩ = ∆ mod 2.
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Here nω =
∑
q>0 ωq defines a shift of the fiber coordinate ψ, analogous to the shift of θm
in (6.22). Now we form the semiflat section:
X sfW = exp
(
piR
ζ
W − iψ + piRζW
)
, (6.53)
so that (d + Θsf)X sfW is type (1, 0) in all complex structures. Note that X sfW has the equiv-
ariance property
T̂ ∗(X sfW) = (−1)nωX sfWX δe , (6.54)
so, like X sfm , it is well-defined on NΛ but does not descend to M̂sf .
6.1.4 The quantum-corrected bundle V
Since we are assuming µ(γij ; a) = 0, it follows from (5.25) that there will be no quantum
mixing of line bundles and the quantum corrected connection is on the semiflat line bundle
V . Using the equation (5.23) we see that the holomorphic section is given by
XW = X sfW
∏
q∈Z,q 6=0
F
ωq
q , (6.55)
which transforms under T̂ as
T̂ ∗XW = XW . (6.56)
It thus descends to a U(1)-equivariant (under shifts ψ → ψ + ψ0) function from (NΛ ×
U(1))/Z to C, and hence defines a section of the associated line bundle V → M̂sf .
There is a strong formal resemblance between the function XW and the magnetic
twistor function Xm we used to describe the PTN geometry. To bring it out, define
Ωeffq := ωq/q. (6.57)
Then if we also set θeffm := −ψ we can write:
XW = X ωmX analytic (6.58)
where X ωm is precisely the functions Xm computed with Ωeff (and let us stress that it is
independent of θm, but does depend on θ
eff
m = −ψ). Moreover
X analytic = exp
(
piR
ζ
Wanalytic + piRζWanalytic
)
. (6.59)
It follows from (6.57) that we should view XW as an equivariant function on an effective
PTN space M̂(ω) := M̂(Ωeff). It is equivariant under translation in the circle coordinate of
the fibration by piω analogous to (6.34). Of course, we are supposed to be defining sections
of a line bundle over the space M̂(Ω). Since the sections XW are independent of θm we
can say the following. We consider the diagram:
M̂(ω)
piω

M̂(Ω) piΩ // DΛ × S1 − (SΩ ∪ Sω)
(6.60)
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For the moment we excise all the singular points in the base, and for simplicity we use
the same notation for the total space over this smaller base. Finally, we can consider the
pullback
pi∗Ω(M̂(ω))→ M̂(Ω) (6.61)
which is a U(1) fibration over M̂(Ω). The functions X ωm pull back to equivariant functions
on the U(1) fibration (6.61). These are equivalent to sections of a line bundle over M̂(Ω).
6.1.5 Deriving the connection
Now we use the differential equations (4.61)-(4.64) in [1] to give an explicit construction of
the hyperholomorphic connection.
We first note that since eqs. (4.61)-(4.64) of [1] are supposed to be the Cauchy-Riemann
equations we can read off a basis for T (0,1)M(Ω) in complex structure ζ:
V 0,11 =
∂
∂a
+
ipiR
ζ
∂
∂θe
−
(
pi
ζ
(UΩ + 2piiRAΩθe) + 2piA
Ω
a
)
∂
∂θm
V 0,12 =
∂
∂a¯
+ ipiRζ
∂
∂θe
+
(
piζ(UΩ − 2piiRAΩθe)− 2piAΩa¯
) ∂
∂θm
(6.62)
where UΩ denotes (6.31), and so forth. For later reference, in the semiflat limit
UΩ → R ∆
4pi
log
∣∣∣∣Λa
∣∣∣∣2 = R Im τ, (6.63)
AΩ → ∆
4pi2
Re
(
i log
a
Λ
)
dθe = − 1
2pi
Re (τ)dθe +O(e−R|a|). (6.64)
Now let Θ denote the full quantum-corrected connection. We aim to extract Θ from the
equations
〈V 0,1A , (d + Θ)XW〉 = 0, A = 1, 2. (6.65)
First consider the case where Wanalytic = 0 and call the corresponding connection Θs. In
the case Wanalytic = 0 we have XW = X ωm and hence we can use the differential equations
(4.61)-(4.64) of [1] and then subtract the terms corresponding to 〈V 0,1A , dXW〉 to get four
equations for the components of Θ. We find a somewhat elegant result:
Θsθm = i
Uω
UΩ
, (6.66)
Θsi = 2pii
(UωAΩi − UΩAωi )
UΩ
, (6.67)
where i = θe, a, a¯. Here U
ω means the function (6.31) computed with (6.57), and Aω is the
corresponding one-form. It is nice to check that the semiflat limit works out perfectly and
that there is then a series of instanton corrections to this limit.
Now when Wanalytic is nonzero we can write
0 = 〈V 0,1A ,X−1W (d + Θ)XW〉 (6.68)
= 〈V 0,1A , (X ωm)−1(d + Θ)X ωm〉+
〈
V 0,1A ,d
(
piR
ζ
Wanalytic + piRζWanalytic
)〉
. (6.69)
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Let us write the total connection as
Θ = Θs + Θanalytic. (6.70)
Then from (6.68) we derive
Θanalyticθm = i
R(Im τ)
UΩ
αanalytic, (6.71)
Θanalyticθe = i(η
analytic + (Re τ)αanalytic) + 2pii
R(Im τ)αanalytic
UΩ
AΩθe , (6.72)
Θanalytici = 2pii
R(Im τ)αanalytic
UΩ
AΩi , (6.73)
where i = a, a¯, and we have defined tanalytic := ηanalytic + τ(a)αanalytic. Again, the semiflat
limits reproduce the contribution of Wanalytic to the semiflat connection.
6.1.6 Analyzing the singularities
We consider the extension of the pullback diagram (6.60) over the singular sets Sω and SΩ.
There are three different cases to consider with a different story for each case. Denote the
integer in equation (6.36) computed for Ωeffq of (6.57) by N
eff
q .
1. sn,q ∈ SΩ − Sω ∩ SΩ: Above these points the metric is singular but the line bundle
is not. It pulls back to a locally trivial line bundle over the neighborhood C2/ZNq .
The ZNq -action on the line over the origin is trivial.
2. sn,q ∈ Sω −Sω ∩SΩ: Here the line bundle is singular but the metric is not. The fiber
above a point sn,q has c1 = −N effq . Above the point sn,q (in the metric fibration piΩ)
there is a whole fiber in M̂(Ω). The line bundle is singular all along that ring. Thus,
in this case, the singularity is only reduced from codimension two to codimension
three.
3. sn,q ∈ Sω ∩ SΩ. Here we consider the pullback of C2/ZNeffq → D3∗ to a U(1) fibration
over C2/ZNq via piΩ : C2/ZNq → D3∗. This is easily determined by the following simple
remark. Consider the quotient Hopf fibration piN1 : S
3/ZN1 → S2. This is a principal
U(1) bundle over S2 with first Chern class N1 (measured relative to a unit volume
form generating H2(S2;Z)). On the other hand, pi∗N1 : H
2(S2;Z) → H2(S3/ZN1 ;Z)
is a homomorphism Z → ZN1 and this homomorphism is simply reduction modulo
N1. Now therefore we can consider the principal U(1) fibration over S
3/ZN2 given by
pi∗N2(S
3/ZN1). This principal U(1) bundle over S3/ZN2 has Chern class N1 mod N2.
Now, there are tautological line bundles Rρ → C2/ZN labeled by ρ in the Pontryagin
dual ẐN . They restrict to the linking S3/ZN to be the associated bundle to the U(1)
principal bundle with c1 = ρ. Thus in our pullback diagram (6.60), if we restrict to
the neighborhood of a singular point sn,q ∈ SΩ∩Sω we get the tautological line bundle
over C2/ZNq given by N effq mod Nq. Note this is invariant under the transformations
ωq → ωq + qΩq, as it must be.
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The connections we have derived are only singular on codimension three or codimension
four singularities, as opposed to the semiflat connections, where the line bundle is not
defined on a codimension two singularity. In this sense, the quantum corrections have
smoothed out the geometry.
6.1.7 Mirror manifolds and mirror branes
We can illustrate the remarks we made above about mirror branes in the present example.
The PTN space is a torus fibration pi : M̂(Ω) → DΛ with a singular fiber over a = 0.
The fiber can be viewed as a necklace of intersecting “spheres.” More precisely, the circle
fibers with coordinate θm collapse at the points sn,q ∈ SΩ. These fibers together with the
intervals on the θe circle constitute a sphere with ZNq orbifold singularities at the north
and south poles.
The section ν˜ = (αγm + ηγe) mod Γ is a section of the dual fibration, which should be
interpreted as the mirror manifold. Indeed, the T-dual of the semiflat metric R gsf is the
metric
R˜gsf = R2 Im τ |da|2 + 1
4pi2Im τ
|dθ˜e − τdθ˜m|2 (6.74)
(where θ˜i is T-dual to θi) and hence isomorphic to the original metric Rg
sf , with θ˜e = θm
and θ˜m = θe. Hence the mirror manifold to M̂(Ω) should be diffeomorphic to M̂(Ω) itself.
Note that it is the θ˜e circle which shrinks at the singular points s˜n,q defined by θ˜m = 2pin/q
with Ωq 6= 0.
The section ν˜ = (αγm + ηγe)modΓ has coordinates θ˜e = η and θ˜m = α. On the other
hand, it follows from (6.48) that
η = Re (w1)− Im (w1)Re τ(a)
Im τ(a)
+O( a
log a
), (6.75)
α =
δ
∆
+
Im w1
Im τ(a)
+O( a
log a
) (6.76)
(recall that w1 is the linear term in Wanalytic). Hence their reductions modulo 1 have good
limits at a→ 0. In particular, note that α→ δ∆ .
The section ν˜ defines a Lagrangian cycle which is the support of an A-brane. Sometimes
this section goes through the singular points s˜n,q. The A-brane should be mirror to the
brane described by the line bundle with hyperholomorphic connection over M̂ we have
constructed above. However, as we have seen, the latter brane depends on the details of
Ωq and ωq whereas the support of the A-brane is only sensitive to the data w1, δ,∆. It
must be that there is further data needed to specify this A-brane (in particular its flat
connection and possible binding to fractional branes). There is undoubtedly an interesting
story here, related to [57], but it lies beyond the scope of this paper.
6.2 A massless 2d particle with 4d gauge charges only
Our second example is slightly artificial, but illustrates nicely an important physical point.
We return to the analysis of §6.1 but with ∆ = 0, so that τ = τ0 is constant. In particular,
we will assume that at some point u0 of B where is a charge γ ∈ Γ with Zγ(u0) = 0 and
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ω(γ, ·;u0) 6= 0) but Ω(γ;u0) = 0. We will also assume that µ(γij ;u0) = 0 so the vacua don’t
mix and we can take the case of a single vacuum. Note that ω(γ, γi;u0) is independent of
which γi we choose in Γi.
We will take the simple effective superpotential
W = δ i
2pi
(
a log
(
a
Λ2
)
− a
)
. (6.77)
The singularity of W at a = 0 implies a singularity for t = ∂aW and hence for Asf there.
Note that
η = − δ
2piImτ0
Re
(
τ¯0 log
a
Λ2
)
, α =
δ
4piImτ0
log
∣∣∣∣ aΛ2
∣∣∣∣2 . (6.78)
Now, we would like to study the IR Lagrangian obtained after compactifying the whole
system on S1. The most straightforward way to proceed is to compactify the theory
including the 2d chiral multiplet. The KK mode expansion of the 2d chiral multiplet then
gives an infinite set of 1d fields, each charged under the 3d gauge field. The n-th KK mode
has mass mn =
√
|qa|2 + (n+ qθe2pi )2/R2, where θe = θγe is the Wilson line of the U(1)
gauge field around S1. Thus the compactified version of (3.67) gives
(Im τ0)α1d = −
∑
q>0
qωq
1
4pi2R
∞∑
n=−∞
∫ ∞
−∞
dk
1
m2n + k
2
. (6.79)
The integral on k is elementary, but the sum requires regularization. The regularized
answer can be written
(Im τ0)α1d = −
∑
q>0
qωq
4piR
∞∑
n=−∞
(
1
mn
− κn,2
)
= −
∑
q>0
qωq
4piR
∞∑
n=−∞
 1√
|qa|2 + (n+ q θe2pi )2/R2
− κn,2
 (6.80)
where κn,2 are some regularization constants, independent of a, θe, chosen so that the
sum converges and the leading term in the large R expansion reproduces α. Note that
α1d = −Uω/(R Im τ0), where Uω is the function UΩ of equation (6.31) computed with
Ωeffq = q
−1ωq.
The semiflat geometry is uncorrected, so we will be discussing connections on a line
bundle over D∗Λ × T 2. The hyperholomorphic connection Θ has a component along θm
determined by equation (5.1)
ι∂θmΘ = −iα1d. (6.81)
In fact, this together with the condition that A is hyperholomorphic is almost enough to
determine A completely. Hyperholomorphicity in the case of a 4-dimensionalM just means
that dA is an anti-self-dual 2-form on M. 33 Writing
Θ = Θ[3] − iα1d (dθm − (Re τ0)dθe) (6.82)
33We choose an orientation e1∧e2∧e3∧e4 where e1 +ie2 = √RIm τ0da and e3 +ie4 = i
2pi
√
RIm τ0
(dθm−
τ0dθe).
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where A[3] is a U(1) connection over the R2 × S1 parameterized by (a, a¯, θe), this amounts
to
dΘ[3] = (2pii
√
R Im τ0) ?3 dα1d. (6.83)
Here ?3 denotes the 3-dimensional Hodge star with respect to the metric (e
1)2+(e2)3+(e3)2
with orientation e1e2e3. In particular the existence of an Θ[3] obeying (6.83) requires
that α1d is a harmonic function on R2 × S1, which is indeed the case. The general Θ[3]
obeying this equation was again written down in §4.1 of [1] (more precisely we have Θ[3] =
−2piiq Athere when ω has support at one value of q and value 1 there.)
So we have determined the form of the hyperholomorphic connection Θ. The important
new point here is that it agrees with our general expression (6.66) with the replacement
UΩ → RIm τ0. Therefore, in the general expression (6.66) we should view the instanton
series for the numerator as due to instantons from worldlines of 2d BPS particles and
the instanton expansion of the denominator as due to instantons from worldlines of 4d
BPS particles. We can therefore interpret the result (6.66) as a combined 2d-4d instanton
expansion.
The rest of the discussion of the topology of the quantum corrected line bundle proceeds
as in the previous section, with the replacement of M̂(Ω) by D∗Λ × T 2.
6.3 A massless 2d soliton
Now let us turn to the other type of singularity, where Zγij (u) → 0 for some 2d soliton
with µγij (u0) 6= 0 but all occupied 4d charges have nonvanishing Zγ at u0.
There is a neat toy model for this situation: take a free U(1) gauge theory in 4
dimensions and a surface defect supporting a single twisted chiral field X, coupled together
by a twisted superpotential W = Λ2d3 X3 − aX, where a is the twisted chiral multiplet
coming from the 4d theory. (So this is essentially a 2d Landau-Ginzburg model whose
superpotential depends on the Coulomb branch modulus of the 4d theory.)
The 2d system has two vacua labeled by i ∈ {+,−}. These two vacua correspond to
the two points X = ±√a/Λ2d, with
W± = ∓ 2
3Λ
1/2
2d
a3/2, t± = ∂aW± = ∓
(
a
Λ2d
)1/2
. (6.84)
(For simplicity we will take Λ2d positive and Λ
1/2
2d positive.) There is a single BPS soliton
interpolating between the two vacua, carrying charge γ0+−, and a soliton interpolating the
other way, with charge γ0−+. We adopt the sign conventions for the A1 theories in §7.2, so
µ(γ0+−) = µ(γ0−+) = 1 while σ(γ0+−, γ0−+) = −1, in accord with (5.38). There is an obvious
singularity of t± at a = 0 where the soliton becomes massless, which implies a singularity
of Asf .
In the exact compactified theory, Asf should be corrected to some smooth self-dual
connection A on a rank 2 bundle V over M = R2 × T 2. Unlike the previous example, we
will not compute this A directly: fortunately we will be able to determine it more indirectly.
We first describe A in a bit more detail and then check that it indeed matches what comes
from our construction.
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As in the previous example, the 4d theory is just the free U(1) theory, so the metric
on M is given by (6.23). Note that the physics of the compactified system is independent
of the electric and magnetic Wilson lines around S1, as all of the UV fields are uncharged.
Hence the exact corrected A is invariant under translations on the T 2 factor ofM. (Strictly
speaking, the notion of “translation invariant” only makes sense once we fix a trivialization
of V ; here we are working with the trivialization determined by the superpotentials W±.)
Dividing such an A up into components as
A = A[2] + ϕa
dθm − τ¯dθe
2pi(Im τ)
+ ϕ¯a¯
dθm − τdθe
2pi(Im τ)
(6.85)
(where A[2] denotes a connection along the R2 factor and ϕ¯a¯ is the Hermitian adjoint of
ϕa) the self-dual Yang-Mills equations for A become
∂a¯ϕa + [A
[2]
a¯ , ϕa] = 0, (6.86)
F [2] +R2[ϕa, ϕ¯a¯] = 0, (6.87)
i.e. the Hitchin equations for the pair (A[2], ϕa da) on R2 = C. In the semiflat approxima-
tion (5.4), A[2] = 0 and ϕa is diagonal, with eigenvalues±pit with pit = pi∂aW = −pi( aΛ2d )1/2.
This approximation is good at sufficiently large a, up to corrections of order e−2piR|a|. In
particular, using Liouville’s theorem these asymptotics imply
Trϕ2a = pi
2a/Λ2d. (6.88)
There is a unique smooth solution (A[2], ϕ) of the Hitchin equations on C obeying (6.88). It
is radially symmetric on C, and determined by a solution of Painleve III — see for example
[58], §8.1. Fortunately, we will not need the explicit form of (A[2], ϕ). Rather, we will use
an indirect characterization, essentially the tt∗ technology of [58, 32] (see also §9.4.1 of [2].)
Let us briefly review how that technology works in this case. We consider the flat
connections
∇(ζ) = Rζ−1ϕ+A[2] +Rζϕ¯. (6.89)
This family of connections can be completed to a single connection over the C × CP1
parameterized by (a, ζ). This connection has irregular singularities at ζ = 0 and ζ = ∞,
exhibiting Stokes phenomena. The formal asymptotics of solutions as ζ → 0 are
Y± ∼ exp
[
∓piR
ζ
2
3Λ
1/2
2d
a3/2
]
e± (6.90)
where e± denote some ζ-independent sections. There are two anti-Stokes rays emerging
from either ζ = 0 or ζ = ∞, located where the exponent becomes real. In the basis
(Y+,Y−) the corresponding Stokes factors are known to be simply(
1 1
0 1
)
,
(
1 0
−1 1
)
. (6.91)
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See Appendix B for more details. Moreover, these formal asymptotics and Stokes data are
enough to determine the full connection, hence the solution (A[2], ϕ) of Hitchin’s equations,
and hence finally the hyperholomorphic connection A.
Now let us see how this description is reproduced by our construction. In our present
setup, where ω(·, ·) = 0, (5.22), (5.23) just say
Yγ± = g±Ysfγ± , (6.92)
while µ(γ0+−) = 1, µ(γ0−+) = 1, with all other µ(·) = 0, so (5.25) says
g+(ζ) = g
sf
+ +
1
4pii
∫
`
γ0−+
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ g−(ζ
′)Ysfγ0−+(ζ
′), (6.93)
g−(ζ) = gsf− +
1
4pii
∫
`
γ0+−
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ g+(ζ
′)Ysfγ0+−(ζ
′). (6.94)
(recall that Ysf
γ0i
is defined in (5.13), (5.15) but Ysf
γ0ij
is defined by (5.24)). In particular, Yγ0±
are independent of base coordinates θe, θm on T
2, i.e. they are invariant under translations
along T 2. We may thus consider them as sections of a bundle over the base C. As just
explained, the translation invariance implies this bundle supports a solution (A[2], ϕ) of
the Hitchin equations. The Cauchy-Riemann equations for holomorphic sections of V (ζ),
when restricted to translation invariant sections, reduce to flatness under ∇(ζ). So Yγ0± are
∇(ζ)-flat. (6.92)-(6.94) show that Yγ0± have the asymptotics (6.90). Finally, we can read
off the Stokes factors from the discontinuities of Yγ0± across the two rays `γ0+− and `γ0−+ .
These discontinuities are determined by (6.93) and (6.94). The net result is the following:
1. Across the wall a3/2/ζ ∈ R− we have
Y+(+) = Y+(−) + σ(γ−+, γ+)Y−
Y−(+) = Y−(−) = Y−
(6.95)
where Yγ(±) refers to the side of the wall with Im(±a3/2/ζ) > 0.
2. Across the wall a3/2/ζ ∈ R+ we have
Y+(+) = Y+(−) = Y+
Y−(+) = Y−(−) + σ(γ+−, γ−)Y+
(6.96)
where Yγ(±) refers to the side of the wall with Im(∓a3/2/ζ) > 0.
Using (5.39) we know that σ(γ+−, γ−)σ(γ−+, γ+) = −1. With an appropriate choice of
σ subject to this constraint, (6.95), (6.96) correspond to the desired Stokes factors (6.91).
This is enough to show that our construction produces the A we described above.
In particular, our construction has produced a smooth hyperholomorphic connection:
this is an example of the advertised resolution of singularities induced by 2d BPS states.
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7. Example: A type theories and Hitchin systems
One important example of our construction is its application to the “canonical surface
defects” in theories of class S.
Recall that theories of class S are obtained from an ADE group and a curve C (with
punctures) as described in [43, 2, 44]. For simplicity, throughout this section we will restrict
our attention to the case where the ADE group is of type An−1. Then there are canonical
surface defects Sz corresponding to points z ∈ C [59, 44]. (If we think of the theory
as obtained from a decoupling limit of M5-branes, then Sz can be constructed from an
M2-brane ending on the M5-branes at the point z.) In this class of theories and surface
defects, we can describe the 2d-4d wall-crossing data of §§2.3 and 3 explicitly in terms of
the geometry of C and its spectral cover.
We will need a bit of care in defining the canonical surface defect, due to some subtleties
about locality of surface defects in the 6d theory. It is not difficult to argue (looking for
example at a KK reduction of the theory to 5d Yang-Mills or to the Abelian theory on
the Coulomb branch of the 6d theory) that the basic surface defects in 6d have a potential
mutual locality problem. If we keep a surface defect fixed, look at the S3 which surrounds
it, nucleate a second surface defect near the north pole of the sphere, and annihilate it
near the south (in analogy with what is done in 4d with Wilson and ’tHooft operators) the
partition function gains a factor of e2pii/n. 34 This factor plays an important role when one
looks at mutual locality of line defects in 4d corresponding to paths on C. There is a second
application, though, to mutual locality between surface defects sitting at a point in C and
point operators in 4d engineered by wrapping surface defects on C: the point operator has
e2pii/n monodromy around the surface defect. The local operator which descends from a
surface defect wrapping C was identified in [60] with a specific chiral operator which receives
vevs on the Higgs branch. Hence in order to include the canonical surface defect Sz in the
4d theory, strictly speaking one needs to gauge the Zn flavor symmetry corresponding to the
monodromy of these specific chiral operators around the canonical surface defect. At least
in the A1 case with regular singularities we will, in §7.4, identify the Z2 flavor symmetry
in the four dimensional Lagrangian description of the theories, and verify that the Γi fail
to be Γ torsors in a way which is exactly controlled by the Z2 flavor monodromy, leading
to the kind of anomaly cancellation discussed in §3.6.2. The generalization to higher rank
should not be hard, though it might be hampered by the lack of a Lagrangian description.
The fact that Sz carries flavor monodromies nicely resolves some puzzles rased in [59]
(in a way anticipated in [59]). Whenever C approaches a factorization limit and develops a
long thin tube, a weakly coupled gauge group appears in the four dimensional field theory.
34One way to see this is to work on the Coulomb branch. Then the worldsheet of the nucleated surface
defect has a topologically interesting term exp[2pii
∫
Σ
(v1, B)] where B is a self-dual two-form valued in the
Cartan subalgebra of An−1. Here v1 is a vector in the weight lattice of An−1. The other surface defect,
which we locate at the center of R4 surrounded by the linking sphere S3 is a magnetic source of B of strength
H = v2ω3 where ω3 is the unit normalized volume form on S
3 and v2 is in the weight lattice of An−1. Here
we have identitified the Cartan subalgebra with its dual using a metric so that roots have length-squared
two. Then the topologically interesting phase for the process described above is exp[2pii(v1, v2)], and since
both v1, v2 are in the weight lattice of An−1 this is an nth root of unity.
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If the point z is in the tube region, then, as was observed in [59], the surface defect Sz
appears to be well described by a GW surface defect. However, a direct identification with
a GW surface defect leads to two puzzles: First, the GW surface defect alone does not break
any flavor symmetry, but the canonical surface defect often appears to break some flavor
symmetry. The resolution of this puzzle is that the appropriate GW defect must carry
some flavor monodromy and this monodromy does indeed break the flavor group down to
the commutant in the flavor group of the gauged Zn subgroup. The second problem is that
several class S descriptions of the same 4d theory might exist, and in general these will
have sharply different canonical surface defects. How can they all correspond to a single
GW surface defect? The resolution is that there are several GW defects, distinguished by
having different flavor monodromies.
7.1 Review of pure 4d data
First we recall from [2] some purely 4d aspects of the story. Although the theory exists for
any simply laced Lie algebra we will for simplicity focus on the case of An−1. Later we will
specialize to n = 2.
A point u of the Coulomb branch B corresponds to a set of meromorphic k-differentials
φk (k = 2, 3, . . . , n) on C. The φk have poles only at the punctures of C, and part of the
data defining the theory is a set of linear conditions on the singular parts of the φk at the
punctures; roughly these conditions identify the residues of the φk with various combina-
tions of the mass parameters of the theory. B is the space of all tuples (φ2, φ3, . . . , φn) of
meromorphic differentials obeying these linear conditions. B is thus a finite-dimensional
affine space modeled on ⊕nd=2H0(C,K⊗d).
For every u ∈ B, there is a corresponding Seiberg-Witten curve,
Σu = {φn + φn−1λ+ · · ·+ φ2λn−2 + λn = 0} ⊂ T ∗C. (7.1)
λ is a cotangent vector, so that each term in the above equation is an n-differential on C.
At a generic point of C the equation has n distinct solutions, so Σu ⊂ T ∗C is an n-fold
covering of C. Locally the n solutions give n 1-forms λi on C. These 1-forms pull back to
a single globally defined 1-form on Σu which we also call λ.
The local system of lattices Γ begins with a certain subquotient of H1(Σu;Z) and then
extends it so that Γg is self-dual. This extension depends on a choice of a set L of maximal
mutually local line defects and determines a precise global structure of the gauge group.
In the A1 case we begin with the sublattice H1(Σu;Z)− odd under the deck transformation
and then, depending on the choice of L, we extend it to a self-dual lattice. (For details see
[3].) The central charge function Zγ is
Zγ =
1
pi
∮
γ
λ. (7.2)
Finally we come to the most interesting part of the story: the Ω(γ;u) are the 4d BPS
degeneracies, described in [45, 2]. They count certain special networks on C, defined as
follows: First, define a WKB curve of type ij and phase ϑ to be an oriented real curve on
– 93 –
C, along which e−iϑ〈(λi−λj), ∂t〉 is real and positive for some pair of vacua i, j. Here ∂t is
a positively oriented tangent vector along the path. 35 A WKB network of phase ϑ is by
definition a network of curves on C whose legs are WKB curves of phase ϑ. The network
can have three-legged junctions where legs of types ij, jk, ki come together. A leg of type
ij is also allowed to end on a branch point where λi − λj = 0, i.e. the i-th and j-th sheets
of Σ merge.
Following any leg of a WKB network in either direction, there are four possible out-
comes: either we reach a junction, we reach a branch point, we return to where we started,
or we spiral into one of the punctures of C. We call the network finite if this fourth possi-
bility never occurs. This last condition makes finite WKB networks rather special, since a
generic WKB curve spirals into punctures in both directions. See Figure 13.
12
13
23
24
43
14
21
34
12
43
21
34
Figure 13: A possible finite WKB network in the A3 theory. All legs are WKB ij-curves, with ij
as indicated. Similarly the branch points (orange crosses) are ij-branch points as indicated.
Each finite WKB network has a canonical lift to a union of closed curves on Σ, ob-
tained by lifting a leg of type ij to a pair of curves on sheets i and j of Σ, with opposite
orientations. The Ω(γ;u) count finite WKB networks with phase ϑ = argZγ , for which
the homology class of the lift is γ.36 Isolated finite WKB networks contribute +1 to Ω.
The contributions from networks with moduli are more complicated and have not been
analyzed systematically, except in the case of the A1 theory (see below).
7.2 2d-4d data
Now we describe the new data attached to the surface defect. Most of what we say could be
guessed just by looking for the most obvious generalizations of the 4d data to incorporate
the surface defect, consistent with the general structure we have described in the rest of
this paper. A fuller justification of our claims here could be given using a string theory
realization of the An−1 theory. Alternatively, in the A1 case, our claims are justified by
the WKB analysis which we sketch later in this section.
35In [2] WKB curves for the A1 case were defined to be unoriented. This is compatible with the present
definition, because we only require orientation with respect to some pair of vacua i, j.
36This is actually equivalent to counting finite WKB networks with arbitrary phase — indeed, if a finite
WKB network has phase ϑ and lifts to a class γ, then ϑ = argZγ .
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1. Vacua: The finite set V(Sz) of vacua of the surface defect is just the set of preimages
of z in Σu; call them xi, i = 1, . . . , n. Often we will simply write i for the vacuum
xi. (This follows from the identification [17] between the twisted chiral ring of the
2d theory on the surface defect and the Seiberg-Witten curve of the 4d theory.)
2. Soliton charge torsors: The torsors Γij are taken to be the Γ-torsor of (relative)
homology classes of open paths from xi to xj . (Thus, we choose one connected
path from xi to xj and then consider all translates of the relative homology class in
H1(Σu, {xi, xj};Z) by Γ.) The central charge function Zγij is then 37
Zγij =
1
pi
∫
γij
λ. (7.3)
3. 2d-4d BPS degeneracies ω: The most naive guess for ω(γ, γij) would be
ω(γ, γij ;u) = Ω(γ;u)〈γ, γij〉. (7.4)
This equation is indeed correct, but it needs some clarification: choosing different
representatives for the class γ would a priori give different values for the intersection
number 〈γ, γij〉, since representatives of γij are open curves. Which representative
should we use?
First consider the special case where the only finite WKB networks in class γ are
isolated. In this case, the lift of each such network defines a canonical representative of
the class γ. In particular this representative defines a definite class γ˜ in the homology
group H1(Σu −{xi, xj};Z) (which pairs with H1(Σu, {xi, xj};Z)). Having made this
definition, we can say that this lifted network contributes 〈γ˜, γij〉 to ω(γ, γij). To get
the full ω(γ, γij) we sum over the networks contributing to Ω(γ).
If the networks contributing to Ω(γ) are not isolated, then the job of computing
ω(γ, γij) is more complicated. We do not give a general prescription here, but we do
indicate what should be done in the first nontrivial example, the A1 theory. In this
case the networks we have been discussing in fact just consist of single WKB curves
— there are no nontrivial junctions. The new case we need to discuss is the case
where the WKB curve is closed: in this case it is not isolated but rather lies in a 1-
parameter family, sweeping out an annulus on C. In this case, we focus our attention
on the two closed WKB curves which make up the inner and outer boundaries of the
annulus: letting γ˜, γ˜′ denote the lifts of these two boundaries, we define
ω(γ, γij) = −〈γ˜, γij〉 − 〈γ˜′, γij〉. (7.5)
In the case where z is not in the annulus both terms contribute equally and this
simplifies ω(γ, γij) = −2〈γ˜, γij〉. This is our original naive formula (7.4), since in this
case Ω(γ) = −2.
37In Seiberg-Witten theory it is often said that the Seiberg-Witten differential is ambiguous by shifts
λ → λ+ df . This would affect the central charges here. In the theories of class S there is a distinguished
Seiberg-Witten differential. This is the one which appears in the chiral ring, and is the one we should
employ here.
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4. 2d-4d BPS degeneracies µ: Finally, the µ(γij ;u) count finite open WKB networks
of type ij on C. An open WKB network is just like the WKB networks we defined
above, except that it has one special leg which is of type ij and has one end at the
point z. The lift of any finite open WKB network to Σ defines an element γij ∈ Γij .
When the moduli space of these networks is an isolated set of points, µ(γij) is a
signed sum over these points. In general we do not have a prescription to fix the sign.
In the A1 case we do know the answer: in this case there is at most a single finite
open WKB network in each class, and it contributes µ(γij) = +1.
5. Twisting function σ: We do not know the tricky ±1-valued twisting function σ in
general. In the A1 case we do know it: it is
σ(γ, γ′) = (−1)〈γ,γ′〉, (7.6)
σ(γ, γii) = (−1)〈γ,γii〉, (7.7)
σ(γ, γij) = σ(γ), (7.8)
σ(γij , γji) = −σ(γij + γji), (7.9)
where the σ appearing on the right side is the “canonical quadratic refinement”
σ : Γ → Z2 which appeared in §7.7 of [2]. In particular recall that σ(γ) = −1 if γ
supports a hypermultiplet and = +1 if γ supports a vectormultiplet. The above sign
prescription is justified in Appendix F.
We will sometimes use the signs σ(γij , γj) as well; these involve gauge choices which
we do not discuss here.
6. Supersymmetric interfaces: In order to extend the wall-crossing data to include
interfaces we must describe a suitable class of such interfaces. Suppose we pick two
points z and z′ of C. We then have two surface defects S = Sz and S′ = Sz′ Interfaces
L between S and S′ correspond to paths ℘ in C from z to z′. One can justify this
by considering Janus configurations in the field theory, where z is regarded as a
parameter of the surface defect. Alternatively, one can take a geometric engineering
viewpoint and construct the interface between Sz and Sz′ by considering three open
M2 branes. The first ends on the surface x1 = x2 = 0 with x0 ≤ 0 at z ∈ C. The
third ends on the surface x1 = x2 = 0 with x0 ≥ 0 at z′ ∈ C, and the second ends
at x1 = x2 = x0 = 0 in R1,3 times a path ℘ on C from z to z′. In a discussion
analogous to that of [3], §7.4, the partial twisting of the theory along C means that
the defect only depends on the homotopy class of ℘ (with fixed endpoints). 38 The
Hilbert space HSzLζ,℘Sz′ will be graded by a charge lattice Γij′ , which will consist of a
Γ torsor of homology classes of open paths from xi (above z) to xj′ (above z
′). Once
again we take
Zγij′ =
1
pi
∫
γij′
λ. (7.10)
38One can also introduce supersymmetric interfaces corresponding to the “laminations” discussed in [3],
but we will leave that for another occasion.
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7. Framed BPS States: These should be given by some analog of the millipede con-
struction of §10.8 of [3], but we have not developed the details here.
Let us give one simple example of how the above geometric prescription is compatible
with the general wall-crossing formulae of §2.4. In discussing wall-crossing we can vary
both u and z, the basepoint on C of the projection of the open curves γij on Σ. When
we vary z we sometimes write γij(z) to emphasize the basepoint. When we vary z, it
can cross finite WKB networks, and this can change 〈γ˜, γij〉 thus inducing wall-crossing
in ω(γ, γij). To illustrate this, consider a family of basepoints z following a path which
crosses a finite WKB curve connecting two branch points of type (ij). This finite curve
has lift γ˜ with homology class γ. By our rules Ω(γ) = 1 and σ(γ) = −1. Suppose that the
finite WKB curve has phase ϑ∗. When z = z∗ is a point on the image of γ˜, that is, when it
is a point on the finite WKB network, there are two open finite WKB curves γij(z∗) and
γji(z∗), such that γij(z∗) + γji(z∗) = γ˜. Now let z± be displaced above and below γ˜ as in
Figure 14. By continuity, the curves γij(z±) and γji(z±) continue to support finite open
Figure 14: z crossing a finite WKB curve with lift γ˜. When z = z+, the intersection 〈γ˜, γij(z+)〉 =
+1 (left). When z = z−, 〈γ˜, γij(z−)〉 = −1 (right). This leads to a change of ω(γ, γij) as we pass
from z = z+ to z = z−; this change is consistent with the 2d-4d wall-crossing formula, as explained
in the text.
WKB curves with phase slightly displaced from ϑ∗. By our rules µ(γij) = µ(γji) = 1 and
σ(γij , γji) = 1, where γij applies to any of the three values of z = z±, z∗. At z = z∗ the three
central charges Zγij(z∗), Zγji(z∗), and Zγ are aligned, so as z passes through the finite WKB
network the BPS rays of `γij , `γ , `γji change order, exactly as in the wall-crossing formula
(2.44). Plugging Σij = Σji = Σ
′
ij = Σ
′
ji = 1 into (2.45) we find that the wall-crossing
formula demands that
Π′i = Πj
Π′j = Πi
Πi = (1−Xγ)Πj
(7.11)
and hence, if primed quantities refer to the z+ side of the wall,
ω(γ, γij(z+)) = 1
ω(γ, γij(z−)) = −1
ω(mγ, γij(z±)) = 0 m > 1.
(7.12)
These intersection numbers can be verified directly in Figure 14.
One important general lesson we learn from the above example is that the walls of
marginal stability for the parameter z of Sz include the finite and separating WKB curves
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with phase ϑ = ϑ∗, where ϑ∗ is the phase of some 4d BPS state. The reason is that, if z lies
on a finite or separating WKB curve of phase ϑ∗, there is at least one finite open network
with phase ϑ∗ (indeed this network just consists of a single finite open WKB curve from z
to a turning point). Thus we have at least two BPS states with the same phase (one 2d,
one 4d), which means z is on a wall of marginal stability. We will sometimes refer to the
finite and separating WKB curves at these special values ϑ∗ as critical WKB curves.
The details of what happens at the wall depend on whether z is crossing a finite or a
separating WKB curve. We showed above how ω can change as z crosses a finite WKB
network, while µ is invariant. On the other hand, as we will see in §8, when z crosses a
separating WKB curve µ can change, while ω is invariant. This corresponds to the identity
(2.36) of type
∏S · K = K ·∏S.
7.3 3d compactification and Hitchin’s equations
Now, we consider the theory compactified on S1 to 3 dimensions.
The moduli space M of the theory on R2,1 × S1R is the moduli space of solutions of
Hitchin’s equations [2]. Recall [61] that these are equations for a connection A on a rank
n complex vector bundle E → C and a “Higgs field” ϕ ∈ Ω1,0(End E):
F +R2[ϕ, ϕ¯] = 0,
∂¯Aϕ = 0,
∂Aϕ¯ = 0.
(7.13)
Here the gauge group is SU(n).39 We impose the boundary conditions (A,ϕ) = (A0, ϕ0) +
(regular) near the punctures za of C, where (A0, ϕ0) is a suitable singular solution near
za.
40 These equations can be interpreted as the moment maps for a hyperka¨hler quotient
construction ofM asM = N///G. Here N is the space of (A,ϕ), not necessarily satisfying
(7.13), but satisfying the boundary conditions. G is the group of gauge transformations
which preserve the singular solutions (A0, ϕ0) near each point za. Thus, at each puncture za
there is generically a reduction of structure group from SU(n) to the stabilizer Ka ⊂ SU(n)
of (A0, ϕ0).
The map M→ B is the “Hitchin fibration,”
φk = Trϕ
k. (7.14)
Each solution (A,ϕ) ∈M induces a family of flat connections parameterized by ζ ∈ C×,
A = Rϕ
ζ
+A+Rζϕ¯. (7.15)
Indeed Hitchin’s equations can be interpreted as the statement that A is flat for all ζ. For
any fixed ζ ∈ C×, (7.15) gives an identification between Mζ and a moduli space of flat
SL(n,C) connections over C, again with appropriate singularities at the punctures.
39More preciselyM is a certain finite quotient of the moduli space of solutions with gauge group SU(n).
The precise quotient we pick depends on some fine details of the 4d theory, like whether we take the gauge
group to be simply connected or not; see §§6.3 and 7.3 of ref. [3] for some more discussion of this point.
40See §4.1 of [2] for more details about the singular solution.
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The family of solutions (A,ϕ) can be packaged together into a “universal” solution to
Hitchin’s equations, living on a principal PSU(n) bundle U overM×C. Restricted to any
[(A,ϕ)] × C, U is the principal bundle on which (A,ϕ) is defined. Restricting instead to
the locus M× {z} ⊂ M× C gives a principal bundle Uz over M, attached to the surface
defect Sz.
A nice way to think about Uz is to consider the “pointed” gauge group Gz ⊂ G
consisting of gauge transformations which are the identity at z. We can then split the
hyperka¨hler quotient construction of M into two steps: first take Nz := N///Gz, and
then M = Nz///SU(n). The center Zn ⊂ SU(n) acts trivially on Nz, but the quotient
PSU(n) = SU(n)/Zn acts freely. Thus the zero locus of the hyperka¨hler moment map
for the su(n)-action on Nz is a principal PSU(n)-bundle over M. This principal bundle
is Uz. In particular, this way of building Uz makes it clear that it carries a canonical
hyperholomorphic connection, using general properties of the hyperka¨hler quotient [37].
To define the “vector bundle” VSz , we would like to take the bundle associated to Uz
by the n-dimensional representation of SU(n). There is a difficulty here: Uz is a PSU(n)
bundle, which does not have a canonical lift to an SU(n) bundle. (In fact, in similar
situations it is known that it does not lift at all [62, 63, 64].) Therefore, VS,z only exists as
a twisted bundle over M, twisted by a B-field of order n. This obstruction is consistent
with the fact that the surface defect Sz carries a Zn flavor monodromy, and hence, as we
discuss in Appendix G, VSz should be twisted by a Zn-valued B-field.
Because there is a reduction of structure group of E at za to Ka ⊂ SU(n), the fiber
of E must decompose into irreducible representations of Ka. We write Ea ' ⊕sL(s)a . In
particular for n = 2 we have Ea ' La ⊕ L−1a for a complex line La. Now, the twisting of
VSz over M is independent of z, and therefore Hom(VSz′ , VSz) should exist as an honest
vector bundle over M. Therefore, again restricting to n = 2, the lines L±1a should define
twisted line bundles over M with the same twisting as VSz .
Remarks
1. The fact that Hom(VSz , VSz′ ) is a true bundle and not a twisted bundle has an impor-
tant physical interpretation. The physical interpretation of sections of this bundle is
related to expectation values of supersymmetric interfaces. Indeed, suppose we have
a supersymmetric interface L℘ between surface defects Sz and Sz′ . There will be cor-
responding hyperholomorphic bundles V and V ′ over M. In close analogy with [3],
equation (7.13), the expectation value of the supersymmetric interface 〈L℘〉 should
be identified with the parallel transport operator of A along ℘ from z to z′ (or vice
versa, depending on the orientation of ℘):
〈L℘〉 = Pexp
(
−
∫
℘
A
)
. (7.16)
Note that this equation only makes sense if we interpret V →M×C as the universal
bundle. Then both the left hand side and the right hand side of this equation can
be understood as elements of the vector space Hom(VA,z, VA,z′), (when ℘ is oriented
from z to z′), so it makes sense to equate them.
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2. The (twisted) line bundles La over M also admit hyperholomorphic connections.
Indeed, we can take the limit z → za in the construction of §5.6. Then Zγij(z) ∼
ma log(z− za) + regular so that the semiflat coordinates Ysfγi will require renormaliza-
tion. These divergences suppress the integral terms in (5.25) (physically, the soliton
masses go to infinity), and hence there is no mixing between line bundles. The con-
nection ∇ on La obtained from the construction remains hyperholomorphic. We
expect that the periods of F (La,∇)2pi will be in
1
nZ, reflecting the twisting, but we have
not checked this.
3. The bundles La should admit interpretations in terms of physical surface defects. We
leave this interesting question to the future.
7.4 Lagrangian descriptions of A1 theories and their surface defects
At this point we restrict attention from the general An−1 theories to the A1 case. In this
class of theories Σ→ C is a 2:1 covering. These theories have nice Lagrangian descriptions
and are amenable to the kind of WKB analysis we discuss in §7.5. We consider theories
associated to genus g Riemann surfaces C, carrying ` regular punctures. These theories
have Lagrangian descriptions which are in one-to-one correspondence with pair-of-pants
decompositions of C; each Lagrangian description involves 3g − 3 + ` SU(2) gauge groups
corresponding to the tubes, and 2g − 2 + ` hypermultiplets in the (2,2,2) associated to
the trinions [44]; call these hypermultiplets “hypertrinions.” By taking careful decoupling
limits of these theories, one can produce other A1 theories, including asymptotically free
Lagrangian theories but also non-Lagrangian, Argyres-Douglas-like theories. These limiting
theories correspond to Riemann surfaces C carrying irregular punctures. See [2] for a
detailed discussion.
Given the four-dimensional gauge theory description of the A1 theories we can define
the surface defects Sz as Gukov-Witten defects, at least in certain weak-coupling regimes.
An explicit example of this was discussed in §3.4.2. More generally, Sz can be defined as a
Gukov-Witten defect for any of the SU(2) factors of the gauge group. This description is
valid when the SU(2) in question is weakly coupled; in that case one should think of C as
developing a long tube, and the point of C labeling the surface defect as sitting somewhere
on that tube. There is a natural coordinate t on the tube; the position of the surface
defect in that coordinate system gives the (UV) Gukov-Witten parameter. As the surface
defect moves around C from one long tube to another, 2d and 4d strong coupling effects
mediate between different weakly coupled descriptions, as illustrated in the discussion of
§3.4.2. In that discussion we noted that the 2d-4d instanton expansion breaks down due
to light states when z hits a branch point. These light states are represented by the WKB
curves from z to the nearby branch point.
We can now fill in a gap left open in our discussions of the twistings associated with
Γi and VSz . To do so we need to investigate the flavor symmetries in this class of theories.
Associated to each puncture za of C is a flavor group SU(2)a, so the full flavor group is
F ' SU(2)`. The mass parameter of each factor SU(2)a is related to the residue ma of
the Higgs field at za. The flavor group F does not act effectively on the hypertrinions
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modulo gauge transformation. Indeed, identifying the center Z(F) ' Z`2, any two of the
Z2 generators are equivalent up to a gauge transformation.41 Therefore, letting Z ⊂ Z`2 be
the index 2 subgroup consisting of products of even numbers of generators, the effective
flavor group is F¯ = F/Z, which sits in a sequence
1→ Z2 → F¯ → SO(3)` → 1. (7.17)
The distinguished Z2 subgroup is the center Z(F¯), and can be represented (in many ways)
as acting by −1 on an odd number of hypertrinions. Now, the chiral operator in the 4d
N = 2 theory which is not mutually local with respect to Sz is formed by taking the
product of all the hypertrinions and contracting gauge indices [60]. Clearly this operator
is projected out by gauging the central subgroup Z(F¯) and hence we conclude that if we
want the troublesome (but desirable) surface defect Sz then we must gauge Z(F¯) and the
flavor monodromy carried by Sz is the nontrivial element of this distinguished Z2 subgroup.
Now, following the discussion in §3.6.1, if we gauge Z(F¯), then there will be an exten-
sion of the group of gauge charges as in (3.71), with Dˆ ' Z2. We claim that this sequence,
with D = Z(F¯), can be identified with the sequence (3.82) given in Example 3.6.2, where
z can be taken to be any of the za. Therefore, according to our discussion of that exam-
ple, this UV flavor symmetry allows us to cancel the anomalies in Aharonov-Bohm phases
arising from splitting the Γij .
It remains to compare the twisting of VSz arising from the fractional shifts of Γij , as
described in §5.2.3, with that derived from the description in terms of hyperka¨hler quotients
in §7.3. Consistency of our description of 2d-4d systems requires that they be the same,
but we lack a direct proof. Two ways to approach the problem would be
1. Consider the R → ∞ limit. Then the connection becomes diagonal, but a Zn gerbe
cannot depend on R, so the identification should be established in the semiflat ge-
ometry. It might be possible to combine the R→∞ limit with the z → za limit and
thereby relate the Vi (in the z → za limit) with the La.
2. One could also relate the curvature F (La,∇) to the B-field associated with the flavor
symmetry SU(2)a as in Appendix G. Note that there are three real mass parameters
associated with SU(2)a: these are the complex residue ma of the Higgs field and the
real flavor Wilson line parameter ma,3. In complex structure ζ = 0, ma,3 is a Ka¨hler
parameter and ma a complex structure parameter, so ωI is affine-linear in ma,3, while
ωJ + iωK are affine-linear and holomorphic in ma. In real coordinates, with a proper
normalization of ma,i, we have
∂ωi
∂ma,j
= δijF (La,∇). (7.18)
41To prove this, draw the trivalent graph representing the pants decomposition of C. The gauge trans-
formation by the nontrivial element of the center of an SU(2) factor associated to an edge is equivalent to
an action by −1 on the two hypertrinions associated with the two vertices of that edge. Now use the fact
that the graph is connected.
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On the other hand, according to Appendix G, ∂ωI∂ma,3 is the B-field associated with the
flavor symmetry SU(2)a. With this link between the twisting of La and the flavor
symmetries established one might be able to prove the desired identity of twistings.
7.5 A brief review of the WKB analysis and its extension to 2d-4d
According to our general discussion in §5.8, the parallel transport operators 〈L℘〉 of (7.16)
admit an expansion (5.43) in terms of canonically defined sections Yγij′ of Hom(V, V ′). The
coefficients of this expansion are the framed 2d-4d BPS degeneracies. The wall-crossing
properties of these framed degeneracies contain the combinatorial data of the BPS degen-
eracies µ and ω.
For A1 theories and their canonical surface defects, we can get our hands on the Yγij′
very explicitly. The main tool is a slight amplification of the WKB analysis of [2], which
we used in the pure 4d case to give a formula for the functions Yγ . Its extension similarly
gives a formula for the sections Yγij′ . It also gives the expansion (5.43) of the 〈L〉 (at
y = −1) in terms of framed 2d-4d BPS degeneracies (generalizing [3]). One can then verify
directly that the wall-crossing of these framed degeneracies is indeed governed by the bulk
2d-4d BPS degeneracies µ and ω which we described above. In the rest of this section we
will sketch how to construct the Yγij′ , assuming a certain degree of familiarity with the
properties of A1 Hitchin systems and with the results of [2]. We will leave a more detailed
analysis, possible extension to other surface defects and to higher rank theories to a future
publication.
7.5.1 4d review
The main player in our WKB analysis is the family of flat connections A on C given in
(7.15). We have specialized to A1 theories, so A is a flat sl(2,C)-valued connection on C,
with singularities at various points of C, which we call “regular punctures” or “irregular
punctures” depending on the nature of the singularities. We assume that there is at least
one puncture.
Given a point u ∈ B and a choice of phase ϑ ∈ R/2piZ, in [2] we defined the “WKB
foliation” FWKB(u, ϑ). This foliation in particular determines a decomposition of C into
a finite collection of simply connected cells Cab. Here the indices a and b are labeling the
possible asymptotic ends for generic WKB curves: these are either regular punctures or
Stokes sectors around irregular punctures. Each cell Cab is a union of WKB curves of phase
ϑ which run from a to b. (a = b is allowed, giving a “degenerate cell.”) See Figure 25 in
[2].
The WKB analysis of [2] relied strongly on the concept of a small flat section associated
with a singularity za on C. This will be important in the 2d-4d extension also, so let
us review the definition. Given a branch λ of the covering Σ → C, WKB curves have
a standard orientation, determined by e−iϑ〈λ, ∂t〉 > 0 where ∂t is a positively oriented
tangent vector. Near a singularity za, choose the branch so that the WKB curve with
its standard orientation flows into za. There then exists a flat section, (d + A)sϑa(z) = 0,
such that sϑa(z(t)) becomes exponentially small as t → ∞ and z(t) → za. (Thus, sϑa also
grows as z moves away from za along a WKB curve.) Moreover, this condition determines
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the section sϑa uniquely up to an overall scale. Such a small flat section will be variously
denoted as sϑa(z;u, ζ), s
ϑ
a(z), or just s
ϑ
a . Our main constructions involving s
ϑ
a do not require
us to choose the scale. Now suppose that ζ is in the half-plane Hϑ centered on the ray
ζ ∈ eiϑR+. Then, the WKB formula says that for the small flat section the expression
sϑa(z) exp
(
R
ζ
∫ z
za()
λ
)
, (7.19)
where the integral is along the curve with e−iϑ〈λ, ∂t〉 ∈ R from za() to z, has a finite limit
as ζ → 0 in the half-plane Hϑ. Here za() is infinitesimally close to the singular point za.
One of the main results of [2] was a direct construction of the “Darboux functions” Yγ
given the data of a WKB triangulation and its small flat sections. A somewhat stream-
lined version of the construction can be summarized as follows. Given ϑ we construct
antisymmetric inner products T ϑab := (s
ϑ
a , s
ϑ
b ) of the sections associated to a cell Cab. Here
the inner product of two sections (s, s′) is defined to be s∧s
′
vol where vol is the SL(2,C)
invariant “volume” form. We stress that it is z-independent. The asymptotics of sϑa imply
similar asymptotics for T ϑab, controlled by
∫ za()
zb()
λ. More precisely, let P±a be the lifts of the
singular points za on Σ.
42 Then, for each ordered pair a, b there is a unique oriented lift
Eˆab ⊂ Σ−{P±a } of the unoriented edge eab ⊂ C which is odd under the deck transformation
and satisfies
T ϑabe
−R
ζ
∮
Eˆab
λ ∼ finite (7.20)
as ζ → 0 in the half-plane Hϑ. (Once again we need to use the  regularization.) Note that
since T ϑab = −T ϑba we have Eˆab = Eˆba.
Now, let nab be any matrix of integers such that the diagonal elements vanish and for
every a, ∑
b
(nab + nba) = 0. (7.21)
To such a matrix we associate
Xn :=
∏
a,b
(
T ϑab
)nab
. (7.22)
The condition (7.21) guarantees that each small flat section sa enters the product Xn as
many times in the numerator and denominator and hence is independent of the normal-
ization of sa.
43 Thus Xn are well-defined on M. Moreover, by (7.20) they have ζ → 0
asymptotics of the form
Xn ∼ Nn exp
(
R
ζ
∮
γ(n)
λ
)
(7.23)
where Nn has a well-defined limit for ζ → 0 and γ(n) =
∑
ab nabEˆab. The expression γ(n)
defines, a priori, a class in the relative homology H1(Σ, {P±a };Z)−. However, thanks to
42The notation presupposes regular singularities, but the generalization to irregular singularities is clear.
43Combinations
∏
T
nab
ab have been considered many times in the literature — in particular the “Fock-
Goncharov coordinates” [65] are of the form TabTcd
TbcTda
where a, b, c, d are the four vertices of some quadrilateral
in an ideal triangulation of C.
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(7.21) that class is in the image of H1(Σ;Z)−. Moreover the map n→ γ(n) is linear, onto,
and has kernel consisting of antisymmetric matrices.44 Finally, Yϑγ will be defined by
Yϑγ := ε(γ, n)Xn, (7.24)
where n on the right side obeys γ = γ(n), and ε(γ, n) = ±1. Since the map n→ γ(n) has
a kernel, it is not immediately obvious that this “definition” is well defined. Fortunately, if
kab = −kba is antisymmetric then Xn+k = (−1)
∑
a<b kabXn, so (7.24) is indeed well defined
provided we take ε(γ, n+k) = (−1)
∑
a<b kabε(γ, k). To fix ε completely, we need a little more
input. In [2] we fixed it by determining it on a basis of Γ and then using the multiplicative
law of the Yγ . This is briefly reviewed in Appendix F.
Finally, the Darboux functions are defined by specializing ϑ, Yγ := Yϑ=arg ζγ .
There is a well-known algorithm [66, 65, 67, 68], reviewed in our context in [2, 3], for
decomposing the trace of the parallel transport around a loop ℘ as a linear combination of
the Yγ . Physically this gives the “Darboux expansion” (5.42) of the line defect vev 〈L℘〉
in terms of the “IR line defect vevs,” as explained at length in [3].
As we have recalled in §§4 and 5.7, the functions Yγ are supposed to have discontinuities
when (u, ζ) meet any “BPS wall” Wγ , defined in (4.4), with the jump across Wγ identified
with a transformation KΩ(γ)γ . This jump reflects the effect of 4d BPS particles of charge
γ. In the A1 theories, these discontinuities arise from jumps in the topology of the WKB
foliation FWKB(u, ϑ = arg ζ) as we vary (u, ζ). The topological content of this foliation is
captured by the “decorated WKB triangulation” TWKB(u, ϑ). The vertices of TWKB(u, ϑ)
are the asymptotic ends a, decorated by the sections sa. The edges of TWKB(u, ϑ) are in
1-1 correspondence with the cells Cab. The 4d spectrum of the A1 theory follows directly
from the combinatorics of how TWKB(u, ϑ) evolves as ϑ is varied.
More precisely, as ζ varies, TWKB(u, ϑ = arg ζ) may jump in three different ways,
which we call the flip, juggle and pop:
• A flip is a very simple change: we remove one edge E, leaving behind a quadrilateral
QE , and put back another edge along the other diagonal of QE . This jump of TWKB
leads to a corresponding transformation of the Yγ : it is KγE , where γE is the lift to
Σ of a cycle running around the pair of turning points inside the quadrilateral. See
§7.1 of [2] for further details. The occurrence of a flip is signaled by the presence of a
finite WKB curve (necessarily of phase ϑ = arg−ZγE ) joining the two turning points
in QE ; if such a finite WKB curve exists, then TWKB undergoes a flip of edge E, at
the BPS ray ZγE/ζ ∈ R−. This flip corresponds to a BPS hypermultiplet of charge
γE , i.e. to Ω(γE) = 1.
• A pop replaces the chosen small flat section sa at some regular singularity a with the
opposite monodromy eigenvector s˜a. When TWKB undergoes a pop, the functions Yγ
are not changed, but for a rather subtle reason: the functions Tab change, but the
recipe for building Yγ from the Tab also changes, in just such a way that the Yγ are
44To prove this we use the dual pairing of Eˆab with the cycles γE associated to the edges of the WKB
triangulation TWKB(ϑ). See §7.1.1 of [2].
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Figure 15: The effect of a flip on TWKB.
left invariant. (See §7.6.3 of [2].) A pop occurs at the BPS ray corresponding to a
pure flavor central charge γfa , Zγfa
/ζ ∈ R−. The triangulation TWKB(u, ζ) for (u, ζ)
near this BPS ray is always degenerate: it has only a single edge coming out of the
vertex a. The pop is signaled by the appearance of a closed WKB curve surrounding
the singularity za. (The cycle γ
f
a is an odd lift of this closed WKB curve.) In the
language of the 4d theory, this closed WKB curve corresponds to a BPS state carrying
only flavor charges.
• A juggle is a subtler transformation: it does not relate two triangulations in the or-
dinary sense, but rather two limits of triangulations, each obtained from an infinite
sequence of flips of the common edges of two triangles which form an annulus on C.
The effect of the juggle on the limiting coordinates Yγ is a K-transformation K−2γ0 ,
where γ0 is an odd lift of a closed loop going around the annulus once. This trans-
formation appears sandwiched between the two infinite sequences of transformations
coming from the flips. The juggle happens at the BPS ray Zγ0/ζ ∈ R−. It is signaled
by the appearance of a family of closed WKB curves running around the annulus,
corresponding to a BPS vector multiplet of charge γ0.
Figure 16: A juggle arises as the limit of an infinite sequence of flips.
7.5.2 Extension to 2d-4d
Now let us construct the Darboux sections Yγij′ for the 2d-4d case. These have been defined
in §5 in a way analogous to the definition of the Yγ in [1]. However, as in [2], for A1 theories
there should also be a direct expression in terms of small flat sections, analogous to (7.24).
Now we should have Yϑγij′ ∈ Hom(VSz , VSz′ ) where one end of γij′ , xi, lies above z and the
other end, xj′ , lies above z
′. 45
The Yϑγij′ should be piecewise holomorphic in z, z′, u, ζ with wall-crossing discontinu-
ities discussed above and moreover should satisfy reality constraints and, importantly, the
asymptotic condition that
Yϑγij′e
−R
ζ
∫
γij′
λ
(7.25)
45Unfortunately, we have reversed conventions here relative to §5.6, where we would have taken Yγij′ to
be in Hom(VSz′ , VSz ).
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has a finite limit as ζ → 0 in Hϑ. Finally, these sections should satisfy
Yγij′Yγj′k′′ = σ(γij′ , γj′k′′)Yγij′+γj′k′′ (7.26)
for the twisting function defined in (7.6).
In analogy to the Xn, we again take nab to be a matrix of integers with zero on the
diagonal. Then we define the analog of (7.22):
X ϑn,c,d(z, z′) :=
∏
a,b
(T ϑab)
nabsϑc (z)⊗ sϑd(z′). (7.27)
Here z lies in some cell Ca0,b0 and c is one of a0 or b0, while z
′ lies in some cell Ca′0,b′0 and d
is one of a′0 or b′0. Here and in several places below, we use the SL(2,C)-invariant volume
form to identify V with V ∗. To be explicit, sϑa(z)⊗ sϑb (z′) ∈ Hom(VSz , VSz′ ) is defined by
sϑa(z)⊗ sϑb (z′) : v 7→ (v, sϑa)sϑb (z′) (7.28)
and thus (7.27) indeed determines a section of Hom(VSz , VSz′ ). It will be independent of
the choice of normalization of the sϑa provided that nab satisfies the analog of (7.21),
∑
b
(nab + nba) =
{
−1 a = c, d,
0 otherwise.
(7.29)
Now we need the analog of the map n → γ(n) we found in the case when γ is closed. As
before this will be determined by ζ → 0 asymptotics. As we have explained, to a singularity
za we can associate a branch λ, such that WKB curves with their standard orientation flow
into za. Given z ∈ Ca,b, let xa,z ∈ Σ be the lift of z to this branch. Then there is a lift of
the WKB curve between za and z to an oriented path Eˆa,xa,z between a lift of za and xa,z,
such that
sϑa(z) exp
(
−R
ζ
∫
Eˆa,xa,z
λ
)
(7.30)
is finite as ζ → 0 in Hϑ. It follows that
X ϑn,c,d(z, z′) exp
(
−R
ζ
∫
γij′ (n,c,d)
λ
)
(7.31)
is finite for ζ → 0 in Hϑ, where we have defined46
γij′(n, c, d) := −σ∗(Eˆc,xc,z) +
∑
a,b
nabEˆab + Eˆd,xd,z′ . (7.32)
As with the closed curves, we can now define Yϑγij′ by
Yϑγij′ := ε(γij′ , n)X
ϑ
n,c,d(z, z
′) (7.33)
where γij′ = γij′(n, c, d). As before, ε(γij′ , n) is a slightly delicate sign; a systematic way
of fixing it is given in Appendix F.
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Figure 17: z is in the cell Cab and also in the triangle abc, with abc in counterclockwise order.
The first sheet is such that with orientation e−iϑ〈λ, ∂t〉 > 0 the WKB curves flow from a to b,
counterclockwise on the triangle. The green curves are the projections of open paths γ12 and γ˜21
connecting sheets 1 and 2 above z so that γ12 + γ˜21 = −γE .
Finally, the Yϑ=arg ζγij′ are to be identified with the Yγij′ ∈ Hom(VSz , VSz′ ) which we are
after.
Example. Suppose z is in the cell Cab as in Figure 17, and we define sheet 1 to
be the root λ so that the WKB curve with e−iϑ〈λ, ∂t〉 > 0 through z is oriented to flow
counterclockwise around the triangle, i.e. from a to b. Then xb,z lies on sheet 1 and xa,z
lies on sheet 2. Now consider γ11 = 0 ∈ Γ11. This is associated with
Yγ11=0 =
sa(z)⊗ sb(z)
(sb, sa)
, (7.34)
while γ22 = 0 ∈ Γ22 is given by
Yγ22=0 =
sb(z)⊗ sa(z)
(sa, sb)
. (7.35)
Now consider the simple path γ12(z) from sheet 1 to sheet 2 and projecting to a simple
curve from z to the turning point in the triangle abc, as in Figure 17. Then
Yγ12 =
(sa, sc)
(sb, sa)(sb, sc)
sb(z)⊗ sb(z). (7.36)
As a check, if we compose with a similar expression for the open curve γ˜21 whose projection
is shown in Figure 17, so that γ12 + γ˜21 = −γE , we find indeed that
Yγ12Yγ˜21 =
(sf , sb)(sa, sc)
(sa, sf )(sb, sc)
· sa(z)⊗ sb(z)
(sb, sa)
= −Y−γYγ11 ,
(7.37)
where γ11 = 0 ∈ Γ1. This is summarized in the equation Yγ12Yγ˜21 = σ(γ12, γ˜21)Yγ12+γ˜21 .
46We use σ for both the deck transformation and the twisting function. We hope these will not be
confused.
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Figure 18: The parameter z of a surface defect is changed so that it moves from a cell Cab to a
cell Cac across a separating WKB curve. Blue dots are singularities, and orange crosses are branch
points, aka turning points. A similar picture applies if z is held fixed but (u, ζ) are changed so that
a separating WKB curve sweeps across z.
To complete the demonstration that the Yγij′ are correctly defined, we must demon-
strate how the full 2d-4d BPS spectrum is captured by the discontinuities of Yγij′ . In this
case the combinatorial data that goes into Yγij′ is slightly more than what we had in the
pure 4d case: we need the WKB triangulation TWKB plus the information of to which cell
Cab the points z, z
′ belong. As we vary ϑ = arg ζ these combinatorial data might jump,
and we ask how these jumps induce jumps in Yγij′ . We have to consider flips, pops and
juggles of TWKB as before, as well as the new possibility that z or z
′ moves from one cell
to another:
• Suppose z moves from a cell Cab to a cell Cac as in Figure 18. In this case we can use
the simple identity saTbc + sbTca + scTab = 0 to relate the Yϑγij′ before and after the
jump. The resulting transformation turns out to be an S-factor, with µγij = 1, where
i and j refer to the two preimages of z, and γij is the path which starts from one
preimage of z, runs to the branch point in the middle of the triangle (abc), and comes
back to the other preimage of z. The detailed demonstration of this can be found
in Appendix F. If we hold z fixed and let ϑ vary, such a jump will occur whenever
there is a WKB curve of phase ϑ which connects z to the branch point. Such a finite
WKB curve represents a 2d soliton with charge γij . A very similar story also holds
with z replaced by z′.
• A flip of TWKB occurs when, as ϑ is varied, one of the cells of C shrinks to zero size.
It follows that at the ϑ where the flip occurs, z and z′ are (at least generically) not
contained in this collapsing cell: even if they were in that cell for some value of ϑ,
they will fall out before the flip is reached. From this it follows that the flip affects
Yγij′ only through its action on the functions Tab. Indeed, the action turns out to be
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precisely given by a transformation Kωγij′ , where ω(γE , γij′) = 〈γE , γij′〉 (in the sense
we defined in §7.2 above.)
• A pop of TWKB occurs when the WKB curves going into a regular singularity a start
winding around a more and more and finally become closed curves. In particular,
near the ϑ where the pop occurs, TWKB contains a degenerate cell, which contains a
in its interior and also contains a WKB curve which runs from a turning point to a.
As ϑ approaches the critical value, this WKB curve winds more and more around a.
In particular, if z lies in this degenerate cell, there are infinitely many values of ϑ for
which this WKB curve meets z. These values accumulate at the critical ϑ where the
pop occurs. As we have explained above, each time the WKB curve meets z, the Yγij′
undergo an S transformation: so we get an infinite sequence of such transformations,
corresponding to solitons with charges γij + nγ
f
a , as n → ∞. On the other side of
the critical ζ we have a second infinite sequence of S transformations corresponding
to solitons with charges γji + nγ
f
a as n → ∞. We may then ask whether there is
a further transformation sandwiched between these two infinite sequences, exactly
at the value of ϑ where the pop occurs. It turns out that the answer is yes: there
is a single Kω
γfa
transformation, with ω(γfa , ·) corresponding to a 2d particle carrying
only 4d flavor charges. One could in principle prove this directly by studying the
limits of Yγi(ζ) as ζ approaches the critical value from either side, along the lines
of what was done for the juggle transformation of the Yγ in [2]. In practice, it is
faster to work indirectly — move the point z just outside the degenerate cell, so that
the infinite sequences of transformations disappear, and then use the wall-crossing
formula (2.51) to deduce what happens when z is in the degenerate cell. See §8.2
below for a concrete illustration of these remarks.
• A juggle of TWKB occurs when closed WKB curves form an annular region. If z and
z′ are outside the annular region where the juggle is taking place, then the effect of
the juggle on the Yγij′ is simply a Kωγ0 transformation with ω(γ0, γij′) = −2〈γ0, γij′〉.
This is a straightforward extension of our discussion above about the juggle in the
pure 4d case. Also as in the pure 4d case, this transformation is surrounded by two
infinite sequences of K corresponding to flips. The more interesting case is when
either z or z′ lies in the annulus. Then one finds an infinite sequence of S-factors
interspersed with these infinite sequences of K, as the WKB curves wind more and
more around the annulus. At the critical ζ where the juggle occurs, there is a K-
factor with appropriate ω(γ0, ·). Much as we just discussed for the pop, the simplest
approach to determining exactly what transformation occurs at the critical ζ is to
use a wall-crossing formula. We give an example in §8.3.
Remarks
1. The analog of the Darboux expansion for interfaces L℘ associated with open curves ℘
on C from z to z′ is given in (5.43). As in the case of closed curves, for A1 theories we
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can compute the framed BPS degeneracies quite explicitly, using a standard algorithm
for writing the parallel transport from z to z′ as a linear combination of Yϑγij′ ∈
Hom(V, V ′). For details see, for example, [2], Appendix A, equation (A.8).
2. It should be possible to define the more subtle quantities Yγi in terms of expressions
of the form
∏
a,b T
nab
ab sc(z) where the nab are now half-integers, raising issues with
the choices of squareroots. We will not attempt to define them here, but we note
that doing so would amount to an explicit construction of the twisting B field of the
universal bundle, so it might be worthwhile to work this out carefully.
3. Finally let us remark that there exists a 2d-4d analog of the “spectrum generating
transformation” written down in §11 of [2]. There we wrote an explicit formula for the
Yϑγ in terms of the opposite monodromy eigenvectors s˜a,b,c,···, which is equivalent to
working out the transformation relating Yϑγ to Yϑ+piγ . This transformation turned out
to be given by a combinatorial recipe depending only on the triangulation TWKB(ϑ).
On the other hand this transformation is the composition of all the factors KΩ(γ)γ
attached to the BPS rays which one encounters in varying arg ζ from ϑ to ϑ + pi,
and hence contains complete information about the 4d BPS spectrum. All of that
discussion can be generalized to the 2d-4d setting: one can give a combinatorial recipe
for the transformation relating Yϑγij′ to Yϑ+piγij′ , as an automorphism S of the vacuum
groupoid algebra. This S has a unique ordered decomposition of the form
S = :
∏
ϑ<arg−Zγ ,arg−Zγij′<ϑ+pi
KωγSµγij′ : (7.38)
which determines the complete 2d-4d BPS spectrum. We do not write the details
here. The main new ingredient is a formula for the transformation taking sa → s˜a
for a pop at a single vertex. It involves a rational expression of the Fock-Goncharov
coordinates on all the edges of a star neighborhood of the vertex a. We will defer the
details to another occasion.
8. Examples of 2d-4d wall-crossing in some A1 theories
In this section we illustrate the general remarks of §7 with a few simple examples. Many
of the more intricate examples of [17] could be reconsidered along the lines below, but we
have not done this yet. We expect that some rich phenomena remain to be discovered in
those examples.
In the following sections we will be writing formulas for A(^) in various different
theories and regions of moduli space. To lighten the notation, we take advantage of the
fact that, with our sign convention for σ understood, Sµγij only depends on µ through the
value µ(γij); this value is always +1 or zero in our examples, so we drop the exponent and
just write Sγij when µ(γij) is nonzero. We also sometimes drop the explicit ω in Kωγ when
it is unchanged in a wall-crossing formula.
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8.1 Simple Argyres-Douglas-type theories
A particularly simple class of theories for studying wall-crossing are the Argyres-Douglas-
type superconformal theories of A1 type. These theories are obtained by compactifying
the A1 (2, 0) theory from six to four dimensions on C = CP1, with an irregular singularity
at infinity, whose strength is specified by an integer N ≥ 1. (Usually one only considers
N ≥ 3, since the theories with N = 1, 2 have rather trivial 4d dynamics. As we will see
below, though, even the case N = 1 is interesting when coupled to a surface defect.)
Following the discussion of §7, these theories correspond to the Hitchin system on CP1
with gauge group SU(2) and a single irregular puncture at infinity. The Coulomb branch
B is thus parameterized by meromorphic quadratic differentials φ2(z) on CP1 of the form
φ2(z) = −PN (z) dz2, (8.1)
where PN (z) is a polynomial of degree N . The low-order coefficients of PN (z) are coor-
dinates on the Coulomb branch, while the higher-order ones are parameters of the theory
(see e.g. [2], §9.2).
The BPS spectrum of these theories has been investigated in [69] and revisited from
our current perspective in [2]. At any point of B, the 4d BPS spectrum consists of a finite
set of hypermultiplets. The wall-crossing phenomena which occur when we move in B can
always be understood using only the basic identity “KK = KKK” (2.14).
Below we consider the 2d-4d BPS spectrum that we get by coupling these theories to
their canonical surface defects Sz. As we will see, the answer is again very simple: we will
find a finite set of 2d solitons between the two vacua. Studying these solitons will provide
examples of the various phenomena we have discussed in this paper. For N = 1 there is
no wall-crossing for the solitons, but the solitons do induce wall-crossing for framed 2d
BPS states. For N > 1 the soliton spectrum undergoes wall-crossing, which provide nice
examples of the finite 2d-4d wall-crossing formulae. The essential formulae we need are
summarized by special cases of (2.36) and (2.44). In the A1 theories the only identities we
will need are:
1. First, the result when Sz crosses a separating WKB curve:
KaSb = SbSb+aKa ω(a, b) = −1 (8.2a)
SbKa = KaSb+aSb ω(a, b) = +1 (8.2b)
Note that this does not change the ω degeneracy, so we have suppressed the super-
script.
2. Second, the result when Sz crosses a finite WKB curve:
SbKωaSa−b = Sa−bKω
′
a Sb (8.3)
which leaves the soliton spectrum unchanged but reverses the sign ω(a, b) = −1 to
ω′(a, b) = +1. As discussed in the example at the end of §7.2 above, what has
happened is that the meaning of the charge “b” has changed since the point z has
moved. The prescription for computing ω in terms of intersection numbers remains
in force.
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8.1.1 N = 1
The N = 1 theory is obtained by taking P (z) = z. In this theory the 4-dimensional IR
physics is trivial, so there are no 4d gauge fields; there are also no flavor symmetries, so the
charge lattice Γ is trivial, and there are no 4d BPS states. Although the four-dimensional
theory is trivial there can still be a nontrivial two-dimensional theory. Indeed we will see
that this theory corresponds to a Landau-Ginzburg theory with W = 13x
3 − zx, which we
have already studied in §6.3 and Appendix B.47
When we include the canonical surface defect Sz associated to a point z ∈ C, the
theory does have 2d BPS states. To see them explicitly we can use our description from
§7.2: a 2d BPS state corresponds to a finite WKB curve running from the turning point at
z = 0 to z. The finite WKB curves emerging from the turning point in this case are just
three straight rays from 0 to ∞, with inclinations 23ϑ, 23(ϑ+ 2pi), 23(ϑ+ 4pi). As we vary ϑ
through a phase pi (say from 0 to pi), the three rays rotate, and one of them sweeps across
the point z. Hence there is exactly one 2d BPS state with phase between 0 and pi. The
full BPS spectrum consists of this particle plus its antiparticle (which has phase between
pi and 2pi). These BPS states persist for all values of z, which is the only modulus around,
so there is no wall-crossing for the ordinary 2d BPS spectrum. The spectrum of vacua and
BPS states coincide with those of a Landau-Ginzburg model with superpotential 13x
3− zx.
From this point of view, our statements will just be a rewriting of standard statements
from tt∗ lore [58, 32].
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Figure 19: WKB sectors and interface paths for three values of ζ. The separating WKB curves
emerging from the turning point are illustrated for three values of ϑ = arg ζ. In (A) ζ is a positive
real number. As the phase of ζ is increased the picture rotates counterclockwise to produce figures
(B) and (C).
Although there is no wall-crossing for the ordinary BPS states, there is still some
wall-crossing in the story: indeed the presence of 2d BPS states implies that there is wall-
crossing for 2d framed BPS states. Let us explore this a bit. We consider an interface L℘,ζ
between two canonical surface defects Sz, Sz′ associated to a path ℘ from z to z′ as shown
in Figure 19. We initially assume that z and z′ are “close” in the sense that the angle
47Although the mathematics is the same, there is an important conceptual difference. The Hitchin system
in §6.3 is on the u-plane B = C and there is a 4d U(1) gauge theory. Here there is no 4d gauge theory, B
is a point, and the Hitchin system is on the Riemann surface C.
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Figure 20: Using the principal branch of the logarithm to define z1/2 determines a sheet of the
covering Σ → C, which we denote +. The standard orientation of WKB curves is shown here for
WKB curves on sheet +, at ϑ = 0. This orientation allows us to fix a small flat section given a
point z ∈ C and a choice of sheet above z.
between them is less than 2pi/3, and discuss the case when the angle is between 2pi/3 and
pi later.
First of all, it is straightforward to express 〈L℘,ζ〉. The small flat sections are defined
first in the neighborhood of singular points and then defined for other values of z by parallel
transport. Using the convention (7.28) we can write
〈L℘,ζ〉 = s1(z)⊗ s3(z
′)
(s3, s1)
+
s3(z)⊗ s1(z′)
(s1, s3)
(8.4a)
=
s1(z)⊗ s2(z′)
(s2, s1)
+
s2(z)⊗ s1(z′)
(s1, s2)
(8.4b)
=
s2(z)⊗ s3(z′)
(s3, s2)
+
s3(z)⊗ s2(z′)
(s2, s3)
. (8.4c)
All three of these expressions are valid for any z, z′. Which one of them is useful for
extracting framed BPS states depends on the sectors to which z, z′ belong. Recall that the
expressions Xn,c,d(z, z′) with good asymptotics are only defined for c ∈ {a, b} when z ∈ Cab
and similarly for d. Therefore in case (A) of Figure 19 we should use (8.4a). In accordance
with our discussion of equations (7.34) and (7.35) we define
Yγ++′ :=
s3(z)⊗ s1(z′)
(s1, s3)
Yγ−−′ :=
s1(z)⊗ s3(z′)
(s3, s1)
(8.5)
because for z, z′ ∈ C3,1 the + branch of λ is associated with z1 and the − branch with z3.
(See Figure 20.) Therefore in case (A) of Figure 19 we can write
〈L℘,ζ〉 = Yγ++′ + Yγ−−′ . (8.6)
There are therefore two framed BPS states associated to the open paths indicated above.
Now let us increase the phase of ζ so that the WKB curves rotate to case (B) of Figure
19. Now z remains in C3,1, but z
′ ∈ C1,2, and given our rules for defining Xn,c,d we must use
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c ∈ {1, 3} and d ∈ {1, 2}. Thus, none of the expressions (8.4) is directly useful. However,
we can use the relation
s1(s2, s3) + s2(s3, s1) + s3(s1, s2) = 0 (8.7)
to eliminate s3(z
′) in (8.4a) in favor of s1(z′), s2(z′) to get 48
〈L℘,ζ〉 = s3(z)⊗ s1(z
′)
(s1, s3)
+
(s2, s3)
(s1, s2)(s1, s3)
s1(z)⊗ s1(z′) + s1(z)⊗ s2(z
′)
(s2, s1)
= Yγ++′ − Yγ−+′ + Yγ−−′
(8.8)
The path γ−−′ is the same as that used in (8.5), although its expression in terms of the sa’s
has changed. Also note that a third term, similar to (7.36), has emerged, so we now have
three framed BPS states. This is an example of the wall-crossing phenomenon for framed
BPS states.
Now we can check the framed wall-crossing formula. We have
Yγ++′ − Yγ−+′ + Yγ−−′ = (Yγ++′ + Yγ−−′ )(1 + Yγ−′+′ ) (8.9)
which is the expected wall-crossing transformation by Sµ.
If we further increase the phase of ζ so that we come to case (C) of Figure 19 then we
use (8.4b) and recover once again (8.6). Now the wall-crossing is given by
(1− Yγ−+)(Yγ++′ − Yγ−+′ + Yγ−−′ ) = Yγ++′ + Yγ−−′ (8.10)
which again is the expected transformation by Sµ.
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Figure 21: When z and z′ are separated by an angle between 2pi/3 and pi there are six different
Darboux expansions (up to monodromy).
Let us now briefly indicate what happens when z and z′ are separated by an angle
between 2pi/3 and pi, as in Figure 21. The Darboux expansion for case (A) is
〈L℘,ζ〉 = s1(z)⊗ s2(z
′)
(s2, s1)
+
(s2, s3)
(s1, s2)(s1, s3)
s1(z)⊗ s1(z′) + s3(z)⊗ s1(z
′)
(s1, s3)
= Yγ−−′ + Yγ−+′ + Yγ++′
(8.11)
48One can show that consistency of the wall-crossing formulae given below fixes all signs up to the choices
of σ(+−,−+′) and σ(+−,−−′). We will make the choice σ(+−,−+′) = +1 and σ(+−,−−′) = −1, which
simplifies the formulae.
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Denoting this expansion by EA, etc. the wall-crossings are
(1− Y+−)EA = EB = Y−−′ + Y+−′ + Y−+′
EB(1 + Y−′+′) = EC = Y−−′ + Y+−′ + Y++′
(1− Y−+)EC = ED = Y+−′ + Y++′ + Y−+′
ED(1 + Y+′−′) = EE = Y++′ + Y−+′ + Y−−′
(1− Y+−)EE = EF = Y−+′ + Y−−′ + Y+−′
EF (1 + Y−′+′) = M · EA = Y−−′ + Y+−′ + Y++′
(8.12)
In the last line M is the monodromy operator and for brevity we have shortened the
notation to Yγ++′ = Y++′ , etc.
As a final remark note that since the bulk theory is so trivial, and in particular since
there is no degree of freedom charged under the Z2 flavor monodromy for Sz, we should
be able to consider boundaries for the surface defect. The small flat sections ±sa(z) are
perfectly good candidates for the vevs of such boundary line defects. Because they can
be canonically normalized (up to sign) by the condition (sa, sa+1) = 1, they are actual
holomorphic sections of VS. When z is in an appropriate cell, they will define Y+, Y−,
−Y+ − Y−.
8.1.2 N = 2
We next consider the case N = 2, where the polynomial P is of the form P2(z) = z
2 + 2m.
The IR dynamics are still trivial, so there are no gauge fields and no gauge charges, Γg = 0.
The Coulomb branch B is just a single point, so there is no possibility of wall-crossing for
the 4d BPS spectrum. However, there is a 1-dimensional flavor charge lattice Γf = Γ,
and the 4d BPS spectrum is nonempty — there is a single BPS particle, carrying a flavor
charge γ, corresponding to a finite WKB curve which connects the two zeroes of P . So
Ω(±γ) = 1, while all Ω(nγ) = 0 for n 6= ±1.
The story becomes more interesting when we introduce the canonical surface defect
Sz. Then we get a local model for the general behavior of a 2d-4d theory with two vacua,
a light bulk particle and light 2d particles. (See the end of this section for further remarks
on how to interpret the model.)
Unlike the N = 1 example where the 2d BPS spectrum was independent of z, we now
find four distinct regions in the z-plane, with different 2d BPS spectra. Indeed, we can use
the general principle mentioned at the end of §7.2. The regions are cut out by the finite
and separating WKB curves emanating from the two turning points, at the value of ϑ = ϑ∗
for which the finite WKB curve is present; see Figure 22. Recall that when z lies on one
of these curves, there is an obvious finite open WKB network from z to the turning point,
with phase ϑ∗. This finite WKB network corresponds to a 2d BPS particle whose phase
is ϑ∗. But ϑ∗ is also the phase of the 4d BPS particle; so for this value of z the central
charges of the 2d and the 4d particle are aligned. Thus, the finite and separating WKB
curves of phase ϑ∗ shown in Figure 22 are the walls of marginal stability in the parameter
z.
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Figure 22: The cell decomposition induced by the WKB foliation FWKB(ϑ) in the N = 2 Argyres-
Douglas-type theory, when ϑ is set to the critical value ϑ∗ = argZγ . The WKB curves shown here
are also the walls of marginal stability for the parameter z of the canonical surface defect. We label
the regions R, U , L, D. Here m is real and negative.
Figure 23: When ϑ 6= ϑ∗, ϑ∗ + pi the separating WKB curves look as shown. As ϑ increases the
three prongs around each turning point both rotate with the same sense. As ϑ crosses ϑ∗ the curve
of type S1 jumps to a curve of type S4 and the curve of type S2 jumps to a curve of type S3.
The spectrum µ of 2d solitons can be determined geometrically as follows. In the
regions L and R which have a single turning point on their boundary, the 2d spectrum
consists of a single soliton (and its antiparticle) between the two vacua: it corresponds to a
single finite WKB curve running from z to the turning point at the boundary of the region.
In the regions U and D which have two turning points on the boundary, the 2d spectrum
consists of two 2d particles, corresponding to two finite WKB curves from z to the two
turning points on the boundary. This can be proved as follows. For ϑ 6= ϑ∗, ϑ∗ + pi the
separating WKB curves look like those shown in Figure 23. As ϑ rotates the curves rotate
around the turning points. The region between S1 and S2 or between S3 and S4 rotates
and fills the upper and lower regions of Figure 22. For any point in these regions there
will be values of ϑ such that that point lies on each of the curves of type S1 and S3 or S2
and S4. Because the critical separating curves (i.e. those at ϑ = ϑ∗) are walls of marginal
stability we know that the curves Si cannot enter into the left and right regions. Similarly,
for any point in the left region there will be some value of ϑ such that this point lies on a
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separating curve of type S5 or S6.
Figure 24: A choice of cycles so that ω(γ, γij(z)) = −1. Here we have taken P2 = z2−α2 where α
is a positive real number, and we have placed the canonical surface operator Sz on the ray (α,∞).
In order to illustrate the wall-crossing formulae explicitly we now describe the 2d
soliton spectrum in some detail. Our technique will be to determine the periods in some
easily accessible region and then derive the spectrum in the remaining regions using wall-
crossing. Because the local system Γ12 has monodromy around the two roots of P2 we will
find different spectra when comparing using homotopically different paths.
We begin with z in the region R and call the charge of the single 2d particle γ12(z),
or sometimes just γ12 with z understood. In order for this to be unambiguous we should
choose cuts for the double cover Σ → C. It is convenient to define 2m = −α2 and write√
P =
√
z + α
√
z − α, choosing the principal branch of the logarithm to define each factor.
When α is real
√
P ∼ z at large z and has a cut running along the segment [−α, α]. For
definiteness we take α > 0. We choose orientations as in Figure 24 so that ω(γ, γ12) = −1.
With these choices we can determine the local system Γ12. A simple path taking z around
the root α leads to monodromy γ12(z) → −γ12(z) =: γ21(z), and a simple path taking z
around the root −α leads to monodromy γ12(z)→ −γ12(z) + 2γ. This follows most easily
by noting that Zγ12(z)−γ has a zero at z = −α and has a square-root branch cut there.
It is also useful to note that for z large and positive the WKB curve clearly runs along
the positive axis so Zγ12(z) is positive. For large |z| it behaves like Zγ12(z) ∼ pi−1z2. (In
fact, in this extremely simple model we can write the periods explicitly:
Zγ = −iα2,
Zγ12(z) =
1
pi
(
z
√
z2 − α2 − α2 log
(
z +
√
z2 − α2
)
+ α2 logα
) (8.13)
but we will phrase our arguments so that such explicit formulae are not needed, since in
general explicit formulae for periods are not available.)
Using the above description of the periods, we can form the product A(^), taking ^ a
sector of opening angle 2pi, i.e. the whole plane:
A(^;R) = KγSγ12K−γS−γ12 (8.14)
Although we have derived it for m real and negative and for z large and positive, this will
hold for all z in the region R. Moreover, changing the phase of m merely rotates the whole
picture. (We will return to the wall-crossing in m at the end of this section.)
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Figure 25: The central charges for z in the region R on the real axis, and m ∈ R−. If m is fixed
and z is continued into the region U , then Zγ12(z) rotates counterclockwise, and aligns with Z−γ at
the R → U wall of marginal stability. If z is continued into the region D then the central charge
Zγ12(z) rotates clockwise, and aligns with Zγ at the R→ D wall of marginal stability.
Before proceeding let us make a few comments about the notation (8.14). First, in
general, products of wall-crossing factors are only expected to make sense for ^ of opening
less than pi. However, in the AD examples the product is always finite, so the full 2pi
product is sensible. Moreover, it is sometimes useful to write the product for the entire
range 2pi since one might wish to split it into different half-planes. Of course, one can
cycle the factors in these expressions. Second, the spectrum does not depend just on the
region R,U,L,D but rather on a homotopy class of paths used to continue from R to the
region. We will suppress this in our simple discussion below. Third, the expression (8.14)
summarizes the configuration of central charges of occupied charges shown in Figure 25
above. We will not draw the analogous figures for the other regions; rather, the reader is
urged to draw pictures of the central charges in order to make the subsequent formulae
comprehensible.
We are now ready to proceed with the wall-crossing analysis. We will first take |z| large
and move counterclockwise through regions R→ U → L→ D. Then we will compare with
moving clockwise from R→ D, as well as moving z through the cut [−α, α] directly from
U → D.
If we first move z from R to U then Zγ12(z) becomes parallel to Z−γ . (This can be
easily seen by making |z| large. Then the marginal stability wall is at arg z ≈ pi4 and
Zγ12 ∼ pi−1z2 has argument approximately pi/2.) We can therefore apply (8.2b) with
a = −γ and b = γ12(z) to produce the spectrum in region R:
A(^;U) = KγSγ21+γSγ21K−γSγ12−γSγ12 (8.15)
If we continue to increase the phase of z so that we encounter the wall-crossing U → L
then the periods continue rotating and at the U → L wall Zγ12 becomes parallel to Zγ . We
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now apply (8.2a) with a = γ and b = γ12 − γ to produce the spectrum in L:
A(^;L) = KγSγ12−γK−γSγ21+γ . (8.16)
Continuing to increase the phase of z at the L → D wall arg z ≈ 5pi4 and Zγ12−γ becomes
parallel to Z−γ . We now apply (8.2b) to produce
A(^;Dl) = KγSγ21+2γSγ21+γK−γSγ12−2γSγ12−γ (8.17)
We write Dl to indicate that this is the spectrum obtained from continuation from the
region L. (Recall that A(^) actually depends on a homotopy class of paths from region
R.)
Going back to the region R we could instead have continued z into the D region by
moving z clockwise. In this case Zγ12(z) rotates clockwise and at the marginal stability wall
becomes parallel to Zγ and (8.2a) produces
A(^;Dr) = KγSγ21Sγ21−γK−γSγ12Sγ12+γ (8.18)
Figure 26: The soliton spectrum for the N = 2 AD theory. We have chosen two cuts, on the
complement of which the torsor Γ12 can be trivialized. These cuts divide the “down region” D into
three subregions. The spectra in these three regions are related by the monodromy transformations
associated with the two turning points. We have only given half the spectrum; the other half
consists of the antiparticles.
Finally, we could start with the spectrum summarized by A(^;U) in (8.15) and con-
tinue z directly into the region D. Note that when z ∈ (−α, α) the period Zγ12 is pure
imaginary. Moreover, expanding the period around z = α say, z = α + w, with w small
we find Zγ12 ∼ w
√
2αw. From this it follows that as z goes through the marginal stability
line U → D the central charges Zγ12 and Zγ21+γ simultaneously align with Zγ . Thus we
should apply the wall-crossing formula (8.3) to obtain:
A(^;Dc) = KγSγ12Sγ12−γK−γSγ21Sγ21+γ . (8.19)
In this way we arrive at the full spectrum shown in Figure 26. The fact that we found three
different spectra in the region D is the result of the monodromy of the local system Γ12
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around the two zeroes of P . As we have seen, when comparing Dl → Dc we should take
γ12 → γ21 +2γ (since Zγ12−γ vanishes at the left turning point), while to compare Dr → Dc
we should take γ12 → γ21. It is easy to check that with these monodromy transformations
the spectrum is nicely consistent.
Figure 27: Walls of marginal stability in the m-plane for fixed z. The wall emanating to the left
is of type SKS = SKS, while the two walls emanating from m = 0 are of type KS = SSK and
SK = KSS respectively. There is a branch cut emanating from m = 0. When z → 0 the 4d and
2d periods Zγ and Zγ12 simultaneously vanish. (This corresponds to a singularity in the semiflat
geometry, which is resolved by quantum effects; the resolved structure looks like a hyperholomorphic
bundle on periodic NUT space.)
Finally, it is interesting to study the behavior of the model in the m plane, since it
serves as a useful local model for the general 2d-4d wall-crossing structure near a locus of
B where Zγ = Zγij = 0. Working at fixed z, there are two singularities in the m plane:
m = 0, where Zγ = 0, and m = m0 = − z22 , where Zγ12 = 0. Rotating the phase of m, the
pattern of walls in Figure 22 rotates, so that if m rotates by 2pi then the figure rotates in
the same sense by pi. When |m| > 12 |z2| the segment between the two roots of P2 rotates
through z and we apply the wall-crossing formula (8.3). When |m| < 12 |z2| as the phase
of m increases by 2pi two of the separating WKB curves pass through z. As we have seen,
these correspond to wall-crossings of type (8.2a) and (8.2b). Hence at fixed z we will find
two walls of marginal stability emanating from m = 0, and the three types of walls meet at
m0. The m-plane is thus divided into two regions, an inner region with a single 2d soliton,
and an outer region with two 2d solitons. The two regions are separated by a closed wall of
marginal stability running through both singularities. Another wall, of the SKS → SKS
type goes from m0 all the way to infinity. See Figure 27.
Remarks
1. The example of this section is actually a member of a larger family of local models,
PN (x) = zQNf (x) (8.20)
with N > Nf , which correspond to theories with Nf flavor charges only, no gauge
charges, and describe the general behavior of 2d-4d An theories near loci where a
certain number of mutually local bulk particles and domain walls between N vacua
become simultaneously light. Indeed x2 = z2 +2m is equivalent to x2−2m = 2zx. It
would be interesting to study this general class, but we will leave it for future work.
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2. Although we said that a bulk particle of flavor charge γ is present, this is rather
immaterial, unless one gauges that flavor symmetry, as would happen if this were a
local model for a larger theory. Rather, what matters is that there will be non-zero
ω(γ, γij). It is perfectly fine to interpret the results of this subsection as concerning
the behavior of a certain 2d theory with 2 vacua, with 2d particles carrying a flavor
charge γ. It should not be difficult to engineer a theory, with the correct twisted chiral
ring relations as to reproduce the spectral curve of this Hitchin system. We can get
pretty close if we consider a U(1) gauged linear sigma model, with a chiral multiplet
of charge 1 and a chiral multiplet of charge −2. Integrating away the massive chiral
multiplets gives us a twisted superpotential
2σ log σ − (σ +m) log(σ +m)− 2ipitσ (8.21)
which is minimized if σ2 = e2piit(σ + m): if we were to set z = eipit and σ = xz, so
that 2ipiσdt ∼ xdz then we get the desired curve. It would be interesting to compare
the BPS spectrum of this theory with the one we discuss below.
3. We have not systematically investigated the framed BPS degeneracies in this model,
but we have given all the techniques needed to do so.
8.1.3 Larger N
At larger N , the picture becomes more intricate, but no essentially new wall-crossing
phenomena happen: all wall-crossings involving 2d particles can be understood using the
basic identities (8.2a), (8.2b), and (8.3) we used above.
Let us describe a sample of the behavior one finds. We begin from a region of the
Coulomb branch B where all roots of P (z) are real. Here the 4d spectrum is easily described
[69]: finite WKB curves appear only between adjacent roots. We denote their charges as
γs, s = 1, . . . , N − 1, where s = 1 corresponds to the rightmost root. The intersection
products are 〈γs, γs−1〉 = 1 and 〈γs, γt〉 = 0 if |s− t| > 1. The corresponding BPS rays `γs
all lie either along the real or the imaginary ζ axis, for even and odd s respectively. See,
for example, Figure 28 for the case N = 6. (We have here a rather degenerate situation,
where several BPS rays of different nonintersecting charges coincide. Nevertheless, this is
not really a wall of marginal stability since the corresponding charges have zero symplectic
product with one another.)
Now how about the spectrum with the surface defect Sz included? If z is well to the
right of all the roots, this spectrum just consists of a single 2d particle, corresponding to a
finite WKB curve running from z to the rightmost root. Call its charge γ12. So we have an
additional BPS ray `γ12 carrying the transformation Sγ12 . Furthermore there are no other
open finite WKB networks starting from z. In order to see this we use reasoning similar
to that used near Figure 23. At ϑ = ϑ∗ which supports a 4d BPS state the walls will look
like those in Figure 28. For ϑ 6= ϑ∗, ϑ∗ + pi, the separating WKB curves will rotate but
there will always be a region far to the right containing the large positive real axis and
sitting between the rightmost separating WKB curves. Now, WKB rays can never cross,
and therefore, if z is a large positive number then for any ϑ there can be at most one open
– 121 –
Figure 28: The walls of marginal stability in C for 2d-4d BPS states in the N = 6 Argyres-Douglas
theory, when u is in the region of the Coulomb branch where all roots of P6 are real. Finite WKB
curves join successive roots. The separating WKB curves asymptote to the fourteen lines of phase
2pin/16 not parallel to the x-axis. The red walls correspond to wall-crossings involving BPS rays
with phase ϑ = ±pi/2 and the blue walls correspond to those rays with ϑ = 0, pi. We have shown
γ12(z), γ
1 and γ2 in some cut system, and indicated the K-rays which become parallel with the
S-ray `γ12(z) for the first few walls.
finite WKB network. On the other hand, the walls of marginal stability are determined
by the pattern at ϑ∗. Therefore, if z is any point in the rightmost region of Figure 28
there is one and only one open finite WKB network connecting z to the turning point z1.
Moreover, ω(γs, γ12) = 0 for all s, except for s = 1, for which ω(γ
1, γ12) = 1.
Figure 29: When z is large and lies in the region in the upper half plane between the separating
WKB curves associated to γ2 and −γ1, the soliton spectrum is that shown here.
Let us consider how the configuration of BPS rays evolves as z is varied. As we
move z counterclockwise around the configuration of roots of P , staying a large distance
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away, the single Sγ12 ray first meets a BPS ray carrying the transformation Kγ1 (and also
carrying various other K transformations corresponding to other 4d BPS states, but those
transformations commute with Sγ12 , so they play no role at this moment.) Applying the
WCF (8.2b), one sees that after these two rays cross, the Sγ12 ray is replaced by two rays,
carrying Sγ12 and Sγ12+γ1 . As we continue to move z, these two rays next cross Kγ2 . Since
γ12 has zero intersection with γ˜2 there is no wall-crossing as the ray for γ12 passes through,
but this is not so for γ12 + γ
1. Indeed, using again (8.2b) with a = γ2 and b = γ12 + γ
1
wall-crossing produces three rays, Sγ12 , Sγ12+γ1 , Sγ12+γ1+γ2 , leading to the configuration of
rays shown in Figure 29. Next, z crosses a ray for −γ1 and γ3. In our degenerate situation
with large z these happen almost simultaneously. First the rays for γ12(z) + γ
1 and γ12(z)
cross the ray with factor K−γ1 and we apply the wall-crossing formula (8.2a):
Sγ12+γ1+γ2Sγ12+γ1Sγ12K−γ1Kγ3 = Sγ12+γ1+γ2K−γ1Sγ12+γ1Kγ3 . (8.22)
Next, since ω(−γ1, γ12(z) + γ1 + γ2) = 0, when the ray with charge γ12 + γ1 + γ2 passes
through K−γ1 we simply commute factors:
Sγ12+γ1+γ2K−γ1Sγ12+γ1Kγ3 = K−γ1Sγ12+γ1+γ2Sγ12+γ1Kγ3 . (8.23)
Next as z crosses the separating line for γ3, Sγ12+γ1 commutes through (again because
intersection products vanish) and we apply (8.2b) to produce
K−γ1Sγ12+γ1+γ2Sγ12+γ1Kγ3 = K−γ1Kγ3Sγ12+γ1+γ2+γ3Sγ12+γ1+γ2Sγ12+γ1 . (8.24)
Thus the 2d particle of charge γ12 decays into a 2d particle of charge γ12 + γ
1 plus a 4d
particle of charge −γ1, and almost simultaneously a new 2d particle of charge γ12+γ1+γ2+
γ3 is formed as a bound state of a 2d γ12 + γ
1 + γ2 and a 4d γ3. The pattern continues as
z moves across the upper half of the plane: we encounter a series of pairs of walls at which
one state decays and a new one is born. At the last two walls we have only decays with no
new states created, so when z reaches a point far to the left of all of the roots of P , we find
just a single BPS state. We can then bring z back around the circle to its original position:
we encounter a sequence of walls very similar to what we just described. See Figure 28 for
a picture of the walls in the z-plane in the case N = 6. As in the discussion of N = 2 above,
when z comes back to the original point we must have only the original soliton, but to see
this explicitly as the outcome of a composition of wall-crossings requires us to take account
of the monodromy of Γ12 around the loop. We emphasize that this is only the picture at
one specific locus in the Coulomb branch; as we vary u ∈ B the walls would deform and
even change topology. One could encounter more complicated patterns of wall-crossing in
these cases. As a simple illustration of this we plot the walls of marginal stability for the
N = 6 theory for λ2 = (z6 − 1)(dz)2 in Figure 30. Still, we believe that one could study
all the wall-crossing phenomena systematically using the same basic wall-crossing formulas
we used above.
It is worthwhile discussing the case N = 3 a bit further. In this example the Coulomb
branch B is one-dimensional and has a simple singularity structure. We take the polynomial
P3(z) = z
3 − 3Λ2z + u. The Coulomb branch for the bulk theory has two singular loci u±,
– 123 –
Figure 30: Walls of marginal stability for the N = 6 AD theory at a particular point u in B as
described in the text.
where an “electron” and a “monopole”, of charges γe and γm, 〈γe, γm〉 = 1, are respectively
massless. There is a single wall of marginal stability, separating an inner region where
the spectrum consists of the two particles only, and an outer region where the spectrum
consists of three particles, of charges γe, γm, γe + γm. Notice that the monodromy at
infinity which arises from the combination of the monodromies around the two singular
points is (γe, γm, γe + γm)→ (γe − γm, γm, γe)→ (−γm, γm + γe, γe), a cyclic permutation
of the three particles.
If we set Λ = 0 the two singular loci coalesce into a AD point, the inner region
disappears, and the setup has an exact Z3 symmetry acting on the z plane which coincides
with the cyclic permutation of the populated charges γe, γm, γe + γm. If we set the surface
defect parameter at the origin, z = 0, the spectrum of 2d solitons must also enjoy this
symmetry. Indeed, it is not difficult to argue that there are three 2d solitons, whose
charges correspond to three straight WKB segments from z = 0 to the three turning points
z = u1/3. Even if Λ 6= 0, this is the general spectrum for sufficiently large u. It is not
difficult to fill in the full spectrum for large |z| as a function of u, interpolating from very
large to small |u|, but we will not describe the details here. We simply note that the three
2d solitons at very large |u| can be continuously connected to the soliton of charges γij ,
γij + γe, γij + γe + γm which we encountered at the third step of the general N analysis.
8.2 The CP1 sigma model
Now let us consider another example where the 4d dynamics is trivial, namely the 2d CP1
sigma model. This model nicely illustrates the examples related to degenerate cells and pop
transitions discussed in §7.5. It is also useful preparation for the rather more challenging
example of the four-dimensional SU(2) Nf = 0 theory coupled to the the CP1 sigma model,
to be discussed in §8.3.
The BPS spectrum in this model has been studied by Dorey [21]. Let us briefly recall
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the salient results. The chiral ring with twisted mass parameter m is
x2 = Λ2et +m2, (8.25)
where t is the Ka¨hler parameter of the target CP1. The twisted mass defines two vacua
which we can take to be the north and south poles of the target space CP1. This mass
breaks the SU(2) global symmetry (coming from the isometries of the target space) to
U(1). We write the root lattice of SU(2) as Zα and measure U(1) charges in terms of α.
In the strong coupling region, defined by |m2|  |Λ2et|, the effect of the twisted mass is
negligible and there are two solitons interpolating between the vacua. At m = 0 they form
a doublet and hence have U(1) charges ±12α. On the other hand, in the weak coupling
region, defined by |m2|  |Λ2et|, the twisted mass localizes the dynamics to one of the
two vacua at the north or south poles of CP1. The massive sigma-model fluctuations
around those vacua give 2 BPS particles of central charge Z = im together with their
antiparticles. There is also an infinite tower of semi-classical solitons interpolating between
the two vacua. These solitons (and their antiparticles) carry global U(1) charge (n+ 12)α
for all integers n ∈ Z, with degeneracy µ = 1 for each n. Evidently, there is a marginal
stability transformation in the BPS spectrum, very reminiscent of the strong-weak coupling
transition in the four-dimensional SU(2) theory [21, 23].
It is instructive to see how these results are reproduced in the geometric formulation
of this paper. We take C = CP1−{0,∞}. (C is not related to the CP1 target of the sigma
model!) The chiral ring corresponds to the spectral cover equation
λ2 =
(
Λ2
z
+
m2
z2
)
dz2 (8.26)
where z = et and λ = x dt. This covering is the spectral cover of an A1 Hitchin system
on C with the weakest possible irregular singularity at infinity, and a regular singularity
with residue mσ3 at the origin. The Hitchin equations in this system coincide with the tt∗
equations for the CP1 sigma model. The double covering has two branch points: one at
z = z0 = −m2Λ2 and one at z = ∞, so Σ is a thrice-punctured sphere. Let P± be the two
lifts of z = 0. The homology of Σ is generated by γ, a small curve winding once around
P+, and σ∗(γ), a small curve winding once around P−. The class γf := γ−σ∗(γ) generates
the odd homology lattice Γ = H1(Σ;Z)− and corresponds to a closed curve around z =∞.
We will identify Γ with the flavor lattice αZ and hence α with γf .
Let us now derive the BPS spectrum geometrically. As in the previous examples this
can be inferred from the structure of the WKB foliations, shown in this case in Figure 31.
At the critical values ϑ = ϑ∗, ϑ∗ + pi given by eiϑ∗ = ±i m|m| there is a finite WKB curve
joining z0 to itself, as in the middle of Figure 31. As we have explained above the finite
and separating WKB curves at this critical value of ϑ are the marginal stability lines in z.
The finite WKB curve at ϑ∗ separates C into two regions, with the inner region near z = 0
corresponding to weak coupling and the outer region corresponding to strong coupling.
If z is any point in the strong coupling region there are precisely two special values of ϑ
for which there is an open finite WKB curve connecting z to z0. Moreover, the open paths
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Figure 31: At ϑ = ϑ∗ there is a closed WKB curve connecting the turning point z0 to itself. For
ϑ 6= ϑ∗ the curves in red are separating WKB curves connecting z0 to a singularity.
γ12 and γ˜21 corresponding to these two curves glue together to form γ12 + γ˜21 = γf . These
BPS states, with µ(γ12) = µ(γ˜21) = 1, correspond to the two strong-coupling solitons with
flavor charges 12α. Together with their antiparticles we have two SU(2) doublets. Note
that γ˜21 = γ21 + γf = −γ12 + γf . Thus we can identify both Γ12 and Γ21 with the torsor
1
2α+ Γ.
Now suppose z is any point in the weak coupling region. In this case the open path
γ12 has intersection 2 with γf (where we choose a specific representative for γf , namely
the difference of lifts of the closed WKB curve forming the boundary of the punctured
disc.) We thus have ω(γf , γ12) = 2. Dividing this up symmetrically requires us to assign
ω(γf , γ1) = 1 and ω(γf , γ2) = −1. So we find one particle of charge γf in each vacuum.
Similarly we find one particle of charge −γf in each vacuum. This fits with the field-
theoretic expectation: each of the two vacua supports a particle of charge γf , as well as
its antiparticle of charge −γf . Incidentally, there is another way of picturing these BPS
states: rather than thinking about the intersection between γ12 and a closed WKB curve
at the boundary of the disc, which seems a bit indirect, we observe that z itself is lying
on a closed WKB curve. The two BPS particles in vacuum 1 can be naturally identified
with the two possible orientations of the lift of this closed WKB curve to sheet 1 of Σ, and
similarly for vacuum 2.
Moreover, for any point z in the weak coupling region there will be infinitely many
values of ϑ, accumulating at the critical value ϑ∗ from above and from below, such that the
spiraling WKB curves join z to z0. These correspond to the infinite tower of particles with
flavor charges γ12 + nγf and γ21 + nγf where n ∈ Z corresponds to the winding number
around the singularity at z = 0.
Exactly at ϑ = ϑ∗ there is a separating WKB curve joining z0 to z =∞. However, the
relevant intersection product is zero, so this WKB curve does not contribute a BPS state.
We have thus reproduced the BPS spectrum of the model. Moreover, the wall-crossing
in the z parameter takes place along the finite WKB curve with eiϑ = ±im/|m|. The
corresponding wall-crossing formula is in perfect correspondence with (2.51) if we translate
γij → γ12, γji → γ˜21 and γ → γf .
With a bit more patience, we could also explore the spectrum of framed BPS states
for simple line defects in the model. We will only sketch the analysis. As we have an
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irregular singularity of odd degree, we can consider the associted small flat section s(z),
canonically normalized by the requirement (s,Ms) = 1. Here M is the monodromy matrix
which represents parallel transport once around the cylinder. To be precise, we need to
pick a path from the irregular singularity to z in order to define s(z). Other choices of
paths winding n more times around the cylinder will give sections sn(z) = M
ns(z) for all
integer n. Notice that (sn, sn+1) = 1.
Standard Stokes theory always implies linear relations of the form
sn−1 + xnsn + sn+1 = 0 (8.27)
for some scalar xn. In this simple setup, all the xn are equal, and
x0s = −
(
M +M−1
)
s = − (TrM) s. (8.28)
But the matrix M is just the monodromy matrix around the regular singularity, and has
eigenvalues Y± 1
2
γf
. Hence
xn = x0 = −Y 1
2
γf
− Y− 1
2
γf
. (8.29)
Finally, notice that
M
(
Ms− Y± 1
2
γf
s
)
= Y∓ 1
2
γf
Ms− s. (8.30)
Hence the vectors s∓ = Ms−Y± 1
2
γf
s are monodromy eigenvectors with eigenvalue Y∓ 1
2
γf
.
We can naturally conjecture that the sn(z, ζ) are vevs of a boundary line defect Ln in
the CP1 sigma model, i.e. a brane in the 2d sigma model. We can make an educated guess
on the nature of the Ln brane: a space-filling brane (Neumann boundary conditions for
the sigma model) with a Chan-Paton U(1) bundle with n units of flux. A first check is the
observation that a shift of the sigma model B-field z → e2piiz sends sn → sn+1, and hence
it should induce a monodromy Ln → Ln+1. But a B-field shift is indeed gauge equivalent
to a shift of one unit in the Chan-Paton U(1) bundle flux of all branes.
A more refined check is to derive the spectrum of framed BPS degeneracies associated
to the CP1 sigma model on a segment, with boundaries L0 and Ln, by expanding (s0, sn)
recursively:
(s0, s1) = 1, (s0, s2) = Y 1
2
γf
+ Y− 1
2
γf
, (s0, s3) = Yγf + 1 + Y−γf . (8.31)
Generally
(s0, sn) =
Yn
2
γf − Y−n2 γf
Y 1
2
γf
− Y− 1
2
γf
. (8.32)
Hence the framed BPS Hilbert space contains n states, with the quantum numbers of
a irreducible representation of the SU(2) flavor symmetry of the model. We can give a
physical interpretation of this calculation. We can reduce the CP1 sigma model on the
segment to the supersymmetric quantum mechanics of the zeromode, in the presence of
the n units of Chan-Paton U(1) bundle flux on the CP1 target space. It is natural for
the ground states of this problem, the framed BPS states, to form an irreducible SU(2)
multiplet of n lowest Landau levels.
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Finally, the cells of the WKB triangulation are associated to pairs of sections with
good asymptotics, either of the form (s±; sn) or of the form (sn, sn+1), which should be
identified with the Yγi for appropriate cycles γi. One can easily expand sn′(z) in any of
those bases, and derive the framed BPS spectrum for the theory on the half line, with Ln′
boundary conditions. It would be interesting to match it to an explicit calculation. Also, it
is conceivable that s± could themselves be identified with the vevs of certain boundary line
defects L±. The relation s∓ = Ms − Y± 1
2
γf
s would seem to relate L± to the “difference”
of space-filling brane branes with one or zero units of flux. This suggests the identification
of the tentative L± with point-like branes (Dirichlet boundary conditions for the sigma
model), possibly located at the North and South poles of CP1 because of the twisted mass
in the Lagrangian.
8.3 The canonical surface defect in pure SU(2) gauge theory
We are now ready to deal with the most complicated example in this paper, the canonical
surface defect Sz in the pure SU(2) gauge theory. The spectral curve in this case is
λ2 =
(
Λ2
z3
+
2u
z2
+
Λ2
z
)
dz2. (8.33)
Since the analysis to follow is long and technical let us summarize the basic points and
lessons first here. We will first analyze the soliton spectrum at strong four-dimensional
coupling. We will find that in the z-plane there are a finite number of domains in each of
which there is a finite soliton spectrum. We will derive the spectrum of the BPS degen-
eracies µ and ω at fixed u as functions of z. We will check that the 2d-4d wall-crossing
formulae are consistent with the monodromy of the local system Γ12 over the z plane.
Then we will find a convenient regime in which to fix z and continue u from the strong
coupling domain to the weak coupling domain. Since the 4d spectrum changes (dramat-
ically) the walls of marginal stability in the z plane also change (dramatically). There is
now an extremely complicated pattern of walls of marginal stability in the z plane (be-
cause there are infinitely many 4d bulk particles). We will describe some aspects of the
resulting chambers in the z-plane qualitatively and check several nontrivial aspects of the
wall-crossing phenomenon and soliton spectrum without giving a full description of µ and
ω for u in this weak-coupling domain. In particular, at weak four-dimensional coupling
there are two very different regimes. The weak two-dimensional coupling regime is defined
by taking z to be in the “vectormultiplet annulus,” that is, the annulus foliated by the
finite WKB curves arising when ϑ is the phase of the vectormultiplet central charge. The
strong two-dimensional coupling regime is then the complementary region in the z-plane.
In the strong two-dimensional regime the soliton spectrum is finite in any chamber, but
there are a countably infinite number of chambers and the spectrum is unbounded. In the
weak two-dimensional regime the soliton spectrum is infinite and chamber-independent.
Nevertheless, there is an uncountable number of chambers, and the BPS degeneracies ω
depend on these chambers.
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Figure 32: A basis for H1(Σ¯;Z) at u = 0. We choose branch cuts emanating from z = i, z = 0 and
z = −i and running along the imaginary axis. Zγ = K and Zγ′ = −iK for K a positive constant.
The cycles γ and γ′ have 〈γ, γ′〉 = 2.
8.3.1 Preliminaries on local systems
Let us begin with some technical preliminaries. Some aspects of the theory have already
been discussed in §3.4.2. In comparing with §3.4.2 one should take u → −u and z = et.
Above, we described the local system Γ12 over the u-plane for fixed u. We also described
the local system Γ over the u-plane B∗. However, in this section it will be convenient to
describe the local system Γ→ B∗ in a slightly different way. We begin with u = 0 (strong
4d coupling) and choose cuts for the covering (8.33) as in Figure 32. As shown in Figure
32 we have chosen cycles γ and γ′ with 〈γ, γ′〉 = 2. (We can map to §3.4.2 by identifying
γm = γ
′ and γe − σ∗(γe) = (γ ± γ′). The choice of sign depends on how we continue t±
to the imaginary axis; the fact that there is a choice reflects the fact that monodromy of
the local system on the u-plane can take one form into the other.) The 4d spectrum for u
in the strong coupling regime has Ω(±γ) = Ω(±γ′) = 1, and all other degeneracies vanish.
We will continue into the weak coupling regime; the weak coupling spectrum consists of a
vector multiplet of charge ±(γ+γ′) and Ω = −2 and two infinite towers of hypermultiplets
of charge γn := γ + n(γ + γ
′) and γ′n := γ′ + n(γ + γ′), n ∈ Z. Note that −γn = γ′−(n+1).
Figure 33: We choose γ12(z) as shown for z in the region U . The local system is trivialized on
the complement of the cuts running down the imaginary axis, starting from z = i, 0,−i.
We will also need some facts about the local system Γ12 in the z-plane. We define a
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Figure 34: The local system Γ12 in the z-plane is determined by the monodromy around the three
paths Pi, P0, P−i shown.
class γ12(z) as in Figure 33. We can trivialize Γ12 on the complement of the cuts shown
there. Using these pictures one can easily check that for u = 0 and Im z sufficiently large
and positive we have ω(γ, γ12(z)) = ω(γ
′, γ12(z)) = +1.
The monodromy of Γ12 around the three paths shown in Figure 34 is
Pi : γ12 → γ21,
P0 : γ12 → γ12 − γ − γ′,
P−i : γ12 → γ21 + γ′ − γ.
(8.34)
The most straightforward way to prove these equations is simply to transport γ12(z) around
the respective paths and compute intersection products with γ, γ′. Alternatively, if we
continue z along P0 to z ≈ 0, we will find that Zγ12(z)+ 12 (γ+γ′) → 0 as z → 0 with a Z2
branch cut. Therefore, a cycle that only encircles z = 0 leads to a reflection(
γ12(z) +
1
2
(γ + γ′)
)
→ −
(
γ12(z) +
1
2
(γ + γ′)
)
. (8.35)
In a similar way we find that continuation along a path P−i gives Zγ12(z)+γ → 0 for z → −i.
8.3.2 The soliton spectrum at strong coupling
Given the strong coupling 4d spectrum, the walls of marginal stability in the z-plane are
obtained from the finite and separating WKB curves at the critical values ϑ = arg±Zγ
and ϑ = arg±Zγ′ . For the case u = 0 these are shown in Figure 35. The complement of
the union of these critical curves is the union of connected regions R, U , L, D, and their
respective reflected images R′, U ′, L′, D′. The wall-crossing analysis will be very similar
to that in §8.1.2, but now with two flavor charges γ and γ′.
It is easiest to begin the analysis of the soliton spectrum for z in regions U , D. As
shown in Figure 37, in this case there are 3 distinct finite open WKB curves ending at
z, implying the existence of 3 solitons (plus their antiparticles) in both these regions.
We begin our analysis with z in the region U . In this case one of the open finite WKB
curves is the projection of a path in the class γ12(z) defined in Figure 33. By carefully
computing the intersection numbers of the three finite open curves one can establish that
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Figure 35: The critical WKB curves for the monopole and dyon, of charges ±γ and ±γ′ respec-
tively. The turning points are at z = ±i. The separating WKB curves asymptote to horizontal
lines.
Figure 36: Lines of marginal stability in the z-plane, for u in the strong coupling regime (u = 0
in this figure). The region R′ is the image of R under z → 1/z.
the charges of the three solitons in region U are γ12(z), γ12(z) − γ′, γ12(z) + γ (together
with their antiparticles). To find the proper ordering of the corresponding BPS rays, we
must compute periods. One finds by direct computation that Zγ = K and Zγ′ = −iK
where K > 0. 49 Now, for Zγ12(z) it is useful to take |z| large. Then when z ∈ U one finds
Zγ12(z) ≈ 2piz1/2 where we use the principal branch of the log. Thus ordering of central
charges is as shown in Figure 38. As in §8.1.2, we will not give the analogous figures for
the other seven strong coupling regions, but will simply write the corresponding products:
A(^;U) = Kγ′KγSγ12+γSγ12Sγ12−γ′ . (8.36)
Here (unlike §8.1.2) we will choose ^ to be an appropriate sector of width pi (rather than
2pi). We take it to be the right half-plane, in this and all subsequent expressions (for the
49In fact K = 8
√
2pi Γ(3/4)
Γ(1/4)
.
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Figure 37: The separating WKB curves as a function of ϑ at u = 0. The critical WKB curves for
4d particles are shown at ϑ = 0 and ϑ = pi2 . The unoriented WKB curves are the same for ϑ and
ϑ + pi. Therefore, the figure only shows the curves as ϑ varies from 0 to pi. The separating WKB
lines going to infinity eventually become parallel. Therefore, from the above configurations of these
separating WKB lines we can deduce that when z is in the region U or D there are precisely three
finite open WKB curves connecting z to the turning point. When |z| is large, the corresponding
phases ϑ of the three finite open WKB curves are close together.
strong coupling region).
Now we consider the wall-crossings as z moves along a path U → L→ D. As z crosses
from U to L the phase of Zγ12(z) becomes close to pi/2 for |z| large, so the two rays `γ12(z)
and `γ12(z)−γ′ in Figure 38 become parallel to `−γ′ and we can apply the formula (8.2a).
(Note that ω(−γ′, γ12(z)) = −1.) This leads to a spectrum with only two solitons:
A(^;L) = Kγ′Sγ21KγSγ12+γ . (8.37)
If we continue to increase the phase of z and cross from L into D then `γ12+γ becomes
parallel to `−γ′ and (8.2b) leads to
A(^;Dl) = Kγ′Sγ21−γ+γ′Sγ21−γSγ21Kγ . (8.38)
Now let us compare moving z along a path U → R→ D. Crossing from U → R at large |z|
the wall is at ϑ ≈ 0, and Zγ12(z) and Zγ12(z)+γ become parallel to Zγ . We can then apply
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Figure 38: Arrangement of the central charges for z ∈ U in the strong coupling domain. Here we
take u = 0 and |z| large.
(8.2b) with a = γ and b = γ12 to get
A(^;R) = Kγ′Sγ12KγSγ12−γ′ . (8.39)
Then, moving from R→ D, Zγ12−γ′ aligns with Zγ and we get
A(^;Dr) = Kγ′Sγ12Sγ12−γ′Sγ12+γ−γ′Kγ . (8.40)
Now (8.38) differs from (8.40), but we must take monodromy into account. The cuts in
Figure 34 divide D into two regions Dl and Dr and, by (8.34), there is a discontinuity
taking γ21 → γ12 + γ − γ′ when passing from Dl to Dr. Thus, the wall-crossing formula is
consistent with the monodromy of the local system around P−i, as expected.
Now let us continue the spectrum from region L → L′ in Figure 36. In this case
z crosses the finite WKB curve for the charge γ, and this curve has phase ϑ = 0, pi.
Consistency requires that the BPS rays `γ12+γ and `γ21 move toward `γ and pass through
each other when z is on the marginal stability wall. (This can be checked by noting that
Zγ12(z) → 0 as z → i.) Thus, the situation is very analogous to the D → U transition in
the N = 2 AD example of §8.1.2. In particular we should apply the wall-crossing formula
(8.3). Note that ω(γ, γ21(z)) = −1 for z ∈ L (as needed to apply the formula) so that
ω′(γ, γ21(z)) = +1 for z ∈ L′. The spectrum is now
A(^;L′) = Kγ′Sγ12+γKγSγ21 . (8.41)
Similarly, when continuing from z ∈ R to z ∈ R′, z crosses the finite WKB curve corre-
sponding to γ′, with phase ϑ = ±pi/2, and we apply (8.3) with the rays `γ12 and `γ21+γ′
sweeping through `γ′ to discover that ω
′(γ′, γ12(z)) = −1 for z ∈ R′, and the spectrum is
A(^;R′) = Kγ′Sγ21+γ′KγSγ21 . (8.42)
Now we would like to continue from L′ → U ′ and from R′ → U ′ and compare. To do this
z must cross a separating WKB curve. The separating WKB curve between L′ and U ′ has
phase ϑ = ±pi/2, so the central charge Zγ12 lines up with Zγ′ . In order to apply the wall-
crossing formula (8.2b) with b = γ12(z) and a = γ
′ we need to know that ω(γ′, γ12(z)) = +1
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for z ∈ L′. This is indeed the case, and is compatible with ω′(γ′, γ12(z)) = −1 for z ∈ R′
thanks to the monodromy of the local system Γ12 around z = i. In this way we get
A(^;U ′l) = Kγ′Sγ12+γ′Sγ12Sγ12+γKγ . (8.43)
In an analogous fashion we find that ω(γ, γ12(z)) = +1 for z ∈ R′ and hence
A(^;U ′r) = Kγ′Sγ21+γ′Sγ21Sγ21+γKγ . (8.44)
As in our comparison of Dl with Dr, the cuts in Figure 33 divide U ′ into two regions U ′l
and U ′r, and (8.43) agrees with (8.44) once we take into account the discontinuity across
the cut summarizing the monodromy around Pi.
To complete the analysis we consider the wall-crossing from L′ → D′ and R′ → D′.
Since Zγ12(z)+γ → 0 as z → −i from the region L′ we can see that this central charge must
line up with Zγ′ and we apply (8.2a) with a = γ
′ and b = γ12(z) + γ to obtain
A(^;D′l) = Kγ′KγSγ21Sγ21−γSγ21−γ−γ′ . (8.45)
Finally, to do the wall-crossing from R′ to D′, since Zγ12(z)+γ′ aligns with Zγ passing from
R′ to D′ we apply (8.2b) to get
A(^;D′r) = Kγ′KγSγ21+γ+γ′Sγ21+γ′Sγ21 . (8.46)
In an analogous way to the previous cases (8.45) is compatible with (8.46) once we take into
account the monodromy around P0. This completes our analysis of the soliton spectrum
and its compatibility with the wall-crossing formula.
8.3.3 The soliton spectrum for weak 4d coupling and strong 2d coupling
Figure 39: Critical WKB curves associated to γ and γ′, when u is positive imaginary in the weak
coupling domain.
Let us now consider what happens when z is fixed (in an appropriate region discussed
below) and u moves along a path from strong coupling to weak coupling. To be specific,
we consider a path so that the central charges Zγ and Zγ′ align. Then, the Kontsevich-
Soibelman wall-crossing formula produces the weak coupling spectrum, ∞∏
n↗0
Kγn
Kγ+γ′
 0∏
n↘∞
Kγ′n
 , (8.47)
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Figure 40: Critical WKB curves associated to γn and γ
′
n, with some large n > 0, when u is positive
imaginary in the weak coupling domain. In each figure the finite WKB curve shown winds n times
around the origin.
Figure 41: Critical WKB curves associated to the vectormultiplet of charge γ+γ′. The two purple
finite WKB curves are the “outer” and “inner’ vectormultiplet curves. The annulus between these
two curves is foliated by closed WKB curves and is referred to as the “vectormultiplet annulus.”
This region corresponds to strong 2d coupling. The complement of the annulus in the z plane
consists of an “outer region” connected to z =∞ and an “inner region” connected to z = 0. These
are both weak coupling domains for the 2d coupling.
in agreement with the standard result [25, 70, 71, 1, 2]. In this notation
∏∞
n↗0 means that
the product is taken so that as one reads from left to right n increases 0, 1, . . . ,∞, while∏0
n↘∞ similarly means that as one reads from left to right n decreases from ∞ to 0. We
have suppressed the ω superscript but we remind the reader that Ω(γ+ γ′) = −2. Because
there are many new 4d particles, the walls of marginal stability in the z-plane change
dramatically. If, for example, u moves along the positive imaginary axis into the weak
coupling region then the critical WKB curves for γ and γ′ evolve into those shown in Figure
39. In addition, there is an infinite tower of hypermultiplets with charges γn, γ
′
n. These
lead to critical WKB curves such as those shown in Figure 40. Finally a vectormultiplet
emerges with charge γ + γ′ and critical WKB curves shown in Figure 41. The finite WKB
curves for the vectormultiplet foliate an annulus. The finite WKB lines associated to the
hypermultiplets all wind around the origin and reside inside this annulus. In addition
each hypermultiplet contributes two separating WKB curves both outside and inside the
annulus, with each pair of lines differing by one unit of winding around the origin. As
n↗∞ these separating WKB curves accumulate from the outside on the outer boundary
of the annulus and from the inside on the inner boundary of the annulus. The resulting
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Figure 42: Taking the union of the critical hypermultiplet WKB curves with the inner and outer
vectormultiplet curves produces an intricate pattern of walls of marginal stability. There are an
infinite number of chambers accumulating from the outer and inner regions complementary to
the annulus onto the outer and inner vectormultiplet curves, respectively. In the interior of the
vectormultiplet annulus the walls are dense and there is an uncountable number of “chambers.”
pattern of marginal stability lines, taking into account the first few hypermultiplets, is
illustrated in Figure 42.
Now, to derive the soliton spectrum we first note that we can follow a path for u ∈ B∗
so that the lines `γ and `γ′ in Figure 38 sweep through each other without passing through
the soliton lines, thus producing the configuration of central charges shown in Figure 43.
This is clearly true if we take |z| to be sufficiently large with large imaginary part. We will
call this region U0. Thus, for z in U0, the spectrum is given by
A(^;U0) =
 ∞∏
n↗0
Kγn
Kγ+γ′
 0∏
n↘∞
Kγ′n
Sγ12(z)+γSγ12(z)Sγ12(z)−γ′ (8.48)
We have suppressed the superscript ω, but we must remember to extend our discussion
slightly to find the ω. We consider the element γ012 = γ12 +
1
2(γ−γ′), for which ω(γ, γ012) =
ω(γ′, γ012) = 0 before the wall-crossing. It follows that also ω(·, γ012) = 0 after the wall-
crossing, just by acting with the BPS product on Xγ012 (cf. a similar computation in §2.4).
Then the affine-linearity of ω shows ω(mγ + nγ′, γ12) = (n+m)Ω(mγ + nγ′).
We now comment on the wall-crossing of the soliton spectrum, without doing a com-
plete analysis. As we have noted, there are an infinite number of chambers outside the
annulus bounded by separating WKB curves for hypermultiplets of charges γn and γ
′
n. If z
moves across such lines then there will be a wall-crossing formula of type (8.2a) or (8.2b).
Let us choose one particular path where z begins on the imaginary axis at large positive
imaginary part and moves downwards towards the vectormultiplet annulus. Referring to
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Figure 43: The configuration of central charges after moving u along an appropriate path into the
weak coupling domain, while holding z fixed with large imaginary part, corresponding to the upper
region in Figure 42. The K-rays have experienced wall-crossing while staying far from the S-rays.
The central charges corresponding to infinitely many more K-rays, with phases accumulating to
that of Zγ+γ′ , are suppressed.
Figure 42 it is clear that there will be an infinite sequence of wall-crossings as z moves
across pairs of walls which intersect along the imaginary axis. We will call the resulting
chambers U0, U1, U2, . . . where U0 is the noncompact chamber at large |z|. These chambers
get smaller and accumulate at the intersection of the outer ring of the vectormultiplet an-
nulus with the positive imaginary axis. Now, there is a canonical half-plane we can use to
describe the spectrum whose boundaries are the W -boson lines. We will denote this sector
as ^W . Thus, we can rewrite the spectrum (8.48) in the equivalent form:
A(^W ;U0) = KγW
 0∏
n↘∞
Kγ′n
Sγ12(z)+γSγ12(z)Sγ12(z)−γ′
 ∞∏
n↗0
K−γn
 (8.49)
Now, as z crosses from the noncompact region U0 in Figure 42 across the topmost wall the
line for γ12(z)− γ′ sweeps counterclockwise across that for −γ and simultaneously the line
for γ12(z) + γ sweeps across that for γ
′. We therefore have simultaneous wall-crossings of
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types (8.2b) and (8.2a) respectively, producing
A(^W ;U1) = KγW
 1∏
n↘∞
Kγ′n
Sγ12+γ
· (Sγ12+γWKγ′)Sγ12(K−γSγ12−γW )·
Sγ12−γ′
 ∞∏
n↗1
K−γn
 . (8.50)
We are now set up for an inductive process, since once again on the left side of the product
the ray with charge γ12 + γ can sweep clockwise across the next K-ray of charge γ′1, while
on the right the ray for γ12 − γ′ can sweep counter-clockwise across −γ1. After N such
steps we find
A(^W ;UN ) = KγW
 N∏
n↘∞
Kγ′n
Sγ12+γ 0∏
n↘N−1
(Sγ12+(n+1)γWKγ′n)
Sγ12
N−1∏
n↗0
(K−γnSγ12−(n+1)γW )
 ·
Sγ12−γ′
 ∞∏
n↗N
(K−γn)
 . (8.51)
Remarks
1. One might wonder whether the path we have described meets other wall-crossings,
involving exchanges of other K and S factors in (8.51). The easiest way to see that
this cannot happen is to note that the ω(a, b) associated to these other potential
crossings would not be compatible with (8.2a) or (8.2b).
2. Other paths from U0 into the vectormultiplet annulus will produce interesting variants
of (8.51) which are not symmetrical between the products in the middle line of this
equation. We have not attempted to investigate the full chamber structure and soliton
spectrum in detail.
3. Using the z → 1/z symmetry we can also conclude that there is a similar spectrum
of solitons in the regions inside the vectormultiplet annulus.
4. There is a nice physical interpretation of the spectrum we have found. As we have
discussed in §8.2, the strongly coupled CP1 sigma model has only two solitons whereas
(8.48) predicts 3 solitons. In order to compare these spectra we should take the limit
as the 4d SU(2) gauge coupling becomes infinitely weak. One way to do this is to
set z˜ = Λ2z and take Λ → 0 holding z˜ fixed. In this limit the chiral ring equation
(8.33) degenerates to (8.25). Moreover, the period Zγ12(z) diverges as ∼ −
√
2u log Λ
4
2u
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while Zγ12−γ′ and Zγ12+γ have finite limits. 50 It follows that the soliton with charge
γ12 becomes large. Indeed, identifying
√
2|u| = v, where v is the scale of the vev of
the 4d vacuum, this soliton has a mass ∼ 32piv
g2
, and in the weak coupling limit g → 0
it decouples from the spectrum. By contrast, the solitons with charges γ12 + γ and
γ12 − γ′ remain in the spectrum. Similarly, in (8.51) we find two towers of length N
of solitons with charges γ21 + n(γ + γ
′) and γ12 + n(γ + γ′), n = 1, . . . , N . These
too have divergent central charges going like ∼ −√2u log Λ42u and hence should be
viewed as bound states of the hypermultiplet dyons with the surface defect. All of
these heavy particles should correspond to solitonic field configurations visible in a
semiclassical analysis of the CP1 sigma model coupled to the weakly coupled SU(2)
theory. It would be an interesting check to produce these solitons directly. It would
also be interesting to test directly the predictions ω(γn, γ12) = ω(γ
′
n, γ12) = 2n + 1.
In any case, we conclude that the spectrum (8.48) is physically sensible.
5. As z moves towards the vectormultiplet annulus the product approaches the expres-
sion
A(^W ;U∞) = KγWSγ12+γ
 −∞∏
n↘∞
(Sγ12+(n+1)γWKγ′n)
 · Sγ12−γ′
= KγWSγ12+γ
 ∞∏
n↗−∞
(K−γnSγ12−(n+1)γW )
 · Sγ12−γ′
(8.52)
8.3.4 The soliton spectrum for weak 4d coupling and weak 2d coupling
When z moves into the vectormultiplet annulus both the 4d and 2d theories are weakly
coupled. There is an infinite spectrum of 4d hypermultiplets leading to a very intricate
pattern of marginal stability lines inside the annulus, as we have already mentioned, and in
addition, experience with the CP1 sigma model in §8.2 suggests that there should also be an
infinite spectrum of weakly coupled 2d CP1 solitons, in addition to those we have already
discovered. Indeed, let us return to the limiting expression (8.52). By slightly shifting the
half-plane we can write an equivalent product, cycling the factor Sγ12−γ′ on the right to its
anti-particle factor Sγ21+γ′ on the left. Then, the product Sγ21(z)+γ′Kγ+γ′Sγ12(z)+γ has the
property that ω(γ + γ′, γ21(z) + γ′) = 0 and ω(γ + γ′, γ12(z) + γ) = 0, as can be seen by
computing intersection products. Therefore, we can apply the CP1 wall-crossing formula
(2.51) to this product to produce a product on the left of the form ∞∏
n↗0
Sγ12+γn
KωγW
 0∏
n↘∞
Sγ21+γ′n
 (8.53)
50To prove these statements note that in this limit one turning point approaches z˜ = 0 like z˜ ≈ −Λ4/(2u)
while the other approaches z˜ ≈ −2u. The WKB curve for γ12 goes to the turning point near the origin, and
the term
√
2udz˜
z˜
dominates the line integral of λ. On the other hand for the charges γ12 + γ and γ12 − γ′
the WKB curve goes to the other turning point −2u and the line integral does not diverge.
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where ω(γ+γ′, γ12 +γ) = 2. Using this one can derive a heuristic formula for the spectrum
when z lies exactly on the outer boundary of the annulus for the vectormultiplet. Written
back in the standard half-plane ^W this can be written in several forms, of which two of
the more suggestive ones are:
A(^W ;Ann) = KγW
 0∏
n↘∞
Sγ21+γ′n
 ·
 −∞∏
n↘∞
(Sγ12+(n+1)γWKγ′n)
 ·
 −∞∏
n↘−1
Sγ21+γ′n

= KγW
 −1∏
n↗−∞
Sγ21−γn
 ·
 ∞∏
n↗−∞
(K−γnSγ12−(n+1)γW )
 ·
 ∞∏
n↗0
Sγ21−γn

(8.54)
Of course these are simply related by using the identity γ−(n+1) = −γ′n.
The expression (8.54) is slightly unphysical. When z moves into the interior of the
vectormultiplet annulus it crosses an infinite number of walls, and hence there will be an
infinite number of wall-crossings applied to (8.54). At any interior point there will be some
definite ordering of the central charges appearing in (8.54) determining the true expression.
Indeed, we claim that the possible soliton spectra and chambers in the vectormultiplet
annulus are precisely those given by the bi-infinite words in the S and K factors appearing
in (8.54) subject to the following rules:
Define
An = Sγ21+γ′n ,
Cn = Sγ12+(n+1)γW ,
Kn = Kγ′n ,
(8.55)
where n ∈ Z. Then the bi-infinite words are of the form
· · · SKSKS · · · (8.56)
such that:
1. The S-factor between Kn and Kn−1 can be either Am or Cm for some m.
2. The word therefore determines three sequences of letters of type Kn, An and Cn,
respectively. The index on all three sequences decreases to the right in steps of
one. Thus we have three sequences · · · Kn+1Kn · · · , · · · An+1An · · · and · · · Cn+1Cn · · ·
interwoven in the pattern (8.56).
We will give a strong argument for this claim, although we do not insist it is a com-
pletely rigorous proof.
Before establishing our claim, let us note that it is nicely consistent with wall-crossing.
First, when z crosses the closed WKB curves there is no wall-crossing, which is good since
they foliate the annulus. Indeed every point z lies on one such closed curve and, as noted
in §8.2, these give the two weakly coupled vacua at the north and south poles of the CP1
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sigma model. Next, note that all the other walls in the interior of the annulus are finite
hypermultiplet walls for γ′n for some n ∈ Z. Note that the sum of charges for An and
Cm is precisely γ′n+m+1. Therefore, when z crosses the wall for γ′n+m+1 there can be a
wall-crossing event of type (8.3), involving
AnKn+m+1Cm = CmKn+m+1An. (8.57)
It might not at first appear obvious that ω(γ′n+m+1, γ21(z)+γ′n) = −1 or ω(γ′n+m+1, γ12(z)+
(m+1)γW ) = −1 as is required for (8.3) (which case is realized depends on which side of the
wall z is on). This can be shown by noting that as z approaches the WKB curve for γ′n+m+1
the phase of the line for γ21(z)+γ
′
n approaches that for γ
′
n+m+1. On the other hand, WKB
walls with the same value of ϑ cannot intersect except at turning points and singularities.
Therefore, the topology of the WKB curves must be that shown in the universal situation
illustrated in Figure 14. Equation (8.57) now shows how wall-crossings (possibly infinitely
many) allow us to pass between any two words of the type (8.56) described above.
Figure 44: In case (a) the corresponding sequence of morphisms is · · · KnAmKn−1 · · · because
the slope of the A ray lies between those of the K rays. In case (b) the corresponding sequence is
· · · Kn+1CmKn · · · .
Now, to investigate the chamber structure and establish our claim it is first useful to
map the annulus to the w-plane,
w :=
∫ z
z+
λ, (8.58)
where we integrate from the turning point z+ nearest to z = 0. It will be useful to work with
an approximate formula for w, valid deep in the weak coupling domain. Let us introduce
the scaled coordinate
z˜ =
(
Λ2
u
)2α
z (8.59)
with 0 < 2α < 1. We consider the weak coupling limit where u → ∞ (or equivalently
Λ → 0) with z˜ held fixed. In this regime the middle term in the expression (8.33) for
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λ2 dominates the other two and hence we can approximate λ ≈ √2udzz and hence w ≈√
2u log z/z+. After further rescaling the real and imaginary parts of w we can therefore
take the image of the annulus to be the infinite strip between 0 and 1, with inner turning
points at iN and outer turning points at 1+iN , N ∈ Z. In w-coordinates the WKB curves
are straight lines of slope proportional to ϑ. The lines of marginal stability are the straight
lines joining these turning points, and are hence labeled by pairs of integers, (m,n) and
given by y = (m−n)x+n. After solving a simple Diophantine equation one can show that
every point in the strip with rational coordinates is at the intersection of two such lines.
In particular, the walls of marginal stability are dense and the “vertices” of the chambers
are the points in the strip with rational coordinates. Now, any two points not on a WKB
wall will be separated by such a wall. (To prove this draw a straight line segment between
the two points. Choose a point with rational coordinates sufficiently close to that line
segment. There will be a WKB wall through that point.) Therefore, the “chambers” —
defined to be the connected components of the complement of the walls — will consist of
single points. The set of walls is a countable union of sets of measure zero and hence has
measure zero, and therefore the chambers have positive measure, and therefore there are
uncountably many chambers.
Now suppose that a surface defect is at a point z0 in the vectormultiplet annulus and
z0 maps to a point w0. The WKB curves for charges associated with An are the straight
lines going from w0 to the turning points iN on the inner boundary while the WKB curves
for charges associated with Cn are the straight lines going from w0 to the turning points
1 + iN on the outer boundary of the annulus. (Note that this way two such lines can glue
together to give a hypermultiplet WKB curve.) It is now a matter of simple geometry
to see that w0 can lie in one of two different kinds of triangles. In each triangle there is
exactly one S factor with slope between those of Kn and Kn−1. In one type of triangle the
slope between Kn and Kn−1 will be of A-type and in the other it will be of C-type. See
Figure 44.
Remarks
1. If in Figure 42 z continues down the imaginary axis then there must be an infinite
number of wall-crossings, ending up at a product analogous to (8.54) for the inner
ring of the annulus, with A and C exchanged. This is analogous to a phenomenon we
found at strong coupling, where z → 1/z had the effect of transforming the soliton
spectrum by the involution γ12 → γ21 + γ.
2. Our analysis makes some interesting predictions which would be worth checking with
weakly coupled semiclassical field theory methods. The region defined by the scaling
parameter (8.59) defines a regime where the surface defect may be treated as a Gukov-
Witten defect. This may be justified by using the approximate expression λ ≈ √2udzz
to obtain approximate expressions for Zγ12(z), when z is in the domain with u→∞
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and z˜ held fixed. One then finds the IR GW parameter
tγ1 − tγ2 =
∂Zγ12(z)
∂a
=
{
(2α−1)
2pii log
a
Λ + · · · outer turning point,
(2α+1)
2pii log
a
Λ + · · · inner turning point.
(8.60)
In a semiclassical analysis one would define a moduli space of “ramified monopoles,”
solutions of the bulk BPS equations in the presence of GW boundary conditions dic-
tated by (8.60). Semiclassical quantization of this moduli space for various monopole
charges should reproduce the weak-coupling spectrum described in this section: in
particular, the spectrum of solitons µ(γij) is independent of z but the spectrum of
ω(γ, γij) varies strongly with z, and should grow at most linearly in the charges.
3. It should be interesting to study the framed BPS states in this example, but we leave
this for another occasion.
9. An application: solving Hitchin systems by integral equations
Finally let us consider an interesting application of our discussion: we can use it to give
concrete formulas for solutions of Hitchin equations on punctured surfaces C.
Indeed, as we explained in §7.3, for theories of class S, the Yγi(ζ) can be thought of as
sections of the universal Higgs bundle overM×C. Allowing z to vary we obtain Yγi(ζ, z),
a flat section with respect to the connection d +A(ζ). This follows from comparing (5.43)
and (7.16). Alternatively, we can use Y to define the connection (see below) and then apply
an argument analogous to that used in Appendix E to determine that the connection so
defined is the desired one. This flat section is concretely computable using the integral
equations (5.23), (5.25). The only data one needs to write these equations are the central
charges Zγ and the BPS degeneracies ω, µ.
Suppose we trivialize the ramified cover Σ→ C in a neighborhood of z. Then we can
label the sheets i = 1, 2, and similarly, we can locally trivialize the cover above z′ and
label the sheets i′ = 1, 2. We can compute the four sections Yγii′ in a neighborhood of
the points z and z′, using the integral equations (5.23) and (5.25) together with (5.32).
Any invertible combination of these four sections defines a fundamental solution Ψ of the
flatness equations at z. Then Ψ−1dzΨ = ϕ/ζ + A + ζϕ¯ gives the solution to the Hitchin
system, in the form of explicit ϕ,A, ϕ¯ valid in a neighborhood of z (with the particular
solution and gauge depending on a basepoint z′). Different choices of Ψ are possible, in
the form of different linear combinations of the various Yii′ . They will give different gauge
choices for the solution. For examples, if z and z′ are in a common neighborhood with a
common trivialization of the double cover, then at least for sufficiently large R, a sum like
Ψ = Yγ12′ + Yγ21′ (9.1)
or alternatively a sum like
Ψ = Yγ11′ + Yγ22′ (9.2)
will serve as fundamental solutions.
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Again, taking z, z′ in some common neighborhood we can also apply the discussion
around (5.33) of §5.6 where we take the diagonal matrix to be
x(z, ζ; z′) = xγi2′ (z, ζ; z
′)eii (9.3)
Here z′ and its lift to sheet 2′ are serving as basepoints. eii are matrix units and the sum on
i = 1, 2 is understood. We can then consider g(ζ)x(z, ζ; z′) to be a fundamental solution to
(dz +A)Ψ = 0. It follows that gauge transformation by g(ζ) diagonalizes the flat spectral
connection for the Hitchin system, to a diagonal connection
dz log xγi2′eii. (9.4)
We can make this more explicit using (5.23): the connection we obtain is the same as the
semiflat connection
dz logYsfγi2′eii (9.5)
plus the correction
dz
[∑
γ
ω(γ, γi; z)
1
4pii
∫
`γ
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ log(1− Yγ(ζ
′))
]
eii. (9.6)
The only z-dependence in the expression in square brackets comes from the discontinuities
in ω(γ, γi; z) due to wall-crossing when z crosses finite WKB curves (see Figure 14 in §7.2).
These give delta-function singularities localized on these curves. We have argued on general
grounds that our solution to the Hitchin equations should be smooth, so these singularities
are expected to cancel against similar discontinuities in g(ζ). However, we have not checked
this point in detail.
Because of the simple ζ dependence of A, the information in the full Yab′(ζ) is rather
redundant. It is sufficient to expand asymptotically for small ζ, so that
xγi(ζ) ∼ Ysfγi(ζ) exp
[
−
∑
γ
ω(γ, γi)
1
4pii
∫
`γ
dζ ′
ζ ′
(1 + 2
ζ
ζ ′
+ · · · ) log(1− Yγ(ζ ′))
]
. (9.7)
and
gi(ζ) ∼ gsfi +
∑
j 6=i,γji
µγji
1
4pii
∫
`γji
dζ ′
ζ ′
(1 + · · · )gj(ζ ′)xγji(ζ ′), (9.8)
The leading order for gi and the leading order for xγi is sufficient to derive the ex-
pression for ϕ. The next to leading order in xγi is required to derive A. Then ϕ¯ can be
obtained simply by complex conjugation, or from a large ζ expansion.
10. Future directions
In conclusion, we list here some directions for future research which be believe might be
fruitful.
1. The exercise of §7 appears to require genuinely new techniques for higher rank groups.
We are currently exploring this question.
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2. Our construction produces examples of hyperholomorphic bundles over moduli spaces
M of Higgs bundles. Such hyperholomorphic bundles fit naturally into the approach
of [72] to the geometric Langlands correspondence: they are examples of “(B, B, B)
branes” in that context. The sections ν˜i which entered our construction as part of
the 2d-4d data define a complex Lagrangian multi-section of the dual moduli space
M˜, i.e. a “(B, A, A) brane.” These two branes are related by mirror symmetry,
i.e. Langlands duality. In this paper we have obtained a more explicit picture of the
geometry of these (B, B, B) branes than previously known. It is natural to wonder
whether this picture can be of any use in the geometric Langlands correspondence.
3. In §6.1.7 we encountered, but did not really address, the question of systematically
describing the structure of our hyperholomorphic bundles near orbifold singularities
ofM. Via mirror symmetry this seems to be related to the same question for branes
supported on complex Lagrangian sections of M˜ which run into singularities. For
branes supported on a single singular fiber of the Hitchin fibration, the relevant
extra structure has been discussed in [57]; it would be desirable to have a discussion
analogous to that of [57] which applies to the branes we met here.
4. In §4 we sketched a 2d-4d spin wall-crossing formula. However, some work remains
to be done in connecting this formula to the physical halo picture in the case when
y 6= −1. For example, we have left out the details of how to relate the wall-crossing
data d(i, s) etc. to the physical halo particle degeneracies.
5. It would be interesting to generalize one of the main results of [3] from line defects
to surface defects. In [3] it was shown that the formal generating functions for line
defects F (L) =
∑
γ Ω(Lζ , y, γ)Xγ satisfy an algebra which is a quantum deformation
of the algebra of holomorphic functions on Mζ . This algebra can be interpreted
as the algebra OBB of open BB strings of the canonical coisotropic brane on M,
a certain type of A-brane. Now, in the present paper we have defined F (L) =∑
γij
Ω(L, γij)Xγij . The algebra of these functions can be identified with the algebra
of holomorphic sections of Hom(VS, VS), which is the algebra of open string states
on a B-brane whose Chan-Paton bundle is VS. As in §4 we can introduce a y-
deformation F̂ (L) =
∑
γij
Ω(L, γij , y)X̂γij to produce a y-dependent deformation of
the noncommutative — but “classical” — algebra Γ (Hom(VS, VS)). It is natural to
conjecture that this y-deformed algebra is related to the open string algebra OBS,BS
where BS is a higher rank generalization of the canonical coisotropic brane, (an A-
brane), which should, moreover have a natural hyperholomorphic connection. (Higher
rank coisotropic branes have been investigated in [73].)
6. Recently, Witten has introduced an approach to knot homology based on the Hilbert
space associated to surface defects in six-dimensional (2, 0) theory [74]. It is natural
to ask whether the considerations of this paper can play a role in this approach
to knot homology. Let us consider a theory in the class S on R4 × C. Let us
label coordinates x0,1,2,3 ∈ R4 and z ∈ C. Consider a knot K ⊂ R × C described
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by an equation z = z(x3). With a suitable topological twisting we can consider
the surface defect Sz at x1 = x2 = 0 with worldsheet coordinates x0 and x3, with
parameter z = z(x3) varying along x3. Imagine that z(x3) is generically constant,
but has rapid transitions — like a soliton. Then we can consider the surface defect
to have several interfaces. More generally, one could consider a surface defect with
various kinds of interfaces and Janus defects. It would appear that one would need to
generalize surface defect amplitudes to amplitudes corresponding to several surface
defects located at (z1, . . . , zn). Naively, these correspond to having several M2-branes
end on the M5-brane. It would be interesting to generalize the notion of framed BPS
states to such situations. If this can be done it would then be natural to ask if the
spaces of framed BPS states associated to this setup are related to knot homologies.
As a first step one would want to relate the q-grading of knot homology to the y-
grading of spaces of framed BPS states.
7. It might be interesting to apply some of our techniques to the study of branes in
Landau-Ginzburg models, a subject which has been extensively discussed in [75].
Indeed it was noted at the very end of [17] that the period amplitudes Πai of [75]
should be related to supersymmetric interface amplitudes between a surface defect
and the null surface defect. This in turn might shed further shed light on the quantum
McKay correspondence [76, 77, 78].
8. The integral equations of [1] for the Yγ are formally similar to the thermodynamic
Bethe ansatz. The new integral equations introduced in §5.6 are very similar to those
used in the inverse scattering method of integrable systems theory [79, 80]. The xγij
are analogous to scattering data, and the gk are used to solve the associated linear
problem. In some special cases the link can be made much more explicit. For example,
in a recent paper S. Lukyanov and A. Zamolodchikov [81] studied the modified sinh-
Gordon equation. This intersects with the Hitchin systems for AD theories for special
values of the parameter α of [81]. Equation (5.15) of [81] is related to our proposal
for solving the auxiliary linear problem. It would be useful to sharpen this relation
and see whether there is room for any interesting technology transfer between the
theory of integrable systems and the theory of defects in supersymmetric Yang-Mills
theory.
9. Recently the methods of [1, 2] have found some surprising applications to scattering
in N = 4 super Yang-Mills theory [82, 83, 84, 85]. We believe that applying the
techniques of this paper to that situation should allow one to study the shape of the
minimal surfaces in AdS5 whose area computes the amplitudes. Information about
the shape of the surface can be useful in computing mixed correlation functions
of a polygonal Wilson loop and local operators in the strong coupling limit: they
should correspond to the integral over the surface of an appropriate bulk-to-boundary
propagator.
10. Another physical context in which this structure appears is in N = 2 supergravity.
Surface defects are replaced by cosmic strings and dyons are replaced by dyonic
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black holes [86, 87]. Perhaps the 2d-4d wall-crossing formula can be useful in this
context. Related to this, we can make surface defects by wrapping D-branes on
Calabi-Yau manifolds. For example, in Type IIA string theory we can consider D4-
branes wrapping supersymmetric 3-cycles in a Calabi-Yau manifold. It should be very
interesting to apply the present formalism to these surface defects and we intend to
return to this subject in the future.
11. Finally, the 2d-4d BPS degeneracies we have described in this paper should pre-
sumably be identified mathematically as the “open” analogue of Donaldson-Thomas
invariants. It would be very interesting to develop this theory. (Some investigation
of such open invariants has been carried out in [88, 89].)
Acknowledgements
We thank David Ben-Zvi, Emanuel Diaconescu, Dan Freed, Martin Rocek, Nathan Seiberg,
Karen Uhlenbeck, and Edward Witten for discussions.
We would like to thank the Simons Center for Geometry and Physics for hosting several
excellent workshops related to this project and for hospitality at those workshops. We also
thank the Aspen Center for Physics for hospitality during the initial writing of this paper.
GM would like to thank the SCGP for hospitality during the final stages of writing this
paper.
The work of GM is supported by the DOE under grant DE-FG02-96ER40959. The
work of AN is supported by the NSF under grant number DMS-1006046. DG is supported
in part by the NSF grant PHY-0503584. DG is supported in part by the Roger Dashen
membership in the Institute for Advanced Study.
A. Relation of 2d and 4d superalgebras and their multiplets
The preserved supersymmetries of our surface defect are part of a subalgebra of the N = 2,
d = 4 superalgebra which can be seen to be isomorphic to a d = 2, (2, 2) superalgebra by
mapping
Q+ = Q
2
2 = −Q21 Q¯+ = Q¯2˙2 (A.1)
Q− = Q¯1˙1 Q¯− = Q
1
1 = Q12 (A.2)
One can then check using the d = 4 N = 2 algebra relations that
{Q+, Q¯+} = −2(P0 + P3)
Q2+ = Q¯
2
+ = 0
{Q−, Q¯−} = −2(P0 − P3)
Q2− = Q¯
2
− = 0
{Q+, Q−} = {Q¯+, Q¯−} = 0
{Q+, Q¯−} = −2Z¯
{Q¯+, Q−} = −2Z
(A.3)
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The u(1)V symmetry of (2, 2) is identified with the action of the generator of so(2)12 (which
equals that of u(1)r acting on the supercharges) and the u(1)A symmetry is identified with
u(1)R.
An important point is that one does not need to set P1 = P2 = 0 when deriving (A.3).
Therefore the field multiplets of d = 4, N = 2 decompose as multiplets of d = 2 (2, 2)
supersymmetry without putting any conditions such are normally employed in dimensional
reduction. In particular, with the above identification, the four-dimensional fields in a
vectormultiplet can be assembled as
Υ = ϕ− i
√
2ϑ+ψ21 − i
√
2 ϑ−ψ12 + ϑ+ϑ−(F03 − i(F12 −D12)) (A.4)
to produce a twisted chiral multiplet with values in the adjoint representation of some
gauged Lie algebra g. The remaining degrees of freedom in the 4d vectormultiplet decom-
pose in an infinite tower of “semi-chiral (2,2) multiplets” in the language of [90, 91, 92].
With a surface defect we may restrict the four-dimensional field (A.4) to the surface to
produce a twisted chiral multiplet on the worldsheet of the surface defect. The associated
vectormultiplet can be used to gauge a flavor g-symmetry of a (2, 2) quantum field theory.
In particular the adjoint scalar ϕ plays the role of a twisted mass parameter.
The full supersymmetric expression for the twisted superpotential contribution to the
action is
exp
[
i
2
∫
dx3dx0
(
∂Wi
∂aI
(i(D12 − F12) + F I03)−
∂2Wi
∂aI∂aJ
ψI+ψ
J
−
)
+ c.c.
]
(A.5)
The variation of the holomorphic term is exactly zero under two supersymmetries Q 11 and
Q 22 , and under the other two varies into total derivatives
∼
∫
dx3dx0(∂0 ± ∂3)
(
∂Wi
∂aI
ψI∓
)
. (A.6)
Therefore, when placed on a half-space x0 ≤ 0 the supersymmetric variation can be can-
celled by a line defect of the form (5.17).
Finally, let us comment on the BPS representations and the definition of the index
µ(γij). In our conventions, in a massive representation the little superalgebra is diagonal-
ized by the combinations
{Q+ + eiρQ−, Q¯+ + e−iρQ¯−} = 4(E − |Z|),
{Q+ − eiρQ−, Q¯+ − e−iρQ¯−} = 4(E + |Z|),
(A.7)
with all other anticommutators vanishing for eiρZ = |Z|. Therefore, short multiplets when
E = |Z| are spanned by the doublet |s〉 and (Q¯+ − e−iρQ¯−)|s〉, where the Clifford vacuum
is defined by
(Q+ + e
iρQ−)|s〉 = (Q¯+ + e−iρQ¯−)|s〉 = (Q+ − eiρQ−)|s〉 = 0. (A.8)
Note that to define the index of [20]51 we must take F to be the u(1)V symmetry. That
is, it must satisfy [F,Q+] = Q+ and [F,Q−] = Q−. Note that this leaves F ambiguous by
51A related “new supersymmetric index” was defined earlier in [18]. The relation of this index to the
index µ is roughly analogous to the relation between the hyperka¨hler metric onM and the indices Ω in [1].
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a shift by any operator commuting with the entire superalgebra. The contribution of the
short representation to the index TrFeipiF is
(f − (f − 1))eipif = eipif (A.9)
We may take this short multiplet, denoted h, to represent the center of mass degree of
freedom in the soliton multiplet. Factoring this out in a BPS representation space so that
HBPSγij = h⊗ H˜BPSγij (A.10)
we may write
µ(γij) := TrH˜BPSγij
eipiF (A.11)
B. A simple Hitchin system
We consider a rank 2 Hitchin system on CP1 with a single irregular singularity at z =∞.
This singularity is invariantly characterized by the statement that Trϕ2 has a fifth-order
pole there. Since Trϕ2 is regular everywhere else, this actually fixes it (up to shifts of z
and overall rescaling):
Trϕ2 = 2z (dz)2. (B.1)
The precise boundary condition is given by specifying the form of (A,ϕ) near the singu-
larity; it is given in §3 of [3], but we will not need it. What we do need to know is that
there is a unique solution obeying this boundary condition. In this appendix we briefly
summarize some facts about this solution. See §9.4.1 of [3] for its explicit form.
We consider the corresponding flat connection ∇(ζ) given by (7.15). For any fixed ζ,
the asymptotics of the flat sections of ∇(ζ) exhibit Stokes phenomena as z → ∞, with
three anti-Stokes rays ra, a = 1, 2, 3 cyclically. The ra are located at z for which
1
ζ z
3/2 ∈ R
(this condition makes sense even though z3/2 is defined only up to sign). There are three
“small flat sections” sa(ζ, z) defined up to scalar multiple by the condition that sa decays
(exponentially fast) as z →∞ along ra, indeed sa ∼ exp
[
−piRζ 23z
3/2
a
]
, where “z
3/2
a ” means
the choice of z3/2 making the exponent negative along ra. This requirement implies that sa
is not a scalar multiple of sa+1, so we can normalize the sections by the requirement that
(sa, sa+1) = 1 where (, ) denotes an SU(2)-invariant antisymmetric inner product. This
normalization fixes the sa up to an overall sign, and implies that
∑
a sa = 0. The sa are not
quite single-valued as functions of ζ ∈ C×: rather, varying ζ → e2piiζ permutes the three
anti-Stokes rays, and gives sa(e
2piiζ) = −sa+1(ζ).52 On the other hand they are perfectly
analytic in z for fixed ζ.
Now fix a point z and a single root z3/2. From the sa just discussed, we can assemble
two single-valued but piecewise-continuous sections Y±(ζ) which have uniform asymptotics
as ζ → 0:
Y±(ζ) ∼ exp
[
±piR
ζ
2
3
z3/2
]
e±, (B.2)
52From what we have explained so far, one can see easily that sa(e
2piiζ) = ±sa+1(ζ). The sign is subtler
to determine.
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where e± are ζ-independent.
We have to take a little care since sa are multivalued as functions of ζ. Fixing a branch
choice is equivalent to fixing a labeling of the three anti-Stokes rays for every ζ. First, for
ζ ∈ z3/2R+, one of the three anti-Stokes rays actually contains the point z; label this one
r1, and then label the other two r2, r3 going around counterclockwise. We then vary this
picture continuously with ζ, until we reach ζ ∈ z3/2R−, where we put a branch cut in the
ζ-plane. Having chosen this labeling we now have sa(ζ) well defined and single-valued.
We now take (Y+,Y−) = (s3, s1) in the half-plane Im1ζ z3/2 > 0 and (Y+,Y−) =
(−s2, s1) in the half-plane Im1ζ z3/2 < 0. This gives two piecewise-continuous sections Y±
which have the desired asymptotics as ζ → 0. What are their discontinuities? As ζ crosses
the ray 1ζ z
3/2 ∈ R+, the relation −s2 = s1 + s3 gives
Y− → Y−, Y+ → Y+ + Y−, (B.3)
while as ζ crosses 1ζ z
3/2 ∈ R−, using −s3 = s1 − (−s2) and taking account of the disconti-
nuities of the si themselves across this cut gives
Y+ → Y+, Y− → Y− − Y+. (B.4)
According to the Riemann-Hilbert correspondence, Y±(z, ζ) (with z fixed and ζ vary-
ing) are discontinuous flat sections for some connection in a rank-2 bundle over CP1, with
irregular singularities at ζ = 0 and ζ = ∞ (and regular everywhere else.) The equations
(B.3), (B.4) give the Stokes factors for this connection, at either irregular singularity, as(
1 1
0 1
)
and
(
1 0
−1 1
)
.
C. Two-dimensional bound state radius in Landau-Ginzburg theories
In this appendix we give a quantitative lower bound for how the “bound state radius” of a
soliton in a Landau-Ginzburg theory diverges when three critical points become collinear.
If we take, for simplicity, a trivial Kahler metric Kαβ = δα,β then the soliton equation
for an (ij)-soliton is
dφα
dx
= ζji
∂W¯
∂φ¯α
(C.1)
where W (φ) is the superpotential, the boundary condition is determined by critical points
φi, φj :
lim
x→−∞φ(x) = φi
lim
x→+∞φ(x) = φj
(C.2)
and ζji =
W (j)−W (i)
|W (j)−W (i)| is determined by the corresponding critical values. Here and below
W (i) := W (φi), etc.
We can derive immediately
dW
dx
= ζji
∣∣∣∣∂W¯∂φ¯α
∣∣∣∣2 (C.3)
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so the image of the soliton in the W -plane is a straight line of slope ζji. Near each critical
point — assumed to be Morse — a quadratic approximation to W applies and the solution
approaches the critical point with a decaying exponential. Therefore, we expect a rapid
transition region from φ ≈ φi to φ ≈ φj . This can be estimated from (C.3) to be
∆xji ∼ |W (j)−W (i)|∣∣∣ ∂W¯
∂φ¯α
∣∣∣2
∗
(C.4)
where in the denominator we use some typical intermediate value from the transition region.
The soliton does not have a well-defined center, but it should be located within a region of
size (C.4).
Now consider a situation where there are at least three critical points φi, φj , φk and the
parameters of W are changed so that the critical values W (i),W (j),W (k) are becoming
collinear. We assume moreover that there are ij and jk solitons. As the critical values
become collinear (and we approach the wall of marginal stability from a “stable” region)
some of the ik solitons can be viewed as bound states of ij and jk solitons. We would
like to estimate how the “bound state radius” of these bound states diverges as the critical
values become collinear.
Along the x-axis an ik soliton of the bound state type will first have a rapid transition
from φ ≈ φi to φ ≈ φj and then will stay close to φ ≈ φj for a long interval L and then
transition rapidly from φ ≈ φj to φ ≈ φk. The width of the two transition regions can
be estimated using (C.4) above, and if they are much smaller than L, we can speak of an
approximate bound state radius.
We can put a lower bound on the bound state radius as follows. Only the real part of
W
ζ flows — the imaginary part is fixed. In order to get a lower bound on the distance in
space corresponding to a part of the soliton trajectory in the W plane which passes close
to the turning point j we can use a quadratic approximation, and integrate the equation
in the finite W -plane region of the flow where the quadratic approximation is valid.
As a simple example capturing the spirit of the problem, consider a one-dimensional
situation, with critical point φj at the origin and critical value W (j) = 0:
W =
1
2
Cφ2 + · · · (C.5)
Then we can measure how close the flow is to the critical point by the small value  of the
imaginary part of Wζ . Let us denote the real part of
W
ζ as t. Notice that∣∣∣∣∂W¯∂φ¯α
∣∣∣∣2 ≈ |C|2|φ|2 ≈ 2|C||W | ≈ 2|C|√t2 + 2 + · · · (C.6)
So the distance in real space L is bounded below by∫ t1
t0
dt
2|C|√t2 + 2 (C.7)
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where t0, t1 are some fixed values far from the transition regions of the ij and jk solitons.
The integral (C.7) diverges logarithmically as → 0:∫ t1
t0
dt
2|C|√t2 + 2 ∼
1
|C| log
1

(C.8)
If we consider the triangle formed by Zi, Zj , Zk and let  be the height of the perpendicular
from Zj to the segment [Zi, Zk], then  = Im(Zij
Z¯ik
|Zik|), so we can write the result more
invariantly as
L ≥ 1
Λ
log
( |Zik|
Im(ZijZ¯ik)
)
(C.9)
where Λ is a nonuniversal number. The argument of the logarithm is essentially the same
quantity that arises in Denef’s bound state radius formula for 4dimensional bound state
radii.
If the field space is of higher dimension, the above estimate can be given as it is as long
as |∂W |2 is bounded from above by |C||W | for some constant C near the critical point.
This is trivially true as long as the critical point is non-degenerate.
Thus, one can give a halo-type description to the decay of 1 + 1 dimensional solitons,
but the bound state radius formula is not as precise as in the four-dimensional case. The
reason is that the physics responsible for the bound state is rather different, and does not
involve the exchange of massless particles.
D. Physical models for the affine linearity of ω(γ, γi)
The change of the number of chiral multiplets on the surface defect discussed in §3.5 is a
rather novel phenomenon. In this appendix we offer some physical models for understanding
why it happens.
D.1 A supersymmetric quantum mechanics model
As a warmup, we consider the following model problem. Let us thicken the solenoid so
that it carries uniform magnetic flux B in a disk of radius R around the origin. We search
for the ground states of a supersymmetric quantum mechanical charged particle in the
complex plane coupled to this magnetic field. We can choose a gauge
A =
12B(zdz¯ − z¯dz) |z| ≤ R1
2BR
2 (zdz¯−z¯dz)
|z|2 |z| ≥ R
(D.1)
The wavefunctions lie in Ω0,∗(C) and the supersymmetry operators are identified with
∂¯ + A¯ : Ω0,0(C)→ Ω0,1(C) and (∂¯ + A¯)† : Ω0,1(C)→ Ω0,0(C). For B > 0 we find that the
normalizable zero-energy wavefunctions in Ω0,0 have the form
ψ =
{
f(z)e−
1
2
B|z|2 |z| ≤ R
( zz¯
R2
)−BR2/2e−
1
2
BR2f(z) |z| ≥ R
(D.2)
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where f(z) is an entire function. The total wavefunction is then only normalizable if f(z)
is a polynomial of degree n with n < BR2 − 1. There are no normalizable zero-energy
states in Ω0,1. The situation is reversed for B < 0 with normalizable wavefunctions in Ω0,1
governed by a polynomial g(z¯) of degree n < |B|R2−1 and no normalizable wavefunctions
of type Ω0,0. One important point brought out by this example is that the number of
states depends linearly on the flux through the solenoid, not just the holonomy around the
solenoid.
D.2 Probe particle in the presence of a solenoid and dyon
In this section we analyze the quantum mechanics of a halo particle near a dyon interface
in a solenoid in order to determine the structure of the one-particle Hilbert space which
generates the halo Fock space, as used in §4.7.2.
We model the surface defect with interface as in §4.7.2 as a solenoid with a dyon
of charge γi,j′ ∈ Γi,j′ inside. One can write the fixed point equations for the preserved
supersymmetries. A solution is provided by the attractor-like equations
2Im(ζ−1Z(γ, u(r)) = −〈γ, γi,j′〉
r
+ 2Im(ζ−1Z(γ, u)). (D.3)
In the self-dual formalism the gauge potential is
A = 1
2
(
− cos θdφ⊗ γij′ − dt
r
⊗ I(γij′)
)
, (D.4)
where a projection of γij′ to Γg is understood and I is the complex structure on Γg ⊗ R
at u ∈ B. As in the Denef halo solutions (for details in this situation see [3], Appendix C
or [49]), a test particle of charge γh is bound at a radius given by the same formula in the
absence of the surface defect. (After all, outside the solenoid, the electromagnetic fields
are zero, and hence the probing dyon feels no extra force from the solenoid. )
The effective Minkowski-signature Lagrangian of a halo particle in the probe approxi-
mation, confined to the bound state radius, is of the form∫
1
2
µr2(sin2 θφ˙2 + θ˙2)−
∫
(κ1 cos θ + κ
left
2 )φ˙ (D.5)
or ∫
1
2
µr2(sin2 θφ˙2 + θ˙2)−
∫
(κ1 cos θ + κ
right
2 )φ˙. (D.6)
Here θ, φ are angular coordinates centered on the dyon. The “left” half of the surface
defect is θ = 0 and the “right” half is θ = pi. The first Lagrangian applies for 0 ≤ θ < pi
and the second for 0 < θ ≤ pi. The two Lagrangians define a smooth quantum measure for
κleft2 − κright2 ∈ Z. Moreover, κleft2 and κright2 can be shifted by integers.
The Aharonov-Bohm phase of the probe particle of charge γh around a small circle far
to the left is exp[2pii〈γh, γ0i 〉] while that far to the right is exp[2pii〈γh, γ0j′〉]. Shifting κ2 by
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appropriate integers we may take the solution
κ1 =
1
2
〈γh, γij′〉,
κleft2 =
1
2
(
〈γh, γ0i + γ0j′ − γc〉
)
,
κright2 =
1
2
(
〈γh, γ0i + γ0j′ + γc〉
)
.
(D.7)
Note that
κleft2 − κright2 = −〈γh, γc〉. (D.8)
Now let us analyze the ground state wavefunctions of the quantum particle with La-
grangian ∫
1
2
µr2(sin2 θφ˙2 + θ˙2)−
∫
(κ1 cos θ + κ2)φ˙. (D.9)
Such wavefunctions are of the form
Ψ = eimφ(1 + cos θ)a(1− cos θ)b, (D.10)
where 2m ∈ Z, with 2m even or odd according to whether the particle is a boson or a
fermion. The values of a, b are
a =
sign(κ1)
2
(κ1 −m′), b = sign(κ1)
2
(κ1 +m
′). (D.11)
with m′ = m+ κ2. If we require that the wavefunction be nonsingular everywhere on the
sphere, so that a ≥ 0 and b ≥ 0, then m′ must lie in the interval
|κ1| ≥ m′ ≥ −|κ1| (D.12)
The energy is E = |κ1|
2µr2
.
Let Nκ1,κ2 denote the number of solutions of the inequality (D.12). In the case where
κ1 and κ2 are not half-integers and κ1 > 0 its value is given by
Nκ1,κ2 {κ1} < 1− {κ2} {κ1} ≥ 1− {κ2}
{κ1} ≥ {κ2} 2[κ1] + 1 2[κ1] + 2
{κ1} < {κ2} 2[κ1] 2[κ1] + 1
(D.13)
where x = [x] + {x} is the decomposition of a real number into its greatest integer and
fractional parts.
In a chamber where there are no 2d bound states of charge γhii or γ
h
j′j′ we can identify
ω(γh, γij′) := Nκ1,κ2Ω(γ
h). (D.14)
Note that shifting γij′ → γij′+∆γc leads to a shift in Nκ1,κ2 reproducing the affine-linearity
of ω(γh, γij′).
As an aside, we note the curious point that if we had only demanded that the wavefunc-
tions be L2-normalizable with respect to the measure d(cos θ)dφ, then for generic values
of {κ1} and {κ2} the ground state would in fact be only two-fold degenerate with ground
state energy smaller than |κ1| and with the two eigenstates having diverging wavefunctions
at the north and south poles, respectively.
– 154 –
E. Twistor construction of hyperholomorphic connections
In this appendix we explain how to construct the hyperholomorphic connection A on the
bundle V over M, from the sections Yγi of V over M× C×. The construction is local
along M, but global along C×. It seems to be a close cousin to the construction of
self-dual Yang-Mills fields [93] and more generally of hyperholomorphic connections from
holomorphic vector bundles over twistor space, although we will not use those constructions
explicitly.
Our construction depends crucially on the analytic properties of Yγi as a function of
ζ ∈ C× at a fixed point of M:
• Yγi is piecewise holomorphic in ζ, with discontinuities only at the BPS rays;
• The jumps of Yγi across BPS rays are of the form Yγi →
∑
k,γk∈Γk cγi,γkYγk , with
cγi,γk constants;
• The limit of Yγi(Ysfγi)−1 as ζ → 0 is finite and smooth;
• Finally, to normalize the sections we put a reality condition on Yγi by demanding
that in the Hermitian metric h on V , defined by the unitary framing of §5.2.2, we
have the unitarity constraints described in equations (5.35), et. seq. in §5.6.
The first three properties are consequences of the integral equations (5.23), (5.25).
Together with the unitarity constraints all four properties determine the sections uniquely.
The first step in constructing the hyperholomorphic connection on V is to pass from
these properties of the Yγi to a system of “Cauchy-Riemann” equations for sections of V .
We first recall that the Cauchy-Riemann equations for ordinary functions on M can be
written in the form [1]
∂
∂u
Y = Au(ζ)Y, (E.1)
∂
∂u¯
Y = Au¯(ζ)Y, (E.2)
where Au(ζ) and Au¯(ζ) are two complex vertical vector fields on the torus fibers, depending
holomorphically on ζ ∈ C×.53 In particular, these equations hold for the functions Y = Yγ .
One can describe the ζ dependence of these vector fields more precisely: they are of the
form
Au(ζ) = 1
ζ
A(−1)u +A(0)u , (E.3)
Au¯(ζ) = A(0)u¯ + ζA(1)u¯ , (E.4)
where A(−1)u are linearly independent at every point, and similarly A(1)u¯ . This form of the
Cauchy-Riemann equations is one of the main ingredients in the twistorial construction of
the hyperka¨hler metric g.
53Of course B can have dimension larger than one, so we should understand u to stand for coordinates
um, m = 1, . . . , dimB, with the index suppressed.
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Now choose a local trivialization of V , so that the Yγj are represented as vector-valued
functions. Also choose a single γ0j ∈ Γj for each j. The Yγ0j are linearly independent
vectors, at least for R large enough. We can thus define matrix-valued functions Bu(ζ),
Bu¯(ζ) on M by requiring
∂
∂u
Yγ0j = Au(ζ)Yγ0j + Bu(ζ)Yγ0j , (E.5)
∂
∂u¯
Yγ0j = Au¯(ζ)Yγ0j + Bu¯(ζ)Yγ0j , (E.6)
for all j. Here each A term is a vector field on M which acts by differentiation, but is
proportional to the identity matrix as an endomorphism of V , while each B term is a matrix-
valued function onM. It is straightforward to see that the B terms are continuous functions
of ζ despite the fact that Yγ0j are not, and moreover that the B terms are independent of
our choice of γ0j . So (E.5), (E.6) can be thought of as Cauchy-Riemann equations defining
a holomorphic structure ∂¯(ζ) on V .
We want to show that the ζ dependence of B has the same form as that of A, i.e. that
we can decompose
Bu(ζ) = 1
ζ
B(−1)u + B(0)u , (E.7)
Bu¯(ζ) = B(0)u¯ + ζB(1)u¯ . (E.8)
For this purpose we first consider the semiflat version of (E.5) and (E.6). In that setting
we have [1]
A(−1),sfu = −ipiR
∂Z
∂u
· ∂
∂θ
, A(1),sfu¯ = −ipiR
∂Z¯
∂u¯
· ∂
∂θ
, (E.9)
A(0),sfu = 0, A(0),sfu¯ = 0, (E.10)
and a direct computation using (5.13) then shows that (E.5), (E.6) are satisfied if we take
Y = Ysf and B to have the form (E.7) where B(−1),sfu is diagonal with jjth matrix element
given by:
(
B(−1),sfu
)
jj
= piR
∂Zγ0j
∂u
,
(
B(1),sfu¯
)
jj
= piR
∂Z¯γ0j
∂u¯
, (E.11)
B(0),sfu = 0, B(0),sfu¯ = 0. (E.12)
Here to write a definite formula we needed a trivialization of V , and we picked the one
determined by the local sections γ0j of Γj ; a ζ-independent change of trivialization would
affect the detailed form of B but not the general structure of its ζ dependence.
Away from the semiflat approximation, to see that B still has the desired form, we use
our asymptotic condition on Yγ0j . An efficient way to get the result is as follows. For any
fixed u, we can consider the torus Mu as the locus of real values of θγ , sitting inside its
complexificationMCu where θγ are allowed to be arbitrary. The functions Ysfγ have natural
continuations to this complexification. Then we can define a map Υ(ζ) : Mu → MCu by
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requiring Yγ = Ysfγ ◦ Υ. The asymptotics of Yγ [1] say that Υ(ζ) is finite in the limit
ζ → 0 or ζ → ∞. Our asymptotic condition on Yγ0j above just says that the natural
extension of Υ(ζ) to a map of bundles is also finite as ζ → 0,∞. In particular we have
B(ζ) = Υ(ζ)∗Bsf(ζ), so we get the desired form for B, with B(−1) and B(1) given by the
pullbacks of their semiflat values (E.11), (E.12).
Now we are ready to define the unitary connection A. We will engineer A so that (E.5)
and (E.6) say
[(d +A)Yγ0j ]
(0,1)ζ = 0. (E.13)
In other words, (E.5) and (E.6) are the ζ-dependent Cauchy-Riemann equations for sections
of a hyperholomorphic bundle. The equivalence between (E.5), (E.6) and (E.13) means
A
(
A(−1)u
)
= B(−1)u , (E.14)
A
(
−∂u +A(0)u
)
= B(0)u , (E.15)
A
(
−∂u¯ +A(0)u¯
)
= B(0)u¯ , (E.16)
A
(
A(1)u¯
)
= B(1)u¯ . (E.17)
These requirements uniquely define A.
Note that
1. Applying this procedure in the semiflat case, i.e. using (E.9)-(E.12), we quickly
recover Asf given in (5.4).
2. It would have been impossible to construct an A with the desired property if B had
contained, say, a 1/ζ2 term.
3. The transformations of Yγi across the BPS walls Wa involve multiplication by holo-
morphic quantities and do not lead to discontinuities in A.
4. Our reality conditions show that
A† = −A (E.18)
i.e. d +A is a unitary connection with respect to the metric h in V .
5. Following the discussion in [1] we expect that the sections Yγi also satisfy interesting
equations in R and ζ expressing anomalous Ward identities. We leave a full discussion
of this for another occasion.
F. Yγij′ in A1 theories
In this appendix we give a precise definition of the sections Yγij′ in A1 theories. The main
point of this discussion is to check carefully the sign σ appearing in the multiplicative law,
and to see that the discontinuities of Yγij′ are as expected.
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F.1 Defining Y
We choose (u, ζ) generic (not on any BPS wall), and also choose the edges of the WKB
triangulation so that z does not lie on any edge. Let zi and zj denote the two preimages
of z on Σ.
Recall from [2] that given an edge E of a quadrilateral QE of the WKB triangulation,
we defined γE to be the odd sum of lifts of a path in QE connecting the two turning points.
Its overall orientation is fixed by requiring 〈γE , Eˆ〉 = 1, where Eˆ denotes either of the
lifts of E to Σ, with its standard WKB orientation (we will use this orientation several
times below.) Then with vertices 1234 going around QE counterclockwise, and using the
shorthand ab for sa ∧ sb, we defined
YγE = −XγE =
12 34
23 41
. (F.1)
More general Yγ were defined using the rule
Yγ+γ′ = (−1)〈γ,γ′〉YγYγ′ . (F.2)
Now let S denote the “sector” where z sits (a triangle bounded by an edge of the WKB
triangulation and two separating WKB curves; two vertices of this triangle are vertices of
the WKB triangulation, while the third is a turning point.) Let γij,S denote a path from
zi to zj , obtained as the odd sum of lifts of a path from zi to the turning point on the
boundary of S. Also let
si,S = sa(bc) (F.3)
where a is the vertex reached by flowing along a lifted WKB curve from zi, and vertices
abc go around the triangle counterclockwise. Similarly define sj,S .
Define Yγij,S to be an endomorphism of the fiber over z of our rank-2 bundle, which
maps si,S 7→ 0 and sj,S 7→ νi,Ssi,S , where νi,S = +1 if the lifted WKB curve through zi
goes around the triangle counterclockwise, and νi,S = −1 if it goes around clockwise. For
more general γij we define Yγij using the rule
Yγij+γ = σ(γ)YγYγij , (F.4)
where σ is the “canonical quadratic refinement” of [2].
Let γii,0 denote the element in Γii corresponding to 0 ∈ Γ. Define Yγii,0 to be the
endomorphism which maps si 7→ si and sj 7→ 0. For more general γii we use the rule
Yγii,0+γ = YγYγii,0 . (F.5)
The fact that σ is indeed a quadratic refinement implies that the product we have
defined is associative.
F.2 Multiplication laws
Directly from the definitions we have the relation
Yγij,SYγji,S = −Yγii,0 . (F.6)
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(The minus sign comes from the fact that νi,Sνj,S = −1.)
Multiplying both sides by general Yγ this becomes
σ(γ)Yγij,S+γYγji,S = −YγYγii,0 , (F.7)
i.e.
Yγij,S+γYγji,S = −σ(γ)Yγii,0+γ . (F.8)
Multiplying in another Yγ′ gives
σ(γ′)Yγij,S+γYγji,S+γ′ = −σ(γ)Yγ′Yγii,0+γ , (F.9)
i.e.
Yγij,S+γYγji,S+γ′ = −σ(γ)σ(γ′)(−1)〈γ,γ
′〉Yγii,0+γ+γ′ , (F.10)
which is
YγijYγji = −σ(γij + γji)Yγij+γji . (F.11)
Finally, multiplying (F.5) by Yγ′ gives
Yγ′Yγii,0+γ = Yγ′YγYγii,0 , (F.12)
i.e.
Yγ′Yγii,0+γ = (−1)〈γ,γ
′〉Yγ′+γ+γii,0 , (F.13)
i.e. (writing γii = γii,0 + γ and then relabeling γ
′ → γ)
YγYγii = (−1)〈γii,γ〉Yγ+γii (F.14)
where in writing 〈γii, γ〉 we use the isomorphism Γii ' Γ.
The equtaions (F.2), (F.4), (F.11), (F.14) give the definition of the σ appearing in the
multiplicative law for Y:
σ(γ, γ′) = (−1)〈γ,γ′〉, (F.15)
σ(γ, γii) = (−1)〈γ,γii〉, (F.16)
σ(γ, γij) = σ(γ), (F.17)
σ(γij , γji) = −σ(γij + γji). (F.18)
F.3 Morphism: crossing a separating WKB curve
Now suppose we displace from z in sector S clockwise to z′ in sector S′, while remaining
in the same triangle. In what follows we drop the subscript S, and for quantities which
should have subscript S′ we just put a prime on top. We are free to choose i to be the
sheet with νi = 1, i.e. the WKB curves passing through zi go around counterclockwise.
Then ν ′i = −1.
Number the vertices of the triangle so that the WKB curve through zi runs from vertex
1 to 2. We have
Yγij (si) = 0, Yγij (sj) = si (F.19)
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i.e.
Yγij (s2) = 0, Yγij (s1) = s2
31
23
, (F.20)
and also
Yγji(sj) = 0, Yγji(si) = −sj (F.21)
i.e.
Yγji(s1) = 0, Yγji(s2) = −s1
23
31
. (F.22)
Then the WKB curve through z′i runs from 1 to 3, and we have
Y ′γij (s′i) = 0, Y ′γij (s′j) = −s′i, (F.23)
i.e.
Y ′γij (s3) = 0, Y ′γij (s1) = −s3
12
23
. (F.24)
Using the identity
(12)s3 + (23)s1 + (31)s2 = 0 (F.25)
this becomes
Y ′γij ((23)s1 + (31)s2) = 0, Y ′γij (s1) =
(
23
12
s1 +
31
12
s2
)
12
23
, (F.26)
i.e.
Y ′γij ((23)s1 + (31)s2) = 0, Y ′γij (s1) = s1 +
31
23
s2, (F.27)
i.e.
Y ′γij (s2) = −
23
31
s1 − s2, Y ′γij (s1) = s1 +
31
23
s2, (F.28)
which means
Y ′γij = Yγjj − Yγii + Yγij + Yγji (F.29)
or finally,
Y ′γij = (1− Yγji)Yγij (1 + Yγji). (F.30)
We also have
Y ′γji(s′j) = 0, Y ′γji(s′i) = s′j , (F.31)
i.e.
Y ′γji(s1) = 0, Y ′γji(s3) = s1
23
12
. (F.32)
Using (F.25) again this is
Y ′γji(s1) = 0, Y ′γji(s2) = −s1
23
31
, (F.33)
i.e.
Y ′γji = Yγji (F.34)
which is also
Y ′γji = (1− Yγji)Yγji(1 + Yγji). (F.35)
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So in summary we have the expected transformation law
Y ′ = Sµ=1γji Y. (F.36)
Note γji is the path from zj to zi through the turning point — in particular, when ζ sits
exactly on the BPS ray `γji γji can be represented by a lifted WKB path, with the opposite
of the WKB orientation as expected (since Zγji/ζ ∈ R−.)
F.4 Morphism: crossing an edge
We can also displace z across an edge E to z′ in a neighboring triangle. We keep the labeling
as above, so E is the 12 edge, and let the other vertex of the neighboring triangle be 4 (so 142
go around counterclockwise). Then going around the quadrilateral QE counterclockwise
we have 1423, i.e.
YγE =
14 23
42 31
. (F.37)
We also have
s′i = si
14
31
, s′j = sj
42
23
, ν ′ = −ν (F.38)
which says
Y ′γ′ij = −YγEYγij = YγE+γij , Y
′
γ′ji
= −Y−1γE Yγji = Y−γE+γji . (F.39)
But indeed γ′ij = γij + γE and γ
′
ji = γji − γE so this just says
Y ′ = Y (F.40)
as it should since crossing an edge does not correspond to any BPS ray.
F.5 Morphism: flips and juggles
If the triangulation undergoes a flip or a juggle somewhere far away from z, then Yγij,S is
unaffected. Together with the multiplication laws and the known action of flips and juggles
on Yγ from [2], we believe this is enough to show that the action of flips and juggles on Y
is by Kωγ as it should be.
G. A review: hidden flavor symmetries in 3d Coulomb branches
Consider some three-dimensional field theory which admits an effective low energy descrip-
tion as a non-linear sigma model on a smooth moduli space of vacuaM. (In this Appendix,
M is a general target space, not necessarily the space (1.2).) Flavor symmetries of the
UV theory which are spontaneously broken by the vacuum are realized as isometries of
M. Flavor symmetries of the UV theory which are unbroken at all points ofM might still
manifest themselves in the IR description, but in a more subtle way.
Let ϕ : R1,2 →M and consider a closed 2-form b on M. The pullback of b is a closed
2-form in the 3d spacetime, hence at least classically a conserved current:
J = ϕ∗b. (G.1)
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Notice that two closed 2-forms which differ by an exact form give rise to currents which
differ by an “improvement” term, and measure the same conserved charges. Thus, the
sigma model has an abelian group of global symmetries whose Lie algebra may be identified
with the de Rham cohomology H2DR(M). The corresponding conserved charges cannot be
changed by quantum effects in the IR sigma model, though they very well might not exist
in the full UV theory.
Now note that the Hilbert space can be graded by pi2(M) because a map ϕ : R2 →M
at a fixed time maps the boundary at infinity in R2 to the vacuum, i.e. a point in M.
Elementary excitations are in the trivial homotopy class and solitonic excitations are in
nontrivial homotopy classes. Suppose exp : H2DR(M) → F is the exponential map of the
flavor group F . If f = exp(b) is in the connected component of the identity then the action
of f on wavefunctions in a sector [ϕ] ∈ pi2(M) is
f ·Ψ = e2pii
∫
ϕ∗bΨ (G.2)
The charge thus defines a character in Hom(pi2(M), U(1)), which actually only depends on
the image under the Hurewicz map, i.e. it descends to Hom(H2(M,Z), U(1)).
Now, Hom(H2(M,Z), U(1)) ' H2(M, U(1)) so it is natural to suspect that F '
H2(M, U(1)) is the correct expression for the full flavor group. H2(M, U(1)) is a compact
abelian group whose Lie algebra may be identified with H2DR(M). The connected compo-
nent of the identity of this group can be identified with a torus T = H2DR(M)/H2(M,Z),
in harmony with (G.2). However, F might well have a nontrivial discrete group D of com-
ponents, leading to discrete flavor symmetries not continuously connected to the identity
and equation (G.2) generalizes naturally to this case. In general, F is a semidirect product
of the connected torus T with a discrete group D. (In fact D is isomorphic to the torsion
subgroup of H3(M,Z).) If M also has an isometry group G, it will act on the space of
closed 2-forms and more generally on F ; hence the full flavor symmetry group of the IR
theory will be a semidirect product of G and F .
It is an interesting problem to relate the flavor symmetry group of the UV theory and
of the IR sigma-model description. A sufficient amount of supersymmetry, say N = 2
in three dimensions (4 supercharges), makes the task easier. To every U(1) subgroup of
the UV flavor group, one has a real mass parameter m in the UV theory, which would
be the vev of the scalar superpartner of a background gauge field gauging the U(1) flavor
subgroup. In the IR, the parameter m for a flavor symmetry which is unbroken everywhere
on the Coulomb branch only affects the metric of the sigma model, and hence enters in
a very specific way in the IR Lagrangian. Supersymmetrization of this coupling gives a
coupling to the background gauge field, i.e. to the IR conserved current for the U(1) flavor
symmetry. In superspace, the kinetic term arises from integrating the Ka¨hler potential∫
d4θK(Φ, Φ¯,M). (G.3)
Here M is a linear multiplet whose lowest component is the real mass m. (Thus M is a sum
Ψ+Ψ¯ of chiral multiplets, m is the real part of the complex scalar, and the imaginary part
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is dualized to a flavor gauge field with fieldstrength Ffl.) Expanding, we find a coupling∫
(∂ − ∂¯)∂mK ∧ Ffl. (G.4)
As the Ka¨hler potential and its first derivatives are not globally defined, we should integrate
by parts to an expression involving the Ka¨hler form:∫
∂mω ∧Afl. (G.5)
Hence the relevant 2-form b onM is simply the variation of the Ka¨hler form under a change
in the real mass parameter.
We can extend the above statements, valid for U(1) subgroups of the flavor group,
to discrete flavor symmetry groups which manifest themselves in the IR in non-trivial
components of F . If f ∈ F then we can modify the path integral on R1,1 × S1 by using
f -twisted boundary conditions around S1 – that is, we can insert a “flavor Wilson line”
corresponding to f . If the circle is sufficiently large that we can use the effective three-
dimensional IR theory, but sufficiently small that we can express the partition function as
that of an effective two-dimensional theory, then this twisting is equivalent to the insertion
of a B-field amplitude in the two-dimensional sigma model. For example, if f = exp(b)
is an element of the connected component of the identity in F then the twisted partition
function has an insertion of an operator
exp 2pii
∫
2d
ϕ∗b (G.6)
which survives the limit of taking a small circle. Hence the flavor Wilson line induces
a B-field b in the effective 2d sigma model. This makes perfect sense for a U(1) flavor
symmetry: the 3d Ka¨hler parameter m becomes a complexified 2d Ka¨hler parameter built
out of m and b. For a general f ∈ F , we get a coupling for the corresponding flat B-field
in H2(M, U(1)) = F .
Finally, it is useful to consider line defects in the 3d theory which introduce a mon-
odromy given by a flavor group element f in F . Such defects would appear naturally if we
were to gauge a (possibly discrete) subgroup of F containing f . Now, a line defect stretch-
ing along ` ⊂ R1,2 can be viewed as the boundary of a domain wall S, i.e. ∂S = `. The
fields across the domain wall are related by a flavor group transformation f . If f = exp b
is in the connected component of the identity then the domain wall carries a coupling
exp 2pii
∫
S
ϕ∗b. (G.7)
More generally, it has a coupling pairing the class ϕ∗(f) with S. Because S has a boundary,
this pairing does not define a complex number, but rather a section of a line bundle on the
loop space of spacetime, as in the theory of D-branes in the presence of a B-field. In order
to define a good operator in the sigma model we need the line operator at the boundary
of S to be a section of the dual line bundle on loop space.
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As in the theory of D-branes in the presence of a topologically nontrivial B-field there
is a natural class of such line operators related to “connections on twisted bundles.” See
[94] for a concrete discussion. The flat B-field f ∈ H2(M, U(1)) determines a (torsion)
twisting class in Tors(H3(M,Z)). The twisted class can be viewed as an ’t Hooft flux, thus
determining — for example — an SU(N)/ZN bundle which does not lift to an SU(N)
bundle. A connection on the SU(N)/ZN bundle has well-defined holonomy in the adjoint
representation, but the holonomy in representations of SU(N) transforming nontrivially
under the center must be regarded as sections of line bundles over the loop space of M.
For an appropriately twisted vector bundle and connection, then, Hol(A, `) – the trace of
the holonomy in the fundamental representation – will live in the dual line bundle (over
loop space) to that where (G.7) is valued, and hence the product
Hol(A, `) · exp 2pii
∫
S
ϕ∗b (G.8)
will be a well-defined function. In the present context this gives a well-defined line operator.
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