Abstract. In [2], a short and elegant proof was presented showing that a binary word of length n contains at most n − 3 runs. Here we show, using the same technique and a computer search, that the number of runs in a binary word of length n is at most 22 23 n < 0.957n.
Introduction
The research on the possible (maximal) number of runs in a word of length n dates back at least to [4] . Since then, there where two types of efforts: finding words rich of runs, and proving an upper bound on the number of runs. Both efforts were accompanied by a heavy use of computer search. An (at least psychologically) important barrier was the question whether the number of runs can be larger than the length of the word, and the negative answer was known as "the runs conjecture". The barrier was broken, turning the conjecture into a theorem, by a remarkably simple and computer-free proof in [2] . In this paper we continue the narrowing of the gap between the two bounds. We build essentially on the technique leading to the beautiful proof of the Runs Theorem, adding again some computer backing.
For the more detailed description of the history of the problem and for an extensive list of literature, see for example [3, 2] .
Runs and Lyndon roots
For any word u, an integer p with 1 ≤ p ≤ |u| is said to be a period of u if u[i] = u[i + p] for all 1 ≤ i ≤ |u| − p. Especially, the smallest period of u is called the period of u. A prefix v of u that is also a suffix of u is said to be a border of u. The empty word and u are trivial borders of u. We call u unbordered if there is no border other than trivial ones.
Given a word w, we say that an interval [i.
.j] with 1 ≤ i ≤ j ≤ |w| is period-maximal in w if w[i..j] has no extension in w with the same period. That is, if 1 ≤ i ′ ≤ i ≤ j ≤ j ′ ≤ |w| is such that w[i..j] and w[i ′ ..j ′ ] have the same period, then i = i ′ and j = j ′ . A period-maximal interval is said to be left-open if i = 1, otherwise it is left-closed. Similarly, a period-maximal interval is right-open or left-closed depending on whether or not j = |w|. If 1 < i and j < |w|, the interval is said to be closed. A period-maximal interval is a run if its length is at least double of the period p of w[i..j], that is j − i + 1 ≥ 2p.
We shall work with the two-letter alphabet {0, 1}, which allows two lexicographic orders: ≺ 0 is defined by 0 ≺ 0 1, and ≺ 1 by 1 ≺ 1 0. We shall writē a = 1 − a. A word v is said to be a Lyndon word with respect to some order ≺ if and only if w ≺ u for any nonempty proper suffix u of w. In particular, Lyndon words are unbordered. We say that a Lyndon word v is a Lyndon root of w if v is a factor of w and |v| is the period of w.
A right-closed period-maximal interval [i.
.j] of w is said to be a-broken in w, where a = w[j + 1]. We will also say, a bit imprecisely, that the period of w[i..j] is broken by a.
Let ρ(n, 2) denote the maximal number of runs in a binary word of length n.
The basic idea of [2] is to associate an a-broken run r = [i..j] with the set Λ(r) of intervals corresponding to the Lyndon root of w with respect to the order a ≺ā, excluding from Λ(r), if necessary, the interval starting at the beginning of r. This definition has to be completed to cover also runs that are not broken, that is, right-open runs. For those runs, the set Λ(r) can be defined as consisting of Lyndon roots with respect to both orders. In [2] , the case of unbroken runs is solved by appending a special symbol $ to the end of w, which is equivalent to arbitrarily choosing one of the orders (the order 0 ≺ 1 in their case).
Let Beg(S) denote the set of starting positions of intervals in the set S, and let B(r) = Beg(Λ(r)) for any run r. The crucial fact, implying instantaneously that there are at most |w| − 1 runs, is that B(r) and B(r ′ ) are disjoint for r = r ′ . At no cost, it is possible to make this basic tool a bit stronger. For sake of clarity, let us first give a formal definition. The following lemma is now stronger than the corresponding [2, Lemma 8] in two ways. First, it applies also to period-maximal intervals that are not runs, and second, as noted above, Λ(r) is defined more generously for unbroken runs. The proof, however, is the same. Lemma 1. Let s and t be two distinct period-maximal intervals in w. Then B(s) and B(t) are disjoint. Example 2. It is worth noting that the appearance ofā + in the previous proof is significant, and it is the place where we use the prohibition of the very first position of a run. Without this condition, Lemma 1 would not hold. Consider the word 1101011 and position 2, which is the starting point of the Lyndon root 1 of the run 11 and the starting point of the Lyndon root 10 of 10101, the latter being excluded by the prohibition.
Lemma 1 implies that for each position k there is at most one periodmaximal interval s such that k ∈ B(s). Such an s can be found using the following rules. 
Idle positions
In order to make explicit the relation between runs and positions, we associate with a run r the position max B(r) and say that such a position is charged (by r). We repeat that the Runs Theorem was proved in [2] by pointing out that charging is an injective mapping, which is a corollary of Lemma 1. This also yields an obvious strategy for further lowering the upper bound on the number of runs. One has to find positions that are not charged in an arbitrary word. We shall call such positions idle. Equivalently, we want to identify a position i satisfying either of the following two conditions.
(1) i is not contained in B(r) for any run, or (2) i is in B(r) \ {max B(r)} for some run r.
3.1. Idle positions that are resistant to extensions. In order to be able to estimate the number of idle positions locally, we are interested in idle positions that remain idle in any extension of w. One obvious fact is that closed period-maximal intervals are not affected by extensions. For example, the third position in the word 1010011 remains idle for any extensions. That is because the period three of 1001 is broken by 1, and the period-maximal extension of 1001 is s = [2.
.6] that is closed, but s is not a run, and Definition 1 and Lemma 1 yield that the position is idle. Also, it is easy to see that runs r with |B(r)| > 1 that are right-closed preserve this property in any extension. However, we have to be careful with right-open runs since some positions in B(r) may disappear when the run r gets broken by a right-extension. To clarify this case, let Λ a (r) denote the set of Lyndon roots in Λ(r) that are Lyndon words with respect to ≺ a , and let B a (r) = Beg(Λ a (r)). Note that B a (r) = Bā(r) if and only if r is a run with period one. Now we consider the set D(w) of idle positions k in a word w falling into one of the following cases: (a) k ∈ B(s), where s is a closed period-maximal interval that is not a run. (b) k ∈ (B a (r) \ {max B a (r)}), where r is an a-broken run. (c) k ∈ (B a (r) \ {max B a (r)}), where r is a right-open run and a is chosen such that min B a (r) ≥ min Bā(r) (a ∈ {0, 1} is arbitrary if its period is 1). By D(w) we intend to say that, for any k ∈ D(w), the position |u| + k in uwv is idle for any extensions u and v. The only exception is the case (c) in which the position |u| + k may not be idle if r isā-broken in the extension. But even in this case we have that at least one of the positions |u| + k and |u| + k − g of uwv is idle, where g = min B a (r) − min Bā(r). Therefore the number of idle positions does not decrease for any extensions. This is formulated in the following claim. 
Proof. Let y = ay 1 y 2 · · · be an infinite binary word, where a is a letter, and |y i | = m − 2 for each i. By Claim 1, each interval corresponding to a factor y i in y contains at least d idle positions. The claim follows.
3.2.
Idle positions that are resistant to left extensions. We further identify positions that remain idle when we consider "only" left extensions, which only comes into play in Section 5 to estimate the number of idle positions in a suffix of a word. Formally, for any word w we define the set D ′ (w) of idle positions k in w falling into one of the following cases: (A) k ∈ max B(s), where s is a left-closed period-maximal interval that is not a run. (B) k ∈ (B(s) \ {max B(s)}), where s is a period-maximal interval (which is possibly a run).
Note that D(w) ⊆ D ′ (w). Since we do not consider right-extensions, we can show the following claim, which is a bit stronger than Claim 1 for D.
Claim 2. Let w and u be arbitrary binary words. For any k ∈ D ′ (w),
Proof. We examine k ∈ D ′ (w) of each case:
• procedure Extend(w);
Extend(wa);
Considering that 1 / ∈ D ′ (w), we get:
Claim 3. Let w and u be arbitrary binary words. Then By computing m d and using Lemma 3, we obtained upper bounds for lim n→∞ (ρ(n, 2)/n) given in Table 1 .
Upper bound for finite words
We now prove that we can omit the limit in the bounds in Table 1 . That is, we verify that, for any
Let y be a finite word and let p 1 , p 2 , . . . , p ℓ be the list of idle positions of y. Note that p 1 = 1. For a given d we define
for k = 1, 2, . . . , ⌈ℓ/d⌉ − 1,
In other words, we make a disjoint decomposition of the interval [1.
.|y|] into subintervals s k such that each s k starts with an idle position of y, and each s k , except maybe the last one, contains exactly d idle positions. Table 1 . Upper bounds of lim n→∞ (ρ(n, 2)/n).
We first claim that all intervals s k , k < ⌈ℓ/d⌉, have length at most m Therefore we get the following result.
ρ(n, 2)/n < 22 23 = 0.9565217391304347826086 .
Conclusion
Search for words with high number of runs in the literature yields words with approximately 0.944n runs, where n = |w|, see [6, 5, 1] . Therefore, the optimal multiplicative constant is somewhere between 0.944 and 0.957. The lower bound corresponds to words where on average about every 18th position is idle. This seems to fit very well with the eventual distances between m d−1 and m d in Table 1 . It is therefore reasonable to expect that the optimal density of runs is close to the lower bound, maybe around 1 − 1/18.5 ≈ 0.946.
