A software for automatic registration and differential visualization of pre-and postoperative surface scans for use in pediatric neurosurgery is developed and implemented. The core operations of the registration include an automatic head extraction, a rough registration by aligning the main axes, a depth map-based registration for robust determination and registration of feature points in the facial area, and a fine registration. A graphical user interface is implemented for the difference visualization and program control.
Introduction
One in 2,000 newborns in Germany suffers from craniosynostosis.
Craniosynostoses cause premature ossification of cranial sutures during the first months of life, which impairs cranial growth. An operative correction of deformity ensures a natural growth of the brain and the prevention of long-term damage. Figure 1 shows a craniosynostosis deformed skull of a baby.
To evaluate the results of the surgical procedure and to improve future operations, 3D surface scans of the patient's head are taken before and after the operation. The comparison of pre-and postoperative data is currently carried out by the physician purely visually by means of separate graphical views on the computer. The goal of the work is the development and implementation of the software for automatic registration and difference visualization of these pre-and postoperative data.
Problem statement and state of the art
In this work an automatic point cloud registration of pre-and postoperatively acquired 3D surface data is carried out. For this purpose, a head extraction is performed in the first step. The extracted point clouds are registered to each other and then displayed with a graphical user interface for difference visualization. The 3D keypoint based matching [2] and the IterativeClosest-Point-Algorithm (ICP) [3] are established procedures for the registration of point clouds. The 3D keypoint-based matching describes individual points in the point cloud data set as a feature. This enables the recognition (matching) of geometric features in two data sets -independent on the different position and orientation of the point clouds and the point density of the data. The keypoint based method is mainly used for a rough registration of two point clouds. The ICP algorithm is used for fine registration of two point clouds. Since the ICP algorithm is a local optimization procedure, a rough alignment of the input data must be given in order to avoid convergence in a local minimum.
An application of the established algorithms is not sufficient to solve the problem. The ICP algorithm can only be used after a rough registration has been carried out. 3D keypoint-based matching is not robust for the given data sets because the surface data has few characteristics (few corners and edges). In addition, outliers and flaws in the data often lead to faulty detection and matching.
Registration

Head extraction
The medical data provided are surface scans of the patient's head including the upper body, which is of no interest for visualization. Therefore, in the first step an automatic head extraction of the point clouds is performed. For this purpose, a cloud of points is projected in 10° steps from different directions onto a virtual image plane. The neck position is reliably determined by determining the minimum width of the projection image from different directions. Figure 3 shows the determination of the neck position using two projections as an example.
Coarse registration 3.2.1 Rotation around longitudinal axis
In the next step, the pre-and postoperative surface data are rotated along the longitudinal axis. For this purpose, the alignment of the head is detected from the top view and adjusted accordingly by rotation. As a pre-processing step, the point cloud is projected onto a virtual image plane and the outer contour is detected. The orientation of the head (sagittal plane) is carried out by an elliptical fit and calculation of the main axis (see Figure 4 right). Orientation detection by determining the position of the ears or by a principle component analysis (PCA) (see Figure 4 middle) was also tested, but yielded less robust results.
Rotation around horizontal axis
Figure 5 left shows the point clouds after rotation of the longitudinal axis and alignment of the centers of mass. Three feature points around the nose are detected in both data sets for alignment around the horizontal axis (see Figure 5 right) and used for alignment. In a pre-processing step, the point clouds are projected from a side view onto a virtual image plane and the outer contour is detected. The nasal region is determined by the contour along the depth axis. The three characteristic points are determined from a multitude of possible points in the nose region by determining the curvature when observing adjacent points.
Rotation around depth axis
Rotation around the depth axis is performed by minimizing the sum of the differences. The point clouds are downsampled and corresponding points are calculated by searching for nearest neighbours with a KD tree and then minimized step by step by adjusting the rotation.
Depth map registration
The depth map registration computes corresponding feature points in depth maps (2D), which are then transformed back to single points in 3D. After the coarse registration, the depth maps are calculated from the point clouds by projection onto a virtual image plane. A feature detection with BRISK and feature matching with SIFT descriptors (see Figure 7) is performed with different image resolutions of the depth maps [4] . The corresponding characteristic points allow the calculation of the registration transformation by minimizing the sum of the differences. Figure 8 left shows the result of the depth map registration.
Fine registration
The fine registration is carried out with the ICP algorithm. Since the depth map registration performed an exact alignment around the nose region (see Figure 7) , the ICP algorithm is configured so that the calculated feature points from the depth map registration are integrated and weighted. Due to the plastic changes in the upper head area caused by the surgical procedure and possibly different facial expressions in the mouth/jaw region, the fine registration is only carried out using a narrow band around the head at the eye/nose region. The result of the fine registration is shown in Figure 8 on the right.
Difference visualization
The difference visualization allows the comparison of the pre-and postoperative data of the patient. The preoperative data set (top left), the postoperative data set (bottom left) and the visualization of the differences are displayed in a 3D
viewer. The visualization of the distances in different colors allows the user to read the distance in millimeters depending on the position. It is also possible to adjust the result of the registration by manually moving, rotating or scaling the data.
Evaluation
In the evaluation, 10 data sets of different test persons are registered manually and compared with the result of the automatic registration. The root mean square is calculated from the translation and rotation error of every test. The root mean square for the translation is RMS Trans = 2.8 mm and RMS Rot = 3.0 ° for the rotation.
To evaluate the robustness, the threshold values for a successful automatic registration were set to RMS Trans < 3 mm and RMS Rot < 5 °. An evaluation on 20 data sets shows that automatic registration is robust in 70% of cases. Nevertheless, the registration error of the translation is < 3 mm in 85% of the cases and < 5 ° in 80% of the cases for the rotation. For the remaining cases, the user must carry out a manual readjustment using the graphical user interface.
Summary
A software for automatic registration and differential visualization of pre-and postoperative surface scans is developed and implemented for use in pediatric neurosurgery. Since the use of standard algorithms for point cloud registration is not sufficient, an adapted solution is implemented. The core operations of the registration include an automatic head extraction, a rough registration by aligning the main axes, a depth map-based registration for robust determination and registration of feature points in the facial area and a fine registration. A graphical user interface is implemented for the difference visualization and program control.
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