Bernstein polynomials are a useful tool for approximating functions. In this paper, we extend the applicability of this operator to a certain class of locally continuous functions. To do so, we consider the Pollaczek weight
Introduction
Investigations concerning Bernstein polynomials frequently quote the fundamental monograph [5] of G.G. Lorentz. In this paper we will also make occasional references to estimates, relations presented in this book. We will be concerned with the Pollaczek weight w(x) := exp(−1/ϕ(x)), ϕ(x) = x(1 − x), 0 < x < 1.
Note that this weight does not satisfy the Szegő condition 1 0 log w(x) √ x(1 − x) dx > −∞ which makes its role in approximation theoretical problems even more interesting. We will be dealing with the class of functions C w = { f ∈ C 0 (0, 1) : lim
( f w)(x) = 0} equipped with the norm
This means that we allow locally continuous functions in (0, 1) which may go to infinity exponentially. Of course, ordinary Bernstein polynomials make no sense for these functions. Therefore we have to omit function values at the endpoints of the interval. Let
and consider the linear functions
2)
interpolating f ∈ C w at x 0 , x 1 and x 2 , x 3 , respectively. Further let ψ(x) ∈ C 2 (R) be such that ψ(x) ≡ 0 if −∞ < x ≤ 0 and ψ(x) ≡ 1 if 1 ≤ x < ∞. With the notation
we introduce the function
(1.5)
Evidently, F n ( f ) ≡ f if f is a linear function. Finally, we put
where
is the ordinary Bernstein operator. We introduce the Sobolev type space (see [2] , Section 2, for a similar definition)
f ∈ AC(0, 1) and f ϕ 2 w < ∞}, and, for "t small", the K -functional is defined as follows:
Its main part is
By definition,K depends on the constant C and the following proposition holds: Proposition 1. If C and B are two constants ≥ 1, theñ
where the constants in "∼" are independent of f and t.
Now denote the main part of the K -functional as
and define the modulus of continuity
where C ≥ 1, and
). The following proposition holds true.
ϕ (C, f, t) w as t → 0, and the constant in "∼" is independent of f and t.
From Propositions 1 and 2 we can also deduce
and, for simplicity, in the sequel we will write Ω 2 ϕ ( f, t) w for this modulus. Then the complete modulus of smoothness of order 2 is defined as
where, in general, P n is the set of polynomials of degree at most n. The behavior of ω 2 ϕ ( f, t) w is independent of the possible constants in Ω 2 ϕ . Propositions 1 and 2 will be proved in Section 5.
Results
In what follows c > 0 will always denote absolute constants, not necessarily the same at each occurrence.
3)
The next result shows the sharpness of (2.3) for Lipschitz classes.
Theorem 2. We have
Remark. We could have generalized the above results for the "nonsymmetric Pollaczek weights"
by proper modification of the parameters figuring in the proofs. However, this would have resulted in extremely complicated formulas while not giving any theoretical novelties. To illustrate the difficulties in this more general case, we mention that (1.1) should be replaced by
, where c 1 , c 2 > 0 are some constants.
3. Proof of Theorem 1, Part (2.1)
Of course, similar inequalities hold for the cases
Proof. For 0 < x < y ≤ 3/4 we have
provided that x + 2y ≤ 
This proves the first inequality in (3.1). The second can be proved similarly; we omit the details.
We now turn to the proof of (2.1). By symmetry, we may assume that 0 ≤ x ≤ 1/2. We have by (1.1)-(1.3),
and
Thus, using the boundedness of the psi-functions (1.4),
whence by
(see Lemma 1) we obtain
Estimate of A 1 (x). Case 1: 0 ≤ x ≤ x 0 + 10 n 3/4 . Using the inequalities in Lemma 1 and
(cf. Lorentz [5] , Theorem 1.5.2), we obtain 1
since the expression in the curly brackets is bounded. Next,
Case 2:
. Then using
as well as (3.1) and (3.4) we obtain
Case 3:
Then by the well-known estimate in connection with Bernstein polynomials
(which is obtained from formula (22) of Lorentz [5] , p. 19, by choosing u =
Estimate of A 2 (x). Again, this sum is non-empty only if x > 3/ √ n. Case 1: x 0 < x ≤ 1/n 1/3 . Since now 0 < nx − k < n 2/3 , we can use (3.4), as well as x − k n ≥ x 3/2 to obtain by the second inequality of Lemma 1
Case 2: 1/n 1/3 < x ≤ 1/2. Then again the same estimate but without the factor 1/ √ nx leads to
Estimate of A 3 (x). Here
w(k/n) ≤ c. This is trivial if k ≥ nx, and in the opposite case because of k > (1 − 1 √ 2 )nx and x − k n ≤ x 3/2 the second inequality in Lemma 1 yields
≤ e cn 1/4 , but since 0 ≤ x ≤ 1/2 and k ≥ 3n/4, we evidently have p n,k (x) ≤ e −cn which leads to an exponentially small estimate for A 4 (x). Collecting these estimates, we obtain (2.1).
Proof of Theorem 1, Part (2.2)
In order to prove the statement we need several lemmas.
Lemma 2. We have
Of course, an analogous inequality holds for 1 2 ≤ x < 1. Proof. Using the first inequality in Lemma 1 we obtain
(the second integral appears only if x < 1/3).
Lemma 3. If f ∈ W 2 then with the notation (1.5) we have
Proof. By the definition of F n ( f ) it follows that
By symmetry, it is sufficient to estimate the first term. Since f w ∈ C w , we have
whence by Lemma 2
Thus, it remains to estimate
w(x 0 ) . By the second inequality of Lemma 1, w(x 1 ) ≤ cw(x 0 ) and thus
which completely proves Lemma 3.
Proof. Again, it is sufficient to estimate here for 0 ≤ x ≤ 1/2. Using the fact that F n vanishes on [0, x 0 ], we obtain
Estimate of E 1 (x). We may assume that 3/ √ n ≤ x ≤ 1/2, since otherwise the contribution of this sum is zero. Case 1: x 0 ≤ x ≤ x 0 +16/(3n 3/4 ). Then by the second inequality of Lemma 1 w(x)/w(t) ≤ c, and we obtain by (3.4)
Case 2: x 0 + 16/(3n 3/4 ) < x ≤ 4/ √ n. Then using again (3.4) we get
Here on the right hand side the function in the square brackets is negative in the interval considered. Thus
Case 3: 4/ √ n < x ≤ 1/2. Then using the second inequality in Lemma 1 and (3.5) we obtain
which ensures that E 1 (x) is exponentially small. Estimate of E 2 (x): This sum is non-empty only if x > x 0 . The estimate goes along the same lines as Cases 1 and 2 of estimating A 2 (x). In Case 1, in (3.4) we will have the extra factor √ n x − k n 2 which leads to
In Case 2, we have used (3.3) instead of (3.2) (i.e. with the factor 1/ √ nx missing) to get
Estimate of E 3 (x): Here by the second inequality in Lemma 1
and thus
(cf. Lorentz [5] , pp. 5-6).
Estimate of E 4 (x): Here the integral over [x, k/n] can be estimated by the integral over the interval [x,
but since 0 ≤ x ≤ 1/2 and k ≥ 3n/4, we evidently have p n,k (x) ≤ e −cn which leads to an exponentially small estimate for E 4 (x).
Proof. By (1.5) it follows that
Thus we may assume that x ∈ [x 0 , x 1 ]. We obtain
It follows from the proof of Lemma 3 that
whence we get
For the second term we use the Ditzian inequality [2, p. 15] and w(x 1 ) ∼ w(x 0 ) to have
whence the lemma follows. Now (2.2) follows from the partition
and from Lemma 3 to 5.
Proof of Theorem 1, Part (2.3)
First we prove Propositions 1 and 2.
Proof of Proposition 1. Let, e.g. B < C. ThenK (C, f, t 2 ) w ≤K (B, f, t 2 ) w . On the other hand, with Bh = Ch 1 h 1 = B C h , we havẽ
Proof of Proposition 2. Observe that for x ∈ [2Ch, 1 − 2Ch] we have
with η = 2C − 1 4 . Then, since w(x) ∼ w(y) for x, y ∈ I (Ch) and |x − y| ≤ hϕ(x), we have
by Proposition 1. Now let A > 1 be a large but fixed real number, M := 1 9Ah , and
Then it is easily seen that t k+1 − t k ∼ hϕ(t k ), and w(x) ∼ w(y), x, y ∈ [t k , t k+1 ], k = 0, . . . , M − 1. With Ψ ∈ C ∞ a non-decreasing function such that Then, by virtue of (5.1), for some A > C, following an argument analogous to that in [4] or [1] , it is possible to prove the inequalities with D independent of f and t. Then, using Proposition 1, we deducẽ K (C, f, t 2 ) w ∼K (A, f, t 2 ) w ≤ DΩ 2 ϕ (C, f, t) w and the proof is complete.
Now we prove
Lemma 6. For all g ∈ W 2 we have ≤ ct 2 g ϕ 2 w .
