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Linear and Nonlinear Growth Determinants: 
The Case of Mongolia and its Connection to China 
 
 
 
Abstract 
 
We investigate growth determinants for Mongolia as a small emerging economy 
considering China as its large neighbor. Our causality analysis during January 1992 to 
August 2017 reveals significant linear and nonlinear relationships in growth 
explanation. China’s GDP and coal prices, together with some of their linear and 
nonlinear lagged components, predict Mongolia’s GDP, where a one percent increase 
in China’s GDP relates to an increase in Mongolia of 1.5 percent. Current exchange 
rates and the nonlinear components of lagged levels of consumer prices also explain 
growth. Our results underline the role of macroeconomic drivers of growth in emerging 
economies. 
 
Keywords: gross domestic product (GDP); economic growth; energy prices; coal 
prices; consumer prices; foreign direct investment (FDI); exchange rates; cointegration; 
multivariate Granger causality; nonlinear Granger causality; 
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1. Introduction 
 
During the past few decades, China has completed its transition from a planned 
economy to a market economy and implemented its reform to adopt an opening-up 
policy. By doing so, China has become the world’s largest exporter and the world’s 
second-largest economy. Academics are interested in examining whether the rise of 
China’s economy has been a key driver of global economic growth. Taking Mongolia 
as an example, this is the question of the present study. Given that Mongolia is an 
important emerging neighbor economy of China, and China is Mongolia’s largest 
trading, investment, and tourism partner,1 one would expect that China is a major 
intraregional trade partner and could have substantial influence on Mongolia’s 
economic growth. 
A large body of empirical studies examines the determinants of economic growth 
(see, for example, Barro (1991), Doppelhofer and Miller (2004), Grier and Tullock 
(1989), and Kormendi and Meguire (1985), among many others). However, only very 
few empirical studies, if any, have investigated China’s impact on Mongolia’s economy. 
At the same time, Mongolia’s economy is a well-fitting example of one emerging 
economy that is in turn driven by the emergence of a large neighbor. Mongolia is 
thereby impacted by the “Belt and Road” initiative to expand land and maritime 
transport links between China, Europe, and Africa (see Ferdinand, 2016). Also, the U.S. 
administration has imposed nearly US$100 billion in tariffs on Chinese goods in 2018, 
while China introduces retaliatory tariffs. Both issues will affect the economy of many 
 
1
 China accounted for about 80% of total Mongolia’s exports and for about about 30% of Mongolia’s 
imports in 2016. For more details see for example World Bank statistics (https://wits.worldbank.org), 
the Ulaanbaatar Tourism Department (http://tourism.ub.gov.mn/?p=3099) and the Mongolia 
Immigration Agency (http://www.immigration.gov.mn). 
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countries including Mongolia significantly. The Chinese Yuan Renminbi (CNY) has 
recently been at risk of depreciation. With this background of economic uncertainty, 
the task of the present paper is to study the growth determinants of a small emerging 
economy. We thereby ask how Mongolia fosters economic growth in such environment. 
The present paper helps to fill the gap in the literature that concerns 
macroeconomic determinants of growth in a small emerging economy. We study 
Mongolia, with an assessment of the impact of China, based on cointegration analysis, 
the vector error correction mechanism, and linear as well as nonlinear causality tests. It 
is our aim to examine long-term comovement, short-term impact, and linear or 
nonlinear Granger causality between the GDP of China, coal prices, consumer prices, 
the Shanghai stock market, foreign direct investment, and exchange rates with growth 
in Mongolia. Our cointegration analysis confirms that there is an equilibrium long-run 
co-movement among the variables. Mongolia’ economy is clearly linked to China with 
systematic dependence: We find that a one percent increase in China’s GDP will lead 
to an increase in Mongolia’s GDP of around 1.5 percent and vice versa. A one percent 
increase in the exchange rate with a higher valuation of the CNY will lead to around 
1.28 percent increase in Mongolia’s GDP, and a one percent increase in coal prices will 
lead to around 0.19 percent increase in Mongolia’s GDP. However, a one percent 
increase in the foreign direct investment index will make Mongolia’s GDP drop by 
around 0.03 percent and a one percent exchange rate slowdown in Mongolia will 
increase nearly 1.3 percent in Mongolia’s GDP. Our causality analysis shows that there 
exist significant linear causalities from the GDP of China, coal prices, and exchange 
rates in explaining the growth in Mongolia. There also exist significant nonlinear 
causalities from all variables considered except the exchange rates in explaining the 
GDP of Mongolia. Our findings demonstrate that all the variables considered in this 
paper play significant roles in influencing Mongolia’s GDP. As such, we document that 
5 
 
linear as well as nonlinear relationships play a role and help to predict Mongolia’s GDP. 
Our empirical results help us to assess the drivers of growth in a small emerging 
economy. They are of importance for policymakers in making decisions regarding the 
developmental path of Mongolia’s economy and in assessing the possible impact of the 
“Belt and Road” initiative. 
The remainder of the paper is structured as follows. Section 2 presents a brief 
review of the related literature. Section 3 discusses the theory for the determinants that 
affect economic growth in Mongolia. Section 4 presents the data and the methods being 
used. Section 5 discusses the empirical results, Section 6 presents some implications, 
and Section 7 concludes. 
 
2. Literature review 
 
The causality test and cointegration test have been heavily used in studies of economic 
growth. The causality test is first proposed by Granger (1969), who points out that our 
real world is “almost certainly nonlinear”. Baek and Brock (1992) extend the linear 
causality test to the nonlinear causality test, which has then been modified by Hiemstra 
and Jones (1994) by applying the asymptotic property of U-statistics. Generally, these 
methods are more persuasive when accompanied with the cointegration test. During the 
past two decades, Johansen’s maximum likelihood test has most often been used by 
academics and practitioners to check the cointegration relationship. Gonzalo (1994) 
uses a Monte Carlo approach proposing that the Johansen test performs better with the 
full information maximum likelihood procedure. However, Toda (1995) proposes that 
the causality test using a Johansen-type error correction model (ECM) may suffer from 
severe biases because of the role of nuisance parameters in the finite sample. Toda and 
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Yamamoto (1995) propose a procedure to test for causality according to a vector 
autoregression (VAR) approach applied to any arbitrary level of integration. Yamada 
and Toda (1998) conclude that ECM procedures are more powerful than the Toda and 
Yamamoto procedure. Odhiambo (2009) notes that the Johansen test is very sensitive 
to small sample sizes. In a more recent study, addressing the VAR or vector ECM 
(VECM) models, Bai et al. (2010) extend the bivariate causality test to the multivariate 
Granger causality test, which is more useful in testing for the influence of a group of 
variables. Many applied empirical studies have appeared in finance and economics 
along this line of gradual improvement of the cointegration and causality tests (see e.g. 
Chiang et al., 2010; Chow et al., 2018a, 2018b; Owyong et al., 2015; Qiao et al., 2008a, 
2008b, 2009, 2011). We use the Johansen test and the causality test proposed by Bai et 
al. (2010) to study the relationships between Mongolia’s GDP and China’s GDP, coal 
prices, the Shanghai stock market, consumer prices, the exchange rates between the 
Chinese and Mongolian currencies to the USD, and foreign direct investment (FDI). To 
our best of our knowledge, this study is first to exhaustively investigate China’s impact 
on Mongolia’s growth with the linear and nonlinear Granger causality methods. We 
thereby obtain more detailed insight into the growth determinants of Mongolia as an 
emerging economy. 
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3. Economic Background 
 
3.1. Research Framework 
This paper uses the cointegration test, the VECM, and linear and nonlinear causality to 
study any long-term co-movement, short-term impact, or linear and nonlinear causality 
tests from seven variables: (i) China’s GDP, (ii) the coal price index, (iii) the Shanghai 
stock index, (iv) the consumer price index (CPI), (v) the exchange rate between the 
Chinese currency and the USD, v(i) the exchange rate between Mongolian currency 
and USD and finally (vii) FDI to Mongolia. 
 
3.2. Variable Selection 
Economic growth is a primary concern in every economy, and many studies have 
examined the relationships between GDP and various macroeconomic variables in 
various countries with various methods. There are basically five research strands in the 
literature on economic growth. 
First, it is interesting to investigate the relationship between stock market 
development and economic performance, and some researchers and economists 
structure the model to investigate the relationship between these variables. For example, 
Atje and Jovanovic (1993) construct a cross-section model using lagged or initial values 
of investment and stock market activity variables and found that stock market 
development has a substantial impact on economic growth. There are two main 
theoretical explanations of this process: (i) a stock market provides greater 
opportunities for both risk spreading and risk pooling, and (ii) a stock market greatly 
increases the amount of information available to investors about firms and their 
proposed investment projects. Both factors result in a more efficient allocation of 
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resources and thus raise the marginal product of capital. However, after an estimation 
of the same model using current investment rather than lagged investment, Harris (1997) 
finds no hard evidence that the level of stock market activity could help to explain 
economic growth. Meanwhile, other researchers and economists prefer to investigate 
the causality between stock market development and economic growth. Deb and 
Mukherjee (2008) use the Toda and Yamamoto procedure and conclude that a strong 
causality exists from stock market development to economic growth. A similar result 
has been obtained by Enisan and Olufisayo (2009) for Egypt and South Africa. 
Demirguc-Kunt and Levine (1996a, 1996b), King and Levin (1993a, 1993b), Levine 
and Zervos (1996), and Singh (1997) also investigate the relationship between the stock 
market and economic growth. A more recent review with more details on the topic is 
for example by Nyasha and Odhiambo (2015). 
Second, the theoretical foundation for empirical evidence on FDI and economic 
growth derives from either neoclassical or endogenous growth models. In the 
neoclassical growth models, FDI plays a significant role in expanding the investment 
volume, improves efficiency, leads to medium- or long-term effects, and thus promotes 
economic growth. The endogenous growth models consider long-term economic 
growth as a function of technological progress and provide a framework in which FDI 
can permanently promote economic growth in the host country via knowledge spillover 
or technological upgrading. De Mello (1997, 1999) show that the extent to which FDI 
promotes economic growth depends upon the degree of complementarity and 
substitution between FDI and domestic investment. In addition, many studies have 
examined the causality between FDI and economic growth applied to various samples 
and estimation techniques and have obtained rather mixed results (see Apergis et al., 
2008; Carkovic and Levine, 2005; Choe, 2003; Chowdhury and Mavrotas, 2006; Holtz-
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Eakin et al., 1988; Zhang, 2001). The generally accepted reason is that the effects of 
FDI on economic growth at the firm level may depend upon many factors. Harrison 
(1994) finds that the productivity of domestic competitors decreased with the presence 
of multinational corporations in Venezuela. Atkins and Harrison (1999) show that firms 
with foreign equity participation were more productive and efficient than domestic 
firms in Venezuela, but this relationship was stable only for small enterprises. Moreover, 
Nair-Reichert and Weinhold (2001) propose that considerable heterogeneity exists 
among countries regarding the impact of FDI on economic growth. Balasubramanyam 
et al. (1996, 1999) conclude that the interactions between FDI and human capital have 
a significant impact on growth performance. Borensztein et al. (1995) show that FDI 
has a positive but non-significant effect on economic growth. Only when a country has 
a minimum threshold stock of human capital is FDI the main determinant of economic 
growth. Similar results have been obtained by Blomstrom et al. (1994), Borenztein et 
al. (1998), Haddad and Harrison (1993), and Alfaro et al. (2004). Zhang and Daly (2011) 
study the history and the determinants of China's outward FDI. They identify target 
countries and find that the mining and petroleum sectors play a major role. 
Third, the management of exchange rates exerts an important influence on economic 
growth. According to Hausmann et al. (2005) and Easterly (2005), rapid economic 
growth shows a significant association with real exchange rate depreciation and vice 
versa. However, Haddad and Pancaro (2010) show that real undervaluation only works 
for low-income countries and only in the medium term. Dollar (1992) suggests that 
policymakers should avoid a significantly low real exchange rate based on the 
experience of economic growth around the world. Rodrik (2008) argues that real 
undervaluation increases the profitability and expansion of the trade sector and 
promotes economic growth, especially in developing countries, mainly because it 
accelerates structural change in a direction that promotes growth. Rapetti et al. (2012) 
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show that the relationship between exchange rate undervaluation and per capita GDP 
is non-monotonic, especially in the least developed countries and the richest countries. 
The final effect on economic performance depends on the level of financial sector 
development and complementary factors, such as political and macroeconomic stability, 
as shown by Eichengreen (2008) and Aghion et al. (2009). In addition, Bosworth et al. 
(1995) propose that the volatility of the real exchange rate hampers economic growth, 
especially in a large sample of industrial and developing countries. 
Fourth, understanding the relationship between commodity prices and economic 
growth has become increasingly important in the most recent decade of booming global 
commodity demand. Deaton (1999) raises the issue of the effect of commodity prices 
on Africa’s economic development and showed a close positive relationship between 
commodity price movements and economic growth. Deaton and Miller (1993) find that 
the economies of African countries grew faster when the prices of their exports 
increased than when the prices fell. Deaton also found that additional income from 
commodity price booms helped African economies, just as they were hurt by the loss 
of income during economic downturns when prices fell. An account by Deaton (1999) 
illustrates how a plant such as cotton could bring wealth to a few and poverty to the rest 
because of bad governance. Thus, commodities can be an important determinant of a 
country’s growth and wealth. Collier and Goderis (2012) find that commodity booms 
have positive short-term effects on output, but adverse long-term effects. The long-term 
effects are confined to “high-rent” non-agricultural commodities. 
Finally, natural resources have been extensively investigated as determinants of 
economic growth. Using cross-country regressions, Sachs and Warner (1997; 2001) 
find empirical evidence for a “resource curse” in which countries with an abundance of 
natural resources tend to exhibit slower economic growth. Gylfason et al. (1999) also 
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consider natural resources as negative growth determinants. Further empirical evidence, 
such as that given by Alexeev and Conrad (2009), Brunnschweiler and Bulte (2008), 
Doppelhofer et al. (2004), Haber and Menaldo (2011), and Lederman and Maloney 
(2007), however, shows either insignificant or positive effects of natural resource 
abundance on economic growth. Although the empirical results are mixed, a key 
outcome of this literature is that the existence of the resource curse is conditional on 
country-specific factors such as the quality of institutions and governance and the type 
of commodity specialization. 
In addition, since the pioneering study of Kraft and Kraft (1978), the literature on the 
study of the Granger causality between energy consumption and GDP has grown 
considerably (see e.g. Cheng and Lai, 1997; Erol et al., 1987; Glasure, and Lee, 1998; 
Hu and Lin, 2008; Paul and Bhattacharya, 2004; Sari and Soytas, 2004; Soytas and Sari, 
2003; Thoma, 2004; Yang, 2000b) and the direction of causality has significant policy 
implications (Jumbe, 2004; Masih and Masih, 1997, 1998; Yu and Choi, 1985). As of 
today coal remains to be the principal energy source, and it is given a strategic role in 
the economic growth of many countries. Thus, the relationship between coal and 
economic growth has received considerable attention (see e.g. Apergis and Payne, 2010; 
Bloch et al., 2012; Govindaraju and Tang, 2013; Jinke et al., 2008; Li et al., 2012; 
Wolde-Rufael, 2010; Yang, 2000a; Yoo, 2006). 
 
4. Data and Methodology 
 
We consider seven variables in order to capture more information about the 
macroeconomic growth determinants of Mongolia’s economy. These include China’s 
GDP, coal prices, the CPI, the Shanghai stock market index, FDI, and the exchange 
rates of the Chinese and Mongolian currencies. We thereby also assess China’s impact 
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on Mongolia’s GDP. 
4.1. Data 
The dependent variable in our analysis is Mongolia’s GDP, GDPtM as reported in year 
t. The independent variables used include China’s GDP (GDPtC), the coal price index 
(Coalt), the Shanghai stock index (StocktC), the consumer price index ( CPItW), foreign 
direct investment in Mongolia (FDItM), and the exchange rates of China CNY/USD and 
Mongolia MNT/USD each with respect to the U.S. dollar USD, namely Ex. ratetC and Ex. ratetM in year t (where MNT is the Mongolian official currency and CNY is the 
Chinese Yuan Renminbi). We obtain annual data for GDPtC, GDPtM, and FDItM and 
monthly data for all other variables. We convert the annual data into monthly data by 
interpolation. The GDPs of Mongolia and China are expressed in billions of U.S. dollars. 
All data used span the period from January 1992 to August 2017 as obtained from the 
World Bank, Yahoo Finance, and the Wikipedia website. 
 
4.2. Cointegration test 
During the past few decades, many researchers and economists have paid considerable 
attention to studies of the cointegration test and the VECM model (see Engle and 
Granger, 1987; Granger, 1981; Johansen, 1991; Johansen and Juselius, 1990). Engle 
and Granger (1987) and Granger (1981) introduce the main idea of cointegration with 
two restricted conditions as follows: (i) all components of the vector xt are I(d), and 
(ii) there exists a vector α (≠ 0) with zt = α′xt ~ I(d − b), b > 0. Then, the vector xt is said to be cointegrated of order (d, b), denoted xt~CI(d, b), where the vector α is called the cointegrating vector. Thus, once we find that the variables given are non-
stationary at their level but are in the same order of integration, we can apply the 
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cointegration test. According to this idea, two important test methods are relevant: the 
Johansen cointegration test and the Engle-Granger test. Because the Johansen 
cointegration test allows for the existence of more than one potential cointegration 
relationship, we apply the Johansen cointegration test to determine whether there is any 
cointegration relationship between the variables (i.e. between GDPtC, Coalt, CPItW, Ex. ratetM , Ex. ratetC , FDItM , StocktC  and GDPtM ). There are two statistics of the 
Johansen test, a trace statistic and a maximum eigenvalue statistic. The null hypothesis 
of the trace statistic and the maximal eigenvalue statistic is that the number of 
cointegration vectors is r = r∗ < 𝑘 , but the alternative hypothesis of these two 
statistics is not the same: the alternative hypothesis of the trace statistic is r = k, and 
the alternative hypothesis for the maximum eigenvalue test is r = r + 1. Readers may 
refer to Johansen (1991) for more details. 
We find that the variables (GDPtC , Coalt , CPItW , Ex. ratetM , Ex. ratetC , FDItM , StocktC , and GDPtM) are non-stationary at their level and are in the same order of 
integration, namely I(1) . After application of the Johansen cointegration test; we 
obtain the following cointegration equation of the variables (see also e.g. Enders (2008) 
and Feasel et al. (2001): 
 GDPtM = β0 + β1Ex. ratetC + β2Ex. ratetM + β3GDPtC + β4FDItM + β5 StocktC +                           β6CPItW + β7Coalt + εt .                     (4.1)                
 
 
 
4.3 Linear causality test 
After obtaining the cointegration relationship between GDPtM  and GDPtC , Coalt , 
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CPItW, Ex. ratetM, Ex. ratetC, FDItM, and StocktC, we apply the Granger causality test 
to examine whether past information for GDPtC, Coalt, CPItW, Ex. ratetM, Ex. ratetC, FDItM, and StocktC may contribute to predicting future levels of GDPtM. To this aim, 
we study both linear and nonlinear Granger causality in bivariate and multivariate 
situations. We first discuss the methods of linear causality in the next subsection. 
Thereafter, we discuss the methods of nonlinear causality. 
 
4.3.1. Granger linear causality test 
Because the components of the vector Zt = (GDPtM, Ex. ratetC, Coalt, CPItW, FDItM,GDPtC, Ex. ratetM, StocktC)′are all I(1), after obtaining the cointegration equation, we 
can use a VECM specification to adjust the short-term dynamics of the variables in the 
system with deviation from equilibrium. We subtract the deterministic components and 
obtain the following multivariate Wold representation 
 
                      
(1 − B)Zt = C(B)εt,                           (4.2) 
 
where C(B) is given by the function det[C(Z)], Z = eiw has all zeros on or outside 
the unit circle, C(0) = IN, and IN denotes the N × N identity matrix. Based on the 
Granger representation theorem, we obtain the following error correction model 
 
                     A∗(B)
( 
    
  ∆GDPt
M∆Ex. ratetCCoalt∆CPItW∆FDItM∆GDPtC∆Ex. ratetM∆StocktC ) 
    
  = −γα′
( 
    
  GDPt−1
MEx. ratet−1CCoalt−1CPIt−1WFDIt−1MGDPt−1CEx. ratet−1MStockt−1C ) 
    
  +  d(B)εt ,         (4.3) 
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where A∗(0) = IN  with A(0) = I , A(1)  has all elements finite, γ ≠ 0  and εt  
denotes a stationary multivariate disturbance term (Engle and Granger, 1987). 
Given the above VECM model, we examine the causalities from GDPtC, Coalt, CPItW, Ex. ratetM, Ex. ratetC, FDItM and StocktC to GDPtM. Without loss of generality, 
we can denote the vectors as Xt =(Ex. ratetC, Coalt, CPItW, FDItM, GDPtC, Ex. ratetM, StocktC)′ = (X1.t, … , X7.t)′ and Yt =GDPtM. Hence, 
 ∆Xt = (∆Ex. ratetC, ∆Coalt, ∆CPItW, ∆FDItM, ∆GDPtC, ∆Ex. ratetM, ∆StocktC)′ =(∆X1.t, … , ∆X7.t)′  
 
and ∆Yt = ∆GDPtM, were the symbol ∆ denotes the first-order difference of a time 
series. We next adopt the following VECM model 
 (∆𝑋𝑡∆𝑌𝑡) = (𝐴𝑥[7×1]𝐴𝑦[1×1]) + (𝐴𝑥𝑥(𝐿)[7×7] 𝐴𝑥𝑦(𝐿)[7×1]𝐴𝑦𝑥(𝐿)[1×7] 𝐴𝑦𝑦(𝐿)[1×1])(∆𝑋𝑡−1∆𝑌𝑡−1) + (𝛼𝑥[7×1]𝛼𝑦[1×1]) ⋅ 𝑒𝑐𝑚𝑡−1+ (𝑒𝑥,𝑡𝑒𝑦,𝑡) ,                                                                                                 (4.4) 
 
where 𝐴𝑥[7×1]and 𝐴𝑦[1×1]are vectors of intercept terms;  𝐴𝑥𝑦(𝐿)[7×1], 𝐴𝑥𝑥(𝐿)[7×7], 𝐴𝑦𝑥(𝐿)[7×1], and 𝐴𝑦𝑦(𝐿)[1×1] are matrices of lag polynomials; 𝑒𝑐𝑚𝑡−1 denotes the 
lag one of the error correction terms and 𝛼𝑥[7×1]  and 𝛼𝑦[1×1]  are the coefficient 
vectors for the error correction term 𝑒𝑐𝑚𝑡−1. It is obvious that there are two sources of 
causality in (4.4), either from the lagged dynamic terms ∆𝑋𝑡−1(∆𝑌𝑡−1) or from the 
lagged error correction term 𝑒𝑐𝑚𝑡−1 . Finally we can test the null hypotheses 𝐻01: 𝐴𝑥𝑦(𝐿) = 0(𝐻02 ∶  𝐴𝑦𝑥(𝐿) = 0) and 𝐻03: 𝛼𝑥 = 0(𝐻04 ∶  𝛼𝑦 = 0) to identify a 
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Granger causality by applying a likelihood ratio LR-test (see Bai et al., 2010, 2011, 
2018). 
 
4.3.2. Nonlinear causality test 
From the VECM model (4.4), we can obtain corresponding residuals {?̂?𝑥,𝑡} and {?̂?𝑦,𝑡} 
to test for nonlinear causality. For simplicity, 𝑋𝑡 = (𝑋1,𝑡, … , 𝑋7,𝑡)′ and 𝑌𝑡 denote the 
corresponding residuals of any two vectors examined. For 𝑋𝑖,𝑡, i = 1, … ,7, we denote 
the 𝑚𝑥𝑖-length lead vector and the 𝐿𝑥𝑖-length lag vector of 𝑋𝑖,𝑡 as 
 𝑋𝑖,𝑡𝑚𝑥𝑖 ≡ (𝑋𝑖,𝑡, 𝑋𝑖,𝑡+1, … , 𝑋𝑖,𝑡+𝑚𝑥𝑖−1) ,  𝑚𝑥𝑖 = 1,2, … ,   𝑡 = 1, 2, …,   𝑋𝑖,𝑡−𝐿𝑥𝑖𝐿𝑥𝑖 ≡ (𝑋𝑖,𝑡−𝐿𝑥𝑖 , 𝑋𝑖,𝑡−𝐿𝑥𝑖+1, … , 𝑋𝑖,𝑡−1) ,   𝐿𝑥𝑖 = 1, 2,… , 𝑡 = 𝐿𝑥𝑖 + 1, 𝐿𝑥𝑖 + 2,…,  
 
and the definitions are analogous with 𝑌𝑖,𝑡 . We further denote  𝑀𝑥 =(𝑚𝑥1, … ,𝑚𝑥7),   𝐿𝑥 = (𝐿𝑥1, … , 𝐿𝑥7),   𝑚𝑥 = max(𝑚𝑥1, … ,𝑚7),  and 𝑙𝑥 =max(𝐿𝑥1, … , 𝐿𝑥7). Under the assumption that the time series vector variables Xt =(X1,t, … , X7,t)′ and Yt are strictly stationary, weakly dependent, and satisfy the mixing 
conditions stated in Denker and Keller (1983), we can test the null hypothesis that Yt 
does not strictly Granger cause Xt = (X1,t, … , X7,t)′. Given that the null hypothesis is 
true, the test statistic has the following asymptotic Normal distribution: 
          √n (C1(Mx+Lx,Ly,e,n)C2(Lx,Ly,e,n) − C3(Mx+Lx,e,n)C4(Lx,e,n) )  ~ N (0, σ2(Mx, Lx, Ly, e))        (4.5) 
 
Readers may refer to Bai et al. (2010, 2011, 2018) for more details regarding the test 
statistic (4.5) and the definitions of C1, C2, C3, and C4. 
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5. Findings 
 
In this section, we apply the Johansen cointegration and linear and nonlinear causality 
tests described above. We employ the vector error correction mechanism (VECM) 
model to analyze whether there exists long-term co-movement and short-run impact 
from GDPtC, Coalt, CPItW, Ex. ratetM, Ex. ratetC, FDItM and StocktC to GDPtM. We 
also examine whether past levels of GDPtC , Coalt , CPItW , Ex. ratetM , Ex. ratetC , FDItM, and StocktC can be used to predict future levels of GDPtM. Before checking the 
above, we examine the variables’ descriptive statistics. 
 
5.1. Descriptive Statistics 
Table 1 presents the basic descriptive statistics for GDPtC , Coalt , GDPtM , CPItW , Ex. ratetM, Ex. ratetC, FDItM, and StocktC. From the table, we find that the means of all 
the variables are significantly positive at the 1 percent level. We also find that the 
skewness of all the variables are significantly positive at the 1 percent level, implying 
that all variables are skewed to the right. The variables CPItW, GDPtC and GDPtM have 
negative excess kurtosis (“thin tails”), while the others have positive excess kurtosis 
(“heavy tails”) at the 1 percent level. Furthermore, from the Jarque–Bera (J-B) test 
statistics we conclude that the variables are obviously not normally distributed. 
Table 1 
Descriptive statistics for the variables. 
Variable Mean Stdev Skewness Kurtosis J-B 
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GDPtM 4.3844*** 3.9997 0.9042*** -0.8047*** 50.3989*** GDPtC 3883.782*** 3708.233 0.9065*** -0.7101*** 48.7995*** Ex. ratetM 0.0013*** 0.0014 2.9939*** 8.3840*** 1382.739*** Ex. ratetC 0.0095*** 0.0081 2.2400*** 4.6320*** 541.3838*** CPItW 63.6061*** 39.2838 0.6602*** -0.7948*** 30.9004*** StocktC 1933.52*** 1021.255 0.9259*** 0.9600*** 56.915*** FDItM 1139907*** 1681914 1.8723*** 2.5554*** 267.9089*** Coalt 56.9838*** 30.9662 1.0871*** 0.6654*** 68.4339*** 
Note: The table reports the summary statistics including the mean, standard deviation (Stdev), skewness, and excess Kurtosis. The 
symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively.  
 
5.2. Unit-root test 
Before examining cointegration and causality among the variables being studied, we 
employ the Augmented Dickey-Fuller test to check whether there are any unit roots and 
present the results in Table 2. From the table, we conclude that there exists a unit root 
in each of the variables and hence the first differences of all the series are stationary. 
Table 2 
The Augmented Dickey-Fuller test. 
 GDPtM GDPtC Ex. ratetM Ex. ratetC 
Level -0.7647 -2.1643 -3.1312 -2.1532 
1st difference -3.2270*** -3.6752*** -20.7148*** -6.7270*** 
 CPItM StocktC FDItM coalt 
Level -1.4372 -1.2488 -2.8717 -1.1632 
1st difference -13.0014*** -4.5658*** -8.5227*** -12.3736*** 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively. 
 
5.3. Cointegration test 
As all series are integrated of order one, we apply the Johansen cointegration test to 
examine whether there are cointegration relationships among the variables. From the 
results in Table 3, we can reject the null of no cointegration, but cannot reject the 
hypothesis of no more than one cointegration relationship. The evidence of one 
cointegration relationship implies that there is an equilibrium long-run co-movement 
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among the variables. This rules out spurious correlation and implies that at least one 
direction of influence can be established among the time series. 
 
Table 3 
Cointegration test.  
 Trace Statistic Max-Eigen Statistic 
None 233.5271*** 87.34665*** 
At most 1 146.1804 37.51926 
At most 2 108.6612 32.92509 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively. 
 
As the interest in our paper is to examine the determinants of GDPtM , we 
investigate whether there is any cointegration equation from GDPtC , Coalt , CPItW , Ex. ratetM, Ex. ratetC, FDItM and StocktC to GDPtM. We exhibit the results in column 
2 of Table 4 and obtain the following cointegration equation for GDPtM, which we call 
Full Model:  
 GDPtM = −6.4811 + 1.2823Ex. ratetC − 0.4906Ex. ratetM + 1.4395GDPtC              −  0.0282FDItM −  0.0444 StocktC − 0.0468CPItW + 0.0336Coalt + εt. (5.1) 
 
The cointegration equation displayed above describes the long run relationship among 
the variables. According to equation (5.1) and the second column of Table 4, we find 
that GDP and the Chinese exchange rate have significantly positive effects while the 
exchange rate in Mongolia has significantly negative effects on Mongolia’s GDP. Table 
4 furthermore shows that Ex. ratetC, Ex. ratetM, GDPtC have significant linear effects 
on Mongolia’s GDP while Coalt , CPItW , FDItM , and StocktC  are not significant to 
Mongolia’s GDP. To check for each insignificant variable, we include all significant 
variables and one insignificant variable from the full model (5.1) to obtain four reduced 
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models, R1 to R4: 
 
R1 model: GDPtM = −6.8078 + 1.5616Ex. ratetC − 0.6280Ex. ratetM + 1.4921GDPtC                            −0.0315FDItM + εt; 
R2 model: GDPtM = −7.2810 + 1.6377Ex. ratetC − 0.8018Ex. ratetM + 1.4625GDPtC                             −0.0705 StocktC + εt; 
R3 model: GDPtM = −7.4787 + 1.8035Ex. ratetC − 0.8390Ex. ratetM + 1.5006GDPtC                            −0.0162CPItW + εt; 
R4 model: GDPtM = −7.5851 + 2.1570Ex. ratetC − 0.9990Ex. ratetM + 1.6822GDPtC                             −0.1890Coalt + εt. 
 
The results from the four reduced models R1 to R4 above are given in columns 3 to 6 
of Table 4. From the reduced models, we realize that Coalt  and FDItM  become 
significant while CPItW  and StocktC  remain insignificant to Mongolia’s GDP. We 
therefore suggest that the variables Coalt  and FDItM  are not significant in the full 
model because of possible multicollinearity. 
Table 4 
The cointegration equations for GDPtM. 
Cointegrating 
Eq: 
Full Model R1 Model  R2 Model 
R3 Model R4 Model 
Ex. ratetC -1.2823*** -1.5616*** -1.6377*** -1.8035*** -2.1570*** (-4.4265) (-4.8311) (-3.6290) (-3.7103) (-4.3275) Ex. ratetM 0.4906** 0.6280*** 0.8018** 0.8390** 0.9990*** 
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(2.2723) (2.5053) (2.2920) (2.1922) (2.5976) GDPtC -1.4395*** -1.4921*** -1.4625*** -1.5006*** -1.6822*** (-20.6473) (-21.5057) (-16.0745) (-14.5881) (-13.6877) FDItM 0.0282 -0.0315*    (1.3048) (1.3413)    StocktC 0.0444  0.0705   (1.0908)  (1.1168)    CPItW 0.0468   0.0162  (1.1352)   (0.2377)  Coalt -0.0336    0.1890** (-0.6570)    (2.2051) 
C 
6.4811*** 6.8078*** 7.2810*** 7.4787*** 7.5851*** 
(18.6435) (10.7448) (9.7817) (11.6248) (11.3211) 
F-statistic 985.0015*** 1819.108*** 1165.929*** 1819.108*** 1164.438*** 
Adj.R-squared 0.9676 0.9679 0.9508 0.9679 0.9507 
ADF test for 
residual 
-4.9621*** -4.8369*** -5.2784*** -5.2281*** -5.4778*** 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively. The upper is the estimate of 
coefficient and the lower is T-statistics in brackets.  
 
From the full model, we find that both GDP and exchange rate in China have significant 
positive effects while exchange rate in Mongolia has a significant negative effect on 
Mongolia’s GDP. The estimates show that one percent increase of China’s GDP will 
lead to around 1.5 percent increase in Mongolia’s GDP and one percent increase of the 
Chinese exchange rate will lead to around 1.28 percent increase in Mongolia’s GDP. A 
one percent exchange rate slowdown in Mongolia will increase Mongolia’s GDP by 
nearly 1.3 percent. From the reduced model R1, we conclude that foreign direct 
investment FDItM  is significant and that a one percent increase in FDI will make 
Mongolia’s GDP drop by around 0.03 percent. From the reduced model R4, we find 
that coal prices Coalt are significant and a one percent increase in coal prices will lead 
to around a 0.19 percent increase in Mongolia’s GDP. In sum, we conclude that 
Mongolia’s GDP can be explained by both exchange rates, the GPD of China, FDI and 
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coal prices in the long run cointegration relationship. 
 
5.4. Causality tests 
According to the cointegration relationship in equation (5.1), we know that there exist 
short-run impacts and causality from the dependent variables to Mongolia’s GDP. 
Before checking whether there is any causality relationship, we first apply the VECM 
model as stated in Equation (4.4) for ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC, ∆FDItM , ∆StocktC, and ∆GDPtM  to incorporate the short run effect and 
causality. We exhibit the results in Table 5. 
From Table 5, one can obtain the VECM model. However, since our main interest 
is to examine the impact of ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC , ∆FDItM and ∆StocktC to ∆GDPtM, we only present the following VECM model for ∆GDPtM in the reduced model 
 ∆GDPtM =   −0.02ECMt−1 + 0.879∆GDPt−1M + 0.013∆CPIt−3W + 0.007∆Stockt−2C + ε1t,  (5.2)                                                      
 (-6.868***)    (45.018***)      (2.470*)        (2.613**) 
 
where ECMt−1 = GDPtM + 6.48 − 1.28Ex. ratetC + 0.49Ex. ratetM − 1.44GDPtC +0.03FDItM + 0.04StocktC + 0.05CPItW − 0.03Coalt and the respective t-statistics are 
given in brackets. 
 
Table 5 
The VECM model for ∆Coalt, ∆CPItW，∆GDPtC, ∆GDPtM, ∆Ex. ratetC, ∆Ex. ratetM, ∆FDItM and ∆StocktC. 
 ∆GDPtM ∆Ex. ratetC ∆Coalt  ∆CPItW ∆FDItM ∆GDPtC ∆Ex. ratetM ∆StocktC ECMt−1 -0.03*** -0.09* -0.107** -0.051 -0.156*** 0.004** -0.043 -0.091 ∆GDPt−1M  0.83*** 0.060 -0.431 -1.778* -1.531* 0.024 0.554 -0.663 
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∆GDPt−2M  -0.040 0.360 1.299 2.093 -1.061 -0.029 0.276 -1.227 ∆GDPt−3M  0.018 -0.235 -1.314 0.701 0.835 -0.014 -0.379 -1.343 ∆GDPt−4M  0.050 0.065 0.155 -0.806 0.467 0.038 0.161 2.887* ∆Ex. ratet−1C  -0.017 0.091 -0.040 0.436 0.050* -0.006 0.051 0.043 ∆Ex. ratet−2C  0.005 -0.092 -0.420 -0.261 0.527 0.004 -0.101 0.381 ∆Ex. ratet−3C  -0.001 -0.019 0.024 0.003 0.138 0.007 0.017 0.358 ∆Ex. ratet−4C  -0.011 0.004 0.115 0.104 0.105 -0.004 0.0221 -0.167 ∆Coalt−1 0.010 -0.012 0.244*** 0.055 0.048 0.005* -0.017 -0.163 ∆Coalt−2 0.002 -0.018 0.035 0.107 -0.029 0.001 -0.015 0.060 ∆Coalt−3 0.011 -0.008 0.016 0.059 -0.016 0.004 -0.014 0.032 ∆Coalt−4 -0.001 0.100 -0.017 -0.021 0.014 -0.001 0.099 -0.198*  ∆CPIt−1W  -0.008 -0.018 0.127** 0.24*** -0.005 0.001 0.016 0.161  ∆CPIt−2W  -0.002 0.053 -0.026 0.033 -0.029 0.000 0.044 -0.008  ∆CPIt−3W  0.01** 0.066 0.043 -0.057 0.008 0.002 0.060 -0.182*  ∆CPIt−4W  0.000 0.034 0.023 0.012 0.056 -0.003 0.034 0.047 ∆FDIt−1M  -0.008 0.025 -0.117* 0.118 0.405*** 0.002 0.044 0.054 ∆FDIt−2M  -0.006 -0.053 -0.024 -0.016 0.049 0.002 -0.036 -0.44*** ∆FDIt−3M  -0.004 0.025 0.034 -0.023 0.029 0.002 0.041 0.61*** ∆FDIt−4M  -0.009 -0.47*** -0.010 -0.062 -0.026 0.002 -0.46*** -0.48*** ∆GDPt−1C  0.074 0.811 1.281 2.363 2.921 0.84*** 0.007 1.472 ∆GDPt−2C  0.113 -0.411 -0.793 -3.767 2.617 0.050 -0.387 5.126 ∆GDPt−3C  -0.020 -1.131 -0.390 0.899 -2.366 0.009 -0.877 -3.741 ∆GDPt−4C  -0.057 1.201 0.543 0.143 -0.419 -0.046 1.202 -1.997 ∆Ex. ratet−1M  0.010 -0.496 -0.031 -0.504 -0.106 0.009 -0.450 -0.033 ∆Ex. ratet−2M  -0.022 -0.495 0.374 0.189 -0.520* 0.003 -0.408 -0.533 ∆Ex. ratet−3M  -0.007 -0.104 -0.064 -0.073 -0.106 -0.002 -0.098 -0.173 ∆Ex. ratet−4M  -0.023 -0.268 -0.127 -0.185 -0.034 0.017** -0.095 0.080 ∆Stockt−1C  0.004 0.059* 0.025 0.033 0.024 0.000 0.063* -0.022 ∆Stockt−2C  0.01** -0.009 0.067** 0.034 0.076*** 0.000 -0.018 0.034 ∆Stockt−3C  0.003 0.001 0.013 0.011 -0.061** -0.002 -0.001 -0.081 ∆Stockt−4C  0.003 0.12*** 0.063** 0.059* -0.030 -0.001 0.117*** -0.044 C 0.000 -0.02** -0.003 0.001 -0.009 0.001** -0.014* 0.003 
Adj.R2 0.905 0.287 0.105 0.053 0.395 0.849 0.312 0.112 
F-stat. 89.338 4.728 2.089 1.518 7.064 53.172 5.201 2.171 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively, and the symbol ∆ stands for 
first order difference. 
 
Equation (5.2) exhibits both short-run effects and linear causality from the independent 
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variables to ∆GDPtM. We find that ∆GDPt−1M , ∆CPIt−3W  , and ∆Stockt−2C  have positive 
significant effects on ∆GDPtM . In addition, the error correction term ecmt−1 in the 
model is statistically significant and correctly signed. This confirms that Mongolia’s 
GDP has an adjustment mechanism and that the economy responds to deviations from 
equilibrium in a balancing manner. The value of -0.02 for the coefficient of error 
correction term suggests that Mongolia’s economy will converge towards its long-run 
equilibrium level at a moderate speed after the shocks or fluctuations of other variables. 
To further examine the relationships among the variables, we investigate the linear 
and nonlinear causality from the group of ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC , ∆FDItM , and ∆StocktC  to ∆GDPtM in both multivariate and bivariate 
situations. We note that conducting both multivariate and bivariate linear causality is 
helpful as the two settings address different types of causality. We first conduct the 
multivariate linear Granger causality test from all independent variables to ∆GDPtM and 
present the results in Table 7. 
Table 7 
Multivariate linear causality test. 
 ∆Coalt, ∆CPItW, ∆GDPtC, ∆Ex. ratetC, ∆Ex. ratetM, ∆FDItM, ∆StocktC → ∆GDPtM 
Lags 
 
4 
F-Stat 133.3346*** 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively, and the symbol ∆ stands for 
the first order difference. The notation “→” indicates the direction of causality and “A → B” indicates causality from A to B. 
Table 7 illustrates that there is strong significant multivariate linear causality from the 
group of ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC , ∆FDItM  and ∆StocktC 
to ∆GDPtM.  However, the results cannot tell whether there is any significant linear 
causality from each of  ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC , ∆FDItM , 
and ∆StocktC to the return of Mongolia’s GDP. To overcome this limitation and to 
examine whether there is any individual causality, we additionally conduct bivariate 
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linear causality test from each of ∆GDPtC, ∆Coalt, ∆CPItW, ∆Ex. ratetM, ∆Ex. ratetC, ∆FDItM, and ∆StocktC  to the return of Mongolia’s GDP and present the results in Table 
8. 
 
Table 8 
Bivariate linear causality test.  
 ∆Ex. ratetC→ ∆GDPtM ∆Coalt→ ∆GDPtM ∆CPItW→ ∆GDPtM ∆StocktC→ ∆GDPtM ∆Ex. ratetM→ ∆GDPtM ∆GDPtC→ ∆GDPtM ∆FDItM→ ∆GDPtM 
Lags 1 1 1 1 25 13 1 
F-Stat 0.7177 5.8057* 0.0708 0.0276 1.9265** 3.1107*** 1.9292 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively, and the 
symbol ∆ stands for the first order difference. The notation “→” indicates the direction of causality and “A → B” 
indicates causality from A to B. 
 
Table 8 shows that there is a strong significant linear causality from each of ∆Coalt, ∆Ex. ratetM, and ∆GDPtC to the change in Mongolia’s GDP, but not from the remainder 
variables. This implies that the change in Mongolia’s GDP can be linearly predicted by 
using past values of ∆Coalt, ∆Ex. ratetM , and ∆GDPtC  . However, as linear causality 
and nonlinear causality could be independent (Chiang et al., 2010; Chow et al., 2018a, 
2018b; Owyong et al., 2015; Qiao et al., 2008a, 2008b, 2009), we need to conduct both 
multivariate and bivariate nonlinear causality tests to examine whether there is any 
nonlinear causality from ∆GDPtC, ∆Coalt, ∆CPItW, ∆Ex. ratetM, ∆Ex. ratetC, ∆FDItM, 
and ∆StocktC  to the return of Mongolia’s GDP. We next conduct the multivariate 
nonlinear causality test to examine whether there is any nonlinear causality from the 
group of ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC , ∆FDItM , and ∆StocktC 
to the return of Mongolia’s GDP, and present the results in Table 9. 
 
Table 9 
Multivariate nonlinear causality test. 
26 
 
Lags ∆Coalt, ∆CPItW, ∆GDPtC, ∆Ex. ratetC, ∆Ex. ratetM, ∆FDItM, ∆StocktC →∆GDPtM 
1 4.091250*** 
2 3.750674*** 
3 3.375074*** 
4 2.964916*** 
5 2.605708*** 
6 2.270700** 
7 1.882954** 
8 1.554895* 
9 1.215177 
10 0.961681 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively, and the symbol ∆ stands for 
the first order difference. The notation “→” indicates the direction of causality and “A → B” indicates causality from A to B. 
 
From Table 9, we conclude that there exists significant multivariate nonlinear causality 
from ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC , ∆FDItM , and ∆StocktC  to 
the return of Mongolia’s GDP. However, the results cannot tell whether there is any 
significant nonlinear causality from each of ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC, ∆FDItM, and ∆StocktC to the return of Mongolia’s GDP. To circumvent 
the limitation and to examine whether this is an individual nonlinear causality from 
each of the independent variables to the return of Mongolia’s GDP, we conduct the 
bivariate linear causality test from each of ∆GDPtC , ∆Coalt , ∆CPItW , ∆Ex. ratetM , ∆Ex. ratetC, ∆FDItM, and ∆StocktC to the return of Mongolia’s GDP and exhibit the 
results in Table 10. 
Table 10 
Bivariate nonlinear causality test. 
lags ∆Ex. ratetC→ ∆GDPtM ∆Coalt→ ∆GDPtM ∆CPItW→ ∆GDPtM ∆StocktC→ ∆GDPtM ∆Ex. ratetM→ ∆GDPtM ∆GDPtC→ ∆GDPtM ∆FDItM→ ∆GDPtM 
1 -1.218467 0.442313 -1.7581** 0.307706** 0.066157 0.805753 -1.482848* 
2 -0.731696 0.673272 -1.33146* 0.307706 -0.297631 0.538867 -1.502956* 
3 -0.429922 -0.358396 -1.29639* -0.266520 1.086861 0.248927 -1.525303* 
4 1.087622 -0.554484 -0.188709 0.557265 1.224281 -0.068693 -1.548092* 
5 1.075829 -1.240929 -0.541810 0.446649 0.804111 -0.389923 -1.572101* 
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6 1.062302 -1.568316* -0.664165 1.150890 0.566865 -0.733718 -1.587311* 
7 1.060224 -1.68130** -0.739846 2.761696*** 0.222620 -1.081559 -1.599932* 
8 1.079006 -1.615062* -0.897734 2.589037*** 0.809334 -1.393055* -1.606813* 
9 1.072026 -1.88470** -0.721788 2.417923*** 0.296337 -1.69262** -1.611590* 
10 1.088206 -1.287935* -1.42424* 2.211673** -0.100906 -1.93063** -1.604911* 
Note: The symbols *, **, and *** denote the significance at the 10%, 5%, and 1% levels, respectively. And the 
symbol ∆ stands for first order difference. The notation “→” indicates causality and “A → B” indicates causality 
from A to B. 
 
Table 10 shows that there exists weakly significant nonlinear causality from  ∆FDItM to 
the return of Mongolian’s GDP in any lag at the level of 10% and from ∆Coalt to the 
return of Mongolian’s GDP for all large lags from lag 6 onward. The similar results are 
obtained by ∆StocktC  and ∆GDPtC . In addition, there exists a strongly significant 
nonlinear causality from ∆StocktC  to the return Mongolia’s GDP but not 
from  ∆Ex. ratetC and ∆Ex. ratetM, implying that the present return of Mongolia’s GDP 
can be predicted by using the nonlinear part of the past of ∆GDPtC, ∆Coalt, ∆CPItW, ∆FDItM, and ∆StocktC, but not from the nonlinear part of the past of  ∆Ex. ratetC and ∆Ex. ratetM. 
 
5.5. Summary of cointegration and bivariate causality results  
The findings of the cointegration and bivariate causality results from independent 
variables to Mongolia’s GDP are summarized and presented in Table 11. 
Table 11: 
Summaries of cointegration and bivariate causality results from independent variable 
to GDPtM. 
 
Independent Variable 
 
Cointegration 
causality 
Linear nonlinear GDPtC √*** √*** √**    Coalt √** √* √** CPItW × × √** Ex. ratetM √*** √** × 
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Ex. ratetC √*** × × FDItM √* × √* StocktC × × √*** 
Note: √ denotes the relationship exists and × denotes otherwise. And the symbols *, **, and *** denote the significance at the 
10%, 5%, and 1% levels, respectively. 
 
Table 11 shows that significant cointegration relationships from each of GDPtC, Coalt, Ex. ratetM, Ex. ratetC, FDItM, and GDPtMcan be found. Among them, the cointegration 
relationships from GDPtC, Ex. ratetM, Ex. ratetC to GDPtM are significant at 1 percent 
level, from Coalt  to GDPtM  is significant at 5 percent level, and from FDItM  to GDPtM  is 10 percent level. The results also demonstrate that there exist significant 
linear causality relationships from GDPtC, Coalt, and Ex. ratetM to GDPtM.  Among 
them, the linear causality from GDPtC to GDPtM is significant at 1 percent level, from Ex. ratetM to GDPtM is at 5 percent level, and from Coalt to GDPtM is at 10 percent 
level. In addition, the results demonstrate that there exists a significant nonlinear 
causality relationship from GDPtC , Coalt ,  CPItW , FDItM , and  StocktC  to GDPtM . 
Among them, the nonlinear causality relationships from GDPtC, Coalt, and CPItW to GDPtM are significant at the 5 percent level, from StocktC to GDPtM at the 1 percent 
level, and from FDItM to GDPtM at the 10 percent level. 
The table also shows that there are significant cointegration and linear and 
nonlinear causality relationships from both GDPtC and Coalt to GDPtM, implying that 
not only there exist both linear and nonlinear components from both GDPtC and Coalt 
can be used to predict GDPtM, but also the present levels of both GDPtC and Coalt can 
influence GDPtM with immediate effect. On the other hand, only the present level, but 
not any of the linear and nonlinear components of the past levels of Ex. ratetM can 
influence GDPtM, and only some of the nonlinear components of the past levels of CPItWcan influence GDPtM. 
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6. Implications 
 
What can academics, practitioners, and policymakers learn from our findings? First, 
faster economic growth could be due to real exchange rate depreciation as an exchange 
rate depreciation will increase exports, make the trade sector become more profitable, 
which leads to an expansion of the economy. This also applies to Mongolia and based 
on our analysis, a one percent exchange rate slowdown in Mongolia will increase GPD 
ranging from 0.49 percent (full model) to 0.999 percent (R4 model). We can use a 
similar argument to find that an increase in coal prices will lead to a boom in the 
economy, given that an abundance of available natural resources in the country plays 
an important in its economic growth. Our results show that coal prices have a 
significantly positive impact on growth such that a one percent increase in coal prices 
will lead to around a 0.19 percent increase (R4 model) in Mongolia’s GDP. 
Our findings also lead to examine other factors that could play an important role 
in the Mongolian economy. It could be country-specific factors, including the quality 
of institutions, governance, the type of commodity specialization or the effect that 
natural resources crowd out human capital (see Gylfason et al., 1999). In general, FDI 
can boom the economy in the host countries through diffusion, technology transfer, and 
spillover effects. However, our findings show that FDI and GDP are negatively related. 
As such, FDI in Mongolia does not exert a positive impact on growth, and one percent 
increase in the foreign direct investment index will make Mongolia’s GDP drop by 
around 0.03 percent. This suggests that the country should reconsider their rapid 
expansion of tax incentives, infrastructure subsidies, import duty exemptions, and other 
measures that were adopted to attract FDI. Our results also show that consumer prices 
and the economic growth in Mongolia do not move linearly together, while the price 
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level has a nonlinear impact on economic growth. The exchange rate of China, the GDP 
of China and the stock market of China all have a significant impact on the economic 
growth in Mongolia. It turns out that the intimate relationship between China and 
Mongolia and quantifies assessment of the impact of China on Mongolia. China’s GDP 
has a significantly positive effect on Mongolia’s GDP. This is consistent with our 
expectation and with the realities in the Mongolian economy. The estimates show that 
a one percent increase in China’s GDP will lead to around a 1.5 percent increase in 
Mongolia’s GDP. We also conclude that the exchange rate in China, as well as the 
Chinese stock market, has significant positive effects on Mongolia’s GDP. For example, 
the estimates show that a one percent increase in the exchange rate of China will lead 
to an increase in Mongolia’s GDP ranging from 1.28 percent to 2.16 percent. Hence, 
our empirical results seem to confirm the current economic connection between China 
and Mongolia. China’s economy has slowed down through declining imports, reducing 
demand, creating a bearish market for commodity prices globally. Mongolia should 
consider these factors to adjust policies. 
 
7. Concluding Remarks 
 
Given the size of China’s economy and its border with Mongolia, one would expect 
that China exerts enormous influence on the stability and economic growth in Mongolia. 
Furthermore, due to the performance of Mongolia’s economy in the past few decades, 
researchers and economists are interested in studying the given growth determinants. 
In this paper, we fill a gap in the literature and examine the determinants of growth in 
Mongolia, with the assessment of the impact of China on Mongolia. To do so, we 
employ cointegration, vector error correction and linear as well as nonlinear causality 
approaches. We thereby examine during the period from January 1992 to August 2017 
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whether there is any long-term co-movement, short-term impact, and linear and 
nonlinear causality from the Gross Domestic Products of China (GDPtC), coal prices 
(Coalt), the consumer price index (CPItW), the Shanghai stock index (StocktC), foreign 
direct investment (FDItM) and the exchange rates, Ex. ratetM, Ex. ratetC, to the GDP of 
Mongolia (GDPtM). To this aim, we also include lagged observations. 
We first find that all the variables we studied contain unit roots, and thus, we can 
apply cointegration analysis to examine whether there is any long-term co-movement, 
from all independent variables to Mongolia’ GDP. Our results from the Johansen 
cointegration test confirm that there exists at least one cointegration relationship among GDPtC, Coalt, CPItW, Ex. ratetM, Ex. ratetC, FDItM, StocktC, and GDPtM, implying that 
there is an equilibrium long-run co-movement among the variables that rules out any 
spurious correlation and implies that at least one direction of influence. Our 
cointegration equation shows that there are significant long run relationships between GDPtC, Coalt, Ex. ratetM, Ex. ratetC, FDItM, and GDPtM, with all variable exhibiting 
significantly positive effects except Ex. ratetM. We find that one percent increase of 
China’s GDP will lead to around 1.5 percent increase in Mongolia’s GDP and one 
percent increase in exchange rate in China will lead to around 1.28 percent increase in 
Mongolia’s GDP, one percent exchange rate slowdown in Mongolia will increase 
nearly 1.3 percent in Mongolia’s GDP, one percent increase in coal price will lead to 
around 0.19 percent increase in Mongolia’s GDP. However, one percent increase in the 
foreign direct investment index will make Mongolia’s GDP drop by around 0.03 
percent and one percent exchange rate slowdown in Mongolia will increase nearly 1.3 
percent in Mongolia’s GDP. In sum, we conclude that Mongolia’s GDP can be 
explained by  Ex. ratetC , Ex. ratetM , GDPtC , FDItM , and Coalt  in the long-run 
cointegration.  
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According to the results of the cointegration test, we decide to check whether there 
exists any one variable or multiple variables can cause the economic growth of 
Mongolia. The results of the multivariate linear and nonlinear causality show that there 
exists strongly significant linear and nonlinear causality from the group of variables 
consisting of GDPtC , Coalt , CPItW , Ex. ratetM ,  Ex. ratetC , FDItM , and StocktC  to GDPtM . However, the results of bivariate linear causality show that there exists a 
strongly significant linear causality from GDPtC to GDPtM. There exists a significant 
linear causality from Ex. ratetM to GDPtM, while there exists a weak significant linear 
causality from Coalt to GDPtM. In addition, the results of bivariate nonlinear causality 
demonstrate that there exists a significant nonlinear causality from each of GDPtC , Coalt, and CPItW to GDPtM. There exists a strongly significant nonlinear causality from StocktC to GDPtM and there exists a weak significant nonlinear causality from FDItM 
to GDPtM. 
In sum, employing cointegration test and linear and nonlinear causality in bivariate and 
multivariate situations, we show that all the variables using in this paper, namely, GDPtC,  Coalt, CPItW, Ex. ratetM, FDItM, StocktC, and Ex. ratetC, play significant roles 
in influencing Mongolia’s GDP with some variables, for example, GDPtC and Coalt, 
that not only exist both linear and nonlinear components from past of both GDPtC and Coalt that can be used to predict GDPtM, but also have the present levels of both GDPtC 
and Coalt that can influence GDPtM with immediately effect. On the other hand, the 
present level of some variables, for example, Ex. ratetM, but not any of the linear and 
nonlinear components of the past levels can influence GDPtM  and only some of the 
nonlinear components of the past levels of CPItW can influence GDPtM. Our empirical 
results to assess the impact of some variables on Mongolia economy is of utmost 
importance for academics, practitioners, and policymakers and are very useful for 
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policymakers in making decisions regarding the developmental path of Mongolia’s 
economy, in assessing the impact of the “Belt and Road” initiative launched by China to 
create the world’s largest platform for economic cooperation, and evaluating the impact of 
the trade war between China and the USA to Mongolia. 
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