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Abstract
In this work, we use semigroup integral to evaluate zeta–function
1
regularized determinants. This is especially powerful for non–positive
operators such as the Dirac operator. In order to understand fully the
quantum effective action one should know not only the potential term
but also the leading kinetic term. In this purpose we use the Weyl
type of symbol calculus to evaluate the determinant as a derivative
expansion. The technique is applied both to a spin–0 bosonic operator
and to the Dirac operator coupled to a scalar field.
1 Introduction
Calculation of functional determinants is very important in quantum field
theories. From the one loop effective action to instanton calculations the
main tool is the evaluation of such an infinite dimensional determinant [1, 2].
In this work, we present a derivative expansion for such regularized determi-
nants which is especially suitable for non–positive definite operators, such as
the Dirac operator. The literature on regularized determinants is vast, we
will not be able to do justice to all who has contributed to this area. The
main tool is the introduction of a zeta–function for the operator [3, 4, 5, 6].
In quantum field theory the calculation of the zeta function through the use
of heat kernel, (or its similar version proper time regularization) is favored
[1, 7, 8, 9, 10], the advantage is that there is a systematic short time expan-
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sion of the heat kernel, the coefficients of which are all related to geometric
invariants and especially suitable for theories which involve gauge fields, the
disadvantage of this approach is that the operator under consideration should
be positive definite, or its determinant should be related to the determinant
of its square without any correction terms (i. e. without a multiplicative
anomaly). In general, the regularized determinants do not meet this last
criterion, there is for example by now the well known Kontsevich–Vishik
multiplicative correction [11, 12, 13]. An alternative path is to evaluate
the zeta function through the semigroup integral, which is used to define
complex powers of elliptic operators [3, 14, 15]. In general for higher dimen-
sional determinants there is no analog of the Gelfand-Yaglom formula [16]
(see however the recent attempts [17, 18, 19]). For such determinants one
should resort to an approximation method. It is physically reasonable to
assume that the contributions coming from the derivatives of the fields are
becoming smaller as the order of the derivative increases. Thus it is natural
to look for a kind of derivative expansion. The proper mathematical tool
for this is the symbol calculus for pseudo–differential operators [20, 21]. In
this work we will apply this expansion to the zeta function via the semigroup
integral representation. In the case of Laplace operators defined over a ball
or over a generalized cone, one may actually evaluate the semigroup integral
and find an exact result for the determinant [22, 23]. There are also other
3
cases such as torus TN , sphere SN and hyperbolic space HN in which it is
possible to find exact solutions of the heat kernel equation and to give the
zeta function for the Laplace–Beltrami operator in closed form [9]. Other
exact solutions on homogeneous spaces can be found in [8] as well. It is also
possible to give a complete description of the zeta determinants for Dirac
and Laplace–type operators over finite cylinders using countour integration
method equipped with different boundary conditions [24]. An important ex-
ample of the evaluation of chiral Jacobians via the zeta function method and
the symbol calculus is given in [25]. There are other ways of applying the
symbol calculus essentially exploiting Wigner type transformations [26] or
utilizing a suitable representation of the logarithm as integral of a resolvent
[27], however they are harder to generalize to manifolds.
In Section 2 we, first, summarize the well–known zeta–function prescrip-
tion for the evaluation of determinants of an operator, the pseudo–differential
operator techniques, and symbol calculus. Afterwards the definition of com-
plex powers of elliptic operators via the so called semigroup integral represen-
tation is defined. At the end we conclude that section with how a regularized
determinant of an elliptic operator can be evaluated by means of introducing
a semiclassical expansion for the symbol of complex powers of the operator
under consideration.
In Section 3 the application of this method throughout for a spin–0
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bosonic operator in 4d–spacetime is explicitly shown. In Section 4 we elab-
orate on how a zeta–function regularized determinant for a Dirac operator
with a scalar field can be calculated. The ways of dealing with some of
the techinical difficlties encountered during the calculations are explained in
detail.
In Section 5 the result of Section 4 is applied to the large–N Yukawa
theory and some comments about the form of the terms involving nonlocal
functional of the scalar field in the N = ∞ quantum effective action of the
theory are made.
2 Zeta function regularization and symbol cal-
culus
The zeta function of an operator A is defined by the sum over its eigenvalues
ζ(s|A) = ∑
n
1
λsn
. (1)
This sum converges only for sufficiently large values of ℜ(s) > 0. We intro-
duce a local zeta function by
ζ(s|A)(x) =
〈
x|A−s|x
〉
, (2)
which is a regular analytic function on the complex s–plane, otherwise it
is possible to define it by means of analytic continuation into the complex
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s–plane. It is known that it is a holomorphic function of s for ℜ(s) >
dim(M)/m, in which m is the order of the elliptic operator under consider-
ation, and it has a meromorphic extension to the whole complex plane with
merely simple poles, and ζ(s|A) and its derivative are regular at s = 0 [3].
We can calculate the derivative of ζ(s|A) at s = 0 as,
− ∂
∂s
ζ(s|A)
∣∣∣∣∣
s=0
=
∑
n
lnλne
−s lnλn
∣∣∣∣∣
s=0
=
∑
n
lnλn (3)
= ln
∏
n
λn = ln detA , (4)
which allows us to define the regularized determinant. It is assumed that the
operator has no eigenvalues near the point zero in order to avoid some infrared
divergences. However, it is posible to introduce a restricted determinant by
removing these zero modes if the number of zero modes is finite [17, 18, 28].
Pseudo–differential operators or Calderon–Zygmund operators [3, 14] can
be viewed as a generalization of differential operators;
A =
∑
|α|≤m
AαD
α (withDα =
n∏
i=1
(−i∂/∂xi)αi) and |α| =
n∑
i=1
αi) . (5)
The symbols are basically smooth matrix–valued functions on the phase space
Rn ⊕Rn and can be viewed as a generalization of the characteristic polyno-
mial. In order to set up a one to one correspondence between functions on
the phase space and operators acting on the Hilbert space L2(Rn), one could
use Weyl ordering [20, 21, 29].
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From the action of an operator A, its kernel can be easily read,
Au(x) =
∫
dyA(x, y)u(y) . (6)
The symbol, A˜(x, p), of an operator A can be defined by the Fourier transform
of its kernel with respect to the relative coordinate, such that it is given by
A˜(x, p) =
∫
dξdA
(
x+
ξ
2
, x− ξ
2
)
e−iξ·p (7)
A(x, y) =
∫ ddp
(2pi)d
A˜
(
x+ y
2
, p
)
eip·(x−y) . (8)
Since the symbols are the functions of the coordinates, x and p, the multi-
plication between the operators will induce a new multiplication rule between
their symbols, preserving the multiplication rule. When the multiplication
of operators on the Hilbert space is translated into the multiplication of the
symbols, we find a noncommutative multiplication which can be given in
closed form as
A˜ ◦ B˜ =
[
e
ih¯
2
(
∂
∂xµ
∂
∂p′µ
− ∂
∂pµ
∂
∂x′µ
)
A˜(x, p)B˜(x′, p′)
]
x=x′ ; p=p′
. (9)
Another way of computing this multiplication is to use so called the gener-
alized Poisson brackets with respect to the phase space coordinates x and p
[29]. After expanding the exponential, one ends up with a series consisting
of these brackets
A˜ ◦ B˜ =
∞∑
n=0
(
ih¯
2
)n
1
n!
{
A˜, B˜
}
(n)
, (10)
7
where the generalized Poisson brackets are given by
{
A˜, B˜
}
(n)
=
n∑
i=0
(−1)nA˜ν1···νiµ1···µn−iB˜µ1···µn−iν1···νi , (11)
in which A˜µi = ∂A˜
∂pµi
and A˜µi =
∂A˜
∂xµi
.
It is, therefore, possible to do a semiclassical expansion with the assistance
of this multiplication since after the leading order, which is actually the
pointwise multiplication of the operators, the next orders give the desired
corrections.
The trace of an operator basically transforms into a phase space integral
TrA =
∫
ddx
ddp
(2pi)d
A˜(x, p) . (12)
If the operator under consideration has discrete indices, then one should also
take another trace over these indices, as in the case of Dirac operators which
will be discussed in Section 4.
In general, in order to compute the regularized determinant of an oper-
ator, heat kernel method is used. But for this method to work the operator
under consideration should be positive–definite. If the operator is not posi-
tive definite then AA† or A†A is used. But in this case there can be an extra
term coming from the eta invariance or Seeley-De Witt integral coefficients
[12, 30]. There is also another way of evaluating such a determinants inde-
pendent of its positive definiteness. For the complex powers of operators,
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there is a very powerful prescription which is called the semigroup integral
representation [3, 14].
Since the semigroup integral representation depends on the resolvent of
the operator, our first task should be to find the symbol of the resolvent. In
order to do this, it is a good idea to use the product rule so that the resolvent
itself and the corrections to it can be calculated. The symbol of the inverse
complex power of an operator A is given by
σ[A−s] =
sin pis
pi
∫ ∞
0
dλ λ−sσ[
1
λ+ A
] . (13)
This definition is formal since it is thought that the symbol of the resolvent
fulfills the convergence requirements. As long as a meromorphic extension of
the symbol family σ(z, s) to whole complex plane with respect to complex
parameter s can be found by means of a suitable analytic continuation of
this symbol family in s, the contour integral makes sense. The next step is
to find the symbol of the resolvent as a semiclassical expansion [3, 29]. If the
resolvent symbol is defined as
R˜(λ) = σ
[
1
λ+ A
]
(14)
then the symbol should satisfy
R˜(λ) ◦ σ[λ+ A] = 1 (15)
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where the resolvent symbol can be expanded in a power series in h¯,
R˜(λ) =
∞∑
n=0
h¯nR˜(n)(λ) . (16)
This expansion is actually a derivative expansion. Equation (15) can be
rewritten in terms of the generalized Poisson brackets
R˜(λ) ◦
(
λ+ A˜
)
=
∞∑
n=0
(
ih¯
2
)n
1
n!
{
R˜(λ), λ+ A˜
}
(n)
= R˜(λ)
(
λ+ A˜
)
+
(
ih¯
2
){
R˜(λ), λ+ A˜
}
(1)
+
(
ih¯
2
)2
1
2!
{
R˜(λ), λ+ A˜
}
(2)
+
(
ih¯
2
)3
1
3!
{
R˜(λ), λ+ A˜
}
(3)
+ · · · , (17)
where A˜ is just the symbol of the operator A. The equation (15) results in a
set of recursion relations after collecting the terms with the same order in h¯
and we get
h¯0 : R˜(0) =
1(
λ+ A˜
) (18)
h¯1 : R˜(1) = − i
2
{
R˜(0)(λ), λ+ A˜
}
(1)
1(
λ+ A˜
) (19)
h¯2 : R˜(2) = − i
2
{
R˜(1)(λ), λ+ A˜
}
(1)
1(
λ+ A˜
) + 1
8
{
R˜(0)(λ), λ+ A˜
}
(2)
1(
λ+ A˜
)
(20)
... :
...
By means of this expansion, one becomes ready to evaluate the symbol of
any inverse complex power of the desired operator order by order in h¯ as
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follows
σ[A−s] =
sin pis
pi
∫ ∞
0
dλ λ−s
1
λ+ A˜
−ih¯
2
sin pis
pi
∫ ∞
0
dλ λ−s
{
R˜(0)(λ), λ+ A˜
}
(1)
1(
λ+ A˜
)
−ih¯
2
2
sin pis
pi
∫ ∞
0
dλ λ−s
{
R˜(1)(λ), λ+ A˜
}
(1)
1(
λ+ A˜
)
+
h¯2
8
sin pis
pi
∫ ∞
0
dλ λ−s
{
R˜(0)(λ), λ+ A˜
}
(2)
1(
λ+ A˜
)
+ · · · . (21)
The next step is to take the phase space integral in order to find the zeta
function of the operator,
ζ(s|A) =
∫
ddx
ddp
(2pi)d
σ[A−s] . (22)
As mentioned at the beginning of this section, the regularized determinant
of the operator is just minus the derivative of the zeta function with respect
to the complex parameter s at s = 0, therefore one finds,
ln det(A) = − ∂
∂s
∣∣∣∣∣
s=0
∫
ddx
ddp
(2pi)d
σ[A−s] . (23)
3 The determinant of a bosonic operator
For the bosonic case with zero spin, the operator which we would like to
evaluate its zeta function is A = −∂2 + V (x) where the term V (x) may
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actually be a functional of the field φ(x). For example in the massless φ4–
theory, the potential term is merely λφ2(x)/2. The first Poisson bracket
is
{
R˜(0)(λ), λ+ A˜
}
(1)
=
∂
∂xµ
1(
λ+ A˜
) ∂
∂pµ
(
λ+ A˜
)
− ∂
∂pµ
1(
λ+ A˜
) ∂
∂xµ
(
λ+ A˜
)
= 0 (24)
The first correction to the resolvent is, thus, zero
R˜(1)(λ) = 0 . (25)
The second generalized Poisson bracket is given by
{
R˜(0)(λ), λ+ A˜
}
(2)
=
∂2
∂xµ∂xν
1(
λ+ A˜
) ∂2
∂pµ∂pν
(
λ + A˜
)
− ∂
2
∂xµ∂pν
1(
λ+ A˜
) ∂2
∂xν∂pµ
(
λ+ A˜
)
+
∂2
∂pµ∂pν
1(
λ+ A˜
) ∂2
∂xµ∂xν
(
λ+ A˜
)
=
4(
λ+ A˜
)3 ∂V˜∂xµ
∂V˜
∂xµ
+
8pµpν(
λ+ A˜
)3 ∂
2V˜ V˜
∂xµ∂xν
− 4(
λ+ A˜
)2 ∂
2V˜
∂xµ∂xµ
.
(26)
The first nonzero contribution is
R˜(2)(λ) = − 4(
λ+ A˜
)3 ∂
2V˜
∂xµ∂xµ
+
4(
λ+ A˜
)4 ∂V˜∂xµ
∂V˜
∂xµ
+
8pµpν(
λ+ A˜
)4 ∂
2V˜
∂xµ∂xν
. (27)
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Therefore, the semiclassical expansion for the resolvent symbol can be given
by
R˜(λ) =
1(
λ+ A˜
)− 1
2
(
λ+ A˜
)3 ∂
2V˜
∂xµ∂xµ
+
1
2
(
λ+ A˜
)4 ∂V˜∂xµ
∂V˜
∂xµ
+
pµpν(
λ+ A˜
)4 ∂
2V˜
∂xµ∂xν
+· · · ,
(28)
in which h¯ is set to 1. The next step is to evaluate the semigroup integrals
of this resolvent symbol in order to find the symbol of any complex power of
the operator as an expansion,
σ[A−s] =
sin pis
pi
∫ ∞
0
dλ λ−s

 1(
λ+ A˜
) − 1
2
(
λ+ A˜
)3 ∂
2V˜
∂xµ∂xµ
+
1
2
(
λ+ A˜
)4 ∂V˜∂xµ
∂V˜
∂xµ
+
pµpν(
λ+ A˜
)4 ∂
2V˜
∂xµ∂xν

+ · · · . (29)
All the desired integrals are standard residue integrals and after evaluating
these integrals, one ends up with
σ[A−s] =
1
A˜s
−s(s + 1)
4A˜s+2
∂2V˜
∂xµ∂xµ
+
s(s+ 1)(s+ 2)
6A˜s+3
[
pµpν
∂2V˜
∂xµ∂xν
+
1
2
∂V˜
∂xµ
∂V˜
∂xµ
]
+· · · .
(30)
Since we found the symbol of the inverse complex power of the operator,
taking the trace of the symbol in phase space is left. We take the momentum
integral first,
∫ d4p
(2pi)4
σ
[
A−s
]
=
∫ d4p
(2pi)4
1(
p2 + V˜
)s − s(s+ 1)
4
∂2V˜
∂xµ∂xµ
∫ d4p
(2pi)4
1(
p2 + V˜
)s+2
+
s(s+ 1)(s+ 2)
6
∂2V˜
∂xµ∂xν
∫
d4p
(2pi)4
pµpν(
p2 + V˜
)s+3
13
+
s(s+ 1)(s+ 2)
6
1
2
∂V˜
∂xµ
∂V˜
∂xµ
∫
d4p
(2pi)4
1(
p2 + V˜
)s+3 + · · ·
=
1
16pi2
[
V˜ 2−s
(s− 1)(s− 2) −
V˜ −s
6
∂2V˜
∂xµ∂xµ
+
sV˜ −s−1
12
∂V˜
∂xµ
∂V˜
∂xµ
]
+ · · · .
(31)
Thus the zeta function of the operator A in ordinary spacetime is just the
x–integral of the equation above,
ζ(s|A) = 1
16pi2
∫
d4x
[
V 2−s
(s− 1)(s− 2) −
V −s
6
∂2V
∂xµ∂xµ
+
sV −s−1
12
∂V
∂xµ
∂V
∂xµ
]
+· · · .
(32)
The determinant of the operator is given by
ln det
[
−∂2 + V
]
= −ζ ′
(
0| − ∂2 + V
)
, (33)
and the derivative of the zeta function with respect to s is
∂
∂s
ζ(s) =
1
16pi2
∫
d4x
[
− V
2−s
(s− 1)2(s− 2) −
V 2−s
(s− 1)(s− 2)2 −
V 2−s lnV
(s− 1)(s− 2)
+
V −s lnV
6
∂2V
∂xµ∂xµ
+
V −s−1
12
∂V
∂xµ
∂V
∂xµ
− sV
−s−1 lnV
12
∂V
∂xµ
∂V
∂xµ
]
+ · · · .
(34)
The zeta–regularized determinant of the operator −∂2 + V is, thus,
ln det
[
−∂2 + V
]
=
1
32pi2
∫
d4x
[
V 2 ln
(
e−3/2
V
µ[V ]
)
+
1
6V
∂V
∂xµ
∂V
∂xµ
]
+ · · · ,
(35)
where the scale µ is introduced for dimensional bookkeeping of the logarithm
and [V ] is the mass dimension of the potential. This result agrees with the
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ones in the literature [7, 31, 32]. Replacing V (x) with λφ2(x)/2, which is
the potential for the massless φ4–theory as it is said at the beginning of this
section, the potential part of equation (35) yields
1
32pi2
∫
d4x
λ2φ4
4
ln
(
e−3/2
λφ2
2µ2
)
. (36)
This is in agreement with the well known unrenormalized results which can
be found in [1, 33].
4 The determinant of the Dirac operator
In this section we will consider a Dirac operator which is massless and con-
tains a scalar field, D = γ · ∂ + φ, where · stands for the 4d–Euclidean
inner product and the gamma matrices are chosen to be hermitian. As we
have done for the scalar determinant, our first task is to evaluate the resol-
vent symbol. For the Dirac operator under consideration, the symbol of the
operator is
A˜ = iγ · p+ φ˜ . (37)
After using the same expansion in equation (17) with the symbol (37), equa-
tion (18) and equation (19) give, respectively, the zeroth and the first order
resolvent symbols as
R˜(0)(λ) =
1(
λ+ A˜
) (38)
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R˜(1)(λ) = − i
2
∂φ˜
∂xµ

− 1(
λ+ A˜
)2 iγµ + 1(
λ+ A˜
)iγµ 1(
λ+ A˜
)

 1(
λ+ A˜
) .
(39)
However, when the Dirac operator is considered, there is another trace which
is over the spinor indices and if one takes it into account, it can be easily
seen that the term in h¯ is zero due to the cyclicity of the trace,
TrR˜(1)(λ) = 0 , (40)
As in the scalar case, there is not any term which contains just one derivative
of the field for the Dirac operator. The next term, which is an h¯2–order term,
contains second derivative of the scalar field and is just given by the second
generalized Poisson bracket due to the fact that R˜(1)(λ) is zero,
R˜(2)(λ) =
1
8
{
R˜(0)(λ), λ+ A˜
}
(2)
1(
λ+ A˜
)
=
1
8

 ∂2
∂pµ∂pν
1(
λ+ A˜
) ∂2
∂xµ∂xν
(
λ+ A˜
) 1(
λ+ A˜
) . (41)
This is the only nonvanishing term in the Poisson bracket and it is equal to
1
8
∂µν φ˜

 1(
λ+ A˜
)iγµ 1(
λ+ A˜
) iγν 1(
λ+ A˜
)
+
1(
λ+ A˜
)iγν 1(
λ+ A˜
) iγµ 1(
λ+ A˜
)

 1(
λ+ A˜
) . (42)
For the whole expression is multiplied by the second derivative of the field φ˜,
symmetric in µ and ν, this term simplifies more and after using the cyclicity
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of the trace, the first nonzero contribution coming from the semiclassical
expansion is given by
R˜(2)(λ) = −1
4
1(
λ+ A˜
)3γµ 1(
λ+ A˜
)γν∂µν φ˜ . (43)
Therefore, the resolvent symbol up to h¯2–order is given by
R˜(λ) =
1(
λ+ A˜
) − 1
4
∂µν φ˜
1(
λ+ A˜
)3γµ 1(
λ+ A˜
)γν + · · · . (44)
What should be done afterwards is to take the residue integrals in order
to find the symbol of the inverse complex power of our operator,
σ[A−s] =
sin pis
pi
∫ ∞
0
dλ λ−s

 1(
λ+ A˜
) − 1
4
∂µν φ˜
1(
λ+ A˜
)3γµ 1(
λ+ A˜
)γν

+ · · ·
=
1
A˜s
− sin pis
pi
∫ ∞
0
dλ λ−s
1
4
∂µν φ˜
1(
λ+ A˜
)3γµ 1(
λ+ A˜
)γν + · · · . (45)
So as to succeed in taking the second integral, we should reorganize the order
of the gamma matrices and the fractions such that the gamma matrices and
the fractions should be separated. This can be achieved by means of passing
one of the gamma matrices over the fraction between them. By expading the
fraction as,
1
λ+ φ˜+ iγ · p =
1
λ+ φ˜
∞∑
n=0
(−1)nΓ(1 + n)
n!Γ(1)
(
iγ · p
λ+ φ˜
)n
, (46)
and using an analytical continuation argument, one can easily show that
γµ
1
λ+ A˜
γν =
1
λ+ A˜∗
γµγν +
1
λ+ A˜
pµ
p2
p · γγν − 1
λ+ A˜∗
pµ
p2
p · γγν , (47)
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in which A˜∗ = φ˜− iγ · p. After plugging equation (47) into equation (45), we
get
σ[A−s] =
1
A˜s
− sin pis
pi
∫ ∞
0
dλ λ−s
1
4
1(
λ + A˜
)3 1(
λ+ A˜∗
)γµγν∂µν φ˜
−sin pis
pi
∫ ∞
0
dλ λ−s
1
4
1(
λ+ A˜
)4 p
µ
p2
p · γγν∂µν φ˜
+
sin pis
pi
∫ ∞
0
dλ λ−s
1
4
1(
λ+ A˜
)3 1(
λ+ A˜∗
) pµ
p2
p · γγν∂µν φ˜ . (48)
We start with the first term: the trace, both over continuous indices, x and
p, and over spinor indices, is going to be taken. In order to do this, it is a
good idea to take the momentum integral in d–spacetime first and then take
the limit as d→ 4.
tr
∫
ddp
(2pi)d
1(
φ˜+ ip · γ
)s = tr
∫
ddp
(2pi)d
φ−s
∞∑
n=0
(−1)nΓ(s+ n)
n!Γ(s)
(
ip · γ
φ˜
)n
=
2φ˜−s
(2pi)d/2Γ(d/2)
∫ ∞
0
dppd−12F1
(
s
2
,
s+ 1
2
;
1
2
;−p
2
φ˜2
)
=
2d/2pi1/2−d/2φ˜−s
(
φ˜2
)d/2
Γ(s− d)
Γ(1/2− d/2)Γ(s) ,
∣∣∣arg(1/φ˜2)∣∣∣ < pi ,
0 < ℜ(d/2) < ℜ(s/2) < ℜ(s/2 + 1/2) , (49)
where the little trace stands for the one over the spinor indices and the fact
that only even number of gamma matrices is nonvanishing is used. The result
of integral in the third line is given in [34]. As d → 4, the expression above
becomes
tr
∫
dp4
(2pi)4
1(
φ˜+ ip · γ
)s = 3φ˜4−sΓ(s− 4)
pi2Γ(s)
. (50)
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If one evaluates minus the derivative of this momentum integral with respect
to s at s = 0, then the zeroth order term will be obtained and this is equal
to
1
16pi2
∫
d4xφ4 ln
(
φ2
µ2
e−25/6
)
, (51)
where the scale µ is again introduced for dimensional bookkeeping of the
logarithm. This agrees with the result given in [26].
The third term in equation (48) can also easily be calculated in the same
manner and one can get
− 1
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλ λ−s
1(
λ+ A˜
)4 p
µ
p2
p · γγν∂µν φ˜ = − 1
32pi2
φ˜1−s
s− 1∂
2φ˜ .
(52)
However, one should be cautious for the second and the fourth terms due
to the fact that these terms contain the product of two operators noncom-
muting with each other. Therefore a method must be suggested to take the
residue integrals properly.
The first one is to use the Feynman parametrization so as to convert this
multiplication of inverse powers into a single inverse power,
1(
λ+ A˜
)3 1(
λ+ A˜∗
) = FP ∫ 1
0
dt
3t2[
t(λ+ A˜) + (1− t)(λ+ A˜∗)
]4
= FP
∫ 1
0
dt
3t2[
λ+ φ˜+ (2t− 1)ip · γ
]4 , (53)
in which the above integral is given as a Hadamard finite part integral since
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an extraneous singularity is introduced while this parametrization is being
utilized. Thus the second term in equation (48) is
− 1
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλ λ−s
1
(λ+ A˜)3(λ+ A˜∗)
γµγν∂µν φ˜
= −3
4
∂2φ˜FP
∫ 1
0
dtt2 tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλ λ−s
1
(λ+ φ˜+ (2t− 1)ip · γ)4 ,(54)
where there is just one inverse power in the residue integral. After the residue
integral, the expression above becomes
− 1
8
∂2φ˜FP
∫ 1
0
dtt2
Γ(s+ 3)
Γ(s)
tr
∫
d4p
(2pi)4
1(
φ˜+ (2t− 1)ip · γ
)s+3 , (55)
which is equal to
− 3
8pi2
∂2φ˜
φ˜
s− 1FP
∫ 1
0
dt
t2
(2t− 1)4 . (56)
Since the Hadamard finite part of the integral is −1/3, the second term in
the expansion is
− 1
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλ λ−s
1
(λ+ A˜)3(λ+ A˜∗)
γµγν∂µν φ˜ =
1
8pi2
φ˜1−s
s− 1∂
2φ˜ .
(57)
If the same calculations are done step by step for the fourth term in equation
(48), one gets
1
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλ λ−s
1(
λ+ A˜
)3 1(
λ+ A˜∗
) pµ
p2
p·γγν∂µν φ˜ = − 1
32pi2
φ˜1−s
s− 1∂
2φ˜ .
(58)
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The zeta function of the operator up to h¯2–order is, then,
ζ (s|γ · ∂ + φ) = 1
pi2
∫
d4x
[
3φ˜4−s
(s− 1)(s− 2)(s− 3)(s− 4) +
1
16
φ˜1−s
s− 1∂
2φ˜
]
+· · · .
(59)
The determinant of the Dirac operator with a scalar field φ up to h¯2–
order can, therefore, be given by
ln det(γ ·∂+φ) = 1
16pi2
∫
d4x
[
φ4 ln
(
φ2
µ2
e−25/6
)
+ ln
(
φ2
µ2
)
1
2
∂µφ∂
µφ
]
+ · · · .
(60)
The alternative way of attacking the second and the fourth terms in
equation (48) is to introduce an operator identity in order to get rid off the
multiplication of the resolvents in the residue integrals such that all residue
integrals contain just operators commuting with each other with arbitrary
powers of them. It turns out that the same result which has been found with
the assistance of the Feynman parametrization will be obtained as it should
be. This is possible with the following operator identity
1
(λ+ A˜)3
1
(λ+ A˜∗)
=
1
8
1
(λ+ φ˜)3
1
(λ+ A˜)
+
1
8
1
(λ+ φ˜)3
1
(λ+ A˜∗)
+
1
4
1
(λ+ φ˜)2
1
(λ+ A˜)2
+
1
2
1
(λ+ φ˜)
1
(λ+ A˜)3
. (61)
However, if one pays more attention to the expression above, it is easy to
notice that all the terms have a factor which can be located on the cut. On
account of that, a complex parameter is supposed to be introduced to the
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symbol of the scalar field φ˜, so it becomes φ˜ + iε, where ε is positive but
small and will eventually be made to approach zero, that is,
C˜ = φ˜+ ip · γ + iε , C˜ ′ = φ˜− ip · γ + iε , B˜ = φ˜+ iε
A˜ = lim
ε→0+
C˜ , A˜∗ = lim
ε→0+
C˜ ′ , φ˜ = lim
ε→0+
B˜ . (62)
By means of these new operators with the operator identity already given,
the following integral can be given as,
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
= lim
ε→0+
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ C˜)3
1
(λ+ C˜ ′)
= lim
ε→0+
sin pis
pi
∫ ∞
0
dλλ−s
1
8
1
(λ+ B˜)3
1
(λ+ C˜)
+ lim
ε→0+
sin pis
pi
∫ ∞
0
dλλ−s
1
8
1
(λ+ B˜)3
1
(λ+ C˜ ′)
+ lim
ε→0+
sin pis
pi
∫ ∞
0
dλλ−s
1
4
1
(λ+ B˜)2
1
(λ+ C˜)2
+ lim
ε→0+
sin pis
pi
∫ ∞
0
dλλ−s
1
2
1
(λ+ B˜)
1
(λ+ C˜)3
.(63)
After taking these residue integrals with the ε small limit afterwards, the
above integral is given by
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
= −1
8
[
1
(ip · γ)3 A˜
−s − 1
(ip · γ)3 A˜
∗
−s
]
− s
4(ip · γ)2 A˜
−s−1 − s(s+ 1)
4(ip · γ) A˜
−s−2 . (64)
The second term is, then,
− ∂µν φ˜
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
γµγν =
+
∂2φ
32
tr
∫ d4p
(2pi)4
ip · γ
p4
(
A˜−s − A˜∗−s
)
− s∂
2φ
16
tr
∫ d4p
(2pi)4
1
p2
A˜−s−1
−s(s + 1)∂
2φ
16
tr
∫
d4p
(2pi)4
ip · γ
p2
A˜−s−2 . (65)
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To be explicit, the first integral can be calculated in d–dimensions and then
one lets d→ 4. This is done as follows,
tr
∫
ddp
(2pi)d
ip · γ
p4
[
1
(φ˜+ ip · γ)s −
1
(φ˜− ip · γ)s
]
=
4s
Γ(d/2)
φ˜−s−1
(2pi)d/2
∫ ∞
0
dp pd−32F1
(
s+ 1
2
,
s+ 2
2
;
3
2
;−p
2
φ˜2
)
=
2s
Γ(d/2)
φ˜−s−1
(2pi)d/2
Γ(3/2)Γ(d/2− 1)
Γ(5/2− d/2)
Γ(s+ 3− d)
Γ(s+ 1)
2d−2
(
φ˜2
)d/2−1
, (66)
if 0 < ℜ(d/2− 1) < ℜ(s/2 + 1/2),ℜ(s/2 + 1) and
∣∣∣arg(1/φ˜2)∣∣∣ < pi. The first
term in equation (65) becomes the following after letting d→ 4 in the above
d dimensional expression,
∂2φ
32
tr
∫ d4p
(2pi)4
ip · γ
p4
(
A˜−s − A˜∗−s
)
=
∂2φ˜
32pi2
φ1−s
(s− 1) . (67)
The other terms in equation (65) can be calculated in the same manner and
one gets
− s∂
2φ
16
tr
∫
d4p
(2pi)4
1
p2
A˜−s−1 =
∂2φ˜
32pi2
φ1−s
(s− 1) (68)
−s(s + 1)∂
2φ
16
tr
∫ d4p
(2pi)4
ip · γ
p2
A˜−s−2 =
∂2φ˜
16pi2
φ1−s
(s− 1) . (69)
The second term in the expansion is, then,
− ∂µν φ˜
4
tr
∫ d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
γµγν =
∂2φ˜
8pi2
φ1−s
(s− 1) ,
(70)
which is the same result already found with the assistance of the Feynman
parametrization.
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The next thing should be done is to do the same tedious calculations for
the fourth term in the expansion (48). Using the operator identity in the
semigroup integral representation, this term can be given by
∂µν φ˜
4
tr
∫ d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
pµ
p2
p · γγν
=
∂µν φ˜
32
tr
∫ d4p
(2pi)4
pµ
p6
ip · γ
(
A˜∗
−s − A˜−s
)
p · γγν
+
s∂µν φ˜
16
tr
∫
d4p
(2pi)4
pµ
p4
A˜−s−1p · γγν + s(s+ 1)∂µν φ˜
16
tr
∫
d4p
(2pi)4
pµ
p4
ip · γA˜−s−2p · γγν .(71)
We will just give the results for the momentum integrals since the calculations
are the same as the ones which have been done for the second term in the
expansion (48),
∂µν φ˜
32
tr
∫
d4p
(2pi)4
pµ
p6
ip · γ
(
A˜∗
−s − A˜−s
)
p · γγν = − ∂
2φ˜
128pi2
φ˜1−s
s− 1 , (72)
s∂µν φ˜
16
tr
∫
d4p
(2pi)4
pµ
p4
A˜−s−1p · γγν = − ∂
2φ˜
128pi2
φ˜1−s
s− 1 , (73)
s(s+ 1)∂µν φ˜
16
tr
∫ d4p
(2pi)4
pµ
p4
ip · γA˜−s−2p · γγν = − ∂
2φ˜
64pi2
φ˜1−s
s− 1 . (74)
The fourth term is, therefore,
∂µν φ˜
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
pµ
p2
p · γγν = − ∂
2φ˜
32pi2
φ˜1−s
s− 1 .
(75)
If these terms are collected together, the h¯2–order correction in the semiclas-
sical expansion is found to be equal to,
− ∂µν φ˜
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
γµγν
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−∂µν φ˜
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)4
pµ
p2
p · γγν
+
∂µν φ˜
4
tr
∫
d4p
(2pi)4
sin pis
pi
∫ ∞
0
dλλ−s
1
(λ+ A˜)3
1
(λ+ A˜∗)
pµ
p2
p · γγν = ∂
2φ˜
16pi2
φ˜1−s
s− 1 ,
(76)
which is exactly the same result that we have found by means of the Feynman
parametrization.
Thus the semiclassical expansion of the zeta function and the determinant
of the Dirac operator with a scalar field φ can, respectively, be given by
ζ (s|γ · ∂ + φ) = 1
pi2
∫
d4x
[
3φ˜4−s
Γ(s− 4)
Γ(s)
+
1
16
φ˜1−s
Γ(s− 1)
Γ(s)
∂2φ˜
]
+ · · · ,
(77)
ln det(γ · ∂ + φ) = 1
16pi2
∫
d4x
[
φ4 ln
(
φ2
µ2
e−25/6
)
+ ln
(
φ2
µ2
)
1
2
∂µφ∂
µφ
]
+ · · · ,
(78)
which agrees with the result given in [35] up to a numerical factor.
5 The large–N Yukawa theory
In this section a set of N +1 massless Dirac fermions that are both U(N +1)
symmetric and couples to a scalar field via the well known Yukawa coupling
is studied at large–N regime. The self coupling of the scalar field is left
unspecified. The Euclidean action of this theory, similiar to the ones in
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refrences [10, 36], is given by
S
[
Ψ¯,Ψ, φ
]
=
∫
d4x
{
−Ψ¯ (γ · ∂ + gφ)Ψ + 1
2
∂µφ∂
µφ+NV
[
φ2
N
]}
. (79)
For the large–N analysis, N fermion fields are integrated out and the fields
ψN+1, ψ¯N+1 and φ are rescaled as
√
NψN+1,
√
Nψ¯N+1 and φ/g, respectively,
with a redefined coupling constant g˜2 = g2N which is kept fixed as N →∞.
In this way, one gets
Seff
[
ψ¯, ψ, φ
]
= N
∫
d4x
{
−ψ¯ (γ · ∂ + φ)ψ + 1
2g˜2
∂µφ∂
µφ+ V
[
φ2
g˜2
]}
−N ln det(γ · ∂ + φ) . (80)
In the limit N → ∞, the contributions coming from the extremals of this
action dominates the functional integral. The functional to zeroth order in
1/N is just the N = ∞ quantum effective action without any corrections
coming from the next 1/N orders. If one plugs the semiclassical expansion
for the determinant of the same Dirac operator, which has been calculated
in the previous section, into equation (80), the N = ∞ quantum effective
action is, thus, given by
Γ0
[
ψ¯, ψ, φ
]
=
∫
d4x
{
−ψ¯ (γ · ∂ + φ)ψ +
[
1
g˜2
− 1
16pi2
ln
(
φ2
µ2
)]
1
2
∂µφ∂
µφ
+V
[
φ2
g˜2
]
− φ
4
16pi2
ln
(
φ2
µ2
e−25/6
)}
. (81)
If one pays more attention to this effective action, it is easy to notice that
there is a term involving gradients which is multiplied by a logarithm of the
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field. This combination, of course, arises from the fact that the scalar field
is assumed to be inhomogeneous or in other words nonconstant while the
determinant coming from integrating the N fermions out is being calculated.
Here it is appropriate to make a comparison between the φ4–theory and the
Yukawa theory as far as the perturbation theory in terms of ε–expansion is
concerned. What is known from the perturbation theory is that there is no
one–loop wave function renormalization for the φ4–theory whereas one has to
deal with that for the Yukawa theory even at one loop. The renormalization
constants for the fields as well as for the other parameters in the theory
should be defined in terms of the poles of ε and appropriate counterterms
should also be introduced in order to end up with a finite set of parameters
in the theory. Although one does not have to worry about wave function
renormalization to first order in φ4–theory, the kinetic term is multiplied by
a nontrivial functional of the field [31]. It is easy to obtain this factor by
replacing V (x) with m2 + λφ2(x)/2 in equation (35) and this yields
λ2
6(4pi)2
φ2
(2m2 + λφ2)
, (82)
which is actually the first nontrivial term of the Zeff(φ), which is the func-
tional multiplier of the kinetic term in the expansion of the effective action
in terms of the field itself. However, to second order in the loop expansion
there is a wave function renormalization in the φ4–theory and the terms in-
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volving gradients multiplied by logarithms of the field actually occur as in
the Yukawa theory. Therefore it can presumably be thought that the oc-
currence of that type of kinetic terms with logarithmic multipliers in the
effective action expansion is a manifestation of the divergences encountered
in parameter renormalization for the fields themselves. Thus the reason that
the kinetic term multiplied by a logarithm of the field is encountered in the
Yukawa theory even in the first order in the loop expansion as in equation
(81) arises from the fact that there is an inevitable wave function renormal-
ization in the Yukawa theory at one loop. As it is written, this theory looks
unstable for the different regimes for the scalar fields, however one has to find
the physical fields with the correct classical configuration and then define the
renormalized action afterwards.
6 Conclusion
In this paper, what is studied basically depends on developing an alternative
and powerful method to give a semiclassical expansion for infinite dimensional
determinants encountered frequently in quantum field theory applications. In
order to establish this, Weyl symbol calculus, semigroup integral representa-
tion of operators and zeta function regularization techniques are extensively
used. For Weyl type symbol calculus there is a one to one correspondence
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between the operators acting on the Hilbert space, whose determinants are
needed for the quantum effective action calculations in terms of loops. Al-
though the main idea of this method, which is finding an expansion for the
arbitrary complex powers of elliptic differential operators in pseudo differ-
ential operator language, goes back to Seeley’s excellent paper [3], a slight
modification is needed so as to obtain the logarithmic terms which are highly
important for the quantum field theoretical calculations through the expan-
sion for the zeta function regularized determinants. In order to calculate the
semiclassical expansion for determinants, allowing us to obtain logarithmic
terms for the operators under consideration, not only the momentum part
which is formerly introduced as the principal symbol in these kind of calcu-
lations, but also the so called potential part of the symbol of the operator
should be kept, that is, both the momentum and the potential term should be
recognized as the principal symbol of the pseudo differential operator. Power
of this method also comes from the fact that arbitrary differential operators
which contain different types of matrix operators can easily be treated in
this framework, since the operators in the Hilbert space transform into ma-
trix valued symbols in such cases and the same recursive expansions arising
from the product rule between the phase space functions are still valid as
long as the matrix degrees of freedoms of the symbols are properly taken
into account.
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In our opinion not only this method for calculating the regularized de-
terminants for elliptic operators is more natural but also more systematic
regarding the corrections involving higher order derivatives. The application
of the renormalization group equations to the large–N Yukawa theory within
this formalism is left to the future works.
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