We considered the Bayesian analysis of a shape parameter of the Weibull-Exponential distribution in this paper. We assumed a class of non-informative priors in deriving the corresponding posterior distributions. In particular, the Bayes estimators and associated risks were calculated under three different loss functions. The performance of the Bayes estimators was evaluated and compared to the method of maximum likelihood under a comprehensive simulation study. It was discovered that for the said parameters to be estimated, the quadratic loss function under both uniform and Jeffrey's priors should be used for decreasing parameter values while the use of precautionary loss function can be preferred for increasing parameter values irrespective of the variations in sample size.
INTRODUCTION
The Exponential distribution is regarded as being memoryless and has a constant failure rate; this latter property makes the distribution unsuitable for real-life problems and hence there is need to generalize the Exponential distribution in order to increase its flexibility and capability to model some other real-life problems, [1] . Some of the recent generalizations of the exponential distribution include the transmuted exponential distribution [2] , transmuted inverse exponential distribution [3] and the Weibull-Exponential distribution (WED) [4] .
According to [4] , if X is a Weibull-exponential random variable, then the probability density function (pdf) and the cumulative distribution function (cdf) of X are respectively given by;     
where;  and  are shape parameters while  is scale parameter from the exponential distribution.
The classical and non-classical or Bayesian methods of estimation have gained wider applications in statistical theory and analysis. In classical scenario, the parameters are considered to be fixed while in the Bayesian concept, the parameters are viewed as unknown random variables. It is true that in many real-life phenomena which are represented by lifetime models, the parameters cannot be treated as constant throughout the life testing period [5] [6] [7] hence the need for Bayesian estimation for lifetime models.
[8] has considered Bayesian estimation for the extreme value distribution using progressive censored data and asymmetric loss, [9] estimated the shape parameter of the Generalized Pareto Distribution (GPD) using quasi, inverted gamma and uniform prior distributions under the LINEX, precautionary and entropy loss functions, [10] estimated the shape parameter of Generalized Exponential distribution using extended Jeffrey's prior under the quadratic loss function, squared error loss function and general entropy loss function, [11] also estimated the parameters of Rayleigh distribution using Bayesian approach, [12] estimated the scale parameter of Laplace model using different asymmetric loss functions comprising precautionary, weighted squared, modified (quadratic) squared loss functions and [13] considered Bayesian Survival Estimator for Weibull distribution with censored data. In addition, [14] has also considered the Bayesian estimation of Weibull distribution under three loss functions.
One of the important things that cannot be ignored in Bayesian approach is choosing the appropriate prior(s) for the parameters, so also is the choice of loss function. [15] [16] [17] [18] [19] [20] [21] and many others have however shown a number of symmetric and asymmetric loss functions to be functional in several applications.
The objective of this study is to introduce a statistical comparison between the Bayesian and Maximum Likelihood estimation (MLE) procedures for estimating a shape parameter of the Weibull-Exponential distribution. The resulting estimators are obtained by using squared error, Quadratic and precautionary loss functions.
The layout of the paper is as follows; in Section 2, Maximum likelihood estimate of the shape parameter are obtained, in Section 3, the posterior distributions are obtained under the two different prior distributions while the Bayes estimates and corresponding risks are obtained in section 4. Finally, comparison between MLE and Bayes estimates under the two priors and loss functions are made using simulation study in Section 5. Some concluding remarks are given in Section 6.
MAXIMUM LIKELIHOOD ESTIMATION
This section presents the estimation of a shape parameter of the Weibull-Exponential distribution using the method of maximum likelihood estimation. Let 
The likelihood function for the shape parameter  is given by;
Differentiating partially with respect to  , equating to zero and solving for  gives;
Hence, equation (6) is the estimator for a shape parameter of the Weibull-Exponential distribution obtained by the method of Maximum Likelihood estimation.
POSTERIOR DISTRIBUTIONS
To obtain the posterior distribution of a parameter once the data has been observed, we apply Bayes' Theorem which is given as:
where
are the prior distribution and the Likelihood function respectively.
Here, Posterior distributions are derived by using uniform and Jeffrey's prior.
Posterior Distributions under the Assumption of Uniform Prior
The uniform prior as a non-informative prior relating to parameter  is defined as:
The posterior distribution of parameter  for a given data under uniform prior is obtained from equation (7) using integration by substitution method as:
Also, the Jeffrey's prior as a non-informative prior relating to parameter  of the WED distribution is defined as:
The posterior distribution of parameter  for a given data under Jeffrey prior is obtained from equation (7) using integration by substitution method as:
BAYES ESTIMATORS AND THEIR RESPECTIVE CORRESPONDING RISKS
Here, we estimate a shape parameter of the WED using three loss functions under the posterior distributions obtained from both the uniform and Jeffrey's priors.
The Bayes estimators and their corresponding Bayes posterior risks using uniform prior are as follows:
Using Squared Error Loss Function (SELF) under Uniform Prior
The squared error loss function relating to the parameter  is defined as:
where SELF  is the estimator of the parameter  under SELF
The derivation of Bayes estimator using SELF under uniform prior is given below: (11), we have:
Now, using integration by substitution method in equation (14) and simplification, we obtained the Bayes estimator using SELF under the uniform prior as:
Using the Squared error loss function (SELF), the following risk   SELF p  is defined as:
And it is obtained as
Using Quadratic Loss Function (QLF) under Uniform Prior
The Quadratic loss function (QLF) is defined as
where QLF  is the estimator of the parameter  under QLF
The derivation of Bayes estimator using QLF under uniform prior is as follows:
Substituting for  
Using integration by substitution method in Equation (20) and simplifying, we obtained the Bayes estimator using QLF under the uniform prior as:
Using the Quadratic loss function (QLF), the following risk   QLF p  is defined as:
Therefore, the following risk under the uniform prior using the Quadratic loss function is given as:
Using Precautionary Loss Function (PLF) under the Uniform Prior
The precautionary loss function (PLF) introduced by [22] is an asymmetric loss function and is defined as
where PLF  is the estimator of the parameter  under PLF Similarly, the derivation of Bayes estimator under PLF using uniform prior is given below: (25);, we have:
Again, using integration by substitution method in Equation (26) and simplifying, we obtained the Bayes estimator using PLF under the uniform prior as:
Applying the Precautionary loss function (PLF), the following risk   PLF p  is defined as:
and derived as:
Similarly, the Bayes estimators and posterior risks of a shape parameter of the WED using three loss functions under the posterior distribution obtained from Jeffrey's prior are as follows:
Using Squared Error Loss Function (SELF) under Jeffrey's Prior
The derivation of Bayes estimator under SELF-using Jeffrey's prior is given below:
Substituting for   
Using integration by substitution method in Equation (31) and simplifying, we obtained the Bayes estimator using SELF under Jeffrey prior as:
Therefore, the following risk under Jeffrey's prior using the squared error loss function is:
Using Quadratic Loss Function (QLF) under Jeffrey's prior
The derivation of Bayes estimator under QLF using Jeffrey's prior is given below: (35), we have:
Using integration by substitution method in Equation (36) and simplifying, we obtained the Bayes estimator using QLF under Jeffrey prior as:
Hence, it is obtained as:
Using Precautionary Loss Function (PLF) under Jeffrey's Prior
Similarly, the derivation of Bayes estimator under PLF using Jeffrey's prior is given below: (40); we have:
Using integration by substitution method in Equation (41) and simplifying, we obtained the Bayes estimator using PLF under Jeffrey prior as:
Hence, obtained as:
SIMULATION STUDY
We used a package in R software to generate random samples of size n = (25, Note: the estimate with the minimum bias and MSE will be considered as the best. using QLF under Jeffrey's prior produces the best estimator with minimum bias and MSE followed by QLF under Uniform prior and these performances are found to be consistent irrespective of the different sample sizes used and this generally means that increasing the exponential or the other shape parameter has a huge impact on the estimate of the shape parameter of the Weibull-Exponential distribution under consideration.
Also, for 3.5, 1       , our result shows that using QLF under Jeffrey's prior produces the best estimator with minimum bias and MSE followed by QLF under Uniform prior and again these performances are found to be consistent irrespective of the different sample sizes considered, and this proves that increasing the shape parameter under study alone, keeping the other shape and exponential parameter constant has a very little or no effect on the estimate of the shape parameter of the Weibull-Exponential distribution under study. Most importantly, we found that using the QLF under both priors is a better approach for estimating the shape parameter of the WED irrespective of the values of the exponential and shape parameters and the sample sizes.
