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I. INTRODUCTION
Symmetry plays a central role in conventional
and topological phases of matter, making the abil-
ity to optically drive symmetry change a critical
step in developing future technologies that rely
on such control. Topological materials, like the
newly discovered topological semimetals, are par-
ticularly sensitive to a breaking or restoring of
time-reversal and crystalline symmetries, which
affect both bulk and surface electronic states.
While previous studies have focused on control-
ling symmetry via coupling to the crystal lat-
tice [1–4], we demonstrate here an all-electronic
mechanism based on photocurrent generation.
Using second-harmonic generation spectroscopy
as a sensitive probe of symmetry change [5, 6],
we observe an ultrafast breaking of time-reversal
and spatial symmetries following femtosecond op-
tical excitation in the prototypical type-I Weyl
semimetal TaAs. Our results show that optically
driven photocurrents can be tailored to explicitly
break electronic symmetry in a generic fashion,
opening up the possibility of driving phase tran-
sitions between symmetry-protected states on ul-
trafast time scales.
Symmetry breaking has long defined the dominant
paradigm for describing phase transitions in condensed
matter systems. More recently, the discovery of novel
topological phases, characterized by topological invari-
ants as opposed to a local order parameter arising from
spontaneously broken symmetry, provides an alternative
framework for classifying states of matter [7, 8]. Nev-
ertheless, symmetry continues to play a central role in
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the physics of topological materials, as it underlies topo-
logical protection in topological insulators and supercon-
ductors [9], crystalline topological phases [10], and the
recently discovered topological semimetals [11–14]. In
Dirac semimetals, symmetry protects the four-fold degen-
eracy of the Dirac point [15], while for Weyl semimetals
(WSMs), the breaking of time-reversal or inversion sym-
metry allows for the crossing of two linearly dispersing,
non-degenerate bands, giving rise to Weyl points [16–20].
These points act as monopoles of Berry curvature in mo-
mentum (k) space, and their presence leads to several
unique experimental manifestations [18–25] that make
these materials appealing for future technological appli-
cations [26].
Conventional probes of symmetry rely on diffractive
techniques, like x-ray, neutron, and electron scattering,
to determine the respective lattice, magnetic, and charge
ordering in a crystal. Nonlinear optics is also an effective
probe of symmetry, as the nonlinear response is described
by a third (or higher) rank tensor [5, 6], allowing for hid-
den symmetry phases in, e.g., correlated electron systems
to be revealed [27, 28]. In the transition metal monop-
nictide (TMMP) family of WSMs, the lack of inversion
symmetry resulting from a polar c-axis leads to an espe-
cially strong nonlinear optical response, with significant
contributions from the generation of helicity-dependent
injection [29–31] and helicity-independent shift [30, 32–
34] photocurrents. Shift currents, resulting from a co-
herent shift of the electron cloud in real space following
photoexcitation [35], are particularly important, as they
play a dominant role in both the giant, anisotropic second
harmonic response [32, 33, 36] as well as the bulk photo-
voltaic effect [34] seen in WSMs, and may be traced to a
difference in Berry connection between the bands partic-
ipating in the optical transition [37, 38]. The most com-
mon nonlinear optical probe, second harmonic generation
(SHG) spectroscopy, is thus sensitive to the asymmetric
carrier distribution that accompanies photocurrent gen-
eration, making it a powerful tool for measuring the effect
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2FIG. 1. Snapshots of the SHG pattern (2~ω ∼ 3.1 eV) measured along the (a-d) [1,1¯,0] and (e-h) [1,1,1¯] axes for various
pump delays: (a,e) ∆t = −5.0 ps, (b,f) 0 ps, (c,g) 1.0 ps and (d,h) 5.0 ps. Insets in (b) and (f) show polar plots of the SHG
pattern immediately following a linearly polarized (Epump(ω) ‖ [1,1,1¯]) pump excitation at 1.55 eV, while fits of the pattern
assuming the magnetic point symmetries of 4mm1′ ((a,e);(d,h)) and 1 ((b,f);(c,g)) are shown as solid purple and blue traces,
respectively. Arrows in (f) and (g) denote the presence of transient, asymmetric lobes in the photoexcited state, while a small
∼ 2.5◦ rotation of the SHG pattern along [1,1,1¯] is evident from the inset in (f).
of transient photocurrents on material symmetry.
In this Letter, we show that femtosecond (fs) optical
excitation transiently lowers the magnetic point symme-
try 4mm1′, with 1′ indicating time-reversal symmetry, of
the type-I WSM TaAs. Time-resolved SHG (TR-SHG)
spectroscopy reveals this symmetry change occurs on a
picosecond (ps) timescale, with no accompanying struc-
tural transition [39], indicating it to be purely electronic
in origin. The strong nonlinear optical response exhib-
ited by the TMMP WSMs [29–34, 37, 40, 41] allows us
to attribute this reduction in symmetry to changes in the
spatial distribution of the electronic polarization that fol-
low from photocurrent generation, as confirmed from our
previous THz emission measurements [30]. Our results
demonstrate that optically driven photocurrents gener-
ically break electronic symmetries and can be used to
achieve dynamic control of material properties on ultra-
fast time scales.
II. RESULTS AND DISCUSSION
Prior to pump excitation, Figs. 1(a) and (e) show
SHG patterns collected along the two in-plane [1,1¯,0]
and [1,1,1¯] axes of the (112) face that are well described
by a nonlinear susceptibility tensor, χ
(2)
ijk(2ω), obeying
the 4mm1′ point group symmetry of TaAs [42]. Here,
the emitted second harmonic is dominated by an elec-
tric dipole response that is attributed to the polar c-axis.
This is reflected by a large ratio of χ
(2)
zzz/χ
(2)
xxz = 7.4 at
~ω = 1.55 eV, as determined from our fits and in agree-
ment with Refs. 32 and 33.
Following 1.55 eV photoexcitation, Figs. 1(f-h) show
pronounced changes in the SHG pattern along [1,1,1¯]
that can be traced to a transient change in symmetry
within the material. With the arrival of the pump pulse
in Fig. 1(f), the emitted SHG along the [1,1,1¯] axis is
reduced by half and the resultant pattern exhibits a 2.5◦
rotation with respect to equilibrium (inset of Fig. 1(f)).
In addition, small lobes absent from the static pattern
appear at ∼ 90◦ and ∼ 270◦ (Figs. 1(f-g)), whose asym-
metry suggests a reduction of symmetry in the photoex-
cited state. In contrast, SHG patterns along [1,1¯,0] grow
in amplitude, with no additional rotation or spectral fea-
tures appearing under pump excitation (Figs. 1(b-d)).
From Fig. 1(g), both the rotation and asymmetric lobes
in the [1,1,1¯] TR-SHG pattern follow similar ultrafast dy-
namics, lasting τPI ∼ 1.1 ps before symmetry is restored
and the intensity of the main lobes at 0◦ and 180◦ begins
to recover back to its equilibrium value (Fig. 1(h)).
Coupling of the dynamics for both the rotation and
lobe asymmetry in the TR-SHG spectra is further il-
lustrated in Fig. 2, showing photoinduced polarization-
and time-dependent changes over the entire [1,1,1¯] pat-
tern taken for the three probe energies used in our ex-
periments. Fig. 2(a) reveals that both spectral fea-
tures exhibit an equivalent time dependence, suggesting
they originate from the same photoinduced symmetry-
3FIG. 2. Photoinduced polarization- and time-dependent changes in SHG intensity, ∆ISHG(2ω), measured across the entire
[1,1,1¯] pattern after 1.55 eV photoexcitation (fluence = 4.34 mJ/cm2) using probe energies of (a) ~ω = 1.55 eV, (b) ~ω = 1.03
eV, and (c) ~ω = 0.89 eV (Fig. S1 [42]). Arrows in (a) denote the recovery of 4mm1′ symmetry following the decay of the
emergent, asymmetric lobes at ∼ 90◦ and ∼ 270◦ as well as a rotation of the SHG pattern back to equilibrium. Compared to
panel (a), optical pumping at 1.55 eV does not change the symmetry of the patterns in panels (b-c), but suppresses them in a
nearly isotropic manner over a ∆t < 2.0 ps timescale (Fig. S2 [42]).
breaking transition, while Figs. 2(b-c) reveal an ab-
sence of symmetry breaking under non-resonant probe
conditions. Together with separate time-resolved X-ray
diffraction experiments, which show no accompanying
structural change beyond heating and strain wave propa-
gation normal to the (112) face following pump excitation
[39], this suggests an electronic origin of the symmetry
breaking transition. Additionally, Fig. 2, along with sym-
metry considerations [42], excludes the possibility that a
dominant surface contribution, arising from a screened
bulk response due to a high density of photoexcited car-
riers ( 1019 - 1020 cm−3), is responsible for the reduced
symmetry state, as such an effect would be evident at
all probe energies. Hence, the mere generation of a pho-
toexcited charge density is insufficient for lifting 4mm1′
symmetry, and it is only when resonantly probing the
transiently excited state that symmetry breaking in the
SHG pattern is observed.
By reducing symmetry, the constraints imposed in
equilibrium are lifted, necessitating that we consider
a lower symmetry sub-group of 4mm1′ to describe
the time-dependent nonlinear susceptibility elements
χ
(2)
ijk(2ω; ∆t). To quantitatively extract information
about the behavior of χ
(2)
ijk(2ω; ∆t), we simultaneously
fit the SHG patterns collected along [1,1¯,0] and [1,1,1¯]
as a function of pump delay and incident polarization
angle, φ (Fig. 1). As compared to equilibrium, the ro-
tation of the pattern along [1,1,1¯] and the emergence of
asymmetric lobes at 90◦ and 270◦ following photoexci-
tation cannot be accounted for under 4mm1′ symme-
try, as this requires the lobes to be both symmetric and
pinned along the x and y axes. Rather, by considering
the different subgroups of 4mm1′, we find an optimal
fit that captures the aforementioned features of the pho-
toexcited state only in the absence of time-reversal and
diagonal mirror, mx,x,z, symmetry, described by the mag-
netic point group 1 (no point symmetries) [42]. Using
the expression IαSHG, 1(φ) =
∑4
n=0 Cαn sinn(φ) cos4−n(φ)
(α = [11¯0], [111¯]) for 1 symmetry over a ∆t < 2.0 ps
timescale [42] allows us to associate different fit coeffi-
cients, C[111¯]n (χ(2)ijk), to specific features in the pattern.
The dynamics of these features are captured by the TR-
SHG traces in Fig. 3 (∆ISHG(2ω)), plotted as a func-
tion of pump delay for select combinations of input and
output probe polarizations. Fig. 3(a) captures the time
dependence of the largest fit coefficient C[111¯]0 , depicting
the suppression and subsequent recovery of the dominant
lobe in the SHG pattern on a timescale defined by τ1 and
τ2, while Fig. 3(b) shows the time dependence of C[111¯]4 ,
which illustrates the dynamics of the emergent, asym-
metric lobe arising from photoexcitation.
Despite both C[111¯]0 and C[111¯]4 being allowed under
4mm1′ symmetry (though C[111¯]4 is small for the static
pattern at ~ω = 1.55 eV), a rotation of the transient pat-
tern and asymmetry of the lobes at 90◦ and 270◦ can only
be accounted for by reducing symmetry. Such features
are captured by the pair of odd fit parameters, C[111¯]1 and
C[111¯]3 , that quantitatively measure the degree of symme-
try breaking imposed by the pump following photoexcita-
tion [42]. These parameters result from breaking mx,x,z
and enable fitting of the overall rotation in the pattern.
However, as long as time-reversal symmetry remains, re-
lations between the different C[111¯]n prevent these odd co-
4FIG. 3. Time-dependent traces of ∆ISHG(2ω), measured for
~ωpump = ~ωprobe = 1.55 eV illustrating (a) a suppression of
the main lobe and (b) the emergence of the photoinduced,
asymmetric lobe for the SHG patterns shown as insets. Fits
of the dynamics following (blue) linearly and (red) circularly
polarized pump excitation at a fluence of 4.34 mJ/cm2 are su-
perimposed onto the data, where traces generated under cir-
cularly polarized excitation have been offset for clarity. Traces
in (a) show a pulsewidth-limited ultrafast component (τ1 ∼
80 fs) which is weakly dependent on pump polarization, while
a similar ultrafast component develops only under helicity-
dependent photoexcitation in (b) and arises from a sub-100
fs dichroic response (Fig. S3 [42]).
efficients from capturing the observed asymmetry seen
in our data. Rather, an accurate description requires a
breaking of time-reversal symmetry to remove the con-
straints imposed by C[111¯]n , revealing that both mx,x,z and
time-reversal symmetry must be lifted in order to fully
describe our experimental results.
We emphasize that in contrast with the spontaneous
symmetry breaking seen in conventional photoinduced
phase transitions [43, 44], the symmetry breaking ob-
served here is explicit and originates from the photoex-
citation process itself. While previous studies have re-
ported explicit symmetry breaking from polarization-
dependent photoexcitation in Bi and Sb that results from
the coupling of phonons to a transiently excited charge
density in k-space [45–47], we propose an alternative
mechanism, where the lowering of 4mm1′ symmetry to
1 following optical excitation in TaAs arises from pho-
tocurrent generation.
By having a well defined, but generic, direction rela-
tive to some high symmetry axis of the crystal, a pho-
tocurrent, ~J , breaks both spatial and time-reversal sym-
metry through introducing an asymmetry in the non-
equilibrium distribution of charge carriers along its di-
rection that must necessarily be odd under time rever-
sal. On the (112) face of TaAs, a net photocurrent
generated under linearly polarized pump excitation will
flow at an angle of ∼ 6◦ relative to the high symme-
try [1,1,1¯] axis [30] (Fig. 4(c)). This breaks all point
symmetries in the 4mm1′ point group over a transient
τPI ∼ 1.1 ps timescale (Fig. 3(b)), which is fully con-
sistent with the observed timescale seen from terahertz
FIG. 4. Terahertz (THz) emission spectra resulting from tran-
sient photocurrents generated along the (a) [1,1,1¯] and (b)
[1,1¯,0] axes under linearly polarized excitation [30]. The pres-
ence of a small photocurrent (∼ 10%) along [1,1¯,0] leads to
a net photocurrent ∼ 6◦ from the [1,1,1¯] axis, breaking the
diagonal mirror symmetry. This is illustrated in (c), showing
the direction of a net photocurrent contained within the (112)
plane (yellow) of a TaAs unit cell as well as (d) the resulting
photoinduced change in the [1,1,1¯] SHG pattern, defined as
the difference between the photoexcited and static patterns
at fixed delay (∆t = 0.1 ps) following 1.55 eV excitation. It
follows that the rotation of the photoinduced pattern is nec-
essarily opposite of the TR-SHG patterns shown earlier.
emission (Fig. 4(a-b))[30, 31]. Such a photocurrent orig-
inates from an asymmetry in the real (shift) or k-space
(injection) carrier density, with the strongest contribu-
tions coming from resonant optical transitions, which can
occur between multiple bands [48]. By performing ab ini-
tio calculations for the optical conductivity in TaAs, we
identified an As-p to Ta-d transition as the major con-
tribution to the in-plane conductivities, σxx and σyy, for
our 1.55 eV excitation energy, while a Ta-d to Ta-d tran-
sition dominates the out-of-plane response, σzz [42]. The
fact that no symmetry changes are observed in Fig. 2(b-
c) can thus be attributed to resonantly probing this ini-
tial photoexcited population of carriers, as the transient
asymmetry generated under 1.55 eV photoexcitation is
lost through an incoherent scattering of carriers to lower
lying energy states probed at 0.89 eV - 1.03 eV.
By performing TR-SHG spectroscopy on the (112) sur-
face of the WSM TaAs, we reveal a transient breaking of
all magnetic point group symmetries following optical ex-
citation, reducing the symmetry from 4mm1′ to 1. Both
the prompt recovery of equilibrium symmetry, as well as
the absence of a structural transition following optical
excitation, suggest that light-induced symmetry break-
ing in TaAs originates from transient photocurrent gen-
eration. Specifically, the presence of a polar c-axis in the
TMMP WSMs leads to a dominant helicity-independent,
shift current whose geometric interpretation is rooted in
an asymmetry in the electronic polarization introduced
by optical excitation [33]. In this regard, our TR-SHG
5study reflects time-dependent changes to the polarization
distribution that fail to respect both spatial and time-
reversal symmetries, and whose relaxation is governed
by a polarization-independent recovery, τPI , describing
the return of the electronic polarization back to equilib-
rium. Since symmetry constrains the total number of
Weyl nodes in TaAs, a photoinduced reduction of sym-
metry brought on by photocurrent generation is expected
to shift these nodes in both energy and momentum. This
will alter the Fermi arc surface states, suggesting future
time-and-angle-resolved photoemission spectroscopy ex-
periments to directly measure the impact of transient
photocurrents on the electronic band topology. Our re-
sults thus underscore the role that photocurrent genera-
tion can play in driving topological phase transitions by
altering symmetry on ultrafast timescales, opening up an
avenue for future studies of all-optical topological tran-
sistors.
III. METHODS
A. Crystal Growth
TaAs single crystals were grown from polycrystalline
samples by chemical vapor transport using iodine (2
mg/cm3) as the transporting agent. Large polyhedral
crystals with dimensions up to 1.5 mm were obtained
in a temperature field of ∆T = 1150−1000◦C following
3 weeks at growth temperature in an evacuated quartz
ampoule. The as-grown three-dimensional (3D) crystals
exhibit multiple surface facets, with the (112) face being
identified by X-ray diffraction measurements.
B. Time-resolved SHG
Time-resolved SHG experiments were performed on
the (112) surface of as-grown TaAs single crystals [30]
using an amplified Ti:Sapphire laser system operating
at a 250 kHz repetition rate. SHG generated at near
normal incidence (6◦) from a linearly polarized optical
probe tuned over a 0.89-1.55 eV (800 nm - 1400 nm) en-
ergy range was measured as a function of incident light
polarization. A Glan-Taylor polarizer was used to select
the emitted second harmonic polarized along the in-plane
[1,1¯,0] and [1,1,1¯] high symmetry axes of the (112) face, as
described in Ref. 49. For excitation fluences ranging from
0.48 mJ/cm2 - 6.03 mJ/cm2 (Fig. S4 [42])), a normally
incident, ∼ 80 fs optical pump pulse centered at 1.55 eV
and either circularly or linearly polarized along the [1,1,1¯]
axis creates a photocarrier density of 1019 - 1020 cm−3
within the 22 nm penetration depth [50]. In this pump
fluence range, temperature (5-300 K) (Fig. S5 [42]) and
pump polarization-dependent TR-SHG traces were mea-
sured for select combinations of input and output probe
polarizations, while photoinduced changes across the en-
tire SHG pattern were likewise collected at specific pump
delays.
C. Ab initio Calculations
First-principles calculations were performed using the
OpenMX code, where norm-conserving pseudopotentials,
optimized pseudoatomic basis functions, and the gen-
eralized gradient approximation were adopted [51–53].
Spin-orbit coupling was incorporated in these calcula-
tions through the use of j-dependent pseudopotentials
[54]. For each Ta atom, three, two, two, and one op-
timized radial functions were allocated for the s, p, d,
and f orbitals with a cutoff radius of 7 bohrs, respec-
tively, denoted as Ta 7.0−s3p2d2f1. For each As atom,
As 9.0−s3p3d3f2 was adopted. A cutoff energy of 1000
Ry was used for the numerical integration and for the
solution of the Poisson equation. A 17× 17× 17 k-point
sampling in the first Brillouin zone was used, with experi-
mental lattice parameters being adopted in these calcula-
tions. Such choice of parameters is consistent with those
described elsewhere [55]. The density-of-states (DOS)
was calculated using 80× 80× 80 k-points, with a Gaus-
sian broadening of 0.05 eV, for a primitive unit cell con-
taining four atoms. The optical conductivity was then
calculated via the Kubo-Greenwood formula using pseu-
doatomic basis functions [56]. Similarly, an 80× 80× 80
k-point sampling, and a boarding parameter of η = 0.05
eV were adopted. For both of the ground-state and con-
ductivity calculations, an electronic temperature of 300
K was used.
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S1. ISOLATED PHOTOINDUCED CHANGE IN THE SHG PATTERN
FIG. S1. Photoinduced change measured across the entire [1,1,1¯] SHG pattern at a fixed time delay (0.2 ps). Here, photoinduced
changes are isolated through taking the difference between pre- and post-pump SHG patterns generated from (a) ~ω = 1.55
eV, (b) ~ω = 1.03 eV and (c) ~ω = 0.89 eV probe energies.
9S2. TIME-RESOLVED SHG TRACES WITH IR PROBES
FIG. S2. Time-dependent traces of ∆ISHG(2ω) measured for (a,c) 1.03 eV and (b,d) 0.89 eV probe energies following a 1.55
eV pump excitation (fluence = 4.34 mJ/cm2). Traces reveal a suppression of both the (a,b) main lobe (0◦) and (c,d) the minor
lobe (90◦) for the [1,1,1¯] SHG patterns shown as insets.
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S3. PUMP HELICITY-DEPENDENCE OF PHOTOINDUCED SHG PATTERN
FIG. S3. Photoinduced changes to the [1,1,1¯] SHG pattern at 1.55 eV measured as a function of pump helicity (right circularly
polarized (RCP) vs. left circularly polarized (LCP)) and delay. Dashed lines at 90◦, 180◦, and 270◦ reveal a helicity dependence
in the emergent asymmetric lobes as well as in the rotation of the pattern over an ultrashort (a) -0.1 ps and (b) 0 ps timescale,
which is lost following a (c) 1.0 ps pump delay.
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S4. FLUENCE DEPENDENCE
FIG. S4. Room temperature, pump fluence dependence of the time-resolved SHG traces at 1.55 eV for (a) the main lobe (0◦)
and (b) the asymmetric, photoinduced lobe (90◦) present in the [1,1,1¯] SHG pattern. The inset shows the fluence dependence
of the relaxation times τ2 and τPI, as determined from fits following linearly polarized pump excitation.
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S5. TEMPERATURE DEPENDENCE
FIG. S5. Temperature dependence of the time-resolved SHG traces at 1.55 eV for (a) the main lobe (0◦) and (b) the asymmetric,
photoinduced lobe (90◦) present in the [1,1,1¯] SHG pattern. The inset shows the temperature dependence of the relaxation
time τ2 and τPI (main text) as determined from fits following linearly polarized pump excitation with a fluence of 4.34 mJ/cm
2.
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S6. SYMMETRY ANALYSIS OF TIME-RESOLVED SECOND-HARMONIC GENERATION PATTERNS
In this section, we describe our procedure for fitting the SHG patterns obtained before and after pump excitation
(∆t = {−5.0, 0.0, 1.0, 5.0} ps). In Sec. S6 A, we give details about the experimental setup. Then, in Sec. S6 B, we
derive the form of the SHG electric dipole tensor for the relevant magnetic point groups (MPGs), state the general
form of the expressions for the outgoing intensities in the [11¯0] and [111¯] channels, and describe details of our fits.
A. Experimental setup
The experimental geometry is depicted schematically in Fig. S6. It shows the scattering of an SHG probe beam
relative to the normal of the (112) surface, defined as a′3 = a1 + a2 + 2
a2
c2 a3 ≡ [112a
2
c2 ]. The two high-symmetry
directions on the (112) surface plane are defined as a′1 = a1+a2−a3 = [111¯] and a′2 = a1−a2 = [11¯0]. Here, we denote
the conventional tetragonal basis vectors as a1 ≡ [100], a2 ≡ [010] and a3 = [001], where |a1| = |a2| = a = 3.4348 A˚
and |a3| = c = 11.641 A˚. We note that the vector a′2 is orthogonal to the polar axis, [001]. A transformation
from the primed basis vectors to the conventional tetragonal basis vectors is obtained via a′α =
∑
β Uβαaβ with the
transformation matrix
(Uβα) =
 1 1 11 −1 1
−1 0 2a2/c2
 . (S1)
While the primed lattice vectors a′α are orthogonal a
′
α ·a′β ∝ δαβ , they are not normalized. The length of the primed
basis vectors is |a′1| =
√
2a
√
1 + c
2
2a2 , |a′2| =
√
2a, and |a′3| =
√
2a
√
1 + 2a
2
c2 . It is convenient to introduce normalized
basis vectors via eα = aα/|aα| and e′α = a′α/|a′α|. The basis transformation matrix between these two orthonormal
basis sets is achieved via e′α =
∑
β U˜βαeβ with transformation matrix
(U˜βα) =
 a/|a′1| a/|a′2| a/|a′3|a/|a′1| −a/|a′2| a/|a′3|
−c/|a′1| 0 2a2/(c|a′3|)
 . (S2)
Expressed in this orthonormal basis, the components of a vector transform according to v =
∑
α v
′
αe
′
α =∑
β
(∑
α U˜βαv
′
α
)
eβ =
∑
β vβeβ , leading to vβ =
∑
α U˜βαv
′
α.
A τpump = 80 fs pump pulse centered at a wavelength λ = 800 nm is directed along the normal a
′
3 = [112
a2
c2 ] axis
of the crystal surface. The pump pulse is linearly polarized along eˆpump = e
′
1(∝ [111¯]), up to about a 2◦ alignment
error. The incoming probe beam has a variable wavelength between λ = 800 nm and λ = 1400 nm, making an angle
of θ = 6◦ with respect to the surface normal a′3 = [112
a2
c2 ]. The scattering plane of the probe beam is defined by the
e′1-e
′
3 plane as given by the incoming and outgoing wavevectors
kin/out =
2pi
λ
(
− sin θ e′1 ∓ cos θ e′3
)
, (S3)
FIG. S6. Sketch of the experimental setup in which the incoming probe beam makes an angle, θ, with respect to the surface
normal a′3 = [112
a2
c2
] and the in-plane a′1 = [111¯] direction. The polarization of the probe beam is continuously rotated over a
full 360◦, starting from φ = 0◦ (p-polarization) parallel to the a′1-a
′
3 plane.
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where the upper sign refers to kin. In the experiment, the incoming polarization, eˆin(φ), is continuously rotated, and
in the primed coordinate system takes the form
eˆin(φ) = R(φ, kˆin)(cos θ, 0,− sin θ)T . (S4)
Here, the rotation matrix R(φ, kˆin) describes a rotation by angle φ around the direction kˆin = kin/|kin|. Explicitly,
eˆin(φ = 0
◦) = cos θe′1 − sin θe′3 corresponds to p-polarization and eˆin(φ = 90◦) = −e′2 corresponds to s-polarization.
As shown in Fig. S6, we record the outgoing SHG intensities in two channels: one parallel to a′2 = [11¯0] (s-out) and
one primarily parallel to a′1 = [111¯] (p-out):
I
[11¯0]
SHG (2ω;φ) ∝ |P (2ω;φ) · e′2|2 (S5)
I
[111¯]
SHG (2ω;φ) ∝ |P (2ω;φ) · e′1|2 . (S6)
Here, P (2ω;φ) is the nonlinear SHG polarization that is induced in the material at twice the frequency of the incoming
light ω = 2pic/λ. Since TaAs is non-centrosymmetric, i.e., it lacks inversion symmetry, the polarization is dominated
by the bulk electric dipole response
Pi(2ω;φ) =
∑
j,k=x,y,z
χEDijk(2ω;ω, ω)Ej(ω;φ)Ek(ω;φ) , (S7)
where the incoming electric field is given by E(ω;φ) = E(ω)eˆin(φ), and the indices i, j, k ∈ {x, y, z} refer to the
conventional tetragonal basis directions a1, a2, a3.
B. SHG electric dipole response tensor for relevant magnetic point groups
In general, the non-linear electric dipole susceptibility χEDijk has 18 independent complex elements due to permutation
symmetry in the last two indices (see Eq. (S7)):
χEDijk ≡ χijk =
xxx xxy xxzxxy xyy xyz
xxz xyz xzz
yxx yxy yxzyxy yyy yyz
yxz yyz yzz
zxx zxy zxzzxy zyy zyz
zxz zyz zzz
 , (S8)
where we will drop the superscript “ED”for the remainder of this discussion. The presence of magnetic point sym-
metries in the crystal puts constraints on the form of the tensor, according to Neumann’s principle. Under a trans-
formation with an element R of the point group, represented by a matrix Rij , one finds
χijk
R−→ χ˜ijk =
∑
i′,j′,k′
Rii′Rjj′Rkk′χi′j′k′ (S9)
where χ˜ijk = χijk by symmetry. Under time-reversal T , which acts as complex conjugation K, the tensor transforms
as χijk
T−→ χ˜ijk = χ∗ijk. In the presence of time-reversal symmetry, all elements of χijk are thus real. For an element
of the MPG that combines a spatial symmetry with time-reversal R′ = RT , one finds the constraint χijk R
′=T R−−−−−→
χ˜ijk =
∑
i′,j′,k′ Rii′Rjj′Rkk′χ
∗
i′j′k′ = χijk.
1. 4mm1’ symmetry before and long after pump excitation
TaAs is characterized by the crystalline point group C4v = 4mm and possesses time-reversal symmetry in the
absence of any photocurrent. The relevant MPG before and long (> 2.0 ps) after the pump pulse is therefore 4mm1’.
The point group 4mm consists of a fourfold rotation 40,0,z around the polar a3 = [001] axis and four vertical mirror
planes that contain the polar axis. Two mirror planes are along the tetragonal coordinate axes mx,0,z and m0,y,z and
two are along the diagonals mx,x,z and mx,−x,z. Note that x, y, z refer to a1 = [100], a2 = [010] and a3 = [001]. It is
thus convenient to work in the unprimed (crystal) basis and express the electric field E(ω) in Eq. (S7) in this basis
using the transformation matrix (S2).
For 4mm1’ symmetry, the nonlinear susceptibility contains only three independent real elements, and we can
use {xxz, zxx, zzz} ∈ R to parameterize it. Fourfold rotation symmetry, for example, which is expressed by
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the matrix R[4+0,0,z] =
(
0 −1 0
1 0 0
0 0 1
)
and R[4−0,0,z] =
(
0 1 0−1 0 0
0 0 1
)
, reduces the number of independent elements to four:
{xxz, xyz, zxx, zzz}. The presence of mirror symmetries such as R[mx,0,z] =
(
1 0 0
0 −1 0
0 0 1
)
enforces xyz → 0, resulting in
the form of the nonlinear electric-dipole susceptibility for 4mm symmetry to be
χ
(C4v)
ijk =
 0 0 xxz0 0 0
xxz 0 0
0 0 00 0 xxz
0 xxz 0
zxx 0 00 zxx 0
0 0 zzz
 . (S10)
The tensor elements are real if the system is time-reversal symmetric (4mm1’) and complex if time-reversal is broken
(4mm). The outgoing intensities in the two channels we measure read
I
[11¯0]
SHG = a1 sin
2(2φ) (S11)
I
[111¯]
SHG =
[
b1 + b2 cos
2(φ)
]2
. (S12)
For a fixed incoming angle θ, the coefficient a1(xxz) is a function of xxz only and b1(zxx) will depend on zxx only.
The coefficient b2(xxz, zxx, zzz) depends on all three tensor elements. Note that an (unknown) global proportionality
factor has been absorbed into this definition for the matrix elements. As a result, fitting our experimental data, which
is given in arbitrary units, only yields the ratios of tensor elements, but not their absolute values.
The outgoing intensities for the relevant MPG symmetries are collected in Table S1. In addition to 4mm1’ symmetry,
which is relevant for the bulk, static pattern, as well as for long (> 2.0 ps) pump delays, we also include the form
of the outgoing intensities for m1’ symmetry with diagonal mirror mx,x,z. This is the MPG of the (112) surface,
which has only one mirror plane in addition to time-reversal. Interestingly, we find that the general form of the
outgoing intensities is identical to the case of 4mm1’ symmetry, which is likewise found to be valid in the absence of
time-reversal. Adding the intensity of an additional electric-dipole surface response therefore does not allow for the
overall rotation and photoinduced asymmetric lobes in the transiently excited I
[111¯]
SHG pattern to be fit.
The ratio of the fit parameters resulting from the best fits at ∆t = ∓5.0 ps in Table S2 show agreement with
previous studies [33], where the zzz element is similarly found to be larger than the other two. The table also
includes R2 values of our fits from either the [11¯0] or [111¯] output channels. We find R2[11¯0] = 0.97 and R
2
[111¯] = 0.99,
demonstrating that the fit accurately captures our experimental data.
2. 1 symmetry in the transiently excited state
A linearly polarized pump pulse normally incident on the surface will induce a transient photocurrent directed at
∼ 6◦ relative to the mx,x,z mirror plane of the (112) surface [30]. This photocurrent will break all spatial symmetries
MPG Form of I
[11¯0]
SHG Form of I
[111¯]
SHG
4mm1’ a1s
2
2φ
(
b1 + b2c
2
φ
)2
4mm a1s
2
2φ b1c
4
φ + b2s
4
φ + b3s
2
2φ
m1’ (mx,x,z) a1s
2
2φ
(
b1 + b2c
2
φ
)2
m (mx,x,z) a1s
2
2φ b1c
4
φ + b2s
4
φ + b3s
2
2φ
1’
(
a1 + a2c
2
φ + a3s2φ
)2 (
b1 + b2c
2
φ + b3s2φ
)2
1 a1c
4
φ + a2c
3
φsφ + a3cφs
3
φ + a4s
4
φ + a5s
2
2φ b1c
4
φ + b2c
3
φsφ + b3cφs
3
φ + b4s
4
φ + b5s
2
2φ
TABLE S1. General form of the outgoing intensities along [11¯0] (s-out) and [111¯] (p-out) for the different MPG symmetries
occurring in our experiment. Here, cφ ≡ cosφ, sφ ≡ sinφ and the coefficients ai and bi are real. Before and long after
(∆t = ∓5 ps) pump excitation, the system has 4mm1′ symmetry. In the presence of a pump-induced photocurrent, all spatial
symmetries and time-reversal symmetry are lost, leaving the system in a reduced 1 symmetry state. We note that in the
main text, we use the following notation for 1 symmetry: I
[111¯]
SHG =
∑4
n=0 C[111¯]n sinn(φ) cos4−n(φ), corresponding to C[111¯]0 = b1,
C[111¯]1 = b2, C[111¯]2 = 2b5, C[111¯]3 = b3, and C[111¯]4 = b4. Since the symmetry of the (112) surface is given by m1′, where the
diagonal mirror mx,x,z is preserved, we also include the form of the outgoing intensities for the m1
′ point group. Because the
form of the expression for 4mm1′ and m1′ with diagonal mirror mx,x,z are identical, we conclude that the overall rotation and
asymmetric lobes present at φ = 90◦ and φ = 270◦ in the photoinduced [111¯] pattern, cannot be reproduced by considering an
incoherent surface contribution.
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4mm1’ ∆t = −5.0 ps ∆t = 5.0 ps
zxx/xxz 0.12 −0.099
zzz/xxz 7.4 5.4
b1/
√
a1 0.11 −0.091
b2/
√
a1 6.4 4.9
R2([11¯0]) 0.97 0.97
R2([111¯]) 0.99 0.99
TABLE S2. Values of fit parameters and corresponding R2 values for the best fits at ∆t = ∓5.0 ps for a 4mm1’ symmetric
tensor χijk. The fits are shown in Fig. 1 of the main text in panels (a,e) and (d,f). We observe that the zzz element dominates
as expected.
along with time-reversal symmetry. The MPG in the transiently excited state is therefore 1. The photocurrent decays
on the timescale of τPI ∼ 1.1 ps after which 4mm1’ symmetry is restored (see panels (d,h) in Fig. 1. and Table S2).
The non-linear electric dipole tensor for 1 symmetry is of the general form in Eq. (S8) with complex elements.
The outgoing intensities I
[11¯0]
SHG and I
[111¯]
SHG are then described by polynomials in cosφ and sinφ given in Table S1.
The coefficients ai and bi for i = 1, . . . 5 are real and lengthy expressions of the χijk. They can be considered as
independent fit parameters, as the susceptibility contains 36 independent real elements for 1 symmetry. We have
obtained fits both in terms of the ten fit parameters ai and bi as well as in terms of the χijk, but we state only the
values for ai and bi obtained from best fits in Table S3. The table also contains R
2 values, which are all found to be
0.99. The resulting fits are shown in panels (b, f) and (c, g) of Fig. 1 in the main text.
For completeness, Table S4 shows the general form of the outgoing intensities I
[11¯0]
SHG and I
[111¯]
SHG for all time-reversal
invariant (i.e., grey) subgroups of 4mm1’ along with the corresponding crystallographic groups, where time-reversal
symmetry is broken. It is interesting to note that as long as the diagonal mirror symmetry mx,x,z is present, the form
of the outgoing intensities is identical to the fully symmetric case with spatial 4mm symmetry.
1 ∆t = 0.0 ps ∆t = 1.0 ps
a1/a5 0.078 0.078
a2/a5 0.15 0.15
a3/a5 −0.031 −0.031
a4/a5 0.087 0.086
C[111¯]0 /a5 = b1/a5 20 29
C[111¯]1 /a5 = b2/a5 3.2 2.6
C[111¯]3 /a5 = b3/a5 2.2 1.9
C[111¯]4 /a5 = b4/a5 1.7 0.70
1
2
C[111¯]2 /a5 = b5/a5 −0.45 −0.29
R2([1, 1¯, 0]) 0.99 0.99
R2([1, 1, 1¯]) 0.99 0.99
TABLE S3. Fit parameters and corresponding R2 values for a 1 point group symmetry of the photoexcited state. The
general form of the outgoing intensities is (see Table S1): I
[11¯0]
SHG = a1c
4
φ + a2c
3
φsφ + a3cφs
3
φ + a4s
4
φ + a5s
2
2φ and I
[111¯]
SHG =
b1c
4
φ + b2c
3
φsφ + b3cφs
3
φ + b4s
4
φ + b5s
2
2φ. We note that in the main text, we use the following notation for 1 symmetry, I
[111¯]
SHG =∑4
n=0 C[111¯]n sinn(φ) cos4−n(φ), corresponding to C[111¯]0 = b1, C[111¯]1 = b2, C[111¯]2 = 2b5, C[111¯]3 = b3, and C[111¯]4 = b4. The overall
rotation of the I
[111¯]
SHG pattern and anisotropy in the photoinduced lobes are captured by the b2 coefficient. Asymmetry in the
photoinduced lobes is given by a non-zero b3, b4 coefficients (predominately b3 in our fits). The coefficient b4 is responsible for
a finite value of the local minima around φ = 90◦, 270◦.
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MPG Form of I
[11¯0]
SHG Form of I
[111¯]
SHG
2mm1’, (mx,−x,z,mx,x,z) a1s22φ
(
b1 + b2c
2
φ
)2
2mm, (mx,−x,z,mx,x,z) a1s22φ b1c
4
φ + b2s
4
φ + b3s
2
2φ
2mm1’, (mx,0,z,m0,y,z)
(
a1c
2
φ + a2s2φ
)2 (
b1 + b2c
2
φ + b3s2φ
)2
2mm, (mx,0,z,m0,y,z) c
2
φ
(
a1 + a2c
2
φ + a3s2φ
)
b1c
4
φ + b2c
3
φsφ + b3cφs
3
φ + b4s
4
φ + b5s
2
2φ
41’
(
a1c
2
φ + a2s2φ
)2 (
b1 + b2c
2
φ + b3s2φ
)2
4 c2φ
(
a1 + a2c
2
φ + a3s2φ
)
b1c
4
φ + b2c
3
φsφ + b3cφs
3
φ + b4s
4
φ + b5s
2
2φ
m1’ (mx,0,z)
(
a1 + a2c
2
φ + a3s2φ
)2 (
b1 + b2c
2
φ + b3s2φ
)2
m (mx,0,z) a1c
4
φ + a2c
3
φsφ + a3cφs
3
φ + a4s
4
φ + a5s
2
2φ b1c
4
φ + b2c
3
φsφ + b3cφs
3
φ + b4s
4
φ + b5s
2
2φ
21’
(
a1c
2
φ + a2s2φ
)2 (
b1 + b2c
2
φ + b3s2φ
)2
2 c2φ
(
a1 + a2c
2
φ + a3s2φ
)
b1c
4
φ + b2c
3
φsφ + b3cφs
3
φ + b4s
4
φ + b5s
2
2φ
TABLE S4. General form of the outgoing intensities along [11¯0] (s-out) and [111¯] (p-out) for the remaining white and corre-
sponding gray MPGs that are derived from 4mm1’. Here, cφ ≡ cosφ, sφ ≡ sinφ and the coefficients ai and bi are real. The
expression for m1′ and m with mirror m0,y,z is identical to the one with mx,0,z. We state these expressions for completeness,
but note that we do not consider other possible black-white magnetic subgroups of 4mm1’, as they are not relevant to our
experiment.
C. Discussion of symmetry breaking transient features in the SHG patterns
Let us briefly discuss which of the terms in the general form of the outgoing intensities allow us to capture the
observed transient features in the SHG pattern. To recall, in the transient regime at ∆t = 0.0 ps and ∆t = 1.0 ps,
we find (i) an overall rotation of the I
[111¯]
SHG pattern by ∼ 2.5◦, and (ii) emergent, asymmetric lobes at φ = 90◦ and
φ = 270◦. In contrast the I [11¯0]SHG pattern remains unchanged under pump excitation.
Importantly, neither of the two features, (i) and (ii), described above can be captured by a tensor constrained by
4mm1’ symmetry, as the lobes must remain pinned to the coordinate axes. While the emergence of small lobes at
φ = 90◦ (and φ = 270◦) can be enforced by increasing the value of b1, these will necessarily be symmetric around a
maximum at φ = 90◦. Similarly, the overall rotation can be accounted for in the absence of time-reversal symmetry
for 4mm, but the asymmetry of the photoinduced lobes at φ = 90◦ and φ = 270◦ cannot be obtained with a 4mm
tensor. Since the diagonal mirror mx,x,z enforces the form for m1’ (m) to be identical to 4mm1’ (4mm) (see Table S1),
the same applies for a (surface) tensor constrained by m1’ (with mx,x,z mirror symmetry).
Interestingly, the asymmetry of the small lobes at φ = 90◦ and φ = 270◦ cannot be produced in the presence of time-
reversal symmetry, even if all spatial symmetries are broken, i.e. for 1’ symmetry. This is shown most transparently
by rewriting
(b1 sin
2 φ+ b2 cos
2 φ+ b3 sinφ cosφ)
2 =
[
a1 cos
2(φ− φ0) + a2 sin2(φ− φ0)
]2
(S13)
with global shift angle φ0 =
1
2 sin
−1[b3/(a1−a2)] and a1 = b2∓
√
β
2 , a2 =
b
2±
√
β
2 , where b = b1+b2 and β = (b1−b2)2+b23.
The sign in the expressions for a1 and a2 is chosen such that sign(a1− a2) = sign(b1− b2). Note that a1− a2 = ∓
√
β.
While the expression for 1’ can thus reproduce a global shift of the pattern by φ0, the pattern is necessarily symmetric
around the lobes and in particular the small side lobes close to pi/2. In contrast, the observed asymmetry shown in
Fig. 1 (b, f, c, g) is fully consistent with 1 symmetry. Hence, the asymmetry of these emergent lobes can be directly
associated with a breaking of both time-reversal and mirror mx,x,z symmetry brought on by photocurrent generation.
In our fit using 1 symmetry, the overall rotation is (mostly) accounted for by the coefficient b2 ≡ C[111¯]1 (see
Table S3). The asymmetry of the photoinduced lobes at φ = 90◦ and φ = 270◦ is (mostly) expressed by the fit
parameter b3 ≡ C[111¯]3 , because it is multiplied by sin3 φ cosφ and is thus larger close to φ = pi/2 than sinφ cos3 φ.
The magnitude of the side lobes at φ = pi/2 is encoded by the fit parameter b4 ≡ C[111¯]4 (which is multiplied by
sin4 φ). While the largest parameter is b1 ≡ C[111¯]0 , which is responsible for the main lobes at φ = 0◦, we find that at
∆t = 0.0(1.0) ps the ”overall rotation parameter” b2/b1 = C[111¯]1 /C[111¯]0 = 0.16(0.09) and “lobe asymmetry parameter”
b3/b1 = C[111¯]3 /C[111¯]0 = 0.11(0.07) are still significant. In other words, a symmetry breaking photocurrent has a
significant impact of order 10 - 15% on the I
[111¯]
SHG pattern.
18
S7. FIRST-PRINCIPLES CALCULATIONS OF OPTICAL CONDUCTIVITY IN TAAS
The calculated density-of-states (DOS) of TaAs is shown in Fig. S7(a). The DOS near the Fermi energy (0 eV)
mainly comes from the contribution of Ta-d orbitals. From the DOS, we find that the optical conductivity can be
described by four contributions: the transitions from As-p to As-p orbitals, As-p to Ta-d orbitals, Ta-d to As-p
orbitals, and Ta-d to Ta-d orbitals. In the Kubo-Greenwood formula, there are two momentum matrix elements
in the numerator. The orbital contribution for the transitions can be defined via one of the momentum matrices
through, 〈kM |pˆx ∨ y ∨ z|kN〉, where M and N denote the pseudoatomic orbitals. The orbital contribution for the
optical conductivity, σ(ω) is shown in Fig. S7(b-c) for the σxx and σzz components, respectively. In Fig. S7(b), a
prominent contribution close to 1.0 eV in the in-plane conductivity σxx (or σyy) can be identified as the result of an
As-p to Ta-d transition. In contrast, Fig. S7(c) shows a prominent contribution close to 1.9 eV for the out-of-plane
conductivity σzz, which can be identified as the result of a Ta-d to Ta-d transition.
FIG. S7. (a) Total density-of-states (DOS) of TaAs (black) decomposed into Ta-d (blue) and As-p (red) orbital contributions.
Calculated optical conductivity for (b) σxx = σyy and (c) σzz decomposed to show different orbital contributions. Here, solid
and dashed curves represent the real and imaginary parts of the optical conductivity, respectively.
