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ABSTRACT
The peak-background split argument is commonly used to relate the abundance of dark
matter halos to their spatial clustering. Testing this argument requires an accurate
determination of the halo mass function. We present a Maximum Likelihood method
for fitting parametric functional forms to halo abundances which differs from previous
work because it does not require binned counts. Our conclusions do not depend on
whether we use our method or more conventional ones. In addition, halo abundances
depend on how halos are defined. Our conclusions do not depend on the choice of
link length associated with the friends-of-friends halo-finder, nor do they change if we
identify halos using a spherical overdensity algorithm instead. The large scale halo
bias measured from the matter-halo cross spectrum b× and the halo autocorrelation
function bξ (on scales k ∼ 0.03hMpc−1 and r ∼ 50h−1Mpc) can differ by as much
as 5% for halos that are significantly more massive than the characteristic mass M∗.
At these large masses, the peak background split estimate of the linear bias factor b1
is 3-5% smaller than bξ, which is 5% smaller than b×. We discuss the origin of these
discrepancies: deterministic nonlinear local bias, with parameters determined by the
peak-background split argument, is unable to account for the discrepancies we see. A
simple linear but nonlocal bias model, motivated by peaks theory, may also be difficult
to reconcile with our measurements. More work on such nonlocal bias models may be
needed to understand the nature of halo bias at this level of precision.
Key words: methods: analytical - galaxies: formation - galaxies: haloes - dark matter
- large scale structure of the universe
1 INTRODUCTION
Halo abundances and clustering are both crucial ingredients
in the halo model of large scale structure (Peacock & Smith
2000; Seljak 2000; Scoccimarro et al. 2001; Cooray & Sheth
2002). However, following Sheth & Tormen (1999), the two
are not indepedendent: an accurate model of halo cluster-
ing is part and parcel of an accurate model of halo abun-
dances. This is because of an argument that has come to be
called the peak-background split (Bardeen et al. 1986; Cole
& Kaiser 1989; Mo & White 1996), in which, on large scales,
perturbed regions of the matter field are treated as though
they are universes with slightly different mean density and
Hubble constant (for an explicit calculation, see Martino &
Sheth 2009).
As a result, there has been considerable effort to provide
? E-mail: manera@nyu.edu
† E-mail: shethrk@physics.upenn.edu
‡ E-mail: rs123@nyu.edu
simple, accurate and physically motivated functional forms
for the halo mass function (Press & Schechter 1974; Bond
et al. 1991; Lee & Shandarin 1998; Sheth et al. 2001), and
to determine if such models provide adequate descriptions of
the simulations. When appropriately scaled, the functional
form predicted by Press & Schechter (1974) is independent
of power spectrum and cosmology. Sheth & Tormen (1999)
showed that, although this sort of rescaling of the mass func-
tion is not expected to hold exactly for the CDM family of
models, it does produce an approximately universal curve
in simulations, although the functional form of this univer-
sal curve is different from that of Press & Schechter (1974).
Subsequent work has confirmed that the mass function is
indeed approximately universal (Jenkins et al. 2001; Reed
et al. 2003), with only the most recent measurements be-
ginning to detect the expected departures from universality
(White 2002; Reed et al. 2007; Tinker et al. 2008). This is
simply because the departures are small so large simulation
volumes are required to see the effect with high significance.
The main goal of the present paper is to use the more
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precise measurements of halo abundances which can now be
made (in simulations) to perform more precise tests of how
well the peak background split argument works. We do so
by measuring halo abundances and clustering in large vol-
umes, and then comparing the clustering signal with that
predicted from the measured abundances by the peak back-
ground split ansatz. We assess the robustness of our re-
sults by varying how we identify halos in the simulations;
in each case, we use two different parametrizations for our
measured abundances, and three different methods for fit-
ting the parametrized models to the measurements. We
then compare the predicted and measured clustering signals
in both real and Fourier space, and we do all this for two
(and sometimes three) different redshifts.
At this level of precision, the comparison of measure-
ment and prediction is somewhat subtle, because it depends
on the details of whether or not the bias is expected to be
deterministic or stochastic, local or nonlocal, linear or non-
linear, constant or scale-dependent. We study two limiting
cases in detail: a bias which is deterministic and local in
configuration space, and is scale independent at linear order
but contains higher order nonlinear terms, and a bias which
is deterministic and linear in Fourier space, with no higher
order terms, but the linear bias is k-dependent. The former
arises naturally in the simplest models of halo abundances;
the latter is motivated by associating nonlinear stuctures
with peaks in the initial density fluctuation field.
This paper is organized as follows: Section 2 gives some
theoretical background and describes a number of ways one
might have quantified the bias between the halo and mat-
ter distributions. It then specifies the particular ways we
have adopted for our test. Section 3 presents measurements
of halo abundances and clustering in our simulations, and
comparison with the bias predicted by the peak background
split argument. A final section summarizes our results and
conclusions. Appendix A describes a number of ways we
have attempted to fit the halo mass function, one of which
is a new Maximum Likelihood estimator of halo abundances
that does not require binned counts. Appendix B provides
explicit expressions for the peak background split bias fac-
tors associated with our parametrizations of the halo mass
function.
2 BACKGROUND
2.1 Counts in cells and the peak background split
The peak background split (Bardeen et al. 1986; Cole &
Kaiser 1989) is an approximation in which the effect of long
wavelength density perturbations on structure formation is
simply to modify the collapse times of non-linear objects.
This modification depends on the density of the perturbed
region but not on its volume. It is common to state that the
number density of halos in a perturbed region is expected
to be the same as that of an unperturbed region, but at
a slightly different time. However, it is better to think of
the perturbed number density as being the same as that
of an unperturbed region in a different background cosmol-
ogy (after all the density is different), but one that has the
same age (meaning the effective Hubble constant is differ-
ent) (Martino & Sheth 2009). When expressed in terms of
linear theory quantities, this effect changes the critical den-
sity for non-linear collapse in a way that depends on the
nonlinear density of the perturbation (Mo & White 1996).
Thus, while in general the mean number of halos of mass
m in a cell depends on its volume V and mass M , in this
approximation, for cells for cells which are sufficiently large
that m  M , the overdensity of halos depends, not on M
and V , but on M/V = 1 + δ. That is to say,
〈Nh(m, δc|M,V )〉 ≡ nh(m, δc)V [1 + 〈δh(m|δ)〉] (1)
where n(m, δc) is the average number density of halos with
mass m, and
〈δh(m)|δ〉 =
X
k>0
bk(m, δc)
k!
“
δk − 〈δk〉
”
. (2)
The coefficients bk(m, δc) come from Taylor expanding
n(m, δc − δ) around δ = 0, and the 〈δk〉 terms are required
if one wishes to truncate the expansion at finite k but still
enforce 〈δh(m)|δ〉 = 0. Thus, in this framework, halo bias
is deterministic (δ is the only random field that determines
δh) but nonlinear (high order terms in δ contribute), so it is
of the form discussed by e.g. Fry & Gaztanaga (1993).
The most direct check of this assumption is to mea-
sure the quantity on the left hand side of equation (2) in
large cells V , and compare with the coefficients one predicts
from the mass function (Sheth & Lemson 1999; Smith et al.
2008). Note that this is explicitly a real-space, counts-in-
cells calculation. It is, however, a difficult approach, since
the halo bias coefficients of interest are those for large cells,
but these tend to have small variance (the universe is homo-
geneous on large scales), meaning that there is only a small
range of δ over which to measure the shape of the halo bias
relation. In practice, measuring b2 is tough, and b3 is even
more challenging.
2.2 Other measures of the linear bias factor
A less direct measure of this bias is given by the volume
average of the cross correlation function between halos and
mass. In this case, one measures
1 + σ2hm(V ) =
Z
dM p(M |V )
X
p(Nh|M,V ) M
ρ¯V
Nh
nhV
=
Z
dM p(M |V ) M
ρ¯V
〈Nh|M,V 〉
nhV
= 1 +
X
k>0
bk
k!
〈δk+1M 〉
= 1 + b1σ
2
M + . . . (3)
where σ2hm(V ) is the cross-correlation between halo and mass
counts in cells of size V , p(M |V ) is the probability a ran-
domly chosen cell of size V contains mass M , and
σ2M ≡ 〈δ2M 〉 =
Z
dk
k
k3 P (k)
2pi2
W 2(kR) (4)
where P (k) is the power spectrum of the mass, and W is the
Fourier transform of the smoothing volume (so V ∝ R3).
And even more indirect is the second factorial moment
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of the halo counts-in-cells:
1 + σ2hh(V ) =
Z
dM p(M |V )
X
p(Nh|M,V ) Nh
nhV
Nh − 1
nhV
=
Z
dM p(M |V ) 〈Nh(Nh − 1)|M,V 〉
(nhV )2
. (5)
If the halo counts in cells (M,V ) follow a Poisson distribu-
tion around the mean 〈Nh|M,V 〉 (this is a bad assumption
when m is not small compared to M), then this becomes
1 + σ2hh(V ) =
Z
dM p(M |V ) 〈Nh|M,V 〉
2
(nhV )2
= 1 + b21σ
2
M + . . . (6)
Finally, it is worth noting that
σ2hm(R) =
Z
dk
k
k3Phm(k)
2pi2
W 2(kR) (7)
= 4pi
Z 2R
0
drr2 ξhm(r)
3
pi
(4 + r/R)(2− r/R)2
32R3
where the final expression assumes tophat smoothing. Sim-
ilar relations hold for σhh, ξhh and Phh.
So, if b1 is independent of scale, then the slope of the
regression of δh on δm is the same quantity as σ
2
hm/σ
2
and ξhm/ξ; and if the counts are Poisson, then this is also
the same as
p
σ2hh/σ
2,
p
ξhh/ξdm, σ
2
hh/σ
2
hm, and ξhh/ξhm
at large scales. In addition, if b1 is independent of scale,
then the bias in Fourier space quantities is simply related
to (equal to!) those in configuration space. In particular,p
Phh(k)/P (k), Phh(k)/Phm(k) and Phm(k)/P (k) should all
equal b1 at low k. But in general, all these quantities are
different. We discuss some of the differences expected in
concrete bias models and in view of our measurements be-
low.
Even if these bias factors are equal, actually estimating
Phh is difficult because the measurement requires a shot-
noise correction for the discreteness of the halos. Because
the massive halos of most interest in the present study are
rare, this correction can be significant, but because they
are strongly clustered, this correction is currently uncertain
(Smith et al. 2008). There is no shot-noise correction for
Phm, so, in what follows, this is the statistic we will use to
test the peak background split expression for the linear bias
parameter b1. We also test the ratio
p
ξhh/ξdm, for which
no shot-noise correction is necessary.
2.3 The effects of nonlinearity on large-scale bias
Differences between the predicted b1 and the large scale bias
measured from correlation functions are expected if the bias
is nonlinear. Indeed, the peak-background split itself pre-
dicts that halo bias is not linear (the higher order coefficients
in equation 2 are generically non-zero), and such nonlineari-
ties are seen in numerical simulations (see, e.g., scatter plots
of δh vs δm in Appendix B of Smith et al. 2007). This com-
plicates interpretation of the measured values of Phm/Pmm
and
p
ξhh/ξdm as follows.
In the local bias framework of equation (2), the halo-
mass cross-correlation reads
〈 δh1δ2 〉 = b1 〈 δ1δ2 〉+ b2
2
〈 δ1δ22 〉 + b3
6
〈 δ1δ32 〉+ . . . (8)
where 1 and 2 denote two different spatial positions. In the
large-scale limit, perturbation theory says that
〈 δp1δq2 〉c ≡ Cpq σ2(p+q−2)R ξ (9)
where σ2R denotes the variance in the dark matter field when
smoothed on scale R, and Cpq are closely related to the
skewness, kurtosis and so on. E.g., C21 = 68/21 + γR/3,
with γR ≡ d lnσ2R/d lnR and Cpq = Cp1Cq1 (Bernardeau
1996; Gaztanaga et al. 2002). Thus, on large scales, the
cross-correlation bias is
b× ≡ 〈 δh1δ2 〉
ξ
= b1 +
σ2R
2
“
C21 b2 + b3
”
+
σ4R
6
C31 b3 + . . . ,
(10)
and it applies equally well in configuration and Fourier
space. Keeping only the first order corrections to linear
bias, yields
b× =
Phm(k|R)
P (k)
= b1 + σ
2
R
»“34
21
+
γR
6
”
b2 +
b3
2
–
(11)
for the Fourier-space quantity (e.g. Smith et al. 2007, who
neglected the γR term), where Phm(k|R) denotes the cross-
power of the halo and mass fields when both have been
smoothed with a filter of scale R.
In the present context, for halos of a given mass, the
peak-background split argument gives the values of bi. How-
ever, the choice of smoothing scale R is less straightforward.
It must be large enough that the assumptions of a determin-
istic, scale independent bias are reasonably accurate, so R
must be substantially larger than the Lagrangian radius of
the halos (Sheth & Lemson 1999; Smith et al. 2008; Man-
era & Gaztan˜aga 2009). But there is no other underlying
theory for this scale.
The same logic that led to equation (10) says that
b2ξ =
〈 δh1δh2 〉
ξ
= b21 + b1 σ
2
R (C21 b2 + b3) +
b22
2
ξ
+σ4R
“ b1b3
3
C13 +
b22
4
C22
”
+ . . .
' b2× − σ4R b3
4
(b3 + 2b2C12) +
b22
2
ξ. (12)
The final expression shows that bξ 6= b× even when σ2R  1.
And the ξ term in bξ generates a shot-noise contribution at
low-k in the power spectrum.
2.4 The peaks-bias model
The previous discussion supposed that the fundamental
quantity was the bias between halo and mass counts in cells.
An alternative model is that (high) peaks in the initial den-
sity field are the seeds around which massive halos form
(Kaiser 1984). In this case the large scale bias is simplest
in Fourier space:
δpk(k) = (bν + bζk
2)Wpk(kRpk)δ(k), (13)
where Wpk is the smoothing filter with which the peak was
identified (Matsubara 1999; Desjacques 2008).
Typically, to approximate halos of mass m by peaks,
one uses a Gaussian smoothing filter with m ∝ R3pk. In this
case, a halo of mass m is associated with a peak of height
ν = δpk/σ0, where δpk is of order unity as suggested by the
spherical evolution model, and σ20 is given by equation (4)
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bias symbol meaning equation
b1, b2, b3 First (linear), second and third
order bias from Taylor expansion
of the fluctuation in the mass
density field. This is a determin-
istic local bias model for which
predictions exist from the peak
background split argument in the
large cell limit.
(2)
b× Large scale bias from the matter-
halo cross power. Values taken at
k = 0.03hMpc−1.
(11)
bξ Large scale bias from the corre-
lation function. Values are taken
by averaging ξ over 40 ≤ r ≤
60h−1Mpc.
(12)
bν , bζ Linear and quadratic bias from
the high peaks model.
(13)
Table 1. Notation for the various bias factors used in this paper.
but with smoothing scale Rpk. At high masses, the result-
ing peak mass function is similar to that of halos (Sheth
2001). The quantity bζ ∝ (σ0/σ1)2 (ν/σ0 − bν), where σ21
is similar to σ20 , but with an extra factor of k
2 in the inte-
gral in equation (4). For a power law power spectrum with
P (k) ∝ kn, (σ0/σ1)2 ∝ m2/3. In the high peak (ν  1) limit,
bν → (ν−3/ν)/σ0 so ν/σ0− bν → 3/(σ0ν). In this limit, bζ
increases as m increases, and (bζ/bν) → (σ0/σ1)2(3/ν2) ∝
m2/3−(n+3)/3, a point to which we will return later.
Equation (13) implies that
Ppk,δ(k) = (bν + bζk
2)Wpk(kRpk)PL(k), (14)
Ppk,pk(k) = (bν + bζk
2)2 W 2pk(kRpk)PL(k), (15)
so Ppk,δ(k)/P (k),
p
Ppk,pk(k)/P (k) and Ppk,pk(k)/Ppk,δ(k)
all measure the same quantity (even though the quantity
depends on k!), but the bias relations from correlation func-
tions or counts in cells will be more complicated (because
of the k dependence). In particular, notice that, in contrast
to the previous model, here the linear bias factor itself is
scale-dependent.
Now, the bias relations above are for peaks identified in
the initial fluctuation field. At this time b1 from the peak
background split calculation equals bν from the Fourier bias
calculation (Desjacques & Sheth 2009). (In principle, at
least for peaks, this agreement can be used as a guide to the
appropriate shot-noise correction for Ppk,pk(k) – like mas-
sive halos, high peaks are rare, so the shot-noise correction
matters – but this is beyond the scope of this paper.) A
peak background split estimate for the late time bias pa-
rameters b1, b2, etc. of peaks was made by Mo et al. (1997).
This estimate says that b1 → 1 + b1 (with similar conse-
quences for b2 etc.), and is in reasonable agreement with
measurements in simulations of
q
σ2pk,pk/σ
2 and
p
ξpk,pk/ξ
(Mo et al. 1997) (i.e., within the accuracy of what was pos-
sible with the smaller simulation volumes of 10 years ago).
This suggests that bν evolves as b1, but a good model for
the evolution of bζ is still not available. Therefore, when we
compare the peaks model with measurements in simultions,
we will simply consider if a k2 scaling of the bias factor seems
14 14.5 15 15.5
log(m)
1e-09
1e-08
1e-07
1e-06
1e-05
n
(m
)
z=0.0
z=0.5
Figure 1. Mass function at z = 0 (upper set of curves) and
z = 0.5 (lower set of curves) for three linking lengths in simula-
tions: 0.15 (fewest massive halos), 0.168 and 0.2 (most massive
halos). Lines show equation (19) with parameters from our new
Maximum Likelihood estimator (see Table 2).
appropriate, and if the onset of this term occurs at smaller
k for halos of higher masses.
3 MEASUREMENTS IN SIMULATIONS
3.1 Description of the simulations
For our analysis we use 49 cosmological dark matter simula-
tions of a flat ΛCDM cosmology with Ωm = 0.27, ΩΛ = 0.73,
Ωb = 0.046, σ8 = 0.9, h = 0.72 and ns = 1.0. Each simu-
lation was run using periodic boundary conditions in a box
of size Lbox = 1280h
−1Mpc, which contains 6403 particles.
This gives a particle mass of Mp ' 6 × 1011h−1M. All 49
runs have the same parameters except for the random seeds
used to generate the initical conditions. Therefore they can
be considered as different realizations (or parts) of the same
universe; this allows us to estimate errors on the mass func-
tion and bias factors we measure in the next section. For ref-
erence, the total volume sampled by our runs is VT ' 102h−3
Gpc3.
One potentially important difference from almost all
previous work in which volumes of this size have been stud-
ied is in how we generate our initial conditions. These are
set at z = 50 by using CMBFAST (Seljak & Zaldarriaga
1996) to generate the Transfer function for the initial matter
power spectrum. We then use a Second Order Lagrangian
Perturbation Theory (2LPT) code (Scoccimarro 1998) to
generate the initial displacement field. The use of 2LPT
initial conditions ensures that spurious transient effects in
the simulations are negligible at low redshifts (Crocce et al.
2006). The tree-PM code Gadget-2 (Springel 2005), with
a softening length set to 20h−1kpc, is then used to simulate
the subsequent evolution.
c© 0000 RAS, MNRAS 000, 000–000
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14 15
log(m)
-0.4
-0.2
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0.4
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)
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z=0.0
Figure 2. Same as figure 1, only now, to better see the range
on the plot, the mass functions have been divided by a fiducial
function (equation 19 with p = 0.33 and q = 0.75). Error bars
show the rms variation between simulations.
3.2 The halo mass function
We have run a standard friends-of-friends (FoF) code to
identify dark matter halos in the simulations at redshifts
z = 0 and z = 0.5. The halo mass function one obtains
depends on the one free parameter of the FOF algorithm:
the linking length. Shorter linking lengths return lower mass
halos. Since halo abundances and clustering strength are
intimately related, the choice of linking length also affects
the halo bias parameters. To address this, we have explored
three choices: llink = 0.15, 0.168 and 0.2 (in units of the in-
terparticle separation).
The halo mass of each object found by the FoF algo-
rithm was determined from the number of particles N it
contains, corrected for discreteness effects following Warren
et al. (2006). Thus, Mh = MpNcorrected, where Ncorrected =
N(1−N−0.6). This correction has been tested only for FoF
halos with llink = 0.2, and may sligtly overcorrect the mass
for smaller linking lengths. Since in this paper we are fitting
the mass function for halos having more than 105 particles,
these differences are negligible for the large mass halos which
are of most interest in what follows.
It is common to use the same linking length for all red-
shifts. However, the natural outcome of the spherical col-
lapse model predicts that, in ΛCDM models, halos are a
larger multiple of the background density at late times. If
this model is correct, then one expects the appropriate link
length to be approximately constant at early times, and to
decrease at late times. Our choices of linking-length approx-
imately bracket the expected range of densities.
Another popular choice for identifying halos is to re-
quire them to be a fixed multiple of the critical density. In
ΛCDM models, this has the virtue of being well-motivated
at early times (when the background cosmology is effectively
Einstein-de Sitter, so the background and critical densities
are equal) as well as at very late times (when the critical
density has become constant). In section 3.8 we use halos
identified using a spherical overdensity method by Tinker
et al. (2008). However, in this case, the overdensity was a
1 1.5 2 2.5 3
ln(ν)
-10
-8
-6
-4
-2
ln
(m
/ρ 
n
 /d
ln
ν) b
in
=
ln
[ν
f(ν
)] b
in
z = 0.0
z = 0.5
z = 1.0
llink=0.2
llink=0.15
Figure 3. Same as Figure 1, but now shown in scaled units, so
outputs from z = 0, 0.5 and 1 are shown together. Because we
only count halos with more than 105 particles, the lower redshift
output probes to smaller ν, and the higher redshift output to
higher ν. Results for the three linking lengths are shown: 0.15,
0.168 and 0.2. For a fixed ν larger llink yields more halos.
1 1.5 2 2.5 3
ln(ν)
0
ln
[ (
ν 
f(ν
)) d
at
a/ 
(ν
 f(
ν))
f]
z = 0.0
z = 0.5
z = 1.0
llink=0.2
llink=0.15
Figure 4. Same as Figure 2, but now in scaled units. Error bars
show the error on the mean value between simulations.
fixed multiple (200) of the background density. We find that
the main results which follow are robust to which halo finder
we use.
Figure 1 shows the mass functions associated with the
three linking lengths at z = 0 and z = 0.5. To emphasize
detailed differences, we show this same information divided
by a fiducial model for halo abundances in Figure 2. The
fiducial model is that of equation (19) below, with p = 0.75
and q = 0.33. In these, as in all the plots to follow, the bins
are 0.05 dex in mass, and error bars, unless stated otherwise,
show the rms variation between simulations. The true error
on the mean is a factor of
√
49 = 7 smaller. It is interesting
to ask if the halo catalog returned by a shorter link-length
is essentially a higher redshift version of the halo catalog
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associated with the longer link-length. We will have more
to say about this shortly, but note that this dependence on
linking length is not naturally included in models of halo
abundances (e.g. Sheth et al. 2001).
When the masses are suitably rescaled, the mass func-
tion can be expressed in a functional form that is nearly
universal - being approximately independent of time, cos-
mology, and initial power spectrum (Sheth & Tormen 1999).
The spherical evolution model suggests that the natural scal-
ing variable should be
ν ≡ δ
2
sc(Ωz,Λz)
D2(z)σ20(m)
(16)
where δsc is the critical density required for spherical collapse
in a cosmology with parameters (Ωz,Λz), D(z) is the linear
theory growth factor in units of its value at z = 0 [e.g.
D(z) = (1 + z)−1 and δsc(z) = 1.686 if (Ωz,Λz) = (1, 0)],
and
σ20(m) =
Z
dk
k
k3 P0(k)
2pi2
W 2(kRm) (17)
with m = ρ¯ (4piR3m/3) and W (x) = (3/x
3) (sinx − x cosx).
Here P0(k) denotes the initial power spectrum of fluctua-
tions, scaled using linear theory to z = 0, and ρ¯ is the co-
moving background density.
So, one measure of the best link-length is to see which
one provides the most universal scaling. Figure 3 shows the
mass functions in these scaled units, ν, and Figure 4, shows
these curves divided by the same fiducial model as before.
Because we only have a fixed mass range in the simulations,
the higher redshift outputs mainly probe the ν  1 end of
the mass function. Therefore, in these figures, we also show
results for z = 1.
It is not obvious that any one link length produces more
self-similar scalings than the others. What is more appar-
ent is that, whatever the link-length, the z = 0 abundances
appear to be offset to slightly larger values compared to
those at higher z. This is in qualitative agreement with
the spherical model, which predicts that halos should be in-
creasingly dense relative to the background at late times,
meaning that the appropriate link length should be smaller
at late times. By using a fixed link length, we will overesti-
mate halo masses, and hence the abundance at large ν.
A slight variation on the appropriate self-similar scaling
is to ignore the z dependence of δsc. Although this has no
physical motivation, it is a popular choice (e.g. Jenkins et al.
2001; Reed et al. 2003; Warren et al. 2006). We have found
that this makes the mass function slightly less universal (the
offset at z = 0 is slightly more pronounced), but since we
are not scaling the link-lengths with time in the way the
spherical model suggests, we do not think our measurements
advocate strongly for including the z-dependence of δsc.
3.3 Fitting the mass function
We fit the halo catalog to a given parametric model of the
halo mass function in three ways, and we do this for the
functional forms given by Sheth & Tormen (1999) and War-
ren et al. (2006). In both cases
νf(ν) =
m
ρ
dn(m)
d lnm
d lnm
d ln ν
(18)
13.5 14 14.5 15 15.5
Log[M]
0.6
0.8
1
1.2
1.4
1.6
v
ar
/m
ea
n
Figure 5. Ratio of variance of halo counts between runs to mean
halo count for a number of bins in mass. For each mass bin, error
bars show the error on the mean between the six measurements of
this ratio (the three link lengths at each of two redshift bins). If
the counts were Poisson, this ratio would be unity, with a typical
spread of about 0.2 (see text in section 3.6).
The first case has
νfST(ν) = Ap
h
1 + (qν)−p
ir qν
2pi
exp(−qν/2) (19)
where Ap = [1 + 2
−p Γ(1/2− p)/Γ(1/2)]−1 is chosen so that
the integral of f over all ν is unity. This functional form has
two free parameters, (q, p). The second,
νfW(ν) = A
h
1 + b (cν)−a
i
exp(−cν/2), (20)
has four free parameters, because there is no requirement
that the integral over all ν equal unity (indeed, it diverges!).
Of our three fitting methods two are standard and one
is new. The two standard methods compare the theoretical
model with a binned halo mass function, and both assume
Poisson counts in a bin. But, whereas one approach com-
putes a simple chi-square of the difference between the ex-
pected and measured counts in bins (e.g. Jenkins et al. 2001;
Reed et al. 2007), the other uses a Maximum Likelihood ap-
proach (Warren et al. 2006). These methods are slightly less
than ideal, because there is some art in choosing the size
of the bin. In the Appendix, we describe our new method,
which is a Maximum Likelihood estimator that does not
work with binned counts.
Since the Poisson assumption is an important ingredient
in the first two methods (our new method makes an equiva-
lent assumption), it is important to check if this assumption
is accurate. Figure 5 shows the ratio of the variance between
runs to the mean count (determined by averaging over all
the runs) in each bin. If the counts are truly Poisson, then
this ratio should be unity, with a typical spread of aboutp
2/(N − 1), where N is the number of runs from which the
mean and variance were estimated (this assumes N  1 is
large). The Figure shows that the Poisson assumption is
good, although there is a hint that the variance drops below
the Poisson value for the most massive halos.
To minimize systematic effects due to the finite mass
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Method: New ML method Poisson ML method χ2 method New ML method Poisson ML method χ2 method
z llink q p q p q p rms(q) rms(p) rms(q) rms(p) rms(q) rms(p)
0.0 0.15 0.82 0.289 0.805 0.297 0.803 0.298 0.008 0.004 0.007 0.003 0.006 0.003
0.0 0.168 0.773 0.272 0.756 0.282 0.753 0.284 0.008 0.004 0.006 0.003 0.006 0.003
0.0 0.2 0.709 0.248 0.689 0.26 0.687 0.261 0.007 0.004 0.005 0.003 0.005 0.003
0.5 0.15 0.842 0.288 0.836 0.293 0.833 0.296 0.01 0.006 0.007 0.004 0.007 0.004
0.5 0.168 0.792 0.269 0.784 0.276 0.785 0.275 0.009 0.006 0.006 0.004 0.006 0.004
0.5 0.2 0.724 0.241 0.714 0.251 0.708 0.257 0.008 0.006 0.006 0.004 0.006 0.004
Table 2. Best fit parameters from three ways of fitting equation (19) to the halo abundances in the simulations, and the rms dispersion
between the 49 simulations.
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Figure 6. Mass functions when the link length is 0.2, divided
by a fiducial curve; three curves show fits to equation 19 and 20
returned by our three algorithms: χ2-fit (green), Poisson ML
fit (red), and new ML fit (blue). Error bars show rms between
variation between simulations.
resolution of the simulation we only fit the mass func-
tion for halos with more than 105 particles: i.e., M '
6.31013h−1M. For the two fitting methods that require
binned counts, the bin widths were 0.05 dex, except for the
highest mass bin, which was enlarged to include at least 80
halos (in most cases this last bin contains more than 200
halos). For each bin, the rms of the 49 simulations was used
as a weight when performing the chi-square fit. Figure 6
shows the results; all three estimators return similar fits to
the measurements.
In practice, when fitting to equation (19), the best-fit p
and q values vary little from one simulation to another, so if
one averages p and q over the 49 runs, then the mass function
associated with these averaged values is a good description
of the average measured mass function. Table 2 shows the
mean and rms dispersion of p and q, derived from averaging
the best fit values for each of the 49 simulations.
The uncertainties in p and q are correlated. We argue in
the Appendix that this may be understood, at least for our
new estimator, in terms of the mass fraction that is predicted
to lie above our minimum mass threshold (following Sheth
et al. 2003). This quantity is very well measured in each
simulation and, for the case of equation (19), this means
that the best fit p and q are expected to lie along a simple
well-defined curve, and they do.)
Reporting our results of fitting to equation (20) is less
straightforward. This is because this functional form has
four free parameters, so two other measured quantities are
required for tracking correlation between parameters. The
most natural candidates are the mean and mean square mass
of the halos that are above threshold. These constraints
give rise to a complicated set of islands in parameter space,
thus compromising any attempt to describe the uncertainty
range on the best fit parameters in terms of simple lower
and upper limits. (I.e., if one rises slightly above the level
of the global minimum, one includes many other local min-
ima.) In this case, the curves we show are for the parameters
obtained by combining the halo catalogs from all the indi-
vidual simulations, and then performing the fit. Figure A2
illustrates. Notice that the parameter c is rather well con-
strained, whereas the other two are not. This is because
we are essentially only fitting the high mass end, where the
counts are falling exponentially and the parameters a and b
matter little. Indeed, whereas the various best-fit parameter
combinations all produce essentially the same counts at the
lowest masses we probe, they differ (slightly) only at high
masses.
Before concluding this section, it is worth noting that,
for a given link-length, the value of p changes little with
z. In contrast, for a fixed z, the value of p decreases sys-
tematically as llink increases, suggesting that the intuitively
appealing notion of the set of particles linked together by
longer link-lengths at an earlier time being the same as the
set linked together by a shorter link-length at a later time,
is not correct in detail.
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Figure 7. Halo-mass bias from cross power spectra. Left panels show results at z = 0; right panels at z = 0.5. From top to bottom,
linking lengths are 0.15, 0.168 and 0.2. Error bars show rms variation between simulations. Black solid lines are fits to the k dependence
of bias between k = [0.006, 0.2] for the highest mass bins and k = [0.006, 0.3] for the other mass bins.
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Mass range: Low Medium High
z llink q p b1 b2 b3 b1 b2 b3 b1 b2 b3
0. 0.15 0.82 0.289 1.6 -0.2589 -1.422 1.914 0.1515 -3.134 2.728 2.468 -6.795
0. 0.168 0.773 0.272 1.534 -0.3326 -1.111 1.83 0.01092 -2.675 2.616 2.094 -6.378
0. 0.2 0.709 0.248 1.442 -0.4203 -0.7046 1.715 -0.1604 -2.061 2.461 1.619 -5.734
0.5 0.15 0.842 0.288 2.079 0.4327 -4.113 2.481 1.385 -6.54 3.435 5.32 -8.319
0.5 0.168 0.792 0.269 1.982 0.24 -3.556 2.361 1.056 -5.868 3.28 4.598 -8.311
0.5 0.2 0.724 0.241 1.847 0.003493 -2.801 2.196 0.6481 -4.912 3.066 3.679 -8.028
Table 3. Peak-background split bias factors (Appendix B gives explicit expressions) with the free parameters p and q obtained from
using our new ML method to fit the halo abundances to equation (19) (see Table 2).
z llink Mmin Mmax bias rms bν bζ
0.0 0.15 4 7 1.53 0.05 1.55 0.02
0.0 0.15 7 15 1.89 0.05 1.93 3.67
0.0 0.15 15 105 2.88 0.06 2.87 26.4
0.5 0.15 3 5 2.05 0.06 2.08 3.88
0.5 0.15 5 10 2.50 0.06 2.56 9.10
0.5 0.15 10 105 3.64 0.11 3.64 35.5
0.0 0.168 4 7 1.48 0.05 1.50 -0.45
0.0 0.168 7 15 1.83 0.05 1.87 2.81
0.0 0.168 15 105 2.79 0.06 2.79 24.1
0.5 0.168 3 5 1.99 0.06 2.01 3.11
0.5 0.168 5 10 2.42 0.07 2.47 7.73
0.5 0.168 10 105 3.52 0.09 3.53 31.5
0.0 0.2 4 7 1.42 0.06 1.43 -1.13
0.0 0.2 7 15 1.74 0.06 1.77 1.69
0.0 0.2 15 105 2.67 0.06 2.68 20.9
0.5 0.2 3 5 1.88 0.06 1.90 1.86
0.5 0.2 5 10 2.26 0.06 2.30 5.46
0.5 0.2 10 105 3.28 0.08 3.29 25.8
Table 4. Large-scale bias for three bins in halo mass. Halo masses
are in units of 1013h−1M. The bias was measured from the halo-
mass cross spectrum at k = 0.03 h/Mpc, while the parameters
bν and bζ are a fit to the scale dependence of the bias between
k = [0.006, 0.2] for the high mass bin and k = [0.006, 0.3] for the
other two mass bins.
3.4 Halo-mass cross power-spectra
For the reasons discussed earlier, we have measured the halo-
mass cross power spectra for all our halo catalogs, and so
obtained the large scale bias for different halo mass bins.
Figure 7 shows the ratio of Phm to the power spectrum
of the mass at z = 0 for three bins in halo mass. The three
panels show results for the three linking lengths. In all cases,
for k below 0.05h−1Mpc, the bias is approximately indepen-
dent of k. (The strong k-dependence at larger k is consistent
with previous work, e.g., Sheth & Tormen 1999). This large
scale bias is largest for the halo catalog from the shortest
linking length. This is not surprising, since the bias is ex-
pected to increase with halo mass, and a halo of a given
mass with this length will only be more massive when the
link length is longer. Thus, for example, halos at the high
end of the middle mass bin may have been in the larger mass
bin when the link length was longer. Their stronger cluster-
ing increases the bias for the small link-length catalogs.
If we had found that the longer link-length halo catalogs
from an earlier time were essentially the same as the shorter
link-length catalogs at a later time, then we would be able to
use the continuity equation to relate the bias of the high-z
long-llink objects to the bias of the low-z short-llink objects.
Although not exact, this should still give a good qualitative
idea of the bias: (bz − 1) = (b0 − 1)(D0/Dz) so, for b1 > 1,
we expect the high-z sample to have a larger bias factor.
3.5 Relation to peaks bias
In view of our discussion of peaks bias, we have fitted our
measurements to functions of the form bν + bζk
2. These pa-
rameters are reported in Table 4 together with the value of
the bias at k = 0.03h−1Mpc and its rms error. In most cases,
the quadratic form is not a good fit to the k-dependent bias
at k > 0.2hMpc−1 – the k-dependence is weaker. However,
Table 4 shows that the amplitude of the quadratic piece in-
creases rapidly as m increases, in qualitative agreement with
expectations.
We have found that the radii Rpk required to match the
values of bν and bζ in the large scale ν limit (equation 38 in
Desjacques (2008)) are about 8 − 9h−1Mpc for the largest
mass bin, and smaller for the other bins. These radii are
comparable to the initial Lagrangian radii of the halos, so
they are not unreasonable. However, to see if the scaling
with mass is quantitatively correct, we should account more
carefully for how the range in halo masses maps to that in
peak smoothing scales, as well as for the effects of nonlinear
evolution on bν and bζ . This is beyond the scope of our
paper.
3.6 Comparison with predicted large-scale bias
We are now in a position to compare the measured large
scale bias factor with that predicted from fitting the mass
function and applying the peak background split to estimate
b1. The peak-background split prediction is
b1 ≡ 1− ∂ ln dn/dm
∂δc
, (21)
so b1 associated with equations (19) and (20) is
bST1 = 1 +
qν − 1
δc
+
2p/δc
1 + (qν)p
and (22)
bW1 = 1 +
cν − 1
δc
+
2ab+ b+ (cν)a
δc (b+ (cν)a)
. (23)
The thick solid lines in Figure 8 show the measurement,
Phm/Pmm at k = 0.03 hMpc
−1. The thickness of the lines
shows the two-σ range for the measurement, i.e., two times
the error on the mean value. Each triple of symbols shows
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Figure 8. Comparison of measured large scale bias factor (thick
solid line) with the predicted b1 of equation (22), for the same
three bins in halo mass shown in the previous figure (higher
masses have larger bias factors). The parameters p and q of b1
are obtained from fitting the mass function to equation (19). For
each mass bin, the three symbols with error bars show the predic-
tions associated with our three ways of fitting the mass function;
the error bars show the scatter in the bias between the 49 simula-
tions, divided by
√
49. Upper panel shows results at z = 0, lower
panel at z = 0.5.
the predicted bias (b1 of equation 22) associated with our
three ways of fitting the mass function to equation (19).
Clearly, they give similar results. The error bars show the
scatter in the predicted peak-background split bias between
the 49 simulations (i.e., we use the best fit p and q obtained
from fitting the halo abundances in a simultion to predict
its b1; the scatter in p and q between simulations translates
into scatter in b1). The upper and lower panels show results
at z = 0 and z = 0.5 respectively.
The differences between the measurements and the pre-
dicted values of b1 are statistically significant, especially for
masses which are large compared to M∗. Figure 9 shows that
this is not due to the parametric form assumed for the halo
mass function: fitting to equation (20) and using the asso-
ciated expression for b1 (equation 23), yields similar results.
(There is one obvious difference: at high masses, the uncer-
tainty on the predicted b1 is similar to that associated with
equation 22, but at lower masses, the uncertainty associated
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Figure 9. Same as previous figure, but now b1 is from equa-
tion (23), with parameters from fitting the mass function to equa-
tion (20).
with equation 23 is substantially larger. This is because, at
high masses, both formulae for b1 are sensitive only to the
scale of the exponential cut-off in halo counts, which is de-
termined by the parameters q and c respectively. At lower
masses, the other parameters also matter, of which there are
more for equations 20 and 23 than for equations 19 and 22.)
We find qualitatively similar effects for all our choices of
llink.
What should we make of the discrepancy between the
measured large scale bias and b1 at high masses? Following
the discussion of Section 2.3, such differences are not unex-
pected, because the peak-background split bias relation is
nonlinear. As a result, the expected large scale bias factor
b× depends on the higher order bias parameters b2 and b3
as well as b1 (see equation 11). Like b1, these also depend on
halo mass, and the parametrization of the halo mass func-
tion. Explicit formulae are provided in Appendix B, and
Table 3 provides the numerical values associated with the
fits to equation (19).
Unfortunately, the expected difference depends on a
smoothing scale R for which we have no underlying the-
ory. On the other hand, equation (10) shows that we expect
b× ≈ b1 for our lower mass bins, but that b× ≥ b1 at very
large masses, in qualitative agreement with our measure-
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Figure 10. Configuration space estimate of halo bias,
p
ξhh/ξdm, for the same mass bins as in previous Figures, when llink = 0.2 at
z = 0.5 (left) and z = 0 (right). Error bars show the error on the mean value betweeen simulations.
ments. (For lower masses than we are studying here, we ex-
pect b× ≤ b1.) Therefore, we have treated R as a free param-
eter, to allow equation (11) for b× to fit as well as possible.
The predicted difference between b× and b1 which results
sometimes has the wrong sign, because b3 can be large and
negative (see Table 3). The differences at large masses are
qualitatively consistent with our measurements if we ignore
higher order terms in σ4 and we set b3 = 0, although there
is no theoretical justification for either of these steps. And if
we do this, then we are unable to match the measurements
at lower masses. Thus, while equation (11) can sometimes
account qualitatively for the differences seen in Figures 8
and 9 (b2 and b3 are both negative in the low-mass limit), it
cannot account in detail for the observed differences. This
suggests that the deterministic nonlinear local bias model
does not provide a sufficiently accurate description of halo
bias.
3.7 Comparison with bias from configuration
space
So far we have been measuring the large scale bias from
simulations in Fourier space using Phm. But one can also
measure it in configuration space from the correlation func-
tion ξhh/ξdm. Figure 10 shows
p
ξhh/ξdm for the same three
halo mass bins when llink = 0.2. Error bars show the error
on the mean value between simulations. A constant bias is
a good description of the measurement on scales between
25 − 75h−1Mpc. The average value of this ratio, computed
between r = [40, 60]h−1Mpc, is shown by the solid horizon-
tal lines. At scales close to the acoustic peak (105h−1Mpc
for our cosmological model) the bias has some scale depen-
dence, particularly for the highest mass halos, which we dis-
cuss shortly.
Figure 11 compares the Fourier space measurement of
Phm/Pmm (bars on the left of each panel), with the mean
and dispersion of
p
ξhh/ξdm (thick solid bars on right of each
panel). (Recall that, for each simulation, these ratios are
averaged over the range r = [40, 60]h−1Mpc.) The widths of
the bars show the 2σ error on the mean measured bias (i.e,
the rms dispersion times 2/
√
49), indicating that these two
measures of the bias are slightly but significantly different
for the highest mass bin. Each pair of error bars shows the
two peak background split predictions for b1 (equations 22
and 23, and recall that the latter has substantially larger
uncertainties) for each of the three methods we use when
fitting the mass function (from left to right, these are New
ML, Poisson ML, χ2-method). Notice that the predictions
are closer to the configuration space measurement than the
other one, but the difference is still significant.
Unfortunately, it is not straightforward to compare bξ
of equation (12) with our measurements, because the theory
calculation is for the correlation function of the smoothed
halo field (divided by that of the similarly smoothed mass
field), whereas our measurements of ξhh and ξdm are made
on the unsmoothed point distributions. Nevertheless, be-
cause we measure bξ < b×, and this is qualitatively consis-
tent with equation (12), we might ask what effective smooth-
ing radius is required to explain the difference. For our large
mass bins, this radius is of order R ∼ 40h−1Mpc. However,
although this would make bξ = b×, it does not explain the
magnitude of the difference from b1.
We noted that the halo bias has some scale dependence
around the acoustic peak scale (105h−1Mpc for our cosmo-
logical model). This scale dependent halo bias is consistent
with the trends reported in (Smith et al. 2007; Smith et al.
2008) that have since been confirmed by a number of au-
thors (Sa´nchez et al. 2008; Sanchez et al. 2009; Kim et al.
2008).
3.8 Halos from spherical overdensity
It is well known that some objects identified by a Friends of
Friends algorithm may have dumb-bell like shapes. In this
case, the algorithm labels as a single massive object what
might better be classified as two separate objects of smaller
mass. This changes how the abundance and the clustering
depend on mass, so one might wonder if some of the discrep-
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Figure 11. Comparison of large scale bias estimates for the same
halo mass bins as in previous figures when llink = 0.2. Thick
bars show the measured Phm/Pmm (left) and
p
ξhh/ξmm (right),
and symbols with error bars show the linear bias parameter b1
predicted from the peak background split.
ancy with the peak-background split predictions we find can
be attributed to our choice of group-finder.
In this section, we perform the same analysis as before,
but now using halos identified with a spherical overdensity
(SO) requirement. Halos were identified as spherical re-
gions, each 200 times denser than the background, in the
z = 0 outputs of our simulations by J. Tinker following
standard methods. We compute the abundance, cross-power
bias b×, and autocorrelation bias bξ for three bins in halo
mass. Whereas the two higher mass bins are the same as be-
fore, the lowest mass bin is slightly different, due to details
of how the halo finder was run. Results for these measured
bias factors are shown as bars in Figure 12, together with the
peak-background split prediction from their mass function
(black dots with error bars). These show that b× is about 5%
larger than bξ, which is itself larger than the peak-baground
split prediction. These are in the same sense, and have the
same magnitude as our previous results based on FoF halos
(Figure 11). As an extra test we have computed b1 for the
higher mass bin by fiting the mass funcion of SO halos only
in the mass bin range instead of the wider range available.
In this case the difference between b1 and bξ got reduced to
half, but it remains still significant. We conclude that our
finding that b1 6= b× 6= bξ does not depend on how halos
were identified.
4 DISCUSSION AND CONCLUSIONS
The peak-background split argument is commonly used to
relate the abundances of dark matter halos to their spatial
clustering. We have found that this estimate of the bias be-
tween halos and the dark matter is not accurate to better
than ∼ 10 percent when compared with different measures
of large scale bias, particularly for the most massive halos.
We did not test the intermediate or low mass regime.
Our results are insensitive to a) how exactly we define
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Figure 12. Same as previous figure, but now for halos identified
using an SO algorithm. Results are shown for the same mass bins
as before, except that the lowest mass bin is from 5.93·1013M to
7.0·1013M. Thick bars show the measured Phm/Pmm (left) andp
ξhh/ξmm (right); the thickness of the bars indicates the two-σ
range. Symbols with error bars show the linear bias parameter b1
predicted from fitting equation (19) to the halo abundances using
the Poisson and χ2 methods. Error bars show the rms scatter
between realizations.
halos, b) the exact functional form of the mass function and
c) how the mass function was fitted. We have checked this by
exploring three friends-of-friends linking lengths for defining
the halo catalogs, 0.15, 0.168 and 0.2 (see Figures 1–4), as
well as using a spherical overdensity criterion (Section 3.8);
two functional forms for the mass function (equations 19
and 20, for which the associated linear bias factors b1 are
given by equations 22 and 23); and three methods for fitting
halo counts to these functional forms, one of which is new.
The latter is a likelihood estimator that maximizes the prob-
ability that a randomly chosen particle belongs to a halo of
specified mass; it does not require binned halo counts, thus
removing the arbitrariness of the choice of bin size which is
intrinsic to more standard methods.
We have also studied the self-similarity of the mass func-
tion at different linking lengths for z = 0, 0.5, 1 and find that
it is qualitatively but not exactly self-similar (see Figure 4).
We have argued that this difference may be reduced by scal-
ing the linking-length as a function of redshift as suggested
by the spherical collapse model.
Results for the different estimates of large-scale halo
bias are shown for two different redshifts in Figures 8 and 9.
Although halo bias appears to be close to linear on large
scales (Figures 7 and 10), the bias factor bξ ≡
p
ξhh/ξdm
one measures at large r is different from b× ≡ Phm/Pmm
measured at small k, and both are different from the peak-
background split estimate of the linear bias factor b1, at
large masses where b1 ≥ 2 (Figures 11 and 12). On the
other hand, at lower masses where b1 ≈ 2, b1 ≈ b× ≈ bξ to
within a few percent.
We discussed possible explanations for the differences
at large masses. For example, the contribution of nonlin-
ear bias terms, b2, b3, etc., which are generic to the peak-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 13. Dependence of b× (equation 10, with terms of order
σ4R and higher set to zero) on the smoothing parameter σ
2
R, when
the bias factors b1, b2 and b3 are given by equation (B4) with
(p, q) = (0.25, 0.7). Solid curve shows the linear bias parameter
b1, which corresponds to the σ2 → 0 limit of b×.
background split argument (we provide explicit expressions
in Appendix B), make b1 6= b× 6= bξ (see equations 10
and 12). However, the amplitude of these corrections de-
pends on a parameter, σ2, for which there is no underly-
ing theory, other than the expectation that it is smaller
than unity, but greater than zero. While nonlinear terms
could explain the difference between bξ and b×, the differ-
ences between these bias factors and b1 are consistent with
our measurements only if we ignore terms of order σ4R and
higher, and we set b3 = 0, although there is no theoretical
justification for either of these steps. But then, to be self-
consistent, we should use the same algorithm for the lower
mass bins, and there, what (barely) worked for the high
masses no longer works (because b2 and b3 are negative).
Although our analysis was restricted to massive halos,
it is likely that our conclusions about the (in)accuracy of the
peak background split extend to lower masses. To illustrate,
Figure 13 shows how the predicted b× differs from the lin-
ear bias factor b1, for a number of choices of the unknown
parameter σR. (To make the plot, we have ignored terms of
order σ4R and higher in equation 10.) Note that the differ-
ence between b× and b1 is not simple: at high masses where
b1 ≥ 2, b× > b1, whereas the opposite is true at intermediate
masses, and b× ≈ b1 at very low masses. In recent simula-
tions which resolve smaller halos (e.g., Boylan-Kolchin et al.
2009), the measured large scale bias is indeed smaller than
b1, in qualitative agreement with Figure 13. However, com-
parison with Fig. 10 of Boylan-Kolchin et al. (2009) shows
that, at the 10% level, the quantitative agreement is not
good.
We conclude that more work is needed to understand
the nature of halo bias at the few percent level. Our re-
sults suggest that we are beginning to see the limitations
of the local deterministic bias model – while the inclusion
of higher order bias terms can sometimes explain the qual-
itative difference between b1, b× and bξ, it does not work
quantitatively for all masses. As one alternative, we consid-
ered a peaks-bias model which is linear but nonlocal and
scale dependent in k-space. More work is needed before a
fair quantitative comparison of this model with the measure-
ments can be made, but our measurements suggest qualita-
tive agreement. Another, which we are pursuing, is to study
models in which the evolution between initial and evolved
fields (e.g., equation 2) is no longer a deterministic function
of the overdensity.
Finally, we note that our expression for the bias factor
implicitly assumes that the mass function has a universal
form. The fact that it is not quite universal will modify the
bias factor predicted by the peak-background split (Sheth
& Tormen 1999), although work in progress suggests this is
not enough to explain the discrepancies we have found.
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APPENDIX A: FITTING THE HALO MASS
FUNCTION
This Appendix defines a Maximum likelihood estimator of
the halo mass function that does not require binned halo
counts. The key is to think about the mass function in
exactly the same way that theorists do when modeling it.
Namely, the question is not: How many halos are there in
a certain mass bin in the simulation box? but, What is the
probability that a randomly chosen particle in the simula-
tion box was in a halo of mass m?
Let dn(m) dm denote the number density of haloes of
mass m. Then the fraction of particles in such haloes is
f(m) dm =
m
ρ¯
dn(m)
dm
. (A1)
Let f(m|θ) dm denote a theoretical model of this quantity,
where θ denotes the vector of parameters which specifies the
model. Then the likelihood to be maximized is
L(θ) =
NpY
i=1
f(mi|θ), (A2)
where the product is over all Np particles in the simulation
box. In practice, one only measures halos down to some
minimum mass. This modifies the estimator above to
L(θ) = F (m ≤Mmin|θ)Np−Nm≥Mmin
NpY
i=1
f(mi|θ), (A3)
where
F (m ≤Mmin|θ) ≡ 1−
Z ∞
Mmin
dmf(m|θ), (A4)
and Nm≥Mmin is the total number of particles in halos above
the minimum mass. We have explicitly written this as unity
minus the integral over massive halos to allow for the possi-
bility that bound halos below some mass scale may not exist
(and because some authors choose functional forms which
lead to divergences when integrated over all m). This way
of writing the probability shows that it is trivial to account
for this possibility.
Now, because one has found the halos, one need not
draw from the particle list when computing the likelihood,
one can use the (considerably smaller!) halo catalog instead.
I.e.,
L(θ) = F (m ≤Mmin|θ)Np−Nm≥Mmin
NhY
i=1
f(mi|θ)Ni , (A5)
where the product is now over the Nh halos in the box, Ni
is the number of particles in halo i, and
Nm≥Mmin =
NhX
i=1
Ni. (A6)
The derivatives of ln L(θ) with respect to the parameters
θi can be done analytically, so this method is fast. The sec-
ond derivatives provide analytic estimates of shape of the
likelihood surface near the minimum, and hence of the un-
certainties on the best-fit parameters.
In practice, the mass functions of current interest are
written in terms of the scaled variable ν. Therefore, we scale
all masses m to ν using equation (16), and then write the
likelihood in these scaled variables before maximizing:
L(θ) = F (ν ≤ νmin|θ)Np−Nm≥Mmin
NhY
i=1
f(νi|θ)Ni . (A7)
It is straightforward but tedious to compute the first and
second derivatives with respect to the parameters θ. Doing
so gives an idea of the expected accuracy of and covariances
between the best-fitting parameters. However, a more intu-
itive demonstration of the covariances can be got by noting
that, for large Mmin, the vast majority of particles in the
simulation are not assigned to halos, and so the line of de-
generacy is driven by requiring that the model always pro-
duce the observed mass fraction in halos. For example, when
c© 0000 RAS, MNRAS 000, 000–000
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Figure A1. Best fit p and q parameters of equation (19) for each
of the 49 simulations with linking-length 0.2 and redshift z = 0.
The solid line shows a constant fraction of mass in halos equal to
the mean of all simulations.
fitting to equation (19), the parameters p and q must change
so as to keep Ap [Γ(1/2, qνmin/2,∞)/Γ(1/2) + 2−pΓ(1/2 −
p, qνmin/2,∞)/Γ(1/2)] fixed. The solid line in Figure A1
shows this curve for halos of mass M > 6.31 × 1013h−1M
identified with llink = 0.2 at z = 0, at which time the mass
fraction in halos is 0.13 (this is the mean over all 49 simula-
tions; the actual fraction varies slightly from one realization
to another). Symbols show the best fit parameters for each
of the 49 simulations.
Figure A2 shows a similar comparison of the measured
covariances between best fit parameters of equation (20).
We have not shown the expected correlations for this case.
APPENDIX B: BIAS FACTORS
In the peak background split ansatz, one writes the halo
fluctuation δh as a power series of the mass fluctuation:
δh =
X
i
bi
i!
δi, (B1)
and one obtains the coefficients bi by taking appropriate
derivatives of the halo mass function, and accounting for the
fact that halo abundances are estimated in the initial field
δ0 rather than the evolved field δ (Mo & White 1996; Mo
et al. 1997; Sheth & Tormen 1999). Namely, one assumes
there is a deterministic mapping between δ0 and δ:
δ0 =
X
i>0
aiδ
i, (B2)
and that this mapping is given by the spherical evolution
model
a1 = 1, a2 = −17
21
, a3 =
341
567
, and a4 = − 55805
130977
. (B3)
Figure A2. Top: Measured z = 0 halo abundances (link length
0.2) when the 49 simulations have been combined. Error bars show
the rms variation between simulations. Curves show the result
of fitting equation (20) to the counts using the three methods
described in the main text. All methods return essentially the
same counts at the lowest ν we probe; they differ slightly at higher
ν. Bottom: Covariance between best-fit parameters for each of
the 49 simulations with linking-length 0.2 and redshift z = 0. The
fractional error on c is much smaller than on the other parameters.
Stars, crosses and tripods show results for the ML, Poisson and
χ2 methods: there is no systematic trend with fitting method.
Filled solid circles show the parameters associated with fitting to
the combined counts.
Then,
b1(ν) = 1 + 1 + E1
b2(ν) = 2(1 + a2)(1 + E1) + 2 + E2
b3(ν) = 6(a2 + a3)(1 + E1) + 3(1 + 2a2)(2 + E2)
+ 3 + E3 (B4)
b4(ν) = 24(a3 + a4)(1 + E1) +
+12(a22 + 2(a2 + a3))(2 + E2) +
+4(1 + 3a2)(3 + E3) + 4 + E4
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where
1 =
qν − 1
δc
, 2 =
qν(qν − 3)
δ2c
,
3 =
qν
`
q2ν2 − 6qν + 3´
δ3c
,
4 =
q2ν2
`
q2ν2 − 10qν + 15´
δ4c ,
E1 =
2p
δc(qν)p + δc
,
E2
E1
=
2p+ 2qν − 1
δc
, (B5)
E3
E1
=
4p2 + 6qνp+ 3q2ν2 − 6qν − 1
δ2c ,
E4
E1
=
2
`
4p3 + (8qν + 4)p2 +
`
6q2ν2 − 6qν − 1´ p´
δ3c ,
+
2(2q3ν3 − 9q2ν2 + qν − 1)
δ3c
for the mass function of equation (19) (Scoccimarro et al.
2001).
For the functional form of equation (20),
1 =
cν
δc
, 2 =
cν(cν − 1)
δ2c
, 3 =
c2ν2(cν − 3)
δ3c
,
4 =
c2ν2
`
c2ν2 − 6cν + 3´
δ4c ,
E1 =
2ab
δc(cν)a + bδc
,
E2
E1
=
2a+ 2cν + 1
δc
, (B6)
E3
E1
=
4a2 + 6cνa+ 6a+ 3c2ν2 + 2
δ2c
,
E4
E1
=
2
`
4a3 + 4(2cν + 3)a2 +
`
6c2ν2 + 6cν + 11
´
a
´
δ3c ,
+
2(2c3ν3 − 3c2ν2 + cν + 3)
δ3c
.
We note that the assumption of equation (B2) is strong,
and only an approximation in triaxial collapse models (Ohta
et al. 2004; Lam & Sheth 2009). Accounting for this is the
subject of ongoing work.
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