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The association between two variables is often of interest in data analysis and methodological 
research.  Pearson’s, Spearman’s and Kendall’s correlation coefficients are the most commonly 
used measures of monotone association, with the latter two usually suggested for non-normally 
distributed data.  These three correlation coefficients can be represented as the differently 
weighted averages of the same concordance indicators. The weighting used in the Pearson’s 
correlation coefficient could be preferable for reflecting monotone association in some types of 
continuous and not necessarily bivariate normal data. 
In this work, I investigate the intrinsic ability of Pearson’s, Spearman’s and Kendall’s 
correlation coefficients to affect the statistical power of tests for monotone association in 
continuous data.  This investigation is important in many fields including Public Health, since it 
can lead to guidelines that help save health research resources by reducing the number of 
inconclusive studies and enabling design of powerful studies with smaller sample sizes. 
The statistical power can be affected by both the structure of the employed correlation 
coefficient and type of a test statistic.  Hence, I standardize the comparison of the intrinsic 
properties of the correlation coefficients by using a permutation test that is applicable to all of 
them.  In the simulation study, I consider four types of continuous bivariate distributions 
composed of pairs of normal, log-normal, double exponential and t distributions.  These 
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distributions enable modeling the scenarios with different degrees of violation of normality with 
respect to skewness and kurtosis. 
As a result of the simulation study, I demonstrate that the Pearson’s correlation 
coefficient could offer a substantial improvement in statistical power even for distributions with 
moderate skewness or excess kurtosis.  Nonetheless, because of its known sensitivity to outliers, 
Pearson’s correlation leads to a less powerful statistical test for distributions with extreme 
skewness or excess of kurtosis (where the datasets with outliers are more likely).  
In conclusion, the results of my investigation indicate that the Pearson’s correlation 
coefficient could have significant advantages for continuous non-normal data which does not 
have obvious outliers.  Thus, the shape of the distribution should not be a sole reason for not 
using the Pearson product moment correlation coefficient. 
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1.0  INTRODUCTION 
In data analysis, the association of two or more variables is often of interest (e.g. the association 
between age and blood pressure).  Researchers are often interested in whether the variables of 
interest are related and, if so, how strong the association is.  Different measures of association 
are also frequent topics in methodological research. 
Measures of association are not inferential statistical tests, instead, they are descriptive 
statistical measures that demonstrate the strength or degree of relationship between two or more 
variables.19  Two variables, X and Y, are said to be associated when the value assumed by one 
variable affect the distribution of the other variable.  X and Y are said to be independent if 
changes in one variable do not affect the other variable.  Typically, the correlation coefficients 
reflect a monotone association between the variables.  Correspondingly, positive correlation is 
said to occur when there is an increase in the values of Y as the values of X increase.  Negative 
correlation occurs when the values of Y decrease as the values of X increase (or vise versa).7, 15, 19 
There are many different types of correlation coefficients that reflect somewhat different 
aspects of a monotone association and are interpreted differently in statistical analysis.  In this 
work, I focus on three popular indices that are often provided next to each other by standard 
software packages (e.g. Proc Corr, SAS v.9.2), namely the Pearson product moment correlation, 
Spearman’s rank-order correlation and Kendall’s tau correlation.   
 2 
In application to continuous data, these correlation coefficients reflect the degree of 
association between two variables in a somewhat different manner.  A strong monotonically 
increasing (decreasing) association between two variables usually leads to positive (negative) 
values of all correlation coefficients simultaneously.  However, their absolute values could be 
quite different.  Moreover for weak monotone associations, different correlation coefficients 
could also be of a different sign.  Usually, Spearman’s rank-order correlation coefficient is closer 
to the Pearson’s than Kendall’s is.  However, the ordering of the true values of different 
correlation coefficients does not directly translated into the relative ordering of the statistical 
power for detecting a given type of monotone association, since the variability of the sampling 
distributions of different correlation coefficients could also differ substantially.  Current 
recommendations for selecting the correlation coefficient for continuous data do not seem to 
incorporate statistical power considerations.   
There are numerous guidelines on when to use each of these correlation coefficients.  
One guideline is based on the type of the data being analyzed.  This guideline indicates that the 
Pearson product moment correlation coefficient is appropriate only for interval data while the 
Spearman’s and Kendall’s correlation coefficients could be used for either ordinal or interval 
data.  Some guidelines also exist suggesting which correlation might be more appropriate for 
data that involves several types of variables.22  According to Khamis,11 for data that has at least 
one ordinal variable, Kendall’s tau is more appropriate.  Other investigators suggested 
Spearman’s correlation coefficients for the same scenarios.4, 16, 20  However, all of these 
correlation coefficients could be computed for interval data (e.g. continuous).17   
The Pearson product moment correlation is a natural parameter of association for a 
bivariate normal distribution (it assumes zero value if and only if the two variables are 
 3 
independent).  Thus, a statistical test based on the Pearson’s correlation coefficient is likely to be 
the most powerful for this type of data than similar tests on the other correlation coefficients.  
However, for non-normal data, the sensitivity of the Pearson product moment correlation 
coefficient has led to recommendations of other correlation coefficients.  However, by replacing 
the observations by their ranks, the effect of the outliers may be reduced.1, 2, 21  Thus, if the data 
contains outliers in one of both of the continuous variables, Spearman’s rank-order correlation 
coefficient is considered more appropriate.  
The aspects of conventional statistical test for the Pearson’s correlation coefficient 
undermine it even further.  Indeed, the standard procedure for testing significance of the 
estimates for the Pearson’s correlation coefficient is sensitive to the deviations of bivariate 
normality.21  Due to all these deficiencies of the Pearson’s correlation coefficient, the proximity 
of Spearman’s to Pearson’s correlation coefficient in bivariate normal data,18 and the 
appropriateness of Spearman’s statistical test for any type of interval data makes Spearman’s 
correlation coefficient overall more preferable.   
Kendall’s tau is even less sensitive to outliers and is often preferred due to its simplicity 
and ease of interpretation.10  Originally, Kendall’s tau correlation coefficient was proposed to be 
tested with the exact permutation test.9, 10  This type of permutation test can also be applied to 
other types of correlation coefficient.  This nonparametric procedure can help comparing the 
ability of the correlation coefficients to reflect a given monotone association, aside from the 
possible differences caused by discrepancies in the statistical testing procedures.  
 4 
1.1 PEARSON PRODUCT MOMENT CORRELATION COEFFICIENT 
The Pearson’s correlation coefficient is a common measure of association between two 
continuous variables.  It is defined as the ratio of the covariance of the two variables to the 
product of their respective standard deviations, commonly denoted by the Greek letter ρ (rho): 
𝜌𝜌 = 𝐶𝐶𝐶𝐶𝐶𝐶(𝑋𝑋,𝑌𝑌)
𝜎𝜎𝑋𝑋𝜎𝜎𝑌𝑌
  
The sample correlation coefficient, r, can be obtaining by plugging-in the sample 
covariance and the sample standard deviations into the previous formula, i.e.: 
𝑟𝑟 = ∑ �(𝑥𝑥𝑖𝑖 − ?̅?𝑥)(𝑦𝑦𝑖𝑖 − 𝑦𝑦�)�𝑛𝑛𝑖𝑖=1
�∑ (𝑥𝑥𝑖𝑖 − ?̅?𝑥)2𝑛𝑛𝑖𝑖=1 ∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛𝑖𝑖=1   _____(1) 
where: 
?̅?𝑥 = ∑ 𝑥𝑥𝑖𝑖𝑛𝑛𝑖𝑖=1
𝑛𝑛
;  𝑦𝑦� = ∑ 𝑦𝑦𝑖𝑖𝑛𝑛𝑖𝑖=1
𝑛𝑛
 
The Pearson’s correlation coefficient ranges from -1 to +1.  A positive monotonic association 
(two variables tend to increase or decrease simultaneously) results in ρ > 0, and negative 
monotonic association (one variable tends to increase when the other decreases) results in ρ < 0.  
ρ of 0 corresponds to the absence of the monotonic association, or absence of any association in 
the case of bivariate normal data.  However, for bivariate distributions other than bivariate 
normal distribution, the Pearson’s correlation can be zero for dependent variables.  For example, 
it can be ‘0’ for the variables with non-monotonic relationship, e.g. Y = X2, (x∈(-1, 1)).  The 
absolute value of ρ indicates the strength of the monotonic relationship between the two 
variables.2, 15, 17, 18, 19  ρ of 1 indicates a perfect linear relationship, i.e. Y = a+bX.  
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1.2 SPEARMAN’S RANK-ORDER CORRELATION COEFFICIENT 
Spearman’s rank-order correlation coefficient (denoted ρs ) is a rank-based version of the 
Pearson’s correlation coefficient.  Its estimate or sample correlation coefficient (denoted rs), can 
be written as follows: 
𝑟𝑟𝑠𝑠 = ∑ ��𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑥𝑥𝑖𝑖) − 𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑥𝑥)�������������𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑦𝑦𝑖𝑖) − 𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑦𝑦)�������������𝑛𝑛𝑖𝑖=1
�∑ �𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑥𝑥𝑖𝑖) − 𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑥𝑥)������������2𝑛𝑛𝑖𝑖=1 ∑ �𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑦𝑦𝑖𝑖) − 𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑦𝑦)������������2𝑛𝑛𝑖𝑖=1   _____(2) 
where rank(xi) and rank(yi) are the ranks of the observation in the sample.  
Spearman’s correlation coefficient varies from -1 to +1 and the absolute value of ρs 
describes the strength of the monotonic relationship.  The closer the absolute value of ρs to 0, the 
weaker is the monotonic relationship between the two variables. 3, 17  However, similar to the 
Pearson product moment correlation coefficient, Spearman’s correlation coefficient can be 0 for 
variables that are related in a non-monotonic manner.  At the same time, unlike the Pearson’s 
correlation coefficient, Spearman’s coefficient can be 1 not only for linearly related variables, 
but also for the variables that are related according to some type of non-linear but monotonic 
relationship.   
1.3 KENDALL’S TAU CORRELATION COEFFICIENT 
Similar to Spearman’s rank-order correlation coefficient, Kendall’s tau correlation coefficient is 
designed to capture the association between two ordinal (not necessarily interval) variables.  Its 
estimate (denoted τ ) can be expressed as follows: 
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𝜏𝜏 = ∑ ∑ 𝑠𝑠𝑠𝑠𝑛𝑛�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 �𝑠𝑠𝑠𝑠𝑛𝑛�𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 �𝑛𝑛𝑗𝑗=1𝑛𝑛𝑖𝑖=1
𝑛𝑛(𝑛𝑛 − 1)   _____(3) 
where: 
𝑠𝑠𝑠𝑠𝑛𝑛�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 � = �1      𝑖𝑖𝑖𝑖 (𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 ) > 00     𝑖𝑖𝑖𝑖 (𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 ) = 0
−1  𝑖𝑖𝑖𝑖 (𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 ) < 0   ;  𝑠𝑠𝑠𝑠𝑛𝑛�𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 � �
1      𝑖𝑖𝑖𝑖 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 � > 00     𝑖𝑖𝑖𝑖 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 � = 0
−1  𝑖𝑖𝑖𝑖 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 � < 0   
This coefficient quantifies the discrepancy between the number of concordant and 
discordant pairs.  Any two pairs of ranks (xi, yi) and (xj, yj) are said to be concordant when xi < xj 
and yi  < yj, or when xi  > xj and yi  > yj, or when (xi  - xj)(yi  - yj) > 0.  Correspondingly, any two 
pairs of ranks (xi, yi) and (xj, yj) are said to be discordant when xi < xj and yi  > yj, or when xi  > xj 
and yi  < yj, or when (xi  - xj)(yi  - yj) < 0.  Similar to the two previous correlation coefficients, 
Kendall’s tau ranges from -1 to +1, with the absolute value of τ indicating the strength of the 
monotonic relationship between the two variable.3, 17  However, Kendall’s tau can be 1 for even a 
wider range of scenarios than Spearman’s correlation coefficient. 
1.4 MOTIVATION 
The Pearson product moment correlation is the most frequently used coefficient for normal 
distributed data.  On the other hand, nonparametric methods such as Spearman’s rank-order and 
Kendall’s tau correlation coefficients are usually suggested for non-normal data.  However, 
although the advantages of the latter measures for categorical data are obvious, their benefits for 
analyzing continuous data are not that clear.  Under certain formulations, all three types of 
correlation coefficients could be viewed as weighted averages of concordance indicators, and 
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Pearson’s type of weighting could be conceptually preferable for continuous, but not necessarily 
normally distributed data.   
Let: 
𝑃𝑃 = ��(𝑥𝑥𝑖𝑖 − ?̅?𝑥)2𝑛𝑛
𝑖𝑖=1 ;  𝑄𝑄 = ��(𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛𝑖𝑖=1  
𝑥𝑥𝑖𝑖   ∗ = 𝑥𝑥𝑖𝑖
�∑ (𝑥𝑥𝑖𝑖 − ?̅?𝑥)2𝑛𝑛𝑖𝑖=1   = 𝑥𝑥𝑖𝑖𝑃𝑃 ;  𝑦𝑦𝑖𝑖  ∗ = 𝑦𝑦𝑖𝑖�∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛𝑖𝑖=1   = 𝑦𝑦𝑖𝑖𝑄𝑄  
?̅?𝑥∗ = ?̅?𝑥
�∑ (𝑥𝑥𝑖𝑖 − ?̅?𝑥)2𝑛𝑛𝑖𝑖=1 = ?̅?𝑥𝑃𝑃 ;  𝑦𝑦�∗ = 𝑦𝑦��∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛𝑖𝑖=1 = 𝑦𝑦�𝑄𝑄 
Then, since: 
���𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 ��𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 �
𝑛𝑛
𝑗𝑗=1
𝑛𝑛
𝑖𝑖=1  
= 𝑛𝑛�𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖 −��𝑥𝑥𝑖𝑖𝑦𝑦𝑗𝑗 −��𝑥𝑥𝑗𝑗𝑦𝑦𝑖𝑖𝑛𝑛
𝑗𝑗=1 + 𝑛𝑛�𝑥𝑥𝑗𝑗𝑦𝑦𝑗𝑗𝑛𝑛𝑖𝑖=1𝑛𝑛𝑖𝑖=1𝑛𝑛𝑗𝑗=1𝑛𝑛𝑖𝑖=1𝑛𝑛𝑖𝑖=1       
= 2𝑛𝑛�𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖 − 2𝑛𝑛2?̅?𝑥𝑦𝑦�𝑛𝑛
𝑖𝑖=1  
= 2𝑛𝑛 � 𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖 − 𝑛𝑛?̅?𝑥𝑦𝑦�𝑛𝑛
𝑖𝑖=1 � 
 The Pearson correlation coefficient could be re-written as follows: 
𝑟𝑟 = ∑ �(𝑥𝑥𝑖𝑖 − ?̅?𝑥)(𝑦𝑦𝑖𝑖 − 𝑦𝑦�)�𝑛𝑛𝑖𝑖=1
�∑ (𝑥𝑥𝑖𝑖 − ?̅?𝑥)2𝑛𝑛𝑖𝑖=1 ∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛𝑖𝑖=1  
= ���𝑥𝑥𝑖𝑖
𝑃𝑃
−
?̅?𝑥
𝑃𝑃
� �
𝑦𝑦𝑖𝑖
𝑄𝑄
−
𝑦𝑦�
𝑄𝑄
��
𝑛𝑛
𝑖𝑖=1  
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= ��(𝑥𝑥𝑖𝑖  ∗ − ?̅?𝑥∗)(𝑦𝑦𝑖𝑖  ∗ − 𝑦𝑦�∗)�𝑛𝑛
𝑖𝑖=1  
= �𝑥𝑥𝑖𝑖  ∗ 𝑦𝑦𝑖𝑖  ∗𝑛𝑛
𝑖𝑖=1 − 𝑦𝑦�∗�𝑥𝑥𝑖𝑖   ∗
𝑛𝑛
𝑖𝑖=1 − ?̅?𝑥∗�𝑦𝑦𝑖𝑖  ∗
𝑛𝑛
𝑖𝑖=1 + 𝑛𝑛?̅?𝑥∗𝑦𝑦�∗ 
= �𝑥𝑥𝑖𝑖  ∗ 𝑦𝑦𝑖𝑖  ∗𝑛𝑛
𝑖𝑖=1 − 𝑛𝑛?̅?𝑥∗𝑦𝑦�∗ 
= 12𝑛𝑛���𝑥𝑥𝑖𝑖   ∗ − 𝑥𝑥𝑗𝑗   ∗ ��𝑦𝑦𝑖𝑖  ∗ − 𝑦𝑦𝑗𝑗   ∗ �𝑛𝑛
𝑗𝑗=1
𝑛𝑛
𝑖𝑖=1  
Equivalently, this can be written in terms of the signs and absolute values of the differences, i.e.: 
𝑟𝑟 = 12𝑛𝑛���𝑠𝑠𝑠𝑠𝑛𝑛�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 �𝑠𝑠𝑠𝑠𝑛𝑛�𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 � × �𝑥𝑥𝑖𝑖  ∗ − 𝑥𝑥𝑗𝑗   ∗ ��𝑦𝑦𝑖𝑖  ∗ − 𝑦𝑦𝑗𝑗   ∗ ��𝑛𝑛
𝑗𝑗=1
𝑛𝑛
𝑖𝑖=1   _____(4) 
This reformulation highlights the differences between the Pearson’s and Kendall’s correlation 
coefficients, the latter of which can be written as follows: 
𝜏𝜏 = 1
𝑛𝑛(𝑛𝑛 − 1)��𝑠𝑠𝑠𝑠𝑛𝑛�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 �𝑠𝑠𝑠𝑠𝑛𝑛�𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗 �𝑛𝑛
𝑗𝑗=1
𝑛𝑛
𝑖𝑖=1  
Spearman’s correlation coefficient could be written similar to (4) where the absolute differences 
between observations are replaced with the absolute differences between the corresponding 
ranks.   
The product of sign functions sgn(xi-xj) sgn(yi-yj) can be interpreted as a concordance 
indicator.  It equals to 1 for concordant pairs and -1 for discordant pairs.  Thus, all three 
correlation coefficients are proportional to the differently weighted averages of the same 
concordance indicators.  The Pearson’s correlation coefficient takes into account both the 
number and degree of concordances and discordances, whereas Kendall’s tau correlation 
coefficient reflects only the numbers of concordances and discordances regardless of their 
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degree.  Spearman’s correlation is in between of the Pearson’s and Kendall’s, reflecting the 
degree of concordances and discordances on the rank scale.     
Because of the variability of the observations drawn from a continuous distribution, small 
discordances between two close pairs of observations are quite possible even if the true 
measurements are concordant.  For example, if a true average blood pressure of an older person 
is only slightly higher than that of a somewhat younger person, it is quite possible to observe a 
reverse order of single measurement.  On the other hand, if the true averages are substantially 
different (in standardized units), the disagreement between the individual measurements is quite 
unlikely.  Thus for continuous data, the degree of discordances and concordances often carries 
essential information about the correlation.  The Pearson’s correlation coefficient attempts to 
capture this information, while Kendall’s tau correlation coefficient completely disregards it.  
Spearman’s correlation coefficient, although, reflects the degree of concordances or discordances 
by using ranked observations, can equate some intrinsically small with substantially large 
discordances or concordances for small sample size.  The ability of different correlation 
coefficients to reflect the degree of concordances/discordances could be translated into the 
relative statistical power when detecting association between two continuous variables, 
especially for smaller sample sizes.  In this work, I focus on the relative statistical power of the 
test for association based on the Pearson’s, Spearman’s and Kendall’s correlation coefficients.   
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2.0  SAMPLING DISTRIBUTIONS 
I start my investigation by the preliminary study of the sampling distributions of the estimates for 
different correlation coefficients.  The main objective is to assess the relative frequency of the 
positive estimates for the positively correlated data.  This will provide an indirect indication of 
the relative power of statistical tests based on these correlation coefficients, and one would 
expect to observe a higher frequency of positive estimates for the correlation coefficient that 
corresponds to a more powerful statistical test.  Based on the considerations presented in the 
previous section, I expect to observe a higher frequency of positive estimates for the Pearson’s 
correlation coefficient, followed by Spearman’s and finishing with Kendall’s correlation 
coefficients.  In addition, I compare the estimates of the true values of Spearman’s and Kendall’s 
correlation coefficients.  
 For this preliminary study, I compute the estimates of the correlation coefficients for 
10,000 datasets generated from the bivariate normal distribution with ρ of 0.4, and sample sizes 
10, 20, 50 and 100.  Since the considered correlation coefficients are invariant with respect to the 
location-scale family of transformations, I use standard normal distributions for the two 
marginals, namely, 𝑋𝑋~𝑁𝑁(0,1),𝑌𝑌~𝑁𝑁(0,1) .  Each random observation is generated as the 
transformations of the two independent normally distributed variable Zx and Zy, i.e.: 
𝑍𝑍𝑋𝑋~𝑁𝑁(0,1); 𝑍𝑍𝑌𝑌~𝑁𝑁(0,1) 
�
𝑋𝑋
𝑌𝑌
� =  �𝑍𝑍𝑋𝑋
𝑍𝑍𝑌𝑌
� ∗ �
1 𝜌𝜌
𝜌𝜌 1� 
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Table 1 demonstrates that, as expected, the frequencies of positive estimates increase as 
the sample size gets larger.  For sample size 100, there is no difference in the observed 
frequencies of positive estimates for the considered ρ of 0.4, since all estimates of the three 
correlation coefficients are positive.  It also shows that the Pearson’s correlation coefficient has 
the highest frequency of positive estimates, followed by Spearman’s and then by Kendall’s 
correlation coefficients.  These summaries indicate that for ρ of 0.4, I could expect a reasonable 
magnitude of the differences in statistical power of the tests based on the considered correlation 
coefficients only for sample size less than 50.   
Table 2 summarizes the average of the estimates of Spearman’s and Kendall’s correlation 
coefficient, that correspond to the given true value of the Pearson’s correlation coefficient.  The 
average is based on 1,000 estimated correlation coefficients each computed for sample size of 
500.  These results confirm the expectation that for the bivariate normal distribution, the true 
Pearson correlation coefficient has the largest value, followed by that of Spearman’s and 
Kendall’s.  Compared with Kendall’s tau correlation coefficient, the average of Spearman’s 
rank-order correlation coefficient is closer to Pearson’s.  However, by itself the ordering of the 
true values of the correlation coefficients is not very indicative of the resulting statistical power, 
since the estimates can be distributed differently around these values.  
Figures 1, 2 and 3 respectively summarize the sampling distributions of the Pearson’s, 
Spearman’s and Kendall’s correlation coefficients for the datasets with ρ of 0.4 and sample size 
of 10.  Each sampling distribution is obtained from 10,000 estimates.  Figures 4, 5 and 6 
summarize similar sampling distributions for the sample size of 20.  In contrast to the Pearson’s 
and Spearman’s which have similar empirical distributions, the estimates of Kendall’s tau 
correlation coefficient are distributed over a smaller range concentrated at around 0.26 (Table 2).  
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However, despite the smaller range, the frequency of positive estimates of Kendall’s correlation 
coefficient is the lowest of the three (Table 1).  
 
Table 1. Frequency of positive estimates of the correlation coefficients*  
Sample Size 
n 
Number of 
Simulations 
Frequency 
Pearson’s Spearman’s Kendall’s 
10 
10,000 
8923 8719 8706 
20 9614 9520 9473 
50 9982 9963 9963 
100 10,000 10,000 10,000 
*The true Pearson’s correlation for variables in the generated datasets is 0.4 
 
Table 2. Estimates of the true values of different correlation coefficients  
Sample Size 
n 
Number of 
Simulations 
True value 
Pearson Spearman’s Kendall’s 
500 1,000 
0 0 0 
0.2 0.19 0.13 
0.4 0.38 0.26 
0.6 0.58 0.41 
0.8 0.78 0.59 
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Figure 1. Histogram for the Pearson product moment correlation coefficients with n=10 
 
 
Figure 2. Histogram for Spearman’s rank-order correlation coefficients with n=10 
 
 
Figure 3. Histogram for Kendall’s tau correlation coefficients with n=10 
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Figure 4. Histogram for the Pearson product moment correlation coefficients with n=20 
 
 
Figure 5. Histogram for Spearman’s rank-order correlation coefficients with n=20 
 
  
Figure 6. Histogram for Kendall’s tau correlation coefficients with n=20 
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3.0  APPROACH 
Although the preliminary results support the expectation about the relative statistical power of 
the tests based on different correlation coefficients, the formal conclusion require a direct 
investigation of the statistical power.  Since the Pearson’s, Spearman’s and Kendall’s correlation 
coefficients that have somewhat different methodologies for statistical analysis, I standardize my 
comparison of correlation coefficients by performing the same permutation test for all of them.  I 
conduct a simulation study where permutation tests based on different correlation coefficients 
and estimate their type I error rate and statistical power.  All programs are written in Statistical 
Analysis System (SAS, v.9.2) software and the code is included in Appendix. 
3.1 PERMUTATION TEST 
The permutation approach I consider is based on generating multiple samples from the original 
dataset by permuting the observations within each variable.  The dataset is permuted in such a 
manner that the resulting permutation samples are equally likely under the null hypothesis. 
Under the null hypothesis of no association between the two variables, permutations of 
observations of one variable for the fixed order of the observations of the other are equally 
likely.  Thus, a permutation sample can be generated by randomly re-ordering observations of 
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the second variable while keeping the original order for the first variable.  The same permutation 
scheme was originally proposed for the Kendall’s tau correlation coefficient.9, 10 
By computing the values of a given statistic (here the Pearson’s, Spearman’s or Kendall’s 
correlation coefficient) for every permutation sample, we can construct the permutation 
distributions of that statistic.  The significance of the originally observed value of the statistic 
depends on the frequency of the observing more extreme values in the permutation distribution.  
I consider the mid-point p-value that quantifies the frequency of more extreme correlation 
coefficients plus half of the frequency of the correlation coefficients that are equal to the 
originally observed correlation coefficients, i.e.: 
𝑃𝑃 = # 𝐶𝐶𝑖𝑖 (|𝑟𝑟∗| > |𝑟𝑟|)# 𝐶𝐶𝑖𝑖 𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑖𝑖𝐶𝐶𝑛𝑛 + # 𝐶𝐶𝑖𝑖 (|𝑟𝑟∗| = |𝑟𝑟|)2 × # 𝐶𝐶𝑖𝑖 𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑖𝑖𝐶𝐶𝑛𝑛   _____(5) 
where k* is the value of the correlation coefficient computed from a  permutation sample and k is 
the originally observed value of the correlation coefficient (Pearson’s, Spearman’s or Kendall’s).   
The total number of all possible permutation samples increases faster than exponentially 
with the increasing sample size.  Under my permutation scheme, for a sample of n observations, 
there are n! permutation samples.  Thus, instead of using all possible permutation samples, a 
common practice is to use a large random number of possible permutation samples.  Here I base 
my permutation test on 5,000 of random permutations for all considered scenarios (including 
sample sizes from 10 to 100). 
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3.2 DISTRIBUTIONS USED IN THE SIMULATION STUDY 
In this investigation, I consider 5 different bivariate distributions.  One is the bivariate normal 
distribution that represents the scenario where the Pearson’s correlation coefficient is expected to 
be better than any other measures of association.  The other four distributions represent different 
degrees of violations of binormality.  Two bivariate log-normal distributions represent the cases 
of distributions with moderately (γ1 = 0.95) and severely (γ1 = 1.75) skewed marginals.  The 
bivariate t and double exponential distributions illustrate the cases of distributions which 
marginals have moderate (γ2 = 1) and severe (γ2 = 3) excess of kurtosis correspondingly, where 
excess of kurtosis is defined as the forth moment minus 3 (3 is the kurtosis for the standard 
normal distribution).  All 5 types of distributions are generated as appropriate transformation 
from a standard bivariate normal distribution with a given covariance structure.   
Table 3. Summary of distributions used in the simulation study  
Bivariate 
Distribution μx = μy* σx = σy* df λ Skewnees 
Excess of 
Kurtosis 
Normal 0 1 - - 0 0 
Log-normal 0 0.3 - - 0.95 4.6 
Log-normal 0 0.5 - - 1.75 8.9 
T 0 1 10 - 0 1.0 
Double Exponential 0 1 - 1 0 3.0 
 * Parameters of the initial normal distributions (before transformations) 
The bivariate distribution (𝑋𝑋∗,  𝑌𝑌∗) ~ 𝑁𝑁(𝜇𝜇𝑥𝑥 ,𝜇𝜇𝑦𝑦 ,𝜎𝜎𝑥𝑥2,𝜎𝜎𝑦𝑦2,𝜌𝜌) is generated according to the 
following transformation approach: 
�
𝑋𝑋∗
𝑌𝑌∗
� = �𝜇𝜇𝑥𝑥
𝜇𝜇𝑦𝑦
� + �𝛴𝛴 �𝑋𝑋
𝑌𝑌
�  _____(6) 
where: 
�
𝑋𝑋
𝑌𝑌
�  ~ 𝑁𝑁 ��00� , �1 00 1�� 
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𝛴𝛴 = � 𝜎𝜎𝑥𝑥2 𝜌𝜌𝜎𝜎𝑥𝑥𝜎𝜎𝑦𝑦
𝜌𝜌𝜎𝜎𝑥𝑥𝜎𝜎𝑦𝑦 𝜎𝜎𝑦𝑦
2 � 
and ρ is the correlation between x and y.  Due to the invariance of the considered correlation 
coefficients to location-scale type of transformation for the data and without the loss of 
generality, I use μ = 0 and σ = 1.3, 23 
The log-normal distribution is generated as an exponential transformation of the bivariate 
normal distribution, i.e.: 
𝑝𝑝(𝑋𝑋∗, 𝑌𝑌∗) = �𝑋𝑋𝑙𝑙𝐶𝐶𝑠𝑠−𝑛𝑛  ,𝑌𝑌𝑙𝑙𝐶𝐶𝑠𝑠−𝑛𝑛  � ~ 𝐿𝐿𝐶𝐶𝑠𝑠 − 𝑁𝑁(𝜇𝜇𝑥𝑥 ,𝜇𝜇𝑦𝑦 ,𝜎𝜎𝑥𝑥2,𝜎𝜎𝑦𝑦2,𝜌𝜌) 
The skewness of the resulting log-normal distribution could be computed as follows: 8 
𝛾𝛾1 = �𝑝𝑝𝜎𝜎2 + 2��𝑝𝑝𝜎𝜎2 − 1 
Thus, in order to impose moderate and severe skewness, I start with the bivariate normal 
distributions with variances of 0.3 and 0.5 respectively.  For the bivariate normal distribution 
with correlation ρ, the correlation for the corresponding log-normal distribution (ρln) can be 
computed according to the following formula:12 
𝜌𝜌𝑙𝑙𝑛𝑛 = 𝑝𝑝𝑥𝑥𝑝𝑝�𝜌𝜌𝜎𝜎𝑥𝑥𝜎𝜎𝑦𝑦� − 1
��𝑝𝑝𝑥𝑥𝑝𝑝�𝜎𝜎𝑥𝑥2� − 1��𝑝𝑝𝑥𝑥𝑝𝑝�𝜎𝜎𝑦𝑦2� − 1� 
For the considered simulation scenarios (see the next section), the values of the correlation for 
the log-normal distribution are approximately the same as for the original normal distribution 
(Table 6).   
I generate the bivariate t distribution (𝑋𝑋𝑝𝑝 ,𝑌𝑌𝑝𝑝) ~ 𝑝𝑝(𝜌𝜌,𝑑𝑑𝑖𝑖) as follows:   
�
𝑥𝑥𝑝𝑝
𝑦𝑦𝑝𝑝
� = �𝑥𝑥∗
𝑦𝑦∗
� ∗ �𝑑𝑑𝑖𝑖/ �𝑝𝑝
𝐶𝐶
� 
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where the independent variables u and v are generated from the gamma distribution:  (𝑈𝑈,𝑉𝑉)~2 ∗ 𝐺𝐺𝐺𝐺𝐺𝐺 �𝑑𝑑𝑖𝑖2 , 2� and (X*,  Y*) are generated from bivariate normal scenario (6).  The 
correlation in the original bivariate normal distribution and the resulting t distribution are related 
the same.  Indeed:14 
𝑐𝑐𝐶𝐶𝐶𝐶 (𝑋𝑋𝑝𝑝 ,𝑌𝑌𝑝𝑝) = 𝜐𝜐𝜐𝜐 − 2  𝜌𝜌 
𝑉𝑉(𝑋𝑋𝑝𝑝) = 𝜐𝜐𝜐𝜐 − 2 ;  𝑉𝑉(𝑌𝑌𝑝𝑝) = 𝜐𝜐𝜐𝜐 − 2 
hence:  
𝜌𝜌𝑝𝑝 = 𝑐𝑐𝐶𝐶𝐶𝐶 (𝑋𝑋𝑝𝑝 ,𝑌𝑌𝑝𝑝)𝜎𝜎𝑥𝑥𝑝𝑝𝜎𝜎𝑦𝑦𝑝𝑝 = 𝜐𝜐𝜐𝜐 − 2  𝜌𝜌𝜐𝜐
𝜐𝜐 − 2 = 𝜌𝜌 
The kurtosis of the resulting t distribution is computed as follows:5  
𝛾𝛾2 = 6𝑑𝑑𝑖𝑖 − 4 
Hence, I model the scenario of moderate excess of kurtosis (γ2 = 1), using t distribution with 10 
degrees of freedom. 
The bivariate double exponential distribution (𝑋𝑋𝑑𝑑𝑝𝑝 ,𝑌𝑌𝑑𝑑𝑝𝑝 ) ~ 𝐷𝐷𝐷𝐷(𝜎𝜎𝑥𝑥 ,𝜎𝜎𝑦𝑦 ,𝜌𝜌)(each marginal 
with excess of kurtosis 3) is generated by multiplying the original bivariate normal deviates (X*, 
Y*) (6) by the square-root of independent exponentially distributed variables: 
�
𝑋𝑋𝑑𝑑𝑝𝑝
𝑋𝑋𝑑𝑑𝑝𝑝
� = �𝑋𝑋∗
𝑌𝑌∗
� ∗ ��
𝑟𝑟
𝑏𝑏
�   _____(7) 
where a and b are the exponential variables with rate of λ = 1.13  It can be shown that the Pearson 
correlation computed for the double exponential distribution generated by (7) equals to the 
Pearson correlation of the original bivariate normal data, indeed:   
𝑐𝑐𝐶𝐶𝐶𝐶 (𝑋𝑋𝑑𝑑𝑝𝑝 ,𝑌𝑌𝑑𝑑𝑝𝑝 ) = 𝜎𝜎𝑥𝑥𝜎𝜎𝑦𝑦𝜌𝜌𝜌𝜌 
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𝑉𝑉(𝑋𝑋𝑑𝑑𝑝𝑝 ) = 𝜎𝜎𝑥𝑥2𝜌𝜌 ;  𝑉𝑉(𝑌𝑌𝑑𝑑𝑝𝑝 ) = 𝜎𝜎𝑦𝑦2𝜌𝜌  
The excess of kurtosis for the double exponential distribution equals to 3 regardless of λ.  This 
could also be confirmed by direct computations using the closed form of moment generating 
function of double exponential distribution (derivations are not shown). 
3.3 PARAMETERS OF THE SIMULATION STUDY 
A simulation study is designed to assess the type I error rate and the relative statistical power of 
the permutation tests based on the Pearson’s, Spearman’s and Kendall’s correlation coefficients.  
For my simulations, I consider sample sizes of 10, 20, 50 and 100, and the true Pearson 
correlations of 0, 0.2, 0.4, 0.6 and 0.8, which allows me to consider the scenarios where I expect 
to see substantial differences as well as the scenarios where the approaches are approximately 
equivalent.  For estimation of type I error rate (scenario corresponding to ρ of 0), I generate 
10,000 datasets and for estimation of statistical power (scenarios corresponding to non-zero ρ), I 
generate 1,000 datasets.  For each of the generated datasets, the permutation test is implemented 
on 5,000 random permutation samples.  The rejection rate (type I error rate or statistical power 
depending on the scenario) is estimated as the proportion of the simulated datasets for which I 
observe permutation p-value less than 0.05, i.e.: 
𝑅𝑅 = # 𝐶𝐶𝑖𝑖 (𝑃𝑃 < 0.05) # 𝐶𝐶𝑖𝑖 𝑠𝑠𝑖𝑖𝑝𝑝𝑝𝑝𝑙𝑙𝑟𝑟𝑝𝑝𝑖𝑖𝐶𝐶𝑛𝑛 
where P is the permutation p-value defined in equation (5) in the Permutation Test section.   
For the considered distributions the scenarios where the true Pearson’s correlation 
coefficient is zero correspond to the absence of any associations between two variables.  Hence, 
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for these cases when the correlation is zero, the rejection rate corresponds to the type I error rate.  
The rejection rate is the statistical power of the test when the correlation is non-zero.  
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4.0  RESULTS 
Tables 4, 5 and 7 summarize the estimates of rejection rates for the permutation tests based on 
the three correlation coefficients for various distributions.  There is no substantial difference in 
type I error rates (columns with ρ = 0) and all estimates are close to nominal 0.05.  As expected, 
the statistical power (columns with ρ ≠ 0) increases as the true Pearson’s correlation and sample 
size increase.   
As expected, for bivariate normal distribution (Table 4), the Pearson product moment 
correlation consistently results a larger statistical power.  Since the bivariate normal distribution 
is optimal for the Pearson’s correlation coefficient, the increase of statistical power observed in 
Table 4 indicates the largest magnitude for the gains that can be observed in other distributions.  
Comparing with Kendall’s tau, Spearman’s correlation coefficient leads to a somewhat more 
powerful test.  The dissimilarity of the statistical power values among the three correlation 
coefficients become less significant for moderate combinations of the true Pearson’s correlation 
and sample size.  The differences diminish as the statistical power approaches 1 (increasing 
sample size for given correlation, or increasing correlation for moderate sample size).  The 
differences also diminish when the statistical power approaches 0 (decreasing sample size for 
given correlation, or decreasing correlation for given sample size).  These trends also occur for 
the other of considered distributions.  Although the Pearson’s correlation coefficient results in a 
theoretically more powerful test for bivariate normal scenario, regardless of the true value of 
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correlation, the estimates of the statistical power could be smaller than the other procedures (e.g. 
ρ = 0.2, n = 10).  These observations are caused purely by sampling error. 
Table 5 demonstrates the relative performance of the Pearson product moment correlation 
coefficient for log-normal data (skewed distributions).  As described in Section 3.2, the log-
normal data is generated as an order-preserving transformation of the bivariate normal data used 
in Table 4.  Hence the ranks of observations, and therefore the values of Spearman’s and 
Kendall’s correlation coefficient are exactly the same as for normal data. 
For moderately skewed distribution (γ1 = 0.95), the test based on the Pearson’s correlation 
coefficient remains the most powerful with a gain in statistical power as high as 0.09.  For a 
more severely skewed distribution (γ1 = 1.75), the Pearson’s correlation coefficient gradually 
loses its advantages (especially for larger sample sizes or large correlations).  For most of the 
considered scenarios, it leads to a loss of statistical power with the maximum magnitude of 0.03.  
However, it can still lead to a substantial increase of statistical power in some cases (e.g. ρ = 0.8, 
n = 10).   
Table 7 illustrates the relative performance of the correlation coefficients for distributions 
with excess of kurtosis.  For distribution with moderate excess of kurtosis (γ2 = 1), the Pearson 
product moment correlation consistently perform better than Spearman’s and Kendall’s 
correlation coefficients, leading to a gain in statistical power as high as 0.1.  Kendall’s tau, on the 
other hand, tends to perform slightly worse than Spearman’s correlation coefficient.  For the 
distribution with a severe excess of kurtosis (γ2 = 3), the Pearson’s correlation coefficient leads to 
almost a uniform loss in statistical power which can be as high as 0.08. 
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Table 4. Rejection rates for the bivariate normal distribution* 
Distribution Sample Size 
Correlation 
Coefficient 
ρ 
Type I 
Error 
Rate 
Statistical Power 
0 0.2 0.4 0.6 0.8 
Normal 
10 
r 0.0474 0.073 0.216 0.479 0.861 
rs 0.0503 0.080 0.197 0.404 0.760 
τ 0.0472 0.076 0.181 0.401 0.752 
20 
r 0.0478 0.126 0.412 0.832 0.996 
rs 0.0481 0.121 0.372 0.772 0.991 
τ 0.0494 0.115 0.362 0.773 0.992 
50 
r 0.0482 0.280 0.836 0.997 1 
rs 0.0492 0.261 0.776 0.993 1 
τ 0.0490 0.261 0.778 0.995 1 
100 
r 0.0525 0.516 0.987 1 1 
rs 0.0529 0.469 0.978 1 1 
τ 0.0530 0.460 0.977 1 1 
* No of simulation for sample size 10 is 10,000   
* No of simulation for sample size 20, 50 and 50 is 1,000  
* No of permutation for all sample size is 5,000  
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Table 5. Rejection rates for the skewed distributions* 
Distribution Sample Size 
Correlation 
Coefficient 
ρ 
Type I 
Error 
Rate 
Statistical Power 
0 0.2 0.4 0.6 0.8 
Log-normal 
γ1 = 0.95 
10 
r 0.0491 0.081 0.220 0.460 0.850 
rs 0.0503 0.080 0.197 0.404 0.760 
τ 0.0472 0.076 0.181 0.401 0.752 
20 
r 0.0511 0.129 0.397 0.809 0.995 
rs 0.0481 0.121 0.372 0.772 0.991 
τ 0.0494 0.115 0.362 0.773 0.992 
50 
r 0.0480 0.265 0.800 0.997 1 
rs 0.0492 0.261 0.776 0.993 1 
τ 0.0490 0.261 0.778 0.995 1 
100 
r 0.0526 0.500 0.981 1 1 
rs 0.0529 0.469 0.978 1 1 
τ 0.0530 0.460 0.977 1 1 
Log-normal 
γ1 = 1.75 
10 
r 0.0497 0.087 0.224 0.437 0.822 
rs 0.0503 0.080 0.197 0.404 0.760 
τ 0.0472 0.076 0.181 0.401 0.752 
20 
r 0.0511 0.129 0.377 0.760 0.991 
rs 0.0481 0.121 0.372 0.772 0.991 
τ 0.0494 0.115 0.362 0.773 0.992 
50 
r 0.0453 0.260 0.745 0.991 1 
rs 0.0492 0.261 0.776 0.993 1 
τ 0.0490 0.261 0.778 0.995 1 
100 
r 0.0513 0.457 0.958 1 1 
rs 0.0529 0.469 0.978 1 1 
τ 0.0530 0.460 0.977 1 1 
* No of simulation for sample size 10 is 10,000   
* No of simulation for sample size 20, 50 and 50 is 1,000  
* No of permutation for all sample size is 5,000  
 
 
Table 6. True values of the Pearson’s correlation coefficient ρ for log-normal data  
 ρ* 
 σx=σy 0 0.2 0.4 0.6 0.8 
ρln
# 0.3 0 0.19 0.39 0.59 0.79 
0.5 0 0.18 0.37 0.57 0.78 
* Correlation for normal data  
# Correlation for log-normal data 
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Table 7. Rejection rates for the distributions with excess kurtosis* 
Distribution Sample Size 
Correlation 
Coefficient 
ρ 
Type I 
Error 
Rate 
Statistical Power 
0 0.2 0.4 0.6 0.8 
T 
γ2 = 1 
10 
r 0.0480 0.082 0.182 0.409 0.814 
rs 0.0469 0.079 0.173 0.369 0.708 
τ 0.0465 0.072 0.157 0.338 0.701 
20 
r 0.0500 0.132 0.400 0.792 0.989 
rs 0.0467 0.120 0.381 0.754 0.977 
τ 0.0480 0.121 0.366 0.758 0.978 
50 
r 0.0492 0.251 0.768 0.996 1 
rs 0.0501 0.243 0.744 0.993 1 
τ 0.0506 0.240 0.735 0.993 1 
100 
r 0.0482 0.484 0.978 1 1 
rs 0.0488 0.451 0.973 1 1 
τ 0.0483 0.454 0.975 1 1 
Double 
exponential 
γ2 = 3 
10 
r 0.0448 0.073 0.149 0.319 0.600 
rs 0.0494 0.081 0.161 0.327 0.594 
τ 0.0462 0.075 0.152 0.302 0.574 
20 
r 0.0499 0.089 0.281 0.571 0.912 
rs 0.0494 0.101 0.285 0.630 0.941 
τ 0.0512 0.106 0.278 0.621 0.930 
50 
r 0.0495 0.219 0.618 0.952 1 
rs 0.0488 0.220 0.703 0.971 1 
τ 0.0491 0.218 0.696 0.974 1 
100 
r 0.0487 0.322 0.909 0.999 1 
rs 0.0484 0.377 0.942 0.999 1 
τ 0.0484 0.381 0.941 1 1 
* No of simulation for sample size 10 is 10,000    
* No of simulation for sample size 20, 50 and 50 is 1,000  
* No of permutation for all sample size is 5,000  
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5.0  CONCLUSION 
I have demonstrated that using the permutation approach, the Pearson product moment 
correlation coefficient could be successfully used for analysis of continuous non-normally 
distributed data.  The permutation test based on the Pearson’s correlation coefficient, as well as 
the permutation tests based on Spearman’s and Kendall’s correlation coefficients, has type I error 
rate that is close to the nominal 0.05.  
The use of the Pearson product moment correlation coefficient leads to an almost uniform 
gain in statistical power not only for the bivariate normal distribution, but also for some 
moderately non-normal distributions.  Specifically, I observed the substantial advantages of the 
Pearson correlation coefficient for the log-normal distribution with moderate excess of skewness 
(γ1 = 0.95) and t distribution with moderate excess of kurtosis (γ2 = 1).   
For distributions with severe departures from normality, the Pearson’s correlation loses 
its advantages.  For the severely skewed log-normal distribution (γ1 = 1.75), the Pearson product 
moment correlation coefficient leads to a lower statistical power in more than half of the cases.  
For the double exponential distribution, which has a severe excess of kurtosis (γ2 = 3), the 
Pearson’s correlation coefficient results in a loss of statistical power in almost all of the scenarios 
I considered.  However, even in those cases where the use of Pearson’s correlation was 
disadvantageous, the maximum loss was less than the maximum possible gain in more “regular” 
distributions.  
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In conclusion, the permutation test based on the Pearson product moment correlation 
could offer a valuable advantage over Spearman’s and Kendall’s correlation coefficients in 
continuous non-normal distributions, for which the appropriateness of the Person’s correlation 
could be questionable according to existing guidelines.   
Thus, the sole fact of non-normality of the distribution should not be a sufficient reason 
for disregarding the use of the Pearson product moment correlation for continuous data. 
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6.0  DISCUSSION 
This work provides some evidence of the advantages of the Pearson product moment correlation 
for the distributions under which its use is not advised by the current guidelines.  The superiority 
of the Pearson’s over Spearman’s and Kendall’s correlations stems from the fact that Pearson 
correlation better reflects the degree of concordance and discordance of pairs of observations for 
some types of distributions.  Disadvantages of the Pearson product moment correlation seem to 
be mostly due to its known sensitivity to outliers. 
Indeed, both increase of skewness and excess of kurtosis of the distributions of correlated 
variables increase the possibility of the outliers, and result in increasingly poorer performance of 
the Pearson’s correlation (as compared with more outlier-insensitive Spearman’s and Kendall’s 
correlation).  This is more evident for large sample sizes where the probability of obtaining 
datasets with the outliers is higher.   
However, for moderately non-normal distributions, where the outliers are possible but not 
as frequent, the Pearson product moment correlation can still lead to a substantial gain in 
statistical power.  Thus, the guidelines for the appropriateness of the Pearson’s correlation for 
continuous normal data should be primarily based on the evidence of outliers in the data, rather 
than on shape of the empirical or theoretical distribution. 
The presented investigation is somewhat preliminary.  It considers two specific types of 
departures from normality independently.  Furthermore, the conclusions relate only to the 
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permutation tests and do not immediately generalize to the statistical tests standard for the 
considered correlation coefficients.19  Finally here I do not investigate any of the approaches for 
determining whether a given dataset contains any outliers.  Future investigations could benefit 
from considering the distributions that demonstrate excess of skewness and kurtosis 
simultaneously, as well as a standard test for the Pearson product moment correlation.  
The investigation of the relative statistical power summarized in this work has direct 
practical implications.  Indeed, the gain in statistical power offered by the Pearson’s correlation 
coefficient directly translates into the increased possibility of obtaining conclusive results of the 
data analysis and reduction of the sample size for future studies.  In regard to the analysis of the 
already collected datasets, the higher statistical power implies that, the use of the Pearson’s 
correlation coefficient could result in a statistically significant result when results based on other 
correlation coefficients are insignificant, hence inconclusive.  For the study design purposes, the 
use of the Pearson’s correlation coefficient could lead to a smaller sample size estimate, thereby 
saving the resources for conducting a future study.  However, the sample size gain could be only 
crudely estimated from the presented results, and more precise estimates require a different 
simulation study which could be considered in the future investigations. 
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APPENDIX 
SAS CODE FOR PERMUTATION TEST AND SIMULATION STUDY 
1. THE GENERATION OF SAMPLING DISTRIBUTIONS 
/* Simulations */ 
%macro set(n,n_sim,rho,output); 
proc iml; 
 
 x=j(&n,1,0); 
 y=j(&n,1,0); 
 z=j(&n,1,0); 
 
 seed=54321; 
 
 mu={0 0}; 
 
 sx=1; 
 sy=sx; 
 
 sig=((sx**2)||(&rho*sx*sy))//((&rho*sx*sy)||(sy**2)); 
 sigma=root(sig); 
 
 do sim=1 to &n_sim; 
 
  call rannor(seed,x);  
  call rannor(seed,y); 
 
  xy=x||y;  
  
  data=repeat(mu,&n,1)+xy*sigma; 
 
  datax=data[,1]; 
  datay=data[,2]; 
 
 
  /* Pearson */ 
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  pearsono=corr(data); 
 
  r=pearsono[1,2]; /* Pearson’s r */ 
 
  po=po//r; /* column vector Pearson’s r */ 
 
  po2=po2//(r>0); /* column vector of Pearson’s r > 0 */ 
   
 
  /* Spearman's */ 
 
  data2=(rank(data[,1]))||(rank(data[,2])); /* ranked data */ 
 
  spearmano=corr(data2); 
 
  rs=spearmano[1,2]; /* Spearman's rho */ 
   
  so=so//rs; /* column vector of Spearman's rho */ 
   
  so2=so2//(rs>0); /* column vector of Spearman's rho > 0 */ 
 
  
  /* Kendall's */ 
 
  xo1=repeat(datax,1,&n); 
  xo_to_xo=(xo1<xo1`)+((xo1=xo1`)*0.5); 
  xo2=(xo_to_xo*2)-1; 
 
  yo1=repeat(datay,1,&n); 
  yo_to_yo=(yo1<yo1`)+((yo1=yo1`)*0.5); 
  yo2=(yo_to_yo*2)-1; 
 
  sumo=(xo2#yo2)[+]; 
 
  t=sumo/(&n*(&n-1)); /* Kendall's tau */ 
 
  ko=ko//t; /* column vector of Kendall's tau */ 
 
  ko2=ko2//(t>0); /* column vector of Kendall's tau > 0 */ 
 
  
 end;  
 
sump=po2[+]; 
 
sums=so2[+]; 
 
sumk=ko2[+]; 
 
print sump sums sumk; 
 
create &output var{po so ko}; 
append;  
 
 
quit; 
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%mend; 
 
/* Coefficients that greater than zero */ 
%set(10,10000,0.4,corr1) 
%set(20,10000,0.4,corr2) 
%set(50,10000,0.4,corr3) 
%set(100,10000,0.4,corr4) 
 
 
%macro plot(corr,var1,var2,var3); 
/* Constructing histogram for Pearson product moment correlation */ 
 
proc univariate data=&corr noprint; 
 histogram &var1 / midpoints=-1.2 to 1.2 by 0.05; 
 label po ='r'; 
 title "Pearson product moment correlation coefficient"; 
run; 
 
/* Constructing histogram for Spearman's rank-order correlation*/ 
 
proc univariate data=&corr noprint; 
 histogram &var2 / midpoints=-1.2 to 1.2 by 0.05; 
 label so ='r'; 
 title "Spearman's rank-order correlation coefficient"; 
run; 
 
/* Constructing histogram for Kendall's tau correlation*/ 
 
proc univariate data=&corr noprint; 
 histogram &var3 / midpoints=-1.2 to 1.2 by 0.05; 
 label ko ='tau'; 
 title "Kendall's tau correlation coefficient"; 
run; 
 
%mend; 
 
/* Correlation */ 
%plot(corr1,po,so,ko) 
%plot(corr2,po,so,ko) 
 
 
/* True values of Spearman's & Kendall's correlation coefficients */ 
%macro set(n,n_sim,rho); 
proc iml; 
 
 x=j(&n,1,0); 
 y=j(&n,1,0); 
 z=j(&n,1,0); 
 
 seed=54321; 
 
 mu={0 0}; 
 
 sx=1; 
 sy=sx; 
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 sig=((sx**2)||(&rho*sx*sy))//((&rho*sx*sy)||(sy**2)); 
 sigma=root(sig); 
 
 do sim=1 to &n_sim; 
 
  call rannor(seed,x);  
  call rannor(seed,y); 
 
  xy=x||y;  
  
  data=repeat(mu,&n,1)+xy*sigma; 
 
  datax=data[,1]; 
  datay=data[,2]; 
   
 
  /* Spearman's */ 
 
  data2=(rank(data[,1]))||(rank(data[,2])); /* ranked data */ 
 
  spearmano=corr(data2); 
 
  rs=spearmano[1,2]; /* Spearman's rho */ 
   
  so=so//rs; /* column vector of Spearman's rho */ 
   
  
  /* Kendall's */ 
 
  xo1=repeat(datax,1,&n); 
  xo_to_xo=(xo1<xo1`)+((xo1=xo1`)*0.5); 
  xo2=(xo_to_xo*2)-1; 
 
  yo1=repeat(datay,1,&n); 
  yo_to_yo=(yo1<yo1`)+((yo1=yo1`)*0.5); 
  yo2=(yo_to_yo*2)-1; 
 
  sumo=(xo2#yo2)[+]; 
 
  t=sumo/(&n*(&n-1)); /* Kendall's tau */ 
 
  ko=ko//t; /* column vector of Kendall's tau */ 
 
  
 end;  
 
ts=so[:]; /* True value of Spearman's correlation coefficient */ 
 
tk=ko[:]; /* True value of Spearman's correlation coefficient */ 
 
print ts tk; 
 
 
quit; 
 
%mend; 
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%set(500,1000,0) 
%set(500,1000,0.2) 
%set(500,10000,0.4) 
%set(500,1000,0.6) 
%set(500,1000,0.8) 
 
2. THE GENERATION OF NORMAL DISTRIBUTED DATA 
/* Simulations & Permutations */ 
%macro set(n,rho,n_sim,n_perm); 
proc iml; 
 
 x=j(&n,1,0); 
 y=j(&n,1,0); 
 z=j(&n,1,0); 
 
 seed=54321; 
 
 mu={0 0}; 
 
 sx=1; 
 sy=sx; 
 
 sig=((sx**2)||(&rho*sx*sy))//((&rho*sx*sy)||(sy**2)); 
 sigma=root(sig); 
 
 do sim=1 to &n_sim; 
 
  call rannor(seed,x);  
  call rannor(seed,y); 
 
  xy=x||y;  
  
  data=repeat(mu,&n,1)+xy*sigma; 
 
  datax=data[,1]; 
  datay=data[,2]; 
 
 
  /* Pearson's */ 
 
  pearsono=corr(data); 
 
  r=pearsono[1,2]; /* original Pearson's r */ 
   
  po=po//r; /* column vector of original Pearson's r */ 
 
 
  /* Spearman's */ 
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  d=(rank(datax))||(rank(datay)); /* ranked data */ 
 
  spearmano=corr(d); 
 
  rs=spearmano[1,2]; /* original Spearman's rho */ 
   
  so=so//rs; /* column vector of original Spearman's rho */ 
 
    
  /* Kendall's */ 
 
  xo1=repeat(datax,1,&n); 
  xo_to_xo=(xo1<xo1`)+((xo1=xo1`)*0.5); 
  xo2=(xo_to_xo*2)-1; 
 
  yo1=repeat(datay,1,&n); 
  yo_to_yo=(yo1<yo1`)+((yo1=yo1`)*0.5); 
  yo2=(yo_to_yo*2)-1; 
 
  sumo=(xo2#yo2)[+];  
 
  t=sumo/(&n*(&n-1)); /* original Kendall's tau */ 
 
  ko=ko//t; /* column vector of original Kendall's tau */ 
 
 
  /* Permutations */ 
 
  do perm=1 to &n_perm; 
 
   call ranuni(seed,z);  
 
   temp=data[,2]||z; 
 
   call sort(temp,{2}); 
 
   data2=data[,1]||temp[,1]; /* permuted data */ 
    
   data2x=data2[,1]; 
   data2y=data2[,2]; 
    
 
   /* Pearson's */ 
 
   pearson=corr(data2); 
 
   r2=pearson[1,2]; /* permuted Pearson's r */ 
 
   p=p//r2; /* column vector of permuted Pearson's r */ 
   
    
   /* Spearman's */ 
 
   d2=(rank(data2x))||(rank(data2y)); /* ranked data */ 
 
   spearman=corr(d2); 
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   rs2=spearman[1,2]; /* permuted Spearman's rho */ 
 
   s=s//rs2; /* column vector of permuted Spearman's rho */ 
 
 
   /* Kendall's */ 
 
   x1=repeat(data2x,1,&n); 
   x_to_x=(x1<x1`)+((x1=x1`)*0.5); 
   x2=(x_to_x*2)-1; 
 
   y1=repeat(data2y,1,&n); 
   y_to_y=(y1<y1`)+((y1=y1`)*0.5); 
   y2=(y_to_y*2)-1; 
 
   sum=(x2#y2)[+]; 
 
   t2=sum/(&n*(&n-1)); /* permuted Kendall's tau */ 
    
   k=k//t2; /* column vector of permuted Kendall's tau */ 
 
 
  end; 
 
 
  /* Mid Point P-Value */ 
 
  /* Pearson's */ 
 
     c1p=((abs(p))>(abs(r)));     
  c2p=((abs(p))=(abs(r))); 
   
  pvalp=(c1p[:])+((c2p[+])/(2*&n_perm)); /* Pearson's p-values */  
   
  rejectp=rejectp//(pvalp<0.05); /* Pearson's rejection */ 
 
  
  /* Spearman's */ 
 
     c1s=((abs(s))>(abs(rs)));     
  c2s=((abs(s))=(abs(rs))); 
   
  pvals=(c1s[:])+((c2s[+])/(2*&n_perm)); /* Spearman's p-values */  
   
  rejects=rejects//(pvals<0.05); /* Spearman's rejection */ 
 
 
  /* Kendall's */ 
 
  c1k=((abs(k))>(abs(t)));     
  c2k=((abs(k))=(abs(t))); 
   
  pvalk=(c1k[:])+((c2k[+])/(2*&n_perm)); /* Kendall's p-values */ 
    
  rejectk=rejectk//(pvalk<0.05); /* Kendall's rejection */ 
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  free p s k; 
   
 
 end;  
 
 
rratep=rejectp[:]; /* Pearson's rejection rate */ 
 
rrates=rejects[:]; /* Spearman's rejection rate */ 
 
rratek=rejectk[:]; /* Kendall's rejection rate */ 
 
 
print rratep rrates rratek; 
 
 
quit; 
 
%mend; 
 
%set(10,0,10000,5000) 
%set(10,0.2,1000,5000) 
%set(10,0.4,1000,5000) 
%set(10,0.6,1000,5000) 
%set(10,0.8,1000,5000) 
 
%set(20,0,10000,5000) 
%set(20,0.2,1000,5000) 
%set(20,0.4,1000,5000) 
%set(20,0.6,1000,5000) 
%set(20,0.8,1000,5000) 
 
%set(50,0,10000,5000) 
%set(50,0.2,1000,5000) 
%set(50,0.4,1000,5000) 
%set(50,0.6,1000,5000) 
%set(50,0.8,1000,5000) 
 
%set(100,0,10000,5000) 
%set(100,0.2,1000,5000) 
%set(100,0.4,1000,5000) 
%set(100,0.6,1000,5000) 
%set(100,0.8,1000,5000) 
 
3. THE GENERATION OF LOG-NORMAL DISTRIBUTED DATA 
/* Simulations & Permutations */ 
%macro set(n,rho,n_sim,n_perm); 
proc iml; 
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 x=j(&n,1,0); 
 y=j(&n,1,0); 
 z=j(&n,1,0); 
 
 seed=54321; 
 
 mu={0 0}; 
 
 sx=0.3; 
 sy=sx; 
 
 sig=((sx**2)||(&rho*sx*sy))//((&rho*sx*sy)||(sy**2)); 
 sigma=root(sig); 
 
 do sim=1 to &n_sim; 
 
  call rannor(seed,x);  
  call rannor(seed,y); 
 
  xy=x||y;  
  
  data=exp(repeat(mu,&n,1)+xy*sigma); 
 
  datax=data[,1]; 
  datay=data[,2] 
 
/* Setting sx=sy=0.5 for second scenario */ 
 
 
%mend; 
 
4. THE GENERATION OF T DISTRIBUTED DATA  
/* Simulations & Permutations */ 
%macro set(n,rho,n_sim,n_perm); 
proc iml; 
 
 x=j(&n,1,0); 
 y=j(&n,1,0); 
 u=j(&n,1,0); 
 v=j(&n,1,0); 
 z=j(&n,1,0); 
 
 
 seed=54321; 
 
 mu={0 0}; 
 
 sx=1; 
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 sy=sx; 
 
 df=10; 
 
 sig=((sx**2)||(&rho*sx*sy))//((&rho*sx*sy)||(sy**2)); 
 sigma=root(sig); 
 
 do sim=1 to &n_sim; 
 
  call rannor(seed,x);  
  call rannor(seed,y); 
  call rangam(seed,(df/2),u); 
  call rangam(seed,(df/2),v); 
 
  xy=x||y;  
   
  w=repeat(mu,&n,1)+xy*sigma; /* Bivariate normal variable w */ 
 
  c=2*(u||v); /* Chi-squared variable c */ 
 
  data=w#(sqrt(df/c)); 
 
  datax=data[,1]; 
  datay=data[,2]; 
 
 
%mend; 
 
5. THE GENERATION OF DOUBLE EXPONENTIAL DISTRIBUTED DATA  
/* Simulations & Permutations */ 
%macro set(n,rho,n_sim,n_perm); 
proc iml; 
 
 x=j(&n,1,0); 
 y=j(&n,1,0); 
 a=j(&n,1,0); 
 b=j(&n,1,0); 
 z=j(&n,1,0); 
 
 
 seed=54321; 
 
 mu={0 0}; 
 
 sx=1; 
 sy=1; 
 
 sig=((sx**2)||(&rho*sx*sy))//((&rho*sx*sy)||(sy**2)); 
 sigma=root(sig); 
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 do sim=1 to &n_sim; 
 
  call rannor(seed,x);  
  call rannor(seed,y); 
  call ranexp(seed,a); 
  call ranexp(seed,b); 
 
  xy=x||y;  
   
  w=repeat(mu,&n,1)+xy*sigma; /* Bivariate normal variable w */ 
 
  e=a||b; /* Exponential variable e */ 
 
  data=(sqrt(e))#w; 
 
  datax=data[,1]; 
  datay=data[,2]; 
 
 
%mend; 
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