ABSTRACT The emerging high efficiency video coding (HEVC) Standard has significantly improved the compression performance in comparison with its predecessor H.264/AVC. However, it was originally designed for generic video contents. The backgrounds are generally static in the surveillance and conference videos. The background coding errors will propagate to the subsequent frames in coding the videos. In this paper, a background error propagation (BEP) model-based rate distortion optimization (RDO) scheme in HEVC is proposed for the surveillance and conference videos. First, the R-D performance of the long-term frames is optimized globally. The global RDO scheme can efficiently exploit the background error propagation. Second, a BEP model is studied to express the linear relationship between the distortion of the first frame and that of its subsequent frames. Based on the BEP model, enhanced frames are proposed to be coded with a small quantization parameter so as to improve the global performance. Third, a decay model is proposed to investigate the variation of the error propagation ratio as the frame order increased. Based on the decay model, a periodical optimization scheme is presented by deploying the enhanced frames periodically. Experiments are tested on the surveillance and conference videos. The results show that the proposed algorithm achieves significant performance improvement.
I. INTRODUCTION
Recently video surveillance and conference systems are becoming increasingly more common in our daily life. As it was reported by IDC [1] , surveillance videos will grow to 5,800 exabytes by 2020. In the face of the explosive growth of surveillance video, how to effectively compress it has become a significantly big challenge.
The state-of-the-art video coding standards, such as H.264/AVC [2] and High Efficiency Video Coding (HEVC) [3] - [5] are widely used to compress the surveillance and conference videos. In these methods, coding tools including intra prediction, motion estimation (ME), transformation, and quantization are employed to remove the redundancy.
Rate-distortion optimization (RDO) technology is adopted to select the optimal coding modes and parameters [6] - [8] . However, these methods were originally designed for generic video contents. Different from the generic videos, the surveillance videos generally acquired with static cameras. In these videos, the backgrounds are static and the motion patterns are generally simple. The coding errors in the background regions may propagate to the subsequent frames. This characteristic was not fully studied in the traditional coding methods.
Many efforts have been made to investigate more efficient methods for coding the surveillance and conference videos. The first class is background modeling based coding methods [9] - [12] , which generate background frames for reducing the long-term redundancy. In [9] , the HEVC hierarchical prediction is optimized with background modeling for surveillance and conference video coding. The background picture is generated and encoded as the long-term reference frame. In [10] , a background modeling based adaptive prediction is proposed for surveillance video coding. The long-term redundancy is reduced by predicting on generated background frames. Adaptive prediction methods are employed for different coding blocks. The background generation is performed on basis of the frames, and the generated background is updated for each group of pictures (GOP). In [11] . a selective background difference coding method is proposed on basis of macro-block (MB) level. Two ways are selected to code the macro-blocks. One is coding the original MB, and the other is directly coding the difference between the MB and the corresponding background. A block-based background modeling method is proposed for surveillance video coding [12] . In this scheme, background generation and updating is conducted based on coding units (CUs) but not frames and is performed for every frame but not a whole GOP. However, only one generated picture cannot model the periodical backgrounds efficiently. The generated background may get worse as the frame distance increases. Furthermore, the block-based background modeling methods may aggravate the block artifacts between the foreground regions and background regions.
The second class employs background and foreground information for efficient coding [13] - [17] . In [13] , a background proportion based adaptive Lagrangian multiplier selection method is proposed for surveillance video coding. The Lagrangian multiplier in RDO is changed by a lambda factor parameter, which is trained based on a feature of background proportion. In [14] , a bit allocation algorithm is proposed based on the background and foreground information for surveillance video coding. The Largest Coding Units (LCUs) are classified into foreground LCUs and background LCUs, and then different bit allocation schemes are employed for the two classes respectively. In [15] , a foreground-based scheme is proposed for low bitrate surveillance video coding. The foreground frame is obtained by segmentation. Foreground frame based ME is more accurate for foreground prediction. In [17] , A backgroundforeground division based ME method is proposed for surveillance video coding. The prediction units (PUs) are classified into foreground PUs and background PUs. Two different Motion estimation strategies are adopted for the two classes respectively.
In addition to the above approaches, there are many other methods studied on surveillance video coding from various aspects [18] - [22] . In [18] , a knowledge-based coding scheme is proposed for encoding multisource surveillance video data. It tries to reduce the global redundancy of foreground objects across multiple cameras. In [19] , a vehicle library based surveillance video coding method is presented to remove the global redundancy. In [20] , the dynamic textural synthesis method is proposed to compress surveillance videos, in which a histogram of the motion direction based method is proposed to detect dynamic textural. The low-rank and sparse decomposition are applied to compress surveillance videos by reducing the strong temporal redundancy [16] , [21] . Different from the common schemes which target on objective/subjective quality [23] - [27] , a novel framework of surveillance video coding is proposed for improving the coding efficiency towards intelligent analysis performance [22] .
In the recent works, background modeling and background information based schemes are proposed to exploit the frame dependency. However, the background error propagation characteristic is not fully studied. In this paper, a background error propagation (BEP) model based global RDO scheme is proposed for surveillance and conference video coding. The BEP model is presented to describe the linear relationship between the distortion of the frames. In this model, a concept of propagation ratio is proposed to describe how is the distortion of one frame influenced by its previous frames. Based on the BEP model, enhanced frames are presented to be coded with a small quantization parameter (QP). Furthermore, a decay model is proposed to express the variation of the propagation ratio as the frame order increased. Based on the decay model, the periodical optimization scheme is presented by periodically coding enhanced frames. Experiments are tested on surveillance and conference videos. Experimental results show the efficiency of the proposed method.
The rest of the paper is organized as follows. An overview of HEVC RDO technology is presented in Section II. The proposed BEP model based global RDO method is given in Section III. Experiments are provided in Section IV to validate the efficiency of the proposed method. Finally, we draw some concluding remarks in Section V.
II. OVERVIEW OF RATE DISTORTION OPTIMIZATION
RDO technology is widely used in the block-based hybrid coding standards, such as H.264/AVC and HEVC. In these standards, there are various coding modes and parameters which can be employed to code the blocks. Take HEVC as an example, a video frame is divided into a set of Coding Tree Units (CTUs). CTU is a quad-tree structure, in which the nodes are called as Coding Units (CUs). The sizes of CU include 8 × 8, 16 × 16, 32 × 32 and 64 × 64 [28] . Furthermore, Prediction Unit (PU) and Transform Unit (TU) are also introduced in HEVC. Each CU can have multiple PUs and TUs. As shown in Fig 1, there are up to 8 PU partition modes. TUs are also allowed to have various sizes FIGURE 1. The partition modes of Prediction Unit (PU). VOLUME 6, 2018 from 4 × 4 to 32 × 32. The various partitioning of CU, PU, and TU improve the compression efficiency of HEVC. RDO is employed to select the optimal coding modes and parameters. The fundamental problem of RDO is to minimize the coding distortion with a bit consumption constraint. It can be expressed by,
where R c is the bit number constraint. The symbols R and D denote the coding bits and the corresponding coding distortion.
The constraint problem can be converted into an unconstrained problem by introducing a Lagrangian multiplier. Eq. (1) can be rewritten as
where the parameter λ denotes the Lagrangian multiplier.
There is a trade-off between the distortion and coding bits. A proper Lagrangian multiplier will lead to an optimal balance. The default λ is obtained from the input QP value, which is expressed by,
where fac is the QP factor, qp is the input QP value.
III. PROPOSED METHOD A. GLOBAL RATE DISTORTION OPTIMIZATION
In the traditional coding scheme, RDO technology is independently employed to code each CU. However, in practical applications, when we try to code a video sequence, the main goal is to code all the frames with the optimal rate-distortion balance. There is a strong frame dependency in the consecutive frames, especially for the surveillance and conference videos. Thus, a global optimization scheme is more applicable to coding all the consecutive frames than the independent scheme. The global RDO scheme is given by,
where k is the coded frame number. The symbols D f and R f denote the distortion and the corresponding coding bits of the f th (f = 1, 2, ..., k) frame, respectively. In contrast with the traditional RDO technology, the global optimization scheme considers all the consecutive frames but not only one CU.
B. BACKGROUND ERROR PROPAGATION MODEL
Generally, because of the prediction coding scheme in existing coding standards, coding errors may propagate from the previous frame to the subsequent frames. The frame dependency is not being well used in the existing optimization. In surveillance videos, the backgrounds are static and the motion patterns are generally simple. Let's consider k co-located CUs in the temporal consecutive frames. On one hand, the original co-located background pixels in temporal consecutive CUs are reasonable to be considered as the same. This is expressed by, P 1,j = P 2,j = P 3,j = ... = P k,j , where j = 1, 2, ..., N 2 denote the pixel locations in CUs with size N × N . On the other hand, since CUs in background regions are generally encoded with the skip mode, the reconstructed pixels are considered to be approximately equal with each other, denoted as
Therefore, for i = 1, 2, ..., k, the relationship between the CU distortion can be written as
where SSD i denotes the sum of squared differences for CU i. That is, in the background regions, the distortion of consecutive CUs is approximately equal with that of the first frame. Based on the background error propagation characteristic as in (5), it can be concluded that the distortion of subsequent frames is significantly influenced by that of the first frame. Experiments are conducted to study the relationship between the distortion of the first frame and that of the subsequent frames. In the experiments, the coding structure is IPPP. Except for the first inter frame, all the inter frames are coded with a fixed QP value set as 35. The first inter frame is coded with QP value varies from 23 to 33 with an interval 2. As shown in Fig. 2 , the x-axis represents the distortion of the first inter frame, and the y-axis represents the distortion of the subsequent frame (such as frame 5, 10, 15, 20, 25, and 30) . It can be observed that the distortion of the subsequent frames is highly influenced by that of the first frame, and there is a strong linear relationship between the distortion. It is reasonable to assume a linear model as
where b f is a bias term, r f is a parameter which represents the error propagation ratio. The linear model is named as background error propagation model. The error propagation ratio in the model describes how is the distortion of one frame influenced by its previous frames.
C. BEP-BASED RATE DISTORTION OPTIMIZATION
Based on the background error propagation model, the global RDO shown in (4) can be rewritten as
It can be observed that, since the subsequent frames are significantly influenced by the first frame, improving the coding performance of the first frame will make the overall coding performance to be enhanced. Thus, we try to improve the coding performance of the first frame. On the other hand, the bit-rate of each frame is nearly independent. That is to say, the optimal coding performance of the total k frames can be obtained by setting the following derivative to 0. It is expressed by,
Thus, the lambda multiplier can be solved as,
where λ 1 denotes the lambda multiplier of the first frame. From (3), we can have
Combine with (9), the adjusted QP value of the first frame can be calculated by λ 1 as
For convenience, we use s to denote the summation of error ratios, i.e., s = k f =1 r f . The coding performance of the first frame can be improved by coding it with a small QP, which is given by
where Q denotes the QP offset. The frame which is coded with the QP offset is named as the enhanced frame.
D. ERROR PROPAGATION RATIO DECAY MODEL
Since the QP offset depends on the summation of error ratios s, experiments are conducted to investigate the propagation ratio of the BEP model. In the experiments, two sets of tests are performed on the first 60 frames of four sequences (Traffic, Vidyo3, Vidyo4, and BasketballDrill). The first set is named as the anchor set, in which the coding structure is the Low-Delay P setting, and the quantization parameter (QP) is set to 32. In order to investigate the error propagation characteristic, another set of tests is performed by setting QP value as 1 for encoding the first inter frame (approximately lossless coding). It should be noticed that the QP values for encoding the other frames are not changed. This set of tests is named as the improved set. The distortion is measured in terms of mean square errors (MSE). For the anchor set, the distortion of frame f is denoted as D f . For the improved set, the distortion of frame f is denoted as D f . By comparing the anchor with the improved set, the error increment of each frame f can be calculated as
The error propagation ratio between frame f and the first inter frame can be measured as Fig. 3 shows the error propagation ratio of the P-frames. The x-axis represents the frame order number. The y-axis represents the error propagation ratio of each frame. It indicates that there is a decay relationship between the error increment and the frame order number, which can be expressed by
The symbols η 1 , η 2 , η 3 , and η 4 are the model parameters. The decay model shows that the error propagation ratio decreases as the frame order number increases. Eq. (5) shows that the background pixels have a strong error propagation characteristic. However, even in surveillance videos, not all the pixels are in background regions. Foreground regions with motion objects are common in the videos. Thus, the decay model is reasonable because as the frame order number increases, fewer pixels have the error propagation property. In addition, we evaluate the fitting goodness of the decay model. As shown in Fig. 3 , the average R-square value (denoted as R 2 ) is 0.976. That is, the decay model has high accuracy in modeling the downtrend of the error increments.
E. IMPLEMENTATION
As it is indicated in the decay model, the propagation ratio decreases as the frame order number increases. That is to say, the influence of the first frame on far-distance frames is small. It is necessary to set a new enhanced frame for the far-distance frames. Therefore, the enhanced frames are necessary to be deployed periodically. The interval between two enhanced frames is defined as an optimization period. Fig. 4 shows the proposed periodical RDO scheme. In this figure, the yellow bar denotes an I frame, and the other bars are P frames. The numbers in the gray box are the QP offsets. The red bars denote the enhanced frames coded with a QP offset as Q. There is an optimization between two enhanced frames.
As shown in Fig. 3 , all the propagation ratios become small and converge at frame 60. Thus, every 60 frames are coded as an optimization period, i.e., k = 60. That is, the first frame of each optimization period is coding the QP offset Q. Table 1 shows the sum of error propagation ratios when the optimization period is set to 60. It indicates that the average value of s is 17.45, and most of the values are close to the average. By employing the average s in (12), we obtain the QP offset as -12, i.e., Q = −12. 
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETUP
The experiments were performed on a PC with an Intel (R) 3.60 GHz processor, 16 Gb RAM. The performance of the proposed method is evaluated in terms of the change of the Bjontegaard Delta bit-rate (BD-BR) and Bjontegaard Delta Peak Signal to Noise Ratio (BD-PSNR) [29] . The performance gain is obtained by comparing the proposed method with the reference software. The proposed method is integrated on the reference software, HM16.0. 1 Since the proposed method focuses on videos with static backgrounds, 12 video sequences including conference videos and surveillance videos were tested in the experiments. Six conference video sequences, including Vidyo1, Vidyo3, Vidyo4, Johnny, FourPeople and Kristen&Sara, were originally used to evaluate the performance of HEVC.
1 https://hevc.hhi.fraunhofer.de/svn/svn HEVCSoftware/tags/HM-16.0/ Six surveillance video sequences, including Bank, Crossroad, Office, Overbridge, Intersection and Mainroad are obtained from the PKU-SVD-A dataset [9] , [10] , [30] . The resolutions of the sequences include standard definition (SD) and high definitions (HD).
The low delay setting (''encoder_lowdelay_P_main'') is adopted in the experiments. In order to cover different ranges of qualities and bit-rates, the proposed method is tested with two groups of QP values. The QP values in the first group are the common test QPs including 22, 27, 32, and 37. The QP values in the second group are set to 29, 32, 35, and 38, which are employed to validate the proposed method on low bit-rate applications.
B. PERFORMANCE IMPROVEMENT ON HEVC DEFAULT SCHEME Table 2 shows the R-D performance of the proposed method tested on the first group of QPs. It can be observed that the proposed method can significantly improve the coding performance. When tested on the conference videos, the average BD-BR reductions over the anchor are 10.72%, 34.64%, and 35.30% on Y, U, and V components, respectively. The corresponding BD-PSNR increments are 0.28dB, 0.76dB, and 0.87dB on Y, U and V components, respectively. The weighted BD-BR reduction (denoted as YUV BD-BR) and BD-PSNR increment (denoted as YUV BD-PSNR) of all components are 12.28% and 0.31dB, respectively. When tested on the surveillance videos, the average BD-BR reductions are 14.39%, 49.80%, and 47.30%, on Y, U, V components, respectively. The corresponding BD-PSNR increments are 0.33dB, 1.14dB, and 1.11dB on Y, U, and V components, respectively. The YUV BD-BR reduction and BD-PSNR increment are 15.42% and 0.35dB, respectively. It indicates that the proposed algorithm significantly outperforms the default HEVC method for coding both the conference videos and the surveillance videos.
The results also show that, the average BD-BR reductions tested on the surveillance videos are larger than that of the conference videos. The reason is, most of the surveillance videos have larger proportions of static backgrounds than that of the conference videos. Furthermore, especially for the sequences with a large proportion of static background (such as Bank and Overbridge), the performance gain is larger than that of the sequence with a small proportion of static background (such as Crossroad and Office). It indicates that the proposed method is better suited to the static background. Table 3 shows the results of the proposed method tested on the low bit-rate setting (on the second group of QPs). When tested on the conference videos, the average BD-BR reductions are 12.14%, 25.32%, and 25.33% on Y, U, and V components respectively, and the corresponding BD-PSNR increments are 0.47dB, 0.70dB, and 0.81dB, respectively. Furthermore, the YUV BD-BR reduction and BD-PSNR increment are 12.46% and 0.47dB. When tested on the surveillance videos, the average BD-BR reductions are 30.39%, 34.35% and 31.15% on Y, U, and V components respectively, and the corresponding BD-PSNR increments are 1.03dB, 1.00dB and 0.96dB respectively. The YUV BD-BR reduction and BD-PSNR increment are 29.54% and 0.48%, respectively. It shows that the average performance gain is larger than the result tested on the first group of QPs. That is, the proposed method is more applicable to the low bit-rate applications. Fig. 5 shows the R-D curves of the results of 6 sequences. It can be observed that the proposed method can achieve a significant R-D performance improvement in a wide range of bit-rates. Furthermore, for most of the sequence (such as KristenAndSara and FourPeople), the improvement of the low bit-rates is larger than that of the high bit-rates. This is consistent with the above results as shown in Table 3 .
As we know, there is an enhanced frame for each optimization period. The enhanced frames are coded with a small QP, which may introduce bit-rate fluctuations. In practice, a small latency is permitted even in the low delay applications, and there is an elementary stream buffer which makes the bit-rate to be smoothed. Taking a latency of 500ms as an example, for the frame rate 30fps (or 60fps), only the average bit number of 15 (or 30) frames should be investigated to evaluate the bit-rate fluctuations. Fig. 6 shows the bit numbers of the tested frames (Vidyo3 and Overbridge, QP is 32, picture order count: 100 to 300). The black line shows the coded bit number of each frame. The blue line shows the bit numbers smooth with 15 frames, and the red line shows the bit numbers smooth with 30 frames. As it can be seen in this figure, the coded bit numbers of the enhanced frames are larger than that of the other frames. However, after smoothing with 15 or 30 frames, there is no remarkable fluctuation.
C. COMPARISON WITH TWO STATE-OF-THE-ART METHODS
Two state-of-the-art methods [9] and [10] are compared with the proposed method. For the fair comparison, the proposed method as well as the compared methods are all implemented on HM 12.0. 2 The test conditions are the same as in [9] , in which the frame structure are low delay IBBB and the IBDI depth is set to 10. Table 4 shows the BD-BR saving on Y, U and V components over the anchor (HM 12.0 reference software). As shown in Table 4 , the average performance bit-savings of the proposed methods are 10.66%, 36.67% and 38.15% on the conference videos and 18.11%, 49.80% and 47.21% on the surveillance videos. It indicates that the proposed method significantly outperforms the default HEVC scheme for both the conference videos and the surveillance videos.
For the compared methods, the average bit-savings of [9] are 5.27%, 15.35% and 18.25% on the conference videos and 38.80%, 64.49% and 61.55% on the surveillance videos. The average bit-savings of [10] are 1.15%, 6.59% and 8.94% on the conference videos and 35.91%, 59.31% and 56.63% on the surveillance videos. Overall, the proposed method outperforms both the compared methods while coding the conference videos. However, when coding the surveillance videos, the compared methods outperform the proposed method.
In the compared methods, the background frames are generated to reduce the long-term redundance. In this scheme, the performance gains are much smaller on the conference videos than on the surveillance videos. On the conference videos, it is difficult to model a clean background frame, since the backgrounds are usually covered by the moving foregrounds, such as bodies, arms and heads. However, the proposed method is designed based on the decay model, which investigates the variation of the error propagation ratio. The decay model has considered the disturb of the moving foregrounds. Thus, the proposed method is more applicable to coding the conference videos than the compared methods.
Moreover, although the compared methods are more efficient for coding the surveillance videos than the proposed method, the average performance gains of the proposed method are also significant (Y-BDBR: 18.11%, U-BDBR: 49.80%, V-BDBR: 47.21%). This is still meaningful because in the proposed method only the QP offsets are changed and the coding tools are not changed. In particular, the decoder is not changed. This is conducive to the coding technology and product upgrading.
V. CONCLUSION
In this paper, a BEP model based global RDO method in HEVC is proposed for surveillance and conference videos. The proposed method is different from the default RDO scheme, in which each CU is optimized independently. Since the backgrounds are generally static in the surveillance and conference videos, the R-D performance of the long-term frames is optimized globally in the proposed method, in which the background error propagation can be efficiently exploited. Two models are presented to study the characteristics of background error propagation. The first one is the linear BEP model, which describes the linear relationship between the distortion of the first frame and that of subsequent frames. Based on the BEP model, enhanced frames coded with a small QP is deployed to improve the global performance. The second one is the decay model, which expresses the variation of the error propagation ratio as the frame order increased. Based on the decay model, a periodical optimization scheme is presented, i.e., the enhanced frames are periodically deployed. The proposed method can efficiently exploit the long-term frame dependency of the background regions. Experiments are tested on the surveillance and conference videos. The results show that the proposed algorithm achieves significant performance improvement. 
