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Abstract 
This paper describes a self-organizing neural network that rapidly learns a body-centered representation 
of 3-D target positions. This representation remains invariant under head and eye movements, and is a key 
component of sensory-motor systems for producing motor equivalent reaches to targets (Bullock, Grossberg, 
and Guenther, 1993). 
Forming a head-centered representation of target position 
The bilaterally symmetric organization of the body provides a simple and direct source of information 
for computing absolute position of a fixated target with respect to the observer's head. When both eyes 
binocularly fixate a target, the point of intersection of the lines of gaze may be used to compute the absolute 
distance and direction of the fixation point with respect to the head. Such extraretinal information may also 
be used to complement visual processing to derive better estimates of the absolute distance and direction of 
visually detected but non-fixated objects (Grossberg, Guenther, Bullock, and Greve, 1993). 
Figure 1 describes the geometry of 3-D target localization in terms of spherical coordinates that are 
closely related to the 3-D representations proposed here. The origin of this coordinate system, called the 
cranial ego center, lies at the midpoint between the two eyes. Thus the representation is "cyclopean''. The 
head-centered horizontal angle or azimuth, BJl 1 and the vertical angle or elevation, ¢u, measure deviations 
from straight-ahead gaze, and Rs measures distance from the head. Evidence for such a coordinate system 
and a full description of a neural network model which forms a neural representation of target position based 
on this coordinate system is given in Greve, Grossberg, Guenther, and Bullock (1993). 
Learning a body-centered representation of target position 
We now address the formation of a body-centered representation of 3-D target positions using the above-
mentioned head-centered representation coupled with information concerning the position of the head with 
respect to the torso. The adaptive computational strategy embodied by this network makes use of signals 
generated automatically during the typical behavioral sequence associated with changes of visual fixation. 
The following occurs in a typical learning episode: (1) The representation of a novel, initially non-foveal 
visual target wins an internal competition that determines the next target to be foveated, and a saccade is 
made to this target; (2) Information regarding head-centered target location is combined with information 
about neck muscle states to yield a stored estimate of target location relative to the body; (3) Neck muscles 
rotate the head (either randomly or such as to point the nose toward the target) while the eyes make a 
vestibular ocular reflex (VOR)-mediated counter rotation to ensure continued foveation during the head 
movement; ( 4) During the head movement and ocular counter-rotation, both internal representations of the 
targeVs location in head coordinates and internal representations of neck angles change while the stored 
representation of target position in body coordinates remains constant. 
If the network that combines head-centered representation and neck angle information to yield an estimate 
of target location in body coordinates is well-tuned, then its estimate will remain invariant during the head 
rotation and ocular counter-rotation. If it is not well-tuned, then a discrepancy will develop during the 
head rotation between this network's current estimate and the estimate stored prior to the head rotation. 
This discrepancy may then serve as an error signal capable of directing a learning process that improves the 
network's knowledge, stored in its synaptic weights, about how to combine neck angle and head coordinate 
signals to estimate target positions relative to the body. The stage that registers the discrepancy in our 
model is called a difference vector (DV) stage 1 because errors are registered on a component by component 
basis. The Vector Associative Map (YAM) of Gaudiano and Grossberg (1991) is a neural mechanism that 
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Figure 1: Spherical coordinate frame for specifying a target position with respect to the head. This coordinate 
frame is related to the head-centered and body-centered representations of space described herein. 
carries out DV-based learning; the current network uses a variant of VAM learning. This learning process 
requires no teacher, and combines mechanisms known to be separately available in vivo. 
The body-centered representation approximates a spherical coordinate frame similar to the one shown 
in Figure 1. The body-centered origin is the same as the origin of the head-centered system when the 
head is pointed straight ahead. The body-centered frame also uses the same three spherical coordinates as 
the head-centered system, denoted by (Os,</!s,Rs) in the body-centered frame. When the head is pointed 
straight ahead, the head-centered representation (Ou,</Ju,Ru) is identical to the body-centered representa-
tion (On, </Js, Rs). When the head is moved from straight ahead, however, the head-centered frame moves 
with the head while the body-centered frame remains stationary. 
The choice of these coordinate frames results from an investigation of the physiology of head-neck systems 
in humans and other vertebrates. The biomechanics of the neck vertebrae favor rotations of the head around 
preferred axes (Vidal, de Waele, Graf, and Berthoz, 1988). Movements along one preferred axis correspond 
to changes in ON (i.e. 1 side-to-side or horizontal movements) 1 whereas movements along the other preferred 
axis correspond to changes in ¢;N (i.e. 1 vertical movements). Movements along other axes 1 for example tilting 
the head to one side, are much more constrained by the biomechanics of the neck. Further evidence for the 
biological importance of these preferred axes comes from Masino and Knudsen (1990), who showed that 
separate neural circuits were used to control horizontal and vertical head movements in the barn owl. 
The importance of these results in the current context is as follows. Learning to discount head movements 
in the body-centered representation consists of compensating for changes in head position by negating the 
resulting changes in the head-centered representation of a fixed target position. In other words, (Os,</Js) = 
( 0 H, <PH)+ ( e wr, <Pcoo·), where ( Owr, <Pwc) is a learned correction based on neck muscle information. (The third 
coordinate, distance from the head, changes relatively little with head movement; see Guenther, Bullock, 
Greve, and Grossberg, 1993, for further discussion.) When the transformation network is properly tuned, this 
correction is nearly linearly related to the head movement defined according to the preferred axes. This linear 
relation between head movements and the required correction to the head-centered representation allows very 
fast and accurate learning of the correction. The relationship between head movements and other head- and 
body-centered coordinate frames 1 such as Cartesian, is much more complex, making the transformation from 
a head-centered representation to a body-centered representation more difficult to learn. 
Although head position can be derived from neck muscle length information, an organism cannot without 
learning use this neck muscle information to accurately compensate for head movements. This is because 
the relationship between any one neck muscle length and head position is dependent upon details of the 
neck anatomy that vary between individuals and change with time (e.g., due to growth). Therefore, the 
organism must adaptive/y find parameters that allow neck muscle length information to compensate for head 
movements. The network described here rapidly and successfully finds these parameters without the aid of 
an external teacher. Instead 1 network construction capitalizes on the fact that the positions of fixed objects 
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Figure 2: Network for learning transformation from a head-centered spherical coordinate representation to 
a body-centered spherical coordinate representation of target position. 
do not change while the head moves, allowing the organism to internally generate teaching signals. 
Figure 2 illustrates the network. There are five main neural population types in this network: (1) neck 
muscle length populations with activities n;; (1 ~ j ~ 9, 1 ~ i ~ 2), (2) head coordinate representation pop-
ulations with activities h; (1 ~ i ~ 4), (3) head-neck Difference Vector (DV) populations with activities x; 
(1 ~ i ~ 4), (4) unnormalized body coordinate representation populations with activities b~ 1 ) (1 ~ i ~ 4), 
and (5) normalized body coordinate representation populations with activities b~') (1 ~ i ~ 4). Each head-
centered representation population projects with a fixed-weight connection to the corresponding DV popu-
lation. Each neck muscle length population projects to every DV population through an adaptable-weight 
synaptic connection, indicated by filled semicircles in Figure 2. Furthermore, VOR-mediated gating mod-
ulates the interactions between the DV populations and the unnormalized body-centered representation 
populations. The learning law in the simulations is as follows: 
d[z .. k] d{ · = -cxk[-Ez;;k + n;;] (1) 
where Zijk is the strength of the synaptic connection between neck muscle length activity n;; and DV activity 
xk, c is a learning rate parameter, and E is a decay rate parameter. Thus, learning is local, i.e. it depends 
only on the pre- and post-synaptic cell activities, not on activities at distant points in the network. 
The following steps were used to train the network: (1) Initialize all weights to 0.0. (2) Choose a random 
initial head position (ON.1w). (3) Choose a random target position (OT,</>T)· (4) Foveate a new target 
(i.e., adjust h; so that Ou = OT -ON and </>u = </>T - <i>N) and store this target into the body coordinate 
populations Wl and b)2) This corresponds to breaking VOR fixation to foveate and store a new target. 
Target storage is carried out by the transient opening of the gated excitatory pathways from the populations 
x; to the populations bj') This gating action occurs each time VOR fixation is broken. (5) Choose a new 
head position while remaining foveated on the current target (i.e., change n;; and adjust h; accordingly to 
keep 0]{ +ON = OT and <Pu + </>N = </>T)· This step corresponds to moving the head while using VOR to 
keep the target foveated. (6) Adjust the weights from the neck muscle length populations to the head-neck 
DV populations according to equation (1). (7) If more trials remain, repeat steps 3-7. 
Despite using simple, local learning laws and no external teacher, the system globally self-organizes the 
transformation from a head-centered to a body-centered representation of 3-D target positions. The top row 
of Figure 3 shows the internal representation (left side) and actual target position (right side) during a head 
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Figure 3: Top row. Results after 20 learning trials. The left side shows the internally represented body-
centered target position as the head is moved through over 30° of both horizontal and vertical angle. The 
right side shows the actual target position. The change in represented target position as the head is moved 
indicates that the network has not yet learned to invariantly represent body-centered target position. 
Bottom row. Results after 200 learning trials. The left side shows the internally represented body-centered 
target position as the head is moved through over 30° of both horizontal and vertical angle. The right side 
shows the actual target position. The internal representation is now invariant under head movements. 
movement after 20 learning trials. As the head moves, the internal representation of the target position 
also moves, even though actual target position remains fixed. After foveating only 200 targets, however, the 
network has learned to invariantly represent the body-centered target position despite large head movements 1 
as shown in the bottom row of Figure 3. 
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