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LAPLACIAN FLOW FOR CLOSED G2-STRUCTURES:
SHORT TIME BEHAVIOR
ROBERT BRYANT & FENG XU
Abstract. We prove short time existence and uniqueness of solutions
to the Laplacian flow for closed G2 structures on a compact manifold
M
7. The result was claimed in [2], but its proof has never appeared.
Introduction
Since R. Hamilton introduced Ricci flow to study Riemannian structures
on manifolds [5], extensive work has been done to extend the ideas and
techniques to other geometric structures. For example, in the category of
Ka¨hler structures, Ka¨hler Ricci flow was studied in [3]. In the symplec-
tic background, a flow called anti-complexified Ricci flow stimulates much
interest and its s hort time existence has been proved in [11].
Many attempts have also been tried on G2 structures (e.g., see [9],[10]).
In this article, we are interested in the Laplacian flow
d
dt
σ = ∆σσ,(1)
where σ is the defining 3-form of a G2-structure, and ∆σ is the Hodge
Laplacian of the metric determined by σ. This flow was studied by Steven
Altschuler and the first author between 1992 and 1994 (see [2]). In par-
ticular, when the initial 3-form σ0 is closed and we evolve inside a fixed
cohomology class, a natural question is under which conditions it will con-
verge to a structure with holonomy in G2. Later on, when M is compact, it
is found to be the gradient flow of Hitchin’s volume functional V : [σ0]→ R
defined by
V (σ) =
∫
M
σ ∧ ∗σσ.(2)
However, since both the flow (1) and the functional (2) are diffeomorphism
invariant and since [σ0]/Diff0 is still infinite dimensional, it is not clear if a
short time solution to 

d
dtσ = ∆σσ
dσ = 0
σ(0) = σ0
(3)
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exists at all. We prove this result in this paper.
Theorem 0.1. Assume M is compact. Then the initial value problem (3)
has a unique solution for a short time 0 ≤ t ≤ ǫ with ǫ depending on σ0.
We give an outline of its proof. First, when restricted to closed forms,
the flow equation takes the form

d
dtσ = −d ∗σ d ∗σ σ
σ(0) = σ0
(4)
where dσ0 = 0.
It follows that a solution σ(t) must lie in the cohomology class [σ0]. By
letting σ(t) = σ0+ θ(t) with θ taking values in exact forms, we may rewrite
the flow equation in terms of θ

d
dtθ = −d ∗(θ+σ0) d ∗(θ+σ0) (θ + σ0),
θ(0) = 0.
(5)
Clearly, (3) is equivalent to the initial value problem (5) for a family of exact
forms θ(t).
Of course, this flow is still diffeomorphism-invariant and thus is not par-
abolic. As in Deturck’s Trick for the Ricci Flow [4], we modify the flow by
an operator of the form LV (σ)(σ) = d(V yσ) + V ydσ = d(V yσ):

d
dtθ = −d ∗(σ0+θ) d ∗(σ0+θ) (σ0 + θ) + d(V (θ + σ0)y(θ + σ0)),
θ0 = 0.
(6)
For wisely chosen V , this new flow is elliptic in the direction of closed
forms. We hope to show that the new flow has short time existence and
then, by applying suitable time-dependent diffeomorphisms to get a solution
of the flow (5).
However, no existing theory of parabolic equations seems to be directly
applicable. Thus, it seems to us that an argument along the line of inverse
function theorems is necessary. In fact, we will use Nash Moser inverse
function theorem for tame Fe´chet spaces (see [6], pp. 171-172). We introduce
U =
{
θ ∈ dC∞
(
[0, T ]×M,Λ2(M)
)
: σ0 + θ is definite
}
.(7)
This is an open set of the Fre´chet space dC∞
(
[0, T ]×M,Λ2(M)
)
. We
consider a mapping F : U → C∞
(
[0, T ] ×M,Λ2(M)
)
× dC∞
(
M,Λ2(M)
)
defined by
θ 7→
(
d
dt
θ −∆σσ − LV (σ)σ, θ|t=0
)
.(8)
where σ = σ0+θ and V (σ) is a vector field dependent on 1st order derivatives
of σ. We will prove the following lemma:
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Lemma 0.2. Suppose θ ∈ U is a solution to

d
dtθ −∆σσ − LV (σ)σ = χ
θ(0) = θ0.
(9)
Then for (χ, θ0) sufficiently close to (χ, θ0), there is a unique solution θ(t)
to 

d
dtθ −∆σσ − LV (σ)σ = χ
θ(0) = θ0.
It is for the proof of Lemma 0.2 that we use Nash Moser inverse function
theorem. To use the theorem, we need to show:
(1) The linearized map F∗ at σ is injective;
(2) F∗ is surjective;
(3) The inverse map F−1∗ is a smooth tame map.
Roughly speaking, (3) means that the solutions to linearized equations sat-
isfy certain a priori estimates.
Below is the structure of the rest of this paper. In §1, we review G2 struc-
tures. We discuss G2 connections and the Levi-Civita connections. These
will be useful in constructing vector fields used in Deturck’s Trick. Most im-
portantly, differential identities of G2 holonomy are discussed. These identi-
ties are discovered in [2] and are basis for our later computations. Hitchin’s
functional will also be discussed in more detail. In §3, we give a detailed
proof of Theorem 0.1 assuming Lemma 0.2. In §4, we prove Lemma 0.2.
The work was done when the second named author was an MSRI post-
doctoral fellow. He would like to thank MSRI for hospitality.
1. Manifolds with G2-structures
In this section, we collect basic facts aboutG2-structures on a 7-dimensional
manifold M . For details, see [2].
1.1. Lie group G2. Let V = R
7 be the 7-dimensional Euclidean space. Let
{e1, e2, · · · , e7} be the standard basis of V and let {e
1, · · · , e7} be the dual
basis.
Define a 3-form
φ = e123 + e145 + e167 + e246 − e257 − e347 − e256(10)
where e123 = e1 ∧ e2 ∧ e3, etc.
We have the following characterization of G2:
Lemma 1.1 ([12],[1]).
G2 = {g ∈ GL(V )|g
∗φ = φ}.(11)
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The Lie group G2 is compact, connected, simply connected and simple.
It acts irreducibly on V and preserves the metric and orientation for which
{e1, · · · , e7} is an oriented orthonormal basis. We use ∗φ (or ∗ when there
is no danger of confusion) to denote the Hodge star operator determined by
the orientation and the metric. It particular, G2 also preserves the 4-form
∗φ φ = e
4567 + e2367 + e2345 + e1357 − e1346 − e1256 − e1247.(12)
Using the metric, we identify V and its dual V ∗ through musical isomor-
phisms
♭ : V → V ∗
and
# : V
∗ → V.
Under the action of G2, the spaces Λ
1V ∗ and Λ6V ∗ are irreducible while
the other wedge products Λ∗(V ∗) decomposes into irreducible components:
Λ2V ∗ = Λ27 ⊕ Λ
2
14(13)
Λ3V ∗ = Λ31 ⊕ Λ
3
7 ⊕ Λ
3
27(14)
Λ4V ∗ = Λ41 ⊕ Λ
4
7 ⊕ Λ
4
27(15)
Λ5V ∗ = Λ57 ⊕ Λ
5
14.(16)
Here Λpd denotes an irreducible G2 representation of dimension d. Different
spaces in this list with the same dimension are naturally isomorphic. For
example, ∗ : Λ427 ≃ Λ
3
27. The space Λ
2
14 is naturally isomorphic to the Lie
algebra g2 through musical isomorphisms.
The space Λ327 deserves special attention. An explicit algebraic description
of this space is [2]
Λ327 = {γ ∈ Λ
3|γ ∧ φ = 0, γ ∧ ∗φ = 0}.
As an irreducible representation of G2, it has the highest weight (2, 0). The
space of traceless symmetric bilinear forms on V is also 27-dimensional and
has the highest weight (2, 0). So there must be aG2-equivariant isomorphism
between them. One such is given in [2]: Define jφ : Λ
3
27 → Sym
2
0(V ) by
jφ(γ)(v,w) = ∗φ ((vyφ) ∧ (wyφ) ∧ γ) .(17)
1.2. G2-structures. Suppose now M is a 7-dimensional smooth manifold.
For each x ∈M , we define the set definite 3-forms
(Λ3+)x = {σx ∈ Λ
3T ∗xM |∃u ∈ HomR(TxM,V ), u
∗φ = σx}.
We call
Λ3+(M) =
∐
x
(Λ3+)x
the bundle of definite 3-forms. It is a subbunle of Λ3(M). In fact, (Λ3+)x
contains a single open orbit of GL(TxM). Thus the bundle Λ
3
+(M) is open
in Λ3.
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Definition 1.2. A section σ of the bundle Λ3+(M) is called a G2-structure
on M .
A G2-structure on M reduces the total coframe bundle F to a principal
G2-subbundle
Fσ = {(x, u)|u ∈ HomR(TxM,V ), u
∗φ = σx}.
Because G2 acts reducibly on Λ
pV ∗ for 2 ≤ p ≤ 5, the vectors bundles of
forms Λp(M) onM decomposes as direct sums correspondingly. For instance
Λ2(M) = Λ27(M)⊕ Λ
2
14(M)
for Λ27(M) = Fσ ×G2 Λ
2
7V
∗ and for Λ214(M) = Fσ ×G2 Λ
2
14V
∗.
1.2.1. Connections and torsions. We discuss various connections determined
by a G2-structure σ.
First, associated with σ, there is a canonical metric, denoted by gσ . On
each tangent space TxM , g
σ is simply the pull-back by u of the standard
metric on V for any u ∈ Fσ|x. This does not depend on the choice of u
because u only differs by an element of G2.
The oriented orthonormal coframe bundle of gσ is obtained from Fσ by
extension of the structure group to SO(7), i.e., Fσ · SO(7) ⊂ F .
We denote by ω = (ωij) the Levi-Civita connection on Fσ ·SO(7). It is an
so(7)-valued one-form. If {ωi} is a local orthonormal coframe, i.e., a local
section of Fσ · SO(7), we have
dωi = −ωij ∧ ωj.
The dual frame field ei has covariant derivatives
∇σXei = ejωji(X).
When we restrict ω to the subbundle Fσ, it decomposes as
ω = θ ⊕ τ
where θ takes value in the Lie algebra g2 ⊂ so(7) and τ takes value in
so(7)/g2. It is easy to show that θ defines a G2-connection on Fσ. It
follow that τ is semibasic with respect to Fσ → M . Thus τ is a section of
Fσ ×G2 (so(7)/g2 ⊗ V
∗).
Definition 1.3. We call τ the torsion tensor of the connection θ.
For this reason, we call Vτ = so(7)/g2 ⊗ V
∗ the torsion space of G2. As
an representation of G2, Vτ ≃ V
∗ ⊗ V ∗ and thus decomposes into
Vτ = V(0,0) ⊕ V(1,0) ⊕ V(0,1) ⊕ V(2,0)
where V(p,q) denotes the irreducible representation with the highest weight
(p, q), in particular V(1,0) = V and V(0,1) = g2.
Correspondingly τ has four components, τ0, τ1, τ2, and τ3. These compo-
nents show up in the differentials of σ and d ∗ σ:
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Proposition 1.4 ([2]). For any G2-structure, there exist unique differential
forms τ0 ∈ Ω
0(M), τ1 ∈ Ω
1(M), τ2 ∈ Ω
2
14(M), and τ3 ∈ Ω
3
27(M) so that the
following equations hold:
dσ = τ0 ∗ σ + 3τ1 ∧ σ + ∗τ3,(18)
d ∗ σ = 4τ1 ∧ ∗σ + τ2 ∧ σ.(19)
Various G2 structures with one or several of the components vanishing
received much interest in the literature. We are mainly interested in closed
G2-structures.
Definition 1.5. A G2-structure is closed if its definite 3-form σ is closed.
By Proposition 1.4, the condition dσ = 0 is equivalent to τ0 = τ1 = τ3 = 0.
Thus the only torsion component is a 2-form τ2 ∈ Ω
2
14.
Definition 1.6. A G2-structure is called 1 -flat if dσ = d ∗ σ = 0.
Equivalently, σ is 1 -flat if and only if ∆σσ = 0 where ∆σ is the Hodge
Laplacian of gσ. In this case, the connections ω and θ coincide and the
holonomy of the Levi-Civita connection lies in G2.
1.3. Differential identities. By composing the exterior differential oper-
ator d with various algebraic bundle isomorphisms, we can define many dif-
ferential operators dpq : Ωp → Ωq for all p, q ∈ {1, 7, 14, 27}. More explicitly,
for f ∈ Ω0, α ∈ Ω17, β ∈ Ω
2
14 and γ ∈ Ω
3
27,
d17f = df
d77α = ∗d(α ∧ ∗σ)
d714α = π
2
14dα
d727α = π
3
27d ∗ (α ∧ ∗σ)
d1427β = π
3
27dβ
d2727γ = ∗(π
4
27dγ)
where πkp denote the projection onto Λ
k
p. and the rest are determined by
(dpq)
∗ = dqp
for p 6= q as well as
d114 = d
1
27 = d
1
1 = d
14
14 = 0.
1.3.1. Torsion free case. When the G2 structure is torsion free, the Levi-
Civita connection ∇σ coincides with the G2 connetion and its holonomy
lies in G2. As in the case of Ka¨hler geometry, there are various differential
identities by abstract nonsense. These identities are listed in [2], pp. 25
(except that the minus sign in the formula d(α ∧ ∗σ) = − ∗ d77α is a typo).
These identities are important for our computations. The proof is based on
abstract nonsense and constant checking. Besides the identities listed there,
We need one more that we now describe.
LAPLACIAN FLOW FOR CLOSED G2-STRUCTURES: SHORT TIME BEHAVIOR 7
Recall that Ω327 consists of 3-forms whose wedge products with σ and ∗σ
vanish. It maybe identified with Sym20–the space of trace free symmetric
bilinear forms. An explicit map is given in [2] by
jσ(γ)(φ)(v,w) = ∗σ((vyσ) ∧ (wyσ) ∧ γ)(20)
for any γ ∈ Ω327, v ∈ TM and w ∈ TM . By definition d
27
7 γ takes value in
Ω17. So is div(jσ(γ)). Here we define
div(h) = gjlgikhij,kel
for any symmetric two tensor hij . They must agree up to a constant.
Lemma 1.7. If the G2 structure is torsion free, we have
(d277 (γ))# = A · div(jσ(γ))(21)
for some universal nonzero constant A.
Proof. Consider the following diagram
Λ327 ⊗ Λ
1 δ−→ Λ4
π4
7−→ Λ47
↓ jσ ⊗ 1
Sym20 ⊗ Λ
1 c−→ Λ1
∧σ
−→ Λ47
where δ denotes the skewsymmetrization, c denotes the contraction using
the metric and π47 is the orthogonal projection. All spaces have a natural
G2 action and all linear maps are G2-equivariant. By Schur’s Lemma, there
must be a nonzero constant A, so that
π47 ◦ δ(γ ⊗ α) = A
′ · c(jσ(γ)⊗ α) ∧ σ.
On the other hand, we have
d(γ) = δ ◦ ∇σγ,
1
4
d277 γ ∧ σ = π
4
7d(γ) = π
4
7 ◦ δ ◦ ∇
σγ
and
div(jσ(γ))
♭ = c(∇σ(jσ(γ))) = c(jσ ⊗ 1(∇
σγ)).
since ∇σ coincides with the G2 connection and thus jσ is ∇
σ-parallel. Com-
bining all these we get
d277 γ = A · div(jσ(γ))
♭
for A = 4A′. 
Remark 1.8 (How to determine A). Because it is universal, we might simply
assume M = R7. Since its value will not be important for us, we do not
pursue further.
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1.3.2. Torsion case. When the underlying G2 structure has torsion, the
identity in Lemma 1.7 and the differential identities in [2] are no longer
true in general. One needs to modify the identities by lower order deriva-
tives. However, since we will only be interested in the principal symbols
of various differential operators, these lower order terms are not essential.
Thus when we do computations, we may proceed as if the underlying struc-
ture were torsion free. This observation is very important. Hopefully this
rule will be clear once we do concrete calculations.
1.4. The Laplacian flow. The flow was introduced in [2]. The idea is to
evolve the definite 3-form σ in the direction of its Hodge Laplacian:
d
dt
σ = ∆σσ.(22)
Note that, since ∆ depends on σ itself, this flow is nonlinear. It has a large
symmetry group: In fact, it is preserved by diffeomorphisms. Thus, it is not
parabolic.
The stable solutions are, of course, given by 1−flat G2-structures. Then,
as is well-known, the underlying metric is Ricci-flat. In this sense, the flow
resembles the Ricci flow or the Ka¨hler Ricci flow.
Suppose now σ(t) is a solution. If the initial structure σ0 is closed, then
it is not hard to show that a solution σ(t) remains closed. Then the flow
equation satisfied by σ(t) simplifies to
d
dt
= −d ∗ d ∗ σ.(23)
Thus σ(t) stays in the same cohomology class [σ0].
1.5. Hitchin’s functional. Suppose σ0 is a closed G2-structure on compact
M7. Define
[σ0]+ = {σ0 + dβ|β ∈ Ω
2(M)}.
In [7], Hitchin defined a volume functional on [σ0]:
V (σ) =
∫
M
σ ∧ ∗σ.(24)
He computed the first variation of this functional
δV (δσ) =
7
18
∫
M
δσ ∧ ∗σ,(25)
where δσ is an exact 3-form.
The Laplacian flow may be viewed as a gradient flow of V with respect
to an unusual metric on [σ0]. We now describe this metric. First, note
that the tangent space of [σ0] at any point σ ∈ [σ0] is simply dΩ
2(M). Let
Gσ be the Green’s operator of the Hodge Laplacian ∆σ. We define for any
ψ,ψ′ ∈ dΩ2(M),
〈ψ,ψ′〉σ =
7
18
∫
M
gσ(Gσψ,ψ
′) ∗σ 1.(26)
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It can be shown that (26) in deed defines a metric on dΩ2(M).
Also note ∆σGσψ = ψ for any exact form ψ. With this in mind, we now
rewrite (25) as
δV (δσ) = 718
∫
M δσ ∧ ∗σ
= 718
∫
M g
σ(δσ, σ) ∗σ 1
= 718
∫
M g
σ(∆σGσδσ, σ) ∗σ 1
= 718
∫
M g
σ(Gσδσ,∆σσ) ∗σ 1
= 〈δσ ,∆σσ〉σ.
Thus under the metric (26), the gradient vector field of V is ∆σσ.
2. Deturck’s Trick
In this section, we apply Deturck’s Trick. We have to find the vector field
in LV (σ)σ so that (6) is strictly parabolic in the direction of closed forms.
The vector field is constructed in a similar way to [4].
2.1. Deformation of G2-structures. The result is due to D. Joyce [8].
Proposition 2.1. Let σs be a family of G2 structures on M . Then there
exist three differential forms f0 ∈ Ω0, f1 ∈ Ω1 and f3 ∈ Ω327 uniquely
characterized by
∂
∂s
σs = 3f
0σ + ∗σ(f
1 ∧ σ) + f3.(27)
In terms of these, the variation of the metric gσ is given by
∂
∂s
gσ = 2f0gσ +
1
2
jσ(f
3).(28)
The variation of the dual 4-form ∗σσ is
∂
∂s
(∗σσ) = 4f
0 ∗σ σ + f
1 ∧ σ − ∗σf
3.(29)
The proposition will be useful in linearization. If we deform the structure
in a closed direction, we have
d(3f0σ + ∗σ(f
1 ∧ σ) + f3) = 0.
Using differential identities to expand out we get
0 =
4
7
d71f
1 + l.o.t(30)
0 = d17f
0 +
1
6
d77f
1 +
1
12
d277 f
3 + l.o.t(31)
0 = d727f
1 + d2727f
3 + l.o.t.(32)
10 ROBERT BRYANT & FENG XU
Remark 2.2. The lower order terms are algebraic in (f0, f1, f3), acted on
by the various torsion tensors of σ. It is possible to work them out, but we
will not need them in this paper.
2.2. The vector field V (σ). Let ∇0 be a fixed torsion free connection on
M . Let ∇σ be the Levi-Civita connection of the Riemannian metric gσ
determined by σ. Then, the difference
T = ∇σ −∇0
is a well-defined tensor on M . In fact, since both connections are torsion
free, T takes valued in TM ⊗ Sym2T ∗M . Using gσ , we identify TM with
T ∗M and decompose
TM ⊗ Sym2T ∗M ≃ TM ⊕ TM ⊗ Sym20T
∗M.
This gives us two vector fields from T : One from TM component and
the other by taking contraction of TM ⊗ Sym20T
∗M . To avoid confusing
constants, we define V1 and V2 in a slightly differently way. Locally, if {ei}
is a frame field and {ωi} is the dual coframe field and T = 12T
i
jkei ⊗ ω
j ◦ ωk
with T ijk = T
i
kj, then
V1 =
1
7
gpqT ipqei
and
V2 =
2
A
(gkjT iikej + 5V1)
where the repeated indices represent a summation and A is the constant
defined in Lemma 1.7.
For each pair (λ, µ) of real numbers (that we will determine in the future),
define
V (σ) = λV1 + µV2.(33)
and correspondingly
Qλ,µ(σ) = λLV1σ + µLV2σ(34)
where L is the Lie derivative. Note that since the vector fields V1 and V2
involves one derivatives of σ, Qλ,µ is a second order differential operator on
σ when λ, µ are not simultaneously 0.
2.3. Linearization of Q. Now we hope to linearize Qλ,µ. By Cartan’s
formula,
Qλ,µσ = λd(V1yσ) + λV1ydσ + µd(V2yσ) + µV2ydσ.
If σ is closed,
Qλ,µσ = d(qλ,µσ)
with
qλ,µσ = λV1yσ + µV2yσ.
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Suppose that the variation of σ is
ψ =
∂
∂s
|s=0σ(s) = 3f
0σ + ∗σ(f
1 ∧ σ) + f3
for f0 ∈ Ω0, f1 ∈ Ω1 and f3 ∈ Ω327(M) ⊂ Ω
3(M). The linearization of Qλ,µ
at σ is a second order linear operator Qλ,µ acting on ψ
Qλ,µ(ψ) = λd(V1∗(ψ)yσ) + µd(V2∗(ψ)yσ) + l.o.t(35)
where V1∗(ψ) =
∂
∂sV1(σ(s)) and V2∗(ψ) is similarly defined and l.o.t denotes
terms of lower order derivatives of ψ. Thus the key issue in linearization, as
far as the leading term is concerned, is to linearize V1 and V2.
Consider first the tensor T . Since ∇0 is fixed, the linearization of T is
the same as linearizing the connection ∇σ, which, in turn, depends only on
the variation h of the underlying metric gσ. In fact, as is well known, the
Levi-Civita connection is uniquely determined by the torsion free condition
and
X(gσ(Y,Z)) = gσ(∇σXY,Z) + g
σ(Y,∇σXZ).
Take the derivative with respect to t to get
(∇σXh)(Y,Z) = g
σ(T∗(h)(X,Y ), Z) + g
σ(Y, T∗(h)(X,Z)).
where T∗(h)(X,Y ) =
d
dt |t=0∇
σ
XY . Permutate X,Y,Z to get three identities.
Add two of them up and subtract from the third to get
gσ (T∗(h)(X,Y ), Z)
= 12 [(∇
σ
Xh)(Y,Z) + (∇
σ
Y h)(X,Z) − (∇
σ
Zh)(X,Y )] .
(36)
Written locally, the variation of T is given by
(T∗(h))
i
jk =
1
2
gil(hjk,l + hkl,j − hlj,k)(37)
where hij,k = (∇
σ
ek
h)ij . Thus
V1∗(h) =
1
2
gilgjkhjk,lei + l.o.t(38)
and
A
2
· V2∗(h) = g
ikgpqhkp,qei + (−
1
2
+
5
14
)gikgpqhpq,kei + l.o.t(39)
where again, l.o.t denotes lower order derivatives of h.
Of course, these computations are not new and actually valid for all di-
mensions. Let us now specify to the G2 case. By Joyce’s result, the metric
g varies infinitesimally by
h = 2f0g +
1
2
jσ(f
3).(40)
Then the variation of vector fields V1 and V2 are given respectively by
V1∗(ψ) = g
ijf0,jei + l.o.t = (d
1
7f
0)# + l.o.t.(41)
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and
V2∗(ψ) =
1
A(jσ(f
3))ij,kg
ikgjlel + l.o.t
= (d277 f
3)# + l.o.t.
(42)
The last equality is due to Lemma 1.7 and §1.3.2. In conclusion we get the
leading term of the linearized operator Q
Proposition 2.3. The linearized operator qλ,µ is
qλ,µ(ψ) = λ(d
1
7f
0)#yσ + µ(d
27
7 f
3)#yσ + l.o.t.(43)
The linearized operator Qλ,µ is
Qλ,µ(ψ) = d(qλ,µ(ψ)) + l.o.t(44)
for ψ = 3f0σ + ∗σ(f
1 ∧ σ) + f3.
Now assume further dψ = 0, i.e., we are deforming in the direction of
closed forms. Using (31), we may rewrite q as
qλ,µ(ψ) = (λ− 12µ) ∗ (d
1
7f
0 ∧ ∗σ)− 2µ ∗ (d77f
1 ∧ ∗σ) + l.o.t.(45)
2.4. Linearization of P(σ) = ∆σσ. Remember the Hodge Laplacian act-
ing on 3-forms is given by
∆ = ∗d ∗ d− d ∗ d ∗ .
The linearization of ∆σσ at σ is a second order operator on the variation
ψ. We denote this by P (ψ). For our purpose, we only compute the leading
part of P : By Joyce’s result,
P (ψ) = ∗d ∗ d(3f0σ + ∗σ(f
1 ∧ σ) + f3)
−d ∗ d(4f0 ∗ σ + f1 ∧ σ − ∗f3) + l.o.t
= (∗d ∗ d− d ∗ d∗)f3
+(3 ∗ d ∗ d+ 4d ∗ d∗)(f0σ)
+(∗d ∗ d+ d ∗ d∗) ∗ (f1 ∧ σ)
+l.o.t.
It is clear from this that P is not elliptic.
Now assume further dψ = 0 and dσ = 0. Then we may write
P (ψ) = dp(ψ)
with
p(ψ) = − ∗ d(4f0 ∗ σ + f1 ∧ σ − ∗f3) + l.o.t.(46)
LAPLACIAN FLOW FOR CLOSED G2-STRUCTURES: SHORT TIME BEHAVIOR 13
2.5. Parabolicity along closed forms. Now we choose parameters λ =
−5, µ = −1. We use the formula ([2], pp.25)
df1 =
1
3
∗ (d77f
1 ∧ ∗σ) + d714f
1
and
d(f1 ∧ σ) =
2
3
d77f
1 ∧ ∗σ − ∗d714f
1
to compute that
p(ψ) + q(ψ) = 3 ∗ (df0 ∧ ∗σ) + ∗(d77f
1 ∧ ∗σ) + ∗d ∗ f3 + l.o.t.
= 3 ∗ (df0 ∧ ∗σ) + ∗d ∗ f3 +
4
3
∗ (d77f
1 ∧ ∗σ) + d714f
1 + l.o.t.
On the other hand
∗d ∗ ψ = ∗d ∗ (3f0σ + ∗(f1 ∧ σ) + f3)
= 3 ∗ (df0 ∧ ∗σ) +
2
3
∗ (d77f
1 ∧ ∗σ)− d714f
1 + ∗d ∗ f3 + l.o.t.
Hence
p(ψ) + q(ψ)− ∗d ∗ ψ =
2
3
∗ (d77f
1 ∧ ∗σ) + 2d714f
1 + l.o.t. = df1 + l.o.t.
Now take the exterior differential of this identity and use the fact
−∆σψ = d ∗ d ∗ ψ
when dψ = 0. We get:
Lemma 2.4. If dψ = 0, then P (ψ) + Q−5,−1(ψ) = −∆σψ + dΦ(ψ) where
Φ(ψ) is an algebraic linear operator on ψ with coefficients depending on the
torsion of σ in a universal way.
3. Proof of Theorem 0.1 assuming Lemma 0.2
The proof is modeled on Ricci flow except that, for the uniqueness, we
will avoid the notion of harmonic map flow.
3.1. Short time existence. For the first step, we describe a clever device
used in both [5] and [6]. Let σ0 be an initial closed G2-structure. We solve
formally for the derivative d
k
dtk
θ(0) by differentiating through the equation
(5). Let θˆ(t) be a family of 3-forms whose Taylor series expansion at t = 0 is
given by d
k
dtk
θ(0) (the existence is a non-trivial real analysis exercise) . Let
χ(t) =
d
dt
θˆ −∆θˆ+σ0(θˆ + σ0)− LV (θˆ+σ0)(θˆ + σ0)
where V is defined in (33). Then χ(t) has a zero Taylor series expansion at
t = 0. By translating χ in the t direction, we obtain a 3-form χ(t) as close
to χ as possible that vanishes in [0, ǫ′] for some ǫ′ > 0. By applying Lemma
(0.2) to the pair (χ, 0), we get a solution θ(t) to (6) for a possibly shorter
time period [0, ǫ]. As before, denote σ(t) = θ(t) + σ0.
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Now let the φt be time-dependent diffeomorphisms with vector fields
−V (σ). In other word, φt is the solution to the ODE

d
dtφt(x) = −V (σ(t))|φ(x)
φ0 = Id
.
Let
σ(t) = φ∗tσ(t).
Then
σ(0) = σ0
since φ0 = Id. Also,
dσ(t) = φ∗t d(σ(t)) = 0
since σ(t) is closed. Moreover,
d
dtσ = φ
∗
t (L−V σ) + φ
∗
t (∆σσ) + φ
∗
t (LV σ)
= ∆φ∗
t
σφ
∗
tσ
= ∆σσ.
Thus σ(t) solves the flow equation (3). Theorem 0.1 follows.
3.2. Uniqueness. Given a family ofG2-structures σt, consider the following
nonlinear evolution equation for diffeomorphisms
d
dt
φ = −V ((φ−1)∗σ)(47)
where V = λV1 + µV2 with λ = −5, µ = −1 as usual. We claim:
Proposition 3.1. The flow (47) is strictly parabolic in φ.
Proof. We linearize (47). Suppose that
∂
∂s
|s=0φ = X.
Then it may be computed that
∂
∂s
|s=0φ
−1 = −(φ−1)∗X,
and that
∂
∂s |s=0(φ
−1)∗σ = (φ−1)∗L−(φ−1)∗Xσ
= −LX(φ
−1)∗σ.
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Denote σ = (φ−1)∗σ, which is also a G2-structure. We use (38) and (39) to
compute the linearization of the right hand side of (47):
− ∂∂s |s=0V ((φ
−1)∗σ) = λ(V1)∗(LXσ) + µ(V2)∗(LXσ)
= λ(V1)∗(d(Xyσ)) + µ(V2)∗(d(Xyσ)) + l.o.t
= −5(−17d
1
7d
7
1X
♭)− 1(d277 d
7
27X
♭) + l.o.t.
= −(d77d
7
7 + d
1
7d
7
1)X
♭ + l.o.t.
= −∆σX
♭ + l.o.t.
where all operators are defined using σ and l.o.t. denotes terms involving X
derivatives of degree less than 2. 
Suppose now σ(t) solves (1). Let φ(t) be the diffeomorphisms obtained
from solving (47) with the initial condition φ(0) = Id. Then the new family
σ = (φ(t)−1)∗σ(t) satisfies
d
dtσ = (φ
−1)∗L((φ−1)∗V (σ))σ + (φ
−1)∗∆σσ
= LV (σ)σ +∆σσ,
i.e., the flow equation (9).
Now we are ready to prove uniqueness. Suppose σa(a = 1, 2) are two
families of closed G2 structures solving (1). Let φa be the corresponding
families of diffeomorphisms solving (47) with the initial condition φa(0) =
Id. Then we have shown that
σa = (φ
−1)∗σa
both solve (9) and have the same initial condition. It is clear that σa are
closed. Hence, by uniqueness part of Lemma 0.2,
σ1 = σ2 := σ.
But then φa solve the same ODE
d
dt
φ = V (σ)
with the initial condition φ(0) = Id. Therefore they must be the same:
φ1 = φ2. Hence σ1 = σ2.
4. Proof of Lemma 0.2
Throughout this section we assume that M7 is compact.
We will use Nash Moser Inverse Function theorem. Our application of
this theorem is rather formal, i.e., it does not require any hard estimates.
We state the theorem as follows ([6], pp. 171-172):
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Theorem 4.1 (Nash Moser Theorem). Let F and G be tame Fre´chet spaces
and F : U ⊂ F → G a smooth tame map. Suppose that the equation for the
derivative DF (f)h = k has a unique solution f = V F (f)k for all f in U
and all k and that the family of inverses V F : U ×G → F is a smooth tame
map. Then F is locally invertible and each local inverse F−1 is a smooth
tame map.
A tame Fre´chet space F is endowed with a countable family of increasing
norms {‖‖n}
∞
n=1 defining the topology (such a family is called a grading).
Thus a sequence {xk} converges if and only if it converges with respect to
each norm. A subset U ⊂ F is open if and only if, for each x ∈ U , a
small ‖‖n ball around x is contained in U for some n. Two such gradings
‖‖n and ‖‖
′
n are said to be tamely equivalent with degree r and base b if
‖‖n≤ C(n) ‖‖
′
n+r and ‖‖
′
n≤ C(n) ‖‖n+r for all n > b.
A continuous map F : U → G is called tame if each x ∈ U has a neigh-
borhood on which a tame estimate holds for F with base b and degree r,
i.e.,
‖ F (y) ‖n≤ C(1+ ‖ y ‖n+r)
for all n > b. Here the numbers b and r (called the degree) may vary from
neighborhood to neighborhood and C depends on n and the neighborhood
under consideration. Such a map is called smooth tame if all its derivatives
are tame.
Many interesting smooth tame maps arise from partial differential oper-
ators. For our purpose, we consider a class of tame spaces introduced in
[5]. Let V be a vector bundle over M . For a section f of V , we let |f |n
denote the L2 norm of f and its covariant derivatives up to degree n. For a
time-dependent section f in F = C∞([0, T ] ×M,V ), we put
|f |2n =
∫ T
0
|f(t)|2ndt,
so that |f |n only measures space derivatives. Then let
‖ f ‖n=
∑
2j≤n
|(
∂
∂t
)jf |n−2j.
This is a weighted norm counting one time derivative equal to two space
derivatives. These norms make F = C∞ ([0, T ] ×M,V ) a tame space (this
fact is not proved in [5]).
By Sobolev embedding, a tamely equivalent grading |[ ]|n is given by
|[f ]|n =
∑
2j≤n
[(
∂
∂t
)jf ]n−2j
where [f ]n is the sup-norm of f and its space derivatives upto degree n.
If P : U ⊂ C∞([0, T ] ×M,V ) → C∞ ([0, T ]×M,W ) is a smooth (non-
linear) partial differential operator between sections of vector bundles, it is
clear that P is a smooth tame map. On the other hand, the set Dr(V,W )
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of differential operators of degree ≤ r is itself a vector bundle and a linear
operator of degree r may be viewed as a section of this vector bundle.
The Fre´chet spaces we will be considering are F = dC∞
(
[0, T ]×M,Λ2(M)
)
and G = F × dC∞
(
M,Λ2(M)
)
.
Proposition 4.2. The Fre´chet space F is tame with the grading ‖‖n re-
stricted from C∞
(
[0, T ]×M,Λ3(M)
)
. The Fre´chet space G is tame under
the grading ‖‖n +||n.
Proof. Fix a Riemannian metric onM . Let G be the Green’s operator of the
Hodge Laplacian ∆ on M . We extend G to families of forms on M × [0, T ]
by constancy in t. Then from the standard Hodge theory (or from Theorem
3.3 and Lemma 3.3.4 in [6], pp. 158), we have the following estimates
|G(α)|n ≤ C|α|n−2,
where C depends on n, M and the metric. It follows from this estimate that
‖ G(α) ‖n≤ C ‖ α ‖n−2 .
Thus G is a linear tame map.
Now for any ψ ∈ F , we have ψ = dGd∗(ψ). It follows that F is a
closed subspace of C∞
(
[0, T ]×M,Λ2(M)
)
. Since dGd∗ is a composite of
tame maps, it is tame. Thus, F is a direct summand of the tame space
C∞
(
[0, T ]×M,Λ2(M)
)
. The result now follows from Lemma 1.3.3 in [6],
pp. 136.
For the same reason, dC∞
(
M,Λ2(M)
)
is tame. The product G is thus
tame. 
The map interesting to us is F : F → F × G:
F (θ) =
(
d
dt
θ −∆σσ − LV (σ)σ, θ|t=0
)
(48)
with σ = σ0 + θ. We have computed the derivative of F
F∗(ψ) =
(
d
dt
ψ − P (ψ)−Q−5,−1(ψ), ψ|t=0
)
.
Note that the operators P and Q depends smoothly on θ. In fact, the
coefficients are given by universal functions of torsion and curvature of σ =
σ0 + θ.
4.1. Injectivity of F∗. This is relatively easy based on Lemma 2.4.
Lemma 4.3. The system
d
dt
ψ − P (ψ)−Q−5,−1(ψ) = 0,
ψ(0) = 0,
dψ = 0
has a unique solution ψ = 0.
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Proof. We have proved that if
dψ = 0,
then
P (ψ) +Q−5,−1(ψ) = −∆σψ + l.o.t.
Thus ψ satisfy an evolution equation of the form
d
dt
ψ = −∆σψ + l.o.t.
Thus the lemma follows from the standard linear parabolic theory. 
4.2. Surjectivity of F∗. We have to show that for any time-dependent
3-form χ and any 3-form ψ0, there is a family of 3-forms ψ such that

d
dtψ − P (ψ)−Q−5,−1(ψ) = χ,
ψ(0) = ψ0.
(49)
We can write χ = dξ and ψ0 = dβ0 for a time-dependent 2-form ξ and a
2-form β0. Rather than solve ψ, we may try to solve the following equation
for β:
d
dt
β = −∆σβ +Φ(dβ) + ξ,
β(0) = β0.
The existence of β(t) follows from standard parabolic theory. Set ψ = dβ.
We get:
Lemma 4.4. The map F∗ is surjective.
Proof. It is clear that ψ solves
d
dt
ψ = −∆σψ + dΦ(ψ) + χ
ψ(0) = ψ0.
Because dψ = 0, and dσ = 0, by Lemma 2.4,
P (ψ) +Q−5,−1ψ = −∆σψ + dΦ(ψ).
Hence ψ solves (49). 
Combining Lemma (4.3) and Lemma (4.4) we conclude that F∗|θ is an
isomorphism. Thus we may define the family of inverses F−1∗ : U × G → F .
To apply Nash Moser inverse function theorem, we need to prove F−1∗ is
smooth tame.
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4.3. F−1∗ is smooth tame. Usually, this amounts to certain a priori esti-
mates of the solutions of a family linear equations. In our case, since we
have showed that a solution ψ must satisfy a parabolic equation of the form
d
dt
ψ = −∆σψ + dΦ(ψ),
this should follow from standard linear parabolic theory. However, the
reader may find it difficult to find relevant results in the literature. For-
tunately, R. Hamilton essentially did this work in [5]. His result is general
enough for us to avoid annoying estimates. For completeness, we state this
result.
Let X be a compact manifold and let V andW be vector bundles over X.
Consider a system of linear evolution equations on 0 ≤ t ≤ T for sections f
of V and g of W
d
dt
f = Pf + Lg + h,
d
dt
g =Mf +Ng + k
where P,L,M,N are linear differential operators involving only space deriva-
tives whose coefficients are smooth functions of both space and time. We
assume P has degree 2, L and M has degree 1, and N has degree 0.
First, Hamilton showed that if the first equation is parabolic, then for
any (f0, g0, h, k), there exists a unique smooth solution (f, g) with f = f0
and g = g0 at t = 0. Then he proved the following
Theorem 4.5 ([5], pp. 266). Let the solution (f, g) of the system be written
as a function
(f, g) = S(P,L,M,N, h, k, f0, g0)
of the coefficients P,L, ,N and the data h, k and the initial values f0, g0. In
the open set where P is parabolic, the solution S is a smooth tame map in
the gradings ‖‖n on f, g, h, k and ||n on f0, g0 and |[ ]|n on P,L,M,N .
A corollary is the the statement for a single parabolic system.
Corollary 4.6. Let the solution f to the system
d
dt
f = Pf + h
with the initial condition f(0) = f0 be written as a function
f = S(P, h, f0).
In the open set where P is parabolic, the solution S is a smooth tame map
in the gradings ‖‖n on f, h and ||n on f0 and |[ ]|n on P .
Proof. The assignment
(P, h, f0) 7→ (P,L = 0,M = 0, N = 0, h, k = 0, f0, g0 = 0)
is clearly a smooth tame map. The composite of two smooth tame maps is
smooth tame. 
Now we use this to prove F−1∗ is smooth tame.
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Lemma 4.7. The map F−1∗ : U × G → F is smooth tame.
Proof. We have shown that ψ = F−1∗ (θ, χ, ψ0) is the unique solution to the
parabolic system
d
dt
ψ = −∆σ0+θψ + dΦ(ψ) + χ
with ψ(0) = ψ0. Thus ψ may be written as
ψ = S(P (θ), χ, ψ0)
where P (θ) is the assignment to θ the linear operator −∆σ0+θ + dΦ(ψ) in
above equation (do not confuse P with the linearization of ∆σσ). Now P
itself can be viewed as a composite of the inclusion i : U → C∞(M,Λ3+)
with the nonlinear partial differential operator C∞(M,Λ3+) → D
2(Λ3,Λ3)
by assigning σ to −∆σ+l.o.t. Thus P is smooth tame (keeping in mind the
tame equivalence of the gradings ‖‖n and |[ ]|n).
Hence the map F−1∗ : U × G may be factored as
F−1∗ = S ◦ (P × i)
where i is the inclusion of G into C∞([0, T ]×M,Λ3(M))×C∞(M,Λ3(M)).
Since all maps involved are smooth tame, so is F−1∗ . 
Finally, Lemma 0.2 follows from Nash Moser inverse function theorem.
References
[1] Robert Bryant, Metrics with exceptional holonomy, Ann. of Math. (2) 126 (1987),
525-576.
[2] Robert Bryant, Some remarks on G2-structures, arXiv:math/0305124v4.
[3] H.-D. Cao, Deformation of Ka¨hler metrics to Ka¨hler-Einstein metrics on compact
Ka¨hler manifolds, Invent. Math. 81 (1985), 359-372.
[4] Dennis Deturck, Deforming metrics in the direction of their Ricci tensors, J. Differential
Geom. 18 (1983) 157-162.
[5] R. Hamilton, Three-manifolds with positive Ricci curvature, J. Diff. Geom 17 (1982),
255-306.
[6] R. Hamilton, The inverse function theorem of Nash and Moser, Bull. Amer. Math.
Soc. 7 (1) (1982), 65-222.
[7] Nigel Hitchin, The geometry of 3-forms in 6 and 7 dimensions, J. Differential Geom.
55 (2000), 547-576.
[8] Dominic Joyce, Compact Manifolds with Special Holonomy, Oxford Mathematical
Monographs, Oxford University Press, Oxford, 2000.
[9] Spiro Karigiannis, Geometric flows on manifolds with G2-structure I,
arXiv:math/0702077v2.
[10] Spiro Karigiannis and Shing-Tung Yau, Geometric flows on manifolds with G2-
structure II, in preparation.
[11] H-V Le, G. Wang, Anti-complexified Ricci flow on compact symplectic manifolds, J.
reine angew. Math. 530 (2001), 17-31.
[12] J. A. Schouten, Kalssifizierung der Alternierenden Gro¨szen Dritten Grades in 7 Di-
mensionen, Rend. Circ. Maten. Palermo 55 (1931), 131-156.
MSRI, 17 Gauss Way, Berkeley, CA 94720 & MSI, The Australian National
University, ACT 0200, Australia
E-mail address: bryant@msri.org, feng.xu@anu.edu.au
