Abstract. Suppose that λ−T is left invertible in L(H) for all λ ∈ Ω, where Ω is an open subset of the complex plane. Then an operator-valued function L(λ) is a left resolvent of T in Ω if and only if T has an extensionT , the resolvent of which is a dilation of L(λ) of a particular form. Generalized resolvents exist on every open set U , with U included in the regular domain of T . This implies a formula for the maximal radius of regularity of T in terms of the spectral radius of its generalized inverses. A solution to an open problem raised by J. Zemánek is obtained.
Introduction
Let H be a complex, separable, infinite dimensional Hilbert space and let L(H) be the C * -algebra of all continuous linear operators on H.
The resolvent set ρ(T ) of T ∈ L(H) is, by definition, the set of all complex numbers λ ∈ C such that the operator λI − T is invertible in the algebra L(H). Then its resolvent

R(λ) = (λI
is an analytic function on ρ(T ) such that
R(λ)(λI − T ) = (λI − T )R(λ) = I
for all λ ∈ ρ(T ). Here I is the identity operator on H. Moreover, R(λ) satisfies the first resolvent equation, namely
R(λ) − R(µ) = (µ − λ)R(λ)R(µ)
for all λ, µ ∈ ρ(T ). The spectrum σ(T ) of T is the complement of ρ(T ) in C. The spectral radius r σ (T ) of T is r σ (T ) = sup{|λ| : λ ∈ σ(T )} .
The left resolvent set ρ (T ) of the bounded linear operator T is defined as the set of all complex numbers λ ∈ C such that λI − T is left invertible in L(H), that is, oneto-one and with closed range. The left spectrum of T is the set σ (T ) = C \ ρ (T ). According to a result due to G. R. Allan [1, 2] Let reg(T ) denote the sets of all complex numbers λ for which µI − T possess analytic generalized inverses, for all µ in a neighborhood of λ; that is, there exist U λ , a neighborhood of λ, and an operator-valued analytic function
, there exists an analytic operatorvalued function L(λ) on ρ (T ) such that L(λ)(λI − T ) = I, for all λ ∈ ρ (T ). An operator mapping L(λ) : U → L(H), U ⊆ ρ (T ), is said to be a left resolvent of T on U , if L(λ)(λI −
is the generalized spectrum of T [11] , [12] . Note also that reg(T ) has several equivalent definitions. According to a result of Shubin [17] , there exists a global analytic function G(λ) defined on reg(T ) which is a generalized inverse of λI − T for all λ ∈ reg(T ). By definition, a generalized resolvent of T on U , U ⊆ reg(T ), is an operator-valued mapping G(λ) satisfying the conditions (1.1) and (1.2) for µ ∈ U and the resolvent equation for all λ and µ in the same connected component of U . Generalized resolvents of T are generalized resolvents of T on reg(T ). If U ⊆ ρ(T ), then a generalized (left, right) resolvent on U is unique and coincides with the usual resolvent.
It is not known if left or generalized resolvents always exist. These open problems go back to C. Apostol and K. Clancey [4] , [5] and P. Saphar [15] , [16] . See also the list of references in [7] for several contributions on these problems.
The aim of the present paper is twofold. Firstly, we will prove that generalized resolvents for T always exist on every open subset U of reg(T ) such that U ⊂ reg(T ). This implies a formula for the maximal radius of regularity of T in terms of the spectral radius of its generalized inverses. In particular, one obtains (section 2), in the case of Hilbert space operators, a positive answer to a problem recently raised by Zemánek [19] for Banach algebra elements. Note that in [7] several partial answers to Zemánek's question (for closed operators with a dense domain on a Banach space) were given.
Secondly, we give a new characterization of left resolvents in terms of dilations and compressions. The result of C.J. Read [14] , about the extent to which an extension of a Hilbert space operator reduces the spectrum, implies that every operator T admits an extensionT to a larger Hilbert
The matrix of R(T)(λ) with respect to the decompositionH = H ⊕ H will then be of the form
where * means a suitable entry. The main result of the second part of this note is to prove that L(λ) is a left resolvent of T in Ω ⊆ ρ (T ) ∩ σ(T ) if and only if there exists an extensionT of T on a larger Hilbert spaceH = H ⊕ H such that R(T )(λ) = (λI −T ) −1 is invertible in L(H) for all λ ∈ Ω and the matrix of R(T )(λ) with respect to the decomposition
that is, R(T )(λ) leaves H invariant, for all λ ∈ Ω. In fact, a stronger version of this result will be proved. The paper is organized as follows. The existence of generalized resolvents and its consequences for the maximal radius of regularity are discussed in Section 2. In the next section the characterization of left resolvents and related results are presented.
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Generalized resolvents on subsets of reg(T )
and radius of regularity
Generalized resolvents on subsets of reg(T ).
The following result is a partial result for the one-sided resolvent problem.
Proof. The result follows from Proposition 9.17 [6] ; see also Lemma 3.18 [9] and Errata to [9] .
The following result is the corresponding extension for generalized resolvents.
Theorem 2.2. Let T ∈ L(H) and let Ω ⊂ Ω ⊂ reg(T ) be an open set. Then there is a generalized resolvent of T on Ω; that is, there exists an analytic function G : Ω → L(H) such that G(λ) satisfies the resolvent identity for all λ and µ in the same connected component of U and
as well as
, [10] . With respect to this decomposition, the operator T can be written as 
for suitable operator entries. Then [10, Théorème 4.10]
Using two times Lemma 2.1, we find a left resolvent L(λ) for T l and a right resolvent
given by the following matrix, with respect to the Apostol decomposition :
Then simple computation shows that
Therefore G(λ) is a global generalized inverse for T on Ω. We show now that G(λ) satisfies the resolvent identity on Ω. To this end, we use a criterion given in [7, Theorem 2.7] . It is easy to show that the range of P (λ) coincides with the range of λI − T and the kernel of Q(λ) coincides with the kernel of λI − T . On the other hand, we have
Therefore P (λ)P (µ) = P (λ) and, similarly, Q(λ)Q(µ) = Q(µ). Using [7, Proof of Theorem 2.7], we get that G(λ) satisfies the resolvent identity in Ω.
Maximal radius of regularity.
As an application of the existence of generalized resolvents, the following formula for the maximal radius of regularity can be proved. It is a generalization of [7, Theorem 3.1] . Denote by dist(a, A) = inf{|a − z| : z ∈ A} the distance from a ∈ C to the set A ⊂ C.
Theorem 2.3. Let T ∈ L(H) be a linear operator such that 0 ∈ reg(T ). Then
where r σ (S) is the spectral radius of S.
Proof. The proof is similar to that of [7, Theorem 3.1] , where the present theorem has been proved (for closed, densely defined, Banach space operators) under the additional assumption that T is Fredholm. Therefore some details will be omitted. Let S ∈ L(H) be a generalized inverse of T . Then, using for instance [7, Theorem 2.4], we get T n S n T n = T n , for all n ≥ 1. Let γ(T ) be the reduced minimum modulus of T :
.
Using [12, Théorème 3.1] we get the inequality
In order to prove the other inequality, set d = dist(0, σ g (T )). Then
Let ε be a positive number and put
As in [7 
where M = max{ G(λ) : λ ∈ U }, and
. Thus
Since ε > 0 was arbitrarily chosen, we have
The proof is now complete.
Remark 2.4. The above proof shows that the sup is attained (for some S 0 ) in the formula
if one is able to construct a generalized resolvent for T on
is a generalized resolvent for T on B(0, d). We omit here the details.
Set s(T ) = sup{ 
The proof is complete.
The following is a solution for a problem raised by J. Zemánek [19] in the more general setting of Banach algebras.
Proof. The result follows from Theorem 2.3 and is similar to the proof of Corollary 3.4 in [7] .
Corollary 2.6 can be viewed as a one-sided generalization of the known formula
Left resolvents as compressions of resolvents
Read's extension theorem.
The following result is a consequence of a result of Read [14] and Corollary 2.6.
Lemma 3.1. Let T ∈ L(H) and Ω ⊆ ρ (T ). There exist a larger Hilbert spacẽ H = H ⊕ H containing H and an extensionT of T onH such that λI −T is invertible in L(H) for all
Proof. According to a result due to Read [14] , there exist a larger Hilbert spacẽ H = H ⊕ H and an extensionT of T such that the spectrum σ(T ) ofT is equal to the approximate point spectrum σ ap (T ) of T , that is
This coincides with the left spectrum σ (T ) for Hilbert space operators. For the second part, using Corollary 2.6, we have
This implies the above equality.
Remark 3.2. In Read's theorem [14] , H can be chosen as a copy of H and the norm ofT almost the norm of T ; that is, if ε > 0,T (and H ∼ = H) can be chosen such that T ≤ (1 + ε) T . We also want to note that H ∼ = H depends upon T in a sensitive way. Indeed, consider an analytic, operator-valued function Ω λ → T (λ) ∈ L(H). By Read's proof, it is possible to find a copy H (λ) of H and extensions Ω λ →T (λ) ∈ L(H ⊕ H (λ)) such that σ(T (λ)) = σ (T (λ)). However, there are examples where one cannot find a universal copy of H in place of H (λ) and analytic family Ω λ →T (λ) ∈ L(H ⊕ H ) of extensions. We use for this purpose an example of Ransford [13] . Consider Ω = C, H = 2 and
which is holomorphic. Then it can be shown that
would be an analytic setvalued function as the spectrum of an analytic family of operators (cf. [18] for definitions and properties of set-valued analytic functions). This is in contradiction with the fact that
is not subharmonic on C (cf. [13] ). Indeed, φ attains a maximum at 0.
3.2.
Compressions of resolvents. Lemma 3.1 implies Allan's result mentioned in the Introduction. Indeed, let
be the compression on H of R(T )(λ) = (λI −T ) −1 . Then, using the equality R(T )(λ)(λI −T ) = I and the fact thatT is an extension onH of T , we obtain
Since L(λ) is analytic, we obtain a global, analytic left inverse function of λI − T , i.e. Allan's result. The matrix of R(T )(λ) with respect to the decompositionH = H ⊕ H will then be of the form
The following characterization of left resolvents is the main result of this section.
Theorem 3.3. Let T ∈ L(H) and let Ω be an open, connected subset of ρ (T ) ∩ σ(T ). Then L(λ) is a left resolvent of T in Ω if and only if there exists an extensioñ T of T on a larger Hilbert spaceH = H ⊕ H such that R(T )(λ) = (λI −T ) −1 exists in L(H) for all λ ∈ Ω and the matrix of R(T )(λ) with respect to the decompositioñ H = H ⊕ H has the form
with suitable operator-valued functions T (λ) and V (λ).
The condition Ω ⊂ σ(T ) is explained by the fact that on Ω ∩ ρ(T ) the usual resolvent is also a left resolvent. The condition of connectedness of Ω is justified by the definition of left resolvents as left inverses satisfying the resolvent identity on every connected component.
For the "only if" part of Theorem 3.3, the following stronger result can be proved.
Theorem 3.4. Let T ∈ L(H) and let Ω ⊂ ρ (T ) ∩ σ(T ) be an open, connected subset. Suppose that there exists an extensionT of T on a larger Hilbert spacẽ
H = H ⊕ H such that λI −T is invertible in L(H) for all λ ∈ Ω and the matrix of R(T )(λ) = (λI −T ) −1 with respect to the decompositionH = H ⊕ H has the form L(λ) S(λ) T (λ) V (λ) ,
for some operator-valued functions L(λ), S(λ) defined on H and H , respectively, with values in H and T (λ), V (λ) defined on H and H , respectively, with values in
Clearly, the above condition is satisfied if S(λ) ≡ 0.
For the "if" part of Theorem 3.3, we need a construction of independent interest. Namely, we will prove the following result.
Theorem 3.5. Suppose that T ∈ L(H) and let Ω be an open, connected subset of ρ (T ) ∩ σ(T ). Let L(λ) be a global, analytic left-inverse function of T − λI. There exist a larger Hilbert spaceH = H ⊕ H and a family of operatorsT
for suitable entries * ; −1 with respect to the decompositionH = H ⊕H . Using the fact thatT is an extension of T and the equality
4.T (λ) ≡T is independent of λ if and only if L(λ) is a left resolvent for
we obtain
is a left resolvent (cf. for instance [7, Theorem 2.7] ). 
Condition 3) is easily verified.
The following properties will be useful:
Here R(T ) denotes the range of T .
Proof. a). Condition 2) in the point U (λ)h gives, using also the condition 1),
Therefore r(U (λ)h )K(λ) = 0. Using the normalization condition we obtain the desired relation r(U (λ)h ) = 0. b). Using condition 2) and the normalization condition, we get
Since U (λ) is left-invertible by condition 1), we obtain the desired conclusion.
To start off the proof of Theorem 3.5, we remark that h
, as an algebraic direct sum, for all λ ∈ Ω. To prove the direct sum property, note that if
and thus h = 0.
It is easy to see that dim N (L(λ)) is constant for all λ ∈ Ω. We suppose in this part of the proof that dim N (L(λ)) = ∞ for all λ ∈ Ω. If dim N (L(λ)) = m < ∞, the proof will be essentially the same (in fact even simpler since we have to deal with finite sums). Let e j (λ), j ≥ 1, be an orthonormal basis of N (L(λ)). Every h ∈ H can be written as Proof of 5. Suppose, for the last property, that m < ∞. According to a result of [15] and [8, page 187] , the orthonormal basis e j (λ), j = 1, . . . , m, can be chosen such that λ → e j (λ) is analytic. This implies that the map λ →T (λ) is analytic.
