Abstract-In this paper, we introduce a signal transformation (ST) methodology for tracking control of a large class of arbitrary references. The method can improve tracking performance of ordinary one-degree-of-freedom (1-DoF) feedback control structure, while keeping robustness against unmodeled dynamics and limiting the projected measurement noise by ensuring a low closed-loop bandwidth. Using singular perturbation theory, sufficient conditions for stability and convergence of the tracking error are derived. Effectiveness of the proposed method is demonstrated by simulations. It is shown how ST method can provide a better control performance compared to ordinary 2-DoF feedback control systems having similar projected noise power, and maintain robustness against uncertainties, disturbances, and unmodeled dynamics.
I. INTRODUCTION
T HERE are numerous applications in nanotechnology that require positioning accuracy of the order of a nanometer, or less [1] , [2] . Such applications include scanning probe microscopy [3] - [5] , nanometrology [6] - [9] , nanolithography [10] , [11] , material science [12] , [13] , high-density data storage systems [14] - [16] , and nano-fabrication [17] . Capacitive and inductive sensors are commonly used in nanopositioning systems due to their capability of providing simple solution for non-contact, high-resolution measurement. These sensors typically have a noise density of 20 Hz [18] . For every hundredfold increment in the closed-loop system bandwidth, the position accuracy of a nanopositioning scanner will decrease tenfold. This potentially degrades the resolution of the scanner, hindering it from performing positioning tasks that require subnanometer resolution. Hence, feedback control methods with limited closed-loop bandwidth are highly desirable in the presence of measurement noise.
Command pre-shaping methods can be considered as a possible way for vibration suppression in an already designed closed-loop control system, leaving the closed-loop bandwidth of the measurement noise unaffected [19] - [28] . However, these methods are not suitable for tracking of time-varying commands such as triangular waveforms or suffer from lack of robustness to plant uncertainties. Some adaptive controllers are also used for tracking of time-varying [29] ; however, they are prone to drift in integral adaptation gains or very high control demands in the presence of measurement noise [30] . Iterative learning control (ILC) can also be added as a feed-forward control action in a feedback system to improve the steady-state tracking error for repetitive references without altering the closed-loop bandwidth [31] , [32] . However, it may require a large number of iterations to converge. Feedback control methods such as repetitive control (RC) for tracking of periodic references introduce large closed-loop bandwidths, which may not be acceptable in the presence of measurement noise. Moreover, the tradeoff between the tracking error and rejection of non-periodic disturbances in RC systems can cause problems when a multivariable plant has excessive cross coupling [33] , [34] .
In [35] , the concept of signal transformation (ST) was put forward as a novel approach for tracking of triangular waveforms in a nanopositioning system. The method showed significant closed-loop performance improvement compared with an ordinary feedback control system having a similar control bandwidth [36] , [37] . This paper describes how ST can be used along with traditional one-degree-of-freedom (1-DoF) feedback control methods to improve tracking error for a large class of arbitrary references. The method keeps the projected measurement noise below a pre-specified level to limit the adverse effects of sensor noise on the positioning accuracy of the closed-loop system. The remainder of the paper continues as follows.
II. OBJECTIVES
We first design appropriate ST mappings to cope with arbitrarily shaped reference signals. The resulting nonlinear switched-system is then analyzed using singular perturbation theory to obtain sufficient conditions for convergence of the tracking error to small values, where measurement noise and disturbances are ignored for simplicity. We present an example to show high control performance of ST method under a very low closed-loop bandwidth, along with numerical justification of the mathematical analysis and convergence criteria.
To deal with the problem of measurement noise in feedback control systems, concept of projected noise is introduced. As shown in Fig. 1 , consider a typical feedback control system designed to control a physical quantity , which is measured by a 0018-9286/$31.00 © 2012 IEEE sensor, that provides a measured signal for feedback, which is affected by measurement noise . By the projected noise, we mean the direct effect of the measurement noise signal on the actual controlled output in the closed-loop feedback system. For linear systems, this effect can be quantified in terms of the noise signal and the closed-loop transfer function from to , which is denoted by . An objective of this paper is to evaluate the control performance of ST method in tracking of arbitrary references while limiting the projected measurement noise power.
Finally, we consider a methodology to restore robustness against disturbances and uncertainties in plant DC gain for ST method, and the results are compared with ordinary 2-DoF feedback systems under equal measurement noise attenuations.
III. SIGNAL TRANSFORMATION
ST approach, as proposed in [35] , incorporates appropriate mappings between non-smooth signals (e.g., a triangular waveform as the reference) and smooth signals (e.g., a ramp) in a control system to improve the tracking error while keeping the closed-loop bandwidth low to limit the projected measurement noise. The ST method for control of a SISO plant is described by the hybrid control system shown in Fig. 2 , where and refer to the ST mappings. In this paper, the mapping is designed to be capable of converting the reference signal to a ramp signal , where is the ramp slope. The ST block between the plant and compensator does the reverse action, i.e., it can convert the ramp signal into the reference signal. Consider an ideal situation, where the noise is zero, the plant is a unity gain transfer function, and its output is perfectly following the reference ramp signal. In this case, the input/output signals at compensator block will be smooth signals with no breaks or discontinuities and the burden of providing appropriate trajectories at the actuator, which demands a high control bandwidth in an ordinary feedback system, is carried by the ST block. In this way, the compensator can be designed with a smaller closed-loop bandwidth in favor of rejecting the projected measurement noise without deteriorating the steady-state error.
The ST methodology proposed in this paper is aimed at tracking a large class of time-varying reference signals. We assume that the reference signal is continuous and periodic but may have a finite number of break points in each period
. Each period contains a number of strictly increasing and decreasing intervals (monotonic), within which the reference signal has no break points and is sufficiently many times differentiable. A typical reference signal is shown Fig. 3 , where is the number of the monotonic intervals in each period, ( ) refers to the interval of the th monotonic interval, and describes the profile of the desired signal in the th monotonic interval of the first period. This description can be extended to non-periodic references if the period and/or the number of intervals tend to infinity. Discontinuities and constant intervals in the reference can also be approximated by lines with very steep and very small slopes, respectively. To design the ST mappings, we use a priori knowledge of the reference. Thus, functions , and , defined in Fig. 3 , are available in advance.
IV. DESIGN OF TRANSFORMATION MAPPINGS
The method that we propose to design the ST mappings incorporates the monotonic functions , and and their inverses. The periodic reference signal can be formulated in terms of the monotonic functions in the following form: 
Signal is a periodic signal equal to the index of the monotonic function being used to generate the reference signal in the corresponding time interval. Signal can be formulated in the following form: (3) where function refers to the largest integer not greater than its argument. Mapping in Fig. 2 is designed such that it can generate the reference signal at if input is driven by a ramp signal of . Using (1), we select the following relationship to realize mapping in Fig. 2 : (4) Using (4) and availability of the inverse functions , and , the mapping in Fig. 2 is obtained in the following form:
Remark: The domain and range of function and its inverse are defined according to Fig. 3 , which is all that is needed to convert the ramp signal to the reference signal and vice versa using (4) and (5), respectively. However, it is better to further extend the range and domain of each function in order to have well-defined output values for the ST blocks in the closed-loop system. Notice that the periodicity of the reference signal is not a required condition and has no effect on convergence of tracking error. The reasons for the periodicity assumption of the reference are that it allows a more convenient implementation and separation of transient and steady-state performances for the closed-loop system in a single run.
V. CLOSED-LOOP STABILITY
In this section, we propose sufficient conditions for stability of the closed-loop system and convergence of the tracking error. We assume that the plant and compensator dynamics are of degrees and and are described by linear-time-invariant state-space matrix sets and with and referring to the corresponding state vectors, respectively, as shown in Fig. 2 . The feedthrough matrices have been assumed zero. Assuming zero noise and defining , in the time interval of (6) signal is equal to and the following relationships hold:
In this way, the closed-loop dynamics in the time interval of (6) can be written by the following state-space equation:
(9) (10) where is a sawtooth signal with slope of and period of . Equations (9) and (10) reveal that the closed-loop system dynamics are nonlinear in a monotonic time interval. Since the nonlinear functions change when one monotonic interval is switched to the next, the system has a time-varying nature as well. Exact analysis of nonlinear time-varying dynamic systems is generally a hard task. However, the analysis can be simplified under the following assumptions.
1 (9) can be regarded as a fast stable dynamics driven by a slow term of in the time interval of (6). Hence, after a short transient at the initial moments of the monotonic time interval of , we can neglect in (9) to obtain the following solution for the plant state vector in terms of the compensator state: (11) where existence of the inverse matrix is assured by assumption 1. Using (10), (11) , and assumption 1, the following approximate closed-loop dynamics are obtained for the compensator state: (12) Equation (12) describes the closed-loop dynamics of the compensator, which is stable and much slower than that of the plant due to assumption 3 (the state matrix of is the closed loop state matrix with ST blocks and plant replaced by unity gains in Fig. 2 ). According to assumption 3, the steady-state solution of LTI state-(12) to a ramp input provides a zero steady-state error. Hence, the compensator's input, which is equal to the tracking error of in Fig. 2 , can converge to small values provided that the foregoing assumptions are satisfied.
VI. SINGULAR PERTURBATION ANALYSIS
To cast the foregoing discussion into a more rigorous framework, singular perturbation analysis is used in this section for the proposed ST method. We assume that the plant is stable and has a unity DC gain as before with a state-space dynamic equation in the following form: (13) where is a positive small parameter, and matrices , , and are sufficiently many times continuously differentiable functions of . A sufficient condition for the existence of state-space representation (13) is that the poles and zeros of the plant are proportional to , i.e., the plant transfer function approaches a unity gain as tends to zero. This condition is justified in the Appendix, where we also offer a realization method to write state-space equations in the form of (13) for the plant. Using (7), (8), and considering the ramp signal as an extra state, the closed-loop system over the time interval of (6) has the following autonomous state-space dynamics: (14) ( 15) where is an augmented state vector. We assume the monotonic functions and are sufficiently many times continuously differentiable with respect to their arguments, and so are functions and . Since the plant is stable, equality (15) at has an isolated real root for as (16) where the bar over the parameters and state variables indicates that they belong to the system with , which is the slow subsystem. Hence, the closed-loop dynamics (14) and (15) conform with the "standard form" of singular perturbation [38] . Inserting for in (14) from (16) and using the unity DC gain of the plant while is zero, the closed-loop "quasi-steady-state model" is obtained in the following form: (17) where the initial state at is equal to that of the compensator. Considering as the stretched time variable during the transient and as the boundary layer correction, we obtain the following "boundary layer system" by freezing and in (15) and (16): (18) Using (16), the initial condition for the boundary layer system is obtained in the following form: (21) where and satisfy (17) and (16) with initial condition , and satisfies (18) and (19) . Moreover, given any time , there is a positive constant such that the following equality holds uniformly for whenever :
Proof: From (15), at is . Since is a Hurwitz matrix, real parts of its eigenvalues are less than a fixed negative number. Hence, Assumptions 2.1, 3.1, and 3.2 in [38] are satisfied and the above assertions are valid according to Tikhonov's theorem (Theorems 3.1 and 9.1 in [38] and [39] , respectively).
VII. ERROR PROPAGATION FOR COMPENSATOR
The previous section provides approximations for the plant's and compensator's states in terms of quasi steady-state model's and boundary layer system's states, which are valid over one generic monotonic time interval. In this section, and the next one, we use the above results to obtain approximation of the tracking error, as the time increases such that the monotonic interval is switched to the next one.
In order to use approximations (20) and (21) over the next monotonic interval, state should be re-initialized to the compensator's state at the starting moment of the new interval and so should according to (19) with as . 2 Because of the integral actions in the plant's and compensator's state-space dynamics and their zero feed-through terms, states and are continuous at the switching moment between every two adjacent monotonic intervals. For simplicity, we neglect the noise, assume , let tend to infinity, and define the th switching moment in the following form: (23) Due to the third simplifying assumption in Section V, the quasi steady-state model (17) has a steady-state solution of for state , which exactly satisfies the following equality:
Over the time interval of , (20) 
where and refer to and at , respectively. Using (20) , (26) , and (25) at , and continuity of and compensator state , we obtain (27) where . Recursive use of inequality (27) yields the following upper bound on the compensator's state error at the th switching moment: (28) where (29) and is defined to be zero. 
where is a finite positive value. Proof: Over the th monotonic interval ( ), a similar reasoning that led to (27) yields (32) Using (28) with replaced by , we obtain the following upper bound for the norm of compensator's state error over the th monotonic interval: (33) As time increases, condition (30) ensures that the first term in the right hand side of inequality (33) converges to zero. Since in the th monotonic interval, (31) ensures that the remaining term in the right-hand side of inequality (33) is less than . In this way, we obtain (34) where (35) Similarly, over the th monotonic interval, (28) and (26) lead to the following inequality: (36) Using assumptions (30) and (31), (36) yields the following inequality, which establishes that the quasi-steady-state model's error of also converges to an vector:
Using Corollary 9.1.7 in [40] , (24), (36) , and (37) yield the following relationship in the th monotonic interval: (38) which establishes:
when condition (30) is satisfied.
VIII. ERROR PROPAGATION FOR PLANT
The reference-profile-function is a smooth function because it is assumed differentiable. Let and be finite upper bounds on magnitudes of and its derivative, respectively. Using the mean value theorem [41] , we have the following inequalities in the th monotonic interval:
Over the time interval of (6), (1) reduces to . Using (21), (16) , and the fact that is a well-defined function around , the tracking error of the plant output in the absence of noise can be expressed as (42) Since the plant's DC gain is unity, coefficient in (42) can be uniformly approximated by its value at and the following equality is valid:
(43) Using (42), (43), (24) , (40) , and (38), the following inequality is obtained in the th monotonic interval: Equations (44) and (45) (20) and (21) (26) .
Remark: Notice that the results in Corollary VIII.2 still hold even if the reference signal has break points at the switching moments between the successive monotonic intervals. In contrast, for an ordinary feedback system with fixed compensator dynamics, such break points in the reference do not let the tracking 
IX. ILLUSTRATIVE EXAMPLE
For simulation purposes, the plant was considered as a unity-DC-gain non-minimum-phase transfer function with poles and zeros located at and rad s, respectively. The compensator was selected as a linear combination of an integrator and a double integrator, described by . Compared to 42 Hz open-loop bandwidth and 0.085 s settling time of the plant, the closed-loop system with ST blocks replaced by unity gains, has a low bandwidth of 0.88 Hz, settling time of 2.3 s, and dominant poles located at rad s. Such reduction of closed-loop bandwidth is generally done to obtain robustness against unmodeled high frequency modes and reduction of projected measurement noise. Fig. 6 shows the bode diagram of the plant and the closed-loop system with signal-transformation blocks replaced by unity gains.The following functions were arbitrarily selected to construct the first period of the reference signal:
To implement the ST block acting on the plant output ( (8)), functions and were forced to generate limited and real values, by limiting their arguments within ranges and , respectively. Moreover, the argument of tangent function in block ((4)) was restricted within the range of rad to prevent unlimited values at . With a unity ramp slope and zero initial conditions, the closed-loop response of plant output with ST along with the reference signal are shown in Fig. 7 . Clearly, the plant output closely follows the reference. If we replace the ST blocks by unity gains, the controlled output, also included in Fig. 7 , cannot acceptably follow the reference. Thus, with ST, we can keep the closed-loop bandwidth as low as the ordinary system (0.88 Hz), while considerably improving the tracking performance in comparison with the ordinary system. Fig. 8 shows the tracking error with ST along with the tracking error associated with open-loop application of the reference at the plant input. Although the open-loop method uses a high bandwidth of 42 Hz (at the expense of no robust performance against unmodeled high-frequency dynamics), its steady-state tracking performance is worse than the ST method, which uses the low bandwidth of 0.88 Hz.
Let us justify the stability criteria in Section V through this example. Selecting as the ratio of the real part of the dominant poles of plant to that of the quasi-steady-state model and using the procedure in the Appendix, the plant's state-space realization (13) is obtained as (73) The state space matrices associated with the compensator can be written as (74) To determine values for and defined in (26), we need to determine an upper bound on Euclidean norm of vector in terms of . Assuming , vector has the following expression in this example:
Since the Euclidean norm of a vector cannot exceed the sum of absolute values of its elements, the following inequalities are obtained after some manipulations:
In this way, we can assign the following values to and .
In this example we have s. Hence, parameter is obtained as (78) which reveals that condition (68) is satisfied. As mentioned in the Remark, satisfaction of condition (68) ensures that conditions (30) and (31) the following values to parameters and defined before inequality (46): (79) X. ROBUSTNESS The foregoing example exhibited how ST can improve the tracking error in a low bandwidth feedback system. As the design method does not rely on the plant knowledge (except for its unity DC gain), it can have robustness with respect to variations in poles, zeros, and unmodeled dynamics. However, when the ST method is designed as described in Fig. 2 , it becomes sensitive to input/output disturbances and variations in plant DC gain. A common way for providing robust unity DC gain and rejecting constant disturbances is to wrap an appropriate loop around the original plant with an integral action controller. The foregoing loop, which has a robust unity DC gain, can then be regarded as the plant block in the original ST structure in Fig. 2 , which can be called robustified signal transformation (robustified ST) method. Effectiveness of this method for triangular references has been investigated in [36] , [37] .
In this section, we investigate the performance of the robustified ST method for tracking of arbitrary references, in the presence of measurement noise, constant disturbances, and variations in plant DC. The results are also compared with the ordinary two-degree-of-freedom (2-DoF) feedback control system having the same noise rejection performance. Fig. 9 shows the components of the robustified ST method. The nominal plant, whose frequency response is shown in Fig. 10(a) and (c) , has a unity DC gain, a zero at rad s, and lightly damped poles of rad s. Due to disturbances, parameter variations, and highly vibrating behavior of the plant, open-loop controllers are not applicable. Assuming that the outer loop in Fig. 9 is temporarily open, the following PID controller in the inner loop:
(80) provides an unlimited gain margin, a phase margin of 79.8 , desirable stable poles at , , and rad s, and a bandwidth of 121.6 Hz for the transfer function from to in Fig. 9 , whose bode plot is also shown in Fig. 10(a) and (c) with dotted lines. For the robustified ST method in Fig. 9 , the filter was selected as (81) to provide a higher bandwidth of 1060 Hz for the transfer function , which is shown in Fig. 10(a) and (c) with thin solid curves, and can be regarded as the equivalent plant in Fig. 2 . The compensator has a double integral action described as
With the ST blocks replaced by unity gains, the outer loop has an infinite gain margin, a phase margin of 78 , and a bandwidth of 103 Hz for closed-loop forward transfer function , whose bode plot is shown in Fig. 10(a) and (c) with thick solid curves. In this case, the noise feedback bandwidth, which is defined as the bandwidth of the transfer function (also shown in Fig. 10(b) and (d) with thick solid curves), is 236.4 Hz. Having the elements of the inner loop fixed in this example, we cannot considerably reduce the noise feedback bandwidth, as before, by lowering the gains of double integral compensator. Moreover, if filter is replaced by a constant unity gain, the noise feedback bandwidth is just reduced to 182 Hz. Hence, the high frequency amplification of filter has a minor effect on increase of noise feedback bandwidth while it significantly expedites the initial decay of transient responses, as will be described in Fig. 17(a) and (b) .
For comparison purposes, an ordinary two-degree-offreedom (2-DoF) feedback system is also considered. The 2-DoF structure is similar to the right-hand side of the dotted line in Fig. 9 , where the reference signal is directly fed into input of the prefilter without using any signal transformation. The gains of the PID controller (80) for the 2-DoF system were increased by a factor of 2.1875 such that the projected noise has almost the same standard deviation as that of the ST method. The closed-loop noise transfer function is shown in Fig. 10(b) and (d) with thin solid curves and has a bandwidth of 244 Hz. The following prefilter was tuned to provide a bandwidth of 20 kHz for the forward transfer function , which is also shown in Fig. 10(a) and (c) with dashed lines:
(83) Fig. 11 shows the tracking errors of the above ST and 2-DoF methods, affected by a common measurement noise signal, whose waveform is shown in Fig. 12(a) . The reference signals for both systems are similar to that of the previous example but ten times faster. Fig. 13 shows clearer views of the steady-state error during the four monotonic intervals of the reference in the absence of noise, where root-mean-square (RMS) values of the steady-state errors in ST and 2-DoF systems are 0.0042 and 0.0073, respectively. Clearly, with the ST method the resulting steady-state performance is much better than that of the ordinary 2-DoF system. To investigate the effect of the nonlinear mappings on the projected noise, a counterpart of the ST system was concurrently run without any noise source. Fig. 12(b) shows the difference between the plant outputs in the two ST methods, as an indication of the projected noise in ST system. A similar procedure was simultaneously performed for the 2-DoF system, and the corresponding projected noise is shown in Fig. 12(c) . Mostly, the projected noise in the ST system is similar to that of the 2-DoF system. Hence, the nonlinear mappings in the ST method have a very minor effect on the projected noise. This fact may be justified by the inverse operations of the two nonlinear blocks and in the outer loop in Fig. 9 . The projected noise in the ST system has minor spikes that appear at some of the switching moments of the reference, which is due to discontinuity of signals and in the nonlinear mappings. In order to investigate robustness of the two control methods against uncertainty in plant DC gain, its value was changed five times more and less than the nominal unity value and the resulting steady-state errors are shown in Figs. 14 and 15 , respectively, where the noise was eliminated for better clarity. In Fig. 14 , where plant DC gains is 5, the RMS values of the steadystate errors for ST and 2-DoF methods are 0.0064 and 0.0111, respectively; and in Fig. 15 , where the DC gain is 0.2, the RMS values increase to 0.0241 and 0.048, respectively. Clearly, the steady-state performance of the ST method is acceptable and better than that of the ordinary 2-DoF method, even after unknown and remarkable changes in plant DC gain values. In contrast to the 2-DoF method, the ST method progressively improves the steady-state error in each monotonic interval, regardless of how hard it is to follow the reference [e.g., see Fig. 14(b) ]. To investigate effects of disturbances in the robustified ST method, we applied step signals with amplitudes 10 and 1 at 1.1 s and 1.423 s to the input and output disturbance signals and in Fig. 9 , respectively. The results, shown in Fig. 16 , reveal effectiveness of the robustified ST method in rejection of the disturbances. The tracking errors marked "ST-1" in Fig. 17 show the initial decay of transients caused by the zero initial conditions of the plant at and by the input and output disturbances. To clarify the benefit of Filter in the ST method, two other robustified ST designs; marked "ST-2" and "ST-3"; were considered with the filter replaced by a unity gain. With the same noise source, the projected noises in these ST methods have the same standard deviation as that of the previous ST method (ST-1). To obtain ST-2 from ST-1, we multiplied the PID controller gain by a factor of 1.3125, and to obtain ST-3 we kept the PID controller of ST-1 intact and multiplied the double integral compensator by a factor of 1.3. The transients due to the foregoing ST methods (ST-2 and ST-3), which do not use the filter , as well as those of the ordinary 2-DoF method, are also shown in Fig. 17 . Clearly, appropriate use of filter in the robustified ST method can considerably improve the transient performance of the ST system due to disturbances and initial conditions of the plant. Moreover, the input disturbance rejection performances for the ST methods are much better than that of the ordinary 2-DoF configuration, and so are their steady-state performances, as shown in Fig. 18(a) .
To investigate the effect of unmodeled dynamics, we considered an additional pair of complex poles at for the plant while keeping its DC gain unity. Such unstructured uncertainty drives the previously designed ordinary 2-DoF system into instability while the robustified ST method (ST-1) still works in a satisfactory manner, as shown in Fig. 18(b) , where square wave signals have also been applied as input and output disturbances. With the ST blocks replaced by unity gains in the ST system, the foregoing uncertainty does not noticeably change the phase margins but the gain margins of the inner and outer loops are reduced to 6.6 dB and 7.5 dB, respectively. 
XI. CONCLUSION
Signal transformation (ST) method can improve the steadystate error in tracking of an arbitrary desired signal while limiting the closed-loop control bandwidth to prevent pollution of controlled output by the measurement noise. Sufficient conditions for the stability and convergence of the tracking error were obtained using singular perturbation theory. Effectiveness of the proposed method compared to ordinary 1-DoF and 2-DoF feedback systems, having similar projected noise levels, was examined by simulations. Using a stabilizing inner loop with integral action and an appropriately designed prefilter for reduction of noise level, the ST method can also provide acceptable robustness against uncertainties and disturbances. Although shown via simulations, a thorough mathematical analysis to address the superiority of the signal transformation (ST) method over ordinary feedback method is beyond the scope of the paper and is relegated to the future.
APPENDIX
In this section, a procedure is offered to obtain a state-space realization in the form of (13) for the plant, when the poles and zeros depend on a small variable such that the plant transfer function approaches unity as tends to zero. We assume that the plant has a strictly proper transfer function with unity DC-gain as 
where is number of poles when counting a pair of complexconjugate poles once. Each matrix ( ) is associated with a real pole or a complex pair. It is a 2 2 matrix for a complex pair and a scalar for a real pole such that its eigenvalues match with the associated poles. For repeated poles (real or complex), similar blocks are repeated equal to number of occurrence of the pole. Since the determinant of an upper-block-triangular matrix is equal to product of determinants of main diagonal blocks ([40, Eq. (2.7.6)]), the eigenvalues of the proposed state-matrix are equal to the plant poles. The elements of matrices are zero except the last element of their first column, which is equal to . The following expressions describe matrix associated with the pole in (85):
The input matrix for the proposed realization is an 1 vector as (89) In this way, equalities and ensure that matrices and are sufficiently many times continuously differentiable functions of . The output matrix has elements to be determined from the numerator of the plant transfer function. The following example shows how the proposed and in (87) and (89) lead to a unique solution for , whose elements are sufficiently many times continuously differentiable functions of . More rigorous proof for the foregoing assertion is still under investigation.
Example: We assume a ninth order plant having complex pair poles as , repeated twice, another complex pair poles as , two real poles at , and another real pole at , where , , , , and are nonzero constants. In this way, the integer is equal to 6. We put the repeated complex pair at the very end of matrix , then the other complex pair, repeated real poles, and finally the single real pole as the first element. In this way, submatrices , , and , , are obtained as follows:
The input matrix is selected in the form of (89) and the output matrix as (90) with , , being unknown variables to be determined from plant's zeros. The numerator of the transfer function in terms of state-space matrices, when coefficient of the highest power of in denominator is unity, is equal to , which can be written in the following form:
where functions , and linearly depend on the elements of and do not explicitly depend on . Having poles and zeros selected according to (85) and (86), respectively, and multiplying the numerator and denominator of (84) by to make coefficient of the highest power of unity in the denominator, coefficient of in the numerator of plant transfer function can also be written in the following form: (92) where is a well-defined function around and sufficiently many times continuously differentiable. The coefficient defined in (92) should be equal to coefficient of in (91). Starting from the highest power of ( ), the solution for unknown elements of are successively obtained. Since the highest powers of in the denominators of (92) and coefficient of the unknown variable being solved 4 are equal, the resulting solutions for elements of are well-defined functions around and sufficiently many times continuously differentiable with respect to .
Remark: The procedure proposed here for realization of plant state-space equations in the form of (13) is also applicable if the plant is unstable and/or has a non-unity well-defined DC gain around .
