Let T be a bounded linear operator between Hilbert C*-modules and T be its Moore Penrose inverse. We investigate some conditions the Moore Penrose Invertible of the operators. Of course, this theorem is proved in "Positive semi-definite matrices of adjointable operators on Hilbert C*-modules", but in this article, we have described this problem whit method easier.
Introduction
Let A be a C*-algebra (not necessarily unital or commutative). An innerproduct A-module is a linear space E which is a right A-module (with compatible scalar multiplication: λ(xa) = (λx)a = x(λa) for x ∈ E, a ∈ A, λ ∈ C ), together with a map (x, y) −→< x, y >: E × E −→ A such that (i)< x, αy + βz >= α < x, y > +β < x, z > (x, y, z ∈ E, α, β ∈ C), (ii)< x, yα >=< x, y > α (x, y ∈ E, α ∈ A),
If E satisfies all the conditions for an inner-product A-module except for the section part of (iv) then we call E a semi-inner-product A-module. For such modules there is a useful version of the Cauchy-Schwarz inequality: Proposition 1.1. If E is a semi-inner-product A-module and x, y ∈ E then < y, x >< x, y >≤ < x, x > < y, y > .
(
For x in E we write x = < x, x > 1 2 . It follows from Proposition 1 that < x, y > ≤ x y and it is easy to deduce from this that if E is an inner-product A-module then . is a norm on E.
Then N is a sub-A-module of E. There is a well-defined A-valued inner product on the quotient A-module E/N given by
and this makes E/N into an inner-product A-module. Notice that the norm on E makes E into a normed A-module. That is to say,
An inner-product A-module which is complete with respect to its norm is called a Hilbert C*-module over the C*-algebra A.
Let B be a C*-algebra. An element a ∈ B is said to be Moore-Penrose invertible if there exists an element b ∈ B such that
If (2) is satisfied for some b ∈ B, then this element b is uniquely determined. It is called the Moore-Penrose inverse of a and is denoted by a . Note that any C*-algebra A is a Hilbert A-module under the inner product < a, b >= a * b. Suppose that E, F are Hilbert A-modules. We denote by L(E, F )the Banach space of all bounded adjointable operators between E and F , i.e., all bounded A-linear maps T : E −→ F such that there exists T * : F −→ E with the property < T x, y >=< x, T * y > for all x ∈ E, y ∈ F . First, we describe some definitions and theorems and then express the main theorem.
Theorem 1.2. Let E, F be Hilbert A-modules and suppose that t in L(E, F ) has closed range. Then (i) ker(t) is a complemented submodule of E , (ii) ran(t) is a complemented submodule of F , (iii) the mapping t
* ∈ L(F, E) also has closed range.
Definition 1.3. If X, Y are normed spaces, T ∈ BL(X, Y ) is called regular, if there is T ∈ BL(Y, X) for which
T = T T T.(3)
Definition 1.4. If T ∈ BL(X, Y ), we define the following map
This map is always both one-one and dense.
Definition 1.5. T ∈ BL(X, Y ) will be called proper iff core(T ) is invertible.

Theorem 1.6. If X and Y are normed spaces, then T ∈ BL(X, Y ) is regular iff T is proper and T −1 (0) is complemented and cl(T X) is complemented.
Theorem 1.7. If X is Hilbert C * − module, then T ∈ BL(X, X) is MoorePenrose invertible iff T is proper and its range is closed.
Proof. Suppose T is proper and its range is closed. Because T X is closed then according to theorem 1.2, ker(T ) and ran(T ) in X is complemented. We may choose projections P = P 2 and Q = Q 2 on X satisfying
and
Further, the mapping
induced by T is invertible, because
then T * ∼ = coreT . Where as core(T ) is invertible then T * is invertible. Now its inverse are defined as follows:
If T : X −→ X is defined by setting
then according to theorem 1.6 , T is regular. That is for each x ∈ X,
and because for each y ∈ X
T T T (y) = T T (T
as a result T is Moore-Penrose invertible .
Conversely, suppose there is sequence T (x n ) that is convergent to y, that means
Because T is Moore-Penrose invertible then there is T such that
Whereas
As a result range T is closed. Now, we are proving that T is proper: Because T is Moore-Penrose invertible then
T = T T T −→ T T = T T T T = (T T 2 ) = Q,
T T = (T T ) 2 = P that P, Q are projections on X and on the other hand, range T is closed,
is invertible because X T −1 (0) = X P −1 (0) P (X), Q(X) = T (X)
now, if we define T * −1 = T * : Q(X) −→ P (X)
