Medical imaging is an indispensable tool for diagnosis of several complex disorders. In preceding years, advancement in medical imaging have aided in accurate diagnosis by capturing the anatomical images of the human organs without the necessity to surgically treat the human body. A radical medical diagnosis requires accurate results from the imaging modalities that are generally vulnerable to noises, resulting in a blemished image. In case of ultrasounds, the major noise is the speckle noise. Several tissues in the human body are hard that are accountable for producing multiple reflections of the ultrasound waves causing speckle noise which vitiates the quality of the ultrasound images. We present an efficient denoising method for the ultrasound images that will overcome the noising, particularly obtained through speckle noise. This paper adopts Anisotropic Diffusion for denoising of the image. This paper provides additionally the performance analysis of the denoising mechanism using the Teaching-Learning Based Optimization methods to achieve the targeted results. Also, HSOA algorithm is used for this purpose and the results from both the techniques are compared. The technique for denoising proposed in this paper has extensively enhanced the denoising mechanism used in ultrasound images of the liver. While the proposed system is considered to be effective, however the performance of the denoising carried out by the TLBO algorithm concluded that the denoising was over-filtering the image with the additional loss of data.
INTRODUCTION
Attr ibuted to rapid development in technology, the medical field has substantially improved with successful diagnosis and effective treatment. Doctors are able to treat patients on the basis of various non-invasive imaging modalities including X-ray's, Computed tomography, Magnetic Resonance Imaging (MRI), Ultrasound, Positron Emission Tomography (PET) and Single Photon Emission Computed Tomography (SPECT). Muscle imaging is significant in order to detect disorders of muscles. Muscle imaging is generally carried out by MRIs, CT scans and Ultrasound. A comparison of these imaging modalities is depicted in Table 1 . While capturing the images, there is some amount of noise and artifacts present in the image that may obscure the diagnosis by distorting the data and concealing various problems. Therefore, it is highly essential to denoise the images to obtain the accurate Images It is however deduced from this table that ultrasound has many benefits relative to others and is ideal for imaging muscles. Therefore for this research, ultrasound imaging has been considered.
Ultrasound makes use of ultrasonic waves that are generated from the transducer and pass over our body tissues. The waves that are coming back are sound waves that pulse the transducer. Finally, the waves convert into electrical pulses which are required to go to the ultrasonic scanner. The scanner is responsible for processing and converting the recorded data into a digital Image 3 .
While the image quality can be improved with greater frequencies, this restrains the intensity of the dispersion of the waves. Noising is common attributed to several factors such as technical errors, i.e. errors pertaining to the technique of capturing the ultrasound or processing errors pertaining with the errors occurring during processing 4 . Artifacts may perhaps arise consequently due to incorrect way of usage of the ultrasound machine, and accidents accompanying processing of the images, and from smaller defects in the image which is occasional. Similarly, too much movement or vibration of the ultrasound probe because of some defect, or the patient's movement also may lead to artifacts.
An intrinsic attribute of ultrasound imaging is the presence of speckle noise. Ultrasound is commonly affected by speckle noise that reduces the delicate specifics and boundaries of the image besides constraining the image resolution to conceal the miniscule abrasions of an organ. Speckle noise is arbitrary and deterministic in an ultrasound image. The main requirement for enhancing the image quality is developing effective approaches that reduce the noise considerably without affecting the data to be perceived 5 . A huge amount of research has been undertaken to reduce the speckle noise such as temporal averaging homomorphic wiener filtering 6 , median filtering 7 , adaptive speckle reduction 8 , wavelet thresholding 9 and the like. The adaptive filtering considers the image's numerical characteristics and is contemplated to be an ideal technique for 'despeckling' the image 10, 11, 12 . Recently, non-linear Partial Differential Equations (PDE) such as anisotropic diffusion has substantially been employed for efficient image processing. The main notion of this method is to include an adaptive smoothing limitation in the course. For the purpose of this study we will instigate the anisotropic diffusion for denoising the ultrasound images.
Speckle noise has an adverse effect on ultrasound imaging, and an essential drop in contrast resolution possibly will be accountable for the inferior quality of the ultrasound relative to MRI. Generally, speckle noise is as well called as texture. Simplified representation of the speckle 2 is depicted as,
Where n and m are the axial and lateral indices of the ultrasound image, is the experiential image, is the multiplicative component and is the additive component of the speckle noise. Generally for an ultrasound, the additive component is not considered therefore the equation can be rewritten as,
Anisotropic diffusion
Anisotropic Diffusion (AD) maintains the clarity of the edges along with improving the edges by constraining diffusion that occurs through the edges and letting diffusion on both sides of the edge. AD is adaptive which does not apply hard thresholds to modify the performance in homogeneous regions or in regions close to the edges and minute features. This diffusion method is centered on the minimum mean square error (MMSE) technique 13 . The ultrasound images that consist of speckle can be enhanced by AD, however the process may possibly remove some data in the process. Perona and Malik 14 insinuated nonlinear PDE for smoothing an image by implying:
Where is the gradient operator which is used to identify the image's edge as a step discontinuity in intensity; div is the divergence operator, | | represents the magnitude, c(x) is the diffusion coefficient, and I 0 is the initial image. Further the authors recommended application of 2 co-efficients:
... (4) ... (5) Where k is a parameter for edge magnitude. If resulting in an allpass filter. And, if resulting in an isotropic filtering i.e. gaussian filtering.
A discrete form of (1) is denoted by:
... (6) Where the discretely sampled image, s is is the pixel position in a discrete 2D grid, is the time step size, is the spatial neighborhood of s, is the number of pixels in the window.
... (7) The main benefits of AD are intra-region smoothing and edge maintenance. AD achieves the results extremely good for images that are tainted by additive noise 13 . Also, this method is preferred because of its low computational complexity 15 . Some developments for despeckling have been explained in the literature for ultrasound images. For the analysis of noise performance, we will employ the Teaching-Learning Based Optimization algorithm.
Harmony Search Algorithm
Harmony search algorithm is a powerful technique of metaheuristic analysis. This algorithm is based on the concept of music and harmonies for the purpose of optimization and can be used in conjunction with other algorithms like particle swarm optimization and likes of it 16 . This algorithm works on the analogy between music and optimization. Just like the music is aimed to have perfect state of harmony, an optimization process searches for perfect optimality of the process. To create a perfect harmony, the pitch, the timbre and the amplitude are to be created and adjusted perfectly. Thus, a skilled musician improvises a piece of music by either of the three option stated as follows: 1.
Play a famous piece of music which the musician has already in his memory.
2.
Play something similar to a famous piece of music 3.
Compose a totally fresh, new and random notes.
All these three can be applied to the optimization process and are known as harmony memory utilization, adjusting of pitch and randomization respectively to yield the final optimized solution.
In this optimization technique, the utilization of harmony memory serves the same purpose as choice of the best fit individual while using the genetic algorithm. Further, for the optimization, the pitch is adjusted. Here, the usual method is linear adjustment of the pitch which is preferred over nonlinear adjustments which can also be adopted in certain cases. When considering genetic algorithm, pitch generation can be compared to the function of mutation. Also, for the process of pitch adjusting, the rate of pitch adjustment is defined which would help in the exploration of the optimal solution which may be lying scattered in the solution space. The rate of pitch adjustment is kept at a value of 0.1 to 0.5 in most practical cases so as to reach to the solution with the help of harmony search algorithm at a faster pace.
Also, coming to the final part of the HSA which is randomization, helps explore the entire global solution space which was not explore in the case of pitch adjustment resulting only in local exploration. This helps reach to the solution with desired accuracy and in a faster period of time.
Teaching-learning based optimization algorithm
Teaching-Learning-Based Optimization (TLBO) algorithm 18, 19, 20 reproduces the teachinglearning classroom environment where the students learn from their teachers in order to educate themselves. This algorithm does not necessitate algorithm-specific parameters, rather it needs common controlling parameters such as the population size and number of generations for its operation. TLBO is a population-based algorithm, in which the learners are contemplated to be the population and the subjects taught are similar to the design variables of the optimization problem. The outcome of the learners are corresponding to the fitness value of the optimization problem. The most suitable answer in the whole population is regarded as the teacher.
The algorithm reproduces 2 phases in the teaching-learning environment, i.e. Teacher phase and Learner phase.
Teacher Phase
In this phase, the main focus is on the teacher who imparts knowledge to the students in order to obtain a good performance from the students. Let there be x number of subjects which are similar to the design variables, and y number of learners. At a consecutive teaching-learning cycle i, M j,i is the average performance of the learners in a particular subject 'j' (j = 1, 2, . . . , x). As a teacher is the highly experienced and knowledgeable in a subject, the algorithm regards the teacher as the best learner in the whole classroom. In view of this detail, the difference between the performance of the teacher and the average performance of the learners in each subject is stated as:
... (8) W h e r e i s t h e t e a c h e r 's performance, is the teaching factor that is responsible for changing the value of mean and it can be either 1 or 2, is the random number in [0,1]. The value of is selected randomly with equal probability as:
... (9) Founded on the the current solution is revised in the teacher phase as per the below equation:
... (10) Where is the updated value of .
Learner Phase
In this phase the learning part is reproduced wherein the learners learn by means of interaction between each other. A learner can learn more if the other learners are more knowledgeable than him or her. The learning phase is depicted as below:
Randomly pick 2 learners, A and B, such that ; where and are the revised values of and after the teacher's phase is completed. For maximization problems, the below equations can be used.
... (11) ... (12) TLBO helps to unravel multi-dimensional, linear and nonlinear problems with substantial proficiency. Therefore the main objective for this research is to reduce the noising in the ultrasound images for accurate diagnosis.
Related Studies
Medical images are normally of less contrast and noise thereby having extremely low clarity attributed to the conditions and environments they are being taken. Denoising of ultrasound images is a challenging process relative to the other medical images that contain noise and artifacts, however ultrasound images additionally may comprise of blurring of edges 32 .
As per Benazarti and Amiri
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, speckle noise persistently increases and has uneven frequencies that fluctuate continually. Thus the authors chose the logarithmic transformation as an ideal preference to transform signal-dependent rather a merely multiplicative noise to an additive noise. This research employs diffusion tensor which is required to acclimatize the flow diffusion in the direction of the indigenous orientation by executing anisotropic diffusion with the course of logical structure of stimulating features in the image. The authors have evidently depicted the efficacy of the algorithm.
Another research 1 developed denoising filters in the spatial domain by implementing the multi-scale transforms. The findings of the denoising The researchers have used wavelet transform based methods that reduced the smoothing process; however, the boundaries remain undistinguished. Even though the wavelet transform performed well, the computation cost was high. The dual tree complex wavelet transforms and the double density dual tree complex wavelet transforms are doing extremely well in the elimination of speckle noise relative to the spatial filtering and multi-scale transform.
Andria et al 21 used the linear filtering of only the vertical and diagonal particulars of the ultrasound image. The information is acquired by means of first-level 2-D wavelet decomposition; despite the fact that the linear filtering is implemented using a Gaussian filter that has a kernel size. The size of the Gaussian filter relies upon the amplitude of the speckle noise. The final outcome was compared with distinctive linear and nonlinear denoising techniques. The research evidently showed that the proposed methodology was efficient and applicable to the real-world medical diagnosis.
De Fontes et al 23 developed an efficient real-time denoising model of ultrasound images which was an improvement of the NL-means method which is established on a non-local standard, i.e., the reinstated intensity of a pixel that is a mean that is complete because of all pixels in the image were adequate by the length between the patches 24 . The modified model includes an ultrasound dedicated noise model, and a GPU application of the proposed system. The findings suggest that this approach is effective for denoising the image and can be used in the real-time medical diagnosis. The computation time of this model for medium sized images, was less than 20ms.
Another denoising method 24 uses dual methods to eliminate the speckle noise and differentiate between a specific entity and the residual image. The first method consists of Block based Hard Thresholding (BHT) and Block based
Fig. 1: Original Ultrasound Images
Soft Thresholding (BST) on pixels in wavelet domain wherein the actual ultrasound image is segregated into non-Overlapping blocks having dimensions 8, 16, 32 and 64. The next method comprises of rebuilding of the entity's edges and texture with adaptive wavelet fusion. The Edges were dropped due to the distorting impact due to the previous method. Fusion rule and wavelet decomposition level are constituted to be adaptive for all the blocks by means of gradient histograms with Normalized Differential Mean (NDF) to present a maximum level of contrast between the denoised pixels and the entity pixels in the subsequent image. The 2 methods are termed as adaptive NDF block fusion with hard and soft thresholding (ANBF-HT and ANBF-ST).
The graphic quality of the ultrasound image by this approach was enhanced.
Ranjani and Chitra 28 have recommended the application of a dual tree complex wavelet transform-based Levy Shrink algorithm (DTCWT) for denoising ultrasound images. The authors in their study employed this algorithm to eliminate speckle noise wherein the DTCWT coefficients of all the sub-bands are showed expending a substantially tracked Levy distribution. By manipulating the observational miniscule instants of the ultrasound images comprising of noise along with the miniscule instants of the Levy and the Gaussian distribution, they ascertained the scale parameter of the Levy A completely data-driven extension algorithm was proposed 29 for denoising ultrasound. The authors employed the hyperbolic wavelet method wherein the transform of the image prior to implementing multi-scale variance stabilization process by means of a Fisz transformation. Measuring the noise variance by means of an isotonic Nadaraya-Watson estimator, the proposed algorithm acclimatizes the wavelet coefficients statistics to the wavelet thresholding standard. The application of hyperbolic wavelets promises to improve the quality of the image in the same time, relating to the anisotropic characteristics of the important specifics.
Fredj and Malek
30 proposed a video restoration method by the application of a dedicated filter in order to modify the filter of anisotropic diffusion to the characteristics of the multiplicative noise present in the ultrasound video. The authors designed the system to lessen the processing time execution of the diffusion function employing parallel processors as a result of the optimization of the Graphics processor unit (GPU). The system employs the kuan diffusion function that has been implied on an individual image instigated on a standard CPU processor.
As per Wen and Qi
31
, an image enhancement and denoising technique has been applied which is centered on wavelet analysis theory and fuzzy theory. The logarithmic transform, transform multiplicative noise into additive noise, and multi-scale wavelet transform were applied to the ultrasound images to obtain higher frequency and lower frequency wavelet coefficients. While the lower frequency coefficient was improved through the fuzzy method, the higher frequency coefficients were improved by the wavelet soft threshold denoising.
EXPERIMENTAL RESULTS AND DISCUSSIONS
For the purpose of this analysis, we obtained the data sets from a medical database available on the internet 26, 27 . This data set is fed into the MATLAB platform and the original images of two of the ultrasounds of the liver of different patients are shown in figure 1.
HSV stands for Hue, Saturation and Value. This parameter delineated colors i.e. hue or tint in relation to their shade i.e. saturation or quantity of grayness and their brightness value. The corresponding HSV of the unfiltered images are shown in figure 2 .
HSV separates luminosity, image intensity, color information and removes shadows. The distinct Hue is depicted as a number between 0 to 360 degrees signifying hues of red that begin at 0, yellow that begin at 60), green that begin at 120, cyan that begin at 180, blue that begin at 240 and magenta that begin at 300.
• Saturation is the quantity of gray scale in the color from 0-100 per cent.
•
Value operates in combination with saturation and defines the brightness of the color from 0-100 per cent.
For the process of denoising in the ADF, diffusion function and discrete PDE solution are the parameters evaluated i=for the proper functioning of the said filter.
After the denoising of the images using AD, the result with denoised images is shown in figure 3 .
The corresponding HSV of the filtered images are shown in figure 4 .
The function for converting RGB colormap into HSV colormap is given in MATLAB as: H = rgb2hsv(M) converts an RGB colormap M to an HSV colormap H. Both colormaps are m-by-3 matrices. The elements of both colormaps are in the range 0 to 1 33 .
As deduced from the above images, it is evident that the denoising is efficiently carried out with a better HSV and reduced noise factor. We introduced Teaching-learning based optimization By assigning the TLBO with the boundaries of the filter function, it is able to calculate the noise. Hence, the initial population is assigned to the algorithm as per figure 5 and the final population after TBLO is shown in figure 6 . Also the time consumption of the entire process is depicted in figure 7 which gives an idea of the time response of the proposed technique.
The figure 8 depicts the noise factor for image 1 to image 8 respectively.
The noise analysis carried out by TLBO is shown in figure 9 which was about 0.0055.
The noise analysis carried out by HSA is shown in figure 10 which was about 0.07755.
The noise factor of the images (see figure 8) clearly prove that the proposed method considerably reduces the noise in the images. However, using TLBO, it was also found that the images were overfiltered i.e. alongside the elimination of the noise some part of the image data possibly will also be removed (see figure 3) , thus obtaining over-filtered images that do not give accuracy for carrying out an efficient diagnosis. Noise factor is the ratio of definite output noise to that which would persist if the device itself did not present noise. The corresponding noise performance analysis is depicted in figure 9 . A similar process is undertaken using the HSA for the purpose of optimization. The results of performance of noise and denoising are shown in figure 10 .
To analyze the percentage of noise for an image, we must calculate the noise factor which is the ratio of output image noise power to input image noise i.e. the noise subsequent to the filtering process and the noise present before the filtering techniques.
Noise Factor=(Output Image Noise)/(Input Image Noise)
... (14) In comparison to other methods 1, 5, 21, 23, 26 , the filtered image in figure 3 display better improvement of the ultrasound images with a considerably superior edges and an effective restraining of noise. The diffusion sufficiently monitors the course of the curvature lines.
Despite the denoising effectively carried out, the major drawback of this approach was that over-filtering of the ultrasound images was done and some amount of image data was lost. However, this work can be further enhanced in future by eliminating the over-filtering problem.
CONCLUSION
With age being a less determinant factor of diseases these days, there is an increased necessity to develop methods to be able to provide accurate diagnosis in order to detect the condition in its initial stages. Imaging modalities are susceptible to noise and thus require denoising of the images for clear diagnosis. Ultrasound is an efficient and beneficial imaging modality that helps in diagnosing muscle related disorders. For the purpose of denoising the speckle noise from the ultrasound images, we have adopted Anisotropic Diffusion for denoising of the image. This paper provides additionally the performance analysis of the denoising mechanism using the TLBO algorithm as well as HSA and a comparative study is undertaken for the same.
From various results, it can be concluded that the TLBO proposed in this paper is much more effecticve as compared to the performance of the HSA. While the proposed system is considered to be effective, the performance of the denoising was carried out by the TLBO algorithm to find that the denoising was over-filtering the image with the additional loss of data. Optimization of the current method is recommended to eliminate the problem of over-filtering of the data in the ultrasound image.
