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ABSTRACT
Ocean renewable energy technology – including tidal-streams, wave power,
and offshore wind – can help provide a clean energy source, particularly for coastal
communities located near the ocean. However, the development of ocean renewable
energy projects faces many challenges due to the interaction of ocean renewable
energy farms and the natural environment. For instance, ocean energy devices
need to survive the extreme and uncertain environmental loads particularly during
storms; on the other hand, deployment of large scale arrays of energy devices
(e.g., offshore wind farms or tidal energy farms) can lead to significant physical,
ecological, and social impacts in an area. In the US Northeast and Canada, both
tides and offshore wind have great potentials to supply a significant percentage
of the energy demand. About 7 GW of tidal stream resource in Minas Passage
and the Gulf of Maine (one of the best spots in the world), and more than 110
GW of offshore wind energy resource along the US east coast have been estimated.
This research employed a coupled ocean-wave model (COWAST: Coupled Ocean
Atmosphere Wave Sediment Transport) to investigate the interactions of energy
farms and the ocean environment in the Gulf of Maine (tides) and offshore Rhode
Island (wind). In particular, using process-based (i.e., COAWST and OpenFAST)
and statistical approaches (bivariate and multivariate extreme value analysis), the
physical impacts of tidal energy development in the Gulf of Maine and the impacts
of severe storms on planned offshore wind farms were assessed. This dissertation
includes an introduction and 3 manuscripts as follows: 1) The impacts of tidal
energy development and sea-level rise in the Gulf of Maine, 2) Assessment of
hurricane-generated loads on offshore wind farms, and 3) Sources of uncertainty
in assessments of extreme wind and wave loads for the wind farm sites off the
US Northeast coast. In each manuscript, a more detailed and specific abstract

that discusses the objectives and results of each study has been provided. Results
of this study provide more insights about challenges of ocean renewable energy
development and some numerical tools to understand, predict, and address them.
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PREFACE
This dissertation was prepared in the manuscript format according to the University
of Rhode Island guidelines for the format of thesis and dissertation. This dissertation
consists of an introductory of the thesis and three manuscripts as follows:

Manuscript I : The impacts of tidal energy development and sea-level rise in the
Gulf of Maine.

This work has been published in the Energy Journal (DOI:

https://doi.org/10.1016/j.energy.2019.115942)

Manuscript II : Assessment of hurricane-generated wind and wave loads for the
offshore wind farm development in the US Northeast. This manuscript was invited, and
have been submitted for review in the Renewable Energy Special Issue “VSI: Ocean
Renewable Energy”.

Manuscript III : Sources of uncertainty in the assessment of extreme wind and
wave loads for the wind farm sites off the US Northeast coast. This manuscript is
prepared for a submission in the Ocean Engineering Journal.
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CHAPTER 1
Introduction

1.1

Background
The increase in the energy demands combined with efforts to reduce carbon emis-

sions have led to many initiatives for development of alternative and sustainable sources
of energy [1, 2, 3]. In addition to solar and other forms of land-based renewable energy
technologies, ocean renewable energy (e.g. tides, ocean currents, salinity and thermal
gradient, offshore wind, and surface waves) provides a vast resource for low carbon energy.
However, ocean renewable energy resources have not been exploited significantly due to
various challenges including potential environmental impacts as well as uncertainties in
deploying energy devices in the harsh ocean environment [4, 5, 6].
In the US Northeast and Canada, tidal energy has a potential to provide an alternative source for renewable energy. Due to tidal resonance in the Gulf of Maine, extreme
tidal range (about 16 m) and tidal currents (> 5 ms-1 ) can be observed in Minas Basin.
Tidal energy resource in the Gulf of Maine is also significant in the US side. Several
studies have estimated tidal resources in the region; see [7, 8, 9, 10, 11, 12].
One of the main goals of offshore energy development is the generation of electricity
at a commercial scale using arrays of devices. While there is minimal environmental
impact associated with the deployment of a single energy device [13, 14, 15], there is a
major concern about impacts of energy extraction at a larger (i.e., array) scale [16, 16,
17, 18]. Therefore, it is necessary to investigate the potential impacts of large scale tidal
energy development in the Gulf of Maine.
The US East Coast also carries high offshore wind resources; for instance, about 110157 GW within offshore region of < 200 m water depth [19]. Offshore wind can supply
a significant (potentially all) electricity demand in US East Coast. Offshore energy
farms are exposed to the harsh marine environment (e.g, extreme wind/wave). In the
US East Coast, offshore project sites are exposed to strong tropical storms, hurricanes
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and Nor’easters [20, 21, 22]. While the US Southeast is more prone to hurricanses,
over the past decades, several hurricanes have impacted the northeastern US, causing
severe damages [23]; e.g, Bob in 1991, Irene in 2011, and Sandy in 2012. Since fewer
hurricanes have made landfalls in the US Northeast compared with the US Southeast,
there is more uncertainty about future hurricanes in this region due to less historical data.
Recent studies also suggest a change in the intensity and the frequency of hurricanes in
a warming climate [24, 25, 26, 27].
In the US, offshore energy standards have yet to be established, and international
guidelines (e.g, IEC Standards [28], DNV Codes [29]) have been adapted partially in
the industry. For instance, recent studies have addressed the application of present
wind standards for the US Atlantic offshore environment and suggested that additional
considerations are needed (e.g, [20, 30, 31, 32]). One of the main concerns is whether
loads generated by hurricanes would exceed the suggested design criteria (e.g, 50-year
or 500-year wind/wave loads).

1.2

Objective and scope
Although previous studies have discussed various aspects of offshore renewable en-

ergy development, there are still research gaps that need to be addressed. This study
addressed few knowledge gaps about the interactions of offshore renewable energy farms
and the ocean environment, particularly in the US Northeast (Fig. 1.1). The objectives
of this dissertation can be summarized as follows:
• Examine the effects of SLR on tidal energy resources in the Gulf of Maine; Also,
assess far-field impacts of large scale tidal energy extraction in the Bay of Fundy
considering the combined impacts of SLR and an array of devices.
• To better understand wind/wave loading duringhurricanes for offshore wind energy
farms offshore Rhode Island/Massachusetts using a coupled ocean-wave models
and structural analysis codes nested inside it.
• To better investigate the sources of uncertainty in estimation of extreme wind
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Figure 1.1. Interactions of offshore energy farms and the ocean environment.
speed and wave height using univariate and multivariate statistical analysis.

1.3

Methodology
As mentioned, various numerical and statistical tools were employed in this research.

Here, important tools that are used in 2 or 3 manuscripts are explained. More details
have been provided in the manuscripts.

COAWST model
To simulate the physics of the ocean environment, the Coupled Ocean-AtmosphericWave-Sediment Transport (COAWST [33]) modeling system was used. COAWST [33] is
a 3-D advanced coupled ocean-atmospheric model that comprised of a toolkit to exchange
data between an ocean model ROMS (Regional Ocean Modeling System), an atmosphere
model WRF (Weather Research and Forecasting), and a wave model SWAN (Simulating
WAves Nearshore). COAWST allows various coupling configurations between modules
(e.g., ROMS-WRF, SWAN-ROMS, WRF-SWAN, ROMS-SWAN-WRF) depending on
the application (Fig. 1.2) . Physical processes/parameters such as ocean currents, tides,
storm surge, salinity, temperature, wind, and waves can be simulated during tropical or
extra-tropical storms as well as calm periods.
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Figure 1.2. COAWST model system.
The ROMS [34] module solves the three-dimensional Reynolds-averaged Navier
Stokes (RANS) equations with hydrostatic and Boussinesq assumptions. The model
applies a split-explicit time scheme on an Arakawa-C horizontal grid combined with terrain following (sigma) layers in the vertical. ROMS has several capabilities in simulating
ocean physics, such as tides, barotropic/baroclinic currents, and sediment transport.
Additionally, a two-way nested modeling system [35] can be applied in ROMS in an
attempt to increase the accuracy in the regions of interest with minimum additional
computational cost. ROMS has been used extensively for resource assessments and/or
impact analysis of tidal energy studies around the world (e.g. [36, 37, 38]).
For wave simulations, SWAN resolves the wave action density equation [39] using
discrete wave frequencies and directions, as described by the linear wave theory. The
model accounts for wind-wave generation, shallow water wave transformations, whitecapping, wave-breaking dissipations, the effects of bottom friction, and quadruple wavewave interactions. Similar to ROMS, a nested grid configuration can also be applied in
SWAN.

4

The atmospheric module of COAWST, WRF [40] is based on the compressible,
non-hydrostatic Euler equations that are formulated in a 3-D terrain-following coordinate system. The model applies a time-split integration scheme in a C-grid staggering
computational domain to solve both of low- and high- frequency acoustic modes of meteorological processes. WRF has been used widely in various atmospheric studies including
renewable energy resources and hurricanes (e.g, [41, 42, 43, 44]). Note that the WRF
component of the COAWST was not used in this research.
In summary, COAWST can be used to simulate complex processes in the ocean
environment at a regional scale [45, 46, 47, 48, 49, 50, 51, 52]. It needs to be used with
other localized CFD and structural dynamics models for offshore wind farms assessments.

OpenFAST
OpenFAST model [53] developed by the National Renewable Energy Lab, USA
(NREL1 ) was applied to perform structural analysis in this study. This toolbox is a
global aero-hydro-servo-elastic analysis toolbox for 2- and 3- blades horizontal axis turbine. OpenFAST allows a wide capabilities for wind turbine analysis related to load
calculations and structural dynamics (see Fig. 1.3). OpenFAST model has been implemented in many research in both onshore and offshore wind energy (for details, see,
[54, 55, 56, 57, 58, 59]).
OpenFAST allows the coupling of modules (e.g. aerodynamics, hydrodynamics,
structural dynamics) that resolve the non-linear equations of offshore wind turbine. Here,
linearization are applied to resolve module-to-module interactions and input-output coupling relationships in the time-domain analysis. In terms of load analysis, calculation
nodes are distributed along the blade and tower structures, and the forces and moments
are computed as distributed load per unit length. The aerodynamics module (AeroDyn)
calculates loads on both the blades and tower using elements that are based on the actuator lines theory. Four AeroDyn submodels are available: 1) rotor wake/induction, 2)
blade airfoil aerodynamics, 3) tower influence on the fluid local to the blade nodes, 4)
1

nwtc.nrel.gov/OpenFAST
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Figure 1.3. Framework of the OpenFAST model.
tower drag. The hydrodynamics module (HydroDyn) provides several approaches for hydrodynamic loads computation for fixed and floating platforms using the potential-flow
theory, the strip-theory equation, or the combination of the two. Further, wave input
can be regular or irregular, and unidirectional or directional. Additionally, advanced
wave formulations including second-order wave kinematics and/or potential solution are
available in the hydrodynamics module. For the coupling application, linearization algorithms are applied in the outputs to support the data exchanges (at specified time step)
between modules. Detailed descriptions of OpenFAST theoretical background and the
modularization of the model have been presented by Jonkman, et. al. [60].

1.4

Manuscripts
This dissertation includes 3 manuscripts as follows: 1) The impacts of tidal en-

ergy development and sea-level rise in the Gulf of Maine, 2) Assessment of hurricanegenerated loads on offshore wind farms, and 3) Sources of uncertainty in assessments
of extreme wind and wave loads for the wind farm sites off the US Northeast coast. In
each manuscript, a more detailed and specific abstract that discusses the objectives and
results of each study has been provided. Manuscript 1 uses ROMS (a component of
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COAWST) to understand the impact of SLR in tidal energy assessments as well as the
impact of tidal energy development in the Gulf of Maine. Manuscript 2 employed SWAN
& ROMS components of COAWST to better characterize and understand the extreme
forces of hurricanes on offshore wind farms. Finally, using available observed and model
data, manuscript 3 tried to better highlight the sources of uncertainty in characterizing
extreme loads on offshore wind turbines. In addition to numerical models, Manuscript
3 employed statistical tools. In summary, the results of the research in this thesis tried
to highlight the importance of understanding ocean physics in successful deployment of
ocean energy farms.
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Abstract
In this study, we employed an advanced 3-D and two-way nested Regional Ocean
Modeling System (ROMS) to address several important outstanding issues regarding
tidal energy development in The Gulf of Maine. We investigated the impact of projected
sea-level rise (SLR) on the energy resources of the region, and examined how tidal dynamics will be influenced by energy extraction and/or SLR. Further, since the Gulf of
Maine is a resonant system, we assessed whether the effect of SLR on the generation of
tides in the ocean (hence at the boundary of the region) is significant in these assessments. We find that the impact of SLR exceeds the impact due to energy extraction
in the Gulf of Maine - even when considering very large energy extraction, of order 3.0
GW, in the Minas Passage. Although results showed that energy extraction does not
significantly increase the amplitude of the tides in the far-field, a drastic change in the
Bay of Fundy (e.g. full blockage) can lead to considerably higher amplitudes of tides
(around 35 cm, or 12 %). As a result of 1 m SLR, the tidal energy resources in some
areas, including the Bay of Fundy can increase by more than 30%.

Keyword
Tidal energy; sea-level rise; ROMS; Gulf of Maine; Bay of Fundy; Minas Passage
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2.1

Introduction
Over the last decade, tidal-stream energy development has attracted much interest

in the offshore energy sector due to its predictability and lower visibility compared with
offshore wind. However, due to limitations of existing technologies, it is not yet technically feasible to exploit the majority of the global tidal energy resource. Therefore,
academic research and industrial research and development (R&D) have mainly focused
on a few sites around the world where tidal current speeds regularly exceed 2.5 ms−1
during a spring tidal cycle [1].
The Bay of Fundy in the Gulf of Maine (Fig. 2.1) is an example of a region that is
feasible for tidal energy development. The free mode oscillation frequency of this bay is
relatively close to that of semidiurnal lunar (M2) tidal component (the dominant tidal
harmonic in the region), which leads to tidal resonance [2]. Consequently, tidal range
and tidal current velocity reach extreme values in the Bay of Fundy: about 16 m in the
Bay of Fundy [3] and exceeding 5 ms−1 in Cape Sharp, Minas Passage [4], respectively.
Several research projects have been initiated in this area to test tidal energy devices.
The Fundy Ocean Research Centre for Energy (FORCE) is the leading center assessing
the performance of tidal turbines operating in the Bay of Fundy. Several tidal energy
devices have been tested in the FORCE site to date. For instance, Cape Sharp Tidal
deployed a 2 MW tidal stream turbine in November 2016 and retrieved it in June 2017
in this site.
An ideal goal of tidal energy development is generation of electricity at a commercial
scale using arrays of turbines with minimal hydro-environmental impacts. Having an
extreme tidal range of 16 m, the Bay of Fundy is among a few sites around the world
with such a potential. Therefore, several studies have assessed the available tidal stream
resource in the Bay of Fundy (e.g. [5, 4, 6, 7, 8, 9]). In theory, it has been estimated
that up to 22 kW/m2 of time-averaged tidal-stream energy density, corresponding to a
peak of 7 GW of total available theoretical tidal power, resides in the Minas Passage
[5, 4, 10].
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While the consensus among researchers is that there is minimal hydro-environment
impact associated with the deployment of a single tidal energy device [11, 12, 13], there
is a major concern about impacts of tidal energy extraction at larger (array) scale (e.g.
[14, 15]). Consequently, several studies have investigated the impact of large-scale energy
extraction in the Bay of Fundy [16, 17]. For instance, Karsten et al. [10] simulated an
array of tidal-stream turbines on a 10 km grid in the Minas Passage, using the FiniteVolume Community Ocean Model (FVCOM [18]), to investigate the impact of 7.0 GW
of power extraction in the Gulf of Maine. The cited study predicted up to 15% increase
in the amplitude of tides in the far-field, along the northeast coast of the US. A threshold
of 2.5 GW of power extraction was suggested to avoid significant adverse effects in tidal
dynamics; particularly, an increase in the amplitude of tides which leads to increased
flood risk. Other researchers have also indicated that large amounts of energy extraction
in Bay of Fundy (around 7 GW) will result in an increase of far-field tidal amplitudes
[8].
In addition to tidal energy extraction, SLR can change the dynamics (e.g., generation and propagation) of tides in the Gulf of Maine, and globaly [19, 20, 21, 22, 23]. [24]
simulated changes in the amplitude of tidal components (M2 principal lunar semidiurnal,
and K1 lunar diurnal), and amphidromic points using a global tidal model (see also [25]).
Wilmes et al. [25] estimated that the M2 amplitude will increase by around 10 cm in the
North Atlantic Ocean, and reduce by around 7 cm in the Indian Ocean, assuming 1 m
SLR on average. Changes in the K1 component were estimated in the range of -2.5 cm to
2.5 cm, and likely to occur in coastal areas with a natural basin configuration (e.g., South
East China Sea, Arafura Sea, and Sea of Okhotsk). Because tidal energy extraction and
SLR can both change the dynamics of tides in the future, it is reasonable to consider
them together in any impact assessments, whereas the majority of studies have ignored
the effect of SLR in tidal energy resource/impact assessments (e.g., [4, 8, 5, 10, 16, 17]).
However, Pelling et al. [9] considered the combined impact of SLR and power extraction
of 7.1 GW in the Bay of Fundy. The simulations were performed by increasing water
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level scenario using a relatively simple 2-D depth averaged ocean model (which applies
a relatively simple current calculation method in the water column compared to a 3-D
model ) with a resolution of 1-arc minute. Up to 0.5 m increase in the tidal amplitude
was predicted along the US coastline in the Gulf of Maine due to tidal-stream energy
extraction in combination with 2 m SLR. The cited study did not include the impact
of SLR on the global dynamics of tides, which affects the open boundary of the tidal
model, and did not assess the impact of SLR on tidal energy resources. SLR can also
impact the spatial and temporal variations of tidal energy resources. Very few studies
have investigated the effects of SLR on tidal energy resources in other regions [26, 27].
As the Gulf of Maine is one of the most promising tidal energy sites in the word,
in this study we employed an advanced three-dimensional (3-D) modeling system to
address a number of important unresolved issues regarding tidal energy resources and
the impacts of tidal energy extraction in this region. We applied a 3-D ROMS (Regional
Ocean Modeling System [28]) two-way nested (to examine far-field impacts) model, and
investigated, 1) the impact of SLR on the energy resources of the Gulf of Maine, 2) how
tidal dynamics will be influenced by energy extraction, and 3) if the effect of SLR on
the generation of tides (at the boundary) is significant in these assessments, since it was
ignored in previous studies.

2.2 Numerical model of the Gulf of Maine
2.2.1 Study area
The study area is the Gulf of Maine, extending from 71◦ W to 63◦ W and 41◦ N to
46◦ N, covering the Scotian Shelf, Georges Bank, Jordan Basin, and the Bay of Fundy
(Fig. 2.1). Eleven permanent tidal gauges (tidesandcurrents.noaa.gov) and four
offshore observation buoys (neracoos.org) that were used for the model validation are
shown in Fig. 2.1. Some important studies/projects regarding tidal energy development
in the region are also highlighted on this figure.
Tides in the Bay of Fundy are strongly semi-diurnal. It has long been known
[2, 3, 32] that the significant tidal energy potential of the Bay of Fundy is due to tidal
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Figure 2.1. Map of the Gulf of Maine and its bathymetry. The red line shows the
approximate length of the Bay of Fundy, black triangles denote tidal-gauges, and
red squares show offshore observation buoys. The numbers show some of the sites
that have been studied previously: (1) Annapolis Royal Tidal Power station [29];
(2) FORCE site; (3) Brooks et al. [6]; (4) [7]; (5) Hagerman et al. [30]; (6) Cornett
et al. [31]; and (7) Cornett et al. [4]
.
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resonance. The natural oscillation period of the bay can be approximated as [33],
4L
Tn = √
gh

(2.1)

where L is the length of basin, g is the gravity and h is the depth of basin. Assuming
250 km as the length, and 50 m ∼ 55 m as the (mean) water depth, the natural free
oscillation period will be 12.25 hr which is (considering oversimplification of Eq. 2.1)
the period of the lunar semidiurnal tide (M2), i.e., the main component of the tide in
the region. As a quick estimate, one can see that adding 3 m of water depth (e.g. due
to future SLR) would reduce the period by about 30 minutes, and therefore, will change
the tidal dynamics in the Gulf.

2.2.2

Tidal modeling

To simulate the tides and tidal energy extraction, ROMS (Regional Modeling System) was applied. ROMS solves the three-dimensional Reynolds-averaged Navier Stokes
(RANS) equations with hydrostatic and Boussinesq assumptions [28]. The model applies a split-explicit time scheme on an Arakawa-C horizontal grid combined with terrain
following (σ) layers in the vertical. As a regional ocean model, ROMS has several capabilities in simulating ocean physics, such as tides, barotropic/baroclinic currents, and
sediment transport.

2.2.3

Model implementation

ROMS has been used extensively for resource assessments and/or impact analysis
of tidal energy studies around the world (e.g. [34, 35, 36]). The ROMS model of the
Gulf of Maine was based on a two-way nested modeling system [37], which can increase
the accuracy in the regions ofd interest with minimum additional computational cost.
Two-way nesting is necessary to examine how changes in the child domain affects far-field
areas in the parent grid.
A parent and a child domain with horizontal resolution of 1- and 1/3-arc minute,
respectively, were created (Fig. 2.2). Both grids have 11 sigma layers in the vertical direction to provide sufficient details in current profile calculations. The grid construction, and
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other preprocesses were carried out using ROMS-AGRIF ([38]; www.croco-ocean.org).
Model bathymetry was based on the 1-arc minute NOAA coastal relief model and 15 arcsecond USGS bathymetric dataset for parent and child grid, respectively. The quadratic
drag coefficient was set uniformly to 0.003. This selection was based on previous applications of ROMS at this scale (e.g., [39]) and was examined in the validation stage. For
the turbulence closure model, the generic length closure model was set to the κ −  model
(p = 3, m = 1.5, and n = −1; [40]). Numerical time steps were set to 60 and 20 seconds
for the parent and the child grid, respectively. The open ocean boundary was forced with
10 tidal constituents extracted from TPXO7 global tidal dataset (volkov.oce.orst.edu;
[41]). Chapman and Flather boundary conditions, were applied at the open boundary of
the domain for water elevation and velocity, respectively. The tidal components included
M2, S2, N2, K2, K1, O1, P1, Q1, Mf, and Mm which were used to validate the model
against observed data. For simplicity, only the M2 component, which is the main tidal
constituent of the region, was discussed in analysis for the future scenarios (e.g., SLR
and tidal energy extraction).

Figure 2.2. ROMS two-way nested domains for tidal simulations in the Gulf of
Maine. The blue line shows the open ocean boundaries of the parent grid (1-minute
resolution) and the red line denotes the nested 1/3 arc-minute child grid. Color
scale represents the bathymetry.
To represent an array of tidal-stream turbines in the regional ocean model, we
implemented a relatively simple methodology based on an additional drag coefficient [5,
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14, 42, 43]. There are several alternative methods to simulate turbines in regional ocean
models such as quadratic Rayleigh friction [8], and 3-D representation using the actuator
disc theory [44, 45]. However, because the far-field impact of tidal energy extraction was
the focus of this research, simple representation of turbines as an additional sink of energy
(i.e., enhanced bottom friction) seemed reasonable. Further, the energy flux before and
after implementation of the tidal-stream array was calculated based on the ROMS model
to make sure that the simulated energy extraction was equal to the assumed energy
extraction of the array.

2.2.4

Validation

Model results were compared with observed data at 11 water elevation gauges and
4 offshore observation buoys that are shown in Fig. 2.1. Because models and observed
data are associated with several sources of uncertainty (e.g., model resolution, model
input data, missing physical processes and simplifications in the model, and errors in
measured data), discrepancies are usually expected between model results and observations. However, a model prediction should reasonably agree with the observed data
within an acceptable range for error (e.g., those previously reported in other studies).
For validation, the ROMS model was run for a duration of 30 days (about 1 month period is recommended by the International Electrotechnical Commission (IEC) to assess
current velocity at a tidal energy site [46]). The root mean square error (RMSE) and
scatter index (SI) were used to assess model performance. Lastly, bias, and mean bias
error (MBE) were also calculated to determine the impacts of energy extraction and SLR
with respect to the present. The validation parameters are defined as follows:
s
2
Σ (X obs − X sim )
RMSE =
N

SI =

RMSE

(2.2)

(2.3)

X obsv
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Σ X obs − X sim
MBE =
N


(2.4)

where X obs and X sim are observed and simulated data, respectively, and N is the number
of data points. Rather than using time series, tidal harmonic analysis was carried out to
estimate the tidal constituents based on the observed and modeled data. This method
gives a better assessment of model performance, since tidal components are not limited
to the period of simulation. Tidal analysis was performed using T Tide MATLAB code
[47]. Fig. 2.3 and Table 2.1 show the comparison of simulated and observed data for the
two major semi-diurnal tidal constituents: M2 and S2. The corresponding MBE, RMSE
and SI for the M2 amplitude are 8.7 cm, 16 cm with 8%, respectively. For the M2 phase,
the MBE, RMSE and SI are 5.0◦ , 15.3◦ , and 12%, respectively. The model showed a
larger error for S2 with MBE value of 12 cm and -9.7

◦

for the amplitude and the phase,

respectively. Based on these metrics, the model performance was considered convincing,
and comparable to previous numerical tidal studies in the area, which estimated about
12 cm, or 10% for the uncertainty of the M2 amplitude (e.g., [5, 48, 49, 50]).
Using the tidal current data at the observational offshore buoys, tidal ellipse parameters (which represent tidal components for velocity [47]) were calculated for the
observed and the simulated depth averaged velocities at N01, M01, B01, and E01 buoys
(Fig. 2.1). The comparison of tidal ellipse parameters, for observed and predicted data,
is shown in Table 2.2. Fig. 2.4 also provides visual comparison of tidal ellipses. As can
be seen, the model performance in terms of predicting the magnitude of velocity is good.
On average, the error associated with the inclination angle of the ellipse is around 7◦ ,
which is also acceptable. Nevertheless, performance of tidal models in predicting water
elevation is often better than velocity (due to higher spatial variability of the velocity
field) as is the case here and elsewhere (e.g. [5, 8]).
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2.3

Results
Through the application of the ROMS model, tidal dynamics and tidal energy

resources in the Gulf of Maine will be presented first. The impact of SLR on tidal
energy resources, and the effect of tidal energy extraction (combined with SLR) on the
dynamics of tides will be discussed, subsequently. Some factors such as the significance
of SLR on generation of tides (e.g. boundary forcing) that were ignored in previous
studies will be considered in more detail. For simplicity, we limited these discussions to
the M2 tidal constituent which is the major component of the tidal energy resources in
the Gulf of Maine, similar to previous research (e.g. [5, 8, 9, 31]).

Figure 2.3. Comparison of tidal constituents based on observed and simulated
water elevation data. Each point represents a tidal-gauge in the domain (see Fig.
2.1). a) Tidal amplitude, b) Tidal phase, and c) time series of water elevation at
Minas Basin.
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Table 2.1. Details of validation of model results based on the simulated tidal
components.
Constituent

M2

ine

S2

Location

Observed
Simulated
Bias
Amplitude Phase
Amplitude Phase
Amplitude Phase
(m)
(◦ )
(m)
(◦ )
(m)
(◦ )
Portland
1.365 102.500
1.439 101.729
0.074
-0.771
Eastport
2.698
98.700
2.352
95.917
-0.335
-2.783
Nantucket
0.439 134.700
0.563 114.775
0.124 -19.925
Boston
1.398 109.400
1.424 108.108
0.026
-1.293
Chatham
0.841 132.800
0.964 118.929
0.123 -13.871
Cutler Farris
2.034
93.400
1.967
93.356
-0.004
0.044
Yarmouth
1.630
63.000
1.736
70.592
0.106
7.592
Grindstone
4.860 104.400
4.646
111.0
-0.214
6.578
Advocate Harbor
4.340 102.000
4.170 106.592
-0.170
4.592
Minas Basin
5.540 120.800
5.262 133.345
-0.278 12.545
Economy
5.920 125.400
5.578 137.626
-0.342 12.228
MBE
0.087
4.398
RMSE
0.199 11.887
SI
7%
11%

Portland
Eastport
Nantucket
Boston
Chatham
Cutler Farris
Yarmouth
Grindstone
Advocate Harbor
Minas Basin
Economy

0.206
0.420
0.047
0.213
0.109
0.309
0.275
0.752
0.670
0.860
0.919

138.500
139.300
166.700
146.200
172.300
131.000
104.227
156.023
151.391
176.939
184.027

0.229
0.371
0.078
0.227
0.151
0.310
0.203
0.528
0.461
0.558
0.597

157.912
156.716
170.044
164.040
177.803
153.396
117.473
168.707
163.036
203.638
206.811
MBE
RMSE
SI

0.023
-0.049
0.031
0.014
0.042
0.001
0.072
0.224
0.209
0.302
0.322
0.132
0.173
40%

19.412
17.416
3.344
17.840
5.503
22.396
-13.246
-12.683
-11.645
-26.699
-22.784
-9.746
13.810
9%

Table 2.2. Comparison of tidal ellipse parameters based on the observed and
predicted currents for the main tidal constituent, M2.
Buoy

Observed

Simulated

Bias

Major

Inclination

Major

Inclination

Major

Inclination

axis (m)

angle (◦ )

axis (m)

angle (◦ )

axis (m)

angle (◦ )

N01

0.429

151.330

0.533

140.532

-0.104

10.798

M01

0.211

95.545

0.205

92.860

0.006

2.685

B01

0.048

120.483

0.059

122.408

-0.011

-1.925

E01

0.053

68.643

0.083

78.145

-0.031

-9.502

MBE

-0.035

0.514

RMSE

0.054

7.379

SI

29%

7%

2.3.1

Present tides in the Gulf of Maine

A classical way to represent the dynamics of tides in a region is using co-tidal
charts, for water elevation, and tidal ellipses for tidal currents (e.g. see [51]). The
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Figure 2.4.
Comparison of M2 tidal ellipses between observed and simulated
currents (see Fig. 2.1 for buoy locations).
T Tide MATLAB code was used to analyze the time series of water elevation and current
velocities throughout the computational domain. Using tidal constituents and tidal
ellipse parameters, co-tidal charts and tidal ellipse maps were generated; see Figs. 2.5
and 2.6 for the present (baseline) scenario. The results can be compared with those
from previous studies (e.g. [8]), which show a similar pattern. High current velocities
(> 1.5 ms−1 ) can be seen in several regions including Nantucket, around the continental
slope of the Gulf of Maine, Grand Manan Island, the western side of Nova Scotia, and
Minas Passage. Tidal ellipses are almost rectilinear in the Bay of Fundy, which is an
important characteristic for tidal energy extraction.
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Figure 2.5. M2 co-tidal chart of the Gulf of Maine. Color scale denotes the
amplitude of M2 constituent and dashed lines represent the corresponding tidal
phase contours. Absence of co-tidal (phase) lines in the Bay of Fundy is indicative
of a standing wave system [52].
2.3.2

Effect of sea-level rise on tidal energy resources

Tidal energy density was computed as an indicator of the theoretical tidal energy
resource:
1
Pt = ρu3
2

(2.5)

where Pt is the hydro-kinetic energy density, ρ is the water density, and u is tidal current
speed. Pt shows the average hydro-kinetic energy of tides per unit square of a turbine
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Figure 2.6. M2 tidal ellipse map of the Gulf of Maine. Color scale represents the
peak of maximum tidal currents, and the ellipses are represented by black lines.
swept area, assuming that 100% of the energy is converted. The maximum turbine
efficiency is about 45% according to the typical power curve of a MCT turbine [53]. The
peak value of tidal energy density was estimated to be 74 kW/m2 during the spring tide
in Minas Passage ( see [31] as a comparison), which is substantially larger compared with
other locations in the Gulf of Maine (less than 5 kW/m2 ), because the power density is
proportional to the cube of the velocity. The time-averaged tidal energy density (for 30
days of simulation time) is another indicator of tidal energy resources. For ‘technical’
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tidal resource assessments, however, the cut-in speed and efficiency of a turbine lead
to a larger difference between the theoretical and the technical resource because “first
generation” tidal energy turbines cannot efficiently generate electricity at tidal current
speeds < 1 ms−1 [1, 54]. Nevertheless, we used the theoretical energy to avoid limiting
the analysis to any specific turbine technology. The time-averaged energy density over
the Minas Passage (spatially averaged) was calculated as 14.3 kW/m2 . Other locations
of interest in the Gulf of Maine such as Nantucket shoals, the western side of Nova Scotia,
and Grand Manan Island, have a time-averaged tidal energy density between 0.5 and 2.0
kW/m2 , as shown in Fig. 2.7, and Table 2.3.

Figure 2.7. The tidal energy density in the Gulf of Maine: a) Present resource; b)
Change in the available resources due to 1 m increase in bathymetry; c) Change in
the available resources due to change of bathymetry and the corresponding forcing
at the boundary; d) Difference between c and b. See Table 2.3 for locations of
interest shown in Subplot a.
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Figure 2.8. Intermediate and high SLR scenarios at Boston and Easport gauges
[55].
The effects of SLR on the tidal energy resource was simulated by modifying both
water depth (bathymetry) and the boundary forcing of the tidal model. Since SLR
affects global tidal dynamics, it will change tidal components at the boundary of the
domain, and consequently open boundary condition. According to a recent study by
NOAA [55], sea level in 2050 will rise in the range of 0.45 m to 1.03 m in the Gulf of
Maine assuming an intermediate to an extreme scenario, respectively. Fig. 2.8 shows
the high and the intermediate SLR scenarios at Boston and Eastport gauges. Assuming
the intermediate scenario, sea level will rise by 1.02 m by 2090 in this area. Therefore,
a 1 m SLR was assumed as a likely scenario for this assessment. The water depth was
uniformly increased by 1 m assuming a negligible change in the shape of the basin, e.g.
due to sediment distribution or changes in the coastline. The change in amplitude of
tidal components at the boundary of the domain was based on Wilmes et al. [24].
Referring to Fig. 2.7 and Table 2.3, SLR seems to have a significant impact on the
resources. For instance, in the Minas Passage, the 1 m change in water depth increases
the time-averaged tidal energy density by 3.3 kW/m2 (23%). The additional change in
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Table 2.3.
Summary of time-averaged available tidal stream energy resource
(spatially averaged) at selected locations in the Gulf of Maine, including the effect
of SLR.
Time-averaged energy density
Location

Water

Currently

Effect of SLR

Effect of SLR

depth

available

adding 1 m

adding 1 m

water depth

water depth
plus change
in the boundary

(m)

(kW/m2 )

(kW/m2 )

(kW/m2 )

1. Minas Passage

42

14.47

-0.875 (-6.05%)

+0.810 (5.60%)

2. Great Manan Island

25

0.05

+0.001 (+3.96%)

+0.010 (21.40%)

3. Nantucket

25

0.10

+0.000 (+0.37%)

+0.030 (28.21%)

4. Westport

58

0.31

+0.014 (+4.60%)

+0.068 (21.62%)

5. Big Tusket Island

25

0.08

-0.026 (-3.05%)

+0.010 (11.40%)

6. Shag Harbor

25

1.16

+0.079 (+0.68%)

+0.189 (16.30%)

7. Great South Channel

72

0.10

+0.001 (1.41%)

+0.023 (24.00%)

8. Georges Bank

61

0.10

+0.002 (2.05%)

+0.020 (22.32%)

9. Offshore Advocate

47

0.98

-0.007 (-0.74%)

+2.064 (6.56%)

the incoming tide at the boundary will further enhance the resource to 5.4 kW/m2 (37%).
The model also predicted some locations where tidal energy resources are reduced, such
as Big Tusket Island and Shag Harbor. However, many of these sites are not considered
viable for tidal stream energy development due a relative low tidal energy at present day.

2.3.3

The impact of SLR combined with tidal energy extraction on the
Gulf of Maine

As mentioned earlier, because we intended to assess the far-field and regional impacts of tidal energy extraction in the Minas Passage, we used a relatively simple methodology that represented energy extraction as additional drag or friction in the model. The
additional drag coefficient introduced by turbines can be estimated as,
R
P =

t FD udt

T

R
=

R 3
(ρCd∗ u|u|Ah )udt
|u| dt
∗
= ρCd Ah
= ρCd∗ Ah |u|3
T
T

(2.6)

where P is the time averaged energy loss in a grid cell due to tidal energy extraction, u
is the depth averaged velocity, FD is additional bottom drag force representing energy
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extraction due to increased bottom stress, T is the period of a tidal cycle, Ah is the area
of a cell that is covered by turbines in the model, and Cd∗ is the additional drag coefficient
[21]. The additional drag where turbines are installed was added to the 54 cells where
the turbines would be located (see Fig 2.9b). As the velocity before and after increasing
the drag will change, a reliable method is to apply the additional drag iteratively: 1)
estimating an additional drag coefficient based on Eq. 2.6 using undisturbed current
averages; 2) examining the tidal energy flux before and after the enhancement of the
drag using each cell; 3) estimating the difference of energy flux, before and after power
extraction, as an indicator of the extracted power. The area which was considered for the
tidal array site in Minas Passage is shown in Fig. 2.9 (a similar area was considered in
other studies [4, 5, 8, 9]). Based on the simulations, the time-averaged theoretical tidal
energy density over this area is 19.9 kW/m2 (see also [4]). Using this simple method, an
additional drag coefficient of 0.0063 over 10 km2 horizontal area in Minas Passage (Fig.
2.9) was considered. The enhanced drag coefficient of 0.0093 was applied to the area
covered by turbines. Consequently, the average tidal energy flux (averaged over the cells
and over time) reduces by around 3.0 GW. We should emphasize that this 3.0 GW energy
loss does not necessarily indicate the capacity of a tidal array; instead it represents the
maximum possible tidal energy loss in the development area. Many assumptions with
regard to the type of turbines, capacity factor, and power curve should be made to
compute the size of an array which leads to 3.0 GW time averaged energy loss. Several
other studies have considered 2.5 GW energy extraction for their impact assessments
[8, 10, 21].
Fig. 2.10 shows the contour lines of the change in tidal amplitude due to energy
extraction. Extraction of 3.0 GW results in around 1.0 cm to 1.5 cm increase in far-field
areas along the US coastline, and a reduction of 5 cm in the Bay of Fundy.
The next question is whether SLR can significantly change the response of the Gulf
of Maine to tidal energy extraction. To address this question, 1 m SLR, in addition
to tidal energy extraction, was concurrently implemented in the simulations, and we
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Figure 2.9.
Tidal energy resources in Minas Passage. a) Peak current speed
and tidal ellipse; b) Snapshot of tidal current velocity magnitude (zoomed view)
at arbitrary spring time; c) Time-averaged energy density over spring-neap cycle;
d) Time series of U and V component of tidal current velocity in Minas Passage.
compare tidal amplitudes in the Gulf with and without energy extraction. According
to the results (Fig. 2.11), the combined impacts of tidal energy extraction leads to a 5
cm increase in tidal amplitude in the far-field, covering the coastline of US and Canada,
but the majority of this change (around 4 cm) is due to SLR. Therefore, the impact
of SLR on tidal dynamics in the Gulf of Maine, particularly around the US coastline,
significantly exceeds the contribution from large scale tidal energy conversion.
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Figure 2.10. Impacts of 3.0 GW energy extraction in the Gulf of Maine. Positive
and negative changes are represented in the left and right panel, respectively

Figure 2.11. Changes in M2 tidal amplitude due to SLR and energy extraction
scenarios; a) only due to 1 m SLR and b) due to 3.0 GW power extraction in Minas
Passage combined with 1 m SLR.
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2.4

Discussion
We showed that tidal energy extraction in the Gulf of Maine does not significantly

increase the amplitude of tides in far-field areas such as along the neighboring US coastlines of Massachusetts, New Hampshire and Maine. However, it can be shown that the
tidal dynamics in the Gulf of Maine are sensitive to the Bay of Fundy if the flow regime
in the Bay is changed drastically. As an extreme case, we investigated total blockage
of the Bay to conceptually examine the impact of the Bay on the far-field tides. Fig.
2.12 and Table 2.4 show the results, which indicate a significant increase (35 cm) in tidal
amplitude along the US coastline, which would have negative consequences in terms of
flooding. Therefore, tidal stream development would have far less impact on far-field
areas, in contrast to tidal barrages.
We used a two-way nested model (1 minute resolution in the Gulf of Maine and
1/3 minute resolution in the nested domain) to increase the accuracy of the model in
the Bay of Fundy. To investigate the importance of nesting, we also ran a single grid
model (parent grid covering the whole domain and compared the results with the nested
model. The results (which are not shown for brevity) indicated that nesting does not
significantly affect/improve the simulations in the areas far from the Bay of Fundy in the
Gulf of Maine. The two-way nesting however improves the simulations in the Bay itself,
providing better accuracy in currents calculation that is important for tidal stream array
positioning, and therefore is a preferred method to implement ROMS model in similar
studies. Further, as changes outside the child domain are of interest, a two-way nested
model should be implemented.
Many marine current turbines have a cut-in speed of between 1 ms−1 to 1.5 ms−1
[54]. Therefore, suitable sites for tidal energy development require a peak (spring) current
velocity of at least 2.5 ms−1 in water depths of 25 m to 50 m. Also, for future generations
of tidal stream devices, peak velocity of 2.0 ms−1 has been discussed in the literature
[1]. Based on these criteria several locations in the region have a potential for tidal
energy development. In addition to the Minas Passage with a peak spring velocity of
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Figure 2.12. Impacts of the total blockage (e.g. a barrage) of Minas Passage, on
M2 tidal amplitude.
6.0 ms−1 , other potential sites include Grand Manan Island, Nantucket, Westport, Big
Tusket Island, and Shag Harbor.
In this research, energy extraction was simulated by enhancing the bottom drag
coefficient. This method was used as it is relatively simple, is associated with low com-
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putational cost, and is suitable for examining the impact of energy extraction in the
far-field. Other methods, which are more complex, require higher grid resolution, and
could be implemented if the flow field in the vicinity of the array is of interest [45, 44].
In IEC Technical Specification 201 [46], both methods are recommended for modeling
tidal resource characterization. These methods simulate a turbine in the water column
(3-D) as a sink/source in the momentum and turbulence equations, and require much
finer resolution (e.g. 20 m), which leads to much larger computational cost.
Results of this study showed that the combined impact of tidal energy extraction
and SLR is nonlinear to some extent. However, linear superposition of the impacts
will lead to similar outcomes. For instance, in the Minas Passage, 1 m SLR leads to
a 10.9 cm increase in the amplitude of M2. Tidal energy extraction at the scale of 3.0
GW leads to 13.5 cm decrease, separately. Linear superposition of these impacts leads
to 2.6 cm reduction in the tidal amplitude. The nonlinear simulation results in 2 cm
decrease in amplitude, i.e. a relatively similar result, and one that would allow a larger
number of scenarios to be explored for the same computational cost. Additionally, other
research have addressed the impacts of tidal energy extraction on sediment transport (i.e,
[56, 57, 16]). While the cited research suggested that the change in sediment transport
due to the presence of turbines is relatively small, further studies including the effects
SLR and energy extraction are needed to investigate the environmental impacts in more
details.

Table 2.4. Summary of the impact study at selected locations in the Gulf of Maine
Calculated tidal amplitude from model scenarios (cm)
Location

Present

Blockage

2.5 GW

1 m SLR

1 m SLR + 3.0 GW

Boston, MA

142.3

182.0

143.9

146.7

148.1

Portland, ME

146.2

185.2

147.7

150.9

152.2

Minas Passage

486.1

-

472.5

497.0

484.1

Difference (cm)
Boston, MA

-

+30.0

+1.6

+4.4

+5.8

Portland, ME

-

+39.0

+1.5

+4.7

+6.0

Minas Passage

-

-

-13.5

+10.9

-2.0
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Model uncertainty has an important role in the analysis that was presented here.
In addition to the magnitude of SLR, there is always a discrepancy between model
results and observations. In addition to model uncertainty (due to input/forcing data
[e.g., bathymetry, friction coefficient] and model simplifications), observed data are also
subjected to measurement errors. Results of this study provide an insight into the
magnitude and direction of the changes due to SLR and/or tidal energy extraction in
the Gulf of Maine. While uncertainties can change the absolute values of the results
(e.g., tidal energy density at a site), our sensitivity analysis showed that the direction
and magnitude of the impact (i.e., relative changes in values) does not vary within the
range of uncertainties in the simulations.

2.5

Conclusion
In this study, the combined impact of tidal energy extraction and SLR on the tidal

dynamics of the Gulf of Maine was investigated using a 2-way nested ROMS model.
Simulation results demonstrated sensitivity of tidal dynamics in the Gulf of Maine to
flow disturbances in the Bay of Fundy. In general, it was shown that the impact of SLR
is much greater than the impact of tidal energy extraction in the Bay of Fundy - even
when considering a very large tidal array of order 3.0 GW in the Minas Passage.
In order to investigate the effect of SLR on the dynamics of the tides in the Gulf
of Maine, it is important to consider the change in the amplitude of the tides at the
boundary (e.g., Continental Shelf Slope), as well as changes in the bathymetry of the
domain. Considering only changes in the bathymetry leads to inaccurate results. SLR
is expected to increase the tidal energy resources in the areas of interest in the Gulf of
Maine. For instance, in the Minas Passage tidal energy density increases around 37%
assuming a scenario of 1 m SLR. Despite the increase in tidal stream resources, we
should emphasis that increased water level might causes severe flooding as well as other
disturbance to the coastal region. Therefore, further research regarding the combined
impacts of SLR, tidal energy extraction, and the associated mitigation plan are needed.
Although numerical simulations showed that tidal energy extraction does not sig-
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nificantly increase the amplitude of the tides in far-field regions, particularly along the
neighboring US coastlines, a drastic change in the Bay of Fundy (e.g. full blockage)
will lead to considerably higher tidal amplitudes (around 35 cm). This shows that tidal
stream energy development in general is preferred compared with other methods such as
tidal barrages or lagoons, as has been recommended in other studies (e.g. [4]).
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Abstract
Offshore wind energy industry is on the verge of rapid growth in the US East
Coast with planned projects of more than 20 gigawatts installed capacity. Development
of wind energy projects off the US East Coast requires a comprehensive assessment of
hurricane risks in planning and operation stages. Additionally, some studies predict
significant changes in intensity of tropical storms in this area due to climate change. In
this study, we used a modeling system (COAWST: Coupled Ocean Atmosphere Wave
Sediment Transport) to better understand and characterize hurricane-generated loads
within the planned wind farm sites offshore Rhode Island and Massachusetts. After
validation of the COAWST model using historical hurricanes (e.g., Hurricane Sandy in
2012), a number of synthetic tropical storms that represented wind conditions with 500year return period (recommended by IEC 61400-3-1) were simulated. In addition, the
effects of projected changes in future tropical storms on hurricane loads were investigated.
Spatial variability of the wind and wave loads within the proposed sites were assessed.
Further, the effect of these variabilities on a typical monopile wind turbine substructure
on the structural response were demonstrated briefly. The results showed nearly 40%
variability of hurricane loads in the the area. Results demonstrate the need of using
advanced ocean modeling systems along structural analysis/design tools for planning
and operation of wind farms.
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3.1

Introduction
The US East Coast has a vast offshore energy resource that can potentially supply

the electricity demand of coastal communities in this region [1]. In particular, the offshore
region from Virginia to Maine has the best overall resource with estimated annual turbine
capacity factors (CF) of 40% to 50%. In 2016, the first US offshore wind farm with a
capacity of 30 MW was constructed off Block Island, Rhode Island. Following the success
of this project, several offshore wind farms (Figure 3.1) have been planned by Rhode
Island, Massachusetts, New Jersey, and other states in this region: Bay State Wind,
Empire Wind, Revolution Wind, and Vineyard Wind1 .
Offshore wind farms in the US East Coast are exposed to strong tropical storms,
hurricanes, and Nor’easters [3, 4, 5, 6]. Several studies have indicated the importance of
hurricane risks and possible failure of offshore wind turbines and/or their substructures
during hurricanes [7, 8]. Therefore, additional considerations in the design procedure
are required to ensure structural reliability and safety [9, 10] of wind farms in this area.
In 2019, IEC 61400-3-1 recommended using wind/wave events of 500-year return period
for regions that are exposed to tropical cyclones.
While the US Northeast is less prone to hurricane risk, over the past decades, several
hurricanes (e.g. Bob in 1991, Irene in 2011, Sandy in 2012) have severely impacted this
region causing damages particularly to the coastal and nearshore regions [11]. Since fewer
hurricanes have made landfalls in this region compared with the US Southeast, there is
more uncertainty about the intensity and frequency of future hurricanes (e.g. due to
lack of sufficient historical data). This uncertainty is even more considering research
that predicts significant changes in tropical storms due to climate change [12, 13, 14, 15,
16, 17, 18]. In particular, significant increase in the frequency of intense hurricanes (>
Category 3) has been predicted in the US Northeast region [19].
To account for extreme wind and wave loads on offshore wind turbine substructure/foundation, wind engineering standards such as IEC and DNV [20, 21] recommend
1

vineyardwind.com, baystatewind.com; equinor.com; dwwind.com; www.boem.gov
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Figure 3.1. Map of the US Northeast and the offshore wind energy lease sites
and projects (see [2] for details). The bathymetry of the region and a number of
wind/wave observation stations or data points are also shown on the map. Labels
show the stations used in this study: BUZM3, NTKM3, 44008, 63095, 44097. The
box with red dashed line shows the study area.
using wind and/or wave loads with certain return periods (or exceedance probability) in
load case scenarios. Site-specific observed/hindcast datasets are usually used for characterizing extreme events at a site (e.g. [22, 23]). Viseli et. al. [22] recently calculated the
extreme wind and wave design parameters for offshore wind turbine development in the
Gulf of Maine using POT method outlined by [24] and the Generalized Pareto Distribution (GPD [25]). As sufficiently long datasets of wind/wave are not usually available
at a site of interest, methods such as Measure-Correlate-Predict (MCP) [26, 27, 28] may
be implemented to use nearby meteorological/oceanographic stations. These statistical
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methods often consider extreme wind/wave conditions uniform within an offshore wind
farm site. Further, since on-site measurements of wind/wave parameters are usually
conducted for a short period of time, they do not include historical extreme events [28].
Therefore, correlations are mostly based on moderate conditions which may not be valid
for extremes. These assumptions can lead to under- or over-estimation of hurricane risk
for a farm, structural safety issues, or uneconomic designs.
In addition to measured data, several global or national ocean/atmospheric initiatives provide the wind/wave field predictions (hindcast/forecast) based on numerical
models: the European Centre for Medium-Range Weather Forecasts (ECMWF;[29, 30]),
North American Regional Reanalysis (NARR; [31]), and the Northeast Coastal Ocean
Forecast System (NECOFS) 2 . For the US coastal regions, the Wave Information Studies
(WIS3 , [32]) has provided long-term (decadal) wave and wind time series data based on
numerical modeling (i.e. hindcast model). Figure 3.1 shows a few WIS stations/nodes
near the study area. Additionally, several studies have generated synthetic tropical
storms to better characterize hurricane risks. In the North Atlantic Coast Comprehensive Study (NACCS; [33]), 1050 synthetic tropical storms were simulated for the US
East Coast to assess coastal flood risk. These numerical predictions provide additional
resources to better assess the extreme wind/wave load conditions in sites of interest;
however, they often lack sufficient resolution/accuracy for specific sites.
In this study, a coupled regional ocean-wave model was employed to better understand and characterize the spatial variability of extreme wind and wave loads under
hurricane conditions within planned sites offshore Rhode Island and Massachusetts (Figure 3.1). Further, response of a typical monopile turbine to this load variability was
simulated using OpenFAST [34]. Based on these simulations some recommendations for
better assessment of hurricane risk for planned offshore wind farms were made.
2
3

ecmwf.int; emc.ncep.noaa.gov/mmb/rreanl; fvcom.smast.umassd.edu/necofs
wis.usace.army.mil

45

3.2

Methods
To assess hurricane risk in the area of interest, a combination of tools have been

employed (Figure 3.2). A coupled ocean-wave model, statistical extreme analysis (to
identify a real/synthetic hurricane that poses an acceptable level of risk), and structural
analysis were applied as explained in the following sections.

Figure 3.2. Flowchart of the methods applied in this study.
3.2.1

Regional ocean model development

COAWST (Coupled Ocean Atmosphere Wave Sediment Transport [35]) was employed to develop a numerical model of the region (Figure 3.3). COAWST is comprised of a toolkit to exchange data between an ocean model ROMS (Regional Ocean
Modeling System [36]), an atmosphere model WRF (Weather Research and Forecasting
[37]), and a wave model SWAN (Simulating WAves Nearshore [38]). COAWST allows
various coupling configurations between modules (e.g., ROMS+WRF, SWAN+ROMS,
ROMS+SWAN+WRF) depending on the application. Physical processes/parameters
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such as ocean currents, tides, storm surge, salinity, temperature, wind, and waves can
be simulated during tropical or extra-tropical storms as well as calm periods.
In this study, a coupled ROMS+SWAN model forced by external wind fields was
used. This coupling configuration was selected as both wave and currents are important
parameters for offshore wind turbines design. Only wave results were considered in this
research. In addition, the use of hindcast or synthetic wind field to force storm surge
and wave models are common in other studies while adding WRF has the advantage of
better resolving the wind in an area of interest (see, e.g. [39, 40, 41]). Regarding coupling
ROMS and SWAN, wave-current interaction may not be significant in the selected area,
however, it is better to include better physics by including wave forces in the ocean
model and effects of currents on wave propagation in the wave model. Some studies
have discussed the advantages of ocean-wave model coupling for hurricanes in other
areas and highlighted that it can improve simulation results, particularly in regions with
strong ocean currents (e.g. [42, 43, 44]).
A parent and a child domain (Figure 3.3) were set using a two-way nested grid
configuration (e.g., [45, 41]) to increase the simulation accuracy in the area of interest
while keeping the computational cost low [46]. The parent domain extends from 76◦ W
to 68◦ W and 25◦ N to 43◦ N. The parent grid has a 3 arc-minutes (∼5 km) horizontal
resolution, and it was built based on the 1-arc minute (∼1.5 km) ETOPO [47] bathymetry
database. The nested child domain, which was focused on the offshore wind lease sites
offshore Rhode Island and Massachusetts, was built at 1 arc-minute (∼1.5 km) resolution
using the same bathymetric database. Both parent and child grids were discretized with
21 σ-layers [36] in the vertical direction. In this study, both ROMS and SWAN used
identical parent and child grids.
To perform a realistic ocean simulations, ROMS applies a set of boundary conditions
and model parameterizations. The ROMS open ocean boundaries were forced with the
tidal data (elevation and velocity); 10 tidal constituents (M2, S2, N2, K2, K1, O1, P1,
Q1, Mf, and Mm) were extracted from TPXO global tidal dataset [48] for each boundary

47

Figure 3.3. Model details: a) COAWST domains and b) grid configurations including the bathymetry. Blue and red rectangles illustrate the two-way nested
configuration of parent (3-arc minute) and child (1-arc minute) grids. The zoomed
view also shows the area for proposed wind energy project sites offshore Rhode
Island and Massachusetts. The tracks of selected historic and synthetic hurricanes
are plotted on Subfigure a.
point. Based on the previous application of ROMS in this region, the quadratic bottom
drag coefficient was set to 0.003 [49]. In addition, the default bulk parameterization of
surface wind stress [50] and the κ −  turbulence closure model (p = 3, m = 1.5, and
n = −1; [51]) were implemented.
For wave simulations, swells propagating in the far-field were included at the boundaries, and wave generation (by wind) and propagation inside the domains (parent and
child) were simulated. The spectral wave information provided by NOAA WaveWatch-III
model4 were prescribed at the open ocean boundaries. The SWAN model was run in the
third generation mode, with inclusion of wind generated waves [52], whitecapping, and
4

polar.ncep.noaa.gov
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quadruple wave-wave interactions. To configure coupling of ROMS and SWAN models,
the COAWST toolbox5 was used. This toolbox allows the information exchange between
the wave and ocean model to include wave-circulation interactions (e.g., wave set-up and
set-down, Doppler effect). The coupling time interval between ROMS and SWAN was
set at 15 minutes which is suitable to capture temporal variations of wind or circulation
(i.e., water elevation and currents).
The COAWST model was first validated for Hurricane Sandy. For simulation of
the wind field during this historical hurricane, the NARR dataset was applied over the
domain. Three hour interval was used for wind speed and pressure data. The simulation
of Hurricane Sandy was carried out for 7 days from October 25, 2012 to November 1,
2012. Also, 2 days for ramping/warming up of the model was considered. Results will
be discussed in the following sections.
Two synthetic storms from NACCS database, Storm 421 and 558, were simulated.
These synthetic storms represent extreme wind conditions with a 500-year return period
and the range of the upper 95% confidence limit at BUZM3. A GEV analysis [53] using
the monthly wind speed data at BUZM3 was performed to calculate the wind speed
exceedance probability and return periods (Fig. 3.4; see for details, [54]). This station is
the nearest to the site with adequate long-term wind dataset (1985-present), following the
IEC recommendation (30 years minimum; see [20]). GEV analyses from offshore buoy
44008 (1982-present) were also presented for comparison. Based on data comparison,
BUZM3 generally carried higher wind speed than 44008. Further, GEV results show
that 44008 produced lower extreme wind conditions. At the time of the writing, wind
speed data were concluded in year 2019.
For synthetic storms, at first, the synthetic hurricane parameters including heading direction, pressure deficit, radius of maximum winds, and translational speed from
NACCS database were extracted (Table 3.1). A parametric Asymmetric Holland Model
provided by the ADCIRC toolbox6 [55, 39] was then applied to simulate the wind field
5
6

github.com/jcwarner-usgs/COAWST
https://adcirc.org/
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Figure 3.4. GEV analysis for wind speed data at BUZM3 and 44008. Recorded
wind speed (at the site) for Hurricane Bob (1991), Irene (2011), and Sandy (2012)
are also shown. Synthetic storm selections were based on GEV results for BUZM3.
over the domain. The tracks of historic and synthetic hurricanes are shown in Figure
3.3. Fig. 3.6 shows the wind field of these storms and how the peak wind speeds generated by these storms compare to the 500-year wind speed calculated at BUZM3. As
Fig. 3.6c shows, Storm 558 and 421 can represent hurricanes that generate a wind speed
of 500-year return period (and/or higher) at BUZM3. At BUZM3, Storm 421 and 558
generated about 40 m/s and 35 m/s, respectively. Additionally, the peak wind speed
of Storm 421 falls near the upper 95% confidence limit of the 500-year wind from GEV
analysis. It is important to notice that Storm 421 and 558 did not intend to represent
hurricanes of a certain return periods (see, [56, 57]). The National Hurricane Center
(NHC) have published return period maps7 for hurricanes and major hurricanes that are
7

https://www.nhc.noaa.gov/climo/
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based on the HURDAT8 [58]) archive (1851-present). These maps present the occurrence
probability of hurricanes and/or major hurricanes within 50 miles distance radius of a
selected region for a time period of 100 years. For Southern New England region, i.e.
Rhode Island and Massachusetts, the return period for hurricanes (≥ 33 m/s and ≤ 49
m/s) is about 13-17 years according to NHC and the return period for major hurricanes
(≥ 50 m/s) is 52-63 years. A major hurricane with a specific return period can result
in different wind speeds at a station depending on its track. Accordingly, in this paper,
extreme analysis of wind data at a nearby station was used to define the return period of
wind. It is possible to investigate the impact of a major hurricane with various tracks in
future research. However, engineering standards still rely on extremal analysis of wind
at a location near the site of interest. This is also the case for storm surge in coastal
areas resulting from hurricanes. For example, a simulation of a major hurricane (with a
return period of 63 years and a hypothetical track) in this area could result in a larger
storm than a 500-year storm surge in a NOAA water elevation station.

3.2.2

OpenFAST model setup

OpenFAST has been developed by the National Renewable Energy Lab (NREL9
[59]), and used in several studies for simulations of offshore wind turbine (e.g.
[60, 61, 62, 63, 64, 65, 66]). Here, OpenFAST was employed to assess the effects of
hurricane-generated wind and wave loads on a typical turbine and assess the sensitivity
of substructural response to load variability over the sites.
OpenFAST is a non-linear aero-hydro-servo-elastic toolbox for or 2- and 3- blades
horizontal axis wind turbine. This model allows time-domain simulation for load analyses
to solve the non-linear equations of the turbine structure that is based on a global (i.e.
macro) finite element methods. Several submodules are included in OpenFAST to solve
some of the dynamics of the structure (e.g., aerodynamics and hydrodynamics modules).
Forces and moments are calculated as distributed load per unit length at each elements
8
9

https://www.nhc.noaa.gov/data/#hurdat
nwtc.nrel.gov/OpenFAST
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described in each module (e.g. blade and tower elements for aerodynamics module,
substructure elements for hydrodynamic module). The aerodynamics module is based
on the actuator lines theory assuming small deflections. Various wind configurations: 1)
steady wind, 2) logarithmic vertical wind profile, and 3) turbulent wind profile (with
the TurbSim toolbox10 ), can be applied in OpenFAST. The hydrodynamics module
allows the implementation of the potential-flow theory, the strip-theory equation, or the
combination of the two. For the coupling application, OpenFAST uses modularization
and linearization algorithms to resolve interactions between modules as well as the inputoutput relationships. OpenFAST theoretical background and the modularization of the
model have been presented by [63].
A typical wind turbine with monopile substructure was modeled for this study. The
offshore wind turbine model was adapted from the 5MW-OC3 model [67] developed by
NREL. The turbine model is a 3-bladed rotor with a 126 m diameter. The hub height
was set to 87.6 m above the Mean Sea Level (MSL) and the transition point between
the tower and the substructure is located at +10 m. The monopile substructure has a
uniform diameter of 6 m, and the foundation was modeled using a fixed model on the
ocean bed. Figure 4.6 summarizes the specifications of the turbine. As discussed earlier,
the objectives of this paper is to investigate the effects of load spatial variability over
the sites. Hence, the use of this simplified turbine model was considered sufficient for
the purpose of this study. The typical wind turbine model proposed by NREL was not
designed specifically for the sites evaluated in this study. Other details related to power
generation and the geotechnical aspects were not essential to the objectives of this study,
and thus, were not presented.
For the purpose of this study, OpenFAST was run assuming the “parked”condition
(i.e. no blade rotation) with steady state wind profile and JONSWAP wave spectrum
for simplicity. The parked model is also recommended by IEC for load analysis under
extreme wind conditions. The wind and wave load combinations for OpenFAST simu10

https://www.nrel.gov/wind/nwtc.html
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Figure 3.5. Summary of the turbine specifications for OpenFAST analysis.
lations were extracted from COAWST synthetic storm simulation results. Additionally,
simulation length was set to 12 minutes similar to other OpenFAST simulations (e.g.
[65, 66, 64]).

Table 3.1. Parameters of synthetic storm 421 and 558 which were used for generation of the wind field.
Parameter

Storm 421

Storm 558

-40

20

Pressure deficit (δp, hPa)

78

73

Radius of max. wind (Rmax , km)

82

62

Translational speed (Vt , km/h)

59

65

Heading direction (θ, degree)

3.3

Results
Model results were used to characterize and understand hurricane generated loads

within the study area. Results includes COAWST and OpenFAST simulations as described here.

3.3.1

COAWST model validation: Hurricane Sandy

To validate the COAWST model (i.e. coupled ROMS+SWAN with external wind
field from NARR database), the time series of wind speed at 10 m elevation (U10 ) and
significant wave height (Hm0 ) were extracted at two wind stations and an observational
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Figure 3.6. The NACCS synthetic storm tracks and their simulated wind fields:
a) Storm 421; b) Storm 558; and c) Time series of simulated wind for Storm 421
and 558, that is extracted at BUZM3 (marked by a red dot in subfigure a) and b).
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wave buoy near the proposed sites. The wind stations are located at Buzzards Bay
(BUZM3) and Nantucket (NTKM3). The wave buoy is located off Block Island: 44097.
Figure 3.1 shows the locations of these stations. Table 3.2 and Figure 3.7 show the
comparison of the modeled and simulated data.

Table 3.2. Comparison of modeled (COAWST) and observed data.
Location

Peak value
Observed

Simulated

Error

%Error

BUZM3

31.20

25.17

-6.02

20 %

NTKM3

20.50

23.40

2.90

14 %

9.48

8.11

-1.36

14 %

U10 (m/s)

Hm0 (m)
44097

In general, there is a relatively good agreement between model results and observed
data. However, the peak wind speed is underestimated near the Buzzards Bay Station
which has led to underestimation of the significant wave height. This could be associated with the track of Sandy which was relatively far from these sites and inability
of the wind model to accurately resolve the hurricane field [39]. Referring to Figure
3.7, the model shows a convincing time series for wave simulation. At NDBC 44097,
simulated maximum wave height is 8.11 m during Hurricane Sandy. The peak observed
significant wave height is 9.48 m. Additionally, Hm0 and U10 from the nearest WIS hindcast model save point, 63095, were included in Figure 3.7 for further assessment of the
model performance. The peak U10 at WIS 63095 shows a better match to the observed
wind speed, which consequently results in a better match of the wave height. The WIS
project is based on another wind model (see [68] for more detail). Therefore, for a better
simulation of historical hurricanes, a number of wind models and wind stress parameterizations should be compared [39] to select the best wind dataset. The combination of
NARR dataset and the coupled ROMS+SWAN setup in COAWST system of this study
may not be the best configuration. However, for the purpose of this study (i.e., using
synthetic storms), it was shown that if the model is forced with accurate wind field the
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Figure 3.7. Comparison of the model results and the observed data for U10 and
Hm0 during Hurricane Sandy. The top panels shows the comparison of wind speed
at BUZM3 and NTKM3. The bottom panels show the comparison of wind speed
and wave height at 44097. The WIS 63095 (nearest WIS station to 44097) wind
data were also included for further comparison, as 44097 measures wave properties
only.
wave simulations will be convincing.

3.3.2

Spatial variability of the wind and wave fields within the proposed sites

The selected NACCS synthetic storms, Storm 421 and 558, were simulated in
COAWST. Since the full NACSS wind fields were not available (only the time series
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at selected points, or Save Points, have been archived and provided in the database), we
used the Asymmetrical Holland Model of the ADCIRC toolbox [55] to simulate the wind
fields based on the storm parameters as shown in Table 3.1. Figure 3.6 shows a snapshot
of the wind speed and the track of these synthetic storms. Storm 421 and 558 generated
peak U10 of nearly 40 m/s and 37 m/s, respectively. Note that 42.5 m/s is the border
of Category 1 and Category 2 hurricanes according to the Saffir-Simpson scale. Storm
421 travels northward from the tropics with a forward speed of 59 km/h. The track of
Storm 421 extends from the Caribbean to the north Atlantic Ocean before its landfall
near to the state border of Connecticut and Rhode Island (see Figure 3.3). Referring to
Table 3.1, Storm 558 has less intensity compared with Storm 421 but travels faster and
has a different track. It heads toward northeast after landfall while Storm 421 is heading
northwest after landfall.
The COAWST (i.e. ROMS+SWAN forced by external wind fields) simulation results for Storm 421 and 558 are presented in Figs. 3.8, 3.9, 3.10, and 3.11. The results
show that the storm/hurricane track and the radius of maximum winds (Table 3.1) play
important roles in wave generation in the site (see, Fig. 3.8). For instance, Storm 421
produced smaller waves within the proposed site even though it carried higher wind
speeds. During Storm 421, the maximum U10 reached to 40 m/s within the site (Fig.
3.9). Additionally, COAWST modeled larger radius of strong wind (> 20 m/s) for Storm
421, compared to Storm 558 (Fig. 3.6). The maximum Hm0 was 13.5 m within the site
for this storm (Fig. 3.9). Whereas, for Storm 558, the maximum U10 and Hm0 were
37 m/s and 15 m, respectively (Fig. 3.10). In addition, maximum wind speed and
maximum wave height of Storm 421 and 558 were found on the right side of the tracks
(Fig. 3.8). Figs. 3.9 and 3.10 demonstrate that maximum wind speed and maximum
wave height do not occur at the same time; and hence, the timing is essential for wave
generation during hurricanes. Referring to Figs. 3.9 and 3.10, the maximum wind speed
and the simultaneous wave height show different contours compared to the maximum
wave height and the simultaneous wind speed. Figure 3.11 presents wind fields at a time
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step and the simultaneous wave height during the simulations for comparison.

Figure 3.8. Maximum wind speed and maximum wave height for Storm 421 and
558, calculated based on results from the full simulation period. Hatched areas
(blue) denotes the study area presented in Figure 3.1.
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Figure 3.9. Zoomed results for Storm 421. Top panels show maximum wind speed
(left) and the corresponding simultaneous significant wave height for the maximum
wind speed (right). Bottom panels show maximum significant wave height (left)
and the corresponding simultaneous wind speed for the maximum wave height
(right). Black line shows the track of Storm 421.
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Figure 3.10. Zoomed results for Storm 558. Top panels show maximum wind
speed (left) and the corresponding simultaneous wave height for the maximum
wind speed (right). Bottom panels show maximum significant wave height (left)
and the corresponding simultaneous wind speed for the maximum wave height
(right). Black line shows the track of Storm 558.
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Figure 3.11. Snapshots of the wind speed map and the corresponding simultaneous
wave height for Storm 421 and 558. Left panels show the wind speed and the right
panel present the corresponding simultaneous wave height.
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The potential impact force of waves and wind, in a simplified formulation, can be
estimated by momentum flux as follows,

F = C1

1
ρa hU 2
2

cg
1
=
n=
c
2


1+




+ C2
wind

2kh
sinh 2kh

1
1
2
ρw gHm0
(2n − )
16
2


(3.1)
waves



σ 2 = gk tanh kh ; where σ =

; where k = 2π/L

(3.2)

2π
T

(3.3)

where F is momentum flux or “potential” impact force per unit width, Ci are coefficients
that depend on the size and geometry of monopiles, ρ is density of the fluid, g is the
gravity constant, and n is the ratio of group velocity to wave celerity (0.50 ∼ 1). The
wave term in the above equation represents wave radiation stress.

As group velocity

(cg ) and wave velocity (c) are influenced by wavelength (L), wave period (T ), and water
depth (h), it is important to include these on wave forces calculation (Eqs. 3.2 and 3.3).
Referring to Eq. 3.1 and to assess the spatial variability of the wind and the wave
loads within the study area, ratios of U10 2 to its mean and Hm0 2 (2n − 21 ) to its mean
over the site were calculated, and presented in Figure 3.12 and 3.13. These ratios are
proportional to the wind and the wave loads, respectively. As mentioned before, severe
wind and wave conditions can be simultaneous during hurricane, but the timing of wind
and wave peak loads are not necessarily the same. In standards, environmental forces
(e.g. 500-year wind speed, 500-year wave height) are often assumed independent, where
combinations of those can be used to compile design conditions of a certain risk (i.e.
Design Load Cases; see [20]). In this study, the maximum wind speed and the maximum
wave height were used to investigate the spatial variation of loads during Storm 421 and
558.
For the wave loads calculation, we first investigate the variation of n based on the
range of maximum wave height and the associated wave period over the sites. The ranges
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of 9-15 m for the wave height and 12-19 seconds for the peak wave period were found
based on the COAWST simulations. Using these ranges, a simple analysis illustrating
the relationship between water depth h and n was constructed to see the influence of
n over the sites (Fig. 3.14). It was found that n values vary from 0.5 to 0.8 for the
sites. Hence, additional analyses were performed to compute the associated n values for
the maximum wave height at each COAWST numerical cells (Fig. 3.15). Wave forces
were calculated accordingly using expression presented in Eq. 3.1. It is important to
notice that n changes throughout the storm simulations. Fig. 3.15 presents the influence
of bathymetry, and n on wave forces for the maximum wave height extracted at each
numerical cell.
In terms of the vertical variability of wind load, it was assumed that U10 is proportional to Uhub (wind speed at hub-height), therefore the ratio would remain the
same. This assumption is consistent with simplified logarithmic or power law distribution [20, 69, 70, 71]) but these distributions may not be valid for hurricane conditions;
more assessment is required in this respect[72, 73].
Referring to Figs. 3.12 and 3.13 up to 20% and 40% variation was shown in the
wind and the wave loads, respectively, can be observed during a hurricane in this area.
The variability of a load depends on the hurricane track and varies from Storm 421 and
558.

3.3.3

OpenFast simulations

As mentioned, data-based techniques mostly assume a uniform distribution of
wind/wave load in a site. OpenFAST was used to assess how spatial variability of
wind and wave leads to variations in structural responses of a typical turbine. Five
locations were selected to assess the variability of the wind and the wave field in the
area (Table 3.3). The total tower base moment at the monopile base (reactMYss), and
the displacement (PtfmSurge) at the transition point of the tower and the monopile
structure (z=+10 m) were extracted and compared. Figure 4.14 presents an example of
OpenFAST time series output from location P1.
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Figure 3.12. Spatial variation of maximum wind speed and maximum wind load.
Left and right panels show results for Storm 421 and 558, respectively. Color
scales show the ratio of the variable to its mean over the site, black lines present
the storm tracks, and labeled markers show the selected evaluation points for
OpenFAST analysis.
Results presented in Table 3.3 show how variation in external wind/wave load leads
to significant changes in internal force (reactMYss) and deflection (PtfmSurge) of the
turbine. Storm 558 generated the maximum base-moment (My), 365.1×103 kNm that
leads to an extreme surge displacement (δ) of 0.455 m. Furthermore, the load variation
of Storm 558 can cause up to 22% change in both platform surge displacement (δ).
Results of Storm 558 showed similar change in base total moment (My), 20%. Storm
421 produced smaller variation in structural responses, about 15%.

3.4

Discussion
Storms selections in this study were based on GEV analysis for the 500-year wind
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Figure 3.13. Spatial variation of the maximum wave loads for Storm 421 and 558.
Descriptions are identical to Fig. 3.12.

Figure 3.14. Relationship of n and water depth (h) for typical values of wave height
and wave period within the sites.
speed at BUZM3. Therefore, Storm 421 and 558 relate more to the local wind condition over the sites rather than representing hurricanes of certain return period (e.g. the
National Hurricane Center hurricane return period map). As the wind speed condition
of a certain probability (e.g. 500-year return period) and the hurricane return periods
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Figure 3.15. The value of n associated to the maximum significant wave height for
Storm 421 and 558 (as shown in Figure 3.9 and 3.10).
Table 3.3. Summary of OpenFAST simulations at selected locations. Percent (%)
change shows the difference to the mean of the five points.
U10
(m/s)

Hm0
(s)

Tp
(m)

δ
(m)

My

% change

6

(×10 Nm)

% change

Storm 421
P1

38.29

11.31

12.78

.368

2%

316.7

7%

P2

39.17

12.99

16.71

.383

6%

307.8

4%

P3

40.08

12.21

16.71

.350

4%

280.8

5%

P4

39.34

13.35

16.71

.401

11%

321.5

9%

P5

38.65

11.30

16.71

.308

15%

248.0

16%

mean

.362

294.9

Storm 558
P1

35.96

14.53

16.72

.455

15%

365.1

16%

P2

35.34

13.94

19.11

.446

13%

356.0

13%

P3

34.34

11.52

16.71

.309

22%

249.9

21%

P4

34.07

14.09

19.11

.454

15%

362.2

15%

P5

35.44

11.39

16.71

.306

22%

246.8

22%

mean

.394

316.0

(e.g 20-year return period of hurricane) describe different concepts of probability, discrepancies can occur when both are compared. For instance, the 500-year wind speed at
BUZM3 was calculated at 33 m/s. According to NHC, on average, this region can expect five or more hurricanes hurricanes (≤49 m/s or ≥33 m/s) during the next 100 years
period). Similar discrepancies were also shown by other studies. For the Gulf of Maine
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Figure 3.16. Example of OpenFAST time series output based on wind speed and
wave height extracted from Storm 421 simulation, at location P1.
region, the hurricane return period is 30-50 year. According to [22], the 100-year wind
speed is about 23-25 m/s, which is much smaller than the hurricane wind speed limit. It
is also possible to include estimated values of hurricanes outside the measurement period
(e.g., 1938 hurricane) to reduce this discrepancy.
Storm 421 and 558 were selected for simulation of hurricane risks that imitate the
500-year wind speed (or more) at BUZM3. The peak speed of both storms fall between
the mean and the upper 95% confidence limit of the 500-year wind speed: 35 m/s and 41
m/s, respectively (see Figure 3.4). It is worth noting that the track of Storm 421 and 558
follow the path of Hurricane Sandy (2012) and Bob (1991), respectively. There is a 10%
difference between the peak wind speed of Storm 421 and 558. Therefore, storm 421 can
potentially represent a 500-year event in future, considering a % 10 increase in intensity
due to climate change, which is also close to upper 95% confidence limit. Additionally,
it is recommended to use upper 95% confidence intervals for hurricane risk assessments
as this increase can compensate for several sources of uncertainty such as climate change
and lack of sufficient data. This is a practice which is also used in coastal flooding
studies [74]. While extreme value analyses of data at a nearby station can be used to set
up storm scenarios representing wind condition of a certain probability, future research
for offshore wind turbine development in this region can include scenarios representing
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hurricane of a certain intensity and various tracks to better understand the wind and
wave forces. In addition, a more advanced framework for hurricane risk assessment was
recently presented by [75] and can be implemented. The methodology of the cited paper
has been adapted from risks assessment framework in performance-based earthquake
engineering.
More complicated modeling systems can be implemented to better characterize the
hurricane risk. For instance, in COAWST, WRF can be added (i.e., ROMS-SWANWRF) to better resolve the wind field for a realistic historical event [76], and also resolve
the boundary layer. Nevertheless, for synthetic storm simulations that were used in this
study, simplified models such as asymmetric Holland model are still preferred. They can
efficiently generate a variety of possible wind scenarios for hurricane risk assessments.
For simulation of wind and waves in COWAST, the effect of turbines and their
substructure on the flow field were not included. This is a reasonable assumption for
parked condition (almost no wake) and considering the small dimensions of monopiles in
a regional ocean modeling system. However, high-fidelity CFD codes that include fluidstructure interactions (e.g., [77]) can be implemented for both atmosphere and ocean to
improve the accuracy. Nevertheless, these applications should be in parallel with data
collections within the constructed wind farms to validate those models at these scales in
future.
OpenFAST application in this study were limited to a simple offshore wind turbine
structural analysis using 1) steady wind configuration, and 2) JONSWAP wave spectrum
to resolve the objectives of this study. A more realistic input configurations such as time
dependent wind and sea state or simulated SWAN wave spectrum can be used to present
a more detailed and realistic structural analysis. However, for the purpose of the sensitivity analysis that was carried out in this research the simplified methodology seemed
adequate. Additionally, the length of simulation was set to 12 minutes. This selection
was based on previous application of OpenFAST (e.g [65, 66, 64]). However, longer simulation period may be required as peak wave period can be longer for hurricanes, and
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the fact that maximum hydrodynamics loads occur based on some combinations of wave
height and wave period (time series). To present a more realistic and detailed OpenFAST analysis, future research can include the application of time series of wind and
water level (time domain analysis) or more realistic wave spectrum. Longer simulation
time can be considered to capture the more combination of wave height and wave period
that is derived from the wave spectrum.
Structural analysis results shown in Table 3.3 only present a few locations over the
sites. While the effects of spatial variation on structural responses can be seen in the
results, more comprehensive assessment of spatial variability of structural risks can be
carried out which include the entire domain.

3.5

Conclusion
In this study, hurricane wind and wave fields within the proposed wind farm sites

offshore Rhode Island and Massachusetts were simulated using the COAWST coupled
ocean-atmosphere model. Results showed a significant spatial variation of wind and wave
fields that can lead up to 40% of variation for wave loads. It was shown that the spatial
variation of hurricane generated wind/wave fields strongly depend on the hurricane track
and other oceanographic parameters (e.g. coastline).
Structural analysis showed significant but less variation of internal forces and deflection for a typical monopile turbine: up to 22% for deflection and total base moment.
Using data-based methods (e.g. [22, 28]) that estimate hurricane risk/loads in an
offshore wind farm site and neglect spatial variability of wind/wave load can lead to over
or -underestimation of the storm risk, and consequently structural safety issues.
It is recommended to use ocean/atmospheric models with sufficient resolutions to
assess hurricane risk for planning and operation of offshore wind farms in the US East
Coast.
Using high fidelity CFD models that are forced with ocean/atmospheric models and
include fluid-structure interaction processes (e.g., effect of piles and turbines on wave or
wind field) can lead to more accurate results; however, applications of those models are

69

still challenging due to lack of sufficient observed data and high computational cost.
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Abstract
Offshore wind industry is developing rapidly off the US Northeast Coast as the best
source of alternative renewable energy. With many planned wind farms in this region,
hurricanes pose the greatest risk to turbines and their substructures. For assessment of
extreme environmental conditions, or hazard intensity measures, such as wind and wave
loads (e.g., 50-year or 500-year wind speed) various methodologies including univariate
(e.g., Generalized Extreme Value distribution; GEV) and multivariate (e.g., Inverse First
Order Reliability Method; IFORM) analysis have been recommended in standards that
lead to different results. Further, due to lack of long term observed data at a site,
using available observed/hindcast at nearby stations can lead to additional errors. The
objective of this study was to better understand and quantify the level of uncertainty
in extreme value analysis of wind/wave (e.g., 50-year and 500-year return periods) in
an area off the northeast of the US where several large projects have been planned. A
comprehensive univariate and bivariate analysis of wind/wave data at several stations
were carried out and results were compared. In addition, OpenFAST was implemented
for structural analysis of a typical turbine to examine the sensitivity of the substructure to
this uncertainty, which is caused by environmental loading errors. Some recommendation
to address these uncertainties were made such as using using bivariate methods for 500year events where univariate methods lead to a very large uncertainty.
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4.1 Introduction
4.1.1 Background
Off the US Northeast Coast, offshore wind industry is developing rapidly following
the success of the first pilot project, Block Island Farm. Several large projects1 have been
planned in this area by various states including Bay State Wind, Revolution Wind, and
Vineyard Wind with ambitious goals of providing a large portion of electricty demand
(Fig. 4.1).

Figure 4.1. Map of the US Northeast Coast including the BOEM offshore wind
energy lease sites and some of the proposed projects. Color scale and contour lines
shows the bathymetry, and colored markers represent wind and/or wave recordings
in the region. The red box shows the focused site of this study.
Assessment of extreme environmental conditions such as wind and wave loads is
necessary at planning/design and operation stages of offshore wind turbine (IEC [1],
DNV-GL[2]). In the planning stages, some load case scenarios for the design of a wind
turbine substructures and foundations are based on extreme conditions. Traditionally,
1

vineyardwind.com, baystatewind.com, equinor.com, us.orsted.com
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statistical methods have been used to characterize a storm condition that creates an acceptable level of risk: a wind/wave condition with N -year return period, or an equivalent
exceedance probability. In 2019, IEC recommended considering extreme environmental
conditions with a 500-year return period for areas that are prone to tropical storms.
While using an extreme wind condition with a certain chance of occurrence is a standard
method of assessing the risk of hurricanes, other methods adopted from earthquake engineering have been proposed for hurricane risk assessments. These methods are based
on a more comprehensive risk assessment framework which involves combing hazard intensity measures, structure responses, and damage measures to estimate the probability
of failure or percent damage of a turbine [3].
Planning and operation of an offshore wind turbine in the ocean environment
is subjected to several sources of uncertainty during normal and extreme conditions
[4, 5, 6, 7, 8]. The sources of uncertainty can be classified into aleatory and/or epistemic
[9]. The aleatory uncertainty is due to the inherent variability/randomness in the ocean
environment such as climate change and inter-annual variability of extreme waves. The
epistemic uncertainty is originated from lack of understanding/knowledge in the environmental processes around a turbine or its structural behavior. The epistemic uncertainty
leads to model errors. Uncertainties in characterizing environmental conditions of wind
turbines (aleatory and epistemic) can lead to uncertainty in the structural reliability
analyses of turbine structure/substructure (e.g., up to 30% [5]). Several research have
highlighted the importance of uncertainty in environmental conditions of wind turbines
which can lead to fatigue or structural safety issues [6, 10, 11]. In particular, the role
of uncertainty in extreme value analysis [7, 8, 12] of wind/wave data in planning and
design of offshore wind farms is the focus of this study.

4.1.2

Extreme value analysis

In general, the chance of occurrence, or return period of wind/wave parameter (i.e.,
hazard intensity measure), can be evaluated based on univariate or multivariate analysis
([13, 14, 15, 16, 17, 18, 19]).
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Univariate methods fit a probability distribution model (e.g. Gumbel distribution
[20], Generalized Extreme Value distribution – GEV [21], or Generalized Pareto distribution – GPD [22]) to a hazard intensity measure such as wind speed or wave height.
Univariate methods ignore the correlation of hazard intensity variables; e.g., they do
not consider that higher waves are generated in higher wind conditions, or larger wave
heights have larger wave periods. For instance, Viseli. et. al. [13] used GEV and GPD
to compute the extreme wind sand wave parameters for offshore wind development in
the Gulf of Maine using the Northeastern Regional Association of Coastal Ocean Observing Systems (NERACOOS) database. As the probability distribution functions in
univariate methods depend on several tuning variables, some studies have focused on
optimizing the GEV and GPD parameters for more reliable estimation of extreme values
[23, 24, 25, 26, 27, 28].
Multivariate analyses extend the application of univariate methods to include two
or more hazard intensity variables using joint probability distributions. The distribution models and the relationship (i.e. dependency) among hazard intensity variables can
be derived from both independent and/or joint datasets. Methods to model the joint
probability distributions includes: copulas [29, 30, 31], global hierarchical conditional
models [32, 33, 34, 35], kernel density estimates [36, 37, 38], and conditional extreme
value models [39, 40, 41]. Unlike the univariate methods, the definition of multivariate
exceedance probability is not unique as it describes conditions for all variables involved
[42]. Several studies (e.g. [43, 44, 45, 46]) have proposed and discussed different definitions and methods of multivariate exceedance such as Inverse First-Order Reliability
Method (IFORM) [32, 43] , direct sampling (DS) method [47, 43], Inverse Second-Order
Reliability Method (ISORM) [48] and highest density region (HDR) method [35].
This paper focused on the application of univariate and bivariate analyses for the
proposed sites presented in Fig. 4.1. The univariate analyses include GEV and GPD
methods, while the bivariate analyses use global hierarchical methods and IFORM. More
details of the selected methods were presented in the following sections.
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4.1.3

Environmental contours

In engineering, a structure is designed in a way that it can withstand the loads
induced by the environment. For offshore wind turbine, the structure is exposed to
the ocean environment, where wind, waves and currents changes continuously. As it
is difficult to predict the loading parameters for a long time period (e.g., 500 years),
stochastic methods are commonly used to model the environmental parameters. With
this method, probability density functions are defined based on environmental data and
extreme value analysis can be performed to calculate the design conditions (e.g. 500-year
wind speed).
In the multivariate analysis of sea state, extreme wind/wave parameters are estimated based on the joint distribution of hazard intensity variables – rather than distribution of each variable separately [16]. Further, a design region is derived from the
joint probability distribution functions (see Fig. 4.2). A structure (turbine, substructure, or foundation) should be designed in such a way that that it can withstand the
environmental loading within the design region . The chance of structural failure in that
region is less than a specific value corresponding to a return period. The boundary of
the design region is called environmental contour (Fig. 4.2). In particular, the IEC
61400-3 standard [1] has explained the use of IFORM (Inverse First Order Reliability
Method) for calculation of wave height which is conditional on the wind speed (Annex F).
This method results in environmental contours (two variables) or environmental surfaces
(three variables). On the environmental curve/surface, the hazard intensity variables
have the same return period. A fundamental issue of applying multivariate methods is
lack of sufficient extreme data that is necessary to fit a joint probability distribution
function. To deal with this issue, methods such as Nataf model [49] and multivariate
de-clustering [50] have been recommended and applied to wind and wave data.
As different definitions for environmental contours exist, a clear description of exceedance probability is required to avoid confusions. In univariate analysis, the classical
definition of exceedance probability, a, is calculated based on one-sided exceedance over
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Figure 4.2. The concepts of environmental contour, design region, and marginal
exceedance probability in bivariate extremal analysis [35]. The design condition
points are also shown.
a threshold x,
Z
P (X > x) = 1 −

x

f (x)dx = a

(4.1)

0

where P (X > x) is the probability of an event X exceeding a threshold x, and f (x) is the
probability density function. For multivariate analysis, the expression in Eq. 4.1 extends
to the n-dimensional variable space, P (X1 ≥ x1 , X2 ≥ x2 , ..., Xn ≥ xn ). Therefore, it
allows various exceedence definitions (i.e. environmental contour ; [35, 44, 42]) that can
include but not limited to 1) the classical one-sided exceedance as described in univariate
analysis (Fig. 4.3a). Other definitions for environmental contours include: 2) contours
defined by two-sided extreme probabilities (Fig. 4.3b), and 3) contours defined using
a constant probability density (i.e. isodensity) contour fm where the total probability
inside the contour fm is equal to 1 − a; also known as the highest density region method
(HDR; Fig. 4.3c).
Different methods can be implemented to calculate environmental contours following the definitions presented in Fig. 4.3; e.g., methods based on the isodensity contour
[51, 2], methods based on joint exceedance regions [52], or methods based on univariate
analyses [50]. In this study, we focus on the IFORM method (as suggested by IEC)
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Figure 4.3. Definitions of environmental contour and their association with the
exceedance probability in univariate analysis. Top panels: univariate probability
distribution (n = 1). Bottom panels: example data and contours for bivariate
analysis (n = 2). a) One-sided exceedance probability. b) Based on two-sided
extreme probabilities. c) Highest density region, f = fm . This figure was redrawn
from the descriptions presented by [35].
which follows two-sided extreme probabilities (Fig. 4.3b). More details about IFORM
were presented in Section 4.2.2.

4.1.4

Challenges

For univariate/bivariate analysis of hazard intensity measures, long records (more
than 30 years) of wind and wave data that are sufficiently close to a wind farm site
are necessary[1, 2]. In the absence of such data at a site of interest (which is usually
the case), methods such as measure-correlate-predict (MCP; [53, 54]) may be applied
to generate a long time series based on a shorter period of measurement. Since short
measurements at or near a wind farm site, which are conducted during planning stages,
do not usually include extreme storms, MCP method may lead to significant errors when
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applied to extreme data [54]. In addition to measured data, numerical hindcast data that
reasonably resolve the spatial variability of wind/wave can be implemented [1]. These
datasets include the European Centre for Medium-Range Weather Forecasts (ECMWF;
[55]), North American Regional Reanalysis (NARR; [56]), the Northeast Coastal Ocean
Forecast System (NECOFS) 2 and, the hindcast model from the Wave Information Studies (WIS3 ; [57]).

4.1.5

Objectives

The objective of this research is to better understand and quantify the level of
uncertainty in the extreme value analysis of wind/wave (e.g., 50-year and 500-year return periods) in the area shown in Fig. 4.1. Further, OpenFAST analysis of a typical
turbine will be used to examine the sensitivity of the a turbine substructure to this
uncertainty originated from environmental loading. Based on these approaches, some
recommendations to address these uncertainties were made.

4.2

Methods
This study employs a combination of statistical and numerical modeling approaches

to quantify the uncertainty of wind/wave extreme loads. A flowchart of methods used
in this study is presented in Fig. 4.4.

Table 4.1. Wind and wave data used in this study.
Stations
NDBC
BUZM3
44020
44097
NTKM3
WIS
63087
63075
63095

2
3

Location
Latitude Longitude
41.397
41.493
40.969
41.285

-71.033
-70.279
-71.127
-70.096

41.17
41.25
41.08

-70.83
-71.08
-71.42

V

Length of the record (year)
Hs

Tp

32 (1985-2018)* 12 (1990-2005)* 12 (1990-2005)*
10 (2009-2018) 10 (2009-2018) 10 (2009-2018)
10 (2009-2018) 10 (2009-2018)
11 (2005-2018)
WIS hindcast period: 1980-2014
35
35
35
35
35
35
35
35
35

www.ecmwf.int, www.emc.ncep.noaa.gov/mmb/rreanl, fvcom.smast.umassd.edu/necofs
wis.usace.army.mil
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Figure 4.4. Flowchart of methods used.
4.2.1

Study area and data

This study area includes the proposed offshore wind farm development sites located
off the coast of Rhode Island and Massachusetts (Fig. 4.1). Two sources of data were
used in this study: 1) measured data from National Data Buoy Center (NDBC4 ), and
2) hindcast model from WIS. NDBC provides data from active measurement stations,
and WIS published a hindcast data for year 1980 to 2014. Records of measured 10meter wind speed (V ), significant wave height (Hs ), and the peak wave period (T p) were
retrieved for stations located near to the sites presented in Fig. 4.1. Table 4.1 shows the
source and length of the record of the data used in this research.

4.2.2 Extreme value analysis
Univariate method
Two univariate methods were used for extreme value analysis of wind and wave
data. The first method was based on GEV [21] distribution. A time series of peak
daily, weekly, monthly, or yearly data can be extracted from the wind/wave dataset;
then a GEV probability distribution is fitted to the data, and exceedance probabilities
4

www.ndbc.noaa.gov
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of a parameter can be calculated using the GEV function. Considering, for instance, the
time series of monthly maximum significant wave height in a WIS station (Fig. 4.5),
many of the data points are clustered in the lower range (e.g., 1 m to 6 m) while there
are only a few data in the upper range (i.e, 6 m to 10 m). This leads to a drawback for
GEV method as its parameters/shape maybe controlled by this high concentration of
less important events/data in the lower range. The second method uses the peaks which
are Over a Threshold (POT); hence, constructing a probability distribution (or a ‘tail’)
based on more significant extreme events [22]. While GEV is a classical method for
univariate analysis some research recommend GPD (Generalized Pareto Distribution)
which is based on POT due to its advantages [58, 59, 13]. In this study both methods
were used and compared.
The GEV family curves [17, 21] are a combination of Gumbel, Weibull, and Fretchet;
GEV consists of there model parameters which are optimally estimated to fit the extreme
data : the scale (α), the location (β), and the shape (κ):
(a) Weibull distribution (κ < 0) and Fretchet distribution (κ > 0),

 1!
κ(x − β) − κ
f (x) = exp − 1 +
α

(4.2)

(b) Gumbel distribution (κ = 0)


(x − β)
f (x) = exp exp −
α


(4.3)

GPD is an extension of the GEV to allow a better modeling of the ‘tail’. By
implementing a threshold, θ, the model parameters include the scale (α), and the shape
(κ) (Eq. 4.4 and 4.5) as follows:
1
 

1
(x − θ) −1− κ
F (x) =
1+κ
; for κ 6= 0
σ
α

(4.4)

 


1
(x − θ)
F (x) =
exp −
; for κ = 0
σ
α

(4.5)
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After parameter estimation, and using the probability distribution/density functions,
the exceedance probability and return periods can be calculated.
As mentioned before, univariate analyses use the classical one-sided probability
definition over a threshold, x, as presented in Eq. 4.1. GEV methods can directly apply
this as it is based on the full (i.e. complete) distribution model. For GPD, the analysis is
focused on the ”tail” data (i.e. partial) that is separated from the complete model with
POT methods. The chance of having an event larger than the POT threshold value is
P (XP OT ); also, P (X > x) = a∗ represents the exceedance probability of the ”tail” data.
Therefore, the exceedance probability for GPD is the product of the two (Eq. 4.6).
P (X > x) = a∗ P (XP OT )

(4.6)

To present an acceptable level of risk, engineering design adapts the concept of
return period, N (usually presented in years), that was based on practice in hydrological
and geophysical risk assessment. N presents a simple way to quantify the occurrence
probability of an event, X, based on the average inter-arrival time T > 0 between the
X and the threshold, x. Using the definition in Eq. 4.1 N can be expressed as,
N=

dT
dT
=
P (X > x)
a

(4.7)

Different types of data (e.g. monthly) can be used to calculate the N -year return period,
as Eq. 4.7 implies the periodicity of dT /a within the sample size. For example, one can
calculate the return period in years using the monthly data by simply using dT = 1/12
for the associated monthly sample size.
In this study, the maximums of wind/wave data in a month time-interval were used
for in the univariate analysis. This is justified as a tropical storm (or a nor’easter) usually
lasts for a few days (typically less than 4 days5 ); therefore, the maximums of V and Hs
are generally related to an event. It is also assumed that if two events occur in a month
the larger wind event leads to the larger wave event; also ignoring, rare cases when an
event starts in a calendar month and continues in the next month. To demonstrate the
5

https://www.nhc.noaa.gov/outreach/history/
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validity of this assumption, the time stamps of maximum wind speed and wave height
data in every month were extracted and the time lag (δt) between them were calculated.
Results showed that only about 45% of V and Hs occurred within 5 days 4.5). Smaller
number of (large) simultaneous events can be expected as this preliminary analysis was
based on monthly data.

Figure 4.5. Analysis of monthly V and Hs data at WIS 63087. Time lag between
peaks is described as δt = tV − tHs . The histogram summarized the occurrences
of the time lag between the peak of wind and wave data throughout the recording
period.

Bivariate method
The conditional modeling approach (CMA) use a set of distribution models to describe the jointed wind-wave distribution (V |Hs ) and waveheight-wave period distribution (T p|Hs ) [60]. CMA employs a hierarchical parameterizations of a jointed stochastic
variables using simple equations, commonly called dependency functions [35, 61, 62].
Using the information from CMA models, the design region is computed based on the
Inverse First Order Reliability Method (IFORM). For the Hs |V jointed distribution, the
wind speed distribution is assumed to follow the exponentiated Weibull distribution [63]
and the significant wave height assumed a exponentiated Weibull distribution that is
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conditional to V . These probability distributions can be expressed as [60],

  κ γ
V
FV (V ) = 1 − exp −
α

FHs (Hs |V ) =


γ(Hs )
 
Hs κ(Hs )
1 − exp −
α(Hs )

Hs∗ = c1 + c2 (V )c3 ; κ(Hs ) = c4 +

α(Hs ) =

1+

c5
−c
e 6 (V −c8 )

(4.8)

(4.9)

; γ(Hs ) = 5

(c1 + c2 (V )c3 )

(4.10)

(4.11)

2.04451/κ(Hx )

where α is the scale and κ is the shape parameter. The exponentiated Weibull distribution includes a second shape parameter, γ, that allows better characterizations of extreme
events. The proposed dependency functions assumes that the median of significant wave
height (Hs∗ ) grows with V , the shape parameter κ(Hs ) follows a logistic function, and the
second shape parameter γ(Hs ) is set at the value of 5 (Eq. 4.10). The scale parameter, α,
is then derived accordingly (Eq. 4.11). The ci constants are computed to find the best
fit to the data. The exponent constant of V in Eq. 4.11 can represent complex processes
in wave generation (e.g, linear, quadratic, or exponential growth), as demonstrated by
some research in this field (e.g., [60, 64]).
For Tp |Hs , exponentiated Weibull distribution for Hs , and Log-normal distributions
for Tp , conditional on the Hs (see )[65, 66, 34, 33]) were applied, as follows,

  κ γ
Hs
F (Hs ) = 1 − exp −
σ
1 1
F (Tp |Hs ) = + erf
2 2

ln (Tp ) − µ(T p)
√ 2
2σ(T p)

(4.12)

!
(4.13)

The mean parameter of the log-normal distribution, µ(T p) , is formulated using p1 and
p2 , as tuning variables, and as a function of Hs , (Eq. 4.14). The second parameter in
the Log-normal distribution, σ, is modeled using an asymptotic model (Eq. 4.14) to
describe the variance (scatter properties) of the data.
s !
Hs
p4
µ(Tp ) = ln p1 + p2
;
σ(T p) = p3 +
g
1 + p5 Hs
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(4.14)

pi values are calibrating parameters that will be optimized using the data.
As mentioned, in this paper, environmental contours based on the IFORM method
were calculated. In brief, joint conditional probability models described above were first
obtained based on the data, and then were used to construct IFORM contours at each
station.
To calculate the environmental contour, IFORM defines the exceedance probability
in the in the normal/Gaussian space, Uj , instead of the environmental variable space,
Xj . The exceedance probability of joint probability functions is defined in a Gaussian
space as a circle with a radius of β = U12 + U22 . A value of φ(β) is equivalent to a return
period; φ(β) = 1 −

dT
N ,

where N is the return period and dT is the periodicity of the

joint data for the associated sample size. Points along the circle were then transformed
into the environmental parameter space using the information provided by the joint
distribution functions. This transformation is done using the inverse Rosenblatt function
[67]. Here, IFORM implies a reliability method that assumes the exceedance probability,
a, approximates the structure failure region (see Fig. 4.2).
For example, let φ(u1 ) = FV (V ) and φ(u2 ) = FHs (Hs |V ), where φ denotes the
standard normal/Gaussian cumulative distribution function. A value of β shall then be
calculated first to represent a desired sea state. For the 50-year return value based on
1-hour sea state data, N = 50 ∗ 365 ∗ 24/1 = 438300, leading to 1/N = 2.2815 × 10−6 ,
and β = φ−1 (1 − N1 ) = 4.58; other variations of N can be computed accordingly (e.g., for
3-hour sea state duration). Values for u1 and u2 (i.e., points along the circle) can then
be derived from β, and transformed into the V and Hs coordinates using the following
transformation,
 q

V = FV−1 φ
β 2 − u22
 q
 
−1
2
2
Hs = FHs φ
β − u1 V

(4.15)
(4.16)

The bivariate analyses of this study were conducted using vironconcom6 toolbox
6

https://github.com/virocon-organization/viroconcom
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[68]. Vironcomcon is a Phyton statistical package to calculate environmental contours
based on the global hierarchical model. Common distributions for environment variables such as Normal, Log-normal, and Weibull are included in vironconcom, and can
be applied for joint probability model fit. In addition, several formulations for dependency functions are available (e.g. exponential, logarithmic), and the toolbox is able to
compute four definitions of environmental contours: IFORM, ISORM, DS, and HDR.
Some applications of the toolbox, including the proposed particular dependency structures, have been demonstrated by previous studies in this field (e.g, [60, 35]). Daily data
were used in the bivariate analysis considering the model sensitivity to data points (i.e.
sufficient data points are needed to generate a good model fit).

4.2.3

Uncertainty analysis

Using the same dataset, the wind and wave parameters for various return periods
were estimated based on different methodologies (i.e., univariate and bivariate). This
analysis will demonstrate the uncertainty caused by selecting different methods when
a design engineer deals with extreme value analysis. Further, variability of the results
depending on the source of the data (e.g., WIS, NDBC) near the site will be also demonstrated. OpenFAST simulations were then performed for a typical offshore wind turbine
to see the sensitivity of structural response to uncertainty of environmental loading.

4.2.4

OpenFAST structural/hydrodynamic model

A typical offshore wind turbine model was used in this study which was based on
the 5MW-OC3 project [69] published by the National Renewable Energy Laboratory
(NREL). It is a 3-bladed turbine model with a hub height of +86.7 m above Mean
Sea Level (MSL) and a blade rotor diameter of 126 m. The support structure is a
monopile for 50 m ocean depth. The foundation is simulated as a fixed point on the
ocean bed, for simplicity. Fig. 4.6 presents the gross properties of this model, and more
details of the structure specifications are provided by Jonkman and Musial. [69]. The
performance/verification of this model has been assessed in previous studies [70, 71, 72,
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Figure 4.6. Important properties of the OpenFAST offshore wind turbine model.
73], and not presented here for brevity.
Simplifications were made for the structural simulations, as this study is focused
on the sensitivity of force analyses to the uncertainty originated from environmental
loading rather than a detailed design of a specific turbine. A “parked” turbine condition
was assumed during extreme wind condition. Further, JONSWAP wave spectrum was
used to model the sea-state based on the extreme value analysis results. Here, wind and
wave inputs were applied without safety factors, and were set to be perpendicular to the
blade swept area. Lastly, the simulation length was justified for 12 minutes following the
recommendation by previous application of OpenFAST [6, 74]. Two parameters of OpenFAST outputs, mudline moment (reactMYss) and platform surge motion (PtfmSurge)
– calculated at tower base), were extracted, and were used to investigate the sensitivity
of the structural response.

4.3 Results
4.3.1 Univariate analysis
The results of GPD and GEV analysis are shown in Fig. 4.7, Fig. 4.8, and Table
4.2. In general, the results of GPD and GEV are in agreement; however, in some stations
notable differences were found at such as stations NTKM3 and 44097 where GEV leads
to relatively large high return period values. In addition, the values of R2 are presented
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in Figs. 4.7 and 4.8 to evaluate the performance of GEV and GPD fit. Although R2
values (≥ 0.90) were found convincing for most stations. However, R2 evaluates the fit
for all data points included and does not necessarily describe the same performance for
higher return periods (i.e. extreme events). For instance, lower R2 values were found for
GPD which does not necessarily mean a better performance of GEV.
Selection of a threshold is a sensitive step in the GPD method. The thresholds
should be selected in a way that important and significant extreme events are included
in the extreme value analysis. A threshold of 18 m/s was selected for wind, which
is the lower limit of tropical storm wind limit (>18 m/s and <33 m/s; see https:
//www.nhc.noaa.gov). This threshold is also less than a cut-out speed of typical wind
turbines (around 25 m/s, indicating non-operational/extreme conditions). For Hs , the
threshold was set to 3 m following Ragan and Manuel [28], which suggests the threshold
to be larger than the mean of the data plus 1.4 or 1.9 times the standard deviation.
Although this criterion leads to a different threshold for each station, 3 m is reasonably
close to the wave climate of this region and was used. Therefore, constant thresholds
were applied to the wind and wave data.
Results (Fig. 4.7) showed that the GPD method produces lower values for larger
return periods. This difference can be related to the way that GPD is tuned to only very
extreme data points; Other previous research have reported a similar trend ([13, 18]).
Referring to Fig. 4.7, the highest extreme wind speed was computed at BUZM3:
32.6 m/s and 35.0 m/s for V50−year and V500−year return periods, respectively (see Table
4.3). In addition, results from 44020 and NTKM3 predicted a notably lower extremes
as these stations are located in protected areas with lower exposure to storms.
Results for extreme Hs followed a similar trend. For the 50-year return period, buoy
44097 produced the highest Hs,50−year value of 9.5 m/s among the stations (see Table
4.3). In contrast for Hs,500−year , all WIS stations predicted higher values compared with
buoy 44097. Up to 11.5 m of extreme wave height was predicted for the 500-year return
period based on the GPD method. Station 44020 is located in sheltered areas between
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the southern coast of Cape Cod, Martha’s Vineyard, and Nantucket Island (see Fig. 4.1),
and does not represent an extreme wave environment compared with the other stations.

Figure 4.7. Results of univariate analysis for wind speed, V . Top panels show an
example of univariate results at BUZM3 using GEV and GPD methods. Bottom
panels present the results from all NDBC (left) and WIS (right) stations; for
clarity, only the mean fit from each station is presented, and confidence limits
are not shown. Fitted parameters of GEV and GPD are shown in Table 4.2 and
summary of the extreme values are presented in Table 4.3.
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Figure 4.8. Results of univariate analysis for wave height Hs . Top panels show
an example of univariate results at Station 63095 using GEV and GPD methods.
Bottom panels present the results from all NDBC (left) and WIS (right) stations;
for clarity, only the mean fit from each station is presented, and confidence limits
are not shown.
4.3.2

Bivariate analysis

The sea state models presented in Section 4.2.2 were fitted to data to calculate the
joint distribution parameters using the vironconcom toolbox. To investigate the seastate model, comparisons using: 1) theoretical quantiles for the selected distributions,
2) marginal distribution to the fitted parameters (i.e. α(Hs ) , κ(Hs ) , µ(Tp ) , σ(T p) ) were
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Table 4.2. Fitted distribution models
Station Wind speed dist.
GEV

Wave height dist.
GPD

κ

α

β

GEV

κ

α

GPD

κ

α

β

κ

α

BUZM3 -0.109 3.316 17.625 -0.205 4.271

-0.005 0.838 2.287 -0.086

0.966

44020

-0.236 0.692 1.413 -0.486

0.381

-0.489 5.415 12.369 -0.784 3.832

NTKM3 -0.226 2.229

-

-

-

0.129 1.236 2.225 -0.285

2.327

63087

-0.122 3.436 14.184 -0.063 2.558

0.040 0.961 2.602 -0.070

1.247

63075

-0.120 3.413 13.952 0.004 2.121

0.069 0.905 2.445 -0.016

1.144

63095

-0.194 3.463 14.056 -0.156 2.453

0.041 0.941 2.553 -0.091

1.256

44097

-

3.419

-

-1.30 3.274

-

-

-

-

-

Station Wind speed dist. Wave height dist. (Exp. Weibull) with σ = 5
Exp. Weibull
α

κ

αHs =
γ

c1

(c1 +c2 (V )c3 )
1/κh
s
2.0445

c2

c3

κHs = c4 +
c4

c5

c5
1+e−c6 (V −c7 )

c6

c7

BUZM3

8.426 1.844

3.652 0.459 0.003 2.134

1.032 0.678

44020

6.922 1.832

3.784 0.354 0.001 2.361

1.848 1.044 -3.854 12.706

63087

8.375 1.973

1.835 0.612 0.009 1.947

1.056 0.793 -0.712

8.594

63075

8.178 1.952

1.882 0.567 0.008 1.942

0.961 0.767 -0.492

7.916

63095

8.626 2.072

1.642 0.629 0.007 2.001

1.074 0.719 -0.681

8.440

Station Wave height dist. Wave period dist. (Log-normal)

q 
Exp. Weibull
µT p = ln p1 + p2 Hgs
σT p = p3 +
α

κ

γ

p1

p2

p3

p4

0.431 10.037

p4
1+p5 hs

p5

BUZM3

0.443 0.885

6.812

3.623 8.920

0.000 0.539

0.507

44020

0.255 0.875

8.147

2.786 4.455

0.000 3.431 23.567

63087

0.227 0.684 19.273

5.112 7.583

0.000 0.393

0.320

63075

0.090 0.559 50.184

5.206 7.089

0.000 0.415

0.336

63095

0.188 0.658 23.450

5.297 6.780

0.000 0.387

0.289

performed for Hs |V or T p|Hs models. Fig. 4.9 shows example comparisons of the model
and data for the sea state models at WIS 63095. Referring to Fig. 4.9, a convincing
model performance was shown; similar performances were also found at other stations,
and not presented for brevity. Details of fitted distributions are summarized in Table
4.2.
IFORM contour for Hs |V are presented in Fig. 4.10. At each environmental contour, the return period of both wind speed and wave height are the same. The return
period indicates the chance of having an event outside the design region rather than the
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Table 4.3. Summary of univariate and bivariate extreme value results for wind and
wave data.
Station

V (m/s)
GPD

IFORM

Hs (m)
GPD

IFORM

T p (s)
p
p
15.66 Hm0 /g p1 + p2 Hm0 /g

50-year return period
BUZM3

32.6

33.0

7.2

7.7

13.4

11.5

44020

22.8

27.2

3.7

5.1

9.6

6.0

NTKM3

20.3

-

-

-

-

-

44097

-

-

9.5

-

15.1

63087

29.3

29.2

8.9

10.0

14.9

12.7

63075

29.1

28.9

9.1

9.7

15.2

12.2

63095

26.7

28.2

8.6

9.7

14.6

12.0

500-year return period
BUZM3

35.0

34.3

8.5

8.5

14.5

11.9

44020

22.9

28.5

3.8

5.7

9.74

6.2

NTKM3

20.5

-

-

-

-

-

44097

-

-

10.3

-

16.0

-

63087

33.2

30.4

10.7

11.2

16.3

13.2

63075

34.1

30.1

11.5

10.8

16.9

12.6

63095

28.8

29.3

10.2

10.8

15.9

12.4

exceedance probability. The shape of IFORM contours seems reasonable for the joint
distribution of wind-wave Hs |V , looking at the fitted median model (Eq. 4.10) which
shows an exponential growth of Hs with V . It can be noted that the density of data
points dominate the shape of the contours for extreme wave/wind conditions. This is
an issue for both univariate and bivariate analysis. For instance, the IFORM contour
calculated for the 500-year contour at 63095 shows about 30 m/s high wind speed region
that corresponds to 5-10 m range of 500-year wave height. This implies that there is a
significant uncertainty in the IFORM results for high wind speed and wave height.
Fig. 4.11 shows the results T p|Hs jointed distribution. The contours look fundamentally different compared with Hs |V due to the nature of correlation between wave
height and period. The shape of the contours are consistent with those from other studies (e.g., [60]). Nevertheless, the contours show very large periods for small wave heights
which do not represent an extreme sea state for the design conditions.
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Figure 4.9. Fittings of the sea state models presented in Section 4.2.2 to data
for an example station 63095: Hs|V (top) and Hs|T p (bottom). The left column
shows the quantile-quantile plots. The middle column displays the scale parameter
α(Hs ) for the exponentiated Weibull distribution that is conditional to V and the
mean parameter µ(T p) . The right column presents the shape parameter results
β(Hs ) (top) and the σ(T p) (bottom).
For design purposes (Fig. 4.2; [75]), it is reasonable to use the maximum values or
the part of the IFORM contours that corresponds to high values of Hs |V or T p|Hs , as
IFORM assumes that total probability inside the contour approximates the failure region
of the structure. In this part, peaks of V and Hs were extracted from IFORM contours
and presented in Table 4.3. Highest V50−year and V500−year were computed at BUZM3:
33.0 m/s and 35.0 m/s, respectively. For Hs , 10.0 m and 11.2 m were the maximum 50and 500-year extremes, respectively. The peak wave heights are similar in all stations
apart from those from 44020.
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Figure 4.10. Environmental contour for Hs |V . Top left panel shows the example
results at WIS 63095, top right panel presents the median fit for all stations, and
the bottom panels displays the 50-year (left) and 500-year (right) IFORM contours
for all stations.
4.3.3 Uncertainty in environmental loading
Uncertainty in the extreme values of wind and waves
Results from GPD and IFORM methods were compared to show the effect of the
extreme value analysis methodology on the environmental loads (Figs. 4.12). Referring
to Fig. 4.12, results from IFORM and GPD predictions are generally in a similar range,
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Figure 4.11. Environmental contours for T p|Hs . Top left panel shows the example
results at WIS 63095, top right panel presents the median fit for all stations, and
the bottom panels displays the 50-year (left) and 500-year (right) IFORM contours
for all stations.
while a noticeable differences were found for the 500-year wind speed at two stations:
63075 and 63087 (see Table 4.3). The average difference (among all stations) between
GPD and IFORM was calculated at 4% and 6% for V and Hs , respectively.
Another uncertainty is associated with the source of data. WIS hindcast data, generally, resulted in lower extreme wind speeds compared with offshore wind measurement
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at BUZM3. The results from stations located near the shore and/or protected area,
44020 and NTKM3, were excluded to limit the analysis to the offshore/exposed stations.
Up to 20% of difference in extreme wind speeds can be seen for BUZM3 and the WIS
stations (see Table 4.3).
In terms of the wave data, 44097 is the only available source of observed data for the
offshore region. Based on the results, the Hs,50−year and Hs,500−year was calculated at 9.5
m and 10.3 m, respectively. Those values are comparable with WIS results considering
10% uncertainty in WIS hindcast results. Further, although the length of records used in
this study can be considered sufficient according to the standards (30 years minimum),
the coverage period of data for NDBC and WIS stations are different; therefore, this
could lead to additional error.

Figure 4.12. Comparison of extreme wind/wave results calculated from GPD and
IFORM method.
To further evaluate the uncertainty due to the choice of method, results from GPD
and IFORM for 50- and 500-year return period at two sample locations 63075 and 63095
were plotted in Fig. 4.13. Here, results from GEV analysis were used as references (or
standard method) to compare other univariate and bivariate methods. To extract data
from environmental contours, Hs conditional on 25 m/s wind speeds and the maximum
Hs were extracted from the 50- and the 500-year return period environmental contours.
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Referring to Fig. 4.13, extreme estimates from both GPD and IFORM methods generally
fall inside the 95% confidence limit of GEV method. For the 50-year return period, results
from GPD, IFORM and GEV are comparable to each other. However, for 500-year, the
results from GPD and IFORM showed lower results compared to GEV mean, and fall
within the lower 95% confidence limit. While more advanced methods can be applied
using univariate or bivariate analysis to calculate the wind speed and wave height, using
GEV and its confidence limits and its confidence limits seems a safe choice based on this
analysis.

Figure 4.13. Extreme Hs at example locations, 63075 and 63095. Results of all
methods were plotted and compared.
While this study used a bivariate analysis, multivariate analysis that incorporates
the correlation of wind, wave height, and wind period can be applied [16]. However, any
improvement is subjected to availability of sufficient data to make sure a 3-D correlation
function can be constructed. Many studies still try to improve univariate and bivariate
analyses as they require less data [13, 59, 76, 77, 78, 65, 79, 35, 80, 35, 81].

Uncertainty of the substructure response due to loading
Environmental loads that were estimated in previous section using IFORM and
GPD were used in the OpenFAST model to see how an error in external forces propa-
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gates to the structural response (Table 4.4). Additionally, three scenarios of sensitivity
analysis were added to examine the effects of the changes in environmental loads on
the turbine substructure response. A 10% variation in both V and Hs was considered
in the sensitivity analysis. The maximum of mudline moment (reactMYss) and tower
base surge motion (PtfmSurge) were extracted from the OpenFAST time series output
(Fig. 4.14). The changes in these parameters were computed assuming IFORM or GPD
methods for environmental loads.

Table 4.4. Summary of OpenFAST sensitivity analysis. Percent change (%) denotes the difference between scenarios.
Station/

V

Hs

Tp

Scenario

(m/s)

(m)

WIS 63087

50-year return period

reactMYss
3

PtfmSurge

(s)

(×10 kN-m)

(m)

GPD

29.3

8.9

14.9

223.6

0.267

IFORM

30.4

10.0

12.7

286.5

0.336

4%

11%

21 %

20%

%
WIS 63075

500-year return period

GPD

34.1

11.5

16.9

250.6

0.310

IFORM

30.1

10.8

12.6

307.9

0.360

%

13%

6%

18%

13%

WIS 63095

500-year return period

GPD

28.8

10.2

15.9

234.1

0.277

IFORM

29.3

10.8

12.4

307.7

0.359

2%

6%

23%

22%

%
SA-1

Sensitivity analysis scenario 1

Control scenario

30.0

10.0

15.8

231.3

0.274

Test scenario-1

33.0

11.0

16.5

235.8

0.287

%

10%

10%

1%

5%

SA-2

Sensitivity analysis scenario 2

Control scenario

30.0

10.0

15.8

231.3

0.274

Test scenario-2

33.0

10.0

15.8

229.8

0.272

%

10%

0%

1%

0%

SA-2

Sensitivity analysis scenario 3

Control scenario

30.0

10.0

15.8

231.3

0.274

Test scenario-3

30.0

11.0

16.5

237.6

0.280

0%

10%

3%

2%

%
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Figure 4.14. Examples of OpenFAST output for WIS 63087 scenario (see Table
4.4.
Results from OpenFAST simulations showed that the uncertainty in extreme environmental loads can lead to significant changes in structural responses (Fig. 4.15).
reactMYss and PtfmSurge were highly sensitive to changes in both V and Hs . However,
in the ‘parked’ condition the wind loading is expected to be less than wave loads on
substruture. Referring to Fig. 4.15, the effects of the change in V and Hs show nonlinear relationship as the points are scattered from the 1:1 reference line. However, it
was shown that significant increase in structural response can be resulted from the combination of V and Hs . For instance, about 20% increase in reactMYss and PtfmSurge
were computed due to a 11% growth in Hs (Scenario at WIS 63087). More details about
OpenFAST simulation results are presented in Table 4.4.

4.4

Discussion
Results presented in this study were based on two different data sources: 1) mea-

sured data from NDBC stations, and 2) WIS hindcast data. Although the length of
recording from both data can be considered sufficient (a minimum of 30 years according
to standards), longer recordings were needed to include some of the notable hurricanes
in this region (i.e., Hurricane 1938, Hurricane 1944, and Hurricane Carol 1954). Other
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Figure 4.15. Effects of uncertainty in wind speed V and significant wave height Hs
on mudline moment (reactMYss) and platform surge motion (PtfmSurge).
studies have discussed the impacts of these hurricanes on the extreme values (see, [82, 83].
For instance, Fig. 4.16 shows how adding the estimated values of maximum wind speed
[84] can significantly alter the shape of the GPD curves and consequently, return periods
of extreme wind.
The National Hurricane Center (NHC) (www.nhc.noaa.gov/climo) has published
return period maps for hurricanes (≥ 33 m/s and ≤ 49 m/s) based on an exclusive hurricane archive (as presented in HURDAT; www.nhc.noaa.gov/data/#hurdat). According
to these maps, for the study area (i.e. Southern Rhode Island and Massachusetts), the
return period for major hurricane is 52-62 years. This wind having a wind speed of larger
than 50 m/s. As mentioned before, using available wind data at a station to estimate
the extreme wind speed (e.g. 500-year wind speed), which was used in this study, can
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Figure 4.16. How including estimated values of hurricanes 1938 and Carol wind
speed can change the extreme value results. a) GPD results based on published
data at BUZM3 (1985-2019). b) GPD results including two major hurricane:
Hurricane 1938 and Carol.
lead to different results with hurricane return period maps. A major hurricane wind or
wave condition at a site highly depend on its track and speed. Further work can be
carried out to simulate synthetic hurricanes with various tracks corresponding to NHC
hurricane return period maps. This discrepancy is also relevant to other storm risk assessment studies such as storm surge at coastal areas. For instance, a major hurricane in
RI can lead to very large storm surge which may be even larger than a 200 year predicted
surge at that station.
Results from GEV, GPD and IFORM were compared to assess the uncertainty
due to the choice of extreme value analysis method. The results shown in Fig. 4.13
demonstrates that GEV and its associated confidence level can be used although GPD
and IFORM (with the described joint probability model) showed arguably better fit
for wind and wave data in this region. Comparisons of 95% confidence level of GPD
and IFORM were not discussed in this work. Additionally, other environmental contour
methods (e.g. HDR) were not considered. More details about different environmental
contour methods and the comparison among them have been discussed elsewhere (e.g.
[35].
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OpenFAST simulations were used to demonstrate the sensitivity of structural response to the uncertainty originated in the environmental loadings. Therefore, simplified
settings were applied which may not be adequate for structural design. OpenFAST simulation period was set for 12 minutes following previous recommendation [74, 6], and to
reduce the computational cost. Longer simulation periods can provide more combination
of wave height and wave period (H,T ) in the time domain analysis. This is important as
the maximum hydrodynamic force depends on both wave height and period. In addition,
the selection of OpenFAST simulations length can be based to the typical peak wave
period from hurricanes. Steady state wind condition was justified for the objective of this
study. More advanced wind profiles (e.g. logarithmic, time dependent) can be applied to
improve the aerodynamic force calculation. Additionally, OpenFAST simulations of this
study only tested twelve scenarios based on univariate and multivariate analysis results.
This study did not perform extreme value analysis for peak wave period (Tp ). Instead, empirical equations based on the JONSWAP spectra (univariate) and a conditional
model for T p|Hs median (bivariate) were applied. The calculations of Tp based on Hs
with JONSWAP spectrum is consistent with recommendations from standards (e.g. IEC
codes). A more advanced statistical methods such as 3-D IFORM for tri-variate analysis
of V − Hs − Tp have been proposed by [16]. This method can present a more complete sea-state models as it includes more variables that are important for offshore wind
turbine design. However, as shown in this study, measured data are often limited, and
the application these advanced statistical methods (e.g. bivariate, tri-variate) can be
challenging.

4.5

Conclusion
In this research, the uncertainty in estimating extreme values of wind/wave pa-

rameters for offshore wind energy development was investigated. The study focused on
sites off the coast of Rhode Island and Massachusetts. It was shown that using bivariate
(IFORM) and univariate (GPD) methods can lead to 4% and 6% difference (on average)
for extreme wind and wave data, respectively. It was shown that these uncertainties
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still fall within the 95% confidence levels of the standard GEV method. However, GEV
method creates a very large uncertainty zone for larger return periods including the 500year event. In terms of the design, given various sources uncertainty including the choice
of method, it is recommended to use values from the upper 95% range if more accurate
analyses cannot be performed .
Using hindcast and observed datasets can lead to different results of extreme wind
speed and significant wave height. Available recording length and the coverage of data
need to be investigated carefully (i.e available recordings can be insufficient). It was
shown that historical hurricanes in the US Northeast that are excluded from available
dataset (i.e., hurricanes Carol and 1938) can noticeably change the extreme value analysis.
Results of the OpenFAST analyses showed that internal forces and deflection of
the turbine substructure are significantly sensitive to the uncertainty in wind and wave
loadings. In the majority of cases considered in this study, the uncertainty in wave
load leads to larger change in substructure internal forces and deflection; e.g., about
4% uncertainty in wind speed combined with a 11% uncertainty in wave height leads
up to 20% change in the base-moment (reactMYss) of the typical turbine tested in this
study. Similar change was also computed for the deflection (PtfmSurge), calculated at
the transition point of the tower and the monopile).
In conclusion, planing and operation of offshore wind farms off the US East Coast
based on extreme value analysis of available data can lead to a large uncertainty. It is
recommended to employe additional risk assessments based on synthetic hurricanes and
other techniques developed in the area of earthquake engineering (e.g., [3]).
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D. Jović, J. Woollen, E. Rogers, E. H. Berbery, et al., “North American
regional reanalysis,” Bulletin of the American Meteorological Society, vol. 87,
no. 3, pp. 343–360, 2006.
[56] F. Molteni, R. Buizza, T. N. Palmer, and T. Petroliagis, “The ECMWF ensemble prediction system: Methodology and validation,” Quarterly Journal
of the Royal Meteorological Society, vol. 122, no. 529, pp. 73–119, 1996.
[57] J. Hubertz, “The Wave Information Studies (WIS) Wave Model, Version 2.0
(User’s Guide),” Coastal Engineering Research Center Vicksburg, MS, Tech.
Rep., 1992.
[58] B. D. Youngman, “Generalized additive models for exceedances of high thresholds with an application to return level estimation for US wind gusts,” Journal
of the American Statistical Association, vol. 114, no. 528, pp. 1865–1879, 2019.
[59] C.-H. Wang, J. D. Holmes, et al., “Exceedance rate, exceedance probability,
and the duality of GEV and GPD for extreme hazard analysis,” Natural Hazards: Journal of the International Society for the Prevention and Mitigation
of Natural Hazards, pp. 1–17, 2020.
[60] A. Haselsteiner, A. Sander, J.-H. O. Ohlendorf, and K.-D. Thoben, “Global
hierarchical models for wind and wave contours: Physical interpretation of the
114

dependence functions,” in International Conference on Offshore Mechanics
and Arctic Engineering. American Society of Mechanical Engineers, 2020.
[61] A. F. Hayes, Introduction to mediation, moderation, and conditional process
analysis: A regression-based approach. Guilford publications, 2017.
[62] J. E. Heffernan and J. A. Tawn, “A conditional approach for multivariate
extreme values (with discussion),” Journal of the Royal Statistical Society:
Series B (Statistical Methodology), vol. 66, no. 3, pp. 497–546, 2004.
[63] G. S. Mudholkar and D. K. Srivastava, “Exponentiated Weibull family for
analyzing bathtub failure-rate data,” IEEE transactions on reliability, vol. 42,
no. 2, pp. 299–302, 1993.
[64] L. H. Holthuijsen, Waves in oceanic and coastal waters. Cambridge university
press, 2010.
[65] E. Vanem, “Joint statistical models for significant wave height and wave period
in a changing climate,” Marine Structures, vol. 49, pp. 180–205, 2016.
[66] O. Ditlevsen, “Stochastic model for joint wave and wind loads on offshore
structures,” Structural Safety, vol. 24, no. 2-4, pp. 139–163, 2002.
[67] M. Rosenblatt, “Remarks on a multivariate transformation,” The annals of
mathematical statistics, vol. 23, no. 3, pp. 470–472, 1952.
[68] A. F. Haselsteiner, J. Lehmkuhl, T. Pape, K.-L. Windmeier, and K.-D.
Thoben, “Virocon: A software to compute multivariate extremes using the
environmental contour method,” SoftwareX, vol. 9, pp. 95–101, 2019.
[69] J. Jonkman and W. Musial, “Offshore code comparison collaboration (OC3)
for IEA Wind Task 23 offshore wind technology and deployment,” National
Renewable Energy Lab.(NREL), Golden, CO (United States), Tech. Rep.,
2010.
[70] A. J. Coulling, A. J. Goupee, A. N. Robertson, J. M. Jonkman, and H. J.
Dagher, “Validation of a FAST semi-submersible floating wind turbine numerical model with DeepCwind test data,” Journal of Renewable and Sustainable
Energy, vol. 5, no. 2, p. 023116, 2013.
[71] F. Driscoll, J. Jonkman, A. Robertson, S. Sirnivas, B. Skaare, and F. G.
Nielsen, “Validation of a FAST model of the Statoil-Hywind demo floating
wind turbine,” Energy Procedia, vol. 94, pp. 3–19, 2016.
[72] J. Jonkman and D. Matha, “Dynamics of offshore floating wind turbines—analysis of three concepts,” Wind Energy, vol. 14, no. 4, pp. 557–569,
2011.

115

[73] J. M. Jonkman, A. D. Wright, G. J. Hayman, and A. N. Robertson, “Fullsystem linearization for floating offshore wind turbines in OpenFAST,” in
ASME 2018 1st International Offshore Wind Technical Conference. American Society of Mechanical Engineers, 2018, pp. V001T01A028–V001T01A028.
[74] D. Wilkie and C. Galasso, “Site-specific ultimate limit state fragility of offshore wind turbines on monopile substructures,” Engineering Structures, vol.
204, p. 109903, 2020.
[75] E. B. Mackay and A. F. Haselsteiner, “Marginal and total exceedance probabilities for environmental contours,” arXiv preprint arXiv:2003.05463, 2020.
[76] N. J. Cook, Designers guide to wind loading of building structures. Part 1.
Butterworth Publishers, Stoneham, MA, 1986.
[77] M. D. Pandey, P. Van Gelder, and J. Vrijling, “The estimation of extreme
quantiles of wind velocity using L-moments in the peaks-over-threshold approach,” Structural safety, vol. 23, no. 2, pp. 179–192, 2001.
[78] C. G. Soares and M. Scotto, “Application of the R largest-order statistics for
long-term predictions of significant wave height,” Coastal Engineering, vol. 51,
no. 5-6, pp. 387–394, 2004.
[79] S. Haver, “On the joint distribution of heights and periods of sea waves,”
Ocean Engineering, vol. 14, no. 5, pp. 359–376, 1987.
[80] E. Vanem and E. M. Bitner-Gregersen, “Stochastic modelling of long-term
trends in the wave climate and its potential impact on ship structural loads,”
Applied Ocean Research, vol. 37, pp. 235–248, 2012.
[81] Y. Jiang, G. Huang, Q. Yang, Z. Yan, and C. Zhang, “A novel probabilistic
wind speed prediction approach using real time refined variational model decomposition and conditional kernel density estimation,” Energy Conversion
and Management, vol. 185, pp. 758–773, 2019.
[82] T. H. Jagger and J. B. Elsner, “Climatology models for extreme hurricane
winds near the United States,” Journal of Climate, vol. 19, no. 13, pp. 3220–
3236, 2006.
[83] T. Jagger, J. B. Elsner, and X. Niu, “A dynamic probability model of hurricane winds in coastal counties of the United States,” Journal of Applied
Meteorology, vol. 40, no. 5, pp. 853–863, 2001.
[84] D. R. Vallee, “Rhode Island hurricanes and tropical storms: a fifty-six year
summary, 1936-1991,” NOAA, Tech. Rep., 1993.

116

