Abstract-In this paper, a framework of human-robot shared control is developed based on finding the solution to an optimization problem. Human dynamics are taken into account in the analysis of the coupled human-robot system, and objectives of both human and robot are considered. Approximate dynamic programming is employed to solve the optimization problem in the presence of unknown human and robot dynamics. The validity of the proposed method is verified through simulation studies.
I. INTRODUCTION
In the early literature of human-robot shared control, a leader-follower model is usually adopted wherein the robot is assigned a follower's role [1] . Indeed, human beings' superb capabilities of situation awareness and decision making naturally predispose them to take on a leader's role. With this model, variable impedance control is developed by estimating impedance parameters of the human arm and adjusting impedance parameters of the robot arm [2] . Recently, many researchers have recognized the importance of a framework beyond the leader-follower model [3] . Such a framework is expected to assign adjustable roles to human and robot, such that human effort can be reduced and task performance improved.
The initial effort in this direction is the prediction of human intention, based on which the robot switches/adjusts its role when necessary. In [4] , the knowledge of motion characteristics of the human arm is used to generate a pointto-point movement for the robot to collaborate with the human partner. In [5] , intention recognition based on haptic data is investigated for automatic activation of assistance. In [6] , human's motion intention is predicted based on a model acquired using probabilistic learning methods. In [7] , human's motion intention is represented by the change of the interaction force. In [8] , the intentional walking direction of the users of a crane robot is estimated using a Kalman filter. In our previous works [9] , [10] , the online estimation of human's motion intention is achieved based on the dynamic model of the human arm.
In aforementioned works, a robot is expected to provide assistance to a human being while it does not have its own samge@nus.edu.sg objective. In many cases, however, a robot should also have its own objective, e.g., a robot follows a predefined trajectory while the human being intervenes by driving it through several points-of-interest. To date, very little effort has been made to reach this target. In [11] , based on the objective of minimizing the human effort, a role adaptation strategy is developed to switch between model-based and model-free predictions in the case of partially known tasks. In [12] , the terminal constraint receding horizon control is developed for shared control of human and robot, such that a common goal can be achieved subsequently. A homotopy switching model is developed in [13] for dyad haptic interaction in physical collaborative tasks. In [14] , a generic framework is proposed to analyze interactive motor behaviors, where system dynamics are required to be known. In this paper, we aim to develop a framework of human-robot shared control with both objectives of human and robot taken into account. Under this framework, approximate dynamic programming will be employed to solve the optimal problem subject to unknown system dynamics [15] .
The rest of this paper is organized as follows. In Section II, a typical human-robot collaboration scenario is introduced, and the problem of shared control of human and robot is formulated. In Section III, the system under study is described in the state-space form, shared control is formulated as an optimization problem, and approximate dynamic programming is employed to address the issue of unknown human and robot dynamics. Results of case studies are shown in Section IV, and concluding remarks are given in Section V.
II. PROBLEM FORMULATION
In this paper, we consider a scenario where a human arm physically interacts with a robot arm. There is a force/torque sensor at the interaction point so the measurement of the interaction force (including force and torque) between human and robot is available. This scenario can be found in applications such as robotic welding and object transporting.
The kinematic relationship of the robot arm between the joint space and the Cartesian space (interaction point) can be described as
where x(t) ∈ R n is position/oritation in the Cartesian space, and q ∈ R n is coordinate in the joint space, respectively. Differentiating Equ. (1) with respect to time leads tȯ
where J(q) ∈ R n×n is the Jacobian matrix which is assumed to be known and nonsingular in a finite workspace. Further differentiating Equ. (2) with respect to time results in
The dynamic model of the robot arm in the joint space is given by
where M (q) ∈ R n×n is the symmetric bounded positive definite inertia matrix, C(q,q)q ∈ R n is the Coriolis and Centrifugal force, G(q) ∈ R n is the gravitational force, τ ∈ R n is the control input, and f ∈ R n is the interaction force between human and robot which is in the Cartesian space. Substituting the kinematic constraints (1), (2) , and (3) into the dynamic model (4), we obtain the dynamic model of the robot arm in the Cartesian space, as below
where
Since only the control input u is designable, we treat the human arm as a system that applies a force f to control the states of the robot arm, and simultaneously changes its own states according to the states of the robot arm and the interaction force f . To describe this interpretation in a rigorous manner, we employ the following dynamic model of the human arm under the equilibrium point control hypothesis [16] , [17] :
where M H , C H , and K H are inertia, damping, and stiffness matrices of the human arm, respectively, and x H is the equilibrium position as planned in human's central nervous system. Remark 1: This model suggests that the interaction force f drives the human arm away from the equilibrium position, but it does not reflect how human controls his/her arm to make it behave in this way. The topic of the so-called human motor control is out of scope of this paper, and interested readers may refer to references [18] , [19] . Also note that in the scenario under study in this paper, the interaction between human and robot is kinesthetic, so the position x of the human arm and robot arm is identical.
In [20] , [2] , it has been argued that the inertia M H in Equ. (7) is negligible, while the damping C H and stiffness K H dominate the dynamics of the human arm. Following these arguments, we consider the following simplified model to describe the dynamics of the human arm:
Note that C H and K H are time-varying because human may modulate the damping and stiffness of his/her arm in different stages of interaction. In particular, the damping matrix C H is due to damping and Coriolis effects, so it is a function of x andẋ. Referring to the stiffness ellipse in [16] , [17] , the stiffness matrix K H is position-and velocity-dependent, so it is also a function of x andẋ. In summary, we have the following property: Property 1: C H and K H are functions of x andẋ. Lemma 1: Given a vector ξ ∈ R n , we havė
, and K H2 (ẋ, ξ) are all n × n matrices, of which the particular forms are given in the following proof. Proof: Denote ρ =Ċ H ξ, the vector composed by elements at the i-th row of C H as C i , and the element of C H at the i-th row and j-th column as c ij . According to Property 1, we haveċ ij = ∂cij ∂xẋ + ∂cij ∂ẋẍ . Substituting it into the i-th element of ρ, we can obtain ρ i = ∂Ci ∂x T ξẋ + ∂Ci ∂ẋ T ξẍ, which indicates that the i-th rows of C H1 (x, ξ) and C H2 (ẋ, ξ) are ∂Ci ∂x T ξ and ∂Ci ∂ẋ T ξ, respectively. Therefore,
As discussed in Introduction, the control framework under development is beyond the simple leader-follower model. In particular, we consider that both human and robot have their own objectives which may be coherent or conflicting. The overall control objective should be the trade-off of both individual objectives, described by the following cost function:
where c(t) is the instant cost function defined as
In the above definition, x d is the desired trajectory of the robot arm, Q 1 ∈ R n×n ≥ 0, Q 2 ∈ R n×n ≥ 0, and Q 3 ∈ R n×n ≥ 0 are the weights of position tracking, velocity, and interaction force, respectively, and R ∈ R n×n > 0 is the weight of the control input of the robot arm.
Remark 2: The last term of the cost function Γ penalizes the control input of the robot arm. The first two terms penalize the error between the actual position (velocity) and the desired position (zero velocity) of the robot arm, and it indicates that the objective of the robot arm is "respected". Similarly, there should have been a term to penalize the error between the actual position and the desired position of the human arm, i.e., (x − x H ). However, x H is unmeasurable, so it is replaced by the interaction force f . The rationale of the replacement can be understood from the dynamic model (8) , which indicates that f is a measure of conflict between human intention and actual position.
III. SHARED CONTROL
This section is dedicated to introduce the details of designing the control input of the robot arm u, such that the cost function (10) is minimized. Two main steps will be presented: the transformation of the system dynamics to a state-space form will be conducted, and an optimal tracking problem in absence of unknown nonlinear dynamics will be solved by approximate dynamic programming.
A. State-Space Form
Taking the derivative of the human dynamics (8) with respect to time leads tȯ
Rearranging Equ. (12) and considering Equ. (8) and Property 1, we havė
For convenience, the above equation is rewritten aṡ
Rearranging Equ. (5), we havë
Choose the following three states z 1 = x, z 2 =ẋ, and z 3 = f to form the system state z = [z 1 , z 2 , z 3 ] T . Considering Equs. (14) and (15) , the system dynamics can be described in the following state-space forṁ
with
0 n and I n denote n × n zero and identity matrices, respectively. Considering
H (f + C Hẋ ), and Property 1, the argument of A, B, and D is z. Besides, L −1 always exists.
Remark 3:
The interaction force f is deemed as a state in the coupled system since it is a measurable variable from the human side. In this way, the effect of the states of human and robot on each other, i.e., concurrent adaptation, is described in an analytic way. This is the feature of the proposed framework of shared control, which is different from existing methods such as [4] , [5] , [6] , [7] , [8] , [9] .
The above optimal tracking problem needs to be transformed to a regulation problem such that available optimal control can be employed. In particular, we consider that the desired trajectory of the robot arm x d is generated from the following system
where w ∈ R l is an auxiliary state, and E ∈ R l×l and F ∈ R n×l are two known matrices and (E,
whereĀ
where 0 3n×l , 0 l×3n , 0 l , and 0 l×1 denote zero matrices with proper dimensions. The cost function (10) becomes
It is easy to verify that Q ≥ 0.
To minimize the cost function (22) subject to the constraint (20) is non-trivial, becauseĀ(z),B(z), andD(z) are nonlinear and unknown due to the involvement of unknown human and robot dynamics. In this paper, this optimization problem is solved by employing an approximate dynamic programming method, which will be detailed in the following subsection.
B. Dynamic Programming
In this subsection, we provide an outline of the dynamic programming method developed in [21] to solve the optimization problem discussed in the previous subsection. Readers who are interested in the development of this method in its entirety may refer to [21] .
In particular, the optimal control input u * that minimizes the cost function (22) subject to the system constraint (20) is given by
where Γ * z = ∂Γ * ∂z and Γ * = min u(z) Γ is the optimal cost function. However, asB T (z) and Γ * are unknown due to unknown dynamics of robot and human, the above optimal control needs to be obtained by approximation.
First, an observer has been designed to identify the system with unknown dynamics, as beloẇ
whereĀ 0 is a given Hurwitz matrix,Ĝ(ẑ, u) is the estimate of G =Ā(z)z +B(z)u +D(z) −Ā 0ẑ ,ẑ is the output of the observer, and L is chosen such that A − L is also a Hurwitz matrix.Ĝ(ẑ, u) is approximated using a three-layer neural networks (NN) with a hidden layer, as beloŵ
T is the NN input, p is nodes number of the hidden layer,
T is the center of the receptive field, η i is the width of the Gaussian function, andŴ ∈ R (3n+l)×p andV ∈ R k×(4n+l) are estimates of ideal weights W and V , respectively.Ŵ andV are updated online according to the following learning laẇ
where k i , i = 1, 2, 3, 4 are positive scalars, and sgn(r) denotes the sign function applied to all the components of r.
With the above approximation of the system dynamics, the control input u, which is the estimate of the optimal control u * , can be obtained as
Second, another NN is used to approximate Γ(ẑ), as beloŵ
whereŴ 1 is the estimate of the ideal weight W 1 , V 1 is a properly selected matrix, and
) is the activation function defined similar to S(V r) in Equ. (26).Ŵ 1 is updated online according to the following learning laẇ
where k 5 is a positive scalar and
where η 1,j , µ 1,j , j = 1, 2, . . . , p 1 , and p 1 are NN parameters that are similar as in Equ. (26). Thus,Γẑ is obtained aŝ
In short, the control input (28) with the observer (25) and updating laws (27) and (31) minimizes the cost function (22) subject to the constraint (20) [21] . Therefore, the control objective discussed in Section II is achieved. Furthermore, roles of human and robot can be easily adjusted by changing open parameters Q 1 , Q 2 , Q 3 and R.
IV. SIMULATION STUDY
In this section, we consider a scenario where a human hand holds the end-effector of a planar robot arm with two revolute joints. The robot arm has a prescribed desired trajectory. There is a possible situation that an unexpected obstacle appears in halfway of the planned desired trajectory of the robot arm. Therefore, human needs to move the robot arm to equilibrium positions of his/her arm to avoid the obstacle. During this process, human and robot compete/cooperate with each other and the actual trajectory will be a compromise of the desired trajectory of the robot arm and the equilibrium positions of the human arm.
A. Settings
The parameters of the robot arm are given in Table I , where m i , l i , and I zi , i = 1, 2, represent the mass, the length, and the inertia about the z-axis that comes out of the page passing through the center of mass, respectively. The impedance parameters of the human arm C H and K H are assumed to be diagonal. According to Property 1, we set T . In order to obtain different role allocations of human and robot, different sets of Q and R in Equ. (22) are selected. The criterion of role allocation is as follows: when the actual trajectory is near to the prescribed desired trajectory, the tracking precision is more important so the robot arm should lead the task; otherwise, the human arm leads. For the convenience of analysis, the work space WS is divided into two subspaces: WS 1 = {x | x − x d < 0.05} in which the robot arm leads, and WS 2 = WS − WS 1 in which the human arm leads. Furthermore, Q 1 = 100I 2 when x ∈ WS 1 and Q 1 = I 2 when x ∈ WS 2 , and Q 2 = 0.1I 2 , Q 3 = 0.01I 2 , and R = 0.001I 2 in both subspaces. This is referred to as the "adaptive" case. For the comparison purpose, we also consider another two cases with two fixed roles for x ∈ WS: 1) "human leading" with Q 1 = 100I 2 ; and 2) "robot leading" with Q 1 = I 2 .
The 
B. Results
The simulation results are shown in Figs. 1-4 . From Figs. 1 and 2, it can be seen that different role allocations are realized in different task stages for the "adaptive" case, and the actual trajectory is a compromise of the desired trajectory of robot arm and equilibrium positions of human arm. Three stages are roughly divided by two role switches at t = 37s and t = 57s, as illustrated in Fig. 2 . In the beginning of the first stage, the human intervention is not applied till t = 100 3 s, so the actual trajectory tracks the desired trajectory of the robot arm after the adaptation of NN. Even when the human intervention is applied after t = 100 3 s, the robot arm still keeps its leading role because the actual trajectory is still within WS 1 . When human tries very hard (continuously applying a relatively larger force, as shown in Fig. 3 ) to move the robot arm from WS 1 to WS 2 , the leading role switches and the actual trajectory goes to the first equilibrium position of the human arm. The second equilibrium position is on the desired trajectory of the robot arm, so the robot arm moves to the second equilibrium position in a cooperative manner (generating a relatively smaller force). When the actual trajectory goes back into WS 1 , the leading role is switched back to the robot arm and the actual trajectory tracks the desired trajectory of the robot arm. The above results are coherent with expectations. When the robot arm is near to the prescribed desired trajectory, Q 1 is given a relatively large value and the leader role is allocated to the robot arm. As a result, the actual trajectory of the robot arm (also the trajectory of the human arm) tracks the desired trajectory of the robot arm. When the human arm tries to move the robot arm to its equilibrium positions, a large interaction force will be generated, as shown in Fig. 3 . Note that the property of impedance parameters of the human arm (stiffness and damping) is prescribed for the simulation purpose. In a practical situation, human may reduce his/her arm impedance to follow the robot arm if he/she finds that the desired trajectory of the robot arm is acceptable. When the robot arm is far away from the prescribed desired trajectory, Q 1 is given a relatively small value and the weight of the interaction force (i.e., Q 3 ) becomes relatively large. In this case, the human arm leads the task and the robot arm is moved to equilibrium positions with a small interaction force. To demonstrate the significance of the proposed method, results for fixed roles, i.e., "human leading" and "robot leading", are also shown in Figs. 1, 3 , and 4. In the "human leading" case, a relatively smaller interaction force is found in Fig. 3 . This indicates a good performance in the sense of human effort minimization. However, it also leads to a relatively larger tracking error even when there is no human intervention, which is found in Figs. 1 and 4 . Conversely, a relatively larger interaction force and a smaller tracking error are obtained in the "robot leading" case. These results indicate that a fixed role, i.e., either "human leading" or "robot leading", cannot achieve the following expected performance: a smaller tracking error when there is no human intervention and a smaller interaction force when there is human intervention. It can be only achieved with an adaptive role, as shown in Figs. 1, 3 , and 4. In above simulation studies, the bi-case switching of Q 1 is based on the distance of the robot arm to the prescribed desired trajectory, which is heuristic and results in a nonsmooth motion during the phase transition. Further effort will be made on determining the values of Q and R in different situations automatically, which is task-dependent and nontrivial. Besides, the human dynamics have been taken into account in the proposed method, which makes the investigation of concurrent adaptation become possible. However, real human adaptation may have not been adequately described in simulation studies, so future works of real-world experiments need to be conducted.
V. CONCLUSIONS
A framework of human-robot shared control has been developed in this work. The objectives of both agents have been taken into account in the problem formulation. An approximate dynamic programming method has been employed to provide an optimal control subject to unknown system dynamics. The validity of the proposed method has been verified by simulation studies.
