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Abstract
Coined Quantum Walks (QWs) are being used in many contexts with the goal of
understanding quantum systems and building quantum algorithms for quantum com-
puters. Alternative models such as Szegedy’s and continuous-time QWs were proposed
taking advantage of the fact that quantum theory seems to allow different quantized
versions based on the same classical model, in this case, the classical random walk. In
this work, we show the conditions upon which coined QWs are equivalent to Szegedy’s
QWs. Those QW models have in common a large class of instances, in the sense that
the evolution operators are equal when we convert the graph on which the coined QW
takes place into a bipartite graph on which Szegedy’s QW takes place, and vice versa.
We also show that the abstract search algorithm using the coined QW model can be
cast into Szegedy’s searching framework using bipartite graphs with sinks.
1 Introduction
The discrete-time coined QW on the line was proposed in the early 1990s in Ref. [1], and is
one of the first quantization models of classical random walks. The generalization for regu-
lar graphs was proposed in Ref. [2]. Early algorithms based on coined QWs with advantage
over the classical counterparts were obtained for the element distinctness problem [3] and
for searching a marked node in a hypercube [4]. Many important results were obtained
about their asymptotic limit [5], localization [6], universality [7], and many others as de-
scribed in reviews [8, 9, 10]. Many experimental proposals were described [11, 12, 13], and
experimental implementations were performed [14, 15, 16].
Using a different quantization procedure, Szegedy [17] proposed a new coinless discrete-
time QW model on bipartite graphs and was able to provide us with a natural definition
of quantum hitting time. Szegedy also developed QW-based search algorithms, which can
detect the presence of a marked vertex at a hitting time that is quadratically smaller than
the classical average hitting time on ergodic Markov chains. Szegedy’s model was also used
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for the spatial search problem, that is, for finding the location of a marked vertex in a
graph [18, 19], and for searching triangles [20].
The staggered QW model [21] plays an important role to connect Szegedy’s and coined
QWs. Ref. [22] analyzed a version of quantum cellular automata that can be converted
into a one-dimensional staggered QW, which is equivalent to a generalized version of the
coined QW on the line as shown in Refs. [23, 24]. Attempts to obtain a staggered version of
QWs for the two-dimensional lattice have appeared in Refs. [25, 26], but Ref. [21] showed
that the graph considered on those references is a degree-6 crossed lattice, which is not
planar. Ref. [21] obtained a formulation of staggered QWs on generic graphs, and showed
that Szegedy’s framework is a subcase of the staggered QW model by using the line graph
of the bipartite graph employed in Szegedy’s model.
In this work, we characterize which coined QWs can be cast into Szegedy’s framework,
and which Szegedy’s QWs can be converted into the standard coined QW formalism. In the
first direction, the shift operator of the coined QW must be Hermitian and the coin must be
an orthogonal reflection, which is a unitary and Hermitian operator with special properties
in terms of orthogonality of the (+1)-eigenvectors. The class of orthogonal reflections
includes the Grover and the Hadamard coins. In the other direction, the bipartite graph on
which Szegedy’s QW takes place must have a special kind of regularity: the degree of the
vertices in one of the disjoint sets of vertices must be 2, and the weights associated with the
edges incident on those vertices must be equal. Those results show that the Szegedy and
the coined QW models share a large class of instances. The staggered QW model bridges
the coined and Szegedy’s models.
Szegedy’s and coined models apparently seem to employ different methods for searching
marked vertices. We show that those methods are strongly related. A remarkable searching
method based on coined QWs is the abstract search algorithm [27, 28], which uses coin (−I)
on the marked vertices and the Grover coin on the other ones. We show that this method
can be cast into Szegedy’s searching framework on bipartite graphs with sinks. On the
other direction, under some assumptions on the stochastic matrix of the bipartite graph,
Szegedy’s searching framework can be converted into an equivalent searching method using
coined QWs.
The structure of the paper is as follows. In Sec. 2, we present formal definitions of
the flip-flop coined QW model on regular and non-regular graphs, Szegedy’s QW model
on bipartite graphs, the staggered QW model, and important concepts that are employed
throughout the work. In Sec. 3, we prove two theorems which connect Szegedy’s QWs
with coined QWs on regular graphs. In Sec. 4, we extend the connection for non-regular
graphs and give an example. The proofs are left to the Appendix. In Sec. 5, we address
the equivalence between the abstract search algorithm using coined QWs and Szegedy’s
searching framework. In Sec. 6, we draw our conclusions.
2 Main Definitions
Let Γ(V,E) be a simple graph with vertex set V and edge set E with cardinalities |V | and
|E|, respectively. We associate the set of vertices, which represents the classical positions,
with the vectors of an orthonormal basis of the Hilbert space H|V |. In the coined QW model
on d-regular graphs, the total Hilbert space is H|V | ⊗ Hd, and the walker has d classical
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directions to move [2]. The edges of simple graphs are non-directed, but in many cases we
have to consider a non-directed edge equivalent to two superposed opposite arrows.
Definition 2.1 The standard flip-flop coined QW on a d-regular graph Γ(V,E) asso-
ciated with Hilbert space Hd |V | is driven by a unitary operator the form of which is
U = S (I ⊗ C), (1)
where C is an d-dimensional unitary operator (coin), I is the |V |-dimensional identity
operator, and S is the shift operator which permutes the vectors of the computational basis
of Hd |V |, and S2 = I.
We make three observations that complement the definition: First, the computational basis
of Hd |V | is {∣∣v〉∣∣j〉 : v ∈ V, 0 ≤ j < d}, and the action of the shift operator on a vector
of the computational basis is
S
∣∣v〉∣∣j〉 = ∣∣v′〉∣∣j′〉, ∀v ∈ V, 0 ≤ j < d, (2)
where vertices v and v′ are adjacent. If the walker is on vertex v, direction j points to
v′ (j is the label of the directed edge from v to v′). In the flip-flop case (S2 = I), we
have S
∣∣v′〉∣∣j′〉 = ∣∣v〉∣∣j〉, which means that if the walker is on vertex v′, direction j′ points
back to v (j′ is the label of the directed edge from v′ to v). Second, in d-regular graphs
with chromatic index equal to d, it is possible to find a new shift operator S′ similar to S
such that S′
∣∣v〉∣∣j〉 = ∣∣v′〉∣∣j〉, ∀v ∈ V , that is S′ does not change the coin value. In this
case, if label j points from v to v′, the same label j points from v′ to v. Third, for any
discrete-time QW model, if
∣∣ψ0〉 is the initial state, U t∣∣ψ0〉 is the QW state at step t, where
t is a non-negative integer. It is interesting to avoid intermediate measurements to take full
advantage of the quantum interference.
Definition 2.1 does not use the most general shift operator. However, the flip-flop shift
operator seems to be the most interesting choice for two reasons: First, it is the one that
provides the best speedup in spatial search algorithms [27]. Second, alternate definitions
employed in the literature use information that is external to the graph, such as, go to the
right, left, up, or down for the two-dimensional lattice. It is not fair to compare such QW
with classical random walks on the same graph because the latter do not use that kind of
external information.
The extension of Definition 2.1 for non-regular graphs is obtained by noticing that I⊗C
is a direct sum of |V | d-dimensional matrices, all of them equal to C.
Definition 2.2 The non-regular flip-flop coined QW on a graph Γ(V,E) associated
with Hilbert space H2 |E| is driven by a unitary operator the form of which is
U = S C ′, (3)
where C ′ is a direct sum of |V | matrices with dimensions d1, ..., d|V | so that dv is the degree
of vertex v, and S is the shift operator which permutes the vectors of the computational
basis of H2 |E|, and S2 = I.
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In the non-regular case, the computational basis of H2 |E| is {∣∣v, j〉 : v ∈ V, 0 ≤ j < dv},
and the action of the shift operator on a vector of the computational basis is
S
∣∣v, j〉 = ∣∣v′, j′〉, ∀v ∈ V, 0 ≤ j < dv, (4)
where vertices v and v′ are adjacent, label j points from v to v′, and label j′ points from
v′ to v. Notice that
∣∣v, j〉 is a notation for the basis vectors that cannot be written as∣∣v〉⊗ ∣∣j〉 unless the graph is regular. The order of the basis vectors must be consistent with
the fact that C ′ is a direct sum of |V | matrices. The order is ∣∣v1, 0〉, ..., ∣∣v1, d1− 1〉, ∣∣v2, 0〉,
...,
∣∣v2, d2 − 1〉, etc. An example of non-regular flip-flop coined QW is given in Sec. 4 with
labels for coin directions and vertices in the graph Γ of Fig. 6.
If we associate two different coins (both d-dimensional matrices) with two distinct ver-
tices of a d-regular graph, the QW is non-regular because C ′ cannot be factorized and cast
into the form I ⊗ C.
A multigraph Γ(V,E) is a generalization of the concept of a simple graph that allows
multiple edges between two vertices. Graphs with loops can be added to this class. The re-
sults obtained using simple graph can be straightforwardly extended for multigraphs usually
overburdening the notation. We will avoid the use of multigraphs whenever possible.
Let us define an alternate QW model on a bipartite graph known as Szegedy’s model [17].
Consider a connected bipartite graph Γ(X,Y,E), where X,Y are disjoint sets of vertices
and E is the set of non-directed edges. Let(
0 A
AT 0
)
(5)
be the biadjacency matrix of Γ(X,Y,E). Using A, define P as a probabilistic map from X
to Y with entries pxy. Using A
T , define Q as a probabilistic map from Y to X with entries
qyx. If P is an m×n matrix, Q will be an n×m matrix. Both are right-stochastic, that is,
each row sums to 1. Using P and Q, it is possible to define unit vectors∣∣φx〉 = ∑
y∈Y
√
pxy e
iθxy
∣∣x, y〉, (6)
∣∣ψy〉 = ∑
x∈X
√
qyx e
iθ′xy
∣∣x, y〉, (7)
that have the following properties:
〈
φx
∣∣φx′〉 = δxx′ and 〈ψy∣∣ψy′〉 = δyy′ . In Szegedy’s
original definition, θxy = θ
′
xy = 0. We call extended Szegedy’s QW the version that
allows nonzero angles.
Definition 2.3 Szegedy’s QW on a bipartite graph Γ(X,Y,E) with biadjacent matrix
(5) is defined on a Hilbert space Hmn = Hm ⊗ Hn, where m = |X| and n = |Y |, the
computational basis of which is
{∣∣x, y〉 : x ∈ X, y ∈ Y }. The QW is driven by the unitary
operator
W = R1R0, (8)
where
R0 = 2
∑
x∈X
∣∣φx〉〈φx∣∣− I, (9)
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R1 = 2
∑
y∈Y
∣∣ψy〉〈ψy∣∣− I. (10)
Notice that operators R0 and R1 are unitary and Hermitian (R
2
0 = R
2
1 = I).
Let H|V | be the Hilbert space associated with a graph Γ(V,E), the vertices of which are
labeled by the vectors of the computational basis. If U is unitary and Hermitian in H|V |, it
can be written as
U =
∑
x
∣∣ψ+x 〉〈ψ+x ∣∣−∑
y
∣∣ψ−y 〉〈ψ−y ∣∣, (11)
where the set of vectors
∣∣ψ+x 〉 is an orthonormal basis of the (+1)-eigenspace, and the set
of vectors
∣∣ψ−y 〉 is an orthonormal basis of the (−1)-eigenspace. Using that ∑x ∣∣ψ+x 〉〈ψ+x ∣∣+∑
y
∣∣ψ−y 〉〈ψ−y ∣∣ = I, we obtain
U = 2
∑
x
∣∣ψ+x 〉〈ψ+x ∣∣− I. (12)
We want to define a special class of reflection operators U associated with a graph Γ(V,E)
with the following properties: The (+1)-eigenvectors
∣∣ψ+x 〉 must have non-overlapping
nonzero entries, and the sum of those eigenvectors must have no zero entries in the or-
thonormal basis associated with the vertices of Γ(V,E). Each vector
∣∣ψ+x 〉 forms a clique
in Γ(V,E) because the vertices associated with nonzero entries of
∣∣ψ+x 〉 for a fixed x are
adjacent. The union of all cliques must be an induced subgraph of Γ(V,E). This subgraph
is a disconnected union of cliques in general, except when U has only one (+1)-eigenvector;
in this case, the subgraph and Γ(V,E) must be the complete graph.
Definition 2.4 A unitary and Hermitian operator U in H|V | given by Eq. (12) is called
an orthogonal reflection of a graph Γ(V,E) if there is a complete orthonormal set of
(+1)-eigenvectors
∣∣ψ+x 〉 in the orthonormal basis associated with the vertices of the graph
obeying the following properties: (1) if the i-th entry of
∣∣ψ+x 〉 for a fixed x is nonzero, the
i-th entries of the other (+1)-eigenvectors are zero, and (2) vector
∑
x
∣∣ψ+x 〉 has no zero
entries.
For example, the identity operator I is an orthogonal reflection because the canonical com-
putational basis
{∣∣ψ+x 〉 = ∣∣x〉 : 0 ≤ x < |V |} obeys properties (1) and (2). Those (+1)-
eigenvectors will be used to define a tessellation. (−I) is not an orthogonal reflection because
no set of (+1)-eigenvectors obeys property (2).
Definition 2.5 A polygon of Γ(V,E) induced by vector
∣∣ψ〉 ∈ H|V | is a clique. Two
vertices of Γ(V,E) are adjacent if the corresponding entries of
∣∣ψ〉 in the basis associated
with Γ(V,E) are non-zero. A vertex belongs to the polygon if and only if its corresponding
entry in
∣∣ψ〉 is non-zero. An edge belongs to a polygon if and only if the polygon contains
the endpoints of the edge.
Definition 2.6 A tessellation induced by an orthogonal reflection U of Γ(V,E) is the
union of the polygons induced by the (+1)-eigenvectors
∣∣ψ+x 〉 of U described in Definition 2.4.
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One of the simplest examples of orthogonal reflection is the Grover operator G =
2
∣∣ψ〉〈ψ∣∣− I, where ∣∣ψ〉 is the normalized uniform superposition of the vectors of the com-
putational basis [28]. Notice that G2 = I, and G has only one eigenvector with eigenvalue
(+1), which has no zero entries. The complete graph is induced by G because
∣∣ψ〉 is a
superposition of all vertices. If an orthogonal reflection is given, the induced graph can be
straightforwardly obtained. If a graph Γ(V,E) is given, an orthogonal reflection induces a
tessellation of this graph if it contains all necessary edges; the cliques induced by the in-
variant eigenvectors must be induced subgraphs of Γ(V,E). For example, Fig. 1 depicts an
orthogonal reflection U , its corresponding graph ΓU , and the induced tessellation in blue.
In the general case, polygons of a tessellation do not overlap (property (1) of Definition 2.4)
and a tessellation covers all vertices (property (2) of Definition 2.4). A tessellation does not
need to cover all edges of a predefined graph, unless the graph is induced by an orthogonal
reflection as the one in Fig. 1.
U =
1
3

−1 2 2 0 0
2 −1 2 0 0
2 2 −1 0 0
0 0 0 0 3
0 0 0 3 0

∣∣0〉
∣∣1〉
ΓU
∣∣2〉 ∣∣3〉
∣∣4〉
Figure 1: Example of an orthogonal reflection U with (+1)-eigenvectors (
∣∣0〉+∣∣1〉+∣∣2〉)/√3
and (
∣∣3〉+∣∣4〉)/√2. The corresponding induced subgraph ΓU and its tessellation are depicted
on the right-hand side.
Definition 2.7 The staggered QW on a graph Γ(V,E) associated with Hilbert space H|V |
is driven by
U = U1 U0, (13)
where U0 and U1 are orthogonal reflections of Γ(V,E). The union of the tessellations induced
by U0 and U1 must cover the edges of Γ(V,E).
The above definition can be readily extended by allowing U to be a product of three or more
orthogonal reflections. In this work we focus on the product of only two orthogonal reflec-
tions. Ref. [21] showed that all Szegedy’s QWs are instances of the staggered QW model.
In fact, a staggered QW is equivalent to a Szegedy’s QW if and only if the intersection of
the tessellations induced by U0 and U1 does not contain any edge of Γ(V,E).
To use the staggered QW model for searching marked vertices, we have to use par-
tial tessellations, which can be formally defined by using the notion of partial orthogonal
reflection.
Definition 2.8 A unitary and Hermitian operator U in H|V | is called a partial orthogo-
nal reflection of a graph Γ(V,E) if there is a complete orthonormal set of (+1)-eigenvectors∣∣ψ+x 〉 in the orthonormal basis associated with the vertices of the graph obeying property (1)
and violating property (2) of Definition 2.4.
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A partial orthogonal reflection U induces a partial tessellation, which does not contain
all vertices of the graph. The most radical example of a partial orthogonal reflection is the
minus identity operator (−I) ∈ HN because it has no (+1)-eigenvectors. The graph induced
by this partial orthogonal reflection has N disconnected vertices (the empty N -graph). If
an N -graph is given, a partial orthogonal reflection defines a partial tessellation, which is a
tessellation with missing polygons. (−I) induces a partial tessellation with no polygons at
all. In the staggered QW model, vertices that do not belong to the intersection of polygons
of all tessellations are the marked ones.
Definition 2.9 The generalized staggered QW on a graph Γ(V,E) associated with Hilbert
space H|V | is driven by
U = U1 U0, (14)
where U0 is a partial orthogonal reflection and U1 is an orthogonal reflection of Γ(V,E).
The union of the tessellations induced by U0 and U1 must cover the vertices of Γ(V,E).
Again, the above definition can be extended by allowing U to be the product of more
(partial) orthogonal reflections.
3 Results for Regular Graphs
Theorem 3.1 A standard flip-flop coined QW on a d-regular N -graph Γ(V,E), such that
the coin C is an orthogonal reflection, can be cast into the extended Szegedy’s QW model.
Proof We start by obtaining a staggered QW with two tessellations equivalent to the
standard flip-flop coined QW. If C is an orthogonal reflection, then
C = 2
m−1∑
x=0
∣∣αx〉〈αx∣∣− I, (15)
where
∣∣α0〉, ..., ∣∣αm−1〉 is an orthonormal basis for the invariant eigenspace of C with the
following properties: (1) if the i-th entry of
∣∣αx〉 is nonzero, the i-th entries of the other
(+1)-eigenvectors must be zero, and (2) vector
∑m−1
x=0
∣∣αx〉 has no zero entries. C has an
associated d-graph ΓC , which is a union of m disjoint cliques. The labels of the vertices of
ΓC are the coin values.
Let Γ′(V ′, E′) be the graph obtained from Γ(V,E) by replacing each vertex v ∈ V by
graph ΓC . In the gluing process, a vertex of ΓC with label j is linked by edge j of Γ(V,E)
(j is the coin direction as in (2)) and receives label (v, j) as a new vertex in Γ′(V ′, E′).
Fig. 2 shows how to obtain Γ′(V ′, E′) from the two-dimensional lattice when the coin is the
Grover operator. In this example each vertex is replaced by a 4-clique and two different
cliques can have at most one common edge because the two-dimensional lattice is a simple
graph.
Define
C ′ = IN ⊗ C
7
Γ Γ´
Figure 2: A standard flip-flop coined QW with the four-dimensional Grover coin on the
two-dimensional lattice Γ depicted on the left-hand side is equivalent to a staggered QW
on graph Γ′ on the right-hand side (the vertices are the black circles). Each vertex of the
lattice Γ is converted into a 4-clique of Γ′.
= 2
N−1∑
v=0
m−1∑
x=0
∣∣v, αx〉〈v, αx∣∣− I. (16)
Polygons induced by
∣∣v, αx〉, ∀v, x tessellate Γ′(V ′, E′) because each polygon induced by∣∣v, αx〉 covers exactly graph ΓC that replaces vertex v, and the union of polygons induced
by
∣∣v, αx〉 covers all vertices. Fig. 3 shows polygons induced by ∣∣v, αx〉 in blue for the
two-dimensional lattice. By analyzing the non-zero entries of vectors
∣∣v, αx〉, we can verify
that C ′ is an orthogonal reflection of Γ′(V ′, E′), which is another way to verify that the set
of vectors
∣∣v, αx〉 induces a tessellation.
Γ´
Figure 3: Tessellations of a staggered QW equivalent to a standard flip-flop coined QW.
Blue polygons are induced by vectors
∣∣v, αx〉 and define I ⊗ C; red polygons are induced
by an independent set of vectors
∣∣β+v,j〉 and define S. Notice that the red tessellation is a
perfect matching; it covers all vertices and has only one edge in each polygon.
The second tessellation is obtained using the (+1)-eigenvectors of S, the set of which
is a perfect matching of Γ′(V ′, E′) as we now show. Using Eq. (2), it is straightforward to
verify that, for any v and j, vectors∣∣β+v,j〉 = 1√2 (∣∣v〉∣∣j〉+ ∣∣v′〉∣∣j′〉) , (17)∣∣β−v,j〉 = 1√2 (∣∣v〉∣∣j〉− ∣∣v′〉∣∣j′〉) , (18)
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are eigenvectors of S with eigenvalues (+1) and (−1), respectively. Since there are dN/2
independent eigenvectors associated with each eigenvalue, it follows that
S = 2
∑∣∣β+v,j〉〈β+v,j∣∣− I (19)
where the sum runs over the set of independent (+1)-eigenvectors (the sum has dN/2
terms). S is an orthogonal reflection because the set of independent (+1)-eigenvectors has
non-overlapping nonzero entries, and the sum of those eigenvectors has no zero entries in
the computation basis of Γ′(V ′, E′). Polygons induced by
∣∣β+v,j〉 cover all vertices and form
a perfect matching, which defines a second tessellation of Γ′(V ′, E′). Fig. 3 shows polygons∣∣β+v,j〉 in red for the two-dimensional lattice.
The union of tessellations
∣∣v, αx〉 and ∣∣β+v,j〉 covers all edges and is a well-defined stag-
gered QW having one vertex in each polygon intersection. Using Proposition 4.3 of Ref. [21],
this staggered QW can be cast into the extended Szegedy’s framework.
Theorem 3.1 has a converse, which we state as a new theorem.
Theorem 3.2 Let Γ(X,Y,E) be a biregular bipartite graph such that deg(x) = d, ∀x ∈
X and deg(y) = 2, ∀y ∈ Y . Suppose that if one eliminates the zeros of the sequence
px0, px1, px2, ... then one gets the same sequence c0, c1, ..., cd−1, for all x ∈ X. Suppose also
that qyx is either 1/2 or 0. Then Szegedy’s QW on Γ(X,Y,E) is equivalent to a standard
flip-flop coined QW on a d-regular |X|-multigraph.
Proof Consider the staggered QW model on the line graph L(Γ) equivalent to Szegedy’s
QW on Γ(X,Y,E) [21]. L(Γ) has d|X| = 2|Y | vertices. The polygons of the staggered
model are induced by ∣∣αx〉 = ∑
y∈Y
√
pxy
∣∣f(x, y)〉, (20)
∣∣βy〉 = ∑
x∈X
√
qyx
∣∣f(x, y)〉, (21)
where f is the bijection between E and the vertices of L(Γ) as described if Ref. [21]; and
vectors
∣∣αx〉, ∣∣βx〉 belong to Hilbert space Hd|X|. Using the edge labels described in Fig. 4,
vectors
∣∣αx〉 are given by
∣∣αx〉 = d−1∑
j=0
√
cj
∣∣dx+ j〉
=
d−1∑
j=0
√
cj
∣∣x〉∣∣j〉, (22)
where vectors
∣∣x〉∣∣j〉 belong to the computational basis of Hilbert space H|X| ⊗Hd.
Then
U0 = 2
∑
x∈X
∣∣αx〉〈αx∣∣− I = I ⊗ C, (23)
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...
d− 1
0 ...
2d− 1
d ...
3d− 1
2d
...
...Y
X x = 0 x = 1 x = 2
Figure 4: Description of the edge labels of the bipartite graph Γ(X,Y,E), where deg(x) = d,
∀x ∈ X; deg(y) = 2, ∀y ∈ Y .
where
C = 2
∣∣ψ〉〈ψ∣∣− I (24)
and ∣∣ψ〉 = d−1∑
j=0
√
cj
∣∣j〉. (25)
Notice that C ∈ Hd is an orthogonal reflection because C has only one eigenvector with
eigenvalue (+1) and this eigenvector has no zero entries. The graph induced by C is a
d-clique.
On the other hand, vectors
∣∣βy〉 ∈ H2|Y | have only two terms∣∣βy〉 = 1√
2
(∣∣f(x1, y)〉+ ∣∣f(x2, y)〉) , (26)
where x1, x2 are the neighbors of y (x1, x2 depend on y). Then
U1 = 2
∑
y∈Y
∣∣βy〉〈βy∣∣− I
=
∑
y∈Y
∣∣f(x1, y)〉〈f(x2, y)∣∣+ ∣∣f(x2, y)〉〈f(x1, y)∣∣. (27)
U1 is a flip-flop shift operator because U1 commutes basis vectors and U
2
1 = I. The shift
can be understood in the following way: When we convert
∣∣dx1 + j1〉 into ∣∣x1〉∣∣j1〉, the
interpretation of applying U1 on
∣∣x1〉∣∣j1〉 is that the walker moves from position x1 in the
direction j1 reaching y, reflects at y, and moves to x2. The state of the walker will be∣∣x2〉∣∣j2〉, where j2 points to the same y from x2. Applying U1 on ∣∣x2〉∣∣j2〉 yields ∣∣x1〉∣∣j1〉.
This inversion of direction characterizes the flip-flop shift operator.
The evolution operator is
U = U1 (I ⊗ C), (28)
where C is the coin operator given by Eq. (24) and U1 is the flip-flop shift operator given by
Eq. (27). Now we have to specify the graph on which the coined QW evolves. The polygons
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of tessellation α are d-cliques, and the polygons of tessellation β have two vertices and form
a perfect matching of L(Γ). Each d-clique of L(Γ) must be converted into a single vertex. If
two d-cliques are connected by an edge, the vertices that replace those cliques are adjacent.
If two d-cliques are connected by more than one edge, the vertices that replace those cliques
must be connected by more than one edge generating a d-regular |X|-multigraph. Fig. 5
shows an example of a bipartite graph Γ on which the Szegedy’s QW takes place and the
multigraph Γ′ on which an equivalent standard flip-flop coined QW takes place.
0 1 2 3
0 1 2 3 4 5
0 1 2 3 4 5 6 7 8 9 10 11
Γ
Y
X
0
1
7
4
6
3
2
8
5
9
10 11
0 1
3 2
multigraph Γ′
1
0
2
1
0
21
0
2
1
0
2
L(Γ)
Figure 5: An example of a bipartite graph Γ, its line graph L(Γ), and the reduced multigraph
obtained from the line graph by replacing 3-cliques by single vertices. Szegedy’s QW on
Γ using vectors
∣∣φx〉 and ∣∣ψy〉 in uniform superposition is equivalent to a staggered QW
on L(Γ) using polygons induced by normalized vectors in uniform superposition, which is
equivalent to the standard flip-flop coined QW on the multigraph Γ′ on the right-hand side
with the three-dimensional Grover coin.
We have used the staggered QW version of Szegedy’s QW because in the original
Szegedy’s version there is an idle subspace spanned by the non-edges linking X and Y
that hinders the decomposition of R0 given by Eq. (9) into I ⊗ C.
4 Results for Non-Regular Graphs
Theorem 3.1 can be generalized for non-regular flip-flop coined QWs, and Theorem 3.2
can be generalized for bipartite graphs that are not biregular. The proofs are given in the
Appendix.
Theorem 4.1 A non-regular flip-flop coined QW such that C ′ is an orthogonal reflection
can be cast into the extended Szegedy’s model.
Theorem 4.2 Let Γ(X,Y,E) be a bipartite graph such that deg(y) = 2, ∀y ∈ Y . Suppose
that qyx is either 1/2 or 0. Then Szegedy’s QW on Γ(X,Y,E) is equivalent to a non-regular
flip-flop coined QW on a |X|-multigraph.
We give an example that displays the underlying structure of the general proof. Let
us start by describing a non-regular flip-flop coined QW on the graph Γ depicted on the
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left-hand side of Fig. 6. Let us use the three-dimensional Grover coin for the vertex of
degree 3 and Hadamard coin for the vertices of degree 2.
Γ
0
1
2 3
1 2
0 0
1
0
0
1
Γ´ Γ
α0
α1
α2
α3
β0
β1
β3
β2
α0
α1 β1
α2 α3
β2
β3
β00
1
2 3
4
5
6
7
´´
Figure 6: Example of a non-regular flip-flop coined QW on graph Γ and its equivalent
Szegedy’s version on the bipartite graph Γ′′. The staggered model on Γ′ is used as a bridge
to go from Γ to Γ′′.
The coin operator is
C ′ =

1 0 0 0
0 C 0 0
0 0 H 0
0 0 0 H
 , (29)
where H is the Hadamard gate and
C =
1
3
 −1 2 22 −1 2
2 2 −1
 . (30)
The shift operator is
S =

0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0

. (31)
The staggered QW graph equivalent to the coined QW graph is obtained by replacing
each vertex of Γ by a d-clique, where d is the degree of the vertex. Fig. 6 shows the resulting
graph Γ′ with the induced tessellations. Each d-clique is a polygon in the tessellation α
(blue), and the vertices incident to each edge of the original graph is a polygon of the
tessellation β (red). Vectors
∣∣αx〉 and ∣∣βy〉 are given by
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∣∣α0〉 = ∣∣0〉∣∣α1〉 = ∣∣1〉+ ∣∣2〉+ ∣∣3〉√
3∣∣α2〉 =
√
2 +
√
2
∣∣4〉+√2−√2 ∣∣5〉
2∣∣α3〉 =
√
2 +
√
2
∣∣6〉+√2−√2 ∣∣7〉
2
∣∣β0〉 = 1√
2
(∣∣0〉+ ∣∣1〉)∣∣β1〉 = 1√
2
(∣∣2〉+ ∣∣4〉)∣∣β2〉 = 1√
2
(∣∣3〉+ ∣∣6〉)∣∣β3〉 = 1√
2
(∣∣5〉+ ∣∣7〉)
where
∣∣α1〉 is the normalized (+1)-eigenvector of the three-dimensional Grover coin, ∣∣α2〉
and
∣∣α3〉 are each one the normalized (+1)-eigenvector of the Hadarmard gate, and ∣∣β0〉 to∣∣β3〉 are the (+1)-eigenvectors of S. It is straightforward to check that
C ′ = 2
3∑
j=0
∣∣αj〉〈αj∣∣− I, (32)
S = 2
3∑
j=0
∣∣βj〉〈βj∣∣− I, (33)
showing that the staggered QW is equivalent to the coined QW because the evolution
operators of those QWs are equal.
Graph Γ′′ on the right-hand side is obtained from Γ′ by connecting the vertices of
Γ′′ associated with overlapping polygons, as explained in Ref. [21]. After performing this
connecting procedure, Γ′ is the line graph of Γ′′. Vectors
∣∣φx〉 and ∣∣ψy〉 of Szegedy’s QW
on Γ′′ are obtained from vectors
∣∣αx〉 and ∣∣βy〉 employing the bijection between the vertices
of Γ′ and the edges of Γ′′:
∣∣0〉 ↔ ∣∣0, 0〉, ∣∣1〉 ↔ ∣∣1, 0〉, ∣∣2〉 ↔ ∣∣1, 1〉, ∣∣3〉 ↔ ∣∣1, 2〉, ∣∣4〉 ↔∣∣2, 1〉, ∣∣5〉↔ ∣∣2, 3〉, ∣∣6〉↔ ∣∣3, 2〉, ∣∣7〉↔ ∣∣3, 3〉. Notice that W is in H16 while S(I ⊗ C) is in
H8. The non-trivial part of W is equal to the evolution operator of the coined QW or the
staggered QW.
Since the staggered QW on Γ′ is equivalent to Szegedy’s QW on Γ′′ [21], it follows that
the non-regular flip-flop coined QW on Γ is equivalent to Szegedy’s QW on Γ′′.
5 Searching Marked Vertices
One of the most successful methods to search marked vertices in the coined QW model
is to use non-regular flip-flop coined QWs with two different coins: (−I) on the marked
vertices and the Grover coin on the non-marked ones. The normalized uniform superposition
of all vertices is the initial condition to avoid any bias at the beginning. This method is
called abstract search algorithm [27, 28] and was used for the hypercube [4], two-dimensional
lattice [27, 29], honeycomb network [30], triangular network [31], and various graphs [32, 33].
Let us review this method in the context of non-regular graphs. The coin is defined by
C ′
∣∣v, j〉 = {−∣∣v, j〉 if v is a marked vertex−∣∣v, j〉+ 2∣∣ψ〉 if v is not a marked vertex, (34)
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where
∣∣ψ〉 = 1dv ∑dv−1j=0 ∣∣v, j〉 (the uniform superposition of all coin directions at vertex
v), dv is the degree of vertex v, and we are using the notation
∣∣v, j〉 following the one
described in the paragraph right after Definition 2.2. The evolution operator is U = S C ′
characterizing a non-regular flip-flop coined QW (Definition 2.2) even if graph Γ(V,E), on
which the QW takes place, is regular. Let C ∈ H2|E| be the usual coin with the Grover
operator G for all vertices (including the marked ones). The searching evolution operator
U can be written as (S C) · R, where (S C) is the evolution operator of a QW with no
marked vertices and R is a reflection that applies (−G) on the marked vertices and (+I)
on the non-marked ones, because C ′ = CR. By using this fact and the spectrum of (S C),
Ref. [27] was able to find two non-trivial eigenvectors of U associated with the eigenvalues
with the smallest positive argument, which enabled the authors to find analytically the time
complexity of the algorithm for the spatial search problem on the two-dimensional lattice
with one marked vertex. Using the evolution operator U = S C ′, the probability at the
marked vertex increases periodically allowing to find a marked vertex if one performs the
measurement at the correct moment.
On the other hand, the quantum search method in Szegedy’s framework is an extension
of the classical method using random walks. The key concept in the classical case is the
hitting time, which is the average time to hit a marked vertex for the first time using a
random walk on a graph Γ with stochastic matrix P after specifying some initial condition.
The classical hitting time can be calculated by converting the original graph Γ into a new
directed graph Γ′ (with a new stochastic matrix P ′) by removing the edges that leave the
marked vertices. Marked vertices are converted into sinks. The hitting time obtained using
P ′ is the same using P because as soon as the walker hits a marked vertex using some
edge that comes from a non-marked vertex, the walker needs not to go ahead. Szegedy
proposed a quantum version of this procedure. Let Γ(X,E) be the original classical graph,
where X is the set of vertices and E the set of edges. Define Γ(X,X ′, E′) as a bipartite
graph obtained from Γ(X,E) by duplicating X and by converting edges {xi, xj} ∈ E into
{xi, x′j} ∈ E′. Until this point, no vertex has been marked and the quantum walk described
in Definition 2.3 can be used taking P = Q. As before, define Γ′(X,X ′, E′′) as a directed
bipartite graph by removing the edges of Γ(X,X ′, E′) that leaves the marked vertices of X
and X ′. Add new non-directed edges connecting a marked x with its corresponding copy x′
for all marked vertices. The quantum walk described in Definition 2.3 can be used taking
P ′ = Q′, where P ′ and Q′ are the new stochastic matrices of Γ′(X,X ′, E′′). With this
framework and taking ∣∣ψ0〉 = 1√
n
∑
xy
√
pxy
∣∣x, y〉 (35)
as initial condition in Hn⊗Hn, Szegedy showed that the detection problem on Γ′(X,X ′, E′)
can be solved with a quadratic speedup compared with the time complexity of the same
problem using random walks with symmetric and ergodic stochastic matrix P in Γ(X,E) [17].
In the detection problem, one does not calculate the probability of finding a marked vertex
and, therefore, cannot be sure to have found the marked vertex. The searching problem on
bipartite graphs with a single marked vertex was addressed in Ref. [34].
Szegedy’s searching framework can be straightforwardly extended for generic bipartite
graphs Γ(X,Y,E), which are not obtained from the duplication process of simple classical
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graphs, but instead are obtained from the duplication process of directed classical graphs.
The key ingredient is to use sinks, which need not to be in both sets X and Y . Since the
elements of X represent the physical positions while the elements of Y are auxiliary copies,
a good strategy is to use sinks only in X. To mark vertices in X, define a new directed
bipartite graph Γ′(X,Y,E′) by removing the edges of Γ(X,Y,E) that leave the marked
vertices of X; they become sinks. Use the new stochastic matrices P ′ and Q′ of Γ′(X,Y,E′)
and the corresponding vectors (6) and (7) to define Szegedy’s searching QW on the new
directed bipartite graph. P ′ has complete rows of zeroes corresponding to the marked
vertices and it is not a stochastic matrix in the usual sense. Q′ does not change, because
we are introducing sinks only in X. If the initial condition is a uniform superposition of
the edges of Γ(X,Y,E), Szegedy’s QW will find a marked vertex in the sense that the
probability associated with the marked vertices will be high if one performs a measurement
(projection on the computational basis of X) at the correct time. We call this extended
method Szegedy’s searching framework.
Coin-based search algorithms and Szegedy’s searching framework seem to be very differ-
ent. However, they are strongly related. Let us address the equivalence between the abstract
search algorithm and Szegedy’s framework using the following strategy: (1) we review how
to convert Szegedy’s QWs with sinks into equivalent generalized staggered QWs follow-
ing [21], and (2) we show how to convert coined QWs with marked vertices into equivalent
generalized staggered QWs. The generalized staggered models coming from those two dif-
ferent directions are equivalent, if the stochastic matrix of Szegedy’s QW obeys the premises
of Theorem 4.2 and vectors
∣∣φx〉 and ∣∣ψy〉 are the uniform superposition.
Let us address item (1) by reviewing how Szegedy’s QWs with sinks are converted into
equivalent generalized staggered QWs. Ref. [21] showed that Szegedy’s searching framework
is included in the staggered searching method, which employs partial tessellations. The
staggered QW graph is the line graph of the original bipartite graph (before creating sinks).
Tessellation α is partial; it does not employ polygons with the vertices corresponding to
the edges that were removed in the process of creating the sinks. Following this process,
there will be edges in the line graph that do not belong to neither partial tessellation α nor
tessellation β. Tessellation β is the same used in the proof of Theorem 4.2. For example,
the directed bipartite graph Γ′′ of Fig. 7 has one sink: vertex 4 ∈ X. Graph Γ′ (with
the dashed edges) is the line graph of the graph with no sinks equivalent to Γ′′. Γ′ has
periodic boundary conditions (in the form of a torus). In the figure, we label the polygons
of tessellation α (blue) from 0 to 8 (4 is missing) and tessellation β (red) from 0 to 17. There
is an one-to-one mapping between the polygons of tessellation α and the vertex labels of Γ′′
in X (the same with respect to tessellation β and labels in Y ). The polygon of tessellation
α corresponding to vertex 4 ∈ X must be missing. The staggered QW on Γ′ with partial
tessellation α and complete tessellation β is equivalent to Szegedy’s QW on Γ′′ with vertex
4 ∈ X as a sink.
Let us address item (2). When we convert a non-regular flip-flop coined QW into an
equivalent staggered QW, the vertices with the Grover coin are replaced by cliques while
the vertices with coin (−I) are converted into disconnected vertices (empty graphs) with
no polygons because (−I) has no (+1)-eigenvectors. In this case, tessellation α is partial.
Tessellation β is complete because there is no change in the shift operator. For example,
the two-dimensional lattice Γ with periodic boundary conditions of Fig. 7 with a marked
15
Γ X YΓ´ Γ´
Figure 7: A search algorithm using coined QW on a two-dimensional lattice Γ with periodic
boundary conditions using (−I) on the marked vertex is equivalent to the generalized stag-
gered QW on Γ′ with a missing polygon at the center of Γ′, which is equivalent to Szegedy’s
search on the directed bipartite graph Γ′′ with vertex 4 ∈ X as a sink.
vertex in the center (label-4 blue vertex with an arrow pointing to it) must be converted
to graph Γ′ (without the dashed edges) in the middle of the figure. Notice that the graph
and the tessellations obtained from Γ coincide with the graph and tessellations obtained
from the bipartite graph employed by Szegedy’s searching model after removing the dashed
edges. The dashed edges can be removed because they play no role in the quantum-walk
dynamics; they belong to no polygon. The non-regular flip-flop coined QW on Γ with
marked vertex 4 is equivalent to Szegedy’s QW on Γ′′ with vertex 4 ∈ X as a sink in the
sense that the evolution operators are exactly the same if we eliminate the idle space in the
Szegedy’s evolution operator and choose bases in the proper ordering. Notice that Γ is not
the classical graph associated with Γ′′. The classical graph has 17 vertices and is a directed
absorbing graph (the sink is vertex 4).
Theorem 5.1 A non-regular flip-flop coined QW on a graph Γ(V,E) with coin (−I) on the
marked vertices and the Grover coin on the non-marked vertices can be cast into Szegedy’s
searching framework.
Theorem 5.2 Let Γ(X,Y,E) be a bipartite graph such that deg(y) = 2, ∀y ∈ Y . Suppose
that qyx is either 1/2 or 0. Then Szegedy’s QW on Γ(X,Y,E) with sinks in set X is
equivalent to a non-regular flip-flop coined QW on a |X|-multigraph Γ(V,E′) with coin
(−I) on the vertices v ∈ V associated with the sinks of X.
The proofs are in the Appendix.
6 Conclusions
In this work, we have showed that the coined and Szegedy’s models have in common a large
class of QWs. Under some assumptions, we can convert the graph on which the coined
QW takes place into a bipartite graph on which an equivalent Szegedy’s QW takes place,
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and vice versa. The equivalence means that the QW state at any step t of one model can
be exactly obtained using the other model. To go from the coined model on graph Γ to
Szegedy’s model on graph Γ′′, we have to replace each vertex of Γ by a clique (for the
Grover coin) obtaining a new enlarged graph Γ′ on which an equivalent staggered QW is
defined. As a last step, we have to find the bipartite graph Γ′′, the line graph of which is
(isomorphic to) Γ′. On the other direction, we start with a bipartite graph Γ′′ on which
Szegedy’s QW takes place, and we have to find the line graph of Γ′′, convert cliques of
one tessellation into vertices, which generates a new graph, or multigraph in some cases,
on which the coined QW takes place. The staggered QW model plays a key role in the
conversion process, because Szegedy’s model has an idle subspace which hinders the direct
conversion from Szegedy’s to the coined model.
Remarkably, the abstract search algorithm using the coined QW model on (non-regular)
graphs can be cast into Szegedy’s searching framework, which is based on bipartite graphs
with sinks. When converting from the coined to the staggered model, the coin (−I) repre-
sents a missing polygon in one tessellation, which is converted into a sink in the equivalent
Szegedy’s model. The process is true on the other way around under some restrictions on
the stochastic matrix of the bipartite graph; Szegedy’s QWs with sinks can be converted
into an equivalent search algorithm in the coined model using (−I) on the marked vertices.
One restriction is the degree of the vertices of set Y must be 2. Szegedy’s QWs that do not
obey this restriction are not equivalent to coined QWs. In this sense, Szegedy’s model is
more general. On the other hand, coined QWs using coins that are not reflections, such as
the Fourier coin [28], cannot be cast into Szegedy’s model. In this sense, coined QW model
is more general.
In conclusion, Szegedy’s and the coined QW models share a large class of QW instances.
However, there are Szegedy’s QWs that cannot be converted into the coined formalism using
the standard and non-regular flip-flop coined QWs defined in Sec. 2, and vice versa. Since
Szegedy’s model is a subset of the staggered model, we also conclude that coined and
staggered models are not equivalent. To pursue further connections between Szegedy’s (or
staggered) and coined models, one has to generalize the definitions of those models.
As a byproduct, we have showed how to convert coined QWs into coinless QWs in an
enlarged graph, when the coin is an orthogonal reflection. The coin becomes a unitary
operator acting on the new vertices and edges of the extended graph. The coined model
can be understood in a new way, which may help in experimental implementations or in
decoherence analysis.
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Appendix
Proof of Theorem 4.1
Suppose that we have a well-defined non-regular flip-flop coined QW on a graph Γ(V,E) with
coin C ′ being an orthogonal reflection. As an intermediate step, we use a staggered QW on a
graph Γ(V ′, E′) with two tessellations equivalent to the coined QW. If C ′ = C1⊕...⊕C|V |, the
eigenvectors of C ′ are the direct sum of eigenvectors of Cv and zero vectors, for 1 ≤ v ≤ |V |.
Let
∣∣α˜(v)x 〉, 0 ≤ x < mv be an orthonormal basis for the (+1)-eigenspace of Cv and let ∣∣α(v)xv 〉
be the corresponding eigenvectors of C ′ obtained from
∣∣α˜(v)xv 〉 by performing the necessary
direct sums with zero vectors. If C ′ is an orthogonal reflection of graph Γ′(V ′, E′), it can
be written as
C ′ = 2
|V |∑
v=1
mv−1∑
xv=0
∣∣α(v)xv 〉〈α(v)xv ∣∣− I, (36)
where the set of (+1)-eigenvectors
∣∣α(v)xv 〉 has the following properties: (1) if the i-th entry of∣∣α(v)xv 〉 is nonzero, the i-th entries of the other (+1)-eigenvectors must be zero, and (2) vector∑|V |
v=1
∑mv−1
xv=0
∣∣α(v)xv 〉 has no zero entries. Then each Cv can be written as
Cv = 2
mv−1∑
x=0
∣∣α˜(v)x 〉〈α˜(v)x ∣∣− I (37)
and the set of vectors
∣∣α˜(v)x 〉 inherit properties (1) and (2) in Hdv . Each Cv is an orthogonal
reflection in Hdv , where dv is the degree of vertex v in Γ(V,E), and has an associated dv-
graph ΓCv tessellated by the (+1)-eigenvectors of Cv. ΓCv is a union of mv disjoint cliques.
If Cv has only one (+1)-eigenvector (mv = 1), ΓCv is a clique.
Graph Γ′(V ′, E′) is obtained from Γ(V,E) by replacing each vertex v ∈ V by graph ΓCv
gluing the vertices of ΓCv , which run from 0 to dv−1, in one-to-one mapping with the labels
of the coin directions at vertex v. The vertices of ΓCv after the gluing process receive the
labels of the basis vectors in
∣∣α(v)xv 〉 with nonzero coefficients. For example, the vertices of
the 3-clique in graph Γ′ of Fig. 6 has labels 1, 2, and 3 because they correspond to the basis
vectors of the (+1)-eigenvector
∣∣α1〉 = (∣∣1〉+ ∣∣2〉+ ∣∣3〉)/√3.
Polygons induced by
∣∣α(v)x 〉, ∀v, x tessellate Γ′(V ′, E′) because polygons induced by∣∣α(v)x 〉, 0 ≤ x < mv exactly cover the graphs ΓCv that replace vertices v. Tessellation
α covers all vertices and all edges that were added via ΓCv , for all v. This tessellation does
not cover the edges of Γ′(V ′, E′) that were inherited from the original graph Γ(V,E).
Tessellation β is made of size-2 polygons that cover the edges of Γ′(V ′, E′) that were
inherited from the original graph Γ(V,E). This tessellation has |E| polygons and the set of
those polygons has an one-to-one mapping with an independent set of (+1)-eigenvectors of
S in the computational basis, which are given by vectors∣∣βjv〉 = 1√
2
(∣∣v, j〉+ ∣∣v′, j′〉) (38)
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using the notation of Eq. (4), where v ∈ V and 0 ≤ j ≤ dv − 1. The cardinality of the
independent set of (+1)-eigenvectors of S is |E|. The shift operator of the non-regular
flip-flop coined QW is
S = 2
∑∣∣βjv〉〈βjv∣∣− I (39)
where the sum runs over the set of independent (+1)-eigenvectors (the sum has |E| terms).
S is an orthogonal reflection because the set of independent (+1)-eigenvectors has non-
overlapping nonzero entries and the sum of those eigenvectors has no zero entries in the
computation basis of Γ′(V ′, E′). Polygons induced by
∣∣βjv〉 form a perfect matching of
Γ′(V ′, E′).
The union of tessellations α and β covers all edges and is a well-defined staggered QW
having one vertex in each polygon intersection. Using Proposition 4.3 of Ref. [21], this
staggered QW can be cast into the extended Szegedy’s framework.
Proof of Theorem 4.2
Consider the staggered QW model on the line graph L(Γ) equivalent to Szegedy’s QW on
Γ(X,Y,E). L(Γ) has 2|Y | vertices. The polygons of the staggered model are induced by∣∣αx〉 = ∑
y∈Y
√
pxy
∣∣f(x, y)〉, (40)
∣∣βy〉 = ∑
x∈X
√
qyx
∣∣f(x, y)〉, (41)
where f is the bijection between E and the vertices of L(Γ) as described in Ref. [21] and
vectors
∣∣αx〉, ∣∣βx〉 belong to Hilbert space H2|Y |.
Tessellation α is induced by the orthogonal reflection
U0 = 2
∑
x∈X
∣∣αx〉〈αx∣∣− I. (42)
By using a proper choice of f , matrix
∣∣αx〉〈αx∣∣ is a direct sum of zeros matrices and a
dx × dx matrix Mx, which has no zero entries. Define
Cx = 2Mx − I. (43)
Then
U0 =
⊕
x∈X
Cx. (44)
Operator U1 is equal to the one described in the proof of Theorem 3.2 and is given by
Eq. (27) because the assumptions about vertices y ∈ Y are equal to the ones in Theorem 3.2.
Then U1 commutes basis vectors and U
2
1 = I.
The evolution operator is
U = U1 U0, (45)
where U0 is the coin operator given by Eq. (44) and U1 is the shift operator given by Eq. (27).
U is an evolution operator of a non-regular flip-flop coined QW on the (multi)graph obtained
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in the following way: The polygons of tessellation β have two vertices and form a perfect
matching of L(Γ). The remaining cliques belong to tessellation α. Each clique of tessellation
α must be converted into a single vertex. If two cliques of tessellation α are connected by
an edge, the vertices that replace those cliques are adjacent. If two cliques are connected
by more than one edge, the vertices that replace those cliques must be connected by more
than one edge generating a non-regular |X|-multigraph.
Proof of Theorem 5.1
Proof The method employed in the proof of Theorem 4.1 when the coin is an orthogonal
reflection can be straightforwardly extended when the coin is a partial orthogonal reflection.
In this case, we can convert a non-regular flip-flop coined QW on a graph Γ(V,E) with
coin (−I) on the marked vertices and the Grover coin on the non-marked vertices into
an equivalent generalized staggered QW on Γ′(V ′, E′), which is obtained from Γ(V,E) in
the following way: a non-marked vertex v ∈ V is converted into dv-cliques and a marked
vertex v into disconnected dv-graphs (empty dv-graphs), where dv is the degree of vertex
v. Tessellation α is partial, with polygons being the cliques associated with non-marked
vertices only. Tessellation β is the same employed in the proof of Theorem 4.1.
The next step is to define a new graph Γ′′(V ′, E′′) by converting the empty dv-graphs
into complete graphs by adding new edges to Γ′(V ′, E′). Let α˜ be an extension of partial tes-
sellation α by adding new polygons corresponding to the new complete graphs. Γ′′(V ′, E′′)
is the line graph of some bipartite graph Γ(X,Y, E˜) because the union of tessellations α˜
and β form a two-colorable Kraus partition of Γ′′(V ′, E′′).
We have defined a generalized staggered QW on Γ′(V ′, E′), which is equivalent to a
generalized staggered QW on Γ′′(V ′, E′′) using partial tessellation α because the egdes
in E′′ \ E′ do not belong to any polygon. Following Ref. [21] we can obtain an equivalent
Szegedy’s QW; the missing polygons in partial tessellation α create sinks in graph Γ(X,Y, E˜)
by removing the directed edges coming out of the vertices in X associated with the missing
polygons. The edges oriented to the sinks are kept. This process creates a new directed
bipartite graph Γ′(X,Y, E˜′). Ref. [21] showed that Szegedy’s QW on Γ′(X,Y, E˜′) with
vectors
∣∣φx〉 and ∣∣ψy〉 given by Eqs. (6) and (7) in uniform superposition is equivalent to
the generalized staggered QW on Γ′(V ′, E′). Then the non-regular flip-flop coined QW on a
graph Γ(V,E) with coin (−I) on the marked vertices and the Grover coin on the non-marked
vertices can be cast into Szegedy’s searching framework.
Proof of Theorem 5.2
Proof This theorem is a corollary of Theorem 4.2, if we employ the method described
in Ref. [21] of converting Szegedy’s QWs on bipartited graphs with sinks into generalized
staggered QWs. To convert generalized staggered QWs into the coined QW model, a missing
polygon is converted into coin (−I).
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