I. INTRODUCTION
T HE capacitance of a silicon test structure of the 3D geometry [1] - [3] was characterized for high irradiation fluences. The conditions tested are relevant to the possible future operation of sensors in high luminosity applications like experiments at the Large Hadron Collider at CERN [4] for applications such as vertex reconstruction where high spatial resolution and tolerance to high radiation conditions are key.
Capacitance is an important parameter for the operation of a sensor, as it directly affects the noise. The noise is an important parameter for both the amount of signal extracted (signal to noise ratio) and the design of the read-out electronics for the sensor. Both of these parameters affect the viability of the 3D silicon sensor design for use in future LHC experiments and other very high radiation applications. In an alternative technology to 3D sensors, planar silicon sensors, the capacitance is known to increase with irradiation (see for example [5] ). Capacitance of planar silicon diodes has been observed to exhibit dependence upon frequency of the stimulus [6] . Therefore, we measured the capacitance as a function of charged particle fluence and stimulus frequency. The capacitance measurements were performed in two ways which we will refer to as the "direct" and the "indirect" methods. The measurements were compared to each other and to predictions by a three-dimensional electrostatic calculation. [7] while the bottom figure shows the electrode spacing. The isolated pand n-electrodes were used for the measurements.
A. Description of the Test Structures
These particular samples under investigation were previously studied in [7] with respect to depletion voltage of irradiated devices and leakage current and capacitance of non-irradiated devices. They were fabricated as -type silicon substrate with 121 electrode length with an array of -and -type electrodes perpendicular to the surface. The electrodes have drawn diameters of 14 microns and actual diameters of about 17 microns. They are arrayed in 100 micron by 200 micron cells, with any electrode in the center of such a cell surrounded by 4 opposite type electrodes in the corners of the cell. For testing purposes only, the bias electrodes are tied together with aluminum strips parallel to the 100 micron direction. On each of the sensors studied, one -type and one -type electrode are not tied to aluminum strips, and these are thus available for measurements of electrode capacitance. Three bands of guard electrodes ( -, -, and -type) surround the array [7] . One of the devices has not been irradiated, while two have, to fluences of 2 and 1 with 55 MeV protons respectively. The irradiated sensors have been kept below freezing since irradiation to suppress annealing. Fig. 1 shows the details of one of the arrays. 
II. SIMULATION AND MEASUREMENT TECHNIQUES FOR NON-IRRADIATED DEVICES

A. Simulation
The sensor geometry was modeled with a three-dimensional electrostatic simulator, IES Coulomb [8] . The software assumed an electrode length of 121 and a variable electrode diameter and incorporated the contributions of the six nearest neighbors, as shown in Fig. 2 . The permeability of silicon was assumed to be 11.9 [9] , which is appropriate for non-irradiated silicon at room temperature. (Note that the same value for the permeability was used for both the n-and p-type electrodes making the result independent of the type of electrode being simulated.) The simple geometric model is only appropriate for non-irradiated sensors at room temperature. The effective electrode diameter was slightly larger than the 17 etched holes due to imperfect sidewall protection in the etching process and dopant diffusion into the single-crystal silicon [2] . When the nominal as-processed diameter (17 ) of the electrodes was used, the model predicted an electrode capacitance, , in excellent agreement with the direct measurement of the non-irradiated sample. The input value of electrode diameter was then varied to predict the dependence of the capacitance upon diameter, both to assess the criticality of this aspect of geometry and processing and to derive the associated systematic uncertainty on the capacitance. The results are shown in Fig. 3 . The systematic error due to boundary conditions within IES Coulomb is reflected in the error bars. Choices for the boundary conditions on the walls included grounding, floating, and non-conductive. The systematic uncertainty was found by taking the maximum displacement from the baseline after varying the boundary conditions. It does not take into account any surface traces, frequency, or temperature effects.
B. Direct Measurement
The capacitance measurements done using the direct method were performed on both n-and p-type electrodes. The direct method used a HP4284A LCR meter, which supplied a small AC test signal (set to 250-1200 mV RMS) to the electrode under test via direct contact with a probe, which was connected to the HIGH terminal while the amplitude and phase were measured on the LOW terminal. The bias voltage on the device was systematically raised by 5 V increments from 0 V to 120 V or until the breakdown voltage was reached.
An open correction was made before each measurement.
To check the open correction, an open measurement as a function Fig. 3 . The capacitance between an electrode and its nearest neighbors for a 3D sensor, as modelled by the IES Coulomb geometrical simulator using Si permeability of 11.9 for several electrode diameters.
of applied bias was regularly made prior to contact between the probe and the sensor. Such measurements resulted in capacitances between 0.001 fF and 30 fF indicating the noise in the system due to environmental factors. If the open correction resulted in an offset larger than 10 fF, it was repeated before measuring the electrode capacitance. At each voltage and frequency, the actual capacitance measurement was repeated three times. The variation was then used to calculate the statistical error on the capacitance. The statistical and systematic errors were calculated and added in quadrature for each data point and displayed by the error bars. All measurements were taken at . Fig. 4 is an example of the data obtained from a non-irradiated 3D sensor and illustrates several general features. One is that the capacitance versus bias voltage curves show little structure above depletion at any frequency, and that full depletion is generally attained well below 100 V for this geometry. (The depletion voltage in Fig. 4 is approximately 20 V for 1 MHz defined by the intercept of the tangents above and below the knee.) The 3D capacitance value for the measurement is an average over bias voltages above depletion for the three frequencies and is . This and all subsequent measurement errors reported reflect the systematic and statistical errors added in quadrature. A full description is given in Section II-D.
C. Indirect Measurement
It should also be possible to measure the isolated electrode's capacitance by recording the decay time of its response to an infrared laser pulse [7] . The electrode was grounded through the input impedance of the Picoprobe-35. A rising signal was induced with a penetrating 1064 nm laser beam collimated to a diameter of about 10 . Once the laser turns off, the signal follows an exponential decay, which might be described by (1) and where and are the resistance and capacitance of the Picoprobe. No amplification of the signal was used other than that inherent to the Tektronix TDS7254B digital oscilloscope used in the readout and the Picoprobe-35 (Fig. 5) .
The top graph in Fig. 6 shows an example of the data taken with this technique: the pulse height of a -type electrode as a function of time. The data are then re-plotted in the bottom graph as a function of the log of the signal voltage, so a linear fit reveals and the capacitance can be extracted from (1). An example of the fit for a bias voltage of 20 V is shown on the bottom plot in Fig. 6 . For this bias voltage the 3D capacitance is . The measurement was repeated for several bias voltages and plotted in Fig. 7 . All measurements were taken at .
D. Measurement Systematics
The systematic errors for the direct and indirect methods are summarized in Table I . The apparatus error was determined by the manufacturers of the LCR meter and the 1064 nm laser. The error associated with the temperature measurement is approximately with an estimated uncertainty of 10% in the capacitance. The direct method has a systematic error due to the LCR correction. It was calculated by averaging the offset of the open measurement and is approximately . The direct measurement has a statistical error due to the deviation of the 3 measurement points as described in Section II-B. The indirect method has systematic errors due to the Picoprobe and the selection of the fit range. The tolerance on the Picoprobe was estimated at for both the resistance and capacitance of the probe, which yields an error in the capacitance of approximately . For the error from the selection of fit range, the decay curve was broken into 5 time segments, each fit separately. The variance in the resultant capacitance was found to differ by roughly from the average value. The statistical uncertainty in the indirect method due to the quality of the fit was calculated separately for each fit and is approximately . The final error values reported are the systematic and statistical uncertainties added in quadrature.
III. MEASUREMENTS OF IRRADIATED DEVICES
A. Irradiation Conditions
The proton irradiations were done at Lawrence Berkeley National Laboratory in May 1999. The samples were at room temperature during the irradiation and then stored at to avoid annealing [10] . Two samples were irradiated to fluences of 2 and 1 with 55 MeV protons respectively. The devices were measured at several temperatures including room temperature and below, but several of the devices can only be measured for capacitance at lower temperatures because they begin to break down at room temperature below the voltages of interest due to radiation damage. Therefore, we present the measurements of the irradiated devices at a temperature of . n-electrode in a 3D sensor irradiated to 1 210 p=cm at 020 C. The final capacitance value for this device is 53 6 7 fF. 
B. Direct Measurement
The direct measurement technique was applied to the 3D devices irradiated to 2 ( Fig. 8 ) and 1 ( Fig. 9 ) with 55 MeV protons for both -and -electrodes.
C. Indirect Measurement
The decay pulse of irradiated sensors had two slopes revealing two distinct time constants. The second may be due to the release of trapped charges produced by radiation damage [7] . Fig. 10 shows two fits to the decay-before 450 ns and after 450 ns-for a bias voltage of 85 V. Fit 1 for time less than 450 ns (on the left) reveals the 3D sensor capacitance as . Fit 2 for time greater than 450 ns (on the right) may reflect the release of trapped charge.
The measurement was repeated for several bias voltages for the -electrode. Indirect capacitance versus bias voltage is plotted for the 3D sensor irradiated to 2 in Fig. 11  and 1 in Fig. 12 . The final capacitance value for each sensor is the capacitance for a bias voltage of 100 V. The final value for the sensor irradiated to 2 is and for the sensor irradiated to 1 . Fig. 13 shows a comparison of the capacitance from the direct and indirect measurement techniques as a function of fluence. The simulation point for non-irradiated devices is also plotted. There is statistical agreement between the simulation and both measurement techniques although there appears to be an offset between the two techniques. The offset can be accounted for if the equivalent circuit of the Picoprobe-35 is more complicated than the simple RC model proposed. The capacitance was seen to increase by roughly 70% from non-irradiated to 1 devices. To generalize the effects of radiation damage and look for a trend, the capacitance was scaled by the non-irradiated data and the fluence was scaled to 1 MeV using the NonIonizing Energy Loss (NIEL) conversion [11] (Fig. 14) .
D. Comparison of Direct and Indirect Measurements
IV. CONCLUSIONS
The dependence of 3D sensor capacitance on fluence was measured and characterized for the first time. The capacitance of a set of 3D pixel test structures was simulated and measured with two techniques with consistent results. The capacitance was found to increase with fluence by approximately 70% from non-irradiated to a fluence of 1 with 55 MeV protons. The capacitance values of the isolated -and -electrodes were found to be similar despite differences in processing such as doping materials that result in different physical characteristics of each electrode type. This indicates that the geometry of the columns dominates the difference between electrode types for the electrode capacitance dependence. The direct measurement displays some dependence upon the frequency of the stimulus for all fluence levels including zero.
