Abstract. We generalize the Sárközy-Furstenberg theorem on squares in difference sets of integers, and show that, given any positive definite function f : Z N → C with density at least ρ(N ), where ρ(N ) = O((log N ) −c ), there is a perfect square σ ≤ N/2 such that f (σ) is non-zero. We do not rely on the usual analysis of the dichotomy of randomness and periodicity of a set and iterative application of the Hardy-Littlewood method. Instead, we find a bound for the van der Corput property of the set of squares.
Introduction
It is a well-known result proven independently by H. Furstenberg ([4] ) and A. Sárközy ([16] ), that the set of squares is a Poincaré (or recurrent ) set. This means the following: given any µ-invariant function f on a probability space (X, F , µ), and any measurable set A, µ(A) > 0, then there is a return time for the set A which is a perfect square, i.e. there is a t ∈ N such that µ(A ∩ f The investigation of bounds for the Poincaré property of the set of squares and other sets was historically an important testing ground for techniques which ultimately led to the proof that the set of primes contains arithmetic sequences of arbitrary length ( [6] ), and many of the results listed in introductions of [6] and [18] .
The goal of this paper is to develop an original method for establishing bounds in a more general setting than those of Sárközy and Furstenberg. We first note that the Poncaré property of the set of squares is equivalent to showing that, given any subset A of the ring Z N with density |A|/N = δ, and N large enough (as a function of δ), then the difference set of A contains a perfect square 1 ≤ q 2 ≤ N − 1. Now, the difference set of A has no perfect squares if and only if the positive definite function f = 1 A * 1 * A , f ∈ C(Z N ), where * is the convolution, vanishes on all perfect squares in Z N .
We prove here the following main result (stated more precisely in the next section): Theorem 1. Say f ∈ C(Z N ) is a positive definite function with density δ ≥ δ(N ), where δ(N ) → 0 as N → ∞. Then there is a perfect square q 2 ∈ Z N such that f (q 2 ) = 0.
Here C(Z N ) is the set of all functions f : Z N → C, and density is a natural extension of the concept that the density of 1 A * 1 * A is |A|/N . We also show here that δ(N ) = O((log N ) −c ). We will actually prove first the dual statement of Theorem 1 (a more precise statement is again postponed to Section 2): Theorem 2. Say N ∈ N and δ ≥ δ(N ), where δ(N ) → 0 as N → ∞. Then there exists g ∈ C(Z N ) which is supported only on perfect squares in Z N and δ-almost positive definite.
We say that g ∈ C(Z N ) is δ-almost positive definite, if its Fourier transform is positive or only marginally negative, i.e. if for any α ∈ Z N ,ĝ(α) ≥ −δĝ(0).
Let us put now Theorems 1 and 2 in the right context. Kamae and Mendès France introduced in [7] the notion of van der Corput subset of integers (we recall the definition in Section 2), and showed that, among other examples, the set of squares is a van der Corput set. Each van der Corput subset of integers is a Poincaré set, but the reverse claim does not hold, as was shown by Bourgain ([3] ). Kamae, Mendès France, and Rusza ( [2] , [7] , [14] ) developed two characterizations of the van der Corput property (stated in Section 2). Theorems 1 and 2 as proven here are quantitative versions of these two characterizations of the van der Corput property, obtained for the set of squares. This is in our knowledge the first time that an explicit bound for the van der Corput property of a nontrivial subset of integers is obtained.
The bound δ(N ) = O((log N ) −c ) obtained here (the constant c is independent of N ) is a better bound than the initial one of Sárközy and the one obtained by Green ([5] ) for the Poincaré property of the set of squares, but somewhat worse than the estimate in [11] 1 . Our result, however, is more general, and the technique does not depend on analyzing the structure of the set A and its difference set. As such, the technique developed here may be useful in obtaining bounds for similar results in higher dimensions, and in particular may enable quantification of the results in e.g. [1] . Further analytical and numerical investigation of bounds for the van der Corput property can be found in [9] , [10] .
Characterizations of the Van der Corput property

Definition 1. A set D of positive integers is a van der Corput set, if it has the following property: given a real sequence
Kamae and Mendès France noted in [7] an important connection of the van der Corput property and positive definiteness, and proved one implication of the result below. Rusza ( [14] ) then completed the following characterization: 
1 The search for a good bound for the Poincaré property of the set of squares is still ongoing.
The current best estimate is still the one obtained by Pintz, Steiger and Szemerédi ( [11] ): δ(N ) = O((log N ) −c(N) ), where c(N ) = c · log log log log N . In the words of B. Green ([5] ), there is still "a massive gap in our knowledge".
Let us now discuss the property (P) of a set D. By the Bochner-Herglotz Theorem (see e.g. [13] ), each positive definite sequence of complex numbers (a n ) n∈Z has its spectral representation, i.e. a finite positive measure σ on S 1 , such that a n = exp(2πi · n · x)dσ(x). Now, to establish a quantitative version of the property (P), we will study positive definite complex valued functions on Z N rather than positive definite sequences on Z.
Recall that f ∈ C(Z N ) is hermitian if f (α) = f (−α) for all α ∈ Z N . We define as usual the Fourier transform of f ∈ C(Z N ) as f (β) = α∈ZN exp(2πiαβ/N )f (α). We say that f ∈ C(Z N ) is positive definite if it is hermitian, and its Fourier transform f ∈ C(Z N ) is non-negative. In this paper we adopt a convention that σ ∈ Z N is a perfect square, if there exists q ∈ N, 1 ≤ q 2 ≤ N/2, such that σ ≡ ±q 2 (mod N ). We denote by Q N the set of al perfect squares in Z N . Now we state precisely the quantitative version of (P) for the set of squares, to be proven later. (K) For all δ > 0, there exists a real trigonometric polynomial P on the circle S 1 , such that its spectrum is contained in D and which satisfies P (0) = 1, P ≥ −δ.
Note that trigonometric polynomials whose spectrum is contained in D can be represented as (2.1)
where a n ∈ C and only finitely many a n are non-zero. One can easily check that P is real valued if and only if a n = a −n . The following is the quantitative version of (K) for the set of squares, also to be proven later:
, where c is a constant independent of N . Then there exists a real trigonometric polynomial P whose spectrum is contained in the set Q ∪ −Q, where Q is the set of all perfect squares, such that P (0) = 1, P ≥ −δ and such that a n = 0 for all |n| ≥ N/2.
We will also need the following marginally weaker form of Theorem 6. Proof. Choose N ∈ N , δ ≥ δ(N ), and choose in accordance to Theorem 6 a real trigonometric polynomial represented with (2.1), such that P (0) = 1 and P ≥ −δ. We define g ∈ C(Z N ) with: g(α) = a n for all a n = 0, where α ≡ n(mod N ), and g(α) = 0 otherwise. As P is real valued, g is hermitian. By construction g is non-zero on Q N only. Also
We devote the rest of the paper to proving Theorems 4 and 6. We emphasize that the results of Theorems 4, 6, 7 do not logically follow from bounds for the Poincaré property of the set of squares ( [5] , [11] , [16] ). The reason is that a Poincaré set does not need to be a van der Corput set ( [3] ), while Theorem 6 implies van der Corput property of the set of squares. One can explain it in the following way: the Poincaré property says that an analogue of Theorem 4 holds only for real, non-negative valued positive definite functions of the type f = 1 A * 1 * A , or in its measure-theoretical form of the type f = µ(A ∩ ϕ −n (A)) (also a positive definite sequence). The van der Corput property says that Theorem 4 holds for arbitrary real or complex valued positive definite functions.
The logical structure of the paper is as follows: in Section 3 we give a short proof that Theorem 7 implies Theorem 4. This proof relies only on elementary properties of Fourier analysis on Z N , and is not invoking the results on equivalence of different characterizations of the van der Corput property from [2] , [7] , [14] .
We postpone the proof of Theorem 6, as the technical core of the paper, to Section 4. This and Lemma 1 then complete the proofs of Theorems 4, 6, 7.
Positive definite functions vanishing on squares
In this section f, g stand for complex valued functions on Z N . We use the following standard notation:
, where α is standing for α∈ZN . We will often require the following formula:
The following characterization follows from (3.1) and other elementary properties of Fourier transform (see [13] for proofs of properties of positive definite functions stated below):
positive definite, if and only if any of the following equivalent claims is true:
(i) For any positive definite g :
Recall also that if f is positive definite, then f (0) is real, f (0) ≥ 0, and for any α ∈ Z N , f (0) ≥ |f (α)|. In particular, f = 0 if and only if f (0) = 0.
If f, g are positive definite, then (3.1) implies
Proof. Clearly for f non-zero, positive definite, ρ(f ) is well defined and non-negative.
The equality holds in the inequalities above if the arguments and absolute values respectively of f (α) are constant.
Clearly f is hermitian and positive definite. Now,
Now, if Q N ⊂Z N is the subset of perfect squares, its characteristic function 1 QN is hermitian. We say that a function f ∈ C(Z N ) is square free, if for each σ ∈ Q N , f (σ) = 0. We introduce a partial ordering ≺ on C(Z N ) with: g ≺ h if h(α) = 0 =⇒ g(α) = 0. Now note that f ∈ C(Z N ) is square free if and only if for each g ≺ 1 QN , f · g = 0. In other words, f is perpendicular to the linear subspace of all g ≺ 1 QN .
We say that g ∈ C(Z N ) is δ-almost positive definite, δ ≥ 0, if it is hermitian, and for all α, g(α) ≥ −δ g(0).
non-zero and positive definite, and that
h is positive definite. Now because of (3.2),
We now calculate:
We get the claim by dividing it with non-zero g(0) and f (0) (the latter being non-zero because f = 0).
Corollary 1. Theorem 7 implies Theorem 4.
Proof. Let δ ≥ δ(N ). Assume the contrary; i.e. that there exists a square-free f ∈ C(Z N ), f = 0 and ρ(f ) ≥ δ. Theorem 7 implies existence g ≺ 1 QN , g(0) = 0, such that g is δ-almost positive definite. Since f is square-free, f · g = 0, so by Proposition 3 the density of f is at most δ/(1 + δ) < δ, which is a contradiction. 
Proof. We embed naturally A in Z 2N . Then the function f = 1 A * 1 *
A is positive definite with density δ, so by Theorem 4 there exists q 2 ∈ Q 2N such that f (q 2 ) = 0. In other words, there exist a, b ∈ Z 2N such that a − b ≡ ±q 2 (mod 2N ). As A ⊂ Z 2N does not contain an element greater than N and 1 ≤ q 2 ≤ N , there exist a, b ∈ A such that a − b = q 2 , q ∈ N .
The measure theoretical (Furstenberg) formulation and other formulations of the Sárközy Theorem with the same bound also follow as a Corollary (see e.g. [17] ).
Proof of Theorem 6
In this section for a given δ > 0 we construct a real valued exponential polynomial (4.1) P (α) = n∈Q∪−Q a n exp(2πi · nα), such that P (0) > 0, and for all α ∈ R, P (α) ≥ −2δP (0), where Q denotes the set of all perfect squares. We also show that one can choose a n such that a n = 0 for all |n| ≥ N (δ) = O(exp c 3 (1/δ) c4 ) (c 3 , c 4 are constants independent of n), which is equivalent to Theorem 6. In this section α, β will denote real numbers, sometimes also called frequencies.
The construction of P will be done in several steps. Let S(α) = (1/M ) · M x=1 exp(2πi · αx 2 ) for some M . We will first rely on the standard Weyl's method of estimating exponential sums, and will show that if α can be approximated well by a rational p/q, (p, q) = 1, then | S(α)| is at most roughly 1/ √ q. This is true even if in S we sum not over all perfect squares, but only over the squares which are multipliers of some constant L (Lemma 2). We also estimate how close is the same expression to 1 if αL 2 is close to an integer (Lemma 3). We then combine these two results to first construct an exponential polynomial P M with all the desired properties and such that P M (α) ≥ −δP M (0) for frequencies α close to p/q n , q an arbitrary prime (Lemma 4), and then for almost arbitrary frequencies (Lemma 7). This will not be true only for frequencies α which can be approximated well but not too well with a rational with a small denominator. We fix this in the last step of the proof by averaging the previous step of the construction over many "M ".
We use the standard notation e(α) = e 2πi·α , and define the normed exponential sum S(α, L, M ) = (1/M ) · M x=1 e(αL 2 x 2 ), where α ∈ R, and L, M are integer constants. We now choose and fix δ > 0.
The numbers L, M, R are integer constants in the following, to be chosen later. We will say that α is R-approximated by p/q, (p, q) = 1, if
We will often require that q ∈ N and the constants L, M, R, satisfy the following relations:
In the proof of the following Lemma, we will adapt the standard approach of Weyl mostly using the notation and approach from [8] .
Lemma 2. Assume that α is R-approximated by p/q, (p, q) = 1 for a given integer R, and that q, L, M, R satisfy (4.3), (4.4) , (4.5) .
Proof. We write shortly T = M 2 |S(α, L, M )| 2 , and then T = Applying the inequality | sin πα| ≥ 2 α where x denotes the distance of x from the nearest integer, we get e(2αL 2 z) − 1 = e(αL 2 z) − e(−αL 2 z) = 2 sin 2παL 2 z) ≥ 4 2αL 2 z . Inserting that into the inequality above, one gets
Now we define the function N (β) to be the number of integers z, K < z ≤ K + q ′ for some integer K, such that
(we will see shortly that N (β) does not depend on K). We now calculate N (β). We write z = K + w, β = γ + 2αL 2 K, and then 2αL
, by applying the triangle inequality we get
Let n = 1/2 + 2q ′ L 2 /R , ⌊λ⌋ being the largest integer not greater than λ. There are at most 2n + 1 numbers of the type r/q ′ in the interval [γ − n/q ′ , γ + n/q ′ ]. The number wp ′ /q ′ must coincide (mod 1) with one of these numbers. Therefore w must fall in one of at most 2n + 1 residue classes (mod q ′ ). Since 0 < w ≤ q ′ , N (β) is at most 2n + 1. We conclude:
Let us divide the segment [1 − M, M − 1] of integers in blocks of length q ′ , and estimate a part of the sum (4.6) over one such segment:
where we denoted by z max (K) = max{M − |z|, z ∈ [K + 1, K + q ′ ]} , and used ⌊q
. It is easy to check that summing z max (K) once over each such block we get at most M 2 /q ′ + 2M , which together with (4.6), (4.7), (4.8) gives
Now if N max = 1, inserting (4.4) and (4.5) in the inequality above, we get
If α is R-approximated by p/q, and if q|L 2 , then all summands in S(α, L, M ) are close to 1. For such, "small" frequencies, we will require that (4.9)
Lemma 3. Assume that α is R-approximated by p/q for a given integer R, that L, M, R satisfy (4.9) , and that q|L 2 . Then
Proof. Since |α − p/q| ≤ 1/(qR) and q|L 2 , there exists an integer p ′ such that
Using that, (4.9) and
We define a function τ :
where q ′ = q/(q, 2l 2 ). Now Lemmae (2) and (3) imply that under some assumptions on the constants M, L, R, if α can be R-approximated well by p/q, then Re S(α, L, M ) ≥ τ (L, q) − δ/2. It is in the next couple of steps more practical to work with the function τ than with exponential sums.
If p is a prime number, we note that
The following Lemma encodes the key trick in our construction of a δ-almost positive exponential polynomial P .
Lemma 4.
Say p is a prime number, l, n any integers, and assume that µ ∈ R, 0 < µ < 1, and p satisfy
Proof. Assume first that p = 2. Say l > 2m for some integer m. Then calculating a geometric sum and then using p −l ≤ p −2m−1 and (4.11) one gets:
We analyse 5 cases. (i) The case l > 2n follows immediately from A n = B n and µ < 1. (ii) The case 2n ≥ l > 2n−2 follows from A n = µ
Assume now that p = 2. Then calculating a geometric sum, and applying p −l ≤ p −2m−1 and (4.10), we get
The rest of the proof is the same as in the case p = 2, writing C n instead of B n .
We will now be more specific on our choice of the constant L. Say b is the smallest integer such that 2 b ≥ (8/δ) 14 . We denote by p k the k-th prime. Let c 1 = c 2 = c 3 = b, and let c k for each k ≥ 4 be the smallest integer such that p
Lemma 5. Say L as a function of δ is defined as in (4.12). Then
Proof. [12] , Theorem 12, implies that the smallest common multiplier of all numbers between 1 and l is smaller or equal than exp(1.3 · l). Now it is easy to see that L is smaller than the smallest common multiplier of all the numbers between 1 and
, which completes the proof.
L be a sequence of integers defined as follows:
where ⌊x⌋ is the integer part of x. The idea is that (l j ) is an approximate geometric sequence of integers of length b + 1 spanning the interval [1, L] .
We now set λ = 2/ √ 5, and Λ = b k=0 λ k . The following Lemma will help us when applying Lemma 4 later.
, (e k ) be the functions of δ as above. Then for each k, 1 ≤ k ≤ n, the pair (p, µ), where p = p k and µ = λ e k , satisfies (4.10) and (4.11) .
Proof. For k = 1, 2, 3, by definition it holds that c k = b, e k = 1 and µ = λ = 2/ √ 5. It is straightforward to check (4.10) for k = 1 and (4.11) for k = 2, 3.
Say k ≥ 4, and first note that λ · √ 5 = 2. We shortly write e = e k , c = c k . By definition p c ≥ 5 b and ec ≤ b, hence µ ec ≥ µ b , so we get
easily implies (4.11). Now we will improve the trick from Lemma 4 so that it works for arbitrary "frequencies". 
Proof. For q = 1, T (1) = Λ. Assume now that q ≥ 2. First say that q has no other prime factors than the prime factors of L. Let n, 0 ≤ n ≤ b be the largest integer for which τ (l n , q) < 0. As l j |l j ′ for j < j ′ , the function τ (l j , q) is negative for j ≤ n and τ (l j , q) = 1 for j > n. Let p k be any prime factor of q/(q, 2l 2 n ) (if q = 2l 2 n , we take k = 1, i.e. p k = 2). For simplicity we write p = p k , e = e k , c = c k , d j = c k,j , and let p i be the factor in the prime decomposition of q.
We now claim that τ (l j , q) ≥ τ (p dj , p i ). This is clearly true for j > n, as both sides are equal to 1. If j ≤ n, it is easy to see that
as all the prime factors on the right hand side of (4.13) are contained in the left hand side of it. If q ′ 1 , q ′ 2 denote the left resp. right side of (4.13), then (4.13) implies (4.14)
We note that the sequence of powers d j is constructed in such a way to be constant if j ∈ [me, (m + 1)e) and equal to p m . The power d j is also constant and equal to c for all j ≥ ec. We set f so that b = e · c + f,
Using all of this and (4.14), we calculate:
We now set µ = λ e . Because of Lemma 6 we can apply Lemma 4 on the first summand above. We also use τ (p c , p i ) ≥ −1 in the second summand, and get
It now enough to show that λ ec ≤ δ/8. Because of (4.15), ec ≥ b/2, hence λ ec ≤ λ b/2 . As λ = 2/ √ 5, it is λ 7 < 1/2, so we get λ ec < (1/2) b/14 . However, we have chosen b so that 2 b ≥ (8/δ) 14 , which implies λ ec ≤ δ/8. Now we assume that q has a prime factor p which is not a prime factor of L, and then by definition of L, p > 4/δ 2 . Similarly as in (4.14), we get τ (l j , q) ≥ τ (l j , p) = −1/ √ p, where in the last step we used the fact that (p, 2l j ) ≤ (p, 2L) = 1. Inserting that in the definition of T (q) and applying p ≥ 4/δ 2 we immediately get T (q) ≥ −Λδ/2. Now we define a real exponential polynomial P M which "almost always" satisfies the claim. Let
The function P M is real and satisfies P M (0) = Λ. Also the absolute value of the spectrum of P M is the set of perfect squares smaller or equal than M 2 L 2 .
Lemma 8. Assume that δ > 0 is given, and that L, Λ, b, (l k ) are the functions of δ defined as above. Choose R, M ∈ N . Say that α ∈ R can be R-approximated by p/q, (p, q) = 1, and that q, R, L, M satisfy (4.3), (4.4) , (4.5) . Furthermore, if q|L 2 , assume also that L, M, R satisfy (4.9) . Then
. The assumptions and Lemmae 2, 3 imply that Re
Lemma 7 implies that the first summand is greater of equal than −Λδ/2. This and Λ = P M (0) completes the proof.
We now need to carefully choose the constants R, M , so that the conditions of Lemma 8 apply. The following Lemma will assist us. (4.4) , (4.5) , (4.9) .
Proof. Choose n so that 2/δ ≤ n < 2/δ + 1. We define the sequences R k , M k (as functions of δ) recursively with
) for some constants c 3 , c 4 . Clearly (R k ), (M k ) are increasing. This and (4.16) imply (4.3) for all R k , M l . It is also easy to see that there exists δ 0 so that for all δ ≤ δ 0 , L(δ) ≥ log M n (δ). As R k is increasing and log M n (δ) ≥ 1/2 · log R n (δ), this and (4.17) imply that
As (R k ) is increasing, algebraic manipulations of (4.16), (4.17) yield L √ R k / √ M k ≥ 1. Combining that with (4.19) we get We now finalize the proof of Theorem 6. Without loss of generality we can assume that δ is small enough, so that 0 < δ ≤ δ 0 , where δ 0 is the constant from Lemma 9. We choose L(δ) as defined in (4.12), and then by Lemma 5, L(δ) = O(exp (c 1 (1/δ) c2 ). We find the sequences (R k ), (M k ), as in Lemma 9, 1 ≤ k ≤ n, n ≥ 2/δ. Let N = M 2 n L 2 , and then N = O(exp c 3 (1/δ) c4 ) because of Lemma 9, (i). Now we define P (α) = 1 n n k=1 P M k (α). Choose any α ∈ (0, 1]. Because of Dirichlet's theorem, for each k the number α can be R k -approximated by a rational p k /q k , (p k , q k ) = 1. As R k is increasing, we can assume without loss of generality that q k is an increasing sequence. Let m be the integer in [1, n] such that q k ≤ L 2 for all k ≤ m, and q k > L 2 for all k > m. We claim that (4.21) for all k = m, P M k (α) ≥ −P M k (0) · δ.
First assume that k ≥ m + 1. We set R = R m+1 , q = q m+1 , and M = M k . As q > L 2 , because of Lemma 9, (ii), the assumptions of Lemma 8 hold. Now assume that k ≤ m − 1. We set R = R m , q = q m , and M = M k . As q ≤ L 2 , Lemma 9, (iii) implies that again assumptions of Lemma 8 hold. In both cases, Lemma 8 implies (4.21).
Note that by definition P (0) = P M k (0) = Λ. As coefficients of P M are nonnegative real numbers, (4.22) P Mm (α) ≥ −P Mm (0) = −Λ.
We now sum (4.21) for k = m and (4.22), apply n ≥ 2/δ, and get:
As α ∈ R was arbitrary, and by construction P is real valued, P (0) > 0 and absolute value of its spectrum are perfect squares in [−N, N ], N = O(exp c 3 (1/δ) c4 ), this completes the proof of Theorem 6.
