Abstract. In this paper we consider the zeros of the Bergman kernel of the Fock-Bargmann-Hartogs domain {(z, ζ) ∈ C n × C m ; ||ζ|| 2 < e −µ||z|| 2 } where µ > 0. We describe how the existence of zeros of the Bergman kernel depends on the integers m and n with the help of the interlacing property.
Introduction
Let Ω be a domain in C n and K Ω (z, w) its Bergman kernel. In [8] , Lu Qi-Keng conjectured that if Ω is simply connected, then K Ω is zero-free on Ω × Ω. It is already known that this conjecture is false in general (see [1, 9] ). A domain in C n is called a Lu Qi-Keng domain if its Bergman kernel function is zero-free.
Let µ > 0. In our previous works [10, 11] , we obtained an explicit formula of the Bergman kernel of D n,m = {(z, ζ) ∈ C n × C m ; ||ζ|| 2 < e −µ||z|| 2 } which is called the Fock-Bargmann-Hartogs domain (abbr. FBH domain) in this paper. The aim of this paper is to establish the following theorem:
Theorem A. For any fixed n ∈ N, there exists a unique number m 0 (n) ∈ N such that D n,m is a Lu Qi-Keng domain if and only if m ≥ m 0 (n).
As a related work, we should mention the following result proved by L. Zhang and W. Yin in [12] . In spite of apparent similarity between Theorems A and B, there are some differences. First, the number m 0 in Theorem B depends on n and p, while m 0 in Theorem A depends only on n. Second, Theorem B does not describe whether or not Ω p,1 n,m is a Lu Qi-Keng domain for m < m 0 . On the other hand, Theorem A states that D n,m is not a Lu Qi-Keng domain for m < m 0 . Moreover the sequence {m 0 (n)} ∞ n=1 is monotonically increasing. In other words, if D n,m is not a Lu Qi-Keng domain, neither is D n+1,m (Theorem 6).
The organization of this paper is as follows. We review basic notions and results in Section 2, which will be used for the proof of our main theorems. In Section 4, we present remaining problems.
Preliminaries
2.1. Interlace polynomial. Definition 1. Let f and g be polynomials with only real roots. We denote the roots of f (resp. g) by a 1 , · · · , a n (resp. b 1 , · · · , b m ) , where a 1 ≤ · · · ≤ a n (resp. b 1 ≤ · · · ≤ b m ). We say that g alternates f if deg f = deg g = n and
We say that g interlaces f if deg f = deg g + 1 = n and
Let g f denote that either g alternates f or g interlaces f . If no equality sign occurs in (1) (respectively(2)) then we say that g strictly alternates f (respectively g strictly interlaces f ). Let g ≺ f denote that either g strictly alternates f or g strictly interlaces f .
As a simple consequence of Rolle's Theorem, we have the following lemma.
Lemma 1.
If f is a polynomial with only real roots and all roots are distinct, then
A real polynomial is said to be standard if either it is identically zero or its leading coefficient is positive. Let RZ denote the set of real polynomials with only real zeros.
L. L. Liu and Y. Wang [7] proved the following results which play substantial roles in the proofs of our theorems.
where G, f, g are standard and c, d are real polynomials. Suppose that f, g ∈ RZ and g ≺ f . Then the following holds. 
, where a, b are two real polynomials, such that deg
(c) F and g have leading coefficients of the same sign. Suppose that b(r) ≤ 0 whenever f (r) = 0. Then F ∈ RZ and f F . In particular, if g ≺ f and b(r) < 0 whenever f (r) = 0, then f ≺ F .
Polylogarithm function.
The logarithm log t is obtained as the analytic continuation of the formula
The polylogarithm function Li s (t) is a natural generalization of the right hand side:
It converges for |t| < 1 and any s ∈ C. If s is a negative integer, say s = −n, then the polylogarithm function has the following closed form:
where A(n, m) is the Eulerian number [4, eq.(2.17)]
The first few are
The polynomial A n (t) = n−1 j=0 A(n, j + 1)t j is called the Eulerian polynomial. We give here known properties which are used later.
Proposition 1. (i)
A n (t) has only real negative simple roots.
(ii) Li −n (t)/t has a zero t 0 such that |t 0 | < 1 for all n ≥ 3 (see [10] ).
More information about the polylogarithm function and the Eulerian polynomial can be found in [3, 4, 5] .
Bergman kernel.
Let Ω be a domain in C n , p a positive continuous function on Ω and L 2 a (Ω, p) the Hilbert space of square integrable holomorphic functions with respect to the weight function p on Ω with the inner product
The weighted Bergman kernel K Ω,p of Ω with respect to the weight p is the reproducing kernel of L 
Here (a) k denotes the Pochhammer symbol (a) k = a(a + 1) · · · (a + k − 1).
In our previous paper [10] we obtained a formula of the Bergman kernel of FBH domain with the help of Theorem 2.
Theorem 3 ([10]
). The Bergman kernel K Dn,m of FBH domain is given by
In [10] , we showed that the Lu Qi-Keng problem of D n,m is reduce to study of zeros of
Define a polynomial A n,m (t) by the following equation:
Remark 1. There is a closed expression of A n,m (t) as follows:
where S(·, ·) denotes the Stirling number of the second kind. This formula is a simple consequence of the formula [4, eq. 2.10c]:
Lemma 3. (i) The polynomial A n,m (t) satisfies the recurrence relation
with the initial condition A n,1 (t) = A n+1 (t).
(ii) All coefficients of A n,m (t) are positive.
Proof. (i) If we differentiate both sides of equation (5), then we have
which proves the recurrence relation (7). The initial condition is verified from the formula
We shall use the induction on m. Since the Eulerian number A(n, k) is equal to the number of permutations of n objects with k − 1 rises (see [3, p242] ), the coefficients of the Eulerian polynomial A n,1 (t) = A n+1 (t) are all positive.
Assume that all coefficients of A n,m (t) are positive. Put A n,m (t) = n i=0 a i t i where a i > 0 for all 0 ≤ i ≤ n. By (7), the coefficients of A n,m+1 (t) = For the proof of our main theorem, we quote the following general result.
Lemma 4 ([2, Corollary 1.2.3])
. Suppose p(t) := a n t n + · · · a 1 t + a 0 with a k > 0 for each k. Then all zeros of p lie in the annulus
Now we are ready to state our main theorem. Proof. (i) Fix n ∈ N. We prove the theorem by induction on m. Let us first prove the statement for m = 1. From Proposition 1, we know that the Eulerian polynomial A n,1 (t) = A n+1 (t) has only negative real simple roots. Combining this fact and Lemma 1, we have A n,1 (t) ≻ A ′ n,1 (t). Thus the polynomial G(t) = A n,2 (t) satisfies the conditions of Lemma 2(ii) with f (t) = A n,1 (t), g(t) = A ′ n,1 (t), c(t) = n+2 and d(t) = 1−t. Actually, they satisfy the assumption of Lemma 2(ii) because 1 − r > 0 whenever A n,1 (r) = 0. Hence A n,2 (t) ∈ RZ and A n,1 ≻ A n,2 . We have proved the statement for m = 1.
Assume A n,m ≻ A n,m+1 . By the definition of interlace, we see that A n,m+1 (t) has only simple roots. Moreover, from Lemma 3, all coefficients of A n,m+1 (t) are positive, so that all roots of A n,m+1 (t) are negative. Hence the polynomial G(t) = A n,m+2 (t) satisfies the conditions of Lemma 2(ii) with f (t) = A n,m+1 (t), g(t) = A In Theorem 4, we have proved A n,m (t) ≻ A n,m+1 (t). It is natural to expect similar relation between A n,m (t) and A n+1,m (t). Indeed, we can prove the following theorem.
Theorem 5. For any n, m ∈ N, we have A n,m (t) ≺ A n+1,m (t).
For the proof of Theorem 5, we need the following lemma.
Lemma 5. For any n, m ∈ N, we have A n+1,m (t) = tA n,m+1 (t) + m(1 − t)A n,m (t).
Proof. We see from (3) that the m-th derivative of the polylogarithm function has the following series representation:
for |t| < 1. Then it is easy to see
The relation (10) and the definition of A n,m (see (5)) imply
Proof of Theorem 5. We already know that A n,m (t) has only negative roots. From Theorem 4 (i), Lemma 5 and this fact, we see that the polynomial G(t) = A n+1,m (t) satisfies the conditions of Theorem 1 with f (t) = A n,m (t), g(t) = A n,m+1 (t), a(t) = m(1 − t), b(t) = t. In particular we have g ≺ f and b(r) < 0 whenever f (r) = 0. Therefore we finally obtain A n,m (t) ≺ A n+1,m (t).
We now obtain the following theorem: Table 2 . The values of f (n)
In the proof of Theorem 4, we showed lim m→∞ r n,m = −∞. On the other hand, we do not succeed in computing the value lim n→∞ r n,m . Some numerical computation indicate the following conjecture. 
