Abstract-When accounting for structural fluctuations or measurement errors, a single rigid structure may not be sufficient to represent a protein. One approach to solve this problem is to represent the possible conformations as a discrete set of observed conformations, an ensemble. In this work, we follow a different richer approach and introduce a framework for estimating probability density functions in very high dimensions and then apply it to represent ensembles of folded proteins. This proposed approach combines techniques such as kernel density estimation, maximum likelihood, cross validation, and bootstrapping. We present the underlying theoretical and computational framework and apply it to artificial data and protein ensembles obtained from molecular dynamics simulations. We compare the results with those obtained experimentally, illustrating the potential and advantages of this representation.
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INTRODUCTION AND MOTIVATION
A single structure is often used to represent a protein. This can be considered natural when the structure is assumed to be rigid, but protein structure is known to fluctuate under physiological conditions. This fact, overlooked in many situations in favor of the simplicity of a single structure, may be advantageously accounted for at times when high-resolution techniques for structure determination are available. Even if the "true" structure were fixed and unique, the uncertainty in its determination by the (imperfect) measurement of some property (that is, diffraction, magnetic resonance, and so forth) also yields multiple representations on repeated experiments, challenging the assumption of uniqueness. This is even more pronounced by the fact that methods for structure determination generally optimize a model to fit observations, a process prone to find multiple local minima. A similar situation arises when simulations are used for structure "determination;" the modeled energy landscape is populated with multiple local minima. As a result of this and other intrinsic simulation characteristics (for example, randomness), multiple structure representatives for the same protein are possible.
In applications where fluctuations cannot be ignored and, moreover, are to be favorably exploited, how should they be represented and incorporated into the calculations? One way is to represent the protein structure not as a single conformation but as a finite set of conformations, corresponding to different "observations" of its state [1] . This approach has been routinely pursued by the Nuclear Magnetic Resonance (NMR) community and some authors have even urged the crystallographic community to adopt identical practices [2] . Similarly, the framework should start being incorporated in computational protein research.
In this work, we propose a different approach, consisting of estimating a probability density function (PDF) from the available observations of the state and using this PDF to represent the ensemble. A finite set of conformations can be considered as a particular case of a PDF when no smoothing is applied, a PDF consisting of delta functions placed in the observation points. Tools from density estimation (for example, maximum likelihood cross validation) can be used to show that this PDF (the discrete set of conformations) performs poorly in the task of modeling the ensemble. In this work, we tackle the problem of finding the correct amount of smoothing to apply, according to formal statistical criteria, to obtain a good description (model) of the ensemble.
Protein ensembles consist of conformations usually having hundreds or even thousands degrees of freedom. How can inferences be made from sample sizes that are roughly of the same order? This challenging question is addressed in this paper. We derive, under clear optimality criteria from information theory, the best possible PDF that can be estimated from the available data. To achieve this, we decompose the global density as a product of lower dimensional factors, conditional probabilities themselves, chosen by a genetic algorithm to maximize the global likelihood. The approach exploits the fact that the dependency of each degree of freedom (variable) decays fast as less and less influential residues are considered [3] , [4] . In other words, not every variable in the protein structure has the same influence on every other variable. Some variables are highly influential, others not strongly. Then, we proceed to estimate each dependency factor using classical density estimation techniques, that is, Kernel Density Estimation and Maximum Likelihood. In addition to computing the probability distribution of the ensemble, we explicitly and automatically obtain the critical dependencies between the conformation variables such as torsion angles.
This representation of the ensemble as a PDF is starting to gain interest in the protein research community, for example, [5] and Lindorff-Larsen (personal communication). For example, this type of representation has been recently pursued to rank the space of conformations in agreement with NMR observations [5] . This representation has several advantages. First, it reveals aspects previously hidden when the ensemble is regarded as a set of discrete conformations: the modes of the density, the probability that a particular conformation belongs to the ensemble [6] , and a ranking of the structures according to probability are three examples of this. Second, it provides a natural framework to solve a central problem in structural biology: the quantitative comparison of two ensembles of conformations. Currently, two individual conformations can be compared using the Root Mean Square Deviation (RMSD) or related measures as a metric, but no corresponding measures are being exploited for comparing ensembles. Representing the ensembles as PDF's enables the use of well-understood tools from information theory (for example, the Kullback-Leibler divergence) or statistics to solve this problem. A third application of the framework comes from the observation that multiple local minima lie close to the global minimum, a fact postulated to explain the robustness of the native state and suggested as a way to predict it for certain protein classes [7] . This observation, if general, can be translated into the requirement that the native structure (or ensemble) must reside where the density of local minima is high (motivating the computation of this density). Following this line of reasoning, our representation can be used to produce new conformations that combine local properties of the conformations in the ensemble (we do this in Section 3.2.3).
Further motivation for the necessity to understand the conformational space and its probability distribution is suggested by recent work toward high-resolution de novo structure prediction [8] ; see, in particular, the authors remark that "conformational sampling remains the primary stumbling block" toward this challenging goal. It is imperative then to have a good description of the ensemble, and for the reasons explained above, a PDF is a better description than a set of discrete conformations.
Important by-products of the approach here introduced include an idea of the completeness of the sample to represent the space of conformations that the protein adopts (by estimating the optimal number of dependencies among variables that can be taken into account for a given sample size), an estimate of the conformational entropy (and its error) that may have important thermodynamic consequences (Lindorff-Larsen, personal communication), and a measurement of the dependency between conformational variables.
The need for a good understanding of the protein conformational space is thereby clearly supported by the current efforts in protein research and, in particular, of its PDF. This PDF is the richest possible representation of such space. It is the primary goal of this paper to present a theoretical and computational framework to compute such a PDF.
Most of the data used in this work comes from simulations of protein ensembles obtained by means of molecular dynamics [9] . The framework described can be used to characterize other protein ensembles, computed either via molecular dynamics or using other structural determination method (for example, rotameric libraries with applications in high-resolution protein folding [10] , direct multiple physical measurements performed in several labs, and/or using different techniques or the automated methods cited in [2] ). The framework can also be used to include protein flexibility in protein docking [11] . This is further discussed later in this paper.
The remainder of this paper is organized as follows: In Section 2, we give a description of the mathematical and computational method proposed to compute the desired PDF, given a finite set of conformations. As a proof of concept and for pedagogic reasons, we first use the developed framework on an artificial data set. This is presented in Section 3.1. In Section 3.2, we use the framework in real data. In addition to computing the PDF, we explicitly derive the critical inner dependencies of the torsion angles and produce novel conformations sampled from the computed PDF. Their relationship with experimental data is studied as well. Concluding remarks and discussions are provided in Section 4. The Appendix and supplementary materials, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/archives.htm, provide technical details and additional data.
METHODS
An ensemble
1 is a set of conformations of the same protein. Each conformation corresponds to a particular arrangement of the protein's constitutive atoms in three-dimensional (3D) space. This arrangement can be described (or partially described) by different sets of features depending on the application at hand. In this work, we consider the backbone of the protein, which can be completely described by the usual 2ðM À 1Þ torsion angles (ðM À 1Þ s and ðM À 1Þ s), where M is the number of residues in the protein [12] .
Our goal is to develop a technique to estimate the density of the unknown process that generates the set of conformations, the ensemble. This density is to be estimated from its available samples (a finite set of conformations represented by vectors of length 2ðM À 1Þ). To address this, we consider that a coordinate of the sample conformation is related to just a few other coordinates, without knowing in advance to which ones. In other words, we set out to infer the relationships between the coordinates (torsion angles in our example) and use this information to estimate the density of the process more efficiently. Although this is a natural assumption based on the chemical nature of proteins [3] , [4] , it is also fundamental to reduce the dimensionality of the problem, which is needed due to the existence of only finite and relatively few observations.
The proposed computational framework, already sketched by the authors in [13] , involves a number of components in the fields of statistics, information theory, and computer science. It belongs in the general area of Bayesian networks [14] , a subarea of graphical models [15] . To learn both the dependencies ("the graph" or structure) and the parameters of the model, as is our goal, a number of approaches have been proposed, being the recent work of Teyssier and Koller, the most closely related to ours (see [16] and references therein). Key differences between these two computational approaches include: 1) We automatically compute the order (number of dependencies) of each angle/graph node and connect this to the amount of available data, whereas, in Teyssier and Koller, this is set by the user and no explicit connection between this and the amount of available data is postulated.
2) The nature of the data, being the one in Teyssier and Koller discrete while ours is continuous, thereby, more difficult to model. 3) The particular application, in our case, is protein analysis. 2 The idea behind the Bayesian networks' approach (including ours) is to express a high-dimensional probability (density) as the product of several low-dimensional probability (densities) ("experts" in Hinton's terminology [17] ), each one able only to explain local features of the data set. These approaches are best at explaining global features from local details but cannot in general handle the effects of global features on local details. Related methods based on genetic algorithms, with the goal of coding and image models, are being investigated in parallel in [18] .
Our approach is also related to Akaike's Information Criterion (AIC) [19] , [20] in that the choice of the order of the model selected is based on the Kullback-Leibler distance to the "true" unknown probability density. An alternative choice to select the order of the model could have been to use Rissanen's minimum description length (MDL) [21] , but we opted for the simplicity of leave-one-out cross validation [22] . Contrary to AIC and MDL, in our approach, the number of parameters does not explicitly appears in the criterion but only through the degree of smoothing applied. This has the advantage that each parameter is not equally weighted, but it is weighted according to the particular role it plays in the model.
In this section, we present the proposed density estimation framework and the rationale behind the selection of the particular methods to fulfill each task. For that purpose and for easy reference and completeness, a brief review of each relevant method is included. In Section 2.1, a procedure for estimating a density is introduced. In Section 2.2, we analyze the errors and limits of this estimation procedure. Finally, in Section 2.3, we extend the technique for the kind of data set of interest (conformation ensembles). To avoid obscuring the main concepts, the noncritical implementation details are omitted from this paper. They can be obtained, together with the code, from the authors by request. Technical details are presented in the corresponding appendices, which can be found on the Computer Society Digital Library at http:// www.computer.org/tcbb/archives.htm.
Density Estimation
Any density estimation approach has to start by defining two things: first, the criterion used to compare estimates (to be able to say that one estimate is better than other), and, second, the family of models where the estimate is expected to come from. In this section, we briefly describe these choices; for an extended explanation, please refer to Appendix A, which can be found on the Computer Society Digital Library at http://www.computer.org/ tcbb/archives.htm or to the cited literature.
To compare estimates, the maximum likelihood principle was chosen [23] , [24] . Simply stated, the ensemble (or sample) likelihood is a score that measures the fit between a model and a sample. For a model (PDF) f h and an ensemble S ¼x 1 ;x 2 ; . . . ;x N f g of N independent and identically distributed observations, this score is defined as
This quantity is the probability of drawing the sample S from the PDF f h .
The maximum likelihood principle then declares that the best model is the one having the maximum score. Since the logarithm function is monotonically increasing, it is equivalent (in the sense that it has the same maxima), but computationally easier, to work with the log likelihood instead:
It is important for later developments to note the close relationship between the log likelihood and the empirical entropy or finite sample average of entropy, defined as [25] :
Then, maximizing log likelihood is equivalent to minimizing the empirical entropy.
Different metrics could have been chosen to measure the discrepancy between the estimated density and true density (given by its observations), and each choice would have resulted in a different (optimal) estimate. Our choice, based on classical information theory and statistics, tries to capture the order of the true density (reflected by a function of the quotient of the two densities being integrated, see Appendix A, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/archives.htm.) rather than its absolute value (as would be the case for the L p norm, where a function of the difference between the densities is integrated). An additional advantage of this choice is that it leads to more tractable calculations.
The second choice that has to be made before estimating a density is the family of possible models M or hypothesis space from where the best model should be chosen. Since we do not want to loose generality at this point by restricting our attention to a particular kind of densities, we adopt the sample-based approach, where the sample itself defines the model. In particular, we are interested in the method of Kernel Density Estimation, also known as Parzen Window Density Estimation [26] . According to this method, the density estimates are given bŷ
where KðxÞ 3 is a PDF known as the kernel function, and h, apart from indexing the family of models, is the window width, also known as the bandwidth or the smoothing parameter.
The role of the kernel is to "spread" the mass of the observations around its original position. Usually, K is a unimodal even function, falling off quickly to zero. Bellshaped functions in general, and Gaussians in particular, are frequently used kernels. In this work, we use the Von Mises kernel, which plays the role of the Gaussian density for angular data [27] .
When the same sample is used both to approximate the density function and to estimate the entropy (likelihood), a problem arises: the models are optimized (by selecting h in this case) to fit the current observations and not the observations to come. This problem is known in the machine learning community as overtraining.
A solution to this problem is to use a technique known as the leave-one-out cross validation; see, for example, [24] . Since the problem originated for using the same sample twice (both to construct the density function and to estimate the entropy by evaluating the density in the sample points), the cross-validation technique splits the sample in two (or uses two different samples if possible) and uses one part to construct the density and the other to estimate the entropy. To avoid "wasting" data by using some sample points to compute the entropy, instead of using them to estimate the density which is ultimately what we want to do, cross validation spends only one of the points of the sample (at a time) to evaluate the density estimate (compute the entropy) and the rest to construct the density estimate. This process is repeated N times (without computational increase, see Appendix A.2, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/ archives.htm), leaving out each point once and obtaining a corresponding density estimate each time. The contribution of every point to the entropy is then added together to get a final estimate of the entropy. Then, the expression for the entropy that has to be minimized (by choosing h) to find the best model ðf h Þ is (see Appendix A.2 for details and Appendix A.3 for an illustrative example of these concepts, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/archives.htm):
The Bootstrap Estimate
In Section 2.1, a score (the entropy) was associated to each model in the hypothesis space. This score is used, through the maximum likelihood principle, to find the best model in the space. Since we only have limited information about the process (contained in the finite sample available), we do not expect this score to be infallible in discriminating between models. It is only an estimate of the goodness of fit between the model and the process, and as an estimate, it is perturbed by "noise" (details on this can be found in Appendix B.2, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/archives.htm). How then can a judgment between models be attributed to an intrinsic difference between the models and not to random effects produced by the noise? We need first an estimate for the variance of the entropy estimate.
Bootstrap [28] is a useful tool to compute error measures for density estimate functionals (see Appendix C, which can be found on the Computer Society Digital Library at http:// www.computer.org/tcbb/archives.htm, for an extended version of this section with more technical details). We use a variation of the classical bootstrap technique, known as smoothed bootstrap [28] , [29] . In this approach, samples are drawn from the estimate of the density (that has to be found anyway) and not from the original sample itself. The procedure is the following:
A density estimate is constructed from the sample, as explained in Section 2.1.
2.
A new sample is drawn from this density and used to compute the desired functional (the entropy, using (3)); the form of the density estimate makes drawing samples from it particularly easy. 3. As in the classic bootstrap, step 2 is repeated to obtain many estimates that will be used to calculate the variance of the desired functional's estimate.
Step 1 is performed only once and the obtained density is used many times in Step 2 to draw further samples.
In Section 2.3.3 below, we show how to use the smoothed bootstrap to find an estimate of the error in the scores of the models to be compared, and we will take these errors into account to perform the comparison.
Curse of Dimensionality
If we had a sample containing a very large number of observations (relative to the dimension d of the space), the problem is solved following the above described framework. Unfortunately, this is not usually the case. Even for very small proteins, the number of degrees of freedom is in the tens or hundreds and, therefore, the number of structures needed to "decently" estimate the density is prohibitively large. This problem is very well known in statistics and has been dubbed the "curse of dimensionality." In this section, connected with ideas from the Bayesian networks' literature [14] , we suggest a possible solution, which is applicable when the data has a certain property that will allow us to make, for a given error, the sample size virtually independent of the number of residues (degrees of freedom) in the protein. This is one of the main contributions of this paper.
So far, any reference to the particular source of the information was avoided, what was described in previous sections is valid for any data set. However, at this point, significant simplifications can be obtained by exploiting an intrinsic characteristic of the ensembles, for example, of folded protein conformations. In the following, we restrict our attention to this kind of data set, although the same applies to any data set with the property we introduce in the next paragraph.
An ensemble of folded protein conformations, characterized, for example, by the backbone torsion angles, has the desirable property that each angle is not equally "related" to every other angle, but rather, it is highly influenced by some angles (the closest ones) and not so strongly by others (those further away). This is so because a "relation" between angles that are far away will be hard to explain without the inclusion of an angle lying in between (the influence has to be transmitted in some way) and because the number of residues surrounding a given residue is bounded (due to packing considerations). This assumption is consistent with the observation of relatively short persistence lengths in unfolded proteins-as short as a single amino acid [4] . It is also consistent with polymer theory for globules (which protein folded states are) suggesting that the globule structure does decorrelate as well (not unlike a random walk in a confined space) but likely with a larger persistent length [3] . For our purposes, even if one angle is strongly related to several other angles, but those provide the same information about the state of the first angle, only one needs to be included as a dependency. If numerous angles are required to correctly predict another angle, the number of these automatically considered by our proposed framework will be ultimately limited by the available sample size, and only the most critical ones will be picked (adding more angle dependencies will deteriorate the overall estimation). We now formalize these concepts.
"Divide and Conquer"
We set out to estimate the density pðx 1 ; x 2 ; . . . ; x d Þ 4 of a d-dimensional random variable (recall from the beginning of Section 2 that d ¼ 2ðM À 1Þ, where M is the number of residues in the protein). This density can be written as the product of two independent factors:
The i-subscripts in the right-hand side were introduced to account for the fact that any coordinate (arbitrarily chosen) can be "factored out" independently of its position in the original vector. Applying this step inductively, the density can be written as the product of d independent factors:
By construction and in contrast to Hinton's PoE [17] , the product in (4) is automatically normalized, avoiding the need of computing a normalization constant. Since, as stated above, only a few torsion angles (strongly) influence a specific angle bringing useful (new) information, the rest can be discarded from the conditioning set for that particular angle. Assume that we know that any angle is (strongly) influenced by no more than n others (with n much smaller than d), then 5 6 p x 1 ; x 2 ; . .
The original problem of estimating a d-dimensional density was reduced to that of estimating d independent densities in dimension ðn þ 1Þ or lower. Using properties of the protein conformations, we have then significantly reduced the problem dimensionality (assuming of course that n is significantly lower than d). For our purposes, it is more practical, and equally valid, to stop the factorization earlier than before and consider the following factorization in (almost) uniform dimension factors:
Would it have been better to "factor out" more than one variable at a time? That is, could the following be a better factorization than (5)?
It is easy to see that no, and thereby (5) is optimal in this sense.
The entropy corresponding to the density in (5) is (see Section 2.1, Appendix A, which can be found on the Computer Society Digital Library at http://www.computer. org/tcbb/archives.htm, or [25] for the used basic properties of the entropy)
From the considerations made in Section 2.1, it follows that this is the expression that has to be minimized. In Section 2.1, we showed how to compute each of the summands in (6) . 7 In the next sections, we explain how to find the new parameters introduced in this section, namely, 4. In previous sections, the density to be estimated was called fð:Þ in agreement with the literature on density estimation. However, at this point, where properties of probability densities are being invoked, the use of pð:Þ seems more natural.
5. For simplicity, we assume the number of conditioning variables ðnÞ to be equal in every factor, but this is not strictly necessary.
6. Note that we are not claiming that the other variables are not relevant but that they are significantly less relevant than the first n and adding them will increase the dimensionality and deteriorate the PDF estimation. This will be addressed in more detail later on.
7. Actually, we only showed how to compute entropies of the form the i-indexes (the conditioned and conditioning variables) and the number n of conditioning variables. In this search, it will be necessary to access repeated times the values of the entropy summands, for that reason, it makes more sense to compute these summands in advance, store them in a database, and only then start the search.
It can be fairly objected that since the number of sets of n variables grows very fast as n increases, this database can be impractically big. Our experiments show that, at least for the tested data sets, the "interesting subsets" of n variables can be found incrementally by adding variables to the interesting subsets of ðn À 1Þ variables. Fig. 1a presents an example of this fact, extracted from the data set used in Section 3.3. This fact has been extensively observed in this data set and others and is documented in Fig. 1b. 
Discovering the Dependencies
Let us first fix n and find the product of densities of the form in (5) that best explains the data (has the smaller entropy) for that n. Let us first introduce some notation to simplify the exposition. Let n o be the set of n coordinates conditioning the coordinate x j in (5) and (6) .
What is left to do then is to find the i-indexes subject to the following conditions:
The i-indexes must define a permutation of the coordinates (since every coordinate is eventually factored out, but the order is arbitrary). 2. C n j I jþ1;d : The set of conditioning variables for i j is a subset of the variables that follow i j in the permutation (since only those variables not yet factored out can be used to condition). As stated at the beginning of this section, it must contain n variables.
Once the permutation I 1;d is found (we will explain how we do this below) and assuming that all the terms of the form H x ij C n j have been previously computed and stored in a database, the conditioning coordinates C n j for each conditioned variable i j can be straightforwardly discovered with the following simple rule: Just consider from the set I jþ1;d the n indexes i 1 j ; . . . ; i n j n o that minimize H x i j C n j . It can be shown that for a given permutation, no other conditioning set can do better. Having established this, the notation can be extended further to rewrite (6) as
where the C n i s are calculated as just explained. This notation stresses the fact that only the permutation has to be found, the other sets follow using the simple rule explained above. Incidentally, we see that HðI 1;d Þ is not affected by permutations of the last n positions of I 1;d .
To select a good permutation I 1;d , a simple heuristic algorithm based on the ideas of mutation and selection (best described as a genetic algorithm with no crossover or simulation annealing at fixed temperature) was used. It basically works as follows:
1. Select a random initial permutation I 1;d (for example, I 1;5 ¼ ð3; 5; 2; 4; 1Þ, assuming d ¼ 5 for the sake of the example). Step 3. Two modifications to this algorithm were found to improve its performance. First, only adjacent positions were swapped in Step 3, allowing for a more efficient computation of H 0 in Step 4, and, second, the swaps are accepted or rejected with certain probability that depends exponentially on ÁH ¼ H 0 À H (as in simulated annealing). By its nature, this algorithm is prone to find local minima. To avoid or reduce this problem, the algorithm is run many times for each value of n, and in each case, the best model is kept for that particular n. We observed a tendency of related variables to cluster together in the permutation vector, a fact that might improve the performance of the optimization. Nevertheless, the convergence of this optimization still needs to be more carefully assessed, in particular, since the solution found is not guaranteed to be the global optimum and is not necessarily unique. An assuring experimental fact is that in every run of the optimization, angles were found to be conditioned on close neighbors, suggesting consistency in the solutions. Intuitively, for small ns, each factor in (5) will be well estimated (since the density being estimated is low dimensional), but the dependencies between variables might be lost. Conversely, for large ns, the dependencies will be captured, but the quality of each factor will be deteriorated. Clearly, a compromise must be made. This is detailed next.
Selecting the Order n
In Section 2.2, we explained how to use smoothed bootstrap to compute the variance of entropy estimates like the summands H I i 1;d C n i in (7). We first extend this result to compute the variance for the entropy of the permutations,
The summands in the right-hand side of (7) are assumed to be independent of each other and, hence, the variance of its sum is the sum of the variances of each summand
Also, recall that each summand in (7) is approximately normally distributed, and then its sum also is. At this point of the algorithm, several models have been found, one for each n. Each model has a corresponding score (entropy) as determined by its likelihood (see Section 2.1), and each score has a corresponding variance, as computed using smooth bootstrap (see Section 2.2). To recap, the results obtained so far look like as shown in Table 1 .
Which one of the m models is best? According to the maximum likelihood principle, it is the one that has the lowest entropy. However, we assigned to the models, via the smoothed bootstrap, not just a score but a probability density of scores. We have then to define a criterion to choose between those models.
Assume we have two models A and B with n A and n B conditioning variables, respectively, n A > n B . Assume also that the density of the entropy estimate for each model is as shown in Fig. 2 . Which model is better? Intuitively, we should choose model A, since the probability that it performs better than model B (again according to maximum likelihood) is higher than the probability of the reverse case. Obviously, if the opposite were true, we should choose model B. If neither one of the possibilities is true, it makes sense to choose the computationally less expensive option, meaning the model with the smallest number of conditioning variables. Formalizing this, we end up with a selection rule (for n A > n B ): 
where k is a parameter introduced to account for the fact that model A is computationally more expensive and should be conveniently adjusted.
Knowing that the densities of the entropy estimates are (approximately) Gaussian with mean and variance given by the two last columns of the previous table, respectively, the probability can be computed (for instance, using Monte Carlo) and the condition evaluated for the models, resulting in a unique model being selected as the best representative for the data. This model may not be sufficient, but it is the best that can be obtained with the available data according to our optimality criterion. This is an important concept: Our proposed framework finds the best possible model (with respect to the selected optimality criterion), and if this one is not good enough, more data will have to be collected, but the data was used efficiently. Fig. 3 summarizes the procedure explained in this section. This concludes the derivation of the computational framework. We proceed now to its validation and application to real data.
RESULTS AND APPLICATIONS
In order to test our method, we start with a set of artificially constructed examples. In Section 3.1, we present these results. In Section 3.2, we apply the method to two real data sets. First, an ensemble of conformations of the 12 residues long -hairpin tryptophan zipper [30] is analyzed (Section 3.2.1). Then, in Section 3.2.2, the villin headpiece [31] , a significantly more complex peptide having 36 residues is studied. In Section 3.2.3, we use the computed PDF's to generate new structures.
Validation via Artificial Examples
Four artificial data sets with different dependency levels were constructed to validate the proposed method. Those are schematically represented on the left in Fig. 4 . In all of these data sets, the sample size ðNÞ was 500 and the dimension of the data points ðdÞ was six. The method explained in Section 2 was applied to each data set. In all cases, the dependencies were correctly discovered. The right side in Fig. 4 shows the evolution of the entropy as more conditioning variables are allowed in the model for each data set. In each case, the correct number of conditioning variables ðnÞ was found. It is worth noting that contrary to what is expected for an infinite data set, adding unnecessary conditioning variables deteriorates the model. For finite sample sizes, the price to pay for considering more dependencies is more smoothing, which in turn deteriorates the model. As explained before, a compromise must be made, and this is done here automatically by selecting the optimum n using the rule described in Section 2.3.3 and the information in the graphs in Fig. 4. 
Protein Examples
-Hairpin Tryptophan Zipper
Our first real ensemble consists of 481 conformations of the -hairpin tryptophan zipper, a peptide having 12 residues. These conformations are the final stage of molecular dynamics (MD) simulations (carried out by Snow et. al. [30] ) starting at native conformations (as determined experimentally by NMR) and run for 20 ns. It is generally assumed that MD trajectories decorrelate after 1 ns; therefore, it is safe to assume that the structures are independent [32] . Further details about the simulations can be found in [30] . The backbone of these peptides can be described by 22 torsion angles (11 s and 11 s) , and, consequently, we need to estimate a 22 dimensional probability distribution function (PDF).
In Fig. 6a , the evolution (with respect to n, the number of conditioning variables) of the entropy is displayed. Note that including more than two conditioning variables in the density factors does not significantly improve the estimate (compared to three) and can even deteriorate it (compared to four). As explained in Section 2.2, the magnitude of the improvement/deterioration should be judged relative to the variance corresponding to the score of each model (represented by the blue band in Fig. 6a) .
Applying the algorithm of Section 2.3.3, we select the model with two conditioning variables as the one that best represents the ensemble. We do not claim that the true dimensionality of the process is two, but only that for the current available sample, the benefit obtained in computing a PDF using the additional dependencies accounted for when including more than two conditioning variables is smaller that the harm done by the additional smoothing required. It has to be considered that the "optimal number of conditioning variables" is optimal as a representation of the ensemble with the available data, not as an estimate of the real dependencies in the ensemble. If "real dependencies" are defined as those having any effect at all, then surely all dependencies are real but not equally important. For this reason, adding conditioning variables beyond this optimal point would result in a PDF overtrained to fit the observations but having reduced ability to generalize to unseen samples. There is a tradeoff between including new not-as-informative conditioning variables at the expense of efficiently using the available sample. If it is desired to capture more dependencies, more observations would be needed. Conversely, with the available samples, this low number of conditioning variables must be used to achieve the best estimate. This is a tradeoff automatically decided by our proposed framework.
It is interesting to observe the dependencies between variables selected 8 by the algorithm, Fig. 5 . These dependencies are not unique but only a good local solution (see Section 2.3.2). Notice that as expected, the angles are often conditioned on the adjacent (along the chain) angles of the same kind ( or ), on the corresponding angle of the opposite kind (indicated by the accumulation of points along the diagonals and subdiagonals in the graphs), or on angles close in space. This is further evidence that the algorithm is doing what it should. In few occasions though, the dependencies cannot be explained by euclidean or alongthe-chain closeness; this might be due to the restrictions imposed by the permutation (that may forbid all variables bringing new information) or by dependencies that are not readily apparent. This issue requires further study. An interesting fact to note is that we find more frequent conditioning on the s (indicated by the higher number of circles on the rightmost graphs in Fig. 5 ), this can be explained by the asymmetric roles of and in the Ramachandran map. It is appealing that this effect emerges from the combination of the formalism and the simulation data rather than something that must be included by hand.
We can gain insight of the structure of the ensemble by explicitly computing the density value in the available observations using the model selected by our framework. Fig. 6b presents a plot of these values sorted from the least likely to the most. It can be seen in this figures that a few conformations are much more likely than the rest (note that the log-density is plotted), and a few conformations are much more unlikely than the rest. The experimentally determined structures (PDB [33] entry 1LE0), also shown in the figure, can be seen to have similar probability densities located between these two extremes.
Are those conformations similar to each other, or more precisely, are there many modes in the density or just one? To consider this question, which needs explicit PDF estimation as done here, we plotted in Fig. 6c the distances between all the conformations. 9 Since the conformations are sorted (as explained above), the distances between the most probable conformations lie in the upper right corner. The pattern in this area agrees with a unimodal density. This suggests a way to choose a representative for the ensemble, if one needs to be selected, simply as the most probable conformation. Zooming in on the top 10 percent of the structures, however, shows that these structures cluster around two distinct modes (Fig. 6d) that are relatively close to each other.
The three most likely conformations and the three least likely conformations from the available ensemble are shown in Fig. 7 . As expected, the most likely conformations have more hydrogen bonds and hence are more stable. . Dependencies discovered between the variables. Dependency diagram when two (in blue) and three (in red) conditioning variables are allowed. The conditioning variables for a given variable appear as dots in the corresponding row. For instance, when two conditioning variables are allowed for 2 (second row in the topmost squares), 3 (third column in the leftmost squares), and 2 (second column in the rightmost squares) are selected yielding the factor pð 2 j 3 ; 2 Þ. If one more variable is allowed, 6 is also included, yielding pð 2 j 3 ; 2 ; 6 Þ.
8. Many more "dependencies" than the automatically selected ones are computed and stored in the "Entropy Database" pictured in Fig. 3 and included as supplemental material, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/archives.htm. The selected dependencies have to satisfy the additional restrictions imposed by the order in which the variables are factored out. For example, if variable x is factored out before variable y, then x cannot be in the set of conditioning variables for y.
9. The distance was computed using (8) (see below for details).
Villin Headpiece
The second real ensemble we analyzed consists of 1,543 conformations of the villin headpiece molecule, a peptide having 36 residues (70 torsion angles). As before, these conformations are the final stage of MD simulations (carried out by Zagrovic et al. [6] ), starting at native conformations (as determined experimentally by NMR) and run for 20 ns (again, to guarantee the independence of the structures).
Further details about the simulations can be found in [6] . The same tests described in the previous section were performed on this data set and similar conclusions can be drawn. Fig. 8 shows the corresponding results. In this case, since the sample is more than three times bigger than in the previous example (1,543 versus 481), the system is able to capture three conditioning variables instead of two (see Fig. 8a ). As before, few conformations are much more likely than the rest (Fig. 8b) , and those are situated in what appears to be the mode of a unimodal density (Fig. 8c) . However, when this mode is carefully examined, it splits into several modes (Fig. 8d) .
For this molecule, an ensemble of structures determined using NMR techniques can be found in [34] , together with its minimized average ("native") (PDB entry 1VII). We can estimate the probability density of these structures and compare it with the probability density obtained for the other structures in the ensemble. By doing this, we found that the experimental ensemble (circles and square in Fig. 8b ) belongs to the group of most unlikely structures. This might indicate that the ensemble of simulated structures is not yet correctly capturing the whole information about the native state 10 and also raises the question of how much confidence should be given to a single (experimental) structure. The most and least probable conformations are shown in Fig. 9 . Further study of the phenomenon of low probability associated with the experimental structures (from McKnight et al. [34] ) is presented in Appendix D, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/archives.htm.
Generation of New Structures
The technique presented in this work cannot only be used to asses the "probability" of an existing structure but also to generate novel structures having (presumably) high probability. To obtain these structures, we start by choosing a point in the space of conformations and follow the direction of the gradient of the computed PDF until a local maximum is reached. The new structures generated for both data sets are included as supplementary material, which can be found on the Computer Society Digital Library at http:// www.computer.org/tcbb/archives.htm. In Fig. 10a , the change in probability for the -haripin tryptophan zipper's conformations is shown for three different groups: those that started at the most unlikely conformations of the original ensemble (in red), those that started at the most likely conformations of the original ensemble (in blue), and those that started at conformations of the original ensemble having intermediate probability (in green). Analogous results for the villin headpiece ensemble are shown in Fig. 10e . It can be seen in the graphs that, in every case, but especially for the red (most unlikely) and green structures, there was a marked "improvement" in the probability of the structures. Why is the probability increasing? One explanation is that the optimization is assembling together "popular" parts (local features) to create the new structures, finding the consensus among the observed structures for each region of the protein. These new conformations automatically obtained from the computed PDF can be used for example as novel initial conditions for molecular dynamics or for producing new candidates for highresolution protein design.
It is also of interest to asses the "nativeness" of the generated structures. As we repeatedly mentioned in this work (see Introduction), using a single structure to characterize the native state may not be the best approach. In this case, the distance from the new structures to the experimental ensemble (Figs. 10b and 10f ) is of the same order as the internal variability of the experimental native observations themselves (Figs. 10d and 10h) . Lacking the necessary observations of the experimental structure to follow the approach introduced in this paper, we have to resort instead to the distance (8) to the "native" ensemble as a measurement of nativeness (the distance to the ensemble 10 . Possibly due to an inaccurate force field used in the simulation. is given by the minimal distance to all the elements in it). Note that the distance for the majority of the structures is "improved" by the "optimization": 66 percent and 69 percent of the structures in the first and second data sets, respectively, get closer to the experimental ensemble after the optimization. This result is not conclusive in the sense that not all of the structures are improved by the optimization. The reason for this may be the discrepancy between the experimental and simulated structures already mentioned above, the entrapment of the optimization by local minima or simply the distance selection. In Fig. 10c , where we plotted the log probability of the new structures versus their distance to the native ensemble, it can be seen that there is a tendency for the closest structures to the native ensemble to be also the most likely. Thereby, the PDF is finding from all the molecular dynamics results, the "best" ones according to this distance. If this fact were consistent, the PDF could be used to find the best structures without the need for the experimental structures. Unfortunately, for the second data set (Fig. 10g) , this pattern is not as clear, probably due to the disagreement between the PDF and the experimental structures (see Fig. 8b ).
CONCLUSIONS AND DISCUSSION
A method to estimate a PDF in the space of folded protein conformations was developed. This method does not have any free parameters to fix 11 other than the shape of the kernel used (Section 2.1) and relies on fundamental results from estimation and information theory and on the assumption that the influence among the angles is not uniform: Few angles have a strong influence on a given one. This is needed in order to reduce the dimensionality of the problem. With our framework, we not only obtain the best possible PDF (modulo our optimality criteria) but also learn the order of the model ðnÞ and explicitly find the torsion angles (variables) dependencies.
The computational complexity of the algorithm is that of the search for the best factors (explained in Section 2.3.2), the most expensive part of the algorithm. An exhaustive search among all possible factors would need to explore Oðd nþ1 Þ different factors, 12 each one taking OðN 2 Þ time to compute. In practice, only a small subset of the variables close to a given variable need to be explored, reducing the number of factors to compute to Oðd:m n Þ (where m is the cardinality of the set of influential neighbors). The time spent per factor can be reduced to OðNÞ by using the fast techniques mentioned below and admitting a negligible error in the entropy. Although this computational complexity may still seem daunting, it is mostly offline and is only a small fraction of the time required to compute the MD data or to create the data via other techniques such as computerized protein design. The storage needed on the other hand, scales with the number of factors computed and is not critical.
It can be thought that a much simpler method to find the most frequent structures would be to use clustering. However, this approach requires the choice of a distance in the space of conformations, a task not trivial at all. As an example, choosing the ubiquitous euclidean metric is equivalent, in our approach, to using d-dimensional hyperspheres to estimate the density ðn ¼ dÞ and then to take the maxima of this density. We showed (see Figs. 6a and 8a) that this choice is far from optimal. Furthermore, our approach computes not just the most frequent structures but also the PDF that has other advantages as well. 11 . Except for the parameter k introduced in Section 2.3.3, which plays a trivial role.
12. Since for all d variables, all of the groups of n conditioning variables are considered. is not completely compatible with the density estimate proposed in this work. If we were to believe that (8) is the right metric to use for this space, we should have chosen symmetrical kernels in d-dimensions. Conversely, since as explained before (third paragraph in this section), this type of kernels is a very bad choice, we think that using the metric in (8) is not optimal. In Section 2.1, while presenting the kernel density estimation technique, a distance was implicitly used to asses the contribution that each observation has on the point where the density is being estimated. Now that a density has been found, it may be interesting to use this relationship between distances and densities in the other direction to derive a "distance" from the density. This natural "distance" takes into account the structure of the whole ensemble, and this will be further studied elsewhere. Since it is a common practice to use C -RMSD to compare conformations, the equivalent to that in Fig. 10 using this metric is presented in Appendix E, which can be found on the Computer Society Digital Library at http://www.computer.org/tcbb/archives.htm.
Our results suggests that for a given accuracy, the number of sample points in the ensemble does not need to grow exponentially with the number of residues in the peptide but only with the number of those actually strongly affecting each other. In other words, the "true" dimension of the data set is much smaller than the total number of torsion angles, being defined only by the interactions in small neighborhoods and not across the whole protein.
To conclude, based on statistics and information theory, we have presented a framework to compute the distribution of protein conformations with possible applications from protein comparisons to conformation space sampling to high-resolution protein design. These applications, as well as the exploitation of the PDF to define new distance functions (to be reported elsewhere), may promote a shift from the current emphasis on single structures to the consideration of whole ensembles, allowing all the available information to play a role.
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