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In recent years efﬁcient methods have been developed for calculating derivative price sensitivities
using Monte Carlo simulation. Malliavin calculus has been used to transform the simulation problem
in the case where the underlying follows a Markov diffusion process. In this work, recent
developments in the area of Malliavin calculus for Levy processes are applied and slightly extended.
This allows for derivation of similar stochastic weights as in the continuous case for a certain class of
jump-diffusion processes.
r 2005 Elsevier B.V. All rights reserved.
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For many ﬁnancial applications Monte Carlo simulation is the favoured pricing tool
because of its ﬂexibility. Pricing is, however, only the ﬁrst step in managing a trade. As the
contract start to run it needs to be protected against unfavourable price moves and its risk
needs to be properly managed. The price sensitivities with respect to the model
parameters—the Greeks—are vital inputs in this context. For calculating the Greeks
Monte Carlo simulation leaves much to be desired. The slow convergence, especially forsee front matter r 2005 Elsevier B.V. All rights reserved.
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M.H.A. Davis, M.P. Johansson / Stochastic Processes and their Applications 116 (2006) 101–129102discontinuous payoff functions, is well known, and for this reason less ﬂexible pricing tools
are often used.
The Greeks are calculated as differentials of the derivative price, which can be expressed
as an expectation (in risk-neutral measure) of the discounted payoff:
vðxÞ ¼ E½fðX T Þ jX 0 ¼ x.
When this expectation is estimated using Monte Carlo simulation the derivatives can be
found by ﬁnite difference approximations. If the terms in the ﬁnite difference
approximation are estimated using independent random number sequences the conver-
gence rate is at best n1=3, but by using the same random numbers for all terms the
convergence rate can be improved to n1=2, which is the best that can be achieved using
Monte Carlo methods.2
The theoretical convergence rates for ﬁnite difference approximations are not
met for discontinuous payoff functions. Fournie´ et al. [9] propose a method with
faster convergence for the case when the underlying price process is a Markov diffusion
in Rn,
dX t ¼ mðX tÞdt þ sðX tÞdW t,
where fW t; tX0g is an n-dimensional Brownian motion. They use the Malliavin integration
by parts formula to transform the problem of calculating derivatives by ﬁnite difference
approximations to calculating expectations of the form
E½fðX T Þp jX 0 ¼ x,
where p is a random variable.
The objective of this work is to derive stochastic weights for calculating the Greeks in a
jump diffusion setting where the jump amplitude is deterministic. In particular we consider
jump diffusions, X t, which can be written X t ¼ f ðX ct ; X dt Þ, where X ct is a Markov diffusion
for which drift and diffussion coefﬁcients are assumed to have bounded continuous
derivatives, whereas X dt is driven by the Poisson process and not dependent on the initial
value X 0. This includes the stochastic volatility model
dX
ð1Þ




ðak  1ÞX ð1ÞtðdN ðkÞt  lk dtÞ; X ð1Þ0 ¼ x1,
dX
ðiÞ
t ¼ miðX ð2Þt ; . . . ; X ðnÞt Þdt þ siðX ð2Þt ; . . . ; X ðnÞt ÞdW t; X ðiÞ0 ¼ xi; i ¼ 2; . . . ; n
and the jump diffusion version of the Vasicek model for interest rates
drt ¼ aðb  rÞdt þ sdW t þ
Xm
k¼1
akðdNt  lk dtÞ,
where fW t; tX0g is a Brownian motion in Rn, fN ðkÞ; tX0g; k ¼ 1; . . . ; m are independent
Poisson processes with intensities lk and ak are positive deterministic constants.
Malliavin-style stochastic calculus for jump processes has been studied since the 1980s.
Early works such as Bismut [4] or Bichteler et al. [3] exclude the case of ﬁxed jump size,2See [10].
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component). More recently, Nualart and Schoutens [14] developed a theory of chaos
expansions for functionals of Le´vy processes when the Le´vy measure satisﬁes an
exponential moment condition. Leo´n et al. [12] have used this as the basis for a Malliavin
calculus. A drawback of this approach is that there is no general chain rule. We develop
their approach to include a ‘Skorokhod integral’ and show that a restricted form of chain
rule is enough to give formulas for Monte Carlo Greeks which are valid for important
applications.
Since the ﬁrst version of this paper was written, at least two other treatments of similar
problems have appeared, both dealing with stochastic differential equations driven by
Brownian motion and compound Poisson components. Bavouzet and Massaoud [2] and
Bally et al. [1] reduce the problem to a setting in which only ‘ﬁnite-dimensional’ Malliavin
calculus is required. El-Khatib and Privault [6] consider a market driven by jumps alone.
Their setup allows for random jump sizes, and by imposing a regularity condition on the
payoff they use Malliavin calculus on Poisson space to derive weights for Asian options.
Forster et al. [8] take a dynamical systems approach which treats the Poisson component
as a quasi-deterministic parameter, permitting them to bypass jump process Malliavin
calculus altogether. While each of these approaches has advantages for speciﬁc
applications, no one of them uniformly dominates the others.
In Section 2, some theoretical results are stated and the existing theory extended
for later use. In Section 3, the random weights for calculating the Greeks are derived and in
Section 4, some numerical examples are presented. Some derivations are left to the
appendix.2. Malliavin calculus for simple Le´vy processes
In this section, some of the theory of Malliavin calculus for simple Le´vy processes as
developed in Leo´n et al. [12] will be revisited. The theory will also be extended with some
results we will need in the following sections.
On a ﬁltered probability space ðO;F; ðFtÞ; PÞ, deﬁne a simple Le´vy process as given by
X t ¼ sW t þ a1N ð1Þt þ    þ amN ðmÞt ; tX0,
where fW t; tX0g is a standard Brownian motion and fN ðjÞt ; tX0g; j ¼ 1; . . . ; m, are
independent Poisson processes with intensities l1; . . . ; lm, which are also independent of
the Brownian motion. The jump amplitudes aj ; j ¼ 1; . . . ; m are different non-null
constants. Also, let the ﬁltration Ft be the one generated by the simple Le´vy process X t,
which is the same ﬁltration as sfW :; N ðjÞ: ; j ¼ 1; . . . ; mg.
The idea in Leo´n et al. [12] is to represent random variables on the probability space
ðO;F; PÞ by iterated integrals, and from there, develop a Malliavin calculus as in the
Gaussian case. See Nualart [13] for a comprehensive treatment of the Malliavin calculus in
the Gaussian setting.
We use the notation
G0ðtÞ ¼ W t,
GjðtÞ ¼ N ðjÞt  lj t; j ¼ 1; . . . ; m
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function f with respect to Gi1 ; . . . ; Gin :









f ðt1; . . . ; tnÞdGi1 ðt1Þ
 
. . . dGin1ðtn1Þ
 
dGin ðtnÞ.
It will also be useful to introduce the notation
Sn ¼ fðt1; . . . ; tnÞ 2 Rnþ : 0ot1ot2o   otng
and
SðkÞn ðtÞ ¼ fðt1; . . . ; tk1; tkþ1; . . . ; tnÞ 2 Sn1 : 0ot1o   otk1ototkþ1o   otng.
Leo´n et al. [12] formulate the following chaotic representation property, which is a
modiﬁcation of the more general result of Nualart and Schoutens [14].
Theorem 2.1 (Leo´n et al. [12]). Let F 2 L2ðO;F; PÞ, then F has a representation of the
form






where f i1;...;in 2 L2ðSnÞ.
The reason for introducing the chaotic representation is because we want to deﬁne a
Malliavin derivative similar to the Gaussian analogue. In this discontinuous case the
expressions in the deﬁnition of the iterated integral and the chaotic representation property
are a bit more involved since we are integrating with respect to different martingales
instead of only Brownian motion. Therefore, we cannot restrict our attention to symmetric
functions.
For the deﬁnition of the Malliavin derivative we must ﬁrst deﬁne the spaces of random
variables which are differentiable in the lth direction (l ¼ 0; . . . ; m). We use the same
notation as in Leo´n et al. [12].
Deﬁnition 2.2 (Differentiable in the lth direction). We say that F is differentiable in the lth
direction (l ¼ 0; . . . ; m) if F 2 DðlÞ where























and l0 ¼ 1.
This deﬁnition ensures that the Malliavin derivative deﬁned below is in L2ðO RþÞ. In
fact, the spaces DðlÞ are all dense in L2ðOÞ and it can also be shown that if we remove the
Poisson processes the space Dð0Þ collapses to the classical Gaussian space D1;2 discussed
e.g. in Nualart [13].
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Lði1;...;inÞn ðf i1;...;in Þ,












n1 ðf i1;...;in ð. . . ; t; . . .Þ1fSðkÞn ðtÞgÞ.
We can now state the following Clark–Ocone formula and the chain rule.
Theorem 2.4 (Leo´n et al. [12]). If F 2 Tmj¼0DðjÞ then
F ¼ E½F  þ
Z 1
0





pðDðjÞt F Þ dðN ðjÞt  lj tÞ. (2.1)
Theorem 2.5 (Leo´n et al. [12]). Let F ¼ f ðZ; Z0Þ 2 L2ðOÞ, where Z only depends on the
Brownian motion W, and Z0 only depends on the Poisson processes N ð1Þ; . . . ; N ðmÞ. Assume
that f ðx; yÞ is a continuously differentiable function with bounded partial derivatives in the




where Dð0ÞZ is the usual Gaussian Malliavin derivative.
The chain rule is one of the main results in Leo´n et al. [12] and it will play a central role
in the next section. It allows us to calculate the Malliavin derivative in W direction using
the classical rules. This, together with the integration by parts formula Theorem 2.6, which
will be proved later in this section, is what allows us to derive the stochastic weights for
calculating the Greeks using Monte Carlo simulation.
For the theory to work in a multidimensional setting we add Brownian motions as
GjðtÞ ¼ W ðjÞt ; j ¼ 1; . . . ; d,
GjðtÞ ¼ ðN ðjdÞt  ljd tÞ; j ¼ d þ 1; . . . ; d þ m.
Deﬁnition 2.2 with l ¼ 1; . . . ; d deﬁnes spaces of random variables differentiable with
respect to the respective Brownian motion and we group the d Brownian motions together
in one d-dimensional column vector denoted simply by W t. For a random variable F 2Td
i¼1D
ðiÞ we write Dð0Þt F—the Malliavin derivative with respect to Brownian motion—as a
row vector where each component is the Malliavin derivative as deﬁned in Deﬁnition 2.3.













n1 ðf i1;...;in ð. . . ; t; . . .Þ1fSðkÞn ðtÞgÞ.
Note that with these new deﬁnitions D
ð0Þ
t F will be a d-dimensional row vector, whereas
D
ðiÞ
t F ; i ¼ 1; . . . ; m will be scalars denoting the Malliavin derivative with respect to the ith
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and applying the results we can prove the following theorem.
Theorem 2.6 (Integration by parts formula). Let F 2 Tmþdj¼1 DðjÞ, u be a previsible process in



















ðDðlÞt F Þvtll dt
 
,
where l ¼ 1; . . . ; m and  denotes transpose.
Proof. This follows from the Clark–Ocone representation (2.1) for F. &









ðDð0Þt F Þut dt
 
,
where the integration is done component-wise.
We now continue the development of a Malliavin calculus for simple Le´vy processes by
deﬁning a Skorohod integral as the adjoint of the derivative operator. We can do this since
D is a densely deﬁned operator.
Deﬁnition 2.7 (Skorohod integral). Let ut be a stochastic process in L
2ðO RþÞ, not




ðDðlÞt F Þutll dt
  ockFkL2ðOÞ,
for some constant c depending on u and any F 2 DðlÞ. We say that u is Skorohod integrable
in the lth direction or u 2 Dom dðlÞ. We deﬁne the Skorohod integral in the lth direction,




ðDðlÞt F Þutll dt
 
¼ E½FdðlÞðuÞ,
for any F 2 DðlÞ.
In the case of multidimensional Brownian motion we will denote by dð0ÞðuÞ the Skorohod
integral of a vector process u. Analogous to the Itoˆ integral the Skorohod integral is here
the sum of the Skorohod integral of the components of u integrated with respect to its
respective Brownian motion.
In both the continuous and the discontinuous case the integral is a linear operator due to
the linearity of the Malliavin derivative. It is likely that the Skorohod integral in Deﬁnition
2.7 has other properties in common with its Gaussian analogue. Another such similarity
that will be discussed here is the result presented in Proposition 2.10, which provides a
good tool for calculating the Skorohod integral with respect to Brownian motion. For the
proof we will need the following Lemmas, which are also interesting in their own right.
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Then Hg 2 Dom dðlÞ for l ¼ 1; . . . ; m.
Proof. It is enough to consider the case when H is a single iterated integral:
H ¼ Lðj1;...;jqÞn ðhj1;...;jqÞ.

























We have (by isometry as shown in Leo´n et al. [12]) that
E½Lði1;...;inÞn ðf ÞLðj1;...;jmÞm ðhÞ
¼
li1 . . . lin
R
Sn
fhdt1 . . . dtn if multi-indices identical;
0 otherwise;
(













1fik¼lg1fði1;...;ik1;ikþ1...;iqþ1Þ¼ðj1;...;jqÞgli1 . . . lik1
0@












f i1;...;iqþ1 ð. . . ; t; . . .Þ1fSðkÞ
qþ1ðtÞg
hj1;...;jq ðt1; . . . ; tk1; tkþ1; . . . ; tqþ1ÞgðtÞdt1 . . . dtk1 dtkþ1 . . . dtqþ1
1A dt.





ðDðlÞt F ÞHgll dt
 













f i1;...;in ðt1; . . . ; tnÞdGi1ðt1Þ . . . dGin1ðtn1ÞdGinðtnÞ
!
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hj1;...;jqðt1; . . . ; tk1; tkþ1; . . . ; tqþ1ÞgðtkÞdGj1 ðt1Þ . . . dGjk1ðtk1Þ
dGlðtkÞdGjk ðtkþ1Þ . . . dGjq ðtqþ1Þ
!#
.
An application of Schwarz inequality concludes the proof. &
Corollary 2.9. The Skorohod integral is a densely defined operator in L2ðO RþÞ.
Proof. Processes of the form HgðtÞ where H 2 L2ðOÞ and g 2 L2ðRþÞ are dense in
L2ðO RþÞ. &






















hi1;...;inðt1; . . . ; tk1; tkþ1; . . . ; tnþ1Þ
gðtkÞdGi1ðt1Þ . . . dGik1 ðtk1ÞdGlðtkÞdGik ðtkþ1Þ . . . dGin ðtnþ1Þ. ð2:2Þ
We see that Skorohod integration increases the order of the chaos expansion with a dGl
integral mixed in at every possible position. This is in line with Skorohod integration in the
Gaussian case.




ut dW t 
Z 1
0
ðDð0Þt F Þut dt. (2.3)
in the sense that Fu 2 Dom dð0Þ if and only if the right-hand side of (2.3) is in L2ðOÞ.
Proof. It is not very surprising that when ut is stochastic but previsible, the expression for























f i1;...;in ðt1; . . . ; tk1; tkþ1; . . . ; tnþ1Þ
dGi1 ðt1Þ . . . dGik1ðtk1Þutk dGlðtkÞdGik ðtkþ1Þ . . .dGin ðtnþ1Þ.
We will now focus on the expression F
R1
0 ut dG0ðtÞ, where 0 denotes the Brownian









































f i1;...;in ðt1; . . . ; tk1; tkþ1; . . . ; tnþ1Þ














f i1;...;in ðt1; . . . ; tnÞ
dGi1 ðt1Þ . . . utk d½Gik ; G0tk . . . dGinðtnÞ. ð2:4Þ
The ﬁrst sum of the right-hand side of (2.4) is the contribution from the chaos expansion of
dðlÞðFuÞ and the second sum is the contribution from the chaos expansion ofR1
0 ðDð0Þt F Þut dt, establishing (2.3). Eq. (2.4) can be shown by induction using Itoˆ’s
formula. &
Remark. In the case when F is a d-dimensional random column-vector and ut is a ðd  dÞ
matrix-process Proposition 2.10 translates to
dð0ÞðuF Þ ¼ F
Z 1
0




with the convention that the Itoˆ integral for a matrix process is a column-vector.
3. Monte Carlo Greeks
In this section, we will apply the results from the previous section to calculate the Greeks
for a certain class of price processes. We focus our attention on jump diffusion processes in
Rd for which we make a particular assumption.
Assumption 3.1 (Separability). Assume that b, s and a are continuously differentiable





dX t ¼ bðX tÞdt þ sðX tÞdW t þ
Xm
k¼1
akðX tÞðdN ðkÞt  lk dtÞ; X 0 ¼ x,
for which the we have a continuously differentiable function f with bounded derivative in
the ﬁrst argument such that
X t ¼ f ðX ct ; X dt Þ; X c0 ¼ x.
Here X ct satisﬁes a stochastic differential equation
dX ct ¼ bcðX ct Þdt þ scðX ct ÞdW t; X c0 ¼ x
with smooth coefﬁcients bc and sc while X dt is adapted to the natural ﬁltration F
N
t of the
Poisson processes ðN ð1Þt ; . . . ; N ðmÞt Þ. In particular, X dt does not depend on x. We say that the
jump diffusion process is separable.
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that they are differentiable with respect to Brownian motion and the Malliavin derivative
can be calculated using the chain rule given in Theorem 2.5. This, together with the
integration by parts formula (Theorem 2.6), allows us to derive stochastic weights for
calculating the Greeks using Monte Carlo simulation by more or less mimicking the work
of Fournie´ et al. [9].
Examples of separable pricing processes are the stochastic volatility model
dX
ð1Þ




ða^k  1ÞX ð1ÞtðdN ðkÞt  lk dtÞ; X ð1Þ0 ¼ x1,
dX
ðiÞ
t ¼ biðX ð2Þt ; . . . ; X ðdÞt Þdt þ siðX ð2Þt ; . . . ; X ðdÞt ÞdW t; X ðiÞ0 ¼ xi; i ¼ 2; . . . ; d,
and the jump-diffusion version of the Vasicek model for interest rates
drt ¼ aðb  rtÞdt þ sdW t þ
Xm
k¼1
a^kðdNt  lk dtÞ,
where a^k; k ¼ 1; . . . ; m are deterministic constants. The claim that the jump-diffusion
version of the Vasicek model is separable can be proved by solving the short rate SDE
analytically, and the claim regarding the stochastic volatility model will be proved in
Section 4.
An important role for the derivation of the stochastic weights will be played by the first
variation process for X ct deﬁned by
dY t ¼ b0cðX ct ÞY t dt þ
Xd
i¼1
s0ciðX ct ÞY t dW ðiÞt ; Y 0 ¼ I , (3.1)
where I is the identity matrix, sci is the ith column vector of sc and prime denotes
derivatives. It is true that
Y t ¼ rxX ct
and it is also known that, since bc and sc are continuously differentiable functions with






t ¼ Y tY1s scðX csÞ1fsptg. (3.2)
We deﬁne the payoff function
f ¼ fðX t1 ; . . . ; X tn Þ, (3.3)
to be a square integrable function discounted from maturity T and evaluated at the times
t1; . . . ; tn. The price of a contingent claim is then expressed as
vðxÞ ¼ E½fðX t1 ; . . . ; X tn Þ.3See Nualart [13, Section 2.3.1].
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we will need to assume the diffusion matrix to be uniformly elliptic, that is
9Z40; xsðxÞsðxÞxXZjxj2 for any x; x 2 Rn.
We will also need the following technical lemma:
Lemma 3.2. Let g : R! R be a continuously differentiable function with bounded derivative








Proof. That gðGÞ 2 Tdj¼1DðjÞ is given by the chain rule (Theorem 2.5). For k 2 ½d þ 1; d þ
m we can write the Malliavin derivative as4
D
ðkÞ
t G ¼ Gðoþ yðkÞt Þ  GðoÞ,














ðGðoþ yðkÞt Þ  GðoÞÞ2 dt
 
o1,
where M is a bound on the derivative of g. &
3.1. Variations in the drift coefficient
In order to assess the sensitivity of the price of the contingent claim v to changes in the
drift coefﬁcient we introduce the perturbed process
dX t ¼ ðbðX tÞ þ gðX tÞÞdt þ sðX tÞdW t þ
Xm
k¼1
akðX tÞðdN ðkÞt  lk dtÞ,
X 0 ¼ x,
where  is a scalar and g is a bounded function. The following Proposition tells us how
sensitive the price of a claim on the perturbed process is to  in the point  ¼ 0.
Proposition 3.3. Suppose that the diffusion matrix s is uniformly elliptic. For vðxÞ defined as










¼ E fðX t1 ; . . . ; X tn Þ
Z T
0
ðs1ðX tÞgðX tÞÞ dW t
 
Proof. The proof builds on an application of the Girsanov Theorem which holds true
even in the presence of Poisson jumps. See e.g. the proof of Theorem E2 in Karatzas and
Shreve [11]. &4See Leo´n et al. [12, Proposition 2.4(b)].
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for processes which are not separable as in Assumption 3.1.3.2. Variations in the initial condition
This is where we for the ﬁrst time will make full use of the theory developed in Section 2.
We rely heavily on the chain rule and the integration by parts formula, which allow us to
repeat the steps in Fournie´ et al. [9].
First deﬁne the set G, of square integrable functions in R, as
G ¼ a 2 L2ð½0; TÞÞ :
Z ti
0
aðtÞdt ¼ 1; 8i ¼ 1; . . . ; n
 
,
where ti are as deﬁned in (3.3).
Proposition 3.4. Assume that the diffusion matrix sc is uniformly elliptic. Then for any
aðtÞ 2 G
ðrvðxÞÞ ¼ E fðX t1 ; . . . ; X tnÞ
Z T
0
aðtÞðs1c ðX ct ÞY tÞ dW t
 
.
Proof. First assume that f is continuously differentiable with bounded gradient. In this
case it is possible to ‘‘differentiate inside the expectation’’.5 We will denote by
rifðX t1 ; . . . ; X tnÞ the gradient of f with respect to X ti , and by
qXti
qx the ðd  dÞ matrix of
derivatives of the d-dimensional random variable X ti with respect to its initial condition.
Remember that from the separability assumption (Assumption 3.1) X dT does not depend

















We want to rewrite Y ti in terms of the Malliavin derivative for X ti using (3.2), but to do
that we must also use the chain rule (Theorem 2.5). We have
D
ð0Þ












t scðX ct Þ 1ftptig.






aðtÞðDð0Þt X ti Þs1c ðX ct ÞY t dt.5The proof of this claim is in Fournie´ et al. [9] built on the fact that almost surely convergence together with
uniform integrability implies convergence in L1 norm. The almost surely convergence holds true in the present
treatment exactly as stated in the continuous case. The uniform integrability follows from the boundedness of qXTqXc
T
and the fact that the map x 7!X t is a.s. continuous even in the presence of jumps.
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rifðX t1 ; . . . ; X tnÞðDð0Þt X ti ÞaðtÞs1c ðX ct ÞY t dt
" #
,
We know from Lemma 3.2 that fðX t1 ; . . . ; X tnÞ 2
Tdþm
j¼1 D
ðjÞ since f is continuously
differentiable with bounded gradient and X t 2
Tdþm
j¼1 D
ðjÞ is separable. We can thus use the




ðDð0Þt fðX t1 ; . . . ; X tn ÞÞaðtÞs1c ðX ct ÞY t dt
 
.
Since the diffusion matrix sc is uniformly elliptic by assumption we can deduce that
aðtÞs1c ðX ct ÞY t 2 L2ðO ½0; T Þ. We can therefore use the integration by parts formula
(Theorem 2.6) to get
ðrvðxÞÞ ¼ E fðX t1 ; . . . ; X tn Þ
Z T
0
aðtÞðs1c ðX ct ÞY tÞ dW t
 
.
The fact that the class of continuously differentiable functions with bounded gradient is
dense in L2 can be used, exactly as in Fournie´ et al. [9], to prove the general result for
f 2 L2. &
Remark. The above argument can easily be repeated to get derivatives of higher order.
Remark. Proposition 3.4 is known as the Bismut–Elworthy formula. See Elworthy and Li
[7] for an alternative proof in the continuous diffusion case.
We see that the discontinuities do not appear in the stochastic weight. However, the fact
that the payoff function is evaluated for the full price process ensures that the sensitivity
commonly known as delta does depend on the jump parameters.3.3. Variations in the diffusion coefficient
Calculating the stochastic weight for what is commonly known as vega is a bit more
involved than the previous Greeks. It is here the need for a Skorohod integral arises and we
use Proposition 2.10 to interpret the result.
As in Section 3.1 we need to deﬁne the perturbed process with respect to the property
under investigation; in this case the diffusion coefﬁcient:
dX t ¼ bðX tÞdt þ ðsðX tÞ þ gðX tÞÞdW t þ
Xm
k¼1
akðX tÞðdN ðkÞt  lk dtÞ,
X 0 ¼ x,
where again  is a scalar and g is a continuously differentiable function with bounded
derivative. We will also need to introduce the variation process with respect to the
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dZt ¼ b0ðX tÞZt dt þ
Xd
i¼1




a0kðX tÞZtðdN ðkÞt  lk dtÞ; Z0 ¼ 0n,
so that
qX t
q ¼ Zt . Further, we deﬁne the set Gn, of square integrable functions in R, as
Gn ¼ a 2 L2ð½0; TÞÞ :
Z ti
ti1
aðtÞdt ¼ 1; 8i ¼ 1; . . . ; n
( )
.
In this setting Proposition 3.5 is the analog of Proposition 3.3.




Y ti Þ1Zti ; i ¼ 1; . . . ; n we have s1c ðX cÞYb 2 Dom dð0Þ. For vðxÞ defined as
















for t0 ¼ 0. Furthermore, if b 2 Dð0Þ the Skorohod integral can be calculated according to



















Proof. As in the proof of Proposition 3.4 we may assume f to be continuously
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1Zt ¼ ðqX tqX ct Y tÞ
1Z¼0t , and proceed as in the proof of




ðDð0Þt X cti Þs
1

















Y tibti ¼ Zti .
















ðDð0Þt X cti Þs
1





ðDð0Þt fðX t1 ; . . . ; X

tn
ÞÞs1c ðX ct ÞY t ~bt dt
 
.






¼ E½fðX t1 ; . . . ; X

tn
Þ dð0Þðs1c ðX c ÞY  ~bÞ,
and Proposition 2.10 can be used to calculate the Skorohod integral. &
Remark. The assumption of s1c ðX cÞYb 2 Dom dð0Þ might seem restrictive at ﬁrst, but it
can be shown that important examples do satisfy the assumption. See the appendix for the
explicit calculations in the case of the Heston stochastic volatility model.
3.4. Variations in the jump intensity
The stochastic weight for variations in jump intensity is derived using the same
technique as for variations in drift coefﬁcient and it is given by the following result.












ðs1ðX tÞajðX tÞÞ dW t
 !" #
.
Proof. The argument will be carried out for the ﬁrst of the m Poisson processes to simplify
the notation. Consider the perturbed process




akðX tÞðdN ðkÞt  lk dtÞ; X 0 ¼ x,
where  is a positive deterministic parameter and Nt is a Poisson process with intensity
l1 þ . As in the proof of Proposition 3.3 we note that by changing measure we can write
E½fðX t1 ; . . . ; X

tn
Þ ¼ E½MTfðX t1 ; . . . ; X tnÞ,
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the perturbation is controlled for by MWt and the increased jump intensity is governed by
MNt . Explicitly,
MWt ¼ exp 
Z T
0












Note that we can write
MT ¼ 1 
Z T
0












fðX t1 ; . . . ; X

tn



















ðs1ðX tÞa1ðX tÞÞ dW t

: &
Remark. As was the case for variations in the drift coefﬁcient the above result holds true
even for more general path-dependent claims and non-separable price dynamics.
3.5. Variations in the jump amplitude
To derive a stochastic weight for the sensitivity to the amplitude parameter a we adopt
the same technique as in the proof of Proposition 3.5—the diffusion coefﬁcient result. To
that end, consider the perturbed process




akðX tÞðdN ðkÞt  lk dtÞ; X 0 ¼ x,
where  is a deterministic parameter and g is a continuously differentiable function with
bounded derivative. Again, for notational simplicity, we consider variations in the ﬁrst of
the m jump amplitudes. The variation process with respect to the parameter  becomes
dZt ¼ b0ðX tÞZt dt þ
Xd
i¼1
s0iðX tÞZt dW ðiÞt




a0kðX tÞZtðdN ðkÞt  lk dtÞ þ gðX tÞðdN ð1Þt  l1 dtÞ; Z0 ¼ 0.
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statement of the following proposition is therefore almost identical to Proposition 3.5.




Y ti Þ1Zti ; i ¼ 1; . . . ; n we have s1c ðX cÞYb 2 Dom dð0Þ. For vðxÞ defined as















aðtÞðbti  bti1 Þ1ft2½ti1;tiÞg,
for t0 ¼ 0. Furthermore, if b 2 Dð0Þ the Skorohod integral can be calculated according to



















Proof. Exactly the same proof as for Proposition 3.5 with redeﬁned bt and Zt. &
Remark. As long as a^ka0 for k ¼ 1; . . . ; m we have bti 2
Tdþm
j¼1 D
ðjÞ for the stochastic
volatility and interest rate models as presented earlier. See the appendix for the explicit
calculations in the case of the Heston stochastic volatility model.
4. Examples
In this section, we will explicitly derive examples of stochastic weights for a couple of
different equity models. In particular we will look at jump-diffusion versions of the
Black–Scholes model and the Heston model.








ðak  1ÞX ð1ÞtðdN ðkÞt  lk dtÞ; X ð1Þ0 ¼ x1,
dX
ðiÞ
t ¼ biðX ð2Þt ; . . . ; X ðdÞt Þdt þ siðX ð2Þt ; . . . ; X ðdÞt ÞdW t; X ðiÞ0 ¼ xi; i ¼ 2; . . . ; d, (4.1)
where bi and si have bounded continuous derivatives for i ¼ 1; . . . ; d, and ak; k ¼ 1; . . . ; m
are deterministic constants. We introduce the d-dimensional continuous process X ct
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dX
cð1Þ








þ s1ðX cð2Þt ; . . . ; X cðdÞt ÞX cð1Þt dW t; X cð1Þ0 ¼ x1,
dX
cðiÞ
t ¼ biðX cð2Þt ; . . . ; X cðdÞt Þdt þ siðX cð2Þt ; . . . ; X cðdÞt ÞdW t,
X
cðiÞ
0 ¼ xi; i ¼ 2; . . . ; d ð4:2Þ
















t ¼ X cðiÞt ; i ¼ 2; . . . ; d. (4.3)
It is clear that ðX ð2Þ; . . . ; X ðdÞÞ and ðX^ ð2Þ; . . . ; X^ ðdÞÞ are indistinguishable due to pathwise





t ¼ X ð1Þt satisﬁes (4.2).
We summarise the result in the following lemma.
Lemma 4.1. Let X t, X
c
t and X^ t be as defined in (4.1)–(4.3), respectively. Then X^ t ¼ X t a.s.
Next we consider a jump-diffusion version of the Black–Scholes model. Let the price
process follow
dX t ¼ mX t dt þ sX t dW t þ ða 1ÞX tðdNt  l dtÞ; X 0 ¼ x,
where m, s and a are constants and the intensity of the Poisson process is l. The price
process is clearly separable since it is a special case of the stochastic volatility model
deﬁned in (4.1). In particular we see that the continuous price process contribution X ct is
identical to the Black–Scholes price process with modiﬁed drift. By straight forward
derivations we conclude that for a contingent claim


































¼ E erTfðX T Þ
W 2T
sT








¼ E erTfðX T Þ
NT  lT
l





Fig. 1. Monte Carlo simulation of DeltaBS for a call option using ﬁnite difference approximation and Malliavin
weighting. The model parameters are x ¼ 100; Strike ¼ 100; r ¼ 0:05; s ¼ 0:3; a ¼ 0:5 and l ¼ 0:1.
Fig. 2. Monte Carlo simulation of DeltaBS for a digital option using ﬁnite difference approximation and
Malliavin weighting. The model parameters are x ¼ 100; Strike ¼ 100; r ¼ 0:05; s ¼ 0:3; a ¼ 0:5 and l ¼ 0:1.
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qv
qa









Rho might need some further explanation. Rho is deﬁned as the sensitivity of the claim
(4.4) with respect to interest rate, and here the interest rate appears both in the discount
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claim with respect to the factor , as in the perturbed interest rate r þ g, in the point  ¼ 0.
Two examples involving Delta are shown in Figs. 1 and 2.
The jump-diffusion version of the Heston model
dX
ð1Þ










t þ ða 1ÞX ð1ÞtðdNt  l dtÞ; X ð1Þ0 ¼ x1,
dX
ð2Þ









with E½dW ð1Þt dW ð2Þt  ¼ rdt is also a special case of (4.1) and the separability assumption
therefore holds. X
ð1Þ
t is the process for the security on which the contingent claim is written,
and X
ð2Þ
t is a process governing the volatility. The price of the claim in this setting is
v ¼ E½erTfðX ð1ÞT Þ,
and the continuous process X ct is identical to the price process in the original Heston
model, but again with modiﬁed drift. The stochastic weights for calculating the Greeks for
the jump-diffusion version are found to be:
























 E½TerTfðX ð1ÞT Þ,









































































































































































LambdaH ¼ E erTfðX ð1ÞT Þ
NT
l
























































The derivations are placed in the appendix and examples are shown in Figs. 3 and 4, where
the stochastic Euler scheme has been used in the Monte Carlo simulation.Fig. 3. Monte Carlo simulation of DeltaH for a call option using ﬁnite difference approximation and Malliavin
weighting. The model parameters are x1 ¼ 100; Strike ¼ 100; x2 ¼ 0:04; r ¼ 0:05; k ¼ 1; y ¼ 0:04; s ¼ 0:04;
r ¼ 0:8; a ¼ 0:5 and l ¼ 0:1.
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Fig. 4. Monte Carlo simulation of DeltaH for a digital option using ﬁnite difference approximation and Malliavin
weighting. The model parameters are x1 ¼ 100; Strike ¼ 100; x2 ¼ 0:04; r ¼ 0:05; k ¼ 1; y ¼ 0:04; s ¼ 0:04;
r ¼ 0:8; a ¼ 0:5 and l ¼ 0:1.
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x2
H is the sensitivity to changes in the
initial value of the volatility process and VegaPH is the sensitivity to a perturbation as in
Section 3.3. Since the initial value of the volatility process is just another parameter coming
from the calibration Vega
x2
H is perhaps not as interesting as Vega
P
H which is the analogue of
VegaBS.
Looking at the convergence plots it is evident that the ﬁnite difference approxima-
tion performs better for the call option, but the Malliavin weight approach performs
better for the digital. The reason for this is that the stochastic weight adds some
randomness to the expression to be simulated and for the call option this effect worsens
the convergence. However, for the discontinuous payoff function of the digital option,
the ﬁnite difference approximation produces large errors since the contributions
to be averaged are either zero or one. In this case the Malliavin weight and payoff is
still smooth and the effect of added randomness through the stochastic weight is not
prominent.Appendix A. Skorohod integral for Fut when ut previsible
Claim. For Fut in L
2ðO RþÞ where





























f i1;...;in ðt1; . . . ; tk1; tkþ1; . . . ; tnþ1Þ
dGi1ðt1Þ . . . dGik1ðtk1Þutk dGlðtkÞdGik ðtkþ1Þ . . . dGinðtnþ1Þ,
in the sense that Hu 2 Dom dðlÞ if the right-hand side is in L2ðO RþÞ.
Proof. By linearity of the Skorohod integral it is enough to prove the claim for the case















































































t H contribution, the integrals outside the dt integral can be matched up with the




































f j1;...;jqð. . .ÞdGj1ðt1Þ . . . dGjqnþk ðtqnþkÞ
 





































f j1;...;jqð. . .ÞdGj1ðt1Þ . . . utqnþkþ1 dGl















hi1;...;in ð. . .Þ
"











f j1;...;jq ð. . .ÞdGj1 ðt1Þ . . . utk dGlðtkÞ . . . dGjq ðtqþ1Þ
#
: &
Appendix B. Stochastic weights in the Heston model
We write the pricing process in matrix form as






kðy X ð2Þt Þ
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We perturb the original drift with gðxÞ ¼ ðx1; 0Þ to get the perturbed process
dX t ¼ ðbðX tÞ þ gðX tÞÞdt þ aðX tÞÞdW t þ cðX tÞ ðdNt  l dtÞ.















and we get the expression in Section 4.B.2. Stochastic weight for Delta in the Heston model
The ﬁrst variation process is in this case a matrix process
dY t ¼ b0ðX ct ÞY t dt þ a01ðX ct ÞY t dW ð1Þt þ a02ðX ct ÞY t dW ð2Þ; Y 0 ¼ I
with
b0ðX ctÞ ¼










































For the Delta we are interested in the ﬁrst row of the matrix ða1ðX ct ÞY tÞ integrated over
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dY
ð1;1Þ

























t ¼ 0 due to the fact that X cð2Þt does not depend explicitly on X cð1Þt and in
particular not its initial value. This leaves us with the expression for DeltaH presented in
Section 4.
B.3. Stochastic weight for Vegax2 in the Heston model
The interpretation of Vega as the sensitivity with respect to initial volatility level follows
























t  rX cð1Þt Y ð1;2Þt
 0B@
1CA.B.4. Stochastic weight for VegaP in the Heston model
We perturb the original diffusion matrix with g to get the perturbed process
dX t ¼ bðX tÞdt þ ðaðX tÞ þ gðX tÞÞdW t þ cðX tÞ ðdNt  l dtÞ,
where




Again using the fact that X
ð2Þ
t does not depend explicitly on X
ð1Þ
t we can deduce that the
variation process with respect to , Zt , has a vanishing second component. We write
Z
ð2Þ
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Z
ð1Þ


















Except for expressions already derived, the only thing we need in order to calculate the
weight for VegaP is the Malliavin derivative of bt in the direction of the Brownian motion.
Using the chain rule (Theorem 2.5) on a sequence of continuously differentiable functions
















q Dð0Þt X ð2Þs ds
0B@
1CA
























To arrive at the expression presented in Section 4 we note that






B.5. Stochastic weight for Lambda in the Heston model
The quantity we need to expand in this case is a1ðX tÞcðX tÞ. From what was stated in














1CA.B.6. Stochastic weight for Alpha in the Heston model
The perturbed process is chosen as
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ð2Þ
t does not depend explicitly on X
ð1Þ













































Note that by the Itoˆ formula
Z
ð1Þ













The Skorohod integral expansion in Proposition 2.10 is easy to compute in this case since
D
ð0Þ
t bt ¼ 0. Adding up the results we arrive at the formula in Section 4.References
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