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Abstract
Web Services are the leading technology Tor defining and sharing applications and functionalities 
across the Internet. The use of Web services as the basic construct of Service-Oriented Com­
puting is now, also spreading within dynamic environments such as Pervasive Computing, Cloud 
Computing, Wireless Sensor Networks, Internet-of-Things (loT), and Web of Things (WoT).
In dynamic service environments, the service conditions might change frequently and some­
times a service might disappear for various reasons (e.g., low battery or network breakage). 
Investigation of related works in the literature reveals th a t the adaptation of service-oriented 
technologies (such service publication, discovery, and composition) for dynamic service environ­
ments has not been sufficiently handled. In order to provide service publication, discovery, and 
composition solutions of the same accuracy and reliability as the ones in static environments, 
service discovery needs to  take a more automated and knowledge-driven approach.
In this thesis we set up the basis for autom ated service discovery and composition by using 
probabilistic latent factor models to create a homogeneous indexing and clustering scheme. The 
probabilistic clustering was compared to commonly used clustering techniques and the method 
produced more efficient clustering schemes than the other techniques.
We proposed a hybrid semantic service matchmaking solution for autom ated service discovery. 
The solution consists of a probabilistic matchmaking mechanism and a logic-based matchmaking 
mechanism. The hybrid matchmaker performs better than state of the a rt semantic service 
matchmalcers in terms of finding the most relevant services to a client’s service request.
Automated service composition is achieved by using a Divide and Conquer algorithm th a t 
dynamically creates the execution plan for composition in real-time. The algorithm can also 
be used for real-time service compensation, making it possible to adapt to the changes in the 
dynamic service environment. Evaluation results show th a t our proposed method performs 
effective service composition and compensation even where a Back-Chaining algorithm fails.
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Introduction
W hat is a service? The definition varies across various disciplines th a t adopt the word as part of 
their technical vocabulary. Formal definitions include: “The action of helping or doing work for 
someone” and “Work done for a customer other than manufacturing”. The general idea is tha t a 
service enables an entity (consumer or client) to achieve a desired goal. In distributed computing 
environments, a service is an implementation of a well-defined functionality that can be used by 
clients for different applications and processes. Each service offers an interface which can be used 
by other entities (clients) to access to one or more capabilities [1] [2]. The first implementation of 
services in distributed computing existed as instances of enterprise Web Services-, software entities 
th a t perform a specific process and provide a well-defined interface which can be discovered and 
accessed over the Internet [2], The use of Web services is spreading over the Internet. The Web 
service recommendations and standards are dominating the Internet engineering technologies and 
are supported across different business applications and platforms [3]. The ubiquitous access and 
significant advantages of Service-Oriented Computing (SOC) is driving businesses to implement 
or transform their online applications into Web Services [4, 5]. Consequently, the Internet is 
shifting from data and Web applications to a framework of data and Web service platforms [6- 
8]. At the same time, state-of-the-art research in Pervasive Computing [9] is witnessing an 
increase in small devices being embedded with processing capabilities [10]. These devices can
provide different functionalities to measure and observe real world phenomena and/or interact 
with physical world objects. These smart devices have often also enough resources to host a 
service and make the service available to users over the Internet or they can be represented by 
services th a t run on a gateway component [11].
As a result, emerging service-oriented information systems are bridging the gap between the 
physical world and the virtual world and provide a magnitude of new possibilities for service- 
oriented computing [12]. However, with their limitations, the existing technologies used for 
Service Publication and Discovery lack the required foundations for implementing autom ated 
mechanisms such as service provisioning, service compensation, and service composition. These 
mechanisms are of great interest and importance in Service Oriented Computing. In order 
to provide high-level service oriented mechanisms while accommodating the emerging service 
technologies. Service Publication and Discovery processes need to adopt a more autom ated 
machine-driven approach.
1.1 Background
Web Services are the leading technology for defining and sharing applications and functionalities 
across the Internet. Starting off as the basic construct of Service-Oriented Computing [13], 
the use of Web services is spreading within Pervasive Computing [14], Cloud Computing [15], 
Wireless Sensor Networks [16], Internet-of-Things (loT) [17], and Web of Things (WoT) [18].
Web Services can provide an interface for new emerging technologies in pervasive systems and 
make the capabilities and/or data of physical or software entities available to other entities as a 
service on the Web. Smart devices such as sensors, actuators, and other mobile devices equipped 
with a network coimection and enough processing power can be represented as Web services [19- 
22], providing common interfaces tha t allow users or machines to access their functionality or 
data  through the Internet.
The concept of describing operations and processes as a service stems from service-oriented 
computing [23]. The importance of Web services as the basic constructs for supporting the de­
velopment and execution of business processes in Service-Oriented Computing is clear from their 
expansive role in state-of-the-art research [13]. Service oriented computing facilitates application 
integration and promotes the interoperability of applications over the Web [8].
Most of the existing methods for service computing were primarily developed for the carefully 
designed and maintained Web services to build sophisticated enterprise systems and applications. 
In dynamic environments such as Pervasive Computing, Sensor Networks, and the Internet of
Things (loT) where services are often mobile, less reliable and device-dependent (e.g., a sensor 
service is dependent on the status of the sensor which is often resource-constrained) [16], those 
existing methods face significant challenges and need to be adapted. The first step in addressing 
this challenging problem is to design a compatible while simpler description model for real world 
services operating in dynamic environments. Methods for service composition as well as discovery 
in dynamic environments need to be more efficient than those for general Web services (due to 
the number of real world services); effective compensation mechanisms are also needed to ensure 
the continuity of composed service at runtime when service components inside the composite one 
become unavailable (due to the dynamic and unreliable nature of the pervasive environments 
such as device mobility or network disruption) [16].
Service-oriented computing is based on the idea of creating software applications by dis­
covering relevant services on the network and integrating them into a composition rather than 
building new applications from scratch [14]. Using existing Web Services whenever it is possible 
reduces application development time while creating systems th a t are more adaptable.
Service composition is an essential task in service oriented computing to build complex busi­
ness systems and applications from large number of potentially simple, distributed and hetero­
geneous services. The composition task has long been formulated as AI planning e.g., situation 
calculus and theorem proving [24] and optimisation (e.g., combinatorial models and network 
models) problems [25, 26] by researchers in the service computing community; however, the lack 
of interoperability (among different service providers and consumers) and the expensive com­
putation needed by these techniques make service composition extremely difficult in dynamic 
environments.
Achieving autom ated service discovery and composition is a road full of challenges >[27], 
some of which need to be addressed at their roots down in the service publication level before 
automated service composition can even be considered. For a service discovery and composition 
mechanism to be automated, the mechanism must be self-configuring, self-optimising, and self- 
healing [28]. This thesis will focus on creating an automated service composition solution for 
dynamic environments th a t is able to automatically find the individual services th a t are relevant 
to the context of the problem, always provide the user with the most optimal composite service, 
and able to  automatically compensate for service components th a t become unavailable during 
runtime. To fulfil these requirements, interoperability between the different technologies used in 
web seryiçe.5 must be achieved.
The problem of interoperability has its roots deep in the service publication level where many 
different heterogeneous service description models exist. The discovery level is also faced with
a problem where different solutions exist [3] each with its specific model and realisation. The 
Internet requires mechanisms tha t transcend all the differences between Web service technologies 
and create an automated service publication, discovery, and composition platform which supports 
the interoperability of different service description models. In the next section, the various 
research challenges in this area of research are discussed.
1.2 Research Challenges
Due to variety and heterogeneity of the underlying platforms and their functionality, exposing the 
capabilities of dynamic devices as Web Services and integrating these services in service oriented 
applications is a challenging task. The main research challenges in this kind of environment are 
listed below.
1. S erv ice  P u b lic a tio n  C hallenges:
1.1. Different service description models exist. All these different models create a hetero­
geneous environment th a t makes it difficult to have a single service publication and 
discovery solution tha t is compatible with all service description models.
1.2. No Web Service technology is completely interoperable with every service description 
model.
1.3. Machine interpretable semantics are required to represent functional service attributes 
and search in terms of these functional attributes. However, semantic service descrip­
tion models th a t are based on a detailed ontology are too heavy-weight and never 
really took off on the Web. A more light-weight semantic service description frame­
work is required tha t allows to describe parameters in a machine interpretable way 
without having to use a heavy-weight ( i  e.; detailed) ontology to  describe the structure 
of the service.
1.4. Ontologies suffer from synonymy problems (different concepts referring to the same 
meaning).
1.5. Different definitions and standards exist for service repositories creating an even more 
heterogeneous environment.
2. S erv ice  D iscovery  C hallenges:
2.1. Existing technologies used for the publication and discovery of Web Services are based 
on keyword and tag-based methods which are often ineffective when searching for func-
tions and capabilities provided by the services. Finding services based on functional 
attributes is a key challenge in distributed service-oriented environments because it 
enables human users or software agents to form queries and to search and discover 
the services based on specific functional requirements.
2.2. Logical reasoning is required to check/ensure service interface is compatible with the 
request. However, logical reasoning is very computationally expensive.
2.3. No service discovery solution is interoperable with all types of service descriptions.
2.4. Publication and Discovery needs to be scalable to a large number of distributed ser­
vices (i.e.; scalability problem).
2.5. Centralised architecture moves the processing away from the nodes and gateway but 
a t the same time this means an increase in updates from the nodes to the centralised 
registry which can deplete battery life of the nodes.
2.6. Information of sensors or mobile devices are dynamic and their location and quality of 
service can change over time. The discovery mechanism needs to be notified of these 
changes and be able to change its indexes dynamically to keep the indexes up-to-date.
2.7. Service descriptions can be out-dated very quickly in a highly dynamic environment.
2.8. Compromise between update frequency and up-to-dateness of results.
3. Serv ice  C o m p o s itio n  C hallenges:
3.1. Finding candidate services for composition dynamically during runtime upon receiving 
a service request. Most existing work is static and cannot react to the changes in the 
dynamic service environment.
3.2. Decomposition of a service request into simpler sub-requests is not well addressed by 
existing work. Work on request decomposition relies on the assumption th a t there 
exists a comprehensive knowledge-base that contains sufficient domain knowledge to 
allow machines to break down the problem using logic-based methods. However, this 
is rarely the case.
3.3. Automatic creation of abstract execution plan during runtime can lead to  creation of 
cyclic dependencies and the execution plan needs to be checked before deployment.
3.4. As the workflow of a composite service grows, the reliability of the workflow decreases 
significantly.
3.5. Existing compensation/ replanning algorithms build up a list of backup services during 
the planning stage. However, the availability of backup services cannot be guaran­
teed anymore a t runtime due to the dynamic service environment. A more dynamic 
compensation strategy is required.
3.6. Adaptation to changes in the service environment by compensating for missing ser­
vices requires automatic reconfiguration of execution plan.
3.7. Mapping of abstract execution plan to a standard workflow language requires efficient 
mapping between abstract workflows and standard workflow languages.
3.8. Standard workflow languages lack formality.
1.3 Research Objectives
The research challenges listed in Section 1.2 indicate th a t research in autom ated service compo­
sition of distributed services faces a serious lack of interoperability between existing technologies 
in the service publication level, service discovery level, and service composition level. Automated 
service composition relies on a reliable service discovery mechanism which in tu rn  builds upon 
interoperable and machine-interpretable service descriptions. For this reason, the research goals 
are set, starting by addressing the challenges with service descriptions at the service publication 
level, designing a service discovery solution th a t builds upon reliable service descriptions, and 
finally addressing the challenges a t the service composition level by building upon the service 
discovery solution. The main research objectives pursued in this thesis are summarised below.
1. O b jec tiv e  1: To develop an innovative indexing method for different semantically enriched 
service descriptions. The indexing should also reflect the functional properties of a service 
to make it possible for a service discovery mechanism to search for services based on their 
functional attributes.
2. O b jec tiv e  2: To create an efficient service discovery mechanism th a t can match service 
requests to relevant services based on functional properties. The mechanism should build 
upon the indexing system created through achieving Objective 1. The solution should 
make use of a degree of logical reasoning to  check th a t the results found are compatible 
with the requester’s requirements and also be able to rank the results in order of highest 
relevance to the request.
3. O b jec tiv e  3: To develop a novel solution for automated service composition th a t builds 
upon the solutions from Objectives 1 and 2. The soloution should be able to deal with
the dynamicity and unreliability of mobile and sensor services when looking for a solution. 
The mechanism should be able to decompose a service request into smaller sub-requests 
in order to facilitate finding services for composition. When a composition of services is 
found, an execution plan should be provided to describe how the different services must 
be used together. The solution should also be able to dynamically compensate for services 
tha t become unavailable during runtime.
1.4 Contributions
To fulfil the objectives specified in Section 1.3, this thesis represents the following original con­
tributions.
1. An indexing scheme based on expressing service descriptions in terms of a probability distri­
bution over latent factors; The latent factors are determined using a probabilistic machine 
learning model (discussed in Chapter 3). The service descriptions are transformed from 
a number of semantic annotations to a vector of smaller dimensions (probability distribu­
tion over latent factors). Services are classified and matched based on these vectors, thus 
the dimensions of the required computations are significantly reduced. Any new service 
description, as long as the service description technology or defined parameters are used in 
the initial training set (used in the machine learning phase), can be transformed into latent 
factor space and included in the index registry using a technique called Folding-In [29]. In­
teroperability between different service description technologies and different methods for 
defining parameters is achieved by mapping all the service descriptions to a latent factor 
space (using Folding-In). A clustering scheme based on latent factors organises the registry 
into clusters and enables us to restrict the scope of search when searching for services. The 
clustering scheme was compared to a K-Means clustering and an Agglomerative clustering 
algorithm and performed better in terms of Purity and Normalised M utual Information 
N M I.  The comparisons also show th a t our approach can fully represent the information 
in a dataset using less clusters than  the other two methods.
2. A service discovery mechanism based on latent factors. Service requests in the form of a 
string or template (discussed in Section 2.4) can be used for submitting search criteria to 
the autom ated discovery process. Queries are converted to a vector in latent factor space 
(also using Folding-ln) and services are matched to the request by measuring the similarity 
between the vector of latent factors describing a service and the vector of latent factors
describing the request. This approach is interoperable with different service description 
technologies because all service descriptions are already converted to latent factor space 
and thus can be compared on a homogeneous plane. Functional attributes and seman­
tic data  are implicitly taken into consideration in the matchmaking process because this 
information is already captured in the probability distribution over latent factors describ­
ing each service. Evaluation results show th a t the proposed service matchmaking method 
outperforms syntax-based matchmaking, logic-based matchmaking, and a state-of-the-art 
hybrid semantic matchmaker in terms of finding the most relevant services to a client’s 
service request (Precision at n and Normalised Discounted Cumulative Gain). Despite 
the accuracy, a service discovery mechanism based on probabilistic matchmaking alone is 
not enough to fulfil all of our objectives. A degree of logic based reasoning is required to 
perform checks on the I/O  signature and observation area of a service to make sure th a t 
it completely satisfies a request (Discussed in Section 5.2). To overcome this limitation a 
logic-based matchmaking component was introduced on top of the probabilistic matchmak­
ing component, creating a hybrid service matchmaker. The hybrid method outperforms 
our probabilistic matchmaking method in terms of P@n and N D C G n -
3. A Divide and Conquer method for service composition th a t builds upon our methods for 
service publication and discovery and th a t can work in dynamic and unreliable service 
environments. The Divide and Conquer method is an iterative algorithm designed to split 
a request into two simpler sub-requests th a t relax the matchmaking criteria and make it 
easier to find matching candidate services. The method also actively checks at every step 
of the process how the retrieved candidate services can be used together for composition 
while inherently avoiding the creation of cyclic dependencies among the candidate services. 
In dynamic environments where services are offered by devices th a t are mobile and have 
limited energy and processing power, the reliability of a service cannot always be guar­
anteed. If during runtime a service provided by one of these devices becomes unavailable 
and there is no other atomic service capable to replace th a t service, the mechanism breaks 
down the required capabilities into smaller sub-requests automatically during runtime so 
that simpler services can be found for each sub-request and then used together to provide 
the required capabilities.
1.5 Assumptions
Here we list assumptions th a t are made throughout this thesis,
• A service can be either an enterprise software entity hosted on a server or a so called 
real-world service which is provided by embedded systems th a t are linked (directly or via 
a gateway) to the physical world.
• A service description describes the interface of a single service.
• Throughout this thesis a service description is referred to as a tuple S  = {iri, out, proc). 
The sets in{S), outS, and pr-oc{S) denote respectively the sets of inputs, outputs, and 
processes of service S.
• A service provides a single atomic process with a specific set of input and output parame­
ters.
• If a service descriptions specifies that a service requires a set of inputs, these inputs must 
all be satisfied for the service to generate the specified set of outputs. If one or more of 
the inputs are missing, the service cannot work.
• If a device can provide different types of processes and work with different sets of inputs 
and outputs, it will provide a separate interface for each combination of process and 10 
set. Therefore a single device can provide more than  one service interface.
•  It is assumed there exists a centralised registry containing all available semantic service 
descriptions.
• Service descriptions are generated by following a generative probabilistic model.
•  Every concept appearing in a service description was generated by sampling from a latent 
factor.
• Semantic concepts observed in a service description are independent of each other given 
the latent factors they are generated from.
1.6 Structure of the Thesis
The thesis is organised into 6 chapters. Brief summaries for each of the following chapters are 
presented as follows.
C h a p te r  1 (Introduction) introduces background knowledge about the areas of Service Ori­
ented Computing, Service Discovery, and Service Composition for distributed services. This 
chapter describes the research challenges, states the core objectives of this thesis and lists the 
contributions to existing research.
C h a p te r  2 (State-of-the-Ari) identifies the main features of Knowledge-Driven Service Pub­
lication and Discovery and provides a comparative discussion on how different technologies and 
research approaches fit in the scope of this research. The main features discussed are Service 
Descriptions Models, Service Directories, Service Clustering, Service Request Templates, Service 
Search and Matchmaking, Service Ranking, Recommendation, and Service Composition.
C h a p te r  3 (Methodology) discusses our complete approach towards finding a solution for 
autom ated service discovery and composition. The challenges discussed in Section 1.2 are divided 
into three categories: challenges related to service publication, challenges related to service 
discovery, and challenges related to service composition, followed by an explanation of how these 
challenges are addressed using a number of solutions tha t build upon one another.
C h a p te r  4 (Service Publication and Clustering) focuses on the use of probabilistic topic 
models to represent services homogeneously in terms of latent factors th a t are learned by using 
probabilistic machine learning methods. This approach creates a scalable service publication 
framework th a t allows new services to be indexed by expressing them in terms of latent factors. 
The probabilistic topic model is also used to efficiently organise the service descriptions into 
clusters.
C h a p te r  5 (Service Discovery) elaborates a service discovery solution th a t is based on the 
service publication and clustering solution discussed in Chapter 4. The discovery solution uses 
a hybrid service matchmaking method th a t combines the low complexity of probabilistic service 
matchmaking to the strict ID  signature matchmaking of logic-based service matchmaking to 
achieve more accurate results.
C h a p te r  6 (Service Composition) uses the methods presented in the previous two chap­
ters as the basis for a Divide and Conquer method for service composition and compensation. 
The method is based on iterative decomposition of service requests and matching against ser­
vice descriptions. A novel concept called Transient Link Dependency Matrix th a t facilitates 
the construction of the service composition solution is demonstrated. Based on this concept, a
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(relatively complex) service request can be broken into one or more simpler sub-requests th a t 
represent relaxation of the original search criteria and make the process of searching and match­
ing more flexible. Furthermore, this chapter discusses how the proposed Divide and Conquer 
approach can also be used to compensate services during service execution time.
C h a p te r  7 (Conclusions and Future Work) concludes the thesis with a discussion of the 
extent to which the research objectives have been fulfilled. It also summaries contributions of 
the research and delineates the futiure research.
11
State-of-the-Art
A web service is an implementation of a well-defined functionality tha t offers an interface which 
can be used by other entities (clients) to access one or more capabilities [Ij [2]. Starting off as 
the basic construct of Service-Oriented Computing [13], the use of Web services is spreading 
within Pervasive Computing [14], Cloud Computing [15], Sensor Networks [IG], Internet-of- 
Things (loT) [17], and Web of Things (WoT) [18]. Web Services can provide an interface for 
new emerging technologies in pervasive systems [9] and make the capabilities and/or data  of 
physical or software entities available to  other entities as a service on the Web [30]. Devices such 
as sensors, actuators, and other mobile devices equipped with a network connection and enough 
processing power can be represented as Web services [19-22], providing common interfaces th a t 
allow users or machines to  access their functionality or data through the Internet.
Web services can be accessed via protocols such as TVuTw/er Pm(ocoZ[31] (HTTP),
5'zmpZe 06;ec( Access Pro(ocof[32] (SOAP), or Constmmed Appfzcn^zon, PmfocoZ (CoAP) [33]. 
The implementation of the services and the communication protocol used depends on the hard­
ware constraints of the device hosting the service. A service can be either an enterprise software 
entity hosted on a server or a so called mrtuof-wor/d seruicc th a t is provided by embedded sys­
tems tha t are linked (directly or via a gateway) to  the physical world sensing and actuation 
devices [12]. Due to variety and heterogeneity of the underlying platforms and their functional­
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ity, exposing the capabilities of sensing and actuation devices as Web Services and integrating 
these services in service-oriented platforms is a challenging task.
2.1 Dynamic Environments
Services hosted on sensors or mobile devices cannot be considered static and long-lived as tra ­
ditional enterprise services [12]. These services are limited in processing capabilities and en­
ergy (e.g., limited battery life); communication between services running on mobile devices and 
gateways is also error prone and in many cases unreliable; the changes of the surrounding en­
vironments also have significant impact on performance of such services [16]. However, most of 
the existing methods for service computing were primarily developed for the carefully designed 
and maintained Web services to build sophisticated enterprise systems and applications. In dy­
namic environments such as Sensor Networks, and the Internet of Things (loT) where services 
are often mobile, less reliable and device-dependent (e.g., a sensor service is dependent on the 
status of the sensor which is often resource-constrained) [16], those existing methods face sig­
nificant challenges and need to be adapted. In the light of these challenges, service publication 
and discovery solutions require a degree of automation to be able to deal with the on-going 
changes in the service environment without requiring constant human intervention [28]. In order 
to provide service publication and discovery solutions of the same accuracy and reliability as 
the ones in static environments, research needs to take a more autom ated and knowledge-driven 
approach. Knowledge-driven means th a t machines can interpret the meaning behind the data 
and are able to access domain knowledge related to the data  in order to make more complex 
decisions. This requires solutions for keeping service publications up-to-date where services can 
stop working suddenly, change location (and consequently their area of observation), or suddenly 
reappear. Service discovery also needs to extend from syntax-based matchmaking and take a 
knowledge-driven approach where machines interpret the meaning behind the service description 
data and matchmaking is performed based on both functional and non-functional attributes of 
a service [17].
This chapter identifies the main features, requirements, recent work, and emerging challenges 
of Knowledge-Driven service publication and discovery. The main features discussed are service 
representation, service requests, service repositories, service search and matchmaking, service 
ranking, service composition, and service compensation. Section 2.3 discusses service represen­
tation as service description models are the principal construct for any service discovery solution 
discussed in this chapter. A service is defined in the context of knowledge-driven publication and
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discovery of Web services and the key requirements for a machine-interpretable service descrip­
tion are discussed. The service description models which are mostly used in service publication 
and discovery are discussed and compared. Section 2.4 discusses how different request templates 
can be used by a client to submit a request to a matchmaking engine. Section 2.5 provides an 
overview of work related to  service directories and Section 2.6 discusses work and methods to 
cluster services in a directory in order to support service search and matchmaking engines to find 
services in a repository more efficiently. Section 2.8 describes the discovery components by giving 
an overview of different approaches to service search and matchmaking while also discussing the 
strengths and limitations of the main approaches. Section 2.9 discusses how service ranking and 
recommendation complements service search and matchmaking to enhance the service search 
results. Section 2.10, discusses recent work related to service composition. Section 2.12 provides 
an overall discussion on how different work discussed in this chapter complement each other and 
explains the main research challenges tha t still need to be addressed to realise autom ated and 
knowledge-driven publication and discovery of Web services.
2.2 Knowledge-Driven Approach
Web Services are the leading technology for defining and sharing capabilities and functionalities 
across the Web. Web service recommendations and standards have dominated the Internet engi­
neering technologies and are supported across different business applications and platforms [3]. 
These technologies used for describing, publishing, and discovering services on the Web revolve 
around the Service Oriented Architecture (SOA) where entities can take one or more of three 
defined roles: Provider, Broker, and Client.
The client is an entity (either human or a machine) tha t is looking for a service to fulfil a 
certain goal. The client creates a service request tha t specifies the input/output (10) parame­
ters and operations required. This request is then submitted to a service broker. The service 
broker is an entity th a t searches for relevant services on behalf of the client. The service broker 
interacts with a service repository and uses a matchmaking mechanism to compute the degree of 
match between the request and the service descriptions stored in the service repository. Service 
descriptions are created by a service provider (the entity th a t creates and maintains a service) 
and conform to a specific service description model such as Web Service Description Language 
(WSDL) or Web Application Description Language (WADL). After completing the discovery 
process, the service broker returns a list of relevant services (ranked in order of relevance) to 
the client. The client chooses a service from the list and refers to the information in the service
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Figure 2.1: Automated Service Discovery and Composition in Dynamic Environments.
description to find out how to interact with the service.
Communications between the service client, broker, and provider entities is mainly carried out 
using protocols such as SOAP or Representational State Transfer (REST) built upon a transfer 
protocol such as HTTP. The level of interaction between entities and the type of messages 
exchanged depend on the protocol used (mainly SOAP or REST).
However, introducing mobile and unreliable services into the SOA brings forward new re­
quirements and challenges. W ith their limitations, the existing technologies used for service 
publication and discovery lack the required foundations for implementing autom ated mecha­
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nisms such as service provisioning [12], service composition [34], and service compensation [16] 
in dynamic environments. Figure 2.1 shows the different components required for achieving 
service publication and discovery in dynamic environments. At the very bottom  there are the 
real-world devices th a t consist of hardware such as sensor nodes, mobile devices, Web servers, 
gateways, and actuators. These devices are all associated with one or more service interfaces 
on the Web. The real-world device can either be hosting the service themselves (if they have 
enough processing and battery power) or the service interface can be exposed through the use of 
a gateway [11] such as in the case of constrained devices like sensor nodes and actuators. In the 
latter case, the gateway takes the role of service provider while in the previous case, the devices 
exposing their own service are the service providers. Service providers have to  publish a service 
description th a t needs to be stored in a service repository and kept up-to-date. To do this, ser­
vice providers interact with a service description manager. The service description manager is 
the component th a t co-ordinates the publication of service descriptions in the service repository 
and is in charge of keeping the service descriptions up-to-date. When a service provider inter­
acts with a service description manager to publish a service description, the service description 
manager dictates how often the service provider should send updates about the context of the 
service. The update frequency depends on the client/provider settings, resource capabilities of 
the device(s) exposed by the service and also on the likelihood of the service becoming unavail­
able (reliability). This results in a compromise between making sure the service information in 
the repository is always up-to-date and trying to make the constrained devices waste as little 
power as possible on sending updates. The service repository stores the service descriptions 
and can interact with a service clustering component to efficiently organise the indexing of ser­
vices in the repository. Service discovery is provided by a service broker and consists mainly of 
three components: service matchmaking, Inpu t/O utpu t (10) signature verification, and service 
ranking. Service matchmaking is the component tha t accepts a service request (submitted by a 
client) and interacts with the service repository to find services that are related to the request. 
The selected services are then passed on to the 10  ranks the final list of services in order of 
relevance and presents the list to the client. Service composition is also provided by a service 
broker and interacts directly w ith the service discovery components. The client submits a request 
to the composition planning component, this component processes the request and forwards it 
to a decomposition component to decompose the request into simpler sub-requests if required. 
The sub-requests are then submitted to the service discovery which returns a list or relevant 
services for each sub-request. The service selection component uses logic and reasoning to select 
candidate services from the list of results returned by the service discovery. The list of candidate
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services is forwarded to the composition plaiming component which starts creating the logical 
representation of the execution plan and repeats the cycle until the execution plan is complete. 
The service compensation component interacts with the service description manager to  ensure 
tha t the services used in the execution plan are still available. If one of these services becomes 
unavailable, the service compensation component finds a replacement service or a composition 
of services to replace the missing service. Finally the execution plan creation component creates 
a useable execution plan using a workflow representation language. The execution plan is then 
presented to the client so it can be used.
By looking at the architecture described in Figure 2.1, it is clear th a t a degree of automation is 
required throughout the various components of the architecture in order to  achieve co-ordinated 
interaction between the various components. Each one of the components is in charge of execut­
ing specific tasks without which other components cannot work. These tasks cannot be handled 
manually by a human operator because of the rapid changes in the service environment and 
the volume of inter-component interactions required for components to co-ordinate with each 
other. Knowledge-driven solutions provide the level of automation and adaptation required to 
cope with the rapid changes and unreliability of services in dynamic environments. Ontology is 
a way for representing knowledge on the Web. Ontologies were brought into focus by the vision 
of a Semantic Web[35]. Ontologies can represent shared and agreed-upon conceptual models 
in a domain [36]. Ontologies are represented in machine-interpretable format and provide a 
knowledge base on which applications can reason the data  for different purposes [37]. Semantic 
Web services were then proposed to facilitate autom ated machine processing and to promote 
interoperability [38]. Among others, logic based knowledge representation languages for Web 
services (discussed in Section 2.3) are one of the most fundamental developments in semantic 
service computing. The creation of this structure makes it possible for machines to understand 
what is defined in the service descriptions. Automated service discovery based on semantics has 
an edge over syntax-based approaches and many state-of-the-art service discovery approaches 
are now based on semantic service description models [39, 40]. The semantics allow service dis­
covery solutions to use reasoning and filtering techniques [41] not just to improve discovery and 
ranking of services but also to enable service recommendation, and facilitate service orchestra­
tion/choreography [42]. Semantics can improve software reuse, increase the accuracy of service 
discovery and facilitate autom ated composition of Web services.
The next section focuses on service descriptions tha t use semantic technologies to  specify 
different attributes and characteristics of the services. The knowledge th a t can be obtained from 
processing of the service descriptions is considered to be the key element in enabling automated
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service discovery and composition.
2.3 Service Representation
A detailed and machine-readable service description is the fundamental building block for pro­
viding an architecture in which advanced service discovery mechanisms can be achieved [43]. 
Service descriptions must conform with a service description model th a t dictates the structure 
tha t service providers will follow when creating the service descriptions. The service descrip­
tion model becomes a template th a t service providers will use in order to publish and advertise 
the services th a t they offer. The services used in service-oriented computing technologies are 
software artifacts th a t are autonomous, self-described, reusable, and highly portable [44]. Such 
artifacts should be searched for based on their functionality rather than based on their text de­
scriptions. As discussed in Section 2.2, service descriptions enriched with machine-interpretable 
semantics allow for knowledge-driven service discovery mechanism. Semantic service modelling 
provides a machine-interpretable framework for representing many aspects {e.g., functional, non­
functional and transactional attributes) of services. Functional parameters describe the way the 
service operates i.e.] inputs, outputs, processes, operations, preconditions and effects [45]. Non­
functional parameters describe performance characteristics (i.e. QoS) such as response time, 
accounting, and reliability. This section provides an overview of work on service description 
modelling followed by a discussion of their limitations and merits.
One of the common standards to describe the technical aspects of a Web service is Web 
Service Description Language (WSDL) [46]. WSDL is an XML-based language for describing Web 
services as collections of communication endpoints (ports). The language provides constructs 
for describing the data  exchanged by ports in an abstract way. The location and the operations 
(or methods) of the service can also be specified with WSDL.
WSDL can be used to  describe both SOAP-based and RESTful Web services. However, 
WSDL only supports H TTP GET and POST operations while RESTful services often use other 
HTTP operations such as PUT and DELETE. This makes WSDL a poor choice for describing 
RESTful Web services.
WSDL documents are a W3C recommendation and are compatible with Universal Descrip­
tion, Discovery and Integration (UDDI)[47] registries. The information contained in the WSDL 
document to locate and use the service.
WSDL allows flexibility in service binding, however, it operates at the syntactic level and 
does not provide the constructs required to represent the functional parameters of Web Services.
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Semantic Annotations for WSDL (SAWSDL)[48] (also known as WSDL-S) enhances XML- 
based WSDL descriptions by adding richer semantic annotations th a t describe functional and 
non-functional aspects of a service using semantic concepts [49]. SAWSDL does not specify a 
formal language for describing semantic concepts; instead it provides a way for the WSDL docu­
ments to reference concepts which are formally described through well-defined models elsewhere.
Web Service Modelling Ontology (WSMO)[50] is designed to support autom ated Service 
Discovery, Selection and Composition. The ontologies provide a mechanism to describe and 
represent services in machine-interpretable form. WSMO also introduces the concept of "Goals" 
which describes what the user wants to achieve [51]. The Web Service Modelling Language 
(WSML) is a formal syntax for writing service descriptions which are compliant to the WSMO 
structure.
The structure of WSMO is based on four major components: Goals, Ontologies, Mediators, 
and Web Services. This structure is designed considering the requirements for autom ated service 
composition; the service descriptions in WSMO represent an atomic functionality which can be 
used to build complex services. WSMO supports both functional and non-functional descriptions 
of a service with additional semantics to describe the behaviour of a service.
Ontology Web Language for Services (OWL-S)[52] is a service description model th a t provides 
both rich expressive descriptions and well-defined semantics. OWL-S describes the characteristics 
of a service by using three top-level concepts, namely: Service Profile, Service Grounding, and 
Service Model. Service Profile provides information tha t is needed to discover the services. 
Service Grounding and Service Model provide information to deploy and use a service.
The Service Profile provides semantic descriptions of the service capabilities in order to ad­
vertise the service. Once the service has been discovered and selected, the information contained 
in the Service Model is used to interact with the service.
The Service Grounding describes how to access the services. In OWL-S, Service Profile 
and Service Model are abstract representations of a service and the Service Grounding contains 
information about protocol and message formats, serialisation, transport, and addressing.
The concepts of Input, O utput, Preconditions, and Effects are all defined in OWL-S in both 
Service Profile and Service Model parts. OWL-S provides the main attributes to describe services 
and their functional attributes.
Another effective aspect of OWL-S is th a t it can rely on existing standards for service in­
vocation and discovery. Service invocations can be carried out using WSDL definitions. The 
OWL-S can also extend UDDI for service discovery by utilising semantic analysis and logical 
reasoning methods.
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It should be noted tha t many of the existing work on semantic service matchmaking [53-55] 
are based on the OWL-S model.
The Web Application Description Language (WADL)]56] is a service description language 
th a t provides machine-readable descriptions of HTTP-based services (typically RESTful Web 
services). It can also be used as an alternative to WSDL for SOAP-based Web services. WADL 
is platform-independent and designed to be lightweight. A WADL service description consists 
of a set of resources. The request and response messages used by each resource are described 
using method elements consisting of param elements tha t define the input and output elements 
used by the method. However, like WSDL, WADL descriptions lack the machine-interpretable 
semantics required for providing knowledge-driven service publication and discovery.
Semantic Annotation of Web Resources (SA-REST) [57] is an approach which uses microfor­
mats to add semantic annotations to RESTful services [58]. This approach provides a mech­
anism for annotating HTML/XHTML documents with semantic m eta-data in a non-intrusive 
way. The addition of these annotations enriches the plain HTML/XHTML documents with 
machine-interpretable semantics th a t can enable machines to interpret what a service can do. 
The advantage of SA-REST is th a t it does not interfere with existing technologies and provides 
a seamless approach for introducing rich semantics for the Restful services.
HTML for RESTful Services (hRESTS) [59] is a microformat for describing RESTful Web ser­
vices. hRESTS is designed to be lightweight and proposes a simple service model th a t describes 
the main aspects of a service and also provides machine-interpretable semantics. However, the 
hRESTS model is too simple: it does not include a profile and grounding which are im portant 
for service discovery and access.
METEOR-S[60] is a project aimed at adding semantics to the complete Web process lifecycle 
by extending SOA standards such as WSDL, UDDI, and SOAP with semantic annotations [61]. 
The project identifies four categories of semantics tha t should be used throughout the Web 
process lifecycle: data  semantics th a t describe the input and output parameters of a service, 
functional semantics tha t describe what a service can do, execution semantics tha t describe the 
execution environment, and QoS semantics th a t describe the performance parameters of a ser­
vice. The METEOR-S Web Service Annotation Framework (MWSAF) is a graphical tool tha t 
allows the annotation of existing Web service descriptions with semantic data. The MWSAF pro­
vides constructs for adding data semantics, functional semantics, and QoS semantics to WSDL 
service descriptions. It uses schema matching techniques for semi-automatic annotation of ser­
vice descriptions. MWSAF aims to work seamlessly with existing Web services technologies by 
combining these technologies with ideas from the Semantic Web to create a Web service discov­
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ery framework that supports machine-interpretable data. The core mechanism of this approach 
relies on a matching technique which matches the XML schema of WSDL service descriptions 
to existing ontologies. The semantics which are used for matching the XML schema are linked 
to the service description.
The Unified Service Description Language (USDL|62] is a general service description language 
aimed towards a wide leverage of services on the internet. USDL is designed to be platform- 
neutral and can be extended by linking service descriptions to existing schemes using Linked- 
Data[63]. The language provides constructs for describing business, operational and technical 
aspects of services while also providing the means for describing simpler service exposed by 
real-world devices.
Sensor networks are an im portant and growing area of research. Various approaches exist 
for describing sensor data using ontologies {e.g. W3C SSN[64] or OntoSensor [65]). However, 
representing sensors as a service (SaaS) is a relatively new concept [16, 22]. De et al. [22] propose 
an loT-adapted service description model using OWL-S as the upper ontology. The work in [22] 
proposed the 'Entity-Device-Resource' model for representing loT resources and services based 
on the Semantic Sensor Network ontology [66].
2.3.1 Discussion
The service description models discussed in this section give a general overview of the main 
efforts for providing machine-interpretable semantics for service descriptions. Table 2.1 shows a 
list of the main characteristics of the service description models discussed in this section.
Table 2.1: List of main attributes described in different service description models
Functional Non-Functional User Goal XML Ontology
WSDL X X
SAWSDL X X X X
WSMO X X X X X
OWL-S X X X X
WADL X X
SA-REST X X X X
hRESTS X X
MWSAF X X X X
USDL X X X X
loT-Service Model X X X X
Description languages such as WSDL and WADL work on the syntactic level and do not 
provide any machine-interpretable semantics th a t could be used as basis for knowledge-driven 
mechanisms such as automated service discovery. Other approaches such as MWSAF, SAWSDL
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and SA-REST augment already existing technologies and do not alter any of the discovery mech­
anisms which are already in place. Kungas and Dumas [67] propose a method for semantically 
annotating large collections of web services while reducing the costs associated with annotating 
such large amounts of data.
Approaches such as OWL-S and WSMO propose a whole framework for describing services. 
Such approaches offer richer semantics and provide a clear annotation for functional and non­
functional characteristics of a service; however some of the richer frameworks come at a cost of 
having to restructure the existing service-oriented architecture in order to accommodate such 
models. However, these heavyweight and complex models, despite being good for describing 
enterprise Web services, are not suitable for describing dynamic services such as sensors and 
actuators in the loT and pervasive environments. Services exposed by loT resources mostly 
have limited computation capabilities and often operate in dynamic and constrained physical 
environments; therefore, they are far less reliable and stable compared to the carefully designed 
and maintained enterprise Web services. Their logic is much simpler and their output usually 
represents observation and measurement of features of interest of physical entities (therefore, 
service models have to be associated with physical resources).
For these reasons, a semantic service representation model needs to be lightweight to  facilitate 
computation (experiences in ontology design shows th a t well-designed lightweight ontologies 
have the potential to be widely adopted), in particular efficient service discovery, composition 
and adaptation given the stunning number of loT resources and services. The service model 
should be associated with the model of its exposing resource and provide constructs for linking 
to concepts in domain knowledge base {e.g., Geonames ontology[68]) or the linked data[63].
The OWL-S model for SOAP/W SDL services is designed using the ’Profile-Process-Grounding’ 
pattern  and much of the complexity stems from the process modelling. On the contrary, the 
hREST model [59] for RESTful service is too simple: it does not include a profile and grounding 
which are im portant for service discovery and access. Based on the existing research and the 
aforementioned requirements the service description model should represent a  trade-off between 
these two: being lightweight and service technology independent while a t the same time providing 
sufficient modelling constructs for representing services. Figure 2.2 shows the required structure 
for a lightweight service description ontology th a t can work with enterprise Web services, and 
Web services exposed by constrained devices. The service model should be independent of any 
particular service technologies {i.e., SOAP/W SDL and RESTful services) based on the analysis 
of their commonalities and distinctiveness.
The next section discusses how semantic service description models can be used for defining
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Figure 2.2: Overview of the lightweight loT service description model, 
service requests tha t contain machine-interpretable information.
2.4 Service Request Templates
The conventional way of submitting a service request to a searcti engine is to express the request 
in natural language as a written string (syntax-based). Syntax-based service request templates 
have been used for Web search by major search engines such as Google and Yahoo!. By using 
keyword or attribu te based request specifications, the search and matchmaking engine will then 
use a mixture of natural language processing and keyword matching techniques to find the best 
matching services. However, Internet technologies are moving towards knowledge-driven systems 
and a keyword-based search will no longer satisfy the client’s demands [69]. Next generation 
information processing requires integration and analysis of knowledge, situational awareness, 
trend analysis, and question answering (rather than request matching). Syntax-based queries 
highly depend on the user vocabulary to formulate the queries [39] and are not suitable for 
defining the service functionality required. Expressing the goals and requirements in natural 
language makes it harder for the search and matchmaking engines to interpret the requests.
To achieve the level of automation discussed in Section 2.2, the structure of a service request 
needs to move from syntax-based to machine-interpretable semantics. It is difficult for the user to 
specify functional requirements using a string of text. Machine-interpretable semantics provide 
an alternative to syntax-based service request methods. Rather than specifying the require­
ments in a string, the user can fill-in a service request template rich with machine-interpretable 
semantics. A service request template provides an interface for the clients to express their goal 
and requirements in machine-interpretable form so th a t the search and matchmaking engine can 
interpret it. This enables the user to specify functionalities (using existing semantic technolo­
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gies) and also the roles of the concepts involved. Using service request templates also promotes 
machine-to-machine interaction. In a scenario where different components of a service-oriented 
architecture are autonomous (such as the components shown in Figure 2.1), there could be cases 
where a client submits a request to the search and matchmaking engine is a machine rather than 
a human being. In such cases, the client machine can express its needs by creating a semantic 
service request tem plate describing the required functionality and constraints.
A semantic service request template can be constructed according to the underlying service 
description models supported by the framework (e.g. Klusch et al. [70] use service request 
templates in the form of OWL-S service descriptions). This approach is often called Query 
by Example [71] because it specifies a request in the form of a service description, specifying 
the interface of a service with the same parameters and operations as required. Such requests 
can contain the definitions of the required 10  interface and also other semantic concepts tha t 
describe the internal processes th a t are required.
A tem plate creation interface can use list-boxes and selection menus to enable users to se­
lect/specify different attributes of the requested service. Filling-in a service request template 
can be a manual, semi-automated, or fully-automated process. A semi-automated process uses 
machine-interpretable semantics to recommend concepts to the user as the request tem plate is 
being filled-in. A fully automated process occurs in machine-to-machine interactions where the 
request template is filled automatically by the client machine. The template does not need to 
be filled-in completely. The user is free to input only as much information as desired. However, 
a more detailed service request template yields more accurate and relevant search results.
The work on semantic service request templates is an on-going research area. Ning et al. [72] 
propose a service request tagging method which allows the client to tag queries with func­
tional and non-functional attributes, and contextual attributes to improve the matchmaking 
performance. Ren et al. [73] combine WordNet and multiple heterogeneous ontologies to create 
an Extended Quick Service Query List (EQSQL) which supports automatic service composi­
tion planning. Kuang et al. [74] propose an approach for expressing service requests by using 
pi-calculus as it provides a precise representation of the operation sequences and message ex­
changes needed. One of the most challenging aspects is the automatic creation and annotation 
of semantic service request templates.
The next section discusses technologies for storing service descriptions in service repositories. 
The section then discusses how service requests can be matched to the service descriptions stored 
in a service repository in Section 2.8.
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2.5 Service Repositories
A service description is usually published in a service repository to enable service discovery 
engines to find the service. Service repositories host service descriptions published by service 
providers and also provide discovery interfaces to allow service consumers to browse and search 
through the repository. The most popular service repository framework used on the Internet is 
Universal Description, Discovery, and Integration (UDDI) [75].
UDDI enables service publishing and discovery on the Internet using common standards 
including: HTTP, XML, XML Schema, and SOAP. UDDI defines a da ta  model to describe 
services and save the descriptions in a registry.
The limitation of the UDDI data model is th a t it does not describe the capabilities of a 
service and it does not describe in detail the different processes of a service is made of [43]. UDDI 
provides two interfaces for publishing and locating businesses and services advertised within the 
UDDI registry; the Inquiry Interface and the Publisher Interface. UDDI does not offer any 
mechanisms to refer to a service interface signature (such as operations or input and output 
messages) and therefore is unable to discover a service based on functional requirements [76]. 
The query templates provided by the UDDI Inquiry Interface are rigid and a general purpose 
query language such as XM L Path Language XPath[77] can offer more fiexibility for querying ]78]. 
UDDI also lacks the capability of annotating service descriptions with structured m etadata. The 
use of structured m etadata allows enhanced service descriptions which support more effective 
service discovery.
A UDDI compliant service repository was developed in the GRIMOIRES[79] project. GRI­
MOIRES extends UDDI with m etadata attachm ent support. The project also investigated the 
concept of using WS-Resources\80] to model the metadata. Using WS-Resources enhances in­
teroperability and makes it possible to use more flexible query mechanisms such as XPath  for 
querying the data  rather than using the inflexible UDDI inquiry interface [78].
Pyramid-S is a scalable framework for unified publication and discovery of Web services [3]. 
Pyramid-S supports heterogeneous service registries, allowing different registries to use the dis­
covery mechanisms and ontologies of their choice. The registries are organised using a hybrid 
peer-to-peer topology based on their application domains.
2.5.1 Discussion
The most widely supported service repository firamework is currently UDDI. It is a robust frame­
work th a t also offers an interface for publishing and searching service descriptions; however it is
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limited by the fact th a t it only supports WSDL service descriptions. As discussed in Section 2.3 
WSDL is a an XML based service description model th a t does not provide information about 
functional properties of a service or machine-interpretable semantics to enable knowledge-driven 
mechanisms [81]. Service repositories need to encourage machine-interpretable semantics by 
allowing service descriptions to be linked to external domain ontologies and linked-data.
Dynamic service environments have also brought forward some new challenges th a t have not 
been properly addressed by research on service publication. Some of the real-world devices shown 
in Figure 2.1 are not connected to a fixed power source and therefore are susceptible to running 
out of power while being used. In these cases, the service descriptions need to be kept up-to-date 
as the quality or availability of the services changes. Section 2.2 discussed the importance of 
a service description manager component to coordinate the publication of service descriptions 
and make sure the service description data is always up-to-date. A service description manager 
is the missing link between research on middle-ware for services in dynamic environments [11] 
and research on automated service publication and discovery in Service-Oriented Computing.
Messaging between service providers and the service description manager needs to  be used 
conservatively in order to avoid depleting the battery life through excessive messaging. Some 
of these real-world devices are also mobile and therefore are not guaranteed to  have a constant 
connectivity. The service description manager needs to be able to keep track of these changes 
and make sure the service descriptions stored in the service repository are kept up-to-date.
Most of the research work discussed in this chapter aim to approach the problem of knowledge- 
driven mechanisms by using one specific service description model as the basis of their solution; 
however, it is im portant to  have a service registry which supports and processes common forms 
of service descriptions and provides a unified discovery mechanism over different heterogeneous 
service description models. This will give service providers more freedom in selecting how to 
describe and publish their services and will also create a seamless integration of various service 
description models with higher-level automated discovery mechanisms.
The following sections will discuss how the service descriptions can be utilised and interpreted 
using machine learning, logical reasoning, natural language processing, and keyword analysis to 
enhance discovery, composition, and utilisation of services.
2.6 Service Clustering
Retrieving services th a t match to a service request is a challenging task due to service directo­
ries being over-populated with published services. By organising the service publications into
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clusters, discovery and recommendation of services becomes easier and faster [82]. Clustering 
is an approach tha t transforms a complex problem into a series of simpler sets which are easier 
to handle. Clustering has already been successfully used in Information Retrieval applications 
where the main focus is the automatic storage and retrieval of documents [83]. Service Clustering 
aims to  group together those services th a t are similar to each other. Services th a t are similar to 
the one chosen by the client will be grouped in the close neighbourhood of th a t service, mak­
ing it very straight forward for the recommender system to find relevant services for the client. 
Methods for Service Composition can also benefit from clustering of services because candidate 
services can be found more easily if the services are clustered based on their functional attributes. 
This section discusses existing work on service clustering starting from feature extraction and 
vector space representation of services.
2.6.1 Vector Space Modelling and Feature Extraction
Vector Space Modelling (VSM) is a technique used to convert data to vector form in order to 
facilitate computational analysis of the data. In a vector space model, the proximity between two 
vectors corresponds to the similarity of their data characteristics. Once service descriptions are 
represented in vectors, vector algebra [82] and probabilistic methods [84] can be used to measure 
similarities between services and to group the vectors which are similar using clustering tech­
niques. In information retrieval, a widely used method for converting a text document to Vector 
Space form is to use the Text Frequency and Inverse Text Frequency (TF/ID F) algorithm [85]. 
Ma et al. use this technique in [84] to represent a dataset of WSDL service descriptions in the 
form of a Service Transaction Matrix. In Ma et al.'s work each row represents a WSDL service 
description, each column represents a word from the whole text corpus, and each entry represents 
the T F /ID F  weighting of th a t word in the respective WSDL document. T F /ID F  weight Wij for 
a word j  in service i is calculated as follows:
'^ij = t f i j  ■ log (2.1)
where t f i j  is the word frequency of word j  in service description i, n is the total number of 
service descriptions, and r i j  is the number of services tha t contain word j.
A variation of T F /ID F  is proposed in [86] where a higher weight is given to  the IDF value. 
The reason behind this approach is to normalise the bias of TF measure in short documents. The 
firequency of words in very short documents such as service descriptions tends to be incidental. 
The proposed TF/IDF"^  equation in [86] is described as follows:
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Wij  =  t f i j  ■ log (2.2)
Wang et al. [29] prepare textual data for analysis using Part-of-Speech (POS) tagging to 
identify and remove stop words from the word corpus. The Stanford Log-Linear POS-tagger[87] 
is used in their work to POS-tag the text and only the nouns, verbs, and adjectives were kept 
for further analysis. The remaining words are then used to describe each document as a vector 
of text frequencies.
2.6.2 Proximity Measure
Clustering techniques are based on methods for measuring the proximity between a service and 
other services in a dataset. These techniques usually use feature extraction to represent services 
in vector form such tha t vector proximity measures can be used to compare services. The work 
in this thesis aims to  describe services in terms of a probability distribution. Probability distri­
butions can be easily described in vector form, making vector proximity measures an efficient 
method of comparison. Various techniques exist to measure the proximity of two vectors. The 
most commonly used proximity measures are described in the following.
The Euclidean Distance (see Chapter 13 of [88]) of two n-dimensional vectors corresponds to 
the actual distance between the absolute positions of the two points in vector space described 
by the two vectors. The Euclidean distance can be calculated using the following formula.
dis{p,q) = Wp - qL  = -  Qi)^ (2 .3 )
where p and q are the two vectors and dis{p, q) is the Euclidean distance between them.
The Jaccard coefficient is a similarity measure tha t skips the components which give no 
information. Nayak and Lee [89] use the Jaccaid coefficient to measure the similarity between 
two Web services based on the terms tha t are present in both service descriptions. The Jaccard 
coefficient of two vectors p and q is given by the equation 2.4.
J { P ,  — rp , , rp (2-4)
- i p T *  I q  ~ r  I p q
where Tpg is the number of common terms used in describing p and q, Tp and Tq are the 
number of terms used in p only and q only respectively,
Cosine Similarity (sometimes also called Multidimensional Angle) is an efficient measure of
28
the proximity of two vectors. It is used in various clustering approaches [82, 84[. This proximity 
measure applies cosine of the angle between two vectors. It reaches from the origin rather than 
the distance between the absolute position of the two points in vector space. This method is more 
efficient because if a  dimension is not present in both vectors tha t are extracted from service 
descriptions, it will automatically drop out of the equation. Thus Cosine Similarity provides 
dimensional reduction and reduces required computations. The Cosine Similarity of vectors p 
and q can be calculated using equation 5.1.
where n  is the number of dimensions.
This method is used by Nayak and Lee in [89] where the similarity of two services is based on 
different parts of their service descriptions. Each service description is enhanced with semantic 
components: OWL-S Profile, Model, and Grounding, and a WSDL  document. The Weighted 
Similarity of two services is then calculated by summing together the Jaccard coefficient of each 
component where every Jaccard coefficient of the summation is multiplied by a weight which 
reflects how significant tha t component is. This proximity measure is given by:
Sim{p, q) = wi ■ JoesiP, q) + W2 - Jserp(p, q)
+ W 3  ■ J w S D L { p , q )  + a ; 4  ■ J p M o d e l { P , Q )  ( 2  6 )
T i n s  • J c r o u n d i jP i  q)
where wi to are the assigned weights and JoesiP, q), Jserp{p, q), Jw s d l {p , g), JpModei{p, q), 
and JGround{p,q) are the Jaccard coeffiecient of the service description, service profile, WSDL, 
service model, and service grounding respectively.
2.6.3 Clustering Algorithms
Clustering algorithms deal with data described in vector space by using vector algebra to measure 
the similarity between vectors and grouping together the vectors which are most similar to each 
other. The following describes some of the common approaches for clustering.
The K-Means algorithm is a well know clustering algorithm based on Squared Error crite-
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A lgorithm  1 K-Means Algorithm
1: Randomly generate K cluster centres within the vector space used.
2: Compute the proximity of each vector to each cluster centre and assign each vector to the 
nearest cluster centre.
3 : Recompute the cluster centres by taking the mean of the member vectors in each cluster.
4 : If the convergence criterion is not met, go back to step 2.
A lgorithm  2 Agglomerative Algorithm
1: Treat each vector as a cluster.
2: Compute a m atrix with the proximity of each cluster to every other cluster.
3 ; Find the most two similar cluster in the matrix and merge these two clusters into one cluster. 
4 : Update the proximity matrix with the mean of the two merged clusters as the centre of the 
new cluster.
5 : Stop if the proximity threshold is reached or if all the vectors converge into one cluster. 
Otherwise go back to step 2.
rion [90]. Squared Error algorithms keep converging until a convergence criterion is reached. 
The steps for implementing the K-Means algorithm as given in [83] are shown in Algorithm 1.
A typical convergence criterion would be a threshold value of a squared error equation [90] 
or converging until there is no or minimal change in cluster centres after each iteration [83].
The Agglomerative algorithm is a bottom -up hierarchical clustering method. The algorithm 
starts by assigning each vector to its own cluster; then it starts merging together the most similar 
clusters a t every iteration until a stopping criterion is met [83]. The steps for implementing the 
Agglomerative algorithm are shown in Algorithm 2.
A Web Service clustering approach based on this algorithm is proposed in [82]. This work 
uses a repository of 275 WSDL service descriptions. Each WSDL document is treated as a text 
document and the whole text is converted into vector space then clustered using the Agglomera­
tive algorithm. The performance evaluation provided is based on data extrapolation to evaluate 
scalability of the method in larger repositories. The algorithm discusses efficiency of matching a 
client’s query compared to a simple keyword matching. However, the WSDL documents include 
several repetitive phrases and also specific terminology to describe technical aspects of services. 
Analysing WSDL as a text document and constructing the model based on the whole concept set 
extracted from the WSDL description could suffer from biasing and overfitting the results. Using 
semantic descriptions provided for services and constructing vector-space models according to 
functional and non-functional attributes of the services can address the biasing and overfitting 
issues. Cassar et al. [91] have discussed a similar work using semantic description of service.
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2.6.4 Discussion
Service clustering is a useful tool that aids both autom ated service publication and discovery. 
Web service repositories contain a very large amount of service descriptions and computing the 
similarity between a service request and every service description in a repository would be too 
computationally expensive. Service clustering allows pruning [92] of the search space, making 
it possible to  compute less similarity measures while still maintaining a good level of accuracy. 
Service repositories such as UDDI categorise Web services based on predefined business-related 
categories. However, automated discovery of services should be driven by functional properties 
because this is the criteria th a t the clients will be looking for.
This section discussed existing work on service clustering and focused on examining the 
literature of commonly used vector-space methods for clustering. Expressing service descrip­
tions in terms of vectors makes it possible to use mathematical tools, such as vector proximity 
measures, to determine similarities between service descriptions without having to use logical 
reasoning, which can be computationally expensive when used for a large number of service de­
scriptions. However, expressing service descriptions in terms of vectors results in long vectors of 
data with many dimensions. The bigger the dimensions of these vectors, the more computations 
are required for their analysis. Conversion to vector space also means the rich information from 
machine-interpretable semantics is lost.
To ensure scalability, a service clustering technique should be able to  compresses the represen­
tation of data while preserving the machine-interpretable semantics. The next section discusses 
Probabilistic Topic Models. These are techniques used in Information Retrieval for the analysis 
of text documents. Although service descriptions and text documents are different in structure 
and content. Topic Models could be adapted for use in the analysis of Web service descriptions. 
Chapters 4 and 5 will elaborate more on this.
2.7 Probabilistic Topic Models
This section discusses Topic models as a tool to for analysing corpora of words in a dataset of 
documents. Semantic service descriptions are similar to text documents because the occurrence 
of individual concepts (defined by URIs) in semantic service descriptions is very similar to the 
occurrence of words in text documents. Topic models make assumptions about the mutual inde­
pendence of words in a document tha t do not hold for concepts in a semantic service descriptions 
since the latter also define property relationships between individual concepts. A central part
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of this thesis is how to adapt Topic Models to be used with semantic service descriptions. How­
ever, this will be discussed in more detail in Chapter 4. This section explains the origin of these 
statistical models and how they work.
Topic models are generative probabilistic graphical models based on the assumption th a t 
documents are generated by a mixture of topics where topics are probability distribution on 
terms [93]. Based on this assumption, Bayesian inference can be used to invert this process 
and infer the unobserved hidden topics th a t generated a collection of documents. Different 
probabilistic Topic models have been used to analyse the meaning of words in documents [94- 
99].
A document is generated from a topic model by following a number of probabilistic sampling 
rules tha t describe how words in a document are generated based on a set of latent variables. 
First a distribution of topics for the document is chosen. Then, a topic is randomly picked from 
the chosen distribution and a word is drawn from that topic. The chosen word is put in the 
document and the process is repeated for every word in the document. This kind of generative 
process is based on the bag-of-words assumption [93] and assumes the words in a document 
appear in a random manner {i.e. no assumption is made about the order of the words as they 
appear). The only m atter of relevance to this model is the number of times a word is produced 
in a document.
In a real world scenario, there will be a dataset of documents (the words in the documents
are the observed data) and the challenge is to find the best set of latent variables th a t hypo­
thetically generated the observed dataset. This statistical inference problem requires us to find 
the probability distribution over words associated with each topic and the topic distribution for 
each document.
The notation for a probabilistic Topic model is as follows:
• T  is the number of topics (latent variables) in a Topic model such th a t there is a set of 
topics {Zi, 2 2 ,^ 3 , ... , z t ]-
• D  is the number of documents such th a t there exists a set of documents {di, dg, dg, ..., d /j}.
• Nd is the number of words in document d.
•  N  is the total number of words in the dataset (i.e. A” =  ^  Nd).
• P  (z) is the distribution of topics for a particular document.
• P  (re ] z) is the distribution over words for a topic z.
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F igure 2.3: The Aspect Model.
4  W
F igure 2.4: The LDA Model.
• P  {zi = j )  is the probability of selecting topic j .
• P  {wi \ Zi = j )  is the probability of word Wi given topic j .
Using the above notation, for a generative Topic model, the probability distribution of words 
within a document is generated using:
T
P {'^i) = {wi\ Zi = j )  P { z i=  j )  (2.7)
j = i
This notation can be simplified by letting:
• 0U) = p  {w \ Zi = j )  denote the multinomial distribution over words for topic j .
• 0^ = P  (z) denote the multinomial distribution over topics for document d.
Hofmann introduced the Aspect Model (shown in Figure 2.3) for probabilistic topic approach 
to document modelling in his method: Probabilistic Latent Semantic Indexing (pLSI) [94, 95]. 
This method does not make any assumption of how the probability distributions (f) and 0 are 
generated. This makes it harder to estimate how new documents fit into the model. Blei et al. 
proposed a method called Latent Dirichlet Allocation (LDA) [99] extends the aspect model by 
introducing a Dirichlet prior on 9 (as shown in Figure 2.4). The Dirichlet distribution is the 
conjugate prior of the multinomial distribution making it a convenient choice as it simplifies 
statistical inference.
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Figure 2.5: The extended LDA Model.
The T-dimensional Dirichlet distribution over the multinomial d istributionp =  {pi,P 2 ,P3 , ■■■ , P t }  
is defined by:
D i7’ (q i, . . . ,a r ) a , - l (2 .8 )
The vector { a i , ..., is the set of required parameters for the Dirichlet distribution. In this 
particular case scenario, each aj  represents the prior observation count for the number of times 
topic j  is sampled in a document. For LDA, the parameters of the Dirichlet prior are chosen 
such th a t 0:1 =  0 2  =  ••• =  Or =  Q:, which can be written as D ir  (a). The o hyperparameter 
determines the smoothing of the Dirichlet distribution. A higher o  leads to  a more smoothed 
distribution which moves the modes of the distribution away from the corners of the T — 1 
simplex. An o < 1 moves the modes of the Dirichlet distribution towards the corners of the 
simplex which leads to sparser distributions over topics for a document which is very close to 
the real case since documents are more likely to be generated from only a few topics.
Griffiths and Steyvers [96-98] extended the LDA model by introducing a second Dirichlet 
prior Dir{P) on the multinomial distribution over words for topics 4> (as shown in Figure 2.5). In 
this case, the hyperparameter j3 represents the prior observation count for the number of times 
words are sampled from a topic. Griffiths and Steyvers [93] suggest th a t for short documents 
(such as in the case of service descriptions) a good choice of hyperparameters a  and P are 
o; =  50/T  and ^  = 0.01, because this results in a sparser distribution of topics over documents.
Topic models are useful because each topic captures a cluster of correlated terms, making 
the data  more interpretable to a machine and allowing machines to identify terms or semantic 
concepts tha t are synonymous to each other. The topics inferred from the model also create a 
mathematical projection th a t maps a high-dimensional distribution of documents over words to 
a low-dimensional distribution of documents over latent factors.
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2.7.1 Extracting Topics
In topic models, the variables of interest are the distribution over words for each topic 0 and 
the distribution over topics for documents 6. Hofmann [94] proposed using the Expectation- 
Maximization (EM) algorithm to estimate <j) and 9. However, one of the limitations of this 
approach is th a t sometimes the EM algorithm converges to local maxima.
Markov chain Monte Carlo (MCMC) algorithms are used to sample from a target distribu­
tion of variables by defining a Markov chain tha t has the target distribution as its stationary 
distribution [100]. In latent variable models, an MCMC algorithm can be applied by using 
the set of values th a t the latent variables can take as the state space of the Markov chain and 
the conditional distribution of the latent variables given the observed concepts as the target 
distribution [101].
Gibbs sampling is a MCMC algorithm which samples each latent variable iteratively condi­
tioned on the observed concepts in a training set. Collapsed Gibbs Sampling [102] is a special 
case of Gibbs sampling where some of the latent variables are marginalised out to obtain a faster 
convergence of the chain. Collapsed Gibbs sampling has been used in various work related to 
topic modelling applications [103-107].
2.7.2 Determining the Number of Latent Factors
In LDA the number of latent factors must be decided before training. The choice of the number 
of laten factors with respect to the original dataset has an impact on the interpretability of 
the results. A solution with too few latent factors will results with a latent factor distributions 
over concepts tha t are too broad over a large number of concepts. A solution with too many 
latent factors will result in uninterpretable latent factors. Griffiths and Styvers ]103] discuss a 
method for estimating the posterior probability of the model while integrating over all possible 
parameter settings. The number of latent factors is then chosen based on the model th a t leads 
to the highest posterior probability.
2.7.3 Matching Latent Factor Distributions
The similarity between two probability distributions can be computed using Kullback Leiber 
(KL) divergence or symmetrized Janson-Shannon (JS) divergence [103]. Janson-Shannon Di­
vergence is also used in OWLS-MX. A probability distribution of latent factors over a service 
description or query can also be expressed as a vector which makes it possible to use geometric 
similarity functions such as Euclidian distance [88], Multidimensional Angle (Cosine similar­
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ity) [82, 84], and dot product [103].
2.7.4 Discussion
Probabilistic topic models provide a structured and scalable solution for analysing the implicit 
information contained in text documents. Web service descriptions are different from text doc­
uments. They may provide machine- inter pretable information and contain a lot of redundant 
notations (such as XM L/RDF tags and namespaces). However, probabilistic topic models can be 
adapted for use with Web service descriptions, creating a latent factor space th a t would provide 
a homogeneous plane on which to analyse and compare heterogeneous service descriptions. This 
is discussed in more detail in Chapters 4 and 5.
2.8 Service Matchmaking
Service discovery plays an im portant role in service-oriented systems. As discussed in Section 2.2, 
high-level Web service mechanisms such as service composition and service compensation are 
based on the assumption th a t there exists an automated service discovery solution tha t can 
provide a list of the most relevant available services upon request. The current service search 
and discovery on the Web is mainly supported by text and keyword based solutions. However, 
to deal with the dynamicity of the environment discussed in Section 2.1, service discovery needs 
first to  extend from syntax-based matchmaking and take an autom ated approach where machines 
interpret the meaning behind the service description data and matchmaking is performed based 
on both functional and non-functional attributes of a service [28].
Mohebbi et al. [39] discuss a taxonomy for classifying various state-of-the-art approaches to 
service discovery. Their taxonomy consists of three different points of view: Architectural View 
(i.e. the storage location of the service information; centralised or decentralised). Automation 
View (i.e. how the discovery system is invoked; manually or automatically), and Matchmaking 
View (i.e. the kind of matching algorithm used; syntax-based or semantic-based). The Archi­
tectural View is not within the scope of this work and manual service discovery is unsuitable 
for dynamic environments, therefore only autom ated service discovery solutions are discussed 
in this chapter. The matchmaking process sits at the core of service discovery approaches and 
thus the Matchmaking View deserves a more in-depth focus. Syntax-based approaches suffer 
from the synonymy and polysemy problems which make it very difficult to efficiently identify 
the similarity of some services to a specific service request. Using syntax alone also means 
tha t the machines will not have interpretation of the underlying concepts and thus machine-
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oriented automation becomes ineffective. Semantic-based service discovery has an advantage 
over syntactic-based approaches and most state-of-the-art service discovery approaches are now 
based on semantic service description models. These kind of approaches are an improvement on 
the short-comings of syntax-based methods but come at the expense of increased complexity. 
Based on the taxonomy presented in [39], the work related to service discovery is discussed in 
four categories; Logic-based , Non-Logic-based , Logic-and-Non-Logic-based Approaches, and 
Logic-and-Syntax-based approaches.
2.8.1 Logic-based Approaches
These approaches use a reasoner to infer new knowledge from the concepts and relationships 
defined in semantic service descriptions. Methods used by such approaches are based on logical 
reasoning which tends to be precise given its solid mathematical basis [39].
Klusch and Kapahnke [53] discuss how in logical signature matchmaking, the degree of match 
between a request R  and a service S  can fall within one of five different 10 matching categories 
(filters) described as follows: MatchIOLogic{R, S) G {Exact, Plug-in, Subsumes, Subsumed-by, 
LFail}
• E x ac t: S  matches exactly to R  when the inputs and outputs of S  are equivalent to the 
inputs and outputs R. An exact match is described by:
V S _Ir i i  e  in{S) 3  R _Ir i j  G in{R) : {S_Irii, R _ Ir i j )  G in(S)  =  in{R)
A  V R _ O u ti  G out{R) 3 S _ O u t j  G out{S) : {R_Outi, S _ O u t j )  G out{R) =  out{S)
•  P lug-in: S  plugs into R  when the inputs of R  are a direct sub-class of S  and the outputs 
of S  are a sub-class of the outputs of R. A  plug-in match is described by:
V S _Ir i i  e  in{S) 3 R _Ir i j  G in(R)  : {S_Irii, R _ Ir i j )  G in{S) in{R)
A  V R _ O u ti  G out{R) 3 S _ O u t j  G out{S) : {R_Outi, S _ O u t j )  G out{R) □ out{S)
• Subsum es: R  subsumes S  when the inputs of R  are a sub-class of the inputs of S  and 
the outputs of 5  are a sub-class of R. A  subsumes match is described by:
V S_Ir i i  G in{S)  3 R _Ir i j  G in{R) : {S_Irii, R _ Ir i j )  G in{S) □ in{R)
A  V R _ O u ti  G out{R) 3 S _ O u t j  G out{S) : {R_OuU, S _ O u t j )  G out{R) □ out{S)
•  Subsum ed-by: R  is subsumed by S  when the inputs of R  are a sub-class of the inputs of 
S  and the outputs of S  are a direct super-class of R. A  subsumed-by match is described 
by:
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V  S_Ir i i  G in{S) 3 R _Ir i j  G in{R) : {S_Irii, R _ Ir i j )  G in{S) □ in{R)
A  V R _ O u ti  E  out{R) 3  S _ O u t j  G out{S) : {R_OuU, S _ O u t j )  G out{R) Ç i  out{S)
• LFail: S  and R  fail to match if none of the above filters apply.
Sycara et al. present OWLS-UDDI  [108]; a logic-based approach th a t uses OWL-S service 
descriptions to discover services based on their capabilities. This work also discusses how ser­
vice composition can be built on top of the service discovery platform. Chuanchang et al. [45] 
propose a Web service characteristic model to compute a semantic match between the concept 
used as a ’goal’ Web services requirement description and a concept stored in the Web ser­
vice features database. The matching algorithm is based on a functional attribute match and a 
non-functional attribute match which are carried out separately. The Web Ser-vice Execution En­
vironment (WSMX)[109] is an execution environment for the WSMO based service descriptions. 
WSMX provides a framework for service discovery, selection, mediation, invocation, and inter­
operation. The core discovery mechanisms of this execution environment uses either lightweight 
or heavyweight semantic discovery making it possible to control the complexity of the compu­
tations. WSMO has also a formal definition and domain ontology for Goals-, which describes 
the service functionalities tha t users can search based on those Goals. A n  approach to  describe 
users’ goals using SPARQL  ASK query is proposed in [49]. This search algorithm provides inter­
face level discovery, operation level discovery, and relaxed matching by dropping preconditions 
progressively. The approach also supports personalised service discovery. Pyramid-S [3] is a 
logic-based service discovery platform th a t addresses the interoperability of heterogeneous web 
service technologies. Pyramid-S provides a repository th a t can host different types of service 
descriptions and makes it possible to search for services by referring to their syntax, taxonomy, 
QoS, and capabilities. A known limitation of logic-based approaches is th a t when two concepts 
are semantically synonymous but defined differently in their terminological context, the similar­
ity between the two is not captured by the subsumption hierarchy and a reasoner would fail to 
find the match between the two [110]. Another limitation is the level of complexity in the logic- 
based discovery solutions. As the number of services grows, the size and dimension of semantic 
descriptions for services increases. This makes the logical reasoning and discovery process over 
large service repositories an intractable process.
2.8.2 Non-Logic-based Approaches
Matchmaking methods th a t fall within this category aim to reduce the complexity of semantic 
matchmaking by using techniques th a t recognise semantics which are implicit in service descrip­
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tions. Non-logic based approaches often use the frequency of occurrence of certain terms within 
service descriptions. These approaches generally use techniques such as graph matching, lin­
guistic analysis, data  mining, and information retrieval [39]. Approaches based on information 
retrieval techniques are very popular as these kind of techniques require the service descriptions 
to be expressed in terms of vectors which make it easier to use mathematical tools to process 
them.
Fethallah et al. [ I ll]  use a method based on the Wu and Palmer’s measure [112] which com­
putes the closeness of two concepts. This approach is characterised by its simplicity compared to 
the complex logic-based approaches. Segev and Toch [86] compare two text processing methods 
commonly used in information retrieval; Text Frequency/Inverse Text Frequency (TF/ID F) and 
Context Extraction, to match text and WSDL service descriptions to ontologies. This work also 
proposes a mechanism th a t can be used to rank web services for composition purposes. The 
results show th a t matchmaking based on context extraction yields better precision and recall 
than T F/ID F .
Mola et al. present a vector-based algorithm for ranking the Web services defined in OWL-S 
form [113]. This work complements other discovery mechanisms by providing a solution for 
ranking services in order of relevance. A request vector is constructed using Inputs and O utputs 
from OWL-S descriptions. Concepts related to the request and service vectors are constructed 
using the Input and O utput characteristics of the listed services. The vectors are then compared 
using a Cosine similarity measure and the services are ranked according to their proximity to 
the request vector. Mola et al. argue tha t the algorithm returns the best answers to a request 
at the top position of the list.
Platzer et al. [82] propose an approach to service discovery based on the Agglomerative 
Clustering algorithm. A feature extraction algorithm is used to  convert the WSDL service 
descriptions to vector space form. An agglomerative algorithm is then used to  cluster services 
and the proximity measure of the algorithm is calculated using the cosine similarity measure. 
Service matchmaking is carried out by computing the proximity of vectors in a vector space 
model using the Cosine similarity measure.
Ma et al. propose a service discovery mechanism called CPLSA [84] which uses Probabilistic 
Latent Semantic Analysis (PLSA) [94] to extract latent factors from WSDL service descriptions 
after the search is narrowed down to a small cluster using a K-Means algorithm.
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2,8,3 Logic-and-Non-Logic-based Approaches
This category is sometimes also referred to as Hybrid Matchmakers. Approaches th a t fall within 
this category combine the advantages of Non-Logic-based techniques with the fine grained rea­
soning capabilities of Logic-based techniques. W hen the logic-based part fails to identify some 
of the relevant services due to its limitations, the non-logic-based part uses implicit semantics to 
find the services which had been overlooked. Klusch et al. [110] state th a t the objective of this 
hybrid semantic matclmiaking is to appropriately exploit both crisp logic-based and non-logic- 
based semantic retrieval where using each of the solutions alone could fail.
A service discovery mechanism based on OWL-S descriptions is proposed in [114]. This 
approach uses a T F /ID F  technique to convert the service descriptions in vector space form. 
First a K-means algorithm is used to cluster the services and then, once a service request is 
matched to a particular cluster, a Singular Value Decomposition technique is used to capture 
semantic concepts hidden behind the text. Second, a logic-based matching algorithm is used to 
further refine the search. The final outcome is a ranked list which outperforms methods tha t 
rely solely on logic and reasoning.
OWLS-MX is a hybrid semantic matching approach for OWL-S descriptions [70]. The results 
from this work show that pure logic-based semantic matchmaking alone is unsuitable for service 
discovery and logic-based matchmaking can be outperformed by using a combination of logic- 
based reasoning and non-logic based similarity measures. However the hybrid semantic matching 
is still outperformed by matching techniques based on proximity measures alone.
WSMO-MX [115] is another hybrid semantic matching approach which combines the hybrid 
matching process used in OWLS-MX with object oriented structure based matching [116] and 
intentional matching [117]. However, the performance of this method could not be verified in this 
paper due to the lack of access to substantial dataset of service descriptions in WSMO format.
OWL-S iMachter[118] is an open source software th a t provides a hybrid Semantic Web ser­
vice matchmaking. The matchmaking process is based on similarity measures which can be 
customised by the user. The package also contains tools for performance evaluation.
Fenza et al. [54] propose a hybrid service matchmaking approach based on Fuzzy Multisets. 
The fuzzy multisets are extracted from the semantic service descriptions by using the semantic 
service data to give a different weight to concepts if they appear as inputs, outputs, precondi­
tions, or effects in the service descriptions. The data  extraction phase also uses the hierarchical 
relationships between different concepts. It computes the degree of match between different 
concepts and represents these relationships in a fuzzy multiset. The fuzzy multisets are then
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clustered using a Fuzzy C-Means clustering algorithm and service matchmaking is achieved by 
measuring the distance between services and a service request in fuzzy multiset space. The 
results reported by Fenza et al. show th a t on the same dataset, this approach exhibits a better 
average precision and recall compared with OWLS-MX variants.
2.8.4 Logic-and-Syntax-based Approaches
Logic-based reasoning is aided with syntactic searching capabilities in order to overcome the lim­
itations of logic-based approaches. The syntax-based part acts as a filtering mechanism which re­
duces the number of candidates tha t need to be processed by the logic-based approach [119]. This 
property makes logic-and-syntax-based techniques faster than  logic-based approaches. Other ap­
proaches such as [120] provide a logic-based matchmaker and complement it with a syntax-based 
approach to make the discovery process more flexible.
2.8.5 Discussion
Automated service discovery is a challenging task in distributed service platforms. The main 
issue is the trade-off between having an accurate search and matchmaking engine while making 
the system interoperable between various existing service description models (see Section 2.3). 
Distributing the search and query and dynamic updates are also significant challenges as they 
have an impact on the scalability of the solution. However, the service discovery architecture is 
beyond the scope of this thesis.
Most work on service discovery is mainly concerned with the matchmaking mechanism and 
the ranking of results. The four main categories of approaches to service matchmaking (discussed 
in this section) all have their merits and limitations. The Logic-and-Non-Logic-based (hybrid) 
approaches are the most versatile because they combine the advantages of work from the other 
categories. However, these methods still lack the required interoperability with the various 
existing service description models discussed in Section 2.3.
Table 2.2 summarises different solutions tha t aie discussed in this section according to the 
methods tha t are used.
Logic-based semantic service discovery approaches [3, 37, 49, 78] use a reasoner to infer new 
knowledge from the concepts and relationships defined in semantic service descriptions. Logical 
reasoning tends to be very accurate given its solid mathematical basis [39]. These kind of 
approaches provide an improvement on the short-comings of syntax-based methods but come 
at the expense of increased complexity which makes logical reasoning and the discovery process
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Table 2.2; List of Service Search and Matchmaking methods.
L N LN LS
Srinivasan et al. 2004 X
Liu et al. 2006 X
WSMX X
Iqbal et al. 2008 X
Pilioura and Tsalgatidou 2009 X
Fethallah et al. 2010 X
Segev and Toch 2009 X
Mola et al. 2008 X
Platzer et al. 2009 X
Ma et al. 2008 X
Pan and Zhang 2009 X
Klusch et al. 2009 X
Klusch and Kaufer 2009 X
OWL-S iMachter X
Fenza et al. 2008 X
Kourtesis and Paraskakis 2008 X
Li et al. 2006 X
L =  Logic-based 
N =  Non-Logic-based 
LN =  Logic-and-Non-Logic-based 
LS =  Logic-and-Syntax-based
over large service repositories an intractable process.
Non-Logic-based approaches provide a solution for interoperability as all the data is converted 
in numerical vector form which makes it homogeneous. However, this transformation results in 
the loss of the machine-interpretable semantics found in some service descriptions. Extracting 
latent semantics from numerical data  such as proposed in [84] provides a way of enhancing 
interoperability while also capturing implicit machine-interpretable information. However, this 
method works with syntax-based service descriptions such as WSDL and does not offer the 
adaptation required for using such methods with semantic service descriptions [55].
Hybrid Matchmakers combine the advantages of Non-Logic-based techniques with the fine 
grained reasoning capabilities of Logic-based techniques. Klusch et al. [121] state th a t the objec­
tive of this hybrid semantic matchmaking is to  appropriately exploit both crisp logic-based and 
non-logic-based semantic retrieval where using each of the solutions alone could fail. Although 
literature suggests th a t hybrid matchmakers always outperform syntax-based and logic-based 
matchmakers in terms of precision and ranking the most relevant services at the top of search 
results, hybrid matchmakers suffer from interoperability problems similar to logic-based meth­
ods. This happens because the algorithm for logic-based matchmaking differs for various service 
description models and thus to make a logic-based or hybrid matchmaker compatible with differ­
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ent service descriptions models, a separate implementation of the logic matchmaking component 
is rejiuired for each service description model.
The work on service matchmaking discussed in this section reveals th a t interoperability with 
different service description models is still a significant challenge in service matchmaking. Work 
in this area needs to focus on creating solutions th a t can analyse different types of service 
description models (both semantic and syntax-based) while also creating an indexing method 
that is compact and scalable enough to be used with large service repositories.
2.9 Service Ranking
Finding services th a t are highly relevant to a service request is the core function of service 
discovery. However the way the results are presented to the client is also a m atter of great 
importance. The number of relevant services found, even after narrowing the list down using 
filtering techniques, could be very large and selecting the best service out of th a t list can be 
overwhelming for the user. While this is not expected to be a problem with services exposing 
sensors or actuators (the number of sensors and actuators related to a particular observation area 
is expected to be small), it is a whole different story with processing services. Processing services 
are not necessarily associated with an observation area and the number of processing services 
that can provide the same functionality can be considerably large. Presenting search results 
in a ranked order makes service selection easier for the client [122], thus taking the decision 
making further away from the client and making the service discovery more automated. The 
ranking criteria can be selected by the client or automatically inferred from the context of the 
client [123]. Segev and Toch propose an algorithm for ranking possible candidates for service 
composition based on context matching [86]. This approach uses clustering methods based on 
three different techniques: Web Context Retrieval from WSDL documents, T F /ID F  ranking, 
and a simple token matching function. The clustered services are then used to narrow down 
the pool of services taken into consideration for composition. An ontology matching technique 
together with context overlap is used to  rank the services in order of relevance for composition.
Regardless of the context, quality of service (QoS) parameters are usually and im portant 
ranking criteria [123-125]. However, obtaining the QoS parameters of a service is a challenging 
task because these values are not specified in the service description and computing the QoS 
values for a large list of candidate services is not feasible for autom ated service discovery [123, 
126[.
Mola et al. [113] present a  vector-based algorithm for ranking Web services defined in OWL-S
43
form. This work is meant to complement any discovery mechanism by providing a way to rank 
the services th a t are returned by a discovery mechanism in order of relevance. A request vector 
is constructed using Input and O utput in OWL-S ontology concepts related to the request, and 
service vectors are constructed using the input and output attributes of the listed services. The 
vectors are then compared using a Cosine similarity measure and the services are ranked in 
order of proximity to the request vector. Another ranking mechanism based on OWL-S service 
descriptions is proposed in [114]. This approach uses a T F /ID F  technique to convert the service 
descriptions in vector space form. First a K-means algorithm is used to cluster the services and 
then, once a service request is matched to a particular cluster, a Singular Value Decomposition 
technique is used to capture semantic concepts hidden behind the text. Second, a logic-based 
matching algorithm is used to further refine the search. The final outcome is a ranked list which 
outperforms a method based solely on logic and reasoning.
2.9.1 Service Recommendation
Service Recommendation works hand-in-hand with autom ated service discovery and recommends 
services tha t are possibly related to  the services discovered by the autom ated methods. The 
related services are not often discovered as a direct match to a service request. Xia and Yoshida 
propose a Web service recommendation technique based on ontology similarity measure in [127]. 
This technique is based on a light-weight Web service similarity assessment model which relaxes 
strict-logic based matching rules.
Recommendation systems are not a novelty and have been successfully used in the past 
mainly in commercial applications where products could be recommended to clients while they 
are browsing through online stores (e.g. Amazon[128]). Koren et al. [129] discuss tha t recommen­
dation systems are generally based on two main strategies; Content Filtering or Collaborative 
Filtering.
Content Filtering methods create profile information for each client and product and use 
the profile information to identify which products the client is more likely to be interested in. 
Extracting profile information however can sometimes be very challenging and is one of the 
disadvantages of this scheme. Collaborative Filtering methods rely on previous client behavior. 
These methods analyse relationships between users and interdependency among products to 
predict what other products the client might like without the need to create any client or product 
profiles [129].
Chen et al. [130] discuss how Collaborative Filtering techniques have been applied in other
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work to  recommend new services based on QoS characteristics. In this work, Chen et al. present 
a region-based, hybrid Collaborative Filtering algorithm called RegionKNN which recommends 
web services based on their QoS characteristics. This algorithm proved to be more scalable 
than other classical Collaborative Filtering techniques and also shows improved recommendation 
accuracy.
A different approach to service recommendation is discussed by Chen et al. in [131] where 
a service recommendation scheme using association rules and ant colony algorithm is proposed. 
This scheme can be applied to a set of services which have been clustered appropriately using 
a clustering algorithm. A recommended list of service clusters is presented to the user before 
service selection based on association rules. Then once a cluster is selected, an ant colony-based 
model is used to probabilistically generate a ranked list of recommended services.
A M atrix Factorisation Model used to model users and shopping items for a recommander 
system is described in [129]. Items and users are represented by a vector of dimensionality 
corresponding to the number of attributes th a t an item can be described with. The interaction 
between a user and an item is then measured by the dot product of the user and item vectors. A 
similar approach can be also introduced between attributes of services and attributes of a service 
request to generate recommendations.
Participatory Sensing is another approach towards autom ated recommendation which is dis­
cussed in [132]. These kind of applications concentrate more on who one’s friends are and what 
they are doing. This way, the search engines can recommend services tha t are used by one’s 
friends and social network. Such applications rely mostly on information provided by the user 
such as tagging and social networks. However, this type of recommendation is not suitable for 
goal oriented service utilisation, service-oriented application development, and service composi­
tions.
2.10 Service Composition
One of the selling points of Service-Oriented Computing [13] is the promise of low-cost and rapid 
development of software by seamlessly re-using existing services to compose a service composition 
tha t can provide the required functionality. However, the user experience may not be so seamless 
when several low-level services, offered by smart devices, have to be manually integrated to fulfil 
the user requirements [133]. Service Composition is the practice of combining existing services to 
create high-level composite services. This usually happens without the different services knowing 
tha t they are taking part in a more complex, specialised application.
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Service composition can be done manually by human composers or automatically by ma­
chines. However, manual service composition demands a higher cost than  autom ated service 
composition [34] and highly inconveniences human composers. Moreover, the mobility and un­
reliability of services in dynamic environments requires the continuous updates of service infor­
mation and can result in repeated changes in the selection of candidate services for composition. 
This makes the composition problem intractable by manual service composition planning. On 
the other hand, autom ated service composition can be aware of the continuous changes in service 
information and adapt automatically to dynamic environment. Therefore, this section will focus 
on the requirements and challenges for autom ated service composition.
The task of automated service composition has long been formulated as AI planning e.g., 
situation calculus and theorem proving [24] and optimisation (e.g., combinatorial models and 
network models) problems [25, 26] by researchers in the service computing community. A core 
component of any autom ated service composition solution is the composition planning (service 
combination) method [34, 40[. Composition planning handles the process of combining candi­
date services for composition and creates an execution plan th a t can be used by the client to 
execute the service composition. Other prominent components of service composition solutions 
are: the representation of execution plan [40], QoS awareness [134], service classification [34], 
and service selection [34]. Ultimately, service execution (consumption) [135] occurs when the 
client uses the execution plan to  execute the service composition. The separation between the 
time of composition planning to the time of service execution gives rise to the difference between 
static and dynamic service composition. Tonjes et al. [136] discuss how different components of 
the service life-cycle management work either during design-time, or during runtime, or both. 
In static service composition, the plan generation (design-time) happens at a different time than 
the plan execution (runtime). In dynamic service composition, the plan execution happens at 
the same time as plan generation (interleaving) [40]. Barker et al. [137] also describe the concept 
of Choreographing services. This approach enables service compositions to be predefined in ad­
vanced using an orchestration language which can later be executded by an orchestration engine 
during run-time. Papazoglou et al. [13] discuss how in Service Orchestration, one of the service 
providers involved in the process is in charge of all the business process interactions. Conversely, 
Service Choreography operates in a more collaborative environment where the different service 
providers involved in the process co-ordinate the business process by interacting with each other.
Only autom ated service composition schemes th a t dynamically discover services for com­
position during runtime can realistically be used in dynamic environments. Services selected 
for service composition before runtime will not necessarily be available anymore when the time
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comes to use the service composition. Some services may also become unavailable during run­
time while the service composition is being used. This section discusses existing approaches for 
automated service composition and analyse the existing challenges.
2.10.1 Automated Service Composition
Automated service composition in resource-constrained dynamic environments, such as Perva^ 
sive Computing, Sensor Networks, and loT, is more challenging than service composition in 
service-oriented computing where reliable services are abundant. In dynamic environments the 
service conditions might change frequently and sometimes a service might disappear for various 
reasons (e.g., low battery or network disruption) (as discussed in Section 2.1). Automated ser­
vice composition solutions for dynamic environments need to be able to react to these changes 
during runtime. The service execution needs to be interleaved with the execution plan creation 
so th a t any changes in the service status can be instantly detected and compensated for.
Existing autom ated service composition solutions take either a top-down or a bottom-up 
approach. A top-down approach starts from a service request, creates an abstract non-executable 
workflow template, and proceeds to find candidate services that can match the components 
specified in the abstract workflow template [34]. A bottom-up approach finds candidate services 
that are relevant to the service request and then uses a data-driven approach (based on dataflow 
connections between services) to link the candidate services into a feasible workflow [34].
The top-down approach represents the logical and structured approach tha t a human being 
would take when manually creating a composite service. In manual service composition, a service 
request is broken down (request decomposition) into simpler tasks by analysing the domain 
knowledge relevant to the request (this may involve consulting a domain expert). In autom ated 
service composition, request decomposition requires a knowledge-base {i.e. ontology) th a t has 
sufficient knowledge about the applied domain. A non-executable workflow template is created 
automatically, using domain-knowledge, in the form of a collection of tasks bound together 
by logical workflow operations. Each task in the workflow template translates to a service 
request tha t can be used by a service discovery solution to find a service to fulfil tha t task. The 
main challenge in top-down service composition planning is the modelling of a comprehensive 
knowledge-base th a t is worthy of trust. Syu et al. [34] argue tha t the lack of sufficient domain 
knowledge represented in ontologies hinders research on top-down approaches and most efforts 
in autom ated service composition planning take a bottom-up approach instead.
The bottom-up approach [138] is more related to Al-planning techniques from Informa­
47
tion Retrieval. Most of these approaches use either a forward-chaining [73] or a backward- 
chaining [139] algorithm to aggregate services based on links (junctions) between their inputs 
and outputs. Bottom-up service composition techniques are mainly based on logic [140], opti­
misation [141], or autom ata [142].
An approach to Service Composition based on the matching of semantic concepts is proposed 
in [143]. This approach uses the similarity measure of the concept nodes in the service description 
and the service requirements being searched. Tang and Ai [144] consider the Service Composition 
as an optimisation problem and propose an approach which utilises a hybrid genetic algorithm 
to meet the constraints of the service selection problem. Alrifai et al. [145] use a method based 
on skylines to find the best service composition to meet the client’s global QoS criteria. This 
work only considers the non-functional QoS attributes of the services provided. In cases where 
the client has defined global QoS restraints over the composite service, the service composition 
engine needs to  aggregate the QoS parameters of the component services and make sure th a t the 
global constraints are met. Typical QoS aggregation functions are summation, multiplication, 
and minimum relation.
Xuanzhe et al. [146] propose a user-oriented approach for autom ated service composition 
which aims to simplify the interaction of the user with the service composition framework. This 
approach supports both manual and automated service composition. The matching service com­
positions are presented to the client as mashups. The CoCoViLa WS tool [147] is an visual 
service composition tool for handling syntactic service models and synthesis of composite ser­
vices in an e-government information system. The tool uses automatic synthesis of algorithms 
and can generate Java code from both visual and syntactic queries. Both manual and automated 
service composition are supported and the service composition can be presented to the client 
in either BPEL or OWL-S. WSMO Studio [148] is an integrated modelling environment tha t 
supports WSMO. This tool includes an editor for creating new service descriptions in WSMO or 
annotating aheady existing WSDL descriptions with additional semantics (SAWSDL). A chore­
ography editor allows a client to manually define a service composition which can be executed in 
an execution framework such as WSMX[149]. Kona et al. [140] present a method for automatic 
service composition planning. This approach uses conditional directed acyclic graphs to find 
services or composition of services tha t can match a semantic service request. The method is 
fully autom ated and the matching service compositions are defined as an OWL-S file.
Complex services can be expressed in terms of workflows of business processes using standard 
workflow languages such as WS-BPEL[150], BPEL, and Jolie [151]. WS-BPEL 2.0[150] is the 
OASIS specification for describing business processes and business interaction protocols on the
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Internet. However BPEL is mainly intended for business to business interactions where workflows 
are used in business coalitions. In such scenarios, a service composition is generally defined before 
runtime and there is little need for automated service composition planning [40]. Moreover, 
industry standards for workflow representation such as WS-BPEL 2.0 lack the formality and 
the support for semantics needed to enable autom ated service composition. This led research 
to move towards the use of formal modelling languages such as Petri nets [138, 152-156], tt- 
calculus [157-161], and Finite State Machines [162, 163[.
Automated and dynamic service composition could provide a solution for structuring per­
vasive and dynamic service-oriented environments such as those offered in Pervasive Comput­
ing [14], Cloud Computing [15], Sensor Networks [16], loT [164], and Web of Things (WoT) [18]. 
However, the unreliability of services, the lack of interoperability (among different service providers 
and consumers), and the expensive computation needed by these techniques make service com­
position extremely difficult in dynamic environments. Despite the amount of work on autom ated 
service composition stemming from research on service-oriented computing, the application of 
autom ated service composition to dynamic environments has not been properly addressed. Sen­
sor services [16] could provide the real-world information required by enterprise Web services 
in cases where the data  cannot be provided directly by the client requesting the composition. 
The goal of the service composition can also include effects on the real world th a t are generated 
by actuator services included in the service composition. To build these types of composite 
services, autom ated service composition needs a more versatile data-driven approach than the 
existing forward-chaining and backward-chaining algorithms. Automated service composition 
in dynamic environments should combine elements from top-down service composition th a t de­
compose a request into simpler sub-requests th a t are more manageable, with elements from 
bottom-up approach to connect the sub-requests together using data-driven service composi­
tion.
Together with autom ated service composition, effective compensation mechanisms are needed 
to ensure the continuity of composite services at runtime. Service compensation is discussed in 
more detail in the next section.
2.11 Service Compensation
In dynamic environments the service conditions might change frequently and sometimes a ser­
vice might disappear for various reasons (e.g., low battery or network disruption). In cases 
where a service is not accessible anymore while it is being used in a service composition, a ser-
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vice compensation mechanism is needed to compensate for the loss of th a t service. A service 
compensation mechanism replaces a missing service with an equivalent one or a composition of 
services tha t provide the same capabilities [16]. The efficiency of service compensation at pro­
viding a seamless continuation of the service functionality is highly dependent on an updating 
scheme that warns the compensation mechanism whenever a service from a composite service is 
soon likely to  become unavailable. This ensures th a t the compensation mechanism has enough 
time to  find a suitable replacement for that service.
Only a few of existing work target runtime service compensation. Most existing work on 
service composition creates back-up services during the planning stage [165] so tha t if a ser­
vice becomes unavailable during runtime, the back-up service can be used instead. However, in 
dynamic environments, the availability of a back-up service at runtime cannot be guaranteed. 
Service compensation in dynamic environments must be dynamic and capable of finding alter­
native services in real-time, just before or as soon as a service fails. Yang et al. [166] propose 
a method th a t allows flexible compensation for composite services represented by business pro­
cesses. Lin and Liu [167] propose a dynamic service compensation approach based on service 
dependencies and business rules. Cui et al. [168] propose a service compensation solution based 
on Compensation Plaiming Graph th a t automatically generates compensation dependency rela­
tionships using the information captured in the graph. Wang et al. [169] propose a compensation 
solution based on paired Petri Nets tha t can dynamically deal with failures in a composite service 
environment.
Service compensation is a key component in providing service-oriented solutions in dynamic 
environment because it makes services more adaptable and resilient to changes in the service en­
vironment. Work on service compensation needs to focus on reacting to the service environment 
in real-time. Back-up services should be found during runtime and checked regularly to make 
sure they are still available if they are needed. Decomposition of criteria for the missing function­
ality (similar to  request decomposition in service composition) would make service compensation 
mechanisms more adaptable but has not been sufficiently addressed by the state-of-the-art.
2.12 Discussion and Outlook
This chapter provides an overview of Web service description models, request templates, service 
repositories, clustering techniques, search matchmaking, ranking, recommendation, composition, 
and compensation solutions in relation to effective use of Web services. Different work has been 
discussed giving an outlook of the various research approaches th a t have been undertaken to
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provide knowledge-driven service-oriented platforms.
A machine-interpretable semantic service description model is the basis for the majority of 
the work discussed in this chapter. Therefore, Section 2.3 discusses prominent service descrip­
tion models including the XML-based WSDL, semantically annotated SAWSDL and SA-Rest, 
ontology-based models such as WSMO, OWL-S, MWSAF, and USDL, service description models 
used for loT services. These models have been chosen because they are the most commonly used 
service description models in work related to Web service discovery and composition in dynamic 
environments. Section 2.4 discussed machine-interpretable service requests and how they can be 
expressed using semantic templates.
Service repositories store service descriptions and provide an access point for service search 
and matchmaking engines. The service repositories discussed in Section 2.5 provide a framework 
for hosting semantic service descriptions tha t define the various parameters and operations of 
a service. This set up enables discovery methods and components to search through service 
descriptions in the directory. The section discussed how different service description technologies 
exist and how they vary in structure and representation. This makes the service publications 
extremely heterogeneous and providing a solution which can handle different service description 
technologies is one of the biggest challenges for service repositories.
Section 2.6, discussed the service clustering techniques th a t have been used by some of the 
work discussed in this chapter to efficiently organise the service descriptions stored in service 
registries. Service clustering improves the indexing in a service registry by identifying services 
tha t are similar and grouping them  in the same cluster. This set up makes it easier for a service 
matchmaking engine to narrow down the scope of the search rather than searching through 
the whole registry. Solutions should be able to compresses the representation of data thus 
creating a more scalable indexing strategy. Service clustering solutions also need to be able to 
process heterogeneous service descriptions to allow clustering based on functional parameters 
rather than based on the type of service description used. Cassar et al. [91] showed how latent 
factors extracted from service descriptions can be used directly to cluster heterogeneous service 
descriptions in a repository; obtaining a more efficient clustering solution than those obtained by 
a K-Means and Agglomerative algorithm. This approach is discussed in more detail in Chapter 4.
Probabilistic topic models are discussed in Section 2.7 because they can provide the tools 
required to address most existing challenges in service publication and autom ated service dis­
covery. These models are designed to work with textual documents and therefore need to be 
adapted before they can be used with semantic service descriptions. The approach for using 
probabilistic topic models with semantic Web service is discussed in Chapters 4 and 5.
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Service Matchmaking is the core component of any service discovery mechanism. Section 2.8 
discusses the work related to four categories: Logic-based, Non-logic-based, logic-and-non-logic- 
based (hybrid), and logic-and-syntax-based. The section discusses how logic-based methods are 
very strict and retirrn results which are sure to  match the service request. Logic-based techniques 
can also use the underlying semantics in service descriptions to apply more relaxed matching 
filters such as plug-in match and subsumption match. However, logic-based techniques have 
their limitations because they cannot infer a relationship between similar concepts unless it is 
declared in the domain knowledge. Logic-based techniques are also very complex to implement. 
Non-logic-based techniques use mathematical tools adopted from Information Retrieval to iden­
tify the similarity between a service request tem plate and service descriptions. Such tools can 
help determining relationships between concepts th a t are not directly specified in the service 
descriptions. However, non-logic based techniques cannot take advantage of the underlying se­
mantics in service descriptions to apply different matching filters. Work in this area suggests 
that logic-and-non-logic-based (hybrid) approaches outperform matchmakers from the previous 
two categories because they combine the advantages of both categories. Logic-and-syntax-based 
approaches are a smaller category of matchmakers compared to the other three; they mainly 
focus on overcoming the complexity of logic-based methods by first narrowing the pool of search 
by using syntactic (keyword-based) matching. Analysis of the state-of-the-art reveals th a t in­
teroperability with different service description models is still a significant challenge in service 
matchmaking. Work in this area needs to focus on creating solutions tha t can analyse different 
types of service description models (both semantic and syntax-based) while also creating an 
indexing method th a t is compact and scalable enough to be used with large service repositories. 
The use of logical reasoning is an essential part of the matchmaking process in order to support 
automation. However, the use of logical reasoning should be kept to a minimum because i t ’s 
high complexity can interfere with the scalability of the system. Also, the logic signature match­
making filters discussed in Section 2.8.1 are too rigid and do not allow refined logical analysis of 
individual 10 links.
Service Ranking and Recommendation are components th a t enhance the list of services re­
turned by a search and matchmaking engine. Section 2.9 discusses ranking mechanisms th a t use 
techniques th a t are adopted from Information Retrieval to assign a weight (indicating relevance) 
to each service in the result list and order the list so tha t the most relevant services appear at 
the top in response to a service request. Recommendation mechanisms find services tha t may 
not match the service request directly but which are likely to be related to the client’s current 
goal or interest. The section discussed different work on recommendation mechanisms tha t use
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techniques such as content filtering, collaborative filtering, singular value decomposition, matrix 
factorisation, and participatory sensing.
Service Composition is highly depend on the efficiency of the underlying service publication 
and discovery components th a t they are built upon. The unreliability of services, the lack of 
interoperability (among different service providers and consumers), and the expensive compu­
tation needed by these techniques make service composition extremely difficult in dynamic en­
vironments. Automated service composition in dynamic environments should combine elements 
from top-down service composition th a t decompose a request into simpler sub-requests th a t are 
more manageable, with elements from bottom-up approach to connect the sub-requests together 
using data-driven service composition. Service Compensation (discussed in Section 2.11) is also 
a very challenging research problem in dynamic environments because existing methods mainly 
address the problem at design-time while ignoring the fact th a t even back-up services might 
become unavailable during runtime. Chapter 6 proposes a Divide and Conquer approach for 
dynamic service composition th a t builds upon our previous work on service publication and 
discovery. The approach can be used during runtime to decompose a service request into sim­
pler sub-requests and build a composite service dynamically by combining elements of top-down 
and bottom -up service composition. The method can also be used to provide dynamic service 
compensation at runtime.
Emerging horizons th a t extend the Internet and the Web to the physical world {i.e. Internet 
of Things and Web of Things) growth of loosely coupled service-oriented applications, and wider 
applications of mobile devices and pervasive systems, all require careful design considerations 
in future service-oriented systems to optimise their use, efficiency, and to provide reliable and 
adaptable solutions according to different goals and requirements of the service consumers. The 
next chapter will discuss our methodology for providing service-oriented solutions th a t address 
the challenges discussed in this chapter.
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Methodology
This chapter discusses the methodology defined in this research to address the challenges from 
Section 1.2. The challenges discussed in Section 1.2 are divided into three categories: challenges 
related to service publication, challenges related to  service discovery, and challenges related to 
service composition. This chapter will discuss a number of solutions th a t build upon one another. 
Each solution addresses the challenges from a diflerent category to achieve the goal of automated 
service discovery and composition.
3.1 Solutions for Service Publication
Macliine-interpretable service descriptions are the foundations of an automated service discovery 
and composition system. However, the heterogeneous technologies existing for describing, pub­
lishing, and registering services make it very difficult to produce a solution tha t can interoperate 
with all these technologies. The proposed approach is based on representing service descrip­
tions in terms of latent factors. The latent factors create a homogeneous representation plane 
that can operate over diflerent service description models. Latent factors are hidden variables 
{zi, zg ,..., th a t are not directly observed in service descriptions. A latent factor is associated 
with a group of semantic concepts th a t can appear in service descriptions and can be expressed
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F igu re 3.1: An example showing possible probability distributions over concepts for different 
latent factors.
as a probability distribution over semantic concepts P  {c\z) as shown in Figure 3.1.
The relationship between service descriptions and latent factors is modelled by assuming tha t 
service descriptions are generated by following a generative probabilistic model.
The generative probabilistic model used is a variant of the Aspect Model [94, 95] tha t has been 
adapted to account for semantic relationships between concepts in semantic service descriptions. 
The generative model assumes th a t every concept appearing in a service description is generated 
by sampling from a latent factor (as shown in Figure 3.2). Using this model, it is possible 
to infer the probability distribution over latent factors, th a t the service description was most 
likely generated from, by observing a number of concepts in a service description. This inference 
process is implemented using two machine-learning techniques: Probabilistic Latent Semantic 
Analysis (PLSA) [94] and Latent Dirichlet Allocation (LDA) [99].
The advantage of using this model is that service descriptions can be represented as a prob­
ability distribution over latent factors. This reduces the dimensionality of service descriptions 
and allows service descriptions written in different heterogeneous service description models to
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F igure 3.2: An example showing how different concepts in a semantic service description are 
generated by sampling from different latent factors.
be represented on the same homogeneous plane (i.e. Latent Factors; see Section 4.4 for details).
It is assumed a service repository will contain the semantic service descriptions. Semantic 
concepts are extracted from the service descriptions using a reasoner and the occurrence of each 
semantic concept in each service description is tallied in a Service Transaction Matrix (discussed 
further in Section 4.3). The Service Transaction M atrix provides the training set (observed data) 
that is used as input for the machine-learning techniques tha t are used to infer the latent factors.
The latent factors learned from the probabilistic models (PLSA or LDA) are used to group 
the services into clusters. After the model is trained, the distribution of concepts for each latent 
factor is known and all the services in the dataset can be described as a distribution of latent 
factors {i.e. a vector p = {zi, Z2 , ..., z k }  where each dimension Zk reflects the probability of that 
service description being generated by sampling from latent factor k). K  clusters are created; 
where K  is the number of generated latent factors {i.e. a cluster for each latent factor). The 
vector of latent factors describing each service is used to determine which latent factor best 
describes th a t service {i.e. the latent factor tha t has the highest probability. The service is then 
assigned to the cluster corresponding to that latent factor. An abstraction of this mechanism is 
shown in Figure 3.3. If a service has more than one latent factor tha t is related to it, the service 
will be assigned to each of the clusters that correspond to these latent factors.
The learned probability distribution over concepts for each latent factor can be used to 
compute the probability distribution of latent factors for any new service description using a 
technique called Folding-in [93] (discussed further in Section 4.5.1). Folding-in can be used on 
service descriptions written in any semantic service description model as long as concepts used
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to describe the service have already been observed in the initial training dataset.
The method is based on Bayesian inference, therefore the inferred probability distributions 
over latent factors for each service are guaranteed to be orthogonal with each other making 
it possible to  compare probability distributions directly as vectors. The vectors representing 
each service will always have the same number of dimensions and the each dimension will always 
correspond to the same latent factor {i.e. dimension x  in two different service vectors will always 
correspond to latent factor x).
3.2 Solutions for Service Discovery
Service discovery is a process tha t starts with a service request (Section 2.4) and works by 
matching the request to the most relevant services available. Our work on service discovery 
assumes all the services are published in one centralised registry. The registry uses the publication 
and clustering strategy described in Section 3.1 and all the service descriptions are indexed in 
terms of latent factors. Figure 3.4 shows the different components of the service discovery 
solution discussed in this section. The solution uses probabilistic service matchmaking coupled 
with logic signature matchmaking to determine the degree of match between service descriptions
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F igu re 3.4: Components of the hybrid semantic service discovery.
and a service request. The relevant services are then ranked in order of relevance by a service 
ranking component. The rest of this section will discuss each one of these components in more 
detail.
Folding-in [93] can be used to calculate the probability distribution over latent factors for a 
service request, provided th a t the service request contains machine-interpretable semantic con­
cepts that have already been observed by the machine-learning algorithm during training. A 
non-logic-based service matchmaking approach can match services to requests based on their 
probability distributions over latent factors. As discussed in Section 2.8, non-logic-based reduce 
the computational complexity of service matchmaking, making them more scalable to very large 
service repositories. Non-logic-based methods can also determine the similarity between synony­
mous semantic concepts, th a t have been defined in different domain ontologies, by taking into 
account the co-occurrence of concepts in a number of observed service descriptions.
However, this transformation results in the loss of the machine-interpretable semantics found 
in some service descriptions and thus non-logic-based approaches cannot perform the fine-grained 
matchmaking as logic-based approaches. Furthermore non-logic-based semantic matchmakers do 
not possess the logic-based functions to determine whether the 10  parameters of a service are 
compatible with the requirements of the request. 10  signature matchmaking is im portant in 
service matchmaking because the service composition mechanisms in the service composition 
layer will be requiring services that can interoperate with each other and thus their 10  signature 
must be compatible.
By combining the advantages of non-logic-based techniques with the fine grained reasoning 
capabilities of logic-based techniques, a scalable and interoperable service discovery framework 
can be provided while still being able to  verify the 10  signature of a service before presenting 
it to the client. Thus a hybrid semantic service discovery framework (shown in Figure 3.4) is 
proposed. The hybrid service discover uses a non-logic-based probabilistic service matchmaking
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component [55, 91] to find a short list of relevant services and a logic-based component that 
uses individual Links between a source parameter and a destination parameter (defined in Sec­
tion 5.2.2) to verify tha t the services in the short list are compatible with the 10  signature of 
the request. A ranking mechanism is responsible to rank the list of results in order of relevance 
before returning the list to the client.
The non-logic-based component of our search and matchmaking mechanism works by com­
puting the degree of match between a service request and a service description in latent factor 
space. Request templates are mapped into latent factor space using the folding-in techniques 
described in Section 4.5.1. The degree of match between the probability distribution of latent 
factors for the request and a service description can be calculated using a vector similarity mea­
sure. This is possible because for any service description/ request the probability distribution 
over K  latent factors is expressed as a vector p = {zi, Z2 , z ^ }  where each dimension Zk repre­
sents the probability of th a t service description/request being generated by sampling from latent 
factor k. The Cosine similarity measure (Section 2.6.2) is used to compute the degree of match 
between services and requests. This vector similarity measure is used in various approaches 
dealing with vector-space analysis of service data such as [82, 113], and [84]. Cosine similarity 
measure is computationally efficient because if a dimension is not present in both vectors that 
are being compared, it will be automatically dropped from the calculation.
The cosine similarity measure is used to calculate the degree of similarity between a vector 
containing the distribution of latent factors p of a service and a vector containing the distribution 
of latent factors g of a query . The cosine similarity measure returns values in the interval [0,1] 
where 0 indicates no similarity and 1 indicates identical vectors. Using this degree of match, a 
request can be compared other services in the registry based on their distribution of latent factors. 
Cosine similarity also allows ranking the results based on the similarity score in descending order.
The short list of results from the probabilistic component is passed to the logic-based com­
ponent. The logic-based component of our search and matchmaking mechanism computes the 
degree of match between a service and a service request by analysing the Links [17] between a 
source parameter and a destination parameter (shown in Figure 6.1). Individual link analysis 
make it possible to dissect the degree of match between a service and request in a finer grained 
way than 10  matchmaking filters (such as the ones discussed in Section 2.8.1). This approach 
stems from the concept th a t the most important part in a service request is the outputs and as 
long as all the required outputs can be provided by a service, it doesn’t m atter if the service 
can produce extra outputs th a t will not be used. Similarly, if a request specifies that the client 
is capable of supplying certain parameters as inputs, it doesn’t m atter if the service found only
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requires a subset of these available inputs to work. Thus a matchmaking mechanism that works 
by assigning weights to individual links is proposed. The degree of match between a service and 
a request is then given by summing together the weights of the individual links (explained in 
more detail in Section 5.2.2).
The ranking mechanism ranks the results from the logic-based component based on their 
weighted-link score. In case of a tie, the score from the probabilistic component is used as a 
tie-breaker. The final ranked list of results is presented to the client.
3.3 Solutions for Service Composition
Static and manual (or even semi-automated) service composition planning is an unsuitable so­
lution for service composition in dynamic environments because of the unreliability of services 
provided by mobile devices and sensor nodes. To achieve service composition in dynamic envi­
ronments a dynamic solution is needed such tha t it can compose services automatically upon 
receiving a service request and efficiently compensate for any service th a t becomes unavailable 
during runtime.
The solution proposed is a Divide and Conquer algorithm th a t can be used at runtime to 
repeatedly divide a service request into smaller sub-requests. The process will be repeated until 
for each sub-request at least one atomic service th a t is able to meet the requirements of tha t 
sub-request is found. The atomic services can then be used to create a composite service tha t is 
capable of providing the requirements of the original request.
This approach to  service composition relies on the accuracy of the underlying service discovery 
solution described in Section 3.2. Whenever a service request is decomposed into simpler sub­
requests, each sub-request is submitted to the service discovery layer (as shown in Figure 3.6). 
The efficiency of the automated composition would be severely diminished if the service discovery 
layer failed to return the most relevant existing services every time.
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F igu re 3.6: Flow diagram of the divide and conquer method for service composition.
The candidate services for composition found by the Divide and Conquer algorithm are 
stored in a Transient Link Dependency Matrix th a t allows the composition solution to be built 
up simultaneously in a top-down and bottom-up approach. After each iteration, the two sides 
of the composition solution are checked to verify if they converge to a complete solution. The 
algorithm can thus create the execution plan during runtime making it suitable for use in dynamic 
service environments. The Divide and Conquer algorithm can also be used for real-time service 
compensation, making it possible to adapt to the changes in the dynamic service environment.
3.4 Discussion
This chapter discussed a number of solutions for enabling automated service discovery and com­
position in dynamic environments. The solutions discussed build upon each other to subsequently 
address the challenges related to service publication, service discovery, and service composition.
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Service representation is the fundamental building block of service-oriented solutions. For 
this reason the challenges related to service representation and publication are first addressed 
by using a probabilistic latent factor model to represent service descriptions as a probability 
distribution over latent factors. This approach achieves interoperability between different ser­
vice description technologies and different methods for defining parameters by mapping all the 
service descriptions to a latent factor space. Any new service description, as long as the service 
description technology or defined parameters are used in the initial training set (used in the 
machine learning phase), can be transformed into latent factor space and included in the index 
registry using a technique called Folding-In [29]. A clustering scheme based on latent factors 
organises the registry into clusters, enabling us to efficiently locate similar services.
Service discovery in dynamic environments deals with services th a t expose resources that 
can be mobile and highly unreliable. This introduces challenges th a t are not present in service 
discovery of enterprise services where services are hosted on highly reliable and computationally 
powerful machines. An accurate service discovery solution is also a pre-requisite for implement­
ing an automated service composition solution since service composition calls upon the service 
discovery mechanism to find services for composition. The automated service discovery solution 
proposed is based on the service publication and clustering solution discussed above. This ap­
proach uses the service information represented in probability distributions over latent factors 
to match service descriptions to  service requests. The service requests are converted to a distri­
bution of latent factors using Folding-In [29]. This solution is also coupled with a logic-based 
10  signature matching component that verifies whether the ID  parameters of a service match 
the 10  parameters of the request. The logic-based component is necessary to ensure tha t the 
services presented to the client are compatible with the client’s needs. This eliminates the need 
of human supervision creating a more automated approach.
Automated Service Composition is an ideal solution to enable machine-controlled and au­
tomatically structured service-oriented dynamic systems. The proposed Divide and Conquer 
algorithm can be used at the service runtime to repeatedly divide a service composition request 
into several simpler sub-requests. The algorithm repeats until for each sub-request at least 
one atomic service th a t meets the requirements of tha t sub-request is found. The identified 
atomic services can then be used to create a composite service. The algorithm uses the service 
discovery solution discussed above to find relevant services at each iteration. The Divide and 
Conquer algorithm can also be used to dynamically compensate for services tha t go missing 
during runtime.
Each of the solutions discussed above is described in greater detail in the following chapters.
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Service Publication and Clustering
This chapter focuses on the use of probabilistic topic models to represent services homogeneously 
in terms of latent factors that are learned by using probabilistic machine learning methods. 
This approach creates a scalable service publication framework th a t allows new services to be 
indexed by expressing them  in terins of latent factors. The probabilistic topic model is also 
used to efficiently organise the service descriptions in relevant clusters. The research challenges 
addressed in this part are listed below.
1.1. Different service description models exist. All these different models create a het­
erogeneous environment tha t makes it difficult to have a single service publication 
and discovery solution that is compatible with any service description model.
1.2. No web service technology is completely interoperable with every service description 
model.
1.3. Machine interpretable semantics are required to represent functional service a t­
tributes and search in terms of these functional attributes. However, semantic 
service description models that are based on a full ontology are too heavy-weight 
and never really took off on the Web. A more light-weight semantic service de­
scription framework is required th a t allows to describe parameters in a machine
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interpretable way without having to use a full ontology to describe the structure of 
the service.
1.4. Ontologies still suffer from synonymy problems (different concepts referring to the 
same meaning).
1.5. Different definitions and standards exist for service registries creating an even more 
, heterogeneous environment.
We investigate using two probabilistic machine-learning methods: Probabilistic Latent Se­
mantic Analysis (PLSA) [94] and Latent Dirichlet Allocation (LDA) [99], to extract latent factors 
ZfcZ  =  {z i,Z 2 , Zk} from semantically enriched service descriptions. By describing the services 
in terms of latent factors, the dimensionality of the system is reduced considerably. The latent 
factors can then also be used to efficiently cluster the services in a service repository, making 
the model more scalable and also more efficient in terms of publishing new service descriptions 
to the registry.
4.1 List of Variables
Z  The set of latent factors
Zk The kth  latent factor
K  The total number of latent factors
Cj Concept j
N  The total number of concepts
Si Service i
M  The total number of service descriptions
A multinomial distribution of concepts for latent factor k 
Oi A multinomial distribution of latent factors for service i
Oi Constant hyperparameter of the Dirichlet priors
/9 Constant hyperparameter of the Dirichlet priors
p A vector of latent factors describing a service.
n l  The number of services in cluster Zk belonging to class c
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4.2 The Aspect Model for Semantic Service Descriptions
The Aspect Model is a generative topic model developed by Hoffman et al. [94, 95] to represent 
the probabilistic sampling rules tha t dictate how terms in a text document are generated by 
sampling terms from bidden variables (topics). This model belongs to a family of topic mod­
els [94-99] which assume that text documents are generated from a mixture of topics, where a 
topic consists of a probability distribution over words.
Semantic service descriptions are different from text documents because they usually contain 
very little textual descriptions, include concepts (described by URIs) instead of words, and 
are full of property assertions in the form of subject-predicate-object expressions. We adapt 
the Aspect Model to define how semantic documents such as OWL-S service descriptions are 
generated by sampling from a set of latent factors (z i,Z 2 , - The model assumes tha t
semantic concepts observed in a service description are independent of each other given the 
latent factors they were generated from. No assumptions are made about the order in which 
the concepts appear in a service description. However, the property assertions in semantic 
service descriptions cannot be ignored. The components making a property assertion; subject- 
predicate-object, are clearly not independent from one another and cannot be assumed to have 
been-generated from different latent factors. If we assume that the components of a property 
assertion are independent from each other, all the logical relationships expressed in machine- 
interpretable semantics would be lost when the latent factors are inferred from the dataset of 
service descriptions. A different approach is required in order to preserve the semantic data 
when projecting semantic service descriptions to a different mathematical plane. In [54] the 
concepts from OWL-S service descriptions are extracted and represented in a collection of Fuzzy 
Multisets. The advantage of this approach is that the role of a concept in a service description 
as an input, output, precondition, or effect is also captured in the conversion.
In order to preserve semantic relationships, in our approach we assume that the subject, 
predicate, and object in a property expression were generated by the same latent factor and are 
not independent of each other. For example; from the service description EBookOrderl shown 
in Figure 4.1, the semantic relationship EBookOrderProcess haslnput UserAccountis assumed 
to have been sampled from a single latent factor as if it was one single concept. However, 
the subject of this semantic relationship is a unique name given to a process inside a service 
description and it will not be repeated. Such names are irrelevant for learning latent factors 
because they are generally unique for every service description and therefore do not contribute 
any useful information when trying to analyse the co-occurrence of similar terms in different
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F igure 4.1: Abstract representation of the semantic service description for service EBookO­
rderl (Taken from the OWLS-TC v3.0 test collection).
service descriptions. For this reason, we completely ignore the subject (just like stop words are 
ignored in text processing for Information Retrieval) and we only consider the predicate and the 
object, e.g.] haslnput UserAceount in this case.
The latent factors are initially unknown and statistical inference is used to find the latent 
factors that best describe the observed semantic concepts. To fit the model, two optimisation al­
gorithms are used: Expectation Maximization [94] for PLSA and Collapsed Gibbs Sampling [102] 
for LDA. A training set of service descriptions is required for these algorithms to compute the 
best fit of latent factors tha t explain the observed semantic concepts in the service descriptions. 
Both algorithms are unsupervised learning algorithms and do not require any labelled data as 
input or any intervention from the user. We prepare a dataset for training these algorithms and 
represent it in the form of a Service Transaction Matrix (STM) (discussed in Section 4.3).
The key probability distribution that we are interested in learning from the Aspect Model is 
the probability distribution of concepts for each latent factor P  {c\zk). This probability distri­
bution can be used to estimate the distribution of latent factors for any new service description 
using a technique called Folding-in [93] (discussed further in Section 4.5.1).
4.3 The Service Transaction Matrix
A Service Transaction M atrix (STM) is an adaptation of the method used in Information Re­
trieval for representing the information contained in a distributed database [84]. This conversion 
facilitates statistical analysis of the data. The STM has as many rows as the number of services 
in the repository and as many columns as the number of concepts in the dataset. Each row rep-
6 6
resents a service s as a vector of N  dimensions where each dimension represents the occurrence 
of a concept in the description of that service. A vector Si describing a service i  is denoted as:
Si =  {ci,C2 , ...,cn} , w h e r e 'ic e Z '^  (4.1)
Different strategies exist for extracting such concepts from service descriptions and converting 
them  to vector form. The Text Frequency and Inverse Text Frequency (TF/ID F) algorithm is 
used in [84] to represent a dataset of the WSDL service descriptions in an STM. A variation of 
T F /ID F  is proposed in [86] where a higher weight is given to  the IDF value. This approach aims 
to normalise the bias of the TF measure as the frequency of concepts in very short documents 
such as service descriptions tends to be incidental. One limitation of these methods is tha t 
they treat service descriptions like text documents and do not take advantage of the semantic 
annotations used in the service descriptions.
In the experiments presented in this chapter, concepts and their roles were extracted from 
the OWL-S service descriptions using OWL API[170] and Pellet[171j. Stop words in the text 
descriptions of the concepts were removed using the Stanford Log-Linear POS-tagger[87]. We 
combine the predicate and its object in order to also express the role tha t a concept plays in the 
service description. For example; from the service description EBookOrderl shown in Figure 4.1, 
the concept UserAceount which is described by the property haslnput and is of parameter type 
h ttp : //127.0.0.1/ontology/hooks.owl#User is recorded in the STM as haslnput_ UserAceount 
and hasInput_http://127.Q.0.1/ontology/books.owl#User. Using this approach, a service in 
which UserAceount is defined as an input will be distinguished from a service in which User Ac­
count is defined as an output. The array of concepts extracted for sample service EBookOrderl 
is shown below:
EBookOrderl =  {e-book, order, web, service, desired, book, account, information, user, has­
lnput _  U ser Account, haslnpu t_http ://127 .0.0.1/ontology/books.owl#User, haslnput EBook- 
Request, haslnput_ h ttp ://127 .0.0.1/ontology/books.owl#Title, hasOutput EBook, has- 
In p u t_ http://127.0.0.1/ontology/books.owl#Book)
The STM is created after parsing the whole repository using our concept extraction mecha­
nism. A sample of the constructed STM is shown in Figure 4.2. Each entry Cÿ represents the 
number of times concept j  occurs in service i where V Cij e IT '.
The STM is used as the training set of service descriptions required by the machine-learning
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F igure 4.2: A sample of the constructed service transaction matrix.
algorithms to learn the best fit of latent factors tha t explain the observed semantic concepts in 
the service descriptions. The machine-learning techniques used are explained in the next Section.
4.4 Learning Latent Factors
In this section we discuss two unsupervised machine-learning techniques th a t we use to extract 
latent factors from the service descriptions. The first method is Probabilistic Latent Semantic 
Analysis (PLSA) [94]; a generative statistical model used for analysing co-occurrence of data. 
The second method is Latent Dirichlet Allocation (LDA) [99] which improves the performance 
of PLSA by introducing a Dirichlet prior on the distribution of latent factors over service de­
scriptions [99].
4.4.1 Probabilistic Latent Semantic Analysis
PLSA is an unsupervised machine-learning technique tha t maps high-dimensional count vectors 
(such as the ones expressed in the STM) to a lower dimensional representation in Latent Factor 
Space [94]. PLSA is based on the Aspect Model; a latent variable model th a t associates an 
unobserved class variable z^e {zi,Z 2 , ..., with each observation [172].
PLSA discovers a hidden dimension behind the vector of concepts describing a service, i.e. 
topics th a t include concepts in the service descriptions. The concepts are observable variables and 
their occurrence in a service description can be described in a vector as defined by Equation 4.1. 
Topics on the other hand are latent factors which are not directly observable through examining 
a  service description. These latent factors are learned through statistical inference. A set of 
services can then be described as a multinomial probability distribution P  (z[s).
The distribution P  (z\s) is a m atrix with K  rows and M  columns. Where K  is the number of 
generated latent factors and M  is the number of service descriptions. Each entry Zki represents
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(a)
(b)
F igure 4.3: Graphical model representation of the PLSA model in asymmetric (a) and sym­
metric (b) parametrization.
the probability of service i belonging to topic k. Each service description Si can be described as 
an array of latent factors denoted as:
Si  —  { z i i ,  Z 2 i )  • • ■ )  ^ K i }  ; V  Z  É I R (4.2)
Representing a service in terms of these latent variables reflects the likelihood of a service 
belonging to certain concept groups [84].
The joint probability of the observed concept Cj in service description Si is denoted as:
f  (s,c) =  f  ( s ) f  (c]s) (4.3)
and by assuming th a t a service and a concept are conditionally independent given a set of 
K  latent factors, we can express P  (c[s) in terms of latent factors:
K
P (c\s) = Y ,P ( z t \ s ) P ( c \ z t ) (4.4)
fc=l
The graphical model representation of this conditional independence is shown in Figure 4.3(a). 
This model indirectly associates the concepts to their corresponding service descriptions by in­
troducing an intermediate layer of latent factors. The model achieves dimensionality reduction 
by mapping a high-dimensional P  (s, c) space (describing services in terms of concepts) into a 
lower R'-dimensional latent factor space (describing services in terms of latent factors) [84]. By 
substituting equation 4.4 in equation 4.3, we obtain an equivalent representation of the model 
given by Equation 4.5 (illustrated in Figure 4.3(b)).
K
P  (s, c) — ^  P  (z/c) P  (g|zk) P  (c|z/c) (4.5)
A :=l
The parameters P  (z), P  (s|z), and P  (c|z) can be found using a model fitting technique such
69
p is the parameter o f  the 
uniform Dirichlet prior 
on the per-lQtcnl factor 
concept distribution.
a  is the panuncter of the 
uniform Dirichla prior 
on the pcr-service latent 
factor distribution.
Figure 4.4; Plate representation of LDA Model.
as the Expectation Maximization (EM) algorithm as described in [94]. The PLSA model for 
our approach is implemented using the PeimAspect[173] tool which uses maximum likelihood to 
compute the three parameters: P  (c|z), P  (s|z), and P  (z). In our work, half of the dataset is used 
to train the algorithm and the other half is used for validation in order to prevent overfitting [29].
4.4.2 Latent Drichlet Allocation
Latent Dirichlet Allocation (LDA) is a machine-learning technique which uses a generative prob­
abilistic model for collections of discrete data. LDA introduces a Dirichlet prior on the P  (z|s) 
distribution in order to simplify the problem of statistical inference [99]. The principle of LDA is 
similar to PLSA: mapping high-dimensional count vectors to a lower dimensional representation 
in latent factor space.
The generative process of LDA is shown in Figure 4.4 where the plates represent replicates. 
The outer plate represents service descriptions (repeated M  times) and the inner plate represents 
the repeated choice of latent factors and concepts within a service description (repeated N  times) 
where M  is the number of service descriptions and N  is the number of concepts. The concepts 
c represent the observed data and z represents the latent variables which need to be estimated. 
(f)k is a multinomial distribution of concepts for latent factor k. Bi is a multinomial distribution 
of latent factors for service i. a  and /3 are constant hyperparameters of the Dirichlet priors on 
(pk and Oi respectively.
Using the same notation described in PLSA, the generative model of LDA can be represented
as:
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K
P (c j)  = Y ^ P { c j\z k )P (z k )  (4.6)
fc = l
where P  (zfc) is the probability th a t latent factor k is sampled for concept j  and P  {cj\zk) is 
the probability of sampling concept j  given latent factor k.
The multinomial distributions with dirichlet priors are defined as:
P (c |z ) (4.7)
and
e W = P ( z )  (4.8)
Instead of estimating P  (s[z) and P  {c\z) as in PLSA, the LDA generative model estimates $ ,
0 , and z. Different methods can be used to train the algorithm and estimate these parameters. 
Blei et al. [99] use variational inference with the Expectation Maximization algorithm. Wang et 
al. [29] estimate the parameters using a method based on Gibbs Sampling which was proposed 
in [98] and [93]. In general these solutions provide methods using Expectation Maximisation to 
estimate $ , 0 , and z and do not effect the function of the LDA model.
In our work, the LDA model is implemented using LingPipe[174] toolkit. This toolkit uses 
Gibbs sampling to train the algorithm and estimate the parameters $ , 0 , and z.
4.5 Probabilistic Indexing
By expressing service descriptions as a probability distribution of latent factors P  (z\s) we can 
map heterogeneous service descriptions to a homogeneous plane.
Concepts and their roles are extracted from these OWL-S service descriptions using the 
parser described in Section 4.3. The observed concepts are represented in a Service Transaction 
Matrix. The service transaction m atrix is used as training data for our implementation of the 
PLSA model (based on the Penn Asp ect [ 173] model tha t uses maximum likelihood to fit the model 
to the observed data) and our implementation of the LDA model (based on the LingPipe[174] 
toolkit tha t uses Gibbs sampling to fit the model to the observed data). In order to prevent 
overfitting half of the service transaction matrix is used to train the algorithm and the other 
half is used for validation [29].
Each latent factor learned by one of the models is associated with a probability distribution
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over concepts. After a model is trained, the distribution of concepts for each latent factor is 
known and all the  services in the dataset can be described as a distribution of latent factors 
{i.e. a vector p  =  {z i.zg ,..., z k } where each dimension z& reflects the probability of that service 
description being generated by sampling from latent factor k).
4.5.1 Folding-In
Folding-in is a technique used for publishing {i.e. fitting) new service descriptions into the 
latent factor model after the model has been trained. New services and also service requests can 
be expressed in terms of latent factors by computing the distribution of latent factors for the 
concepts th a t describe a new service or a service request.
For PLSA, once the algorithm is trained and the parameters are found, any new service 
description or request can be folded into the model using [84]:
=  (4.9)
^ j = l  P  { Sn ew l ^ j )
For LDA, after training the algorithm, new service descriptions or queries can be folded in 
using Gibbs sampling by assuming a fixed service description to concept probabilities P  (c|s) 
and sampling the assignment of concepts to latent-factOrs in the new service description or 
request [29].
This property of LDA and PLSA makes the models scalable to large service repositories since 
the latent factors need to be learned only once. Any new service description added to the models 
after the training phase can be folded into the model without training it all over again. However, 
the structure of the Aspect Model does not allow for new observed concepts to be added to the 
model after the latent factors have been learned. It also does not allow for new latent factors to 
be learned as new concepts are observed in new service descriptions.
If many previously unseen semantic concepts start appearing in new service descriptions, 
the model would have to be re-trained in order to be able to recognise the new concepts. The 
method can still scale up by re-training the machine-learning model whenever the new concepts 
exceed a proportional segment of existing concepts. This can be defined by heuristics and 
depends on preferred trade-off between freshness computational efficiency. The learning process 
is unsupervised and can be set to be done as an off-line task when the number of new concepts 
and services are significantly high.
Non-parametric Bayesian models such as the Chinese Restaurant Process [101] or Indian 
Buffet Process [175] could be used to learn new latent factors as new semantic concepts are
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observed. However, exploring the usage of these models in automated service discovery is beyond 
the scope of the search and matchmaking process described in the current paper.
4.6 Probabilistic Clustering
As the number of service descriptions stored in a registry increases, efficiently finding service 
descriptions becomes a challenging task. By organising the service data into clusters, services 
become easier and thus faster to discover [82]. Clustering is an approach th a t organises a 
complex dataset into a series of simpler sets (clusters), where the members of each set have 
common features. Service Clustering aims to group together those services which are similar 
to each other. Service Clustering can be very helpful in terms of service recommendation and 
ranking since services tha t are similar to the one chosen by the user will be grouped in the 
close neighbourhood of tha t service. Methods for Service Composition can also benefit from 
clustering of services because compatible services can be found more easily if the services are 
clustered based on their functional attributes.
Comparing a service request to all service descriptions stored in a registry can be computa­
tionally expensive in large service repositories. In such cases, it is desirable to have a scheme 
that helps us reduce the scope of our search and thus reduce the amount of comparisons re­
quired. By organising the service registry into clusters, we can determine which cluster contains 
information tha t is most similar to a service request and restrict the scope of our search to tha t 
cluster. This reduces the number of comparisons required to answer a request but it also means 
th a t any relevant services th a t weren’t  assigned to the clusters we look into will be missed.
We propose using the latent factors learned from the probabilistic models (PLSA and LDA) 
to group the services into clusters. We create K  clusters; where K  is the number of generated 
latent factors {i.e. a cluster for each latent factor). The vector of latent factors describing each 
service is used to determine which latent factor best describes the service. The service is then 
assigned to the cluster corresponding to that latent factor. If a service has more than  one latent 
factor th a t is related to it, the service will be assigned to each of the clusters tha t correspond to 
these latent factors.
This approach gives us a number of advantages over classical clustering algorithms. The 
dimensionality of the model is reduced as all services can be described in terms of a small 
number of latent factors rather than  a large number of concepts. The algorithm is also more 
scalable and can be applied to large datasets because only a small portion of the data set 
is required to train  the algorithm. The rest of the service descriptions and any other new
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service published to the repository can be folded-in and assigned to clusters easily without 
high computational requirements. Consequently, searching for a service inside a cluster can be 
performed by searching for matching latent factors rather than matching the text describing the 
service to a set of key-words extracted from the service request.
4.7 Evaluation
In our experiment, we compared the accuracy of two probabilistic clustering algorithms (PLSA 
and LDA) to that of two proximity measure based algorithms. The dataset of service descriptions 
used in these experiments was obtained from the OWL-S service retrieval test collection called 
OWLS-TC v3.0[176]. The dataset consists of 1007 service descriptions defined in OWL-S form. 
The services are divided into seven categories and a total of 29 sample service requests are 
provided together with a relevant answer set for each request. Table 4.1 shows the number of 
services belonging to each of the seven categories in the dataset.
T able 4.1: Number of Services for each doiriain.
Domain Services
Education 284
Food 34
Medical 73
Travel 165
Communication 58
Economy 359
Weapon 40
Two experiments were conducted: one using only the OWL-S attributes containing textual 
descriptions of the services, and another using only the OWL-S attributes describing functional 
attributes. Agglomerative and a K-Means clustering algorithm (discussed in Section 2.6.3) were 
also used to compare the performance of PLSA and LDA to proximity based clustering. The 
dataset was clustered with each algorithm starting with five clusters and increasing in steps of 
5 up to 50 clusters. The Purity of clusters was computed for each algorithm at every step and 
the results were compared.
The clustering mechanisms based on PLSA and LDA were also evaluated using the Nor­
malised Mutual Information (NMI) [177] which reflects the accuracy of the clustering scheme 
against the number of clusters generated. If the number of clusters is increased more than nec­
essary, the N M I  value will stop increasing, thus reflecting the fact that no further accuracy is 
achieved by increasing the number of clusters. The N M I  gives an approximation of the required 
number of latent factors needed to efficiently represent all the data in the repository. There are
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seven service categories defined in OWLS-TC: communication, economy, education, food, medi­
cal, travel, and military. The categories are used as the base classes to evaluate Purity, Entropy-, 
and Mutual Information [177] of the clustering schemes which are in tu rn  used to calculate the 
N M I .
4.7.1 Purity
The Purity of clusters is used as a measure to evaluate the accuracy of a clustering technique [84, 
178]. If the pool of services used to evaluate the algorithm were originally organised in an ideal 
set of classes c =  {ci, C 2 ,..., c^}, then for clusters generated by the algorithm Z  =  { z i , Z 2 ,  . . . , z k } 
the purity of a clustering algorithm can be computed as:
1 ^
P u rity  =  —  ^  maxc {n^} (4.10)
where M  is the total number of services and n^ is the number of services in cluster Zk 
belonging to class c while c varies from 1 to m..
It is easy to obtain a high value of cluster purity if the data set is clustered into a large 
number of clusters (in relation to the number of available services in the dataset). W ith a large 
number of clusters, small clusters will be formed. If each cluster is very small, the likelihood of 
having a high percentage of the cluster belonging to one known class could be very high.
4.7.2 Entropy
Entropy is a measure of the consistency for clustering [178]. The entropy for a cluster set 
Z = {zi ,Z2 , . . . , z k ] is defined as:
K
H(Z) = -Y,P{zk) logP(zk)  (4.U)
fc =  l
where M  is the total number of services and \zk\ is the number of services in cluster z^.
4.7.3 Normalised Mutual Information
Mutual Information measures the mutual dependence between two variables. In this con­
text, mutual information for clustering set Z  =  {zi, zg ,..., z%} and an ideal set of classes 
c =  {ci,C2 , .■.,Crn) is defined as:
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^ C) =  É  Ê  f  n  Q) (4.13)
\ z k ( ^ Ci \ j ^ ^ M\ z k nc
1
where M  is the total number of services.
K  m
(4.14)
We use Normalised M utual Information (NMI) [177] as another measure to evaluate the 
clusters. Normalised Mutual Information is designed to penalize clustering methods which use a 
large number of clusters. NMI can show clearly that once a certain number of clusters is reached, 
no further advantage is gained by increasing the number of clusters. The NMI of a clustering 
technique can be computed as:
NMI normalises the Mutual Information with the denominator [H {Z) +  H  (C)] /2  which 
increases as the number of clusters increases and each cluster becomes smaller. This gives us a 
mean to compare the quality of a clustering technique for different values of generated clusters. 
The value of NMI is always between 0 and 1 [177].
4.8 Results
The purity of the individual clusters for clustering the data set in seven clusters (same as the 
number of known classes) are shown in Table 4.2 and Table 4.3. Figure 4.5 shows how the over­
all purity varies with number of clusters for clustering based on profile descriptions. Figure 4.6 
shows how the overall purity vaires with number of clusters for clustering based on functional 
attributes. The results show that overall purity varies against number of clusters while using tex­
tual descriptions from service profile. The Agglomerative algorithm could not be used to cluster 
functional attributes because the dimensions of the vectors describing functional attributes are 
smaller than those describing textual data and consequently the algorithm could not converge 
to less than 65 clusters.
The evaluation results for Entropy, Mutual Information, and N M I  of PLSA based clustering 
and LDA based clustering are shown in Figure 4.7 and Figure 4.8. As the numbers of generated 
latent factors (clusters) is increased, the purity of both clustering mechanisms keeps increasing
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(as explained in Section 4.7.1). On the other hand, N M I  penalizes the score if the number 
of clusters is increased beyond a point where generating more clusters does not increase the 
accuracy of the clustering mechanism [177].
T able 4.2: Purity of clusters for 7 clusters based on profile descriptions.
Agglomerative K-Means PLSA LDA
Cluster 1 1.0000 0.8020 1.0000 0.8978
Cluster 2 1.0000 0.6585 0.5862 0.7574
Cluster 3 1.0000 0.6111 0.5556 0.6203
Cluster 4 0.7119 0.4324 0.5000 0.5971
Cluster 5 0.3974 0.3591 0.5000 0.5789
Cluster 6 0.3939 0.3509 0.3669 0.5244
Cluster 7 0.3600 0.3220 0.3385 0.4000
T able 4.3: Purity of clusters for 7 clusters based on functional attributes.
K-Means PLSA LDA
Cluster 1 0.8883 1.0000 0.8397
Cluster 2 0.6299 0.6243 0.6552
Cluster 3 0.6051 0.5000 0.5677
Cluster 4 0.5455 0.4441 0.5603
Cluster 5 0.4321 0.4000 0.4804
Cluster 6 0.4108 0.3333 0.4237
Cluster 7 0.2976 0.2488 0.3624
4.9 Discussion
The results show that LDA performs significantly better than PLSA. LDA also takes relatively 
less time than all the other algorithms to train and create the clusters. The Agglomerative and 
K-Means algorithm both perform better than PLSA. The K-means algorithm depends on the 
random factor of where the initial cluster centroids are generated and does not always converge 
in an optimal way. K-means algorithm is also very slow and computationally expensive; this 
makes it unsuitable for large repositories. As it can be seen from Figured.5 and Figure 4.6, LDA 
performs better than the other algorithms. This makes it an ideal solution for clustering services 
in large repositories. The low purity results for PLSA are due to limited number of concepts used 
for training the model. Service descriptions are similar to short documents in this context. Thus 
PLSA is not able to  converge to a high accuracy using these limited concepts. The comparison 
of Purity, Entropy, and N M I  for PLSA and LDA also show that LDA is capable of efficiently 
representing the data using less clusters than PLSA. This makes LDA a better solution in terms 
of scalability.
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Indexing service descriptions using latent factors and gives us the basis to construct more 
efficient service discovery and ranking mechanisms. The scheme also makes it easy to efficiently 
cluster the services stored in a registry. This makes the search space more organised and easily 
accessible.
In the next chapter, we will discuss how the probabilistic indexing and clustering can be used 
as the basis for efficient and automated discovery of services.
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Service Discovery
Service Discovery is a research challenge tha t has sparked various works in service oriented 
computing [28] as other high-level service oriented concepts such as service composition, provi­
sioning [12], and adaptation highly rely on its accuracy of results. The task of finding services 
tha t are relevant to a client’s request is made difficult not only by the large number of existing 
web services but also by similar services being tagged under different categories by the service 
providers [179]. Service discovery in dynamic environments (such as the ones discussed in Sec­
tions 2 .1and 2.2) is more challenging than discovery on enterprise Web platforms where reliable 
service resources can be abundant. Services running on sensor nodes are limited in processing 
capabilities and energy (e.g., limited battery life); communication between services running on 
mobile devices and gateways is also error prone and in many cases unreliable; the changes of the 
surrounding environments also have significant impact on performance of the such services [16]. 
In the light of the challenges discussed, we recognise tha t to be useful in dynamic environments, 
a service discovery solution needs to extend from syntax-based matchmaking and take an au­
tom ated approach where machines interpret the meaning behind the service description data 
and matchmaking is performed based on both functional and non-functional attributes of a ser­
vice [17]. The discovery solution will also need a publishing tha t is resilient to  the unreliability 
of dynamic services and keeps semantic service descriptions up-to-date in the service registries.
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This chapter focuses on a service discovery solution tha t is based on the service publication 
and clustering solution discussed in Chapter 4. The discovery solution uses a hybrid service 
matchmaking method tha t combines the low complexity of probabilistic service matchmaking 
to the strict 10  signature matchmaking of logic-based service matchmaking (discussed in Sec­
tion 2.8.1) to achieve more accurate results. The research challenges addressed in this part are 
listed below.
2.1. Existing technologies used for the publication and discovery of Web services are 
based on keyword and tag-based methods which are often ineffective when searching 
for functions and capabilities provided by the services. Finding services based on 
functional attributes is a key challenge in distributed service-oriented environments 
because it enables human users or software agents to form queries and to search 
and discover the services based on specific requirements.
2.2. Logical reasoning is required to check/ensure service interface is compatible with 
the request.
2.3. No solution is interoperable with every service description.
2.4. Publication and Discovery needs to be scalable to a large number of distributed
services.
2.5. Centralised architecture moves the processing away from the nodes and gateway 
but a t the same time this means an increase in updates from the nodes to the 
centralised registry which can deplete battery life.
2.6. Sensors or mobile nodes are dynamic and their location and quality of service can 
change over time. The discovery mechanism needs to be notified of these changes 
and be able to change its indexes dynamically to keep the indexes up-to-date.
Service discovery solutions generally consist of three components [28, 40]: service representa­
tion, service matchmaking method, and discovery architecture. In this chapter we will first focus 
on the core challenge of autom ated service discovery: service matchmaking [40]. In Section 5.1
we investigate two matchmaking mechanism based on the probabilistic models introduced in
Chapter 4 (PLSA and LDA). Both methods match services to a service request by comput­
ing the degree of match between the probability distribution over latent factors of a service 
and the probability distribution over latent factors of the service request. In Section 5.2 we 
discuss a logic-based matchmaking mechanism th a t computes the degree of match of the 1 0
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signature of a service and a request by analysing individual links (explained in Section 5.2.1) 
between the 1 0  parameters of a service and the service request. 1 0  signature matchmaking 
is a fundamental requirement knowledge-driven automation of service discovery (as discussed 
in Chapter 2. In Section 5.3 we discuss how the probabilistic matchmaking approach and the 
logic-based matchmaking can be combined to create a hybrid matchmaker. The advantage of 
using a hybrid matchmaker Is 4hat it can successfully find the right services where using each of 
the two solutions (probabilistic matchmaker and logic-based matchmaker) alone would fail [121]. 
In Section 5.4 we define a discovery architecture tha t allows for service descriptions to be kept 
up-to-date despite the dynamicity of the services. Separate registries maintain specialised service 
clusters such tha t service descriptions and service requests can be routed to the most relevant 
cluster in a distributed fashion.
5.1 Probabilistic Matchmaking
We investigate two probabilistic matchmaking approaches; one based on PLSA [94] and one 
based on LDA [99]. The matchmaking process is the same for both methods. W hat differs 
between the two is the machine-learning process used initially to determine the latent factors 
and the folding-in method used to express service requests as a probability distribution over 
latent factors.
The matchmaking process works by computing the degree of match between a request and a 
service description in latent factor space. We map service requests into latent factor space using 
the folding-in techniques described in Section 4.5.1. The degree of match between the probability 
distribution of latent factors for the request and a service description can be calculated using 
a vector similarity measure. This is possible because for any service description/request the 
probability distribution over K  latent factors are expressed as a vector p = {zi, Z2 , z j ^ }  where 
each dimension Zk represents the probability of th a t service description/request being generated 
by sampling from latent factor k. We use a vector similarity measure called Multidimensional 
Angle (or Cosine Similarity). It uses the cosine of the angle between two vectors. Multidimen­
sional angle is used in various approaches dealing with vector-space analysis of service data such 
as [82, 113], and [84]. This proximity measure is computationally efficient because if a dimension 
is not present in both vectors that are being compared, it will be automatically dropped from 
the calculation.
The multidimensional angle between a vector containing the distribution of latent factors p of 
a service and a vector containing the distribution of latent factors g of a query can be calculated
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using Equation 5.1 [82, 84].
where /  is the number of latent-factors.
The multidimensional angle takes values in the interval [0,1] where 0 indicates no similarity 
and 1 indicates identical vectors. Using this degree of match, a query can be compared to all 
services in the registry. This also allows ranking the results based on the similarity score in 
descending order.
5.1.1 Matchmaking with Clustering
Comparing a service request to all service descriptions stored in a repository can be computa­
tionally expensive in large service repositories. In such cases, it is desirable to have a scheme that 
helps reduce the scope of our search and thus reduce the amount of comparisons required. By 
organising the service registry into clusters, we can determine which cluster contains information 
th a t is most similar to a service request and restrict the scope of our search to th a t cluster. This 
reduces the number of comparisons required to answer a request but it also means tha t any 
relevant services tha t weren’t assigned to the clusters we look into will be missed.
The work described in this section extends our previous work on probabilistic service clus­
tering [91] (discussed in Section 4.6). We use the latent factors learned from the probabilistic 
models (PLSA and LDA) to group the services into clusters. Each latent factor generated by 
the model is associated with a probability distribution over concepts. After the model is trained, 
the distribution of concepts for each latent factor is known and all the services in the dataset 
can be described as a distribution of latent factors (i.e. a vector p  =  (z i, zg, •••> z%} where each 
dimension Zk reflects the probability of tha t service description being generated by sampling 
from latent factor k). We create K  clusters; where K  is the number of generated latent factors 
(i.e. a cluster for each latent factor). The vector of latent factors describing each service is 
used to determine which latent factor best describes the service. The service is then assigned to 
the cluster corresponding to th a t latent factor. An abstraction of this mechanism is shown in 
Figure 3.3. If a service has more than one latent factor that is related to it, the service will be 
assigned to each of the clusters th a t correspond to these latent factors.
This approach gives us a number of advantages over classical clustering algorithms [91]. The
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dimensionality of the model is reduced as all services can be described in terms of a small number 
-of latent factors rather than a large number of concepts. The algorithm is also more scalable 
and can be applied to large datasets because only a small portion of the data set is required to 
train  the algorithm. The rest of the service descriptions and any other new service published 
to the repository can be folded-in and assigned to clusters easily without high computational 
requirements. Consequently, searching for a service inside a cluster can be performed by searching 
for matching latent factors rather than matching the text describing the service to a set of key 
words extracted from the service request.
Additionally, a service could be assigned to multiple clusters (for example the three best 
fitting clusters). This will increase the scope of each search. Multiple cluster assignments achieve 
higher search accuracy. However, it comes at the cost of increased number of comparisons and 
computations (See evaluation results in Section 5.6).
5.1.2 Determining the Number of Latent Factors
In PLSA and LDA the number of latent factors must be decided before training. The choice of the 
number of latent factors with respect to the original dataset has an impact on the interpretability 
of the results. A solution with too few latent factors will result in distributions over concepts 
for each latent factor th a t are too broad [93]. A solution with too many latent factors will 
result in uninterpretable latent factors. Normalised Mutual Information (NMI) (discussed in 
Section 4.7.3) provides an approximation for the number of latent factors th a t we need to generate 
in order to obtain an accurate representation of the original dataset. However, for the service 
search and matchmaking process, services are not just assigned to a cluster but they are also 
assigned to a vector which describes the distribution of latent factors for each service. Therefore 
the ideal number of latent factors needed for the whole search and matchmaking process differs 
from the ideal number required for just clustering the services. Griffiths and Styvers [103] discuss 
a method for estimating the posterior probability of the model while integrating over all possible 
parameter settings. The number of latent factors is chosen based on the model th a t leads to the 
highest posterior probability.
Topic models based on non-par ametric Bayesian statistics have also been used to automati­
cally determine the number of latent factors tha t best explains the observed data [180, 181].
Another method is to empirically determine the number of topics th a t leads to the best 
general performance [93]. Griffiths and Styvers [103] discuss th a t as the number of latent factors 
is increased the model can more accurately describe the data until an optimal point is reached.
Increasing the number of latent factors beyond this point makes the model more complex than  
necessary and results in fitting noise {i.e. overfitting) th a t degrades the performance of the 
model. We evaluated the performance of our system for increasing numbers of latent factors and 
the results peak a t i f  =  90 for 1000 services (where K  is the number of latent factors) before 
the performance starts to decrease. In Section 5.5 we discuss this in more detail and describe 
the evaluation settings.
5.2 Logical Signature Matchmaking
Logical signature matching has been used in different work (see Section 2.8.1) to verify whether 
the 1 0  parameters of a service are compatible with the 1 0  parameters of a request [40]. A com­
mon approach to logical signature matchmaking is to define a set of rules (filters) which dictate 
what kind of logical relationships are acceptable between the 1 0  parameters of a service and the 
1 0  parameters of a request [53]. In Section 2.8.1 we discussed logical signature matchmaking 
and how the degree of match between a request R  and a service S  can fall within one of five 
different 1 0  matching categories (filters) described as follows: M a t c h I O i , o g i c { R } S )  G {Exact, 
Plug-in, Subsumes, Subsumed-by, LFail} (discussed in Section 2.8.1). However, this kind of 
matchmaking takes into consideration the whole 1 0  signature and can only calculate the degree 
of match between one service and one request.
While we agree that logical signature matchmaking is im portant to check that the 1 0  sig­
nature of a service is compatible before using it for a task th a t requires specific 10 paramters, 
we argue th a t complex mechanisms such as service composition or service provisioning require 
a more fiexible approach than the rigid matchmaking filters discussed in [53]. We build our log­
ical signature matchmaking method based on the concept of individual Links between a source 
parameter and a destination parameter.
5.2.1 Links
We define a  link as a logical relationship between two 10 parameters. A link has a source parame­
ter Source and a destination parameter D estination  and is denoted as Link{Source, D estination). 
The links in automated service matchmaking can represent a possible connection between two 
services, the relevancy of an input of a service to one of the input parameters specified in a service 
request, or the ability of a service to generate one of the outputs specified in a service request. 
The definition of links defined in this section derives from the definition of Causal Links [182].
85
Given a domain ontology model r ,  a causal link between the output parameter A _ O u ti of 
service A  and the input parameter B_Irij of service B can belong to five different categories:
1. E x ac t: if A _O uti and B_Irij are equivalent concepts; 
formally, r  |= A _O uti =  B_Irij.
2. P lu g -In : if A _O uti is a sub-class of B _ Ir ij\  
formally, r  |= A _O uti Ç B _ Ir ij.
3. Subsum es: if A _O uti is a super-class of B _Iuj-, 
formally, r  |= A_OuU  □ B_Irij.
4. In te rsec tio n : if the intersection of A _ O u ti and B _ Ir ij  is satisfiable; formally, r  ^  
A _ O u ti n  B _ Ir ij  Ç J_.
5. D isjo in t: if A_OuU  and B_Irij are incompatible; 
formally, r  |= A _O uti \~\B_Irij Ç ±.
Our definition of a link differs from causal links in that we specify that every link has a 
source parameter and a destination parameter and does not always necessarily exist only from 
an output of a service to the input of another service. While causal links are only applied to 
service composition where the output of one service is linked to the input of another service, our 
definition of a link can also be used to perform logical signature matchmaking between a service 
and a request. Checking individual links makes it possible to assess the degree of match between 
a service and a request more flexibly compared to rigid logic filters such as those described in [53].
We argue tha t a Subsumes link between an output A _ O u ti of service A  and the input B _ Ir ij  
of service B  cannot be used in practical cases because the super-class of a parameter is more 
general and may consist of other sub-classes of parameters th a t B _ Ir ij  is not compatible with 
and would result in service B  not being able to  work properly. The same argument applies to 
Intersection links. The only instance in which a Subsumes link is applicable occurs when the 
output of a service is linked to an output of a request. In such a case, if an Exact or Plug-In link 
does exist, providing a super-class of the desired output parameter as the final output is better 
than not providing any output at all. Thus in our work, a link can belong to only one of the 
four categories defined below. Let r  be a domain ontology model. Let Source be a source 10 
parameter concept and let D estination  be an 10 parameter concept that Source can be linked 
to. Then, the type of link between Source and Destination-. L ink{S  our ce, D estination) can be 
classified as one of the four categories explained below:
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F igure 5.1: Link-Weight matching example.
1. E xac t: Source is an exact match to D estination  if 
r  1= Source =  Destination.
2. P lu g -In : Source plugs into D estination  if 
r  1= Source Ç D estination.
3. Subsum es: Source subsumes D estination  if 
r  1= Source □ Destination.
4. D isjo in t: Source is not related to D estination  in any of the above ways.
Note th a t although we did not drop the Subsumes link, we only allow such links to link the 
output of a service to the output of a request.
5.2.2 Weighted-Link Matchmaking
We propose Weighted-Link Matchmaking as a means to measure the logical signature match 
between a service S  and a request R. A weighted-link match operates separately on each one 
of the 10  parameters making the logical signature of a service. For matching the inputs of a 
request to the inputs of a service (an input-input link), the total link score th a t can be assigned 
to a link depends on the number of inputs of the service i. e.
\in{S)\ (5.2)
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For matching the outputs of a service to the outputs of a request (an output-output), the 
total link score th a t can be assigned to a link depends on the number of outputs specified 
in the request i  e.
\out{R)\ (5.3)
The maximum weight given to an input-input link depends on the number of inputs of the 
service rather than  the inputs of the request because the highest priority here is to make sure 
tha t all the inputs necessary, for the service to operate can be satisfied. If one of the inputs is 
missing, the service cannot be used properly while it is ok to leave one of the inputs specified by 
the request unused. Conversely the maximum weight given to an output-output link depends 
on the number of outputs specified in the request. The reason behind this is that the important 
aspect is whether a service can generate all the outputs required by the request. In automated 
systems, it could be acceptable th a t a service generates an extra output if tha t output is not 
used. W hat matters is th a t all the outputs specified in the request are ultimately generated and 
supplied to  the service consumer.
For example, service S  shown in Figure 5.1a. can provide two outputs but only one output 
parameter is specified in the request R. Thus =  1.
We define a weight function Wf that assigns a weight to the strength of a link between a 
source parameter Src and a destination parameter Dst depending on the type of the link.
1.0, i f  L i n k { S r c ,  D s t )  = Exact
/? , i f  L i n k ( S r c ,  D s t )  = Subsumes 
0 .0 , i f L i n k { S r c , D s t )  =  D i s j o i n t  
where a  and /3 are penalising weights tha t allow the user to bias the algorithm towards 
preferred link types.
For example, from Figure 5.1b., if we select a = 0.8 the degree of match between input param­
eter I n _ R 2 of the request and input parameter I n _ S i  of the service is L in k ( In _ R 2 , I n _ S i)  = 
Exact, thus W f[L in k{In _ R 2 , In _ S i) )  =  1.
The weighted-hnk score is calculated using the equation:
Linkscore(.^rct Egt) ~Ty,^xvf(^Link(^SrciEsf)) (5.5)
where x  G {in, out} depending on whether the link is an input-input link or an output-
output link. The total matching score MatchLogiciS-, R) between service S  and request R  is 
given by adding the weighted-link score of all the links between S  and R:
M  atch ijogici^S, R') — ^  L ink  S c o t  e ( , ^ r  O') (5 6 )
lO
For example, in Figure 5.1b, the total logical signature match between service S  and request 
R is  0 .5 +  0 .4 +  0 .8 =  1.7.
5.3 Hybrid Semantic Matchmaker
The matchmaking relies on the probabilistic method described in Section 5.1 to find a short 
list of candidate services which is then passed to the weighted-link matchmaking component, 
described in Section 5.2.2, to accurately arrange the results.
The probabilistic component is first used to match services to the request based on latent fac­
tors extracted from the underlying concepts in the service descriptions. This approach helps to 
identify statistical similarity between a service and a request and can find relevant candidate ser­
vices th a t would otherwise have been omitted by strict logic matchmaking[55]. The probabilistic 
component then passes a short list of results to the logic-based component, thus restricting the 
scope of search for this component and reducing the complexity of the matchmaking. The size 
of the short list is specified by the user depending on the number of service required. Increasing 
the size of the short list will increase the scope of search of the logic-based component, this will 
in turn  increase the accuracy of the final results but at the cost of an increased number of logical 
comparisons of individual link. Logic-based matchmaking is computationally expensive and may 
slow down the matchmaking process, making it too slow to be used in real-time (as discussed in 
Section 2.8.1). Therefore the size of the recommendation list should be kept as small as possible.
The logic-based component verifies the 10  signature of each candidate service and calculates 
the weighted-link score. This logical signature verification is an essential component for an 
autom ated service discovery solution because it eliminates the need of a human being checking 
whether the 10  are ompatible with the requirements of the request. Finally, the results from 
the logic based are ranked based on their weighted-link score. In case of a tie, the score from 
the probabilistic component is used as a tie-breaker. Ranking is also an essential component for 
an autom ated service discovery solution because an automated solution should always present 
the most relevant service straight at the top of the list so tha t the client (whether a human user 
or a machine) can select it straight away.
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F igure 5.2: Service Discovery Architecture.
5.4 Discovery Architecture
The discovery architecture determines the resilience and the scalability of the discovery solution. 
The discovery architecture is not a main focus in this thesis and a centralised repository archi­
tecture was assumed throughout most of the evaluations. However, in this section we discuss 
a distributed approach to the storage of service indexes and the routing of queries th a t would 
make the service discovery solution more scalable.
We discuss a distributed architecture (shown in Figure 5.2) with a number of distributed 
registries (number depending on the demography of the network) and one central manager entity 
that only handles off-line issues. Before the system is deployed, a subset of the available service 
descriptions is used to train  the machine learning techniques and learn the distribution over 
concepts for each latent factor P  {c\z) as discussed in Section 4.4. These probability distributions 
are then propagated to the different registries so that each registry can now convert new service 
descriptions and service requests to latent factor space. The manager then assigns a number 
of clusters to each repository so that each repository can be responsible of only a  small set of 
clusters. The registries use the folding-in algorithm (see Section 4.5.1) to compute the probability 
distribution over latent factors for their stored service descriptions and then assign each service 
description to the relevant cluster(s) as discussed in Section 4.6. If a service description does not 
belong to a cluster maintained by the registry processing it, the service description is forwarded
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to the registry that handles the relevant cluster (s). Communication between the distributed 
registries can be carried out using HTTP G ET/PO ST messages.
When a new service description/ request is submitted to one of the registries, the registry will 
use folding-in to determine the distribution of latent factors for the service description/ request 
and decide whether to handle it internally (if the distribution of latent factors indicates it is 
related to one of the clusters handled by this registry) or whether to pass it to another registry 
that handles clusters th a t are more relevant to  the service description/request.
Each registry also notifies the manager of any new concepts appearing in service descrip­
tions/requests so that when the number of new concepts observed hits a predefined threshold, 
the manager retriggers the machine-learning algorithm to relearn the latent factors and the whole 
process is repeated again. This is a limitation in our current approach and our future work will 
focus on solving this issue. Another limitation is that as the number of observed concepts in­
creases, the number of latent factors required to accurately represent the service information 
will need to be gradually increased as well. Our current method treats this problem empirically 
as discussed in Section 5.1.2. However, future work will investigate the usage of non-parametric 
probabilistic topic models th a t allow the number of latent factors to increase gradually as new 
concepts are observed without the need of re-learning the latent factors [180, 181].
Although we have not simulated this distributed architecture, we have used the probabilistic 
clustering based on LDA (described in Section 4.6) to assign the services in our dataset to  the 
most relevant cluster(s). Service requests are directed to the most relevant cluster and the 
probabilistic matchmaking described in Section 5.1 is used to obtain a short list of results. The 
weighted-link matchmaking discussed in Section 5.2.2 is then used to verify the 10  signature of 
these services. The results are finally ranked based on their weighted-link score and probabilistic 
matchmaking score as described in Section 5.3. The evaluation and results of the distributed 
service matchmaking in comparison to other service matchmaking methods are discussed in 
Sections 5.5 and 5.6.
5.5 Evaluation
Many of the existing works on semantic service matchmaking are based on the OWL-S model [53, 
121]. Therefore we perform the comparative analysis in this section using the OWL-S service 
retrieval test collection OWLS-TC v3.0[176]. The dataset consists of 1007 service descriptions 
defined in OWL-S form. The services are divided into seven categories and a total of 29 OWL-S 
service requests are provided together with a relevant answer set for each request. The answer
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set for each request consists of a list of relevant service and each service i has a graded relevance 
value label{i) G {1,2,3} where 3 denotes a high-relevance to the request and 1 denotes a low- 
relevance. Table 5.1 shows the number of services and service requests belonging to each of the 
seven categories.
T able 5.1: Number of Services and Requests for each domain.
Domain Services Requests
Education 284 6
Food 34 1
Medical 73 1
Travel 165 6
Communication 58 2
Economy 359 12
Weapon 40 1
The probabilistic methods (one based on LDA and the other based on PLSA) described in 
Section 5.1 and the hybrid method described in Section 5.3 are compared to a text-matching 
approach powered by Apache Lucene[183] and also state-of-the-art methods from the OLWS-MX 
2.0[184] hybrid semantic Web service matchmaker (in particular MO, M3, and M4 methods in 
OWLS-MX) [121]. MO is a logic-based approach and M3 and M4 are hybrid approaches which 
use both logic and non-logic based methods. In the next section, the probabilistic method based 
on PLSA is labelled PLSA, the probabilistic method based on LDA is labelled LDA and the 
hybrid method is labelled LDA + Logic.
The sample service requests are all in the form of OWL-S templates and contain the semantic 
requirements together with a text description of the queried functionality. For the text-based 
approach, the text descriptions of the service attributes are retrieved from the query templates 
and used as the query string.
We evaluated our matchmaking and ranking approach by calculating the Precision at n 
{P@n) [185] and the Normalised Discounted Cumulative Gain (NDCGn)  [186] for the results 
obtained for each of the sample service requests. These are standard evaluation techniques 
used in Information Retrieval to measure the accuracy of a search mechanism with respect to 
completeness of the returned results [29].
To determine the number of latent factors required for the model, we evaluated the P@n 
and NDCGn  performance for the LDA-based probabilistic matchmaking at incremental steps of 
numbers of latent factors in the model. The empirical results (discussed in detail in Section 5.6) 
indicate th a t the method performs best (in terms of P@n and NDGGn)  with 90 latent factors. 
In the rest of the evaluations, the number of latent factors for the LDA-based matchmaker and 
the PLSA-based matchmaker were set at 90.
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We also investigated how assigning the services to different number of clusters at the same 
time effects the performance of the search and ranking mechanism. By assigning all service de­
scriptions to more than one cluster, purity becomes a confusing measure because each cluster will 
now contain service descriptions from a wider variety of categories rather than a very specialised 
set. LDA with different number of cluster assignments is evaluated by comparing the averaged 
Precision at n (P@n) and the Normalised Discounted Cumulative Gain {NDCGn)  values over 
all 29 service requests for different numbers of cluster assignments.
For the hybrid method, in the experiments we have given a higher weight to  Plug-In links 
and have penalized Subsumes links. The parameters a  and P are set to 0.8 and 0.4 respectively 
based on heuristic measures. The size of the short list which should be specified by the user was 
set to 40 services since our evaluations were carried out to up to 40 services retrieved.
We compared the distributed service matchmaking method (discussed in Section 5.4) with 
our other service matchmaking methods while (for the distributed service matchmaking) varying 
the number of clusters the services can be assigned to. We also compare the distributed service 
matchmaking to the text-matching approach, and the OWLS-MX service matchmakers.
All experiments were carried out on a computer with Intel(R) Core(TM)2 Duo T7500 2.2GHz 
CPU, 2GB RAM, and running Microsoft Windows 7 x86.
5.5.1 Precision@n
Precision is a measure used to evaluate the results of the search and matchmaking process. 
Precision@n [185] is a measure of the precision of the system taking into account the first n  
retrieved services. Precision reflects the number of retrieved services which are relevant to the 
search. The precision for a set of retrieved services is given by:
. . {{RelevantServices) D {RetrievedServices]\
---------------\{Retr^e^edServices}\------------ "
where the set of relevant services to a given query is defined in the OWLS-TC v3.0 test 
collection. Only services with a graded relevance value of 3 were considered for this evaluation.
5.5.2 Normalised Discounted Cumulative Gain
NDGGn  [186] is a measure th a t takes into account the graded relevance of each service retrieved. 
This measure is particularly useful for evaluating ranking results since not all services in a 
relevance set are of the same relevance to the query. The NDGGn  for n  retrieved services is 
given by Equation 5.8.
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where DCGn is the Discounted Cumulative Gain and ID G G n  is the Ideal Discounted Cu­
mulative Gain.
The IDGGn  is found by calculating Discounted Cumulative Gain of the ideal first n  returned 
services for a given query. The DCGn  is calculated by Equation 5.9.
^  nlabelii) _  i
=  ( 5 . 9 )
where n  is the number of services retrieved, labelii) is the graded relevance of the service in 
the 2th  position in the ranked list, b is the Discounting Factor which models the user’s persistence 
{e.g. impatient: 6 =  2; persistant: b = 14).
NDGGn  gives higher scores to systems which rank services with higher relevance first and 
penalizes systems which return services with low relevance. In our experiments we set 6 =  2 and 
used graded relevance scheme with values from 3 (high relevance) to 1 (low relevance).
5.6 Results
The average and ND G G n  are obtained over all 29 service requests for LDA, LDA with 3 
Cluster Assignments, PLSA, Text-Matching, OWLS-MO, and 0WLS-M4. The results are shown 
in Figures 5.3 and 5.4 respectively.
The P@n results show that Text-Matching and the logic-based OWLS-MO were unable to 
find some of the relevant services th a t were not directly related to the queries through logic 
descriptions or keywords. The PLSA model does not capture the information in the latent 
factors as efficiently as LDA and thus the search and matchmaking mechanism based on PLSA 
exhibits poor precision. LDA captured more information in the latent factors than PLSA and the 
LDA based mechanisms exhibited better precision. LDA with 3 Cluster Assignments performed 
better than Text-Matching and the logic-based OWLS-MO but exhibited less precision than the 
LDA with full registry search. The LDA with full registry search managed to find some of the 
relevant services th a t LDA with 3 Cluster Assignments missed out due to the limited scope of 
the latter mechanism. 0WLS-M4 and 0WLS-M3 also found more relevant services than the 
Text-Matching approach and the logic-based OWLS-MO. The LDA Full Registry Search gives 
better precision than 0WLS-M4 at five services retrieved. However, 0WLS-M4 outperforms the 
LDA Full Registry Search at ten and fifteen services retrieved. 0WLS-M3 gives better precision
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than all other methods for the first sets of services retrieved but is outperformed by the LDA 
Full Registry Search from twenty services retrieved onwards. The P@n results suggest tha t an 
LDA search that restricts the scope to the most relevant cluster(s) can exhibit a precision near 
to that of a full repository search while restricting the scope of search and reducing the number 
of computations required.
•LDA Full Registry Seaich
No. of Serv ices R etrieved
F igure 5.3: Averaged P@n values for LDA and other state-of-the-art matchmakers over 29 
queries.
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F igure 5.4: Averaged N D C G n  values for LDA and other state-of-the-art matchmakers over 
29 queries.
NDCGn  evaluates the ranking mechanism and it is the most important measure to evaluate 
the autom ated search and matchmaking process. The top most relevant [e.g. the first five or 
ten) results retrieved by a search and matchmaking process are the main results tha t will be 
used by the client user. Both LDA based matchmakers perform better than the other service 
matchmakers in this experiment. The LDA Full Registry Search holds a higher ND C G n  than all 
other methods for any number of services retrieved, this reflects the accuracy of the probability 
based ranking mechanism used by our method. Text-Matching and OWLS-MO have a low 
NDGGn  because, as shown in the P@n results, both mechanisms are unable to find some of the 
highly relevant services. PLSA exhibited poor NDGGn  results as expected due to its inaccuracy
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in extracting latent factors. 0WLS-M4 exhibited a high NDCGn  but was outperformed by both 
LDA methods for the first five services retrieved.
No of Services Retrieved
F igu re 5.5: Peformance of LDA over 29 queries for different numbers of latent factors gen­
erated.
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F igu re 5.6: Comparison of P@n scores for LDA with different numbers of Cluster Assign­
ments for each service.
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F igu re 5.7: Comparison of NDCGn scores for LDA with different numbers of Cluster As­
signments for each service.
Figure 5.5 shows the average P@n and NDCGn  for LDA with different numbers of latent 
factors. The curves are labelled LDA AA, where AA indicates the number of latent factors.
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These results were used to determine empirically the number of latent factors used for LDA and 
PLSA in all the other experiments.
Figure 5.6 and Figure 5.7 show the comparison of P@n and NDCGn  scores for LDA with 
different number of cluster assignments. In both cases, LDA with full registry search represents 
the best case scenario where the process checks every service in the registry. The LDA match­
makers with different cluster assignments show the effect of restricting the scope of search on the 
average P@n and NDCGn  scores of the method. LDA with one cluster assignment exhibits the 
least P@n and NDGGn  performance while as we allow services to be assigned to  more clusters 
(thus increasing the scope of the search), the P@n and NDGGn  performance start approaching 
that of LDA with full registry search.
The average P@n and NDGGn  including our hybrid matchmaking method {LDA + Logic) 
are shown in Figures 5.8 and 5.9. The hybrid method successfully combined the merits of 
LDA-base matchmaking with weighted-link matching to accurately re-arrange the results thus 
outperforming all the other methods in terms of precision. The hybrid method also holds a 
higher NDGGn  than all other methods for any number of services retrieved, this reflects the 
accuracy of the hybrid ranking mechanism used by our method.
Figure 5.8: Averaged P@n values for the Hybrid matchmaker and other state-of-the-art 
matchmakers over 29 queries.
Figure 5.10 and Figure 5.11 show the comparison of P@n and NDGGn  scores for the dis­
tributed service matchmaker with different number of cluster assignments. In both cases, LDA 
+ Logic on Full Registry represents the best case scenario where the process checks every service 
in the registry. The distributed service matchmakers with different cluster assignments show the 
effect of restricting the scope of search on the average P@n and NDGGn  scores of the method. 
The curves are labelled LDA -h Logic with X  Cluster Assignment, where X  indicates the number 
of clusters a service can be assigned to. The distributed service matchmaker with one cluster 
assignment exhibits the least P@n and NDGGn  performance at five services retrieved while as
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F igure 5.9: Averaged N D C G n  values for the Hybrid matchmaker and other state-of-the-art 
matchmakers over 29 queries.
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F igure 5.10: Comparison of P@n scores for the Hybrid matchmaker with different numbers 
of Cluster Assignments for each service.
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F igure 5.11: Comparison of NDCGn scores for the Hybrid matchmaker with different num­
bers of Cluster Assignments for each service.
we allow services to be assigned to more clusters (thus increasing the scope of the search), the 
F@n and NDCGn  performance start approaching th a t of LDA + Logic on Full Registry.
The comparisons of average P@n and NDCGn  scores for all of our methods and the state- 
of-the-art service matchmakers are sho%m in Figures 5.12 and 5.13. These results show that
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although the distributed service matchinaking does not perform as well as when the Hybrid 
matchmaker searches the full registry, it can still out perform all the other matchmaking methods.
—»-LD A  -  Lo^c on Pull Repoaitc-ry 1
• « ' LDA » Logic with 3 Clucler Assignment | .. 
-♦ -L O A  Full Registry Search |
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No. of Serv ices Retrieved
F igure 5.12: Comparison of P@n scores for the Hybrid matchmaker with clustering and 
state-of-the-art matchmakers over 29 queries.
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F igu re 5.13: Comparison of NDCGn scores for the Hybrid matchmaker with clustering and 
state-of-the-art matchmakers over 29 queries.
5.7 Discussion
This chapter discussed using probabilistic machine learning for service matchmaking and ranking. 
The proposed solution applies unsupervised probabilistic machine learning methods (i.e. LDA 
and PLSA) to the service description data and creates a lower dimensional vector model to 
represent the services. A fold-in approach is used to process service requests and to add new 
services to the model. A vector distance measure is used to calculate the similarity of vector 
representations in the latent factor space. A common OWL-S dataset (i.e. OWLS-TC) is used 
for evaluating the proposed solution. We have developed an OWL-S parser to extract functional 
and non-functional attributes of the service descriptions from the OWLS-TC dataset. The 
extracted attributes are then fed into the probabilistic machine learning methods to construct the
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latent factor space model. We have evaluated our results against a text-based matchmaker (by 
employing Apache Lucene) and also existing logic-based and hybrid methods using OWLS-MX 
software. The results show that our LDA-based approach performs better than other solutions 
in terms of Nonaalised Discounted Cumulative Gain {NDCGn)  values for a small number of 
services retrieved. The NDCGn  is the most important measure for automated service discovery 
because it reflects the accuracy of the flnal ranking of the results. The first five services retrieved 
are of high importance because they are the ones tha t the client is most likely to use, especially 
if the client is a machine (and therefore cannot browse a long list of results to decide which 
services to choose). The proposed solution is also scalable to large service repositories as it does 
not require re-training of the model when new services are added, as long as the new services do 
not contain new concepts tha t have never been seen before by the machine.
New services can be folded into the model by using Gibbs Sampling or any other similar 
methods. The similarity value between services is obtained by measuring the distance between 
service vectors or service and request vectors in the latent factor space. The similarity value is 
also used as a notation for similarity ranking. This provides a mechanism for ranking the results 
of a service search according to numerical similarity measures for functional and non-functional 
parameters. The proposed methods enable automated service discovery by processing service 
request templates or keyword/ attributes-based service requests and retrieving the most relevant 
services to the submitted request. The results show that the LDA-based method outperforms 
text-based matchmaking and state-of-the-art semantic service matchmakers.
The latent factor model can be also used for clustering services according to their similarity 
to a set of specific clusters in the latent factor space. The clusters can be used for distribu­
tion of service descriptions in the latent factor space among different registries in a distributed 
environment for large-scale service platforms. By applying this method similarity of a service 
request to different clusters can be used as criteria to reduce the scope of the search to a limited 
number of clusters. Results show that there is a trade-off between how much the scope of search 
is restricted and the accuracy of the system. However, restricting the scope of search to the three 
most relevant clusters did not have a huge impact on the overall performance, in comparison to 
the LDA-based matchmaker tha t searched through the whole service registry.
A hybrid semantic matchmaker th a t combines probabilistic matchmaking with a logical signa­
ture matchmaking method was also presented in this chapter. Probabilistic service matchmaking 
alone does not check the 10  signature of a service. Therefore, logic-based 10  signature match­
making is important when specific input and output parameters are needed such as in service 
composition or service provisioning scenarios. The logic-based component introduces the level
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of automation needed to for an automated service discovery solution. The hybrid matchmaker 
exhibits higher performance than existing methods in terms of P@n and NDCGn-  The weighted- 
link matchmaking provides a versatile approach for evaluating the degree of match of individual 
links and paves the way for the integration of the hybrid semantic service matchmaking method 
with higher-level service-oriented functionalities in dynamic environments.
We also discussed a distributed service discovery architecture and evaluated the distributed 
service matchmaker in terms of P@n and NDCGn-  The evaluation results show that although 
this does not provide the same level of performance as the hybrid matchmaker searching the 
whole registry, the distributed service matchmaker still performs better than the other methods 
and provides a solution th a t is accurate and can be distributed across different service repositories 
for a more scalable architecture.
Next chapter will discuss how the automated service discovery solutions discussed in this 
chapter are used in providing automated service composition.
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Service Composition
Automated service composition is a research challenge of significant importance in service- 
oriented-computing [13, 187]. Automated service composition could potentially provide a so­
lution for enabling machine-controlled integration of loosely-coupled functionalities, thus creat­
ing composite services tha t can provide the required functionality with minimal programming 
effort and very little human intervention. However, automated service composition in resource- 
constrained dynamic environments, such as Pervasive Computing and loT, is more challenging 
than service composition in enterprise service-oriented computing environments where reliable 
services are abundant. In dynamic environments the service conditions might change frequently 
and sometimes a service might disappear for various reasons (e.g., low battery or network break­
age).
The availability of services cannot always be guaranteed due to the dynamic nature of real- 
world devices in sensor, embedded-appliance, and actuator networks. This makes static service 
composition planning an unsuitable solution for service composition in dynamic environments. 
We need automatic and dynamic mechanisms th a t can compose a service automatically or com­
pensate for a service that becomes unavailable during runtime. Different works exist on how to 
automatically create composite services from a pool of candidate services [133, 135, 182, 188- 
190]. Some of these works focus on automatically creating a service composition execution plan
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based on the dependencies of a number of candidate services for composition [135, 189, 190]. 
These works are based on the assumption that there is a mechanism to find the candidate services 
for composition. However, finding candidate services for a service composition is a  challenging 
task because a service request usually does not specify how the request can be broken down 
into smaller sub-requests to make it possible to find the low-level candidate services {i.e. atomic 
services) for composition.
This chapter presents a solution for automated service composition in dynamic environments. 
The main contribution is the design of the Divide and Conquer method for service composition 
and compensation based on iterative decomposition of service requests and matching against 
service descriptions. We demonstrate a novel concept called Transient Link Dependency Matrix 
which facilitates the construction of the service composition solution. Based on this concept, 
we explain how a (relatively complex) service request can be broken into one or more simpler 
sub-requests which represent relaxation of the original search criteria and make the process of 
searching and matching more flexible. Furthermore, we show that the proposed Divide and 
Conquer approach can also be used to compensate services during service execution time. The 
research challenges addressed in this part are listed below.
3.1. Finding candidate services for composition dynamically during runtime upon re­
ceiving a service request.
3.2. Decomposition of a service request into simpler sub-requests is not well addressed by 
existing work. Work on request decomposition relies on the assumption tha t there 
exists a comprehensive knowledge-base that contains sufficient domain knowledge 
to allow machines to break down the problem using logic-based methods.
3.3. Automatic creation of abstract execution plan during runtime can lead to creation 
of cyclic dependencies and needs to be checked before deployment.
3.4. As the workflow of a composite service grows, the reliability of the workflow de­
creases significantly.
3.5. Existing compensation/replanning algorithms build up a list of backup services 
during the planning stage. However, the availability of backup services cannot be 
guaranteed anymore at runtime due to the dynamic service environment. A more 
dynamic compensation strategy is required.
3.6. Adaptation to changes in the service environment by compensating for missing 
services requires automatic reconfiguration of execution plan.
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F igure 6.1: Partially matching two services.
The rest of this chapter is organised as follows. Section 6.1 explains how the weighted-link 
matchmaking introduced in Section 5.2.2 can be used to compute partial matches between ser­
vices and the importance of partial service matchmaking in service composition planning. Section 
6.2 introduces the concept of Transient Link Dependency Matrix and elaborates how it can be 
constructed with the splitting of service requests to facilitate matching with service descriptions. 
Section 6.3 explains in detail our Divide and Conquer algorithm for service composition as well 
as compensation based on the Transient Link Dependency Matrix. Section 6.4 briefly describes 
how service execution plans can be automatically constructed using the proposed algorithm. 
Section 6.6 demonstrates the experimental results.
6.1 Partial Service Matchmaking
In Section 5.2 we introduced the concept of service links and link-based matchmaking. Link- 
based matchmaking, unlike rigid logical signature matchmaking filters, allows for partial service 
matchmaking where a subset (or all) of the outputs of a service match a subset (or all) of the 
inputs of another service (as in the example shown in Figure 6.1). Partial service matchmaking 
is very important in automatic service execution plan creation of composite services because it 
allows machines to analyse how the inputs of a service can be satisfied using outputs from more 
than one service. Although not as ideal as a complete match, a partial match still works, as 
long as the inputs of all services involved are satisfied and no cyclic dependencies (explained in 
Section 6.2) exist in the execution plan.
The partial service matchmaking used in this chapter uses Equation 5.5 to calculate the 
link score Linkscore{Src, D^t) between a source Src and destination Dgt parameter. A short­
list of candidate services tha t are highly related to a request / sub-request is first obtained using
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F igu re 6.2: The Transient Link Dependency Matrix, (a) The left hand side of the matrix, 
(b) The right hand side of the matrix.
the hybrid service matchmaking solution described in Section 5.3. Then, starting from the 
top of the ranked list. Equation 5.5 is used to evaluate the strength of partial links between 
the output parameters of services in the candidate list and the input parameters specified in 
the request/ sub-request. The algorithm keeps browsing through the ranked candidate list until 
every input specified in the request/ sub-request has been matched to an output from one of the 
candidate services in the ranked list.
6.2 Transient Link Dependency Matrix
While automatically building a composite service, it is important to keep a model of the structure 
being built and considering how the input parameters of a service may depend on the output 
parameters of another service. Onier and Schill [135] use an Input/O utput Dependency Matrix 
to represent how the inputs of candidate services chosen for composition depend on the outputs 
of other services. They propose a method to automatically generate an execution plan for the 
composite web services based on the constructed Dependency Matrix. However, their approach 
allows for cyclic dependencies [135]. A cyclic dependency occurs when the output of a service is 
matched to the input of a service that generates an output that feeds back into the first service, 
thus creating a loop. We argue that a service can only generate its outputs if it is given the 
required inputs first. This implies that if a web service A  depends on the web service B  and B  
depends on one of the outputs of A, the outputs of A  will not be generated until B  generates 
its outputs and B  cannot generate its outputs unless it receives all the required inputs. The 
latter will create an intractable loop. Thus cyclic dependencies should not be allowed in a service 
composition.
We propose a Transient Link Dependency Matrix (TLDM), similar to the Dependency M atrix 
proposed by Omer and Schill [135]. However, instead of having an nxn  matrix where n is the
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number of candidate service for composition, we propose an sxd matrix where s is the total 
number of destination parameters that need to be matched and d is the total number of available 
source parameters. Inputs specified in a service request are parameters that can be supplied by 
the user and thus take the role of^source parameters. Outputs specified in the service request 
are parameters that must be generated by the composite service and take the role of destination 
parameters in the TLDM. For candidate services chosen for composition, the input parameters 
take the role of destination parameters th a t need to be matched to source parameters, and the 
outputs take the role of source parameters th a t can be fed into destination parameters.
An example of a TLDM is shown in Figure 6.2. Each column can contain no more than  one 
entry with an x  tha t indicates which source parameter that destination parameter is matched 
to. Source parameters can be matched to more than one destination parameter. Empty columns 
indicate destination parameters tha t have not been matched to any source parameters yet. This 
set up makes it easier to represent exactly how the interface of one service links to the interface 
of other services. If one of the columns representing inputs of a service is empty, it means that 
all the necessary information cannot be supplied to th a t service and the output of th a t service 
cannot yet be used in the composition. In our approach, we make sure no cyclic dependencies 
are created by making the outputs of a service available for link matching only after the inputs 
for th a t service are completely matched.
Another main difference between the TLDM and the Dependency Matrix proposed by Omer 
and Schill [135] is th a t the TLDM starts as two sub-matrices: the left hand side (Figure 6.2.a) and 
the right hand side(Figure 6.2.b) matrices. Source parameters listed in the left hand side matrix 
are also available in the right hand side but the right hand side matrix also contains probational 
source parameters that are not available on the left hand side. The two sub-matrices eventually 
converge to become a single matrix, at this point the probational source parameters stop being 
probational and the service composition solution is complete. This allows our algorithm to start 
populating the matrix in a bottom-up [34] and top-down [191] approach simultaneously. The left 
hand side matrix starts building on top of inputs specified in the service request and the sensors 
(which do not require any inputs to produce their output). The right hand side m atrix starts
from the required outputs and builds its way back, therefore the inputs of these services have
\
not yet been properly matched and thus their outputs are only available on a probation status. 
When all the inputs of a service on the right hand side of the matrix get matched to outputs 
from the left hand side, the outputs of tha t service are transferred to the left hand side matrix 
and are not on probation state anymore. When all the required outputs are linked to outputs 
from the left hand side, it means the service composition solution is complete. The process of
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populating the TLDM is explained in more detail in the next section.
6.3 Divide and Conquer Approach
The Divide and Conquer approach for service composition is an iterative algorithm designed 
to split a request into simpler sub-requests that relax the matchmaking criteria and make it 
easier to find relevant candidate services. The method also actively checks at every step of 
the process how the retrieved candidate services can be used together for composition while 
inherently avoiding the creation of cyclic dependencies among the candidate services.
Algorithm 3 shows the pseudo code for the Divide and Conquer approach. The process starts 
with a request tha t specifies a  set of input and output parameters and also a set of semantic 
descriptions tha t specify the required internal processes and operations. Formally, a request 
R  can be expressed as R  = {in,out,proc}  where the sets in{R), outR, and procR  denote the 
sets of required inputs ,outputs, and processes respectively. If searching directly for R  yields
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Figure 6.3: Splitting request FireAlarmRequest into sub-requests i?i,i and
no candidate service that can individually provide all the required capabilities, we split up the 
request R  into two sub-requests as shown in Figure 6.3. The left hand split creates a search 
in terms of inputs and the right hand split creates a search request in terms of outputs.
The algorithm takes in{R) and proc{R) to create sub-request and out{R) and proc{R) 
to create R i 2^ (as shown in Figure 6.3). Note th a t when we split a request, we use the convention 
Ra,b where a indicates how many internal levels we have split the original request, and b takes 
values {0,1,2}. 6 =  0 denotes a request which has not been split, 6 = 1  denotes the left hand 
split, and 6 =  2 denotes the right hand split.
The TLDM is populated by searching for services tha t can satisfy If no service is found 
tha t contains all the output parameters specified in in{Ri^2 ), the first set of services S i ^2 tha t 
collectively contain all the output parameters specified in uut{Ri^2 ) ai’C selected. This is shown as:
V S _ O u ti  e  out [8 1 2^ ] 3 Ri^2 _ 0 utj e  out{Ri^2 ) : L ink{S_O uti, Ri^2 _ 0 u tj)  G 
[Exacts Subsumed}
For every output S _ O u t  G in{Si^2 ) the algorithm checks if there exists a parameter in the 
destination parameters listed in the right hand side of the TLDM that it can be linked to. If a 
valid match is found, S _O u ti  is added as a probational source candidate in the TLDM and the 
link between S _ O u ti  and the destination parameter is stored in the matrix. This procedure is 
carried out by the m atchlO Q  function and is repeated until every output parameter specified 
in R i ^2 has been matched to a source parameter.
The search and matchmaking mechanism is called upon again to search for services tha t 
match The algorithm selects the first set of service 5i,2 tha t collectively contain all the
input parameters specified in in{Ri^i). This is shown as:
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For every input S _ lu i  G the algorithm checks if there exists a source parameter
listed in the left hand side of the TLDM th a t it can be linked to. If not all the inputs of a service 
can be linked to source parameters in the left hand side of the TLDM, the service is discarded 
because without supplying all its the necessary inputs, the service cannot be composed. If a 
valid match is found, every S _ Iu i  is added as a destination parameter in the TLDM and the 
link between S _ Iu i  and its source parameter is stored in the matrix. The output parameters 
of tha t service are then made available as source parameters in the left hand side of the TLDM. 
This procedure is carried out by the matchlOÇ) function.
At this stage, the entries in the TLDM are checked to see if any source parameters from the 
left hand side can be linked to destination parameters from the right hand side. If any services 
from the right hand side get all their inputs matched to the left hand side, the service stops 
being on probation status and all its source parameters are transferred to left hand side. If all 
the services in the right hand side have had their inputs matched to the left hand side, then the 
algorithm has found all the candidate services necessary to create a composite service. Otherwise, 
a new sub-request J?2 ,o =  {in,out,proc}  is created. Where m (i?2 ,o) are all the available source 
parameters listed in the left hand side of the TLDM, out(i?2 ,o) are all the unmatched destination 
parameters listed in the TLDM, and proc(% ,o) =  Woc{Rifi).
If a service tha t satisfies sub-request i?2 ,o is not found, the sub-request would be split again 
into two parts: the left hand split i?2 ,i and the right hand split i?2,2 and the process will be 
repeated all over again. The method is designed to loop until the inputs to all the services in 
the TLDM are linked. However, not all outputs need to be used in a composite service and thus 
outputs th a t have not been linked can be disregarded in the end. To ensure a fully operational 
composite service, it is important th a t the services from the right hand m atrix have all their 
inputs matched (so that they can function and produce the required outputs). It is not necessary 
for all the outputs to be matched because there might be cases where a service produces some 
other outputs besides the outputs tha t we need. We assume that the user does not have any 
problem if extra outputs are produced as long as the required outputs are ultimately generated.
The algorithm may reach to a point where no solution that eventually bridges the left hand 
split and the right hand split together is found and the request keeps being broken down without 
converging to a viable composition. This short-coming can be overcome by defining a threshold 
for the maximum depth (number of splits) tha t can be reached by the algorithm.
The maximum depth for the divide and conquer method can be determined by a combination
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functionality.
F igure 6.4: Replacing a missing service with a composite service.
of criteria defined explicitly by the user or determined implicitly from the user preferences. Such 
criteria includes the maximum required response time (in case of real-time services), maximum 
amount of complexity that can be handled by the host of the composite service, and the maximum 
threshold of complexity desired by the user.
Another possible solution is to stop splitting, and to restart the steps but be more relaxed 
on the input criteria i.e. assume that the user might be able to supply additional inputs if it is 
needed.
6.4 Automatic Creation of Exectuion Plan
Works on automatic execution plan creation for service composition such as [135, 190] use the 
dependencies of services to automatically build an execution plan from a list of candidate services. 
As with most works in this field, the research interest is in the conceptual logic of execution 
path rather than generating a practical implementation [34], e.g. a WS-BPEL workflow [192]. 
Hashemian and Mavaddat [189] take into consideration not just the 10  dependencies of the 
candidate services but also the state transitions of their internal processes when building the 
composite service execution plan.
In our method, the service execution plan creation is performed automatically through the 
TLDM while we also look for the candidate services. This is more efficient than breaking the 
automatic service composition into separate service discovery and automatic execution plan 
creation stages. Building the execution plan through the TLDM also makes sure that the final 
execution plan contains no cyclic dependencies (as explained in Section 6.2).
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Table 6.1: Requests and the services that make up the solution for each request.
R e q u e s t  N a m e  R e q u e s t  N o .  S e r v i c e s  '___________________________________________________________
B u s R e q u e s t 2  . # 1  B u s L o o k U p _ W S ,  B u s S t o p L o c a t i o n _ W S
C a m e r a P r i n t R e q u e s t  # 2  P i c t u r e C a m e r a 0 l B A 0 2 ,  P h o t o P r i n t e r B A 0 2
W e a t h e r R e q u e s t  # 3  F o r e c a s t ^ W S l ,  F o r e c a s t _ W S 2 , C h e c k R a i n _ W S
B u s R e q u e s t l  # 4  G P S _ W S ,  B u s L o o k U p _ W S ,  B u s S t o p L o c a t i o n _ W S
F i r e A l a r m R e q u e s t  # 5  t e m p e r a t u r e _ s e n s o r 0 l B A 0 2 .  s m o k e _ _ s e n s o r 0 1 B A 0 2 .  0 r e _ p r o c e s s i n g _ s e r v i c e ,  R r e _ a l a r m  s e r v i c e
C i t y R e q u e s t l  # 6  C i t y T e m p e r a t u r e _ W S ,  R a i n f a l I _ W S ,  W i n d s p e e d ^ W S ,  I n f e r e n c e _ W S ,  A c t u a t o r W S
C i t .y R e q n e s t2 ____________________ # 7 _________ T r a f f i c  W S , C i ty  T e m p e r a t u r e  W S , R a i n f a l l  W S ,  W in d s p e e d  W S , I n f e r e n c e  W S . A r t .n a t .n r W S
6.5 Service Compensation
Our approach to service compensation also makes use of the Divide and Conquer algorithm. 
When a service in a service composition suddenly becomes unavailable, the compensation mech­
anism automatically creates a service request that specifies the same functionality and 1 0  pa­
rameters as those of the service that became unavailable. This service request is first forwarded 
to the service discovery solution to search for a service th a t can replace the unavailable service. 
However, if no such service exists, the compensation mechanism uses the Divide and Conquer 
algorithm to  divide the request into simpler sub-requests until it finds a composite service that 
can replace the unavailable service (See Figure 6.4, the functionality of service S3 is replaced 
with a composite service).
The compensation mechanism updates the execution plan so th a t the client can continue using 
the composite service seamlessly. Service compensation allows service composition to adapt to 
the dynamic changes th a t are expected in an environment full of unreliable services. This makes 
our approach a viable solution for automated service composition in dynamic environments.
6.6 Evaluation
For our evaluations we created a dataset consisting of 1220 service descriptions tha t include 
sensors, actuators, and processing services. The service descriptions are represented in the 
loT semantic service description model proposed in [22]. The services in the dataset con­
tain concepts and parameters from different domains including: business, medical, city, com­
merce, geography, military, office, technology, travel, and weather (the dataset can be accessed 
at http://tinyurl.com /9a2m m lf).
We evaluate the divide and conquer algorithm against a Backward Chaining algorithm [193], 
an algorithm used for top-down service composition. The Backward Chaining algorithm works by 
finding services tha t match the outputs of the request and then takes the inputs of these candidate 
services and searches for other services whose outputs match the inputs of these services. The 
algorithm keeps working backwards like this until sensor services (that require no inputs) are 
found, or the inputs of the services at the bottom  of the chain match the inputs specified in the
1 1 1
Table 6.2: Services that went missing and the services that make up the compensation solu­
tion.
Service Name Services in Compensation Solution
CameraPrintRequest V ideoC am era_01BA 02, M otionPictureToStill Service 
Inference WS BUInference W S l, BUInference WS2, BUInference WS3
service request. Outputs are matched to inputs using the link-based matchmaking described in 
Section 5.2.2.
The evaluation test cases consisted of submitting a service request to both algorithms and 
letting the methods find a composition th a t provides a solution for the request. We made sure 
th a t for every request there exists at least one possible composition solution in the dataset. All 
the requests are provided in the form of the loT service description model proposed in [22]. 
Table 6.1 shows the requests and the services th a t make up the solution for each request (the 
service requests used in our evaluations can also be found at http://tinyurl.com /9a2m m lf).
We demonstrate how the divide and conquer approach can be used to provide automated 
service compensation by removing service PictureCamera_01BA02 from soloution # 3  and In- 
ference_ WS from solution #5. The service description of PictureCamera_01BA02 and Infer­
ence _W S are submitted to both algorithms as requests and the algorithms look for services or 
composition of services as replacements. The services tha t when composed together can replace 
PictureCamera_01BA02 and Inference_ WS are shown in Table 6.2.
All experiments were carried out on a computer with Intel(R) Core(TM)2 Duo T7500 2.2GHz 
CPU, 4GB RAM, and running Microsoft Windows 7 x86.
6.7 Results
Table 6.3 summarises the results from the service composition evaluations. For each request, we 
measured the time it takes for the algorithm to find the solution and the depth (i.e.; the number 
of times the request had to be split). If a table entry contains the symbol ’/ ’, it means th a t the 
algorithm did not manage to find a composition solution for that request.
The results show that the Back Chaining algorithm converges to a solution faster than  the 
Divide and Conquer algorithm for solutions consisting of a small number of services. This is 
because the Back Chaining algorithm does not need to split the request and call onto the service 
matchmaking mechanism twice. However the Back Chaining algorithm was not able to solve 
requests #3 , #6 , and # 7  while the Divide and Conquer algorithm successfully solved requests 
# 3  and #6.
Request # 7  was similar to request # 6  but specified no inputs. We included this request to
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Table 6.3: Service Composition Results
Request No. Divide and Conquer Back Chaining
Time /  s Depth Time /  s Depth
# 1 12.629 2 11.421 2
# 2 13.196 2 11.660 2
# 3 14.141 2 / /
# 4 14.622 3 12.527 3
# 5 14.793 2 13.279 2
# 6 45.348 4 / /
# 7 / / / /
Table 6.4: Service Compensation Results
Compensation Request Divide and Conquer Back Chaining
Time /  s Depth Time /  s Depth
PictureCamera 01BA02 13.532 2 12.630 2
Inference_WS 13.357 1 / /
show how the Divide and Conquer algorithm responds in the same way as the Back Chaining 
algorithm when no inputs are specified in the request to create a left hand split from. If a request 
is too vague, it is harder for an automated service composition approach to find the correct 
solution. It is important th a t service requests provide enough information about the required 
functionality. In the case of request # 7 , the solution required an extra service (Traffic_ MKS") to 
provide information about the traffic density. The traffic density information was specified as an 
input in request # 6  and therefore Traffic_ WS was not required as part of the solution because 
the request specified tha t the output provided by Traffic_ WS was already known.
Table 6.4 summarises the results from the service compensation evaluations. The service 
descriptions of the services tha t were removed from the dataset were used as the compensation 
request. The table shows how long each algorithm took to find a composition of services that 
can replace the missing service and the depth reached in each case. If a table entry contains the 
symbol ’/ ’ it means that the algorithm did not manage to find a solution for tha t compensation 
request.
The service compensation results show that the Divide and Conquer approach can find ser­
vice compositions to replace missing services even in cases where the Back Chaining algorithm 
fails. The Divide and Conquer approach works best when the request indicates what inputs are 
available in conjunction with what outputs are required. If a request only specifies the required 
outputs, the Divide and Conquer approach can only work from the top-down and thus responds 
in a similar way as a Back Chaining algorithm.
The time complexity of the Back Chaining algorithm is O while the time complexity
of the Divide and Conquer algorithm is 0  ( b ^  j . Parameter b is the branching factor which
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depends on the maximum number of input links every service can have and parameter d is the 
depth of the solution.
6.8 Discussion
Automatic service composition offers a solution for providing the required functionality to users 
in the service-oriented platforms when no single resource can provide the full required functional­
ity. The Divide and Conquer approach revolves around the concept of representing resources as 
semantic services so th a t service-oriented computing methods can be applied to provide higher- 
level solutions such as service composition and service compensation. Our proposed approach 
provides a mechanism for breaking down a service request into simpler sub-requests. The sub­
requests relax the search criteria and make the process of searching candidate services for com­
position more flexible.
The Divide and Conquer approach uses a Transient Link Dependency Matrix th a t allows 
the composition solution to be built up simultaneously in a top-down and bottom-up approach. 
After each iteration, the two sides of the composition solution are checked to verify if they 
converge to a complete solution. Evaluation results show that the approach managed to find 
the correct solution for almost all composition requests in our experiments, even in some cases 
where a Back Chaining algorithm failed. The Divide and Conquer approach can also be used to 
find replacement services for the missing ones during runtime (ie .; service compensation). The 
evaluation results also show that the divide and conquer approach was able to find compensation 
solutions successfully and outperformed the Back Chaining algorithm.
.1.14
Conclusions and Future Work
This chapter concludes the thesis with a review of the work presented in previous chapters, and 
summarises the research contributions. Furthermore, it discusses and suggests directions for 
future work.
7.1 Results
This thesis discussed the widespread use of Web services in different areas of research and the 
changes required in service publication, discovery, and composition solutions in order to accom­
modate for the heterogeneity and unreliability of services in dynamic environments. Moreover, 
the research challenges th a t have emerged as a result of these new requirements were identified. 
Solutions for the three major challenges in providing service discovery and composition in dy­
namic environments were proposed, i.e., efficient clustering of heterogeneous service descriptions, 
automated service discovery, dynamic and adaptable service compensation.
Chapters 1 and 2 introduced our research problem, the various challenges th a t this thesis 
aimed to address, and the state-of-the-art research on this topic. Chapter 3 discussed the concept 
behind our approach and how all the parts of our work fit together.
Chapter 4 presented a new solution for representing heterogeneous service descriptions in
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a latent factor space and a clustering scheme based on latent factors. Latent factors (see Sec­
tion 4.4) are a hidden dimension behind -the concepts observed in a service description that are 
extracted using two probabilistic machine-learning techniques: Probabilistic Latent Semantic 
Analysis (PLSA) [94] and Latent Dirichlet Allocation (LDA) [99]. Representing the information 
contained in service descriptions in terms of latent factors rather than normal concepts reduces 
the dimensionality of service descriptions as each latent factor represents a group of concepts. 
The solution uses the latent factor space to create a homogeneous indexing scheme for heteroge­
neous service descriptions. The latent factors also provide a homogeneous plane on which these 
services can be organised into clusters. New service descriptions are converted to latent factor 
space using a technique called Folding-In [93] and are stored in the most relevant cluster(s). A 
clustering scheme based on PLSA and a clustering scheme based on LDA were experimentally 
compared to  a K-Means [83] and Agglomerative [83] clustering method. The method based on 
LDA performed better than the other methods in terms of Purity [84, 178] and Normalised 
Mutual Information (NMT) [177] (described in Section 5.5).
The challenges related to automated service discovery were addressed in Chapter 5 by pre­
senting a hybrid service matchmaking method that uses a mixture of probabilistic matchmaking 
and logical reasoning. The probabilistic method builds upon the latent factor indexing scheme 
from Chapter 4 and matches service requests to relevant service descriptions using a Cosine Sim­
ilarity [82, 84, 113] measure tha t determines the degree of match between the probability distri­
bution over latent factors of a service request and the probability distribution over latent factors 
of a service description. A probabilistic matchmaking solution based on PLSA and another one 
based on LDA were compared to a text-matching approach powered by Apache Lucene[183[ and 
the state-of-the-art semantic service matchmakers [121]; OWLS-MO, 0WLS-M3, and 0WLS-M4. 
The results show th a t our LDA-based approach performs better than other solutions in terms 
of Normalised Discounted Cumulative Gain [NDCOn) values for a small number of services 
retrieved. The N D C G n  is the most important measure for automated service discovery because 
it reflects the accuracy of the final ranking of the results. The first five services retrieved are of 
high importance because they are the ones tha t the client is most likely to use, especially if the 
client is a machine (and therefore cannot browse a long list of results to  decide which services 
to choose). The probabilistic matchmaking methods cannot not be used on their own for auto­
mated service discovery because although their precision is high, they caimot perform any logical 
analysis on the input/output (10) parameters of the service interface to  verify for compatibil­
ity. The LDA based probabilistic matchmaking method was complemented with a logic-based 
matchmaking component th a t provides the level of automation required for automated service
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discovery. Logical reasoning is used to analyse the links (refer to Section 5.2.1) between in­
dividual 1 0  parameters of a service description and the 1 0  parameters of a service request. 
This enables service interfaces to be verified automatically without the need of human super­
vision. The resultant hybrid service matchmaking solution was compared to the text-matching 
approach, and the state-of-the-art semantic service matchmakers [121]; OWLS-MO, 0WLS-M3, 
and 0WLS-M4. Evaluation results show that the hybrid service matchmaker provides a higher 
Precision@n and Normalised Discounted Cummulative Gain {NDCGn)  than the the probabilis­
tic matchmaker alone and the other state-of-the-art semantic service matchmakers. A distributed 
service discovery architecture based on latent factor clustering was introduced. The distributed 
architecture distributes service descriptions and service requests among specialised distributed 
service registries. The distributed service matchmaker was compared to  the other matchmaking 
methods and evaluation results show that although the distributed service matchmaker does not 
provide the same average Precision@n and NDGGn  performance as the hybrid matchmaker 
searching the whole registry, the distributed service matchmaker still performs better than the 
other methods and provides a solution that is accurate and can be distributed across different 
service repositories for a more scalable architecture.
Chapter 6 discussed a Divide and Conquer algorithm for automated service composition and 
compensation. The Divide and Conquer algorithm was used at the service runtime to repeat­
edly divide a service composition request into several simpler sub-requests. The was algorithm 
repeated until for each sub-request at least one atomic service th a t met the requirements of that 
sub-request was found. The identified atomic services were then used to create the execution 
plan for a composite service. The algorithm can also be used for real-time service compensation 
by using the description of a service in the execution plan, tha t becomes unavailable, as the ser­
vice request. The algorithm would then find a service or composition of services tha t can replace 
the missing service in the execution plan. The service compensation can be used during runtime, 
making it possible to  adapt to the changes in the dynamic service environment. This will enable 
to substitute and compensate the services th a t become unavailable during the execution lifecycle 
of a composite service. However, a composite service may still need re-deployment when a new 
service is introduced into the composition. Our method was compared to a Back-Chaining ser­
vice composition method. Evaluation results show that our proposed method performs effectively 
in decomposing a composite service request to a number of sub-requests and creates execution 
plans that can fulfil the service composition request even where the Bank-Chaining method fails. 
The Divide and Conquer algorithm was tested against the Back-Chaining algorithm in two ser­
vice compensation cases. The Back-Chaining algorithm managed to find a working solution in
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both cases while the Back-Chaining algorithm could only solve one.
7.2 Summary of Research Achievements
The objectives specified in Section 1.3 have been successfully fulfilled by the following main 
contributions.
1. An indexing scheme based on expressing service descriptions in terms of a probability 
distribution over latent factors; The latent factors were determined using probabilistic 
machine learning models ( PLSA and LDA; discussed in Chapter 4).
2. Interoperability between different service description technologies and different methods 
for defining parameters was achieved by mapping all the service descriptions to a latent 
factor space (using folding-In). Service developers can choose to compose and publish their 
service descriptions using whichever description model they prefer.
3. Load of the discovery computations was significantly reduced. The service descriptions 
were transformed firom a number of semantic annotations to a vector of smaller dimensions 
(latent factors). Services were classified and matched based on these vectors, thus the 
dimensions of the required computations were reduced.
4. An efficient mechanism for publishing new service descriptions using a technique called 
Folding-In [29]. Any new service description, as long as the service description technology 
or defined parameters were used in the initial training set, can be transformed into latent 
factor space and included in the index repository.
5. A clustering scheme based on latent factors th a t organised the registry into clusters. The 
clustering scheme allowed the service repository to adopt a distributed architecture, making 
it possible to  route a service request to the most relevant cluster, thus reducing the scope 
of search and making the solution more scalable.
6. The clustering scheme was compared to a K-Means clustering and an Agglomerative clus­
tering algorithm and performed better in terms of Purity and Normalised M utual In­
formation N M I .  The comparisons also show that our approach can fully represent the 
information in a dataset using less clusters than the other two methods.
7. Service requests in the form of a string or template form (discussed in Section 2.4) could 
be used for submitting search criteria to the automated discovery process. Service re­
quests were converted to a vector in latent factor space (also using folding-In) and services
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were matched to the request by measuring the similarity between the vector of latent 
factors describing a service and the vector of latent factors describing the request. This 
meant that different types of request templates could be used and heterogeneous service 
requests/ descriptions could be compared on a homogeneous plane.
8. Functional attributes and semantic data were implicitly taken into consideration in the 
probabilistic matchmaking process because this information was already captured in the 
probability distribution over latent factors describing each service.
9. The comparisons of Precision@n {P@n) and Normalised Discounted Cumulative Cain 
(NDCGn)  values for LDA with full registry search, LDA with nearest three clusters search, 
PLSA with full registry search, the Hybrid Matchmaker 0WLS-M4, the logic-based match­
maker OWLS-MO, and a syntax-based search indicated tha t the methods based on LDA 
outperformed all the other matchmakers in terms of Normalised Discounted Cumulative 
Cain (NDGGn)  values.
10. The Hybrid service matchmaker improved our work on probabilistic service matchmaking 
by introducing a logic-based 1 0  signature verification that provided the degree of automa­
tion needed for automated service discovery, making the solution complete. The hybrid 
method outperformed our LDA-based probabilistic matchmaker and the other state-of- 
the-art methods in terms of P@n and NDGGn-
11. A scheme based on latent factor clustering to distribute service descriptions and service 
requests among specialised distributed service registries. The evaluation results showed 
that although the distributed service matchmaker did not provide the same level of per­
formance as the hybrid matchmaker searching the whole registry, the distributed service 
matchmaker still performed better than the other methods and provided a solution that 
is accurate and can be distributed across different service repositories for a more scalable 
architecture.
12. A Divide and Conquer algorithm for service composition th a t dynamically created the ex­
ecution plan for composition in real-time. The algorithm broke down a service request into 
simpler sub-requests (i.e. Request Decomposition; a process th a t has not been properly 
addressed in service composition research). The sub-requests relaxed the search criteria 
and made the process of searching candidate services for composition more flexible.
13. A Transient Link Dependency Matrix that allowed the composition solution to be built 
up simultaneously in a top-down and bottom-up approach. After each iteration, the two
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sides of the composition solution were checked to verify if they converged to a complete 
solution.
14. The Divide and Conquer method actively checked at every step of the process how the re­
trieved candidate services could be used together for composition while inherently avoiding 
the creation of cyclic dependencies among the candidate services.
15. If during runtime a service provided by a constrained device became unavailable and there 
was no other atomic service capable to replace the missing service, the Divide and Conquer 
algorithm broke down the required capabilities into snialler sub-requests automatically 
during runtime so th a t simpler services could be found for each sub-request and then used 
together to provide the required capabilities. This successfully achieved dynamic service 
compensation.
16. Evaluation results showed that the Divide and Conquer algorithm managed to find the 
correct solution for almost all composition requests in our experiments, even in some cases 
where a Back Chaining algorithm failed. The evaluation results for service compensation 
also showed th a t the Divide and Conquer approach was able to  find compensation solutions 
successfully even where the Back Chaining algorithm failed.
7.3 Directions for Future Research
Automated service discovery and composition in a dynamic environments is an area of open 
research and although various researchers have been focusing on this field, there are still many 
open research challenges (as discussed in Chapter 2). The future work will focus on extending 
the scope of the service indexing model and detailing the automatic creation of execution plan 
in the dynamic service composition solution.
There is a plan to implement a latent factor model based on nonparametric hierarchical topic 
models [180] that can adapt to sets of never-seen-before data by creating new latent factors during 
runtime. Machine-learning with non-parametric topic models does not require the number of 
latent factors to be specified before training, the optimal number of latent factors is inferred 
during the learning process. This means that an optimal number of latent factors to represent the 
dataset does not need to be calculated before training and deploying the system. This approach 
would also eliminate the need of retraining the latent factor model whenever a substantial amount 
of new concepts appear in new service descriptions (as discussed in Section 4.5.1). The main 
challenges in implementing this approach is the adaptation of the hierarchical topic model to
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be used with short service descriptions and the development of an optimisation algorithm to 
perform the learning process.
The execution plan that is automatically created by the Divide and Conquer approach (dis­
cussed in Section 6.4) is an abstract logical representation of the service composition workflow 
and cannot be used directly to create a composite service. Logical operators will be used to con­
vert the link dependencies stored in the TLDM to WS-BPEL assertions and create a practical 
composition workflow implementation expressed in WS-BPEL.
There will also be focus on automated alteration and adaptation of composite services based 
on service quality and context information to predict service quality parameters at design-time 
and runtime. Industry standards for representing workflows in composite services lack the level 
of formalism required to support the level of automated adaptation desired (as discussed in 
Section 2.10.1). Thus, a formal modelling language based on Petri Nets [152] and semantic 
annotations will be used to provide a richer machine-interpretable model of the states of the 
service runtime. This will allow the automated service composition process to select and combine 
services more efficiently.
Another interesting research challenge th a t was not in the scope of this thesis and will be 
considered as future work is the task of keeping the service descriptions stored in the repository 
up-to-date. Section 2.2 discussed the requirements for a Service Description Manager and the 
challenges for obtaining up-to-date information from the service providers without using too 
much messaging such that it would deplete the battery life of constrained devices. These issues 
will be addressed by designing and implementing a Service Description Manager th a t interacts 
with service providers to monitor the service environment during runtime and update the service 
descriptions whenever the service information changes.
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