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Abstract
A terminal perturbation method is introduced to study the backward approach to continuous time
mean–variance portfolio selection with bankruptcy prohibition in a complete market model. Using
Ekeland’s variational principle, we obtain a necessary condition, i.e. the stochastic maximum principle,
which the optimal terminal wealth satisfies. This method can deal with nonlinear wealth equation with
bankruptcy prohibition and several examples are given to show applications of our results.
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1. Introduction
Markowitz’s pioneer work [16] on single-period mean–variance portfolio selection has laid
down the foundation for modern financial portfolio theory. Until Li and Ng [13] extended the
Markowitz model to the dynamic setting, the mean–variance portfolio selection was paid little
attention in the context of dynamic investment planning. Recently several papers have studied
various continuous time Markowitz models (see, e.g., [2,14,15,23]).
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Generally, there are two approaches, i.e. the forward (primal) approach and the backward
(dual) approach, employed to solve the above problem in the continuous time case. The first
approach is inspired by indefinite LQ control (see, e.g., [4,22]) and builds the relationship
between the mean–variance problem and a family of indefinite stochastic linear quadratic LQ
optimal control problems (see, e.g., [14,15,23]). The second approach is first studied by Bielecki
et al. in [2] which is the generalization of the well known risk neutral computational approach in
the discrete time case (see, e.g., [10,19,20]).
The backward approach includes two steps: the first step is to compute the optimal terminal
wealth; the second step is to compute the replicating portfolio strategy corresponding to the
obtained optimal terminal wealth. As shown in [2], the optimal terminal wealth is first obtained
using the Lagrange multiplier method and then the optimal replicating portfolio strategy is
obtained by solving a backward stochastic differential equation (BSDE). The advantage of the
backward approach, as pointed out in [2], is in dealing with the portfolio optimization problem
with state (wealth) constraints which is due to the comparison theorem of BSDEs.
In this paper, we are focused on developing the backward approach to continuous time
mean–variance portfolio selection with nonlinear wealth equations in a complete market model.
We introduce a new method, different from the Lagrange multiplier method, which is called
the terminal perturbation method, to obtain the optimal terminal wealth in the first step. The
terminal perturbation method is perturbing the terminal wealth directly to obtain a necessary
condition which the optimal terminal wealth satisfies. More precisely, we perturb the terminal
value of a BSDE with initial constraint in which the terminal condition of the BSDE is regarded
as the “control variable”. El Karoui, Peng and Quenez developed this method in [9] to solve
a recursive utility optimization problem (see also [21]). The main advantage of this method
is that it can deal with some state constraints of the dynamic optimization problem easily.
Our contribution in this paper is that we introduce Ekeland’s variational principle to derive a
stochastic maximum principle which characterizes the optimal terminal wealth. This technique
was first introduced in [11] and the motivation is for dealing with nonlinear wealth equations
without convexity assumptions. Such nonlinear wealth equations are considered in [3,6]. By
using Ekeland’s variational principle, we can avoid convexity assumptions in [9]. The key issue
of the backward approach is how to compute the optimal terminal wealth. So the aim of our
paper is to obtain a characterization of the optimal terminal wealth, i.e. a stochastic maximum
principle.
This paper is organized as follows. In Section 2, we introduce a kind of stochastic optimization
problem motivated by the backward approach. In Section 3, using the terminal perturbation
method and Ekeland’s variational principle, we obtain the maximum principle. In Section 4, we
introduce continuous time mean–variance portfolio selection with nonlinear wealth equations
and bankruptcy prohibition. Some examples are also given to show how to apply our results to
solve the continuous time mean–variance portfolio selection problem.
2. A kind of stochastic optimization problem
In this section, we introduce a kind of stochastic optimization problem which can be regarded
as a general version of the backward approach to continuous time mean–variance portfolio
selection with bankruptcy prohibition and random parameters.
Let W (·) = (W1(·), . . . ,Wd(·))′ be a standard d-dimensional Brownian motion defined
on a complete probability space (Ω ,F, P). The information structure is given by a filtration
F = {Ft }0≤t≤T which is generated by the Brownian motion W (·) and augmented. For any given
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Euclidean space H , we denote by (·, ·) (resp. | · |) the scalar product (resp. norm) of the space.
We denote by M2F (0, T ; H), the space of all Ft -adapted processes with values in H such that
E
∫ T
0
|x(t)|2dt < ∞, ∀x(·) ∈ M2F (0, T ; H)
where E denotes the expectation with respect to the probability measure P. Obviously,
M2F (0, T ; H) is a Hilbert space. Let us denote by L2(Ω ,FT , P) the space of all FT -measurable
random variables ξ with values in R such that E |ξ |2 < ∞.
Let the following mappings be given:
f (X, Z , t, ω) : R × R1×d × [0, T ] × Ω → R,
u(X, ω) : R × Ω → R,
φ(X, ω) : R × Ω → R.
We assume:
(H1) f is continuous in R × R1×d × [0, T ] × Ω for a.a. ω and has continuous bounded
derivatives ( fX , fZ ) with respect to (X, Z);
(H2) u and φ have continuous derivatives uX and φX with respect to X for a.a. ω; uX and φX
are of linear growth;
(H3) f (0, 0, ·, ·) ≥ 0, f (0, 0, ·, ·) ∈ M2F (0, T ; R), u(0) and φ(0) ∈ L2(Ω ,FT , P).
Consider the BSDE{−dX (t) = f (X (t), Z(t), t)dt − Z(t)dW (t),
X (T ) = ξ, (2.1)
where ξ ∈ L2(Ω ,FT , P) and the generator f satisfies (H1) and (H3).
Then one can find a unique pair (X (·), Z(·)) ∈ M2F (0, T ; R) × M2F (0, T ; Rd) which solves
(2.1) according to the existence and uniqueness theorem of BSDEs from [17]. We denote by
(X ξ (·), pi ξ (·)) the solution of (2.1) with respect to the terminal condition X (T ) = ξ . To simplify
notation, hereafter, we will denote X ξ (0) by X ξ0 .
We now introduce a kind of stochastic optimization problem with state constraints.
Set
U = {ξ | ξ ∈ L2(Ω ,FT , P), ξ ≥ 0, a.s.}.
U is called the objective domain. By the comparison theorem of BSDEs (see [8]), (H3)
guarantees that X ξ (t) ≥ 0 (t ∈ [0, T ]) if X (T ) = ξ ≥ 0.
For given constants x > 0 and c > 0, our goal is to maximize the following objective function:
J (ξ) , E[u(ξ)]
subject to

E[φ(ξ)] = c,
X ξ0 = x,
ξ ∈ U.
(2.2)
Note that X ξ0 = x is the initial constraint for BSDE (2.1).
Remark. (2.1) can be interpreted as a backward formulation of an investor’s wealth equation. ξ
is the terminal wealth and X ξ0 = x is the initial wealth constraint. E[φ(X (T ))] = c is the terminal
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wealth constraint (if φ(x) = x , this implies that the mean of terminal wealth must be c). The
objective domain U is the constrained domain of terminal wealth (this means that bankruptcy is
prohibited). We shall explain the economic meaning of problem (2.2) more precisely in Section 4.
Definition 2.1. ξ is called an admissible objective for given x > 0 and c > 0 if ξ ∈ U and the
solution of (2.1) satisfies X ξ0 = x, E[φ(ξ)] = c. We shall denote byN (x, c) the set of admissible
objectives for any given x and c.
An admissible objective ξ∗ is optimal if it attains the maximum of J (ξ) over N (x, c).
Using the terminal perturbation method, we obtain a characterization of the optimal terminal
wealth, i.e. a stochastic maximum principle, in the next section.
3. Terminal perturbation method
Applying Ekeland’s variational principle, we introduce a new method for obtaining a
stochastic maximum principle for problem (2.2) in the following sections.
3.1. Variational equation
Let ξ∗ be an optimal objective and (X∗(·), Z∗(·)) be the corresponding optimal trajectory. Let
ξˆ ∈ L2(Ω ,F, P) be such that (ξ∗ + ξˆ ) ∈ U . Since U is convex, then for any 0 ≤ p ≤ 1,
ξ p , ξ∗ + pξˆ
is also in U .
Let (δX (·), δZ(·)) be the solution of the following equation:
−dδX (t) = [ fX (X∗(t), Z∗(t), t)δX (t)+ fZ (X∗(t), Z∗(t), t)δZ(t)]dt
−δZ(t)dW (t),
δX (T ) = ξˆ .
(3.1)
One can find a unique pair (δX (·), δZ(·)) ∈ M2F (0, T ; R) × M2F (0, T ; Rd) which solves (3.1).
(3.1) is called the variational equation.
We denote by (X p(·), Z p(·)) the solution of (2.1) with the terminal condition X (T ) = ξ p.
Set
X˜ p(t) = p−1[X p(t)− X∗(t)] − δX (t),
Z˜ p(t) = p−1[Z p(t)− Z∗(t)] − δZ(t).
Using the linearization technique of [1] or Lemma 4.1 of [18], we have the following convergence
results.
Lemma 3.1. Assume (H1), (H3); then
lim
p→0 sup0≤t≤T
E |X˜ p(t)|2 = 0,
lim
p→0 E
∫ T
0
|Z˜ p(t)|2dt = 0.
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Proof. From (2.1) and (3.1) we have
−dX˜ p(t) = p−1[ f (X p(t), Z p(t), t)− f (X∗(t), Z∗(t), t)
−p fX (X∗(t), Z∗(t), t)δX (t)− p fZ (X∗(t), Z∗(t), t)δZ(t)]dt − Z˜ p(t)dW (t),
X˜ p(T ) = 0.
Set
Ap(t) =
∫ 1
0
fX (X
∗(t)+ λp(δX (t)+ X˜ p (t)), Z∗(t)+ λp(δZ(t)+ Z˜ p(t)), t)dλ,
B p(t) =
∫ 1
0
fZ (X
∗(t)+ λp(δX (t)+ X˜ p (t)), Z∗(t)+ λp(δZ(t)+ Z˜ p(t)), t)dλ,
C p(t) = [Ap(t)− fX (X∗(t), Z∗(t), t)]δX (t)+ [B p(t)− fZ (X∗(t), Z∗(t), t)]δZ(t).
Thus {−dX˜ p (t) = (Ap(t) · X˜ p (t)+ B p(t) · Z˜ p(t)+ C p(t))dt − Z˜ p(t)dW (t),
X˜ p(T ) = 0.
By assumption (H1), Ap(·) and B p(·) are bounded processes. Thus, there exist constants K1 and
K2 such that |Ap(t)| ≤ K1 and |B p(t)| ≤ K2 for any t ∈ [0, T ]. Applying Itoˆ’s formula to
|X˜ p (t) |2, we get
E |X˜ p (t) |2 + E
∫ T
t
|Z˜ p(s)|2ds
= 2E
∫ T
t
X˜ p(s)[Ap(s)X˜ p(s)+ B p(s) · Z˜ p(s)+ C p(s)]ds
≤ 2K1E
∫ T
t
|X˜ p(s)|2ds + 2E
∫ T
t
(
√
2K2|X˜ p(s)|)
(
1√
2
|Z˜ p(s)|
)
ds
+ E
∫ T
t
|X˜ p(s)|2ds + E
∫ T
t
|C p(s)|2ds
≤ (2K1 + 2(K2)2 + 1)E
∫ T
t
|X˜ p(s)|2ds + 1
2
E
∫ T
t
|Z˜ p(s)|2ds + E
∫ T
t
|C p(s)|2ds
= K E
∫ T
t
|X˜ p(s)|2ds + 1
2
E
∫ T
t
|Z˜ p(s)|2ds + E
∫ T
t
|C p(s)|2ds
where K = 2K1 + 2(K2)2 + 1 is a constant.
So
E |X˜ p (t) |2 + 1
2
E
∫ T
t
|Z˜ p(s)|2ds ≤ K E
∫ T
t
|X˜ p(s)|2ds + E
∫ T
t
|C p(s)|2ds.
With the help of Lebesgue’s dominated convergence theorem and the similar technique used
in [18], we have
lim
p→0 E
∫ T
0
|C p(t)|2dt = 0.
Applying Gronwall’s inequality, we obtain the result. 
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3.2. Variational inequality
In this subsection, we will employ the well known Ekeland’s variational principle to obtain
the variational inequality.
Ekeland’s variational principle (see, e.g., Theorem 1.1 in [7]): Let (V, d(·, ·)) be a complete
metric space and F(·) : V → R be a lower semi-continuous function, bounded from below.
Suppose that for some ε > 0, there exists u ∈ V satisfying
F(u) ≤ inf
v∈V F(v)+ ε.
Then there exists uε ∈ V such that
(i) F(uε) ≤ F(u),
(ii) d(u, uε) ≤ √ε,
(iii) F(v)+√εd(v, uε) ≥ F(uε) for all v ∈ V .
In this paper, we choose the metric in U to be
d(v, u) , (E |v − u|2) 12 , ∀v, u ∈ U
and introduce a mapping Fε(·) : U → R by
Fε(ξ) = {|X ξ0 − x |2 + |E[φ(ξ)] − c|2 + (max(0, E[u(ξ∗)− u(ξ)] + ε))2}
1
2
where x is the given initial state constraint, ε is an arbitrary positive constant and ξ∗ is the optimal
objective.
Lemma 3.2. Fε(·) is a continuous function on U.
It is easy to prove this lemma if we know that ξ → X ξ0 is continuous. Using a linearization
technique similarly to Lemma 3.1 (or referring to Section 2.4 of [8]), it is easy to check the
continuity of ξ → X ξ0 .
Lemma 3.3. Let ξ∗ be the optimal objective. We suppose (H1)–(H3); then there exist h0, h1 ∈ R
and h ∈ (−∞, 0] for each ξˆ such that (ξ∗ + ξˆ ) ∈ U, and the following variational inequality
holds
h0 · δX0 + h1E[φX (ξ∗)ξˆ ] + hE[uX (ξ∗) · ξˆ ] ≥ 0 (3.2)
where δX0 is the solution of (3.1) at time 0.
Proof. Consider function Fε(·); it is easy to check that
Fε(ξ
∗) = ε;
Fε(ξ) > 0, ∀ξ ∈ U ;
Fε(ξ
∗) ≤ inf
ξ∈U Fε(ξ)+ ε.
Thus from Ekeland’s variational principle, there exists ξ ε ∈ U such that:
(i) Fε(ξ ε) ≤ Fε(ξ∗),
(ii) d(ξ ε, ξ∗) ≤ √ε,
(iii) Fε(ξ)+√εd(ξ, ξ ε) ≥ Fε(ξ ε),∀ξ ∈ U .
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For each ξ¯ ∈ U , set ξˆ using ξˆ = ξ¯ − ξ∗.
Set
ξˆ ε = ξ¯ − ξ ε, ξ εp = ξ ε + pξˆ ε.
Let (Xεp(·), Z εp(·)) (resp. (Xε(·), Z ε(·))) be the solution of (2.1) with terminal condition ξ εp
(resp. ξ ε). From Ekeland’s variational principle, it follows that
Fε(ξ
ε
p)+
√
εd(ξ εp, ξ
ε)− Fε(ξ ε) ≥ 0 (3.3)
where
d(ξ εp, ξ
ε) = (E |pξˆ ε|2) 12 = p(E |ξˆ ε|2) 12 .
We consider the variational equation
−dδXε(t) = [ fX (Xε(t), Z ε(t), t)δXε(t)+ fZ (Xε(t), Z ε(t), t)δZ ε(t)]dt
−δZ ε(t)dW (t),
δXε(T ) = ξˆ ε.
(3.4)
From Lemma 3.1 we get
lim
p→0 sup0≤t≤T
E
∣∣∣∣ Xεp(t)− Xε(t)p − δXε(t)
∣∣∣∣ = 0,
which means
lim
p→0 |p
−1(X ξ
ε
p
0 − X ξ
ε
0 )− δXε0| = 0.
Thus
X
ξ εp
0 − X ξ
ε
0 = pδXε0 + o(p).
This leads to the following expansion:
|X ξ
ε
p
0 − x |2 − |X ξ
ε
0 − x |2 = 2p(X ξ
ε
0 − x)δXε0 + o(p).
Applying the linearization technique, e.g.
E[u(ξ εp)− u(ξ ε)] = E
[∫ 1
0
uX (ξ
ε + λpξˆ ε)dλ · pξˆ ε
]
,
we have the following expansions:
[E(u(ξ∗)− u(ξ εp))+ ε]2 − [E(u(ξ∗)− u(ξ ε))+ ε]2
= −2pE[uX (ξ ε) · ξˆ ε][E(u(ξ∗)− u(ξ ε))+ ε] + o(p);
|E[φ(ξ εp)] − c|2 − |E[φ(ξ ε)] − c|2 = 2p(E[φ(ξ ε)] − c)(E[φX (ξ ε)ξˆ ε])+ o(p).
For the given ε, we consider two cases:
(1) There exists γ > 0 such that E[u(ξ∗)− u(ξ εp)] + ε > 0 for all p ∈ (0, γ ).
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Then
lim
p→0
Fε(ξ εp)− Fε(ξ ε)
p
= lim
p→0
1
Fε(ξ εp)+ Fε(ξ ε)
F2ε (ξ
ε
p)− F2ε (ξ ε)
p
= 1
Fε(ξ ε)
{(X ξ ε0 − x)δXε0 + (E[φ(ξ ε)] − c)E[φX (ξ ε)ξˆ ε]
− E[uX (ξ ε) · ξˆ ε][E(u(ξ∗)− u(ξ ε))+ ε]}.
Set
h0ε =
X ξ
ε
0 − x
Fε(ξ ε)
, h1ε =
E[φ(ξ ε)] − c
Fε(ξ ε)
,
hε = − 1Fε(ξ ε) [E(u(ξ
∗)− u(ξ ε))+ ε] ≤ 0.
It follows from (3.3) that
h0ε · δXε0 + h1εE[φX (ξ ε)ξˆ ε] + hεE[uX (ξ ε)ξˆ ε] ≥ −
√
ε(E |ξˆ ε|2) 12 . (3.5)
(2) There exists a positive sequence {pn} which satisfies pn → 0 such that E[u(ξ∗)− u(ξ εpn )]+ ε ≤ 0.
Then Fε(ξ εpn ) = {|X
ξ εpn
0 − x |2 + |E[φ(ξ εpn )] − c|2}
1
2 ,
lim
pn→0
Fε(ξ εpn )− Fε(ξ ε)
pn
= lim
pn→0
1
Fε(ξ εpn )+ Fε(ξ ε)
F2ε (ξ
ε
pn )− F2ε (ξ ε)
pn
= 1
Fε(ξ ε)
{(X ξ ε0 − x)δXε0 + (E[φ(ξ ε)] − c)E[φX (ξ ε)ξˆ ε]}.
Set
h0ε =
X ξ
ε
0 − x
Fε(ξ ε)
, h1ε =
E[φ(ξ ε)] − c
Fε(ξ ε)
.
It follows from (3.3) that
h0ε · δXε0 + h1εE[φX (ξ ε)ξˆ ε] ≥ −
√
ε(E |ξˆ ε|2) 12 .
If we set hε = 0, it is obvious that (3.5) still holds for case (2).
In summary, for the given ε, we have
(i) (3.5) holds;
(ii) hε ≤ 0;
(iii) |h0ε |2 + |h1ε |2 + |hε|2 = 1
in both cases.
Thus there exists a converging subsequence of (h0ε, h
1
ε, hε). We denote the limit by (h
0, h1, h).
Since hε ≤ 0, we have that the limit h ≤ 0.
Because d(ξ ε, ξ∗) ≤ √ε, we have that ξ ε → ξ∗ in L2(Ω ,FT , P). Then ξ ε → ξ∗ in probabil-
ity and there exists a further subsequence such that ξ ε → ξ∗ a.s. Applying Lebesgue’s dominated
convergence theorem (see Theorem 1.21 in [12]), we get
E[uX (ξ ε)ξˆ ε] → E[uX (ξ∗)ξˆ ];
E[φX (ξ ε)ξˆ ε] → E[φX (ξ∗)ξˆ ].
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Consider Eqs. (3.1) and (3.4). Applying Itoˆ’s formula to |δXε(t) − δX (t)|2 and similarly to
in the proof of Lemma 3.1, we get δXε0 → δX0.
Let ε → 0 in (3.5); thus (3.2) holds. 
3.3. Maximum principle
Now we introduce the adjoint equation{
dq(t) = fX (X∗(t), Z∗(t), t)q(t)dt + fZ (X∗(t), Z∗(t), t)q(t)dW (t),
q(0) = h0, (3.6)
where (X∗(·), Z∗(·)) is the corresponding optimal trajectory.
It is easily seen that there is a unique process in M2F (0, T ; R) which solves (3.6).
Let
M , {ω | ξ∗(ω) = 0}.
Theorem 3.4. We assume (H1)–(H3) . Let ξ∗ be the optimal objective and (X∗(·), Z∗(·)) be the
corresponding optimal trajectory. Then there exist constants h0, h1 ∈ R and h ∈ (−∞, 0] such
that
huX (ξ
∗(ω))+ h1φX (ξ∗)+ qT (ω) ≥ 0, ∀ω ∈ M, a.s.,
huX (ξ
∗(ω))+ h1φX (ξ∗)+ qT (ω) = 0, ∀ω ∈ Mc, a.s.
where q(t) is the solution of the adjoint equation (3.6).
Proof. Applying Itoˆ’s lemma to δX (t)q(t) yields
E(δX (T ) · q(T )− δX0 · q(0))
= E −
∫ T
0
[( fX (X∗(t), Z∗(t), t)δX (t)+ fZ (X∗(t), Z∗(t), t)δZ(t))]q(t)dt
+
∫ T
0
[( fX (X∗(t), Z∗(t), t)δX (t)q(t)+ 〈δZ(t), fZ (X∗(t), Z∗(t), t)q(t)〉)]dt
= 0.
Thus
h0 · δX0 = E[ξˆ · q(T )].
From (3.2), we have that for each ξ¯ ∈ U , the following inequality holds:
E[ξˆ · q(T )] + h1E[φX (ξ∗)ξˆ ] + hE[uX (ξ∗) · ξˆ ] = E[(q(T )+ h1φX (ξ∗)+ huX (ξ∗)) · ξˆ ]
= E[(q(T )+ h1φX (ξ∗)+ huX (ξ∗)) · (ξ¯ − ξ∗)] ≥ 0.
Let us consider the case where M is a nonempty set. It is easy to check that for each ε > 0,
P{ω | ω ∈ M, huX (ξ∗(ω))+ h1φX (ξ∗)+ qT (ω) < −ε} = 0.
Thus, from the continuous property of probability, we have
huX (ξ
∗(ω))+ h1φX (ξ∗)+ qT (ω) ≥ 0, ∀ω ∈ M, a.s.
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Using a similar method, we can prove
huX (ξ
∗(ω))+ h1φX (ξ∗)+ qT (ω) = 0, ∀ω ∈ Mc, a.s.
The proof is complete. 
4. Continuous time mean–variance portfolio selection
In this section, we use the obtained results to study continuous time mean–variance portfolio
selection with bankruptcy prohibition.
4.1. The wealth process
We introduce the standard linear model first. Then we consider a general setting for the wealth
equation.
Assume there are one bank account (risk free instrument) and several stocks (risky
instruments) in a financial market. The respective prices S0(·) and S1(·), . . . , Sd(·) of these
financial instruments are governed by the equations
dS0(t) = S0(t)r(t)dt, S0(0) = s0 > 0,
dSi (t) = Si (t)
[
bi (t)dt +
d∑
j=1
σi j (t)dW (t)
]
, Si (0) = si > 0, i = 1, . . . , d.
We assume:
(H4) The interest rate r(·) is a nonnegative, predictable and uniformly bounded scalar-valued
process.
(H5) The stock-appreciation rate b(·) = (b1(·), . . . bd(·))′ is a predictable and uniformly
bounded vector-valued process.
(H6) The stock-volatility matrix σ(·) = {σi j (·)}1≤i, j≤d is a predictable and bounded process.
σ(·) is assumed to be invertible and σ−1(·) is assumed to be bounded uniformly in (t, ω)
∈ [0, T ] × Ω .
Consider a small investor who can decide at time t ∈ [0, T ] which amount pii (t) to invest
in each of the stocks i = 1, . . . , d with initial wealth x > 0. We assume m = d. Thus the
considered market is complete. The wealth process X (·) satisfies the following equation:dX (t) = r(t)X (t)+
m∑
i=1
[bi (t)− r(t)]pii (t)dt +
m∑
j=1
m∑
i=1
σi j (t)pii (t)dW j (t),
X (0) = x > 0.
Set B(t) := (b1(t) − r(t), . . . , bm(t) − r(t)) and the portfolio of the agent pi(·)
≡ (pi1(t), . . . , pim(t))′. Define the risk premium process θ(t) ≡ (θ1(t), . . . , θm(t))′ := σ(t)−1
B(t)′.
With this notation, we have{
dX (t) = [r(t)X (t)+ pi(t)′σ(t)θ(t)]dt + pi(t)′σ(t)dW (t),
X (0) = x . (4.1)
This model is the standard linear case.
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In the following, we consider a general setting for the wealth equation:
−dX (t) = f (X (t), σ (t)′pi(t), t)dt − pi(t)′σ(t)dW (t). (4.2)
Note that for the standard linear case,
f (x, σ (t)′pi, t) = −r(t)x − pi ′σ(t)θ(t).
An interesting example of the nonlinear wealth equation is the optimal portfolio choice for a
“large” investor which is considered in [5]. Refer to [3,6] for other models. In [5], the respective
asset prices S0(·) and S1(·), . . . , Sd(·) are described by the equations
dS0(t) = S0(t)[r(t)+ l0(x(t), pi(t))]dt, S0(0) = s0 > 0,
dSi (t) = Si (t)
[
(bi (t)+ li (x(t), pi(t)))dt +
d∑
j=1
σi j (t)dW (t)
]
,
Si (0) = si > 0, i = 1, . . . , d
where li : R+× Rd → R, 0 ≤ i ≤ d , are given functions which describe the effect of the wealth
and the strategies possessed by the large investor. The wealth process is governed by{−dX (t) = f (X (t), σ (t)′pi(t), t)dt − pi(t)′σ(t)dW (t),
X (0) = x > 0
where f (x, σ ′tpi, t) = −rt x − (x − pi ′1)l0(x, pi)− pi ′[bt − rt1+ l(x, pi)].
A portfolio pi(·) is said to be admissible if pi(·) ∈ M2F (0, T ; Rm). By the standard SDE
theory, we can see that there exists a unique strong solution to the wealth equation (4.2) for any
admissible portfolio pi(·) under mild assumptions.
In the following, we only consider an admissible portfolio pi(·) which leads to the
corresponding wealth processes x(t) ≥ 0, a.s,∀ t ∈ [0, T ] (i.e. bankruptcy prohibition).
4.2. Backward formulation
Recall the following dual or backward approach to the mean–variance portfolio selection
problem which is considered in [2]:
Minimize Var X (T ) ≡ EX (T )2 − c2,
subject to

EX (T ) = c,
X (T ) ≥ 0, a.s.
pi(·) ∈ M2F (0, T ; Rm),
(X (·), pi(·)) satisfies Eq. (4.1).
(4.3)
The optimal portfolio for this problem (corresponding to a fixed c > 0) is called a variance
minimizing portfolio.
Define the deflator process
ρ(t) = exp
{
−
∫ t
0
[
r(s)+ 1
2
|θ(s)|2
]
ds −
∫ t
0
θ(s)dW (s)
}
.
The unique equivalent martingale measure Q satisfies
dQ
dP
|Ft = η(t), a.s.,
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where η(t) := S0(t)s0 ρ(t) and the solution of (4.1) is
X (t) = ρ(t)−1E[ρ(T )X (T )|Ft ] = S0(t)EQ[S0(T )−1X (T )|Ft ], ∀t ∈ [0, T ], a.s.
Then a dynamic restriction (pointwise in time t) is replaced by a static restriction (only
terminal time) as below.
Minimize Eξ2 − c2,
subject to

Eξ = c,
E[ρ(T )ξ ] = x,
ξ ∈ L2(Ω ,FT , P), ξ ≥ 0, a.s.,
(4.4)
where ξ is the terminal wealth. As pointed out in [2], the advantage of such a dual approach is
that we can use nonnegativity of the terminal wealth X (T ) = ξ instead of nonnegativity of the
wealth process X (·) (bankruptcy prohibition) which is due to the comparison theorem of BSDEs
(see [8]).
Our observation is that the constraint E[ρ(T )ξ ] = x is essentially the solution of the
following BSDE at time 0:{
dX (t) = [r(t)X (t)+ pi(t)′σ(t)θ(t)]dt + pi(t)′σ(t)dW (t),
X (T ) = ξ.
Set Z(t) , pi ′(t)σ (t), θ(t) = σ−1(t)[b(t)− r(t)1˜], 0 ≤ t ≤ T . The above equation becomes{−dX (t) = −[r(t)X (t)+ Z(t)θ(t)]dt − Z(t)dW (t),
X (T ) = ξ. (4.5)
Thanks to assumptions (H4)–(H6), Eq. (4.5) has a unique pair of square-integrable solutions
(X (·), pi(·)) ∈ M2F (0, T ; R) × M2F (0, T ; Rm) (see [8]). Then E[ρ(T )ξ ] = x is an initial state
constraint and equivalent to X ξ0 = x . Thus, (4.4) can be rewritten as
Minimize Eξ2 − c2,
subject to

Eξ = c,
X ξ0 = x,
ξ ∈ L2(Ω ,FT , P), ξ ≥ 0, a.s.
(4.6)
This form allows us easily to extend (4.6) to a more general framework, i.e.
Minimize Eξ2 − c2,
subject to

Eξ = c,
X ξ0 = x,
ξ ∈ U,
(4.7)
where X ξ0 = x is the initial constraint for the nonlinear wealth equation (4.2). Note that (4.2) can
be rewritten as
−dX (t) = f (X (t), Z(t), t)dt − Z(t)dW (t).
Thus it is easy to see that (4.7) is a special case of problem (2.2).
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4.3. Applications
In this section, we apply the result of Section 3 to study the continuous time mean–variance
portfolio selection with bankruptcy prohibition and obtain the form of the optimal terminal
wealth. The key issue of the backward approach is computing the optimal terminal wealth ξ∗.
After the optimal terminal wealth is obtained, we can get the optimal portfolio by solving the
wealth equation (4.2).
Example 4.1. Mean–variance portfolio selection with a linear wealth equation and bankruptcy
prohibition.
Consider the optimization problem (4.6).
Theorem 4.1. We assume (H4)–(H6). Then if the optimal objective ξ∗ of problem (4.6) exists,
there exist constants h0, h1 ∈ R and h ∈ (−∞, 0] such that
h0ρ(T )+ h1 + h(−2ξ∗) = 0, if ξ∗(ω) > 0, a.s.,
h0ρ(T )+ h1 + h(−2ξ∗) ≥ 0, if ξ∗(ω) = 0, a.s.
In addition, if h < 0, ξ∗ = ( h12h + h
0
2hρ(T ))
+.
Proof. In this case,
u(X) = −X2 + c2,
φ(X) = X,
f (X, Z , t) = −[r(t)X + θ(t)Z ].
Thus
uX (ξ
∗) = −2ξ∗.
The adjoint equation is{−dq(t) = r(t)q(t)dt + q(t)θ ′(t)dW (t),
q(0) = h0,
which has an explicit solution:
q(t) = h0 exp
[
−
∫ t
0
r(s)ds −
∫ t
0
θ ′(s)dW (s)− 1
2
∫ t
0
‖θ(s)‖2ds
]
= h0ρ(t).
The necessary condition becomes
h0ρ(T )+ h1 + h(−2ξ∗) = 0, if ξ∗(ω) > 0, a.s.
h0ρ(T )+ h1 + h(−2ξ∗) ≥ 0, if ξ∗(ω) = 0, a.s.
If h < 0, then the optimal terminal wealth has the form
ξ∗ =
(
h1
2h
+ h
0
2h
ρ(T )
)+
.
The proof is complete. 
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Remark. A random variable ξ is said to have no atom if P{ξ = a} = 0 ∀a ∈ R. Suppose
h ∈ (−∞, 0] is the constant in Theorem 4.1. Then we have h < 0 if ρ(T ) admits no atom. In
fact,
(1) If h = 0 and h0 = 0, we can infer |h1| = 1 since |h0ε |2 + |h1ε |2 + |hε|2 = 1. Thus
ξ∗(ω) = 0 a.s. which leads to X ξ∗(0) = 0. This is a contradiction to the initial wealth constraint
X ξ
∗
(0) = x > 0.
(2) If h = 0 and h0 6= 0, the necessary condition becomes
ρ(T ) = −h
1
h0
, if ξ∗(ω) > 0, a.s.
h0ρ(T ) ≥ −h1, if ξ∗(ω) = 0, a.s.
Since ρ(T ) admits no atom, we deduce that ξ∗(ω) = 0, a.s., which leads to a contradiction.
Thus, we get h < 0.
Example 4.2. An amendment of continuous time mean–variance portfolio selection model.
In the mean–variance portfolio selection model, variance is regarded as a measure of risk. A
main critical comment on this measure is the penalty on the upside return. In this example, we
consider the lower semi-variance
E[(XT − c)−]2
to measure an investor’s risk.
We take the same model as Example 4.1 except for the function u(X). In this example, u(X)
= −((X − c)−)2.
Theorem 4.2. We assume (H4)–(H6). Then if the optimal objective ξ∗ exists, there exist
constants h0, h1 ∈ R and h ∈ (−∞, 0] such that
h0ρ(T )+ h1 + 2h(ξ∗ − c)− = 0, if ξ∗(ω) > 0, a.s.,
h0ρ(T )+ h1 + 2h(ξ∗ − c)− ≥ 0, if ξ∗(ω) = 0, a.s.
In addition, if h < 0, ξ∗(ω) = (c−G(ω))++(ξ∗(ω)−c)1{G(ω)=0} where G ≡ −( h12h+ h
0
2hρ(T )).
Proof. In this case,
u(X) = −((X − c)−)2,
φ(X) = X,
f (X, Z , t) = −[r(t)X + θ(t)Z ].
We have
uX (X) = 2(X − c)− and uX (ξ∗) = 2(ξ∗ − c)−.
The adjoint equation is{−dq(t) = r(t)q(t)dt + q(t)θ ′(t)dW (t),
q(0) = h0.
The necessary condition becomes
h0ρ(T )+ h1 + 2h(ξ∗ − c)− = 0, if ξ∗(ω) > 0, a.s.,
h0ρ(T )+ h1 + 2h(ξ∗ − c)− ≥ 0, if ξ∗(ω) = 0, a.s.
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If h < 0, set the random variable G ≡ −( h12h + h
0
2hρ(T )).
We have:
if ξ∗ = 0, (ξ∗ − c)− ≤ G and G ≥ c;
if 0 < ξ∗ < c, ξ∗ = c − G and 0 < G < c;
if ξ∗ ≥ c, G = 0.
Thus, the optimal terminal wealth has the form
ξ∗(ω) = (c − G(ω))+ + (ξ∗(ω)− c)1{G(ω)=0}.
The proof is complete. 
Remark. If P({ω | G(ω) = 0}) = 0, we have ξ∗(ω) = (c − G(ω))+.
Example 4.3. The large investor case.
Consider the mean–variance portfolio selection with bankruptcy prohibition (4.7). Instead of
linear wealth equation, we consider the large investor’s wealth process which is governed by the
following nonlinear SDE:{
dX (t) = b(t, X (t), σ (t)′pi(t))dt + pi(t)′σ(t)dW (t),
X (0) = x,
where b(t, X, σ
′
t pi) = rt X + (X − pi ′1)l0(X, pi)+ pi ′ [bt − rt1+ l(X, pi)].
The same analysis shows that if the optimal objective ξ∗ exists, there exist constants h0, h1
∈ R and h ∈ (−∞, 0] such that
q(T )+ h1 + h(−2ξ∗) = 0, if ξ∗(ω) > 0, a.s.,
q(T )+ h1 + h(−2ξ∗) ≥ 0, if ξ∗(ω) = 0, a.s.
where q(T ) is the solution of the adjoint equation at time T . In addition, if h < 0, ξ∗ =
( h
1
2h + q(T )2h )+.
Remark. It is well known that stochastic maximum principle is only a necessary condition which
characterizes the optimal control (see [22]). The above examples show that stochastic maximum
principle includes enough information for analyzing the form of the optimal terminal wealth.
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