We define a primal-dual algorithm model (SOLA) for inequality constrained optimization problems that generates a sequence converging to points satisfying the second order necessary conditions for optimality. This property can be enforced by combining the equivalence between the original constrained problem and the unconstrained minimization of an exact augmented Lagrangian function and the use of a curvilinear linesearch technique which exploits information on the nonconvexity of the augmented Lagrangian function.
1. Introduction. We consider the smooth constrained optimization problem:
where x ∈ IR n and f : IR n → IR, g : IR n → IR m are three times continuously differentiable functions.
A Karush-Kuhn-Tucker (KKT) pair for Problem (1) is a pair (x,λ) ∈ IR n+m such that
where L(x, λ) = f (x) + λ g(x) is the Lagrangian function for Problem (1) and λ ∈ IR m is the KKT multiplier. The strict complementarity condition holds at (x,λ) ifλ j > 0 for all j such that g j (x) = 0.
If the linear independence constraints qualification (LICQ) holds atx, namely if the gradients ∇g j (x) with j : g j (x) = 0 are linearly independent, then (2) are first order necessary optimality conditions for Problem (1) . The second order necessary optimality conditions (SONC) are satisfied in a KKT pair (x,λ) if y ∇ 2 x L(x,λ)y ≥ 0, ∀ y : ∇g j (x) y = 0 with j : g j (x) = 0.
Standard algorithms for constrained minimization usually generate sequences converging to KKT pairs. In this paper we define a primal-dual algorithm model, having the potential for application to largescale problems, that generates a sequence {(x k , λ k )} converging to pairs satisfying also the second order necessary conditions for optimality. Of course, convergence to second order stationary points allows us to better select among the points candidate to be solutions of Problem (1) .
The basis for the definition of the algorithm model is to recast the constrained problem as an unconstrained one and to adapt the techniques used in the unconstrained case.
In the unconstrained case the necessary conditions boil down to ∇f (x) = 0 and ∇ 2 f (x) 0. Convergence to second order stationary points was established for trust-region algorithms in [28, 31] , and this constitutes one of the main reasons for the popularity of this class of methods. In an Armijo-type line search procedure, it is possible, by using directions of negative curvature, to guarantee convergence to second order stationary points [17, 23, 24, 25, 27] . From a practical point of view, the use of negative curvature directions turned out to be very helpful in problems with strongly non-convex regions, see [17, 23] .
The extension to the constrained case of techniques for the unconstrained case is not easy and requires theoretical investigation, in addition to technicalities.
For constrained problems, trust-region algorithms convergent to second order stationary points have been developed for equality constrained and box constrained problems [3, 5, 7, 8, 13, 28, 31] . In [6] an interior point primal-dual trust-region method for problems with general inequality constraints and linear equality constraints has been proposed. In [32] an infeasible interior point method based on a trust region strategy has been proposed that uses a log-barrier function for the slack variables. Line search algorithms have been proposed at the beginning for the linear inequality constrained case [18, 25] , and then also for the more complex nonlinear inequality constrained Problem (1) . In particular, in [29] the inequality constrained problem is reduced, by the introduction of slack variables, to an equality constrained one which is then dealt with by means of an exact penalty function. In [1] , a negative curvature Armijo type linesearch approach is used in connection with a sequential penalty approach. In [16] , a curvilinear linesearch approach has been proposed in connection with an exact penalty function. Very recently, in [26] an interior point method with a curvilinear linesearch has been proposed which uses negative curvature directions in connection with an augmented Lagrangian function with the additional restriction on the infeasibility of the current iterate. Some interesting numerical experiments have been reported.
Of course, the definition of algorithms converging to second order points needs the use of second order information of the constrained problem that requires additional computational burden with respect to first order convergent algorithms. This paper aims to perform a step in the direction of defining algorithms with a limited additional computational burden, drawing inspiration from second order convergent unconstrained approaches for large scale problems (such as [23] ). Indeed our algorithm scheme belongs to the class of linesearch methods and it is based on the unconstrained reformulation of the constrained problem by means of an exact augmented Lagrangian function. Our approach can be seen as a nontrivial modification of the method proposed in [16] , where a linesearch algorithm using negative curvature directions of an exact penalty function has been proposed. However the method proposed in [16] is not suitable for problems with large number of constraints. In fact the exact continuously penalty function employed in [16] incorporates a multiplier function (see (6) in Section 2), so that every penalty function evaluation requires the exact solution of an m × m linear system.
In this paper we follow the same basic ideas, namely the use of an exact merit function and the use of an algorithm able to escape from the region of nonconvexity of the merit function. The merit function allows us to find a solution of the constrained problem by using unconstrained minimization techniques. Hence, taking inspiration from algorithms in the unconstrained case, we define a negative curvature algorithm that exploits information on the nonconvexity of the merit function obtainable by a suitable approximation of its generalized Hessian. The main differences with the algorithm proposed in [16] are the following:
-the use of an exact augmented Lagrangian as a merit function, which avoids the solution of the m × m linear system needed for the evaluation of the exact penalty function; this makes the Lagrangian approach more suitable when the number of constraints is large;
-the definition of a new class of suitable negative curvature directions; these can be obtained efficiently during the calculation of the direction that enforces global convergence and superlinear rate of convergence as discussed at the end of Section 5.
We prove convergence to second order stationary points without requiring strict complementarity.
The paper is organized as follows. In Section 2 we describe the exact augmented Lagrangian function L a employed in the paper. In particular we use the exact augmented Lagrangian function L a studied in [11] , where it is shown that the original constrained problem (1) is equivalent to the unconstrained minimization of L a for sufficiently small values of a penalty parameter . We report the main exactness results that we need in the paper. Furthermore, we perform some second order analysis that plays a key role in the definition of the algorithm. Namely we show that points satisfying the SONC for problem (1) correspond to points satisfying some kind of second order optimality condition for the unconstrained problem (which is not twice continuously differentiable).
Section 3 is dedicated to the definition of a curvilinear linesearch technique (CLS) for the minimization of L a for a fixed value of the penalty parameter . In Section 4 we introduce the overall algorithm (SOLA) converging to points satisfying the SONC. Updating rules for that guarantee that it eventually stays fixed and that exactness properties are met, are defined here.
In the definition of both CLS and SOLA, we make use of directions d k , s k and matrices Q k satisfying some conditions for ensuring convergence to second order stationary points. Section 5 is dedicated to the practical realization of the overall algorithm SOLA and CLS, namely we describe how to choose
We conclude this section by introducing some notation.
We denote by F = {x ∈ IR n : g(x) ≤ 0} the feasible set of Problem (1) . At a given point x ∈ IR n , not necessarily feasible, we associate the index sets:
Given a vector v ∈ IR p , we indicate by the uppercase V the diagonal matrix V = diag 1≤i≤p {v i }. Let K ⊆ {1, . . . , p} be an index subset, we denote by v K the subvector of v with components v i such that i ∈ K.
Given two vectors v, w ∈ IR
p , the operation max{v, w} is intended component-wise, namely max{v, w} denotes the vector with components max{v i , w i }.
We denote by · p the p norm, and when p is not specified we intend p = 2.
The augmented Lagrangian function.
In the definition of the algorithm we make use of the following augmented Lagrangian function, introduced in [11] :
where > 0 is a penalty parameter and The function L a (x, λ; ) is defined on the set
which is an open perturbation of the feasible set F, so that F ⊂ P.
We refer to [11] and [12] for a detailed discussion of the rationale behind the structure of the augmented Lagrangian L a (x, λ; ). Here we recall only some main ideas.
The initial step is the augmented Lagrangian function introduced by Hestenes-Powell-Rockafellar, whose expression is
The Lagrangian function L HP R (x, λ; ) is at the basis of the definition of efficient algorithms (such as Lancelot); however it is well known that it is not exact, in the sense that it does not allow to transform the original constrained problem into an unconstrained one. To fill the lack in the theory, namely to define an exact augmented Lagrangian function, a modification of the structure of L HP R is needed. In particular in [11] , the simple penalty parameter in L HP R is replaced by the penalty term p(x, λ), so as to introduce a barrier term 1/p(x, λ). This term penalizes both the fact that the variables x is too close to the boundary of P and the fact that the norm of the vector λ is too large.
To obtain the final expression of L a (x, λ; ), an additional term is added to L HP R (x, λ; p(x, λ)) which has equivalent expressions, namely
and
is a multiplier function such that λ(x) =λ whenever (x,λ) T is a KKT pair for Problem (1) (see for example [9, 19] ). Whenever M (x) is positive definite, the first equality shows that the additional term is a convexification with respect to the dual variable λ. The second equality indicates that the additional term can also be seen as a penalization of the difference between λ and λ(x).
We point out that, given any point x 0 ∈ IR n , it is easy to select values α and s that appear in the definition of P, such that x 0 ∈ P. Hence, given a point (x 0 , λ 0 ) ∈ P × IR m , we can introduce the level set of L a defined by:
As we said before, our aim is to solve Problem (1) by an unconstrained minimization of L a on P × IR m . Therefore we are interested in the correspondence between stationary points of L a belonging to Ω 0 ( ) and KKT pairs of Problem (1), as well as in the correspondence between local (global) minimizers of L a belonging to Ω 0 ( ) and local (global) solutions of Problem (1).
The exactness properties of the function L a employed in this paper can be stated under the following assumptions, which are discussed in details in [11] : Assumption 2.1 One of the two following conditions is satisfied:
(b) the setP is bounded and at every point x ∈ P \ F it results:
where
Assumption 2.2 For every x ∈ F the gradients ∇g i (x) with i ∈ A 0 (x) are linearly independent.
Assumptions 2.1 and 2.2 are reasonable enough. In fact, Assumption 2.1(a) is equivalent to the compactness of the level sets of the objective function on the set P and it is similar to the one usually used in the unconstrained case. Assumption 2.1(b) is a weakening of the Mangasarian-Fromovitz constraint qualification condition and it ensures the existence of a feasible solution of the constrained problem (see [22] ). Assumptions 2.2 requires that the LICQ holds at every feasible point and it guarantees the existence and uniqueness of the KKT multipliers.
In the sequel, we assume that Assumptions 2.1 and 2.2 hold.
The next proposition ensures that the essentially unconstrained problem
is well defined, in the sense that a solution exists.
From the definition and the differentiability assumptions on f and g, it follows that the function
that is a continuously differentiable function with a semismooth gradient (see [30] ). The gradient of L a is given by:
where M (x) is given by (5) and e i denotes the i-th column of the m × m identity matrix.
In the next two propositions we recall the exactness properties of the Lagrangian function L a (x, λ; ) employed in this paper.
then (x,λ) is a KKT pair of Problem (1).
is a KKT pair for Problem (1) .
, thenx is a global minimum point for Problem (1) andλ is the corresponding multiplier, and conversely.
), in Clarke's sense, can be defined [4] . For SC 1 functions a second-order Taylor-like expansion is possible, as stated in the following proposition. 
Proposition 2.4 [21]
for some Φ ∈ ∂ 2 h(z) and for some z ∈ (x, y), where ∂ 2 h denotes the generalized Hessian of h.
By exploiting the piecewise smooth structure of the gradient of L a , it is possible to describe the structure of the generalized Hessian ∂ 2 L a in a neighborhood of a KKT pair of Problem (1) . To this aim we consider a partition of the index set {1, . . . , m} into the subsets A ⊆ {1, . . . , m}, N = {1, . . . , m} \ A, and we partition the vectors g and λ according to these index sets: g = (g A g N ) and λ = (λ A λ N ) . Then we introduce the (n + m) × (n + m) symmetric matrix H(x, λ; , A) given block-wise by:
I N is the identity matrix of dimension |N | and 0 is a zero matrix of proper dimensions.
In correspondence of a KKT pair (x,λ) we define the index set of the strictly active constraints, namely 
H(x, λ; , A) is given by (8) and K(x, λ; , A) is a matrix such that
We note that at a KKT pair where the strict complementarity holds, A + (x,λ) = A 0 (x), and ∂ 2 L a (x,λ; ) reduces to a singleton; therefore in this case the generalized Hessian can be further characterized in a neighborhood of the KKT pair. (1) where the strict complementarity holds, and for every given , a neighborhood B of (x,λ) exists such that, for all (x, λ) in B, L a is twice continuously differentiable, with Hessian matrix given by:
where H and K are matrices like in Proposition 2.5.
The next proposition constitutes a new result on the exactness properties of the augmented Lagrangian function L a . This result provides a basis for the construction of an algorithm converging to second order stationary points of Problem (1).
Proposition 2.7 Let (x,λ) be a KKT pair of Problem (1) and let
> 0 be given. If a positive semidef- inite matrix W ∈ ∂ 2 B L a (x,λ; ) exists,
then the pair (x,λ) satisfies the second order necessary conditions (3).

Proof. Let us consider the quadratic form associated to any matrix
, and A ∈ A. We can write:
The proof is by contradiction. So we assume that y exists such that
and we show that a choice of (v, w)
nonsingular under LICQ, we can choose
and v = y, so that taking into account that A ⊆ A 0 (x), we have
and we get
3. The curvilinear linesearch CLS. The exactness properties of the augmented Lagrangian function L a , described in the previous section, give us the possibility of defining constrained minimization algorithms by drawing inspiration from the approaches developed in the field of unconstrained optimization. In particular, the merit function L a allows us to extend the approach of defining curvilinear search algorithms in order to get global convergence towards second order stationary points.
However, as already pointed out in [16] , this extension is not trivial since we must cope with the following difficulties:
-the correspondence between the stationary points of the augmented Lagrangian function L a and the KKT pairs of the original constrained problem holds only for values of the penalty parameter smaller than the unknown threshold value¯ ; therefore any constrained optimization method, based on the minimization of the Lagrangian function L a , must be able itself to locate suitable values of the penalty parameter;
-the augmented Lagrangian function L a is not twice continuously differentiable everywhere and the evaluation of the second order derivatives, where they exist, requires the use of the third order derivatives of the functions f and g.
In this paper we describe a new primal-dual algorithm model by extending the approach proposed in [16] , without requiring the third order derivatives of f and g. The algorithm is defined in the extended space of the primal-dual variables (x, λ). We denote the vector of the variable in the n + m space as z = (x , λ ) and all vectors are assumed partitioned accordingly.
In this section, we assume that stays fixed and we focus our attention on the definition of a curvilinear linesearch scheme CLS that ensures convergence towards stationary points of the augmented Lagrangian function L a . The problem of adjusting the value of the penalty parameter and the convergence towards second order stationary points of the original constrained problem will be addressed in the next section.
For a fixed value of the penalty parameter and given two suitable directions d k ∈ IR n+m , s k ∈ IR n+m , the curvilinear linesearch CLS is described below. It takes as input (
Initialization. Set
We note that the curvilinear linesearch CLS differs from unconstrained curvilinear linesearches for the matrix Q k , the function t k and for the test on x(η) / ∈ P. The matrix Q k plays a role similar to the role played by the Hessian matrix in the unconstrained algorithms and, as it will be shown in the next sections, it must be chosen so as to provide some kind of second order information on the original constrained problem to the algorithm. As for the term t k , in the unconstrained curvilinear search algorithms it is possible to set t k = 1 since the Hessian matrix of the objective function is available. In our case expression (11) is needed since the merit function L a is not twice continuously differentiable.
We focus our attention on the assumptions on the directions d k , s k and on the matrices Q k needed to guarantee that CLS is well defined. For short notation, in the following we denote by (x k+1 , λ k+1 ) = CLS(x k , λ k ; ) the new point produced by CLS for a given value of and we show that CLS is able to produce a sequence of points {(x k , λ k )} globally convergent towards stationary points of the augmented Lagrangian function L a (x, λ; ). The overall algorithm SOLA converging to second order stationary points and including the adjustment rule for is discussed in Section 4.
We introduce the following conditions for the directions d k , s k and the matrices Q k .
Condition 1 The directions d k are bounded and satisfy
Condition 2 The directions s k and the matrices Q k are bounded and satisfy 
where {δ k } is a sequence of numbers converging to 0. 
Proof. We recall the notation z k = (x k , λ k ) . First we note that by Proposition 2.4 and taking into account that ∇L a (z k ; ) s k ≤ 0 (by Condition 2(a)), we can write
for some symmetric matrix W belonging to ∂ 2 L a (u; ) where
for some ω ∈ (0, 1).
(i) First we prove that a positive value of η k is returned. We note that P is an open set, therefore the test x(η) ∈ P is satisfied for sufficiently small values of η. Now assume, by contradiction, that a sequence {η j } exists such that η j → 0 for j → ∞ and
and z k does not satisfy ∇L a (z k ; ) = 0 and
By (15) and (14) we have:
Now we consider two cases: a) ∇L a (z k ; ) = 0; and b) ∇L a (z k ; ) = 0 and
In case a) we have, by (11) , that t k > 1. By dividing both sides of (16) by (η j ) 2 , and taking into account that γ − 1 < 0, and that the sequence {W j } is bounded, we obtain for j → ∞:
Consider now case b), namely assume that ∇L a (z k ; ) = 0 and (by Condition 2(b))
In this case we have that ∇L a (z k ; ) d k = 0 and t k = 1 (by (11)). By dividing both sides of (16) by
2 and taking the limit we have:
Now recalling that the sequence {W j } is bounded, and that by Condition 3 we have:
(ii) Now we consider the second part of the proposition. From the acceptability criterion of the line search, and recalling Conditions 1(a) and 2(b), we have that z k+1 ∈ Ω 0 ( ) and
Since the sequence {L a (z k ; )} is non increasing, L a is continuous and {z k } is bounded by Proposition 2.1, it follows that {L a (z k ; )} converges. Hence
Therefore (18), (17), Conditions 1 and 2 yield:
The boundedness of s k and d k , Conditions 1 and 2, (19) and (20) imply in turn:
Suppose now, by contradiction, that there exists a convergent subsequence {z k } K1 whose limit point z * ∈ Ω 0 ( ) does not satisfy condition (12) or (13) . For simplicity we can rename the subsequence {z k } K 1 by {z k }. Now (19) or (20), together with Condition 1(c) imply that η k → 0; this, together with the fact that x * belongs to the open set P, implies that an indexk exists such that, for all k ≥k, x k ∈ P and
and x η k σ ∈ P for some σ ∈ (0, 1].
From (23) and (14) it follows that
Let t * = 1 + min{0.5, ∇L a (z * ; ) }. Now assume that (12) is not satisfied, namely that
By dividing both sides of (24) by
and taking into account that γ − 1 < 0, t k → t * > 1 and that the sequence {W k } is bounded, we get in the limit
Now Condition 1(c) implies that ∇L a (z * ; ) = 0 which contradicts (25) .
On the other hand, if (13) is not satisfied, taking into account (24) as
By taking into account that t k → t * = 1 and u k → z * , and dividing both sides of (26) by
, we obtain in the limit Step 0: Set j = 0 and (x 0 , λ 0 ) = (y 0 , µ 0 ) (outer iteration).
Step 1: Set k = 0 and compute Q 0 ∈ IR (n+m)×(n+m) (inner iteration).
else (update and restart the inner iteration)
End while
Algorithm SOLA can be seen as an enhancement of algorithm ALFA, proposed in [11] . In the definition of ALFA, an iteration map T [z k ] which returns the value z k+1 is used; T must be such that, for every fixed value of and every starting point z 0 ∈ P × IR m , the sequence {z k } belongs to the level set Ω(z 0 , ) and all limits points are stationary points of L a (Assumption A4 of [11] ). This requirement is satisfied by CLS by Proposition 3.1. Hence, in the convergence analysis of SOLA, we can use part of the analysis developed for ALFA.
In order to guarantee second order convergence properties to Algorithm SOLA, the directions s k and the matrices Q k must satisfy an additional property which links the behavior of the sequence {s k Q k s k } to the second order necessary condition for Problem (1).
Condition 4 Let {x
k , λ k } be a sequence converging to a KKT pair (x,λ) of Problem (1) . Then the directions s k and the matrices Q k are such that if
λ) satisfies the second order necessary conditions for Problem (1).
We remark that Condition 4 is required only in the limit, so that, far from a KKT pair (namely whenever
, we can also set s k = 0 in the Algorithm SOLA. Indeed we can approach KKT pairs by using only the direction d k .
The following proposition establishes the main result of this paper. (1) 
or, after having updated the penalty parameter at most a finite number of times, it produces an infinite sequence
{(x k , λ k )} such that every limit point (x * , λ * ) of {(x k , λ k )} is a
second order stationary pair of Problem (1).
Proof. If Algorithm SOLA terminates after a finite number of iterations, let p be the index of the last inner iteration. By the instructions of the inner iteration, we have that Assume now that an infinite sequence is generated. In this case the convergence analysis of algorithm SOLA follows using the same arguments of the convergence analysis of algorithm ALFA of [11] . Actually SOLA differs from ALFA in the stopping criterion for optimality that requires the further test Q k 0 and in the use of procedure CLS. By Proposition 3.1 CLS satisfies Assumption A4 of [11] required by Algorithm ALFA on the iteration map T . The test Q k 0 affects only the convergence analysis of the sequence generated by CLS. Hence, using Theorem 7.2 of [11] , we have that the penalty parameter is updated at most a finite number of times. Hence, by (ii) of Proposition 3.1 we have that the sequence produced by Algorithm SOLA converges to a KKT pair (x * , λ * ) of Problem (1) and that s k Q k s k → 0. This, in turn, implies by Condition 4 that (x * , λ * ) satisfies also the second order necessary conditions of Problem (1).
5. Practical realization of SOLA. In this section we describe some choices for the directions d k , s k and the matrices Q k that satisfy the conditions 1-4 of the preceding sections.
In order to define such directions and matrices, we need estimates of the set of the constraints that are active at the solution. In particular, we need some identification rule which assign to every pair (
lies in a suitable neighborhood of a KKT pair (x,λ). More formally we require that A k ⊕ satisfies the following condition:
Usually the identification rule takes the form:
where ρ(x, λ) is a function that can take different expressions according to the assumptions made on Problem (1). In particular, by taking ρ(x, λ) = −c(x, λ)λ, where c(x, λ) > 0, Condition 5 holds in a neighborhood of a KKT pair (x,λ) satisfying the strict complementarity condition [15] . If the KKT pair (x,λ) does not satisfy strict complementarity, the situation is more complex; nevertheless it is possible to correctly estimate the set A 0 (x) under mild assumptions [14] . For example, one can define ρ(x, λ) as
is a function that vanishes in a KKT pair. With this choice of ρ(x, λ), Condition 5 holds in a neighborhood of a KKT (x,λ) where both f and g are analytic.
The choices of d k , s k , Q k play different roles in the algorithm SOLA. Roughly speaking, the role of the direction d k is that of guaranteeing global convergence towards KKT pairs and also good rate of convergence when approaching points where some kind of second order sufficient conditions are satisfied. The choices of s k and Q k are strictly related each other and should ensure the convergence of the algorithm towards points satisfying the second order necessary conditions.
Since the topic of the paper is on convergence to 2 nd order stationary points of problem (1), we focus on s k and Q k and we give only some hints on how to choose the direction d k .
The direction d
k . As we said above, the role of the direction d k is twofold: to ensure the convergence to a KKT pair and, under additional assumptions, to guarantee the superlinear convergence rate. A theoretically sound option that ensures global convergence is to take d k as a gradient related direction of the type (3) and (4).
The pairŝ,Q.
The pairQ,ŝ
The matrixQ k is given byQ
where H(x, λ; , A) is given in (8) .
The vectorŝ k is bounded and such that:
The matrixQ k given by (28) is a consistent approximation of a special element of ∂ 2 L a (x k , λ k ; ). As regards the choice of the directionŝ k , condition (30) can be satisfied ifŝ k is a sufficiently good approximation of an eigenvector corresponding to the smallest eigenvalue ofQ k . Such approximations can be calculated as indicated, for example, in [23] and [27] . Condition (30) mimics similar conditions in the unconstrained case, whereQ k is the Hessian of the objective function.
We note that properties (29) and (30) 
where H is given by (8) , {R k } is a sequence of matrices converging to 0, β
Let us consider the quadratic form (where we shorten A 0 (x) = A 0 ):
Taking into account (8) and (9), we can write
Recalling that, from Proposition 2.5 and Condition 5 for k sufficiently large, we have that
Now, let us consider the quadratic form:
Taking into account (31) and (32), we have
we have the result. Now we prove that Condition 4 holds. Let {(x k , λ k )} be a sequence converging to a KKT pair (x,λ). By Proposition 2.5 we have that The choiceŝ k andQ k is the straightforward extension to primal-dual algorithm schemes of the choice proposed in [16] for an exact penalty based method.
5.2.2
The pairs,Q. Now we introduce a second choice for s k and Q k . Its novelty relies in the fact that convergence to 2 nd order points is enforced by investigating the curvature information of the Lagrangian L in the tangent space of the estimated active constraints.
The pairQ,s
The vectors
where:
is defined in (9) and
We point out that the LICQ assumption guarantees that M N k ⊕ is nonsingular in a neighborhood of the feasible set. The proof easily follows by the same arguments by which M (x), given by (5) , is proved to be nonsingular [19] . Since M N k ⊕ is positive definite and an accurate computation ofs k λ is needed only close to a KKT pair, system (37) can be efficiently solved by using a conjugate gradient method with increasing accuracy.
The underlying idea of the choices,Q is that the second order necessary conditions require positive semidefiniteness of ∇ Proof. First we prove that Condition 3 holds. Let {(x k , λ k )} and {(y k , µ k )} be sequences converging to a first order stationary point (x,λ) of L a . First we note that from the expression (8) 
Now, by definition ofs k we have that ∇g A k ⊕ (x) s k x = 0 and hence:
On the other hand, for every sequence of matrices W k ∈ ∂ 2 L a (y k , µ k ; ), we have:
By adding and subtracting the quantity p(
, we can write: The choices k ,Q k can be preferable toŝ k ,Q k . In fact in order to evaluateŝ k we must cope with the problem of obtaining at least an approximation of the smallest eigenvalue ofQ k , whereass k x may result as a byproduct of the computation of the direction d k x . Indeed, algorithms superlinearly convergent to KKT pairs have been proposed [2, 10] 
The horizontal step d k o lies in the tangent space of the estimated active constraints and satisfies a sort of optimality condition in the null space N k . By using the projection matrix P N k this condition can be expressed as
Since any d o ∈ N k can be written as d o = P N k y, with y ∈ IR n , the horizontal step d k o can be obtained by computing a solution y k of the following system:
We note that matrix P N k ∇ 2 x L(x k , λ k )P N k may be not positive definite and system (38) may not have a solution far from a KKT point. However, drawing inspiration from the approaches proposed in [2, 20] , an iterative schemes of conjugate gradient type has been proposed [10] . This algorithm applied to system
