Entropy and free-energy estimation are key in thermodynamic characterization of simulated systems ranging from spin models through polymers, colloids, protein structure, and drug-design. Current techniques suffer from being model specific, requiring abundant computation resources and simulation at conditions far from the studied realization. Here, we present a universal scheme to calculate entropy using lossless compression algorithms and validate it on simulated systems of increasing complexity. Our results show accurate entropy values compared to benchmark calculations while being computationally effective. In molecular-dynamics simulations of protein folding, we exhibit unmatched detection capability of the folded states by measuring previously undetectable entropy fluctuations along the simulation timeline. Such entropy evaluation opens a new window onto the dynamics of complex systems and allows efficient free-energy calculations. arXiv:1709.10164v4 [cond-mat.stat-mech] 
Utilizing the exponentially growing power of computers enables in-silico experiments of complex and dynamic systems [1] . In these systems, entropy (S) and enthalpy (H) should be evaluated to appraise the system thermodynamic properties. While enthalpy can be directly calculated from the interaction strength between the system's components, computing the entropy of an equilibrated canonical system essentially requires inferring the probabilities of all relevant microstates (i.e., specific configurations). Consequently, for large systems, contemporary computational capabilities struggle to simulate sufficient microstates for adequate mapping of the freeenergy landscape. This fact limits current ability to estimate thermodynamic properties of interesting systems and phenomena including, e.g., protein folding [1] [2] [3] .
Present strategies to estimate the entropy from simulations include density-or work-based methods [4] . These methods have been proven useful, though they rely on plentiful computational power, for simulations away from the designated realization [5] [6] [7] . Notably, no single method for entropy and free-energy evaluation can be viewed as superior to others, and in many cases, the choice is system dependent [8] . As an alternative path, a reduced phase space assignment can be used, as previously demonstrated in protein folding simulations [1, 2, 9] . There, using a priori knowledge, such as the experimental native protein structure, can be used to attribute each frame a specific state (e.g., folded or unfolded protein states). Following, a rough estimate of the system's free-energy and thermodynamic properties is then attained using the respective state populations, although entropy values are not directly assigned.
Seminal papers in information theory by Shannon [10] and Kolmogorov [11] introduced measures of uncertainty which are mathematically identical to the statisticalmechanics definition of entropy at the large dataset limit. Lossless compession algorithms are essentially practical implementations attempting to realize Kolmogorov complexity [12, 13] . Recognizing these relations has produced novel analytical methods for studying mutual information in sequences of symbols, internet traffic analysis, and redundancy anomaly detections for medicinal signal analysis in electroencephalography, electrocardiography, and more [14] [15] [16] [17] . Despite these important links, studies of physical systems using lossless-compression are rather sparse. Exceptions include recent studies on thermodynamic phase transitions [18] [19] [20] [21] . Additional details on previous studies involving compression algorithms for physical systems are given in the Supplementary Material [22] .
Here, we present a framework for accessible and accurate asymptotic entropy (S A ) calculation using a lossless compression algorithm. Conceptually, the redundancy of information stored in a recorded simulation is tightly related to the entropy of the physical system being simulated. At the foundation of our method, we use a lossless compression algorithm which is optimized to remove information redundancy by locating repeated patterns within a stream of data. Thus, the ability to compress a digital representation of a physical system is directly related to the entropy of that system [22, 23] . We note that other methods exist for the estimation of informationentropy in a data stream [23] . Here we chose to utilize lossless compression, due to its availability and ease of use.
As a proof-of-concept, we verify our entropy estimation on various model systems where the entropy is analytically calculated and compared. Later, the direct application of asymptotic entropy calculation is demonstrated on protein folding simulations, where entropy estimation is challenging. Most adopted lossless compression implementations derive from schemes introduced by Lempel and Ziv (LZ) [24] [25] [26] . LZ algorithms process an input sequence of symbols in a finite alphabet and produce a compressed output sequence by replacing short segments with a reference to a previous instance of the same segment. Fundamentally, the ratio of LZ compressed to input sequence lengths has been proven to converge to Shannon's entropy definition [16, 27] . This convergence is guaranteed for an infinite sequence of symbols, produced by an ergodic random source. A sequence of independent microstates sam-pled from a physical system in equilibrium is in accord with the required random source [22] .
One expects LZ schemes to produce an upper bound on physical entropy and approach it asymptotically for large datasets [27] . In practice, our entropy estimation converges to within a few percents from expected values, even for relatively small datasets. This result, in combination with readily available enthalpy values from the simulations, allows us to construct enthalpy-entropy population diagrams for the complex and dynamic simulation of protein folding.
To calculate entropy using a compression-based algorithm, we must quantitatively map the information content (compressed length) to entropy in the proper scale. However, preliminary steps are required to eliminate spurious effects that result from the combination of translating physical systems into 1d datasets, the physical nature of the specific problem, and the algorithm limitations.
Several physical systems are represented using continuous variables. There, each variable requires an enormous alphabet to represent each degree of freedom. This poses a difficulty for compression since the least-significant digits are noisy, hence incompressible. Therefore, a preprocess is required to reduce the alphabet variability to a coarse-grained representation with n s values. For additional preprocessing details see [22] .
Following, we now take the discretized configurations and store them contiguously in a 1d file [22] . We define the original and compressed file sizes, measured in bytes, byC d and C d respectively. To properly evaluate the asymptotic entropy S A , we generate two additional datasets having the original dataset length. In the first, data over the entire phase-space is replaced with a single repeating symbol (e.g., zero). In the second, all the dataset is replaced with random symbols from the alphabet. The resulting two compressed dataset file sizes are denoted by C 0 and C 1 , respectively. The ratios C 0 /C 0 and C 1 /C 1 converge at the large dataset limit to a value that depends on the size of the alphabet [22] .
Since the degenerate and random datasets represent the extreme cases of minimal and maximal entropy, the compressed file size for the simulated state (C d ) lays within these two extremes. Therefore, we define the incompressibility by η = (C d −C 0 )/(C 1 −C 0 ). For physical systems 0 ≤ η ≤ 1, and converges to a constant in equilibrium with sufficient sampling.
Finally, mapping η to S A can be conducted in various ways, for example from prerequisite knowledge on specific entropy values. Alternatively, we recognize that for each of the D degrees of freedom in the system, represented with n s discrete values, the maximal entropy is given by k B log n s , where k B is the Boltzmann constant. Therefore, as a first order approximation, we linearly map η to entropy, up to an additive constant, by taking S A /k B = ηD log n s (Figure 1 ) [22] . Below we demonstrate that this linear mapping asymptotically quantifies FIG. 1. Schematic asymptotic entropy calculation. Simulations of physical systems are preprocessed and encoded into data files [22] . Entropy is directly calculated from the size of the compressed (C d ) and calibration (C0, C1) data, as well as the entropy range (Smin, Smax).
the entropy even with finite sampling and far from the large dataset limit (e.g., number of microstates).
We are now ready to evaluate our scheme for several benchmark systems. Herein, we use the LZMA compression algorithm although other algorithms produce qualitatively similar results [19] . We compare S A to analytical entropy calculation of five different systems [Figs.
2(a-f)]: finite energy levels ( , 2 , 70 , 80 ) with an arbitrary energy scale ( ) simulated at different temperatures (T ), a 2d Ising model on a square lattice, 2d ferromagnetic and antiferromagnetic (frustrated) Ising models on triangular lattices, and an ideal chain fluctuating in 2d with fixed end-to-end distance (R). The Ising models have exchange energy J, the ideal chain is simulated with monomer length b, and all systems are simulated using Monte-Carlo algorithms [22] . The results agree well with the theoretical calculation Since compression algorithms result in an upper bound for the entropy, we can evaluate and optimize different preprocessing protocols [22] . For example, a comparison between different 2d to 1d transformations for the Ising model on a square lattice shows that the Hilbert scan [28] is slightly better than other naive transformations [ Fig. 3(a) ]. Notably, we can use data compression to evaluate ergodicity and proper sampling intervals [ Fig. 3 (b)] [22, 27] . While the convergence of S A with increasing sampling interval is exponential, its convergence with additional sampling is logarithmic [ Fig. 3 (c)], as expected [29] , and will level off as it approaches the actual value, similarly to trends in random data Fig. S1 [22] . Moreover, for as low as 1000 frames S A estimate is a few percents off the analytically calculated values.
Next, we consider the case of continuous variables which must be coarse-grained for further processing and apply it on simulated lattice-free ideal chains [22] . The optimal discretization (n s ) should depend on the correlations in the system and the number of sampled configurations. Furthermore, the choice of a coordinate system representing the degrees of freedom in the system can introduce or eliminate correlations. In our case, the ideal chain simulation is recorded with 64-bit floating numbers for each Cartesian coordinate, but the analysis is applied to the 1d bond-angle representation [22] . We note that standard compression algorithms work best with short range correlations. For physical systems exhibiting longrange correlations, more attention will be required, possibly by transformation to an alternative representation (e.g. Fourier transform).
The ideal chain example validates that optimal coarsegraining can be identified using our procedure [ Fig. 3(d) ]. At the low n s limit significant information is lost, and the entropy estimate cannot be resolved well. On the other hand, pattern-matching by the compression algorithm is hindered by finite sampling and the estimate increases towards the maximal entropy at the high n s limit. Indeed, S A evaluation shows a shallow minimum that deepens as the chain is stretched [22] .
Encouraged by our results, we test our entropy estimation scheme where free-energy evaluation is a serious concern, namely in protein folding simulation. There, entropy evaluation is currently limited when using the simulation data alone [30] . Specifically, we quantify entropy for the reversible protein folding of a Villin headpiece C-terminal fragment simulated by molecular dynamics (MD) [2] . The system is sampled at equilibrium and demonstrates short transition times between folded and unfolded states and a long lifetime at each given state [2] . Piana et al. [2] calculated the fragment's thermodynamic properties from the population ratio of folded to unfolded states via the transition-based assignment [9] aided by the experimental folded structure [31] . In particular, the difference in entropy between folded and unfolded states (∆S f ) was estimated from the states' lifetimes (Table S5 ). Using our compression framework, along with the abovementioned frame assignments into two ensembles, we attained the backbone's entropy values of the folded and unfolded states [22] .
Moreover, the assignment to either of the two states can be done using a sliding entropy estimate from lossless compression, without any a-priori experimental input. This scheme can potentially detect yet unidentified, competing, low free-energy structures which eluded experimental observation. In Fig. 4 (a) we show S A evaluated for sequences of configurations within a sliding window of length τ w through the timeline of a simulation. At each time point t, configurations sampled by the simulation between t and t + τ w are preprocessed and compressed, to arrive at S A (t) [22] . We chose the window length τ w = 0.4µs as a reasonable compromise between convergence of S A and time-resolution [22] . This choice limits our observations to dynamic processes slower than the chosen time-window. Fig. 4 (a) clearly demonstrates the correspondence between low S A and Piana's preassigned folded states (shaded areas).
Using these sliding-window S A values, we can now construct an enthalpy-entropy population diagram [ Fig.  4 (b)] [22] ; a valley between clustered events in the S A −H plot allows to assign the folded and unfolded states, without a priori experimental knowledge, with 95.3 -96.3% agreement [22] allowing the low free-energy folded structure to be extracted from the simulation and compared to the experimental crystal structure [ Fig. 4(c) ]. In agreement with Piana's assignments, changes in the ratio between folded and unfolded populations are clearly revealed by S A distributions, as simulation temperature is varied [ Fig. 4(d) , Table S5 ].
Following an assignment to the two folded/unfolded ensembles, we can now use our method to directly estimate the entropic difference between the ensembles. In order to reduce spurious effects resulting from time correlations between neighboring frames, we resampled each ensemble (folded/unfolded) separately [22] . Following, we optimize the number of coarse-grained dihedral angles, as described above, and estimate each ensemble's entropy value using lossless compression. The difference between the estimated values (∆S A ) is given in Table  S5 . We note that ∆S A represents only the protein backbone's entropic contribution, as the information is taken solely from the dihedral angles. Further contributions, originating from the solvent, side-chains or other solutes may contribute as well to the overall entropy difference. These contributions will be addressed in future work.
By construction, the successful operation of compression algorithms is derived from identifying domains that repeat within 1d datasets. This is of great convenience for effectively 1d objects such as polymers and proteins. We show that lossless compression algorithms allow efficient estimation of entropy in a wide variety of physical systems, including protein folding simulations, and without any a priori knowledge about specific states. Additionally, our framework can easily assess sufficient sampling, ergodicity and coarse-graining optimality for many-body simulations. We expect that our methodology will be useful for experimental systems [21] and additional athermal models, where entropy estimation is hard or inaccessible.
Entropy is defined for equilibrated or almoststationary systems. However, S A estimates can be useful also away from equilibrium, to detect divergent trends in information-content and disorder [21] . Our results demonstrate modern MD simulations have sufficient statistics to allow entropy estimation even for small fragments of simulated trajectories, and that lossless compression algorithms can be conveniently used for this estimation. The resulting observation of continuous entropy dynamics, including detection of transient ordered states (i.e., a protein's fold), opens a new avenue in characterizing dynamics of complex systems.
SUPPLEMENTAL MATERIAL FOR UNIVERSAL AND ACCESSIBLE ENTROPY ESTIMATION USING A COMPRESSION ALGORITHM
Physical systems presented in this work are severely under-sampled compared to their available configurational space (e.g., 2 4096 states for the Ising model on a square lattice with 64 2 sites). In the text, we discuss a proof for the convergence of the size of a sequence encoded by the Lempel-Ziv algorithm [24] , to Shannonentropy per symbol [25] . It is worth noting that the analogy made there is between physical microstates and symbols of the processed sequence. As a result, convergence is guaranteed only for an over-sampled sequence of the system's microstates. Using our method, the entropy estimate converges for a much smaller sample size [Figs. 2(a-d)]. This is in accordance with conventional simulation methods (Metropolis Monte Carlo or moleculardynamics) that produce reliable thermodynamical properties, even when under-sampled [5, 6] .
We offer the following concise description of innerworkings of the current method, which may shed light on the reasons for which it works, and potential limits.
The probability p i of observing a system's i'th microstate, described as a set of variables {v k }, can be broken down to the observation probability of submicrostates (i.e., values of a sub-set of system variables), via the probability chain-rule:
, for an arbitrary index k. This decomposition can be continued to any arbitrary partitioning into sub-sets of variables. Note however that, in all systems, a correlation length (l c ) can be defined such that pairs of non-overlapping submicrostates of size l c , have a negligible correlation. Finally, microstates may be decomposed into uncorrelated sub-microstates of size l ≥ l c ; in this case we end up removing the conditions in the chain-rule:
Switching to the compression algorithm perspective, practical implementations find patterns of sequential bytes; these patterns can be viewed as sub-microstates. At each point during the compression process, patterns are matched to the history of data up to that point. A matched pattern is then replaced by a reference of size log d to data found a distance d back. If one assumes an underlying Poisson process, and therefore an exponential distribution of distance to next observation, then the average distance is d = p −1 ; where p is the probability of observing the current sub-microstate. The average size of compressed data amounts to Σ p log d p per sampled configuration, where p is the index for the current pattern within a conformation (i.e., sub-microstate), and d p is the distance to previous observation of the pattern. Empirically, due to the exponential distribution of d p one can replace log d p ≈ log d p . Additionally, assuming for the size of the patterns (l p ) : l p ≥ l c , and using the statements above, we recover an average compressed size of − log p i per sampled configuration.
A few previous studies used lossless compression on physical system simulations, taking different approaches than the one presented in this work [18] [19] [20] [21] . For example, Melchert & Hartmann [18] used compression to characterize the divergent correlation-time in the dynamics of an Ising model and commented on potential generalization for the detection of order-disorder phase transitions. Their approach is useful for the characterization of divergent trends, as in the case of correlation-time near a 2 nd order phase transition. However, as stated in their work, that approach does not lead to a universal estimate of entropy.
All aforementioned studies reduced multi-dimensional datasets to streams of data that can be compressed by representing every time point with one value. Melchert & Hartmann [18] compressed the time-series of an arbitrary spin in the 2d Ising lattice, and Vogel et al. [20] compressed a time-series of a nematic order parameter.
More recently, Martiniani et al. used lossless compression to qualitatively evaluate the time-evolution of order in out-of-equilibrium systems [21] . There, the exact nature of order is not easily defined and lossless compression was used to detect a dynamic phase transition. Their detection is achieved by monitoring the compressed-length of a full description of each configuration, as the system evolves in time. These studies did not attempt to quantify entropy; rather, they use divergent trends in information content, quantified by lossless compression, to detect a change in the system state.
Application of lossless compression to a single configuration for estimation of entropy, such as in the case of Martiniani et al. [21] , implicitly assumes an equivalence between a large system and an ensemble of smaller similar systems. Such equivalence is valid in systems like the Ising model or indeed any system with homogenous degrees of freedom and periodic boundaries. However, simulation of a large ensemble of complex systems such as protein dynamics, although in-principle possible, is impractial. Instead, we treat a sequence of independently sampled configurations as an ensemble and apply compression on its entirety.
In this work, we are ultimately interested in systems which are heterogeneous, without any obvious internal similarity (e.g. symmetry). Examples of such systems include a stretched ideal chain and other linear chains such as proteins, DNA or RNA. If one was to apply a lossless compression algorithm to a single configuration of these systems, the resulting entropy value would typically be over-estimated since recurring patterns would be rare. Instead, in these systems, in order to achieve a valid estimate for entropy using lossless compression, we apply the compression to a set of many independent configurations of the system at once. This approach leads to pattern matches by the compression algorithm across the set of configurations. In our work, we demonstrate that with the appropriate care, lossless compression algorithms can do more than detection of order and yield the entropy values of a digitized physical realization.
General scheme
Practically, to quantify S A , each recorded simulation data was first encoded into a file as bytes. Encoding into bytes encompasses various choices of projection to lower dimensionality and coarse-graining, which will be discussed below. The encoded file is compressed using the Lempel-Ziv-Markov chain-Algorithm (LZMA), implemented in the open-source 7-Zip software (LZMA); the resulting compressed size in bytes is plugged into the calculation of S A , as described in the main text.
Concisely, to extract an entropy value from a digitized dataset one should perform the following steps: We consider a physical system with D degrees of freedoms recorded at N independently sampled configurations. The original recorded dataset is defined as the set of variables {x t i }, where t = 1...N and i = 1...D. Often the native coordinate systems in which the system is recorded are not optimal for convergence of S A under finite-sampling. For example, trivial degrees of freedom, such as whole-body translation and/or rotation typically do not affect configurational entropy (or free-energy). In such cases, a transformation to an orientation-aligned center-of-mass frame should be performed.
Reduce Dimensionality
The LZMA algorithm, as well as any alternative, works by finding contiguous patterns of bytes which appear previously within the file. As a result, the algorithm only detects one-dimensional correlations, while local correlations within the data might be better represented in higher dimensionality. This problem has been conveniently analyzed before, where a reduction to onedimension using a Hilbert space-filling curve (Hilbert scan) was found optimal to retain clustered correlations [28] . In general, the choice of reduction from multi-to one-dimension affects convergence of S A . We have tested a multitude of schemes for this reduction and demonstrate several for the Ising model on a square lattice [ Fig.  3(a) ].
Coarse-Grain
Compression algorithms are designed to minimally represent a dataset's alphabet (finite set of symbols, of which a sequence is composed). However, often data is recorded as continuous variables which contain insignificant digits that are effectively random and independent, due to noise or numerical inaccuracy. Such digits render the dataset's alphabet enormous. In principle, S A asymptotically converges for any sized alphabet; however, for practical purposes, the required sample size increases dramatically. To treat the issue, we approximate a system's entropy by the entropy of a projected system with discretized degrees of freedom (i.e., coarse-graining), for which S A converges at much smaller sample size.
Here again, many schemes for coarse-graining may be introduced which, after computation of S A , will produce an upper bound on the actual entropy. In this work, we coarse-grain the continuous degrees of freedom in the ideal-chain model, and in molecular dynamics trajectories, using the following scheme. For both systems, we have used a representation composed of angles. In the ideal chain these are bond angles relative to common axes, and in the protein, these are dihedral angles -relative to surrounding amino acids. In either system, the maximal range of values taken up by the coordinates is conveniently known in advance to be [−π, +π).
For each degree of freedom x t i , we generate a new integer variablex t i = n s (x t i + ∆x i )/R i , which is effectively a rounding down to units of R i /n s . Here, ∆x i and R i are a shift and range, respectively, for the i'th degree of freedom, such that the mapped values would lay in the range [0, n s ). In the current case, the shift is +π and the range is preset to 2π, but in general, these can be derived from the samples using, for example, the mean and some multiple of the standard deviation. The number of coarse-grained values n s is optimized for minimal calculated S A [Fig. 3(d) ]. Whether we started off with discrete degrees of freedom or continuous ones, the assessed discrete system invariably has maximal entropy range of D log n s , where D is the number of represented degrees of freedom.
Compress and Rescale
For compression, LZMA version 16.04 was used (www.7-zip.org/download.html), with the following parameters: 3 literal context bits, 0 literal position bits, 2 position bits, 64 fast bytes, BT4 search tree, 4 hash bytes, and a dictionary size of 64 MB. These parameter values are the default compression settings of the 7Zip software, set to "maximal compression". The exact code used in this work can be provided upon request. All data streams compressed in this work were smaller than the set dictionary size.
As described in the main text, the final entropy estimate is derived by relation to the known entropies of the maximal and minimal entropy states (even if these are not reachable in the given system). These converge to a typical compression ratio for each choice of n s , as demonstrated in Fig. S1 . In principle, representations coarsegrained to n s values require log 2 n s bits to be described, hence the expected asymptotic compression ratio would be log 2 n s / log 2 256 for representations occupying whole bytes (8 bits). However, due to practical limitations of the LZMA algorithm used here, the compression ratio converges to a value slightly larger than expected. This is normalized out in our definition of the incompressibility content η = (C d − C 0 )/(C 1 − C 0 ), as schematically shown in Figure 1 .
Practically, the maximal and minimal entropy states are derived by generating two additional datasets having the original dataset length. In the first, data over the entire phase-space is replaced with a single repeating symbol (e.g., zero). The result of compressing this "zeros" dataset is defined as C 0 and is given in Fig. S1 by n s = 1. In the second dataset, all the values are replaced with random symbols from the alphabet (n s ) used to extract C d . The latter results with the compressed file size denoted by C 1 . As described above, the entropy is calculated by S A /k B = ηD log n s .
Evaluate Preprocessing
Due to finite sampling, S A is guaranteed to be an upper bound to the physical entropy of the system. Nonetheless, alternative choices in the preprocessing steps such as the level of coarse-graining and the choice of degrees-offreedom may eliminate important correlations or introduce spurious effects challenging the compression algorithm's efficiency. It is therefore recommended to evaluate the entropy over various representations and to chose the one with the minimal valued S A .
FIG. S1. Convergence of compression ratio for varying alphabet size (ns). Data points represent the ratio between the compressed length and the original length for sequences of randomly generated integers from a uniform distribution. For compression, these numbers are stored each in a single byte, which can store an alphabet of at most 256 unique values. These compression ratios are used for the calibration of the entropy estimate in the maximal entropy state for a given choice of the number of coarse-grained represented values (the case of a single valued alphabet is always used as the minimal entropy state). Compression ratios for 10 7 bytes are indicated to the right of each curve and due to practical limitations of the LZMA algorithm are slightly higher than the expected ratio log 2 ns/ log 2 256, for each ns. For reference, the length of 5000 concatenated configurations of an ideal chain with 100 monomers is 5 · 10 5 bytes (1 byte per monomer per configuration).
Implicit assumptions and spurious effects
One should take note of the implicit physical assumptions made by a compression algorithm which processes bytes. Compression algorithms match patterns between any arbitrary pairs of locations, which implies translational symmetry (at least in the 1d representation). Many systems, like a polymer, protein, or indeed any finite system without a periodic boundary, do not have this symmetry. The implicit assumption of symmetries may lead to an under-estimation of entropy by S A due to spurious matching of patterns. We do not currently observe such an effect and can only assume that matches between independent regions in our tested systems are much less likely than matches between the same region in different instances.
Calculation of SA for the finite states system
States sampled from the finite state system were laid out consecutively in a file, with each byte holding the index of the currently selected state. For the entropy estimate, D = 1 and n s is assigned the number of energy levels.We construct and compress the zero dataset (C 0 ) as a file of identical size to the recorded files above, with all samples set to the value 0. A random dataset (C 1 ) is created similarly, with every sample chosen randomly and uniformly from the available alphabet.
Calculation of SA for the Ising model
The Ising model consists of a ±1 value per site, which we represent by a single binary digit (a bit). Spin sites on the 2d square lattice are laid out in a 1d sequence either row-by-row, in a spiral (first row, then last column without overlapping site, spiraling inwards in clockwise order), or ordered by a Hilbert space-filling curve [28] . Site values (bits) are laid out in a file either consecutively, filling every byte with the values of 8 sites (8 bits), or 1 site value per byte. Also, we used an intermediate filling of bytes with 3 sites per byte, where the two additional values were taken from the sites above and to the right, regardless of the order in which the sites are laid out. For the triangular lattice, we use a Hilbert scan with 3 sites per byte, as described above. In practice, we implement the triangular lattice as a square lattice with two additional diagonal bonds, so scans regard the site positions as for the square lattice. For the final estimate, D is assigned the number of sites in the lattice and n s = 2. The zero dataset (C 0 ) is generated with configurations of equal size and number to the sampled systems above, with all spin values set to -1. The random dataset (C 1 ) is produced by setting spins uniformly and randomly to ±1 and representing as described above.
Calculation of SA for the ideal chain
Our simulations of ideal-chains consisting of D = 2 · N coordinates were conducted and recorded with 64-bit precision floating point numbers. We tested several representations for the chain to be compressed, including a naive representation with cartesian coordinates. For the ideal chain, a representation as a list of angles for the steps between monomers (i.e., bond angles) resulted in the lowest entropy estimates and was therefore used for analysis. This representation effectively decorrelates the monomers and therefore produces the lowest entropy estimates, which is also robust to large deviations from the optimal n s , as observed by the shallow minima [ Fig.  3(d) ]. Minimal S A is consistently around n s = 170 coarse-grained angles. The results presented here [Figs. 2(e), 3(d) and S2] were derived using this representation and also demonstrate that the compression algorithm effectively captures entropic contributions of individual variables, even when uncorrelated. For calibra- FIG. S3. Evaluation of entropy for varying number of coarsegrained angles (ns) for Villin headpiece. SA(ns) is calculated for 4,000 frames from either unfolded or folded configurations as assigned in this work, resampled every 100'th frame (see main text). Lowest SA is calculated in both ensembles with ns = 11, indicated by the arrows. We notice that the difference in entropies between the folded and unfolded states remains almost constant over a large range of ns. tion, we generate the zero (C 0 ) and random (C 1 ) files as before, with configurations equal in size and number to recorded data. In Fig. S2 we demonstrate the collapse of all our data points to a single curve described by S = −R 2 /b 2 (N − 1) when the x axis is normalized by 1/(N − 1).
FIG. S4.
Convergence of SA with sampled window size τw. SA(τw) is calculated for varying windows size, and averaged over 100 windows preassigned by the transition-basedassignment [2] as folded (circles) and unfolded (squares). The calculated SA(τw) points are fit with a double exponential functiona + b1 · exp(−τw/τ1) + b2 · exp(−τw/τ2), which results with τ1 ≈ 0.02µs for both and τ2 = 0.160µs and 0.100µs for the folded and unfolded frames respectively (solid lines).
Calculation of SA for the Villin headpiece protein fragment
We treat the coordinates for each C α carbon essentially as for the Ideal chain. Here, however, we have two dihedral angles per site (φ, ψ, D = 66). We choose to lay out a sequence of concatenated pairs of angles (φ 1 , ψ 1 , φ 2 , ψ 2 , ...) rather than concatenating first one angle and then the other (φ 1 , φ 2 , ..., ψ 1 , ψ 2 , ...) as this results in slightly lower S A values. For ∆S A values (see Table  S5 in the main text), frames assigned to either folded or unfolded state are collected for processing. We tested for correlation time between frames, using the convergence of compression ratio [see for example Fig. 3(c) ] and found correlation times in the range of 20-30 frames for collected frames of either folded or unfolded assignments. Therefore, every 100'th frame was kept for further processing. We observe lowest S A values for n s = 11 coarse-grained values per coordinate, in either the folded or unfolded configurational ensembles (Fig. S3) .
We generate the zero (C 0 ) and random (C 1 ) files as before, with configurations equal in size and number to processed recorded data. We generate the random file from uniformly random n s dihedral angles per coordinate. For the sliding-window S A values ( Figs. 4 and S4) , we obtain a reasonable compromise between convergence of S A and time-resolution with a window of 2,000 consecutive frames (τ w = 0.4µs, see Fig. S4 ), independent of choice of n s . Our S A estimate is evaluated for discretized windows starting every 200 frames (90% overlap). Using n s = 24 results in maximal discrepancy between S A values for either folded or unfolded states and was therefore used for the S A − H diagrams [Figs. 4(b) and S4] instead of n s = 11 which was used for the ensemble entropy estimates in Table S5 . For these enthalpy-entropy diagrams, we averaged per-frame enthalpy values provided with the recorded simulation, over the same windows defined above.
For each simulated temperature, a line crossing the valley between clustered events was optimized as follows.
We interpolate values of a two-dimensional S A − H histogram along an optimized line and minimize the line integral over sampled values. Final optimized lines are given by S A = aH + b with the parameters: (a = −4.84, b = 0), (a = −5.88, b = −0.01), (a = −5.61, b = −14.9) for temperatures 360K, 370K, 380K respectively. These optimized classification line borders are shown in Fig. S5 . After assigning windows above (below) the line as unfolded (folded), we compared to per-frame assignments given to us with the recorded simulation achieved with the transition-based-assignment [2] , which are averaged over windows. The agreement reached 96.3%, 95.6% and 95.3% for temperatures 360K, 370K, 380K respectively.
Finite states simulations
A discrete state system was defined consisting of the following four energy-levels: , 2 , 70 , 80 , with being an arbitrary energy scale. States were sampled from their Boltzmann distribution p i = exp −ε i / T Σj exp −ε j / T with p i the probability for the i'th energy-level, ε i its energy, and T the dimensionless simulation temperature. For each temperature, 7 · 10 6 states were sampled and recorded.
Ising model simulations
Ising spin-half simulations were conducted using the Metropolis Monte-Carlo (MC) algorithm at various tem-TABLE S5. Thermodynamics estimation derived from MD simulations of Villin headpiece at three temperatures (T ). Folding free energy estimation was calculated from the ratio of folded and unfolded states either pre-assigned by Piana et al. [2] (∆G f ) or assigned by our method (∆GA). Folding enthalpy (∆H f ) was calculated from the difference in average force-field energy in the pre-assigned data [2] . Entropy difference between folded to unfolded ensembles is compared between the transition-based assignment method (T ∆S f = ∆H f − ∆G f ) and the compression-based entropy estimations (∆SA), as detailed in the text. All energy terms are given in kcal mol units. peratures. An interaction potential was defined between each nearest neighboring pair of sites (i, j) : −1/2·Jσ i σ j , with σ i a ±1 valued spin site and periodic boundary conditions. Sites were put either on a square or a triangular lattice, with the number of sites L 2 = 64 2 for the ferromagnetic (J = +1) and 16 2 for the antiferromagnetic (J = −1) models. The MC step involves either a single site flip or a cluster flip, depending on the temperature and coupling parameter J. A single site flip involves a randomly picked site which is flipped with probability exp −∆E/kBT for ∆E > 0 energy difference caused by the flip, and with probability 1 for ∆E ≤ 0; T being the simulation temperature. The cluster flip involves randomly picking a site, and repeatedly growing a cluster onto neighboring sites. Cluster growth is considered through each outward bond from sites on the cluster's interface, onto sites with an identical sign, and with probability 1 − exp −2J/kBT , as described by U. Wolff [33] . For the antiferromagnetic triangular lattice, only single site flips were used. Correlation times were calculated by fitting the autocorrelated fluctuations of mean spin value, with an exponential function; this was done for each simulated temperature. The final sampling plan defined sampling intervals exceeding the correlation times 5-fold, at each temperature (Fig. S6 ). Based on correlation times for either single or cluster flips, cluster flips were used with probability 0.5, below T = 2.6k B /J for the ferromagnetic model on a square lattice and T = 4.1k B /J on a triangular lattice. Simulations were started in a random configuration and run consecutively at decreasing temperature, with a recording of full system microstates every sampling interval, until 5,000 sampled configurations. Simulations were verified by comparing entropy quantified using the standard cluster variation method [34] , to the analytical entropy derived by Onsager [35] for the square and Wannier [36] for the triangular lattices.
Two-dimensional ideal chain simulations
Ideal chain simulations were conducted using MC at varying end-to-end distance R, in a lattice-free setup. The number of monomers (N m = D/2) along the chain was set to either 100, 200, 300 or 1000, and the bond length (b) was constantly set to 1. At each MC step, two sites along the chain are randomly picked, and the chain in between is flipped about the line connecting the two sites. Minimal and maximal distance between the picked sites is set to 3 and N m /2 respectively. The step occurs at probability 1, since no potential is defined, and the step preserves bond lengths. The simulation algorithm is verified by running with an additional step of randomly reorienting the edge bonds with probability 0.1, to get a free ideal chain. The observed end-to-end vector populations fit the expected Gaussian distribution.
We calculate correlation times by fitting an exponential function to the autocorrelated fluctuations of the radius-of-gyration R 2 g = Σ i (r i − r i ) 2 , calculated over the chain coordinates r i ; this is done for each simulated R. The final sampling plan defines sampling intervals exceeding correlation times 5-fold, at each R. Simulations are started from a zig-zag configuration, equilibrated for 10,000 steps, and we record the chain's coordinates every sampling interval and store 5,000 sampled configurations per choice of R.
Villin headpiece protein fragment
Recorded simulation data for the Villin headpiece protein fragment [2] was made available to us by the group of Dr. Shaw. The recorded simulation data processed in this work consists of a full-atom description of the 35 amino acids of the protein. The full-atom description contains hundreds of atoms, which are then reduced to a description of dihedral angles (such as in Ramachandran plots). Since dihedral angles refer to orientation changes between amino acids, they are undefined at the first and last ones. Each protein configuration is reduced to 2 dihedral angles per each of the 33 non-edge amino acids -66 coordinates in total. Data used for analysis is from the Nle/Nle mutant, simulated at 360K, 370K, and 380K.
We estimated the error range and uncertainties in our entropy calculation by repeating the compression-based assessment over 11 newly generated and uncorrelated datasets for several different systems. We define the uncertainty δS A (T ) = S A (T ) − S(T ). Here, S(T ) is the analytical entropy value for a given temperature (T ), and S A (T ) is the mean of entropy estimation over the realizations. In addition, error range is calculated by the standard deviation (SD) out of the realizations. In Table S6, we show the average and maximum uncertainties, and the maximum SDs over the entire temperature range under study. For the ideal chain case, T is replaced with end-to-end distance (R) and the analytical model S(R) = S 0 − R 2 /(b 2 (N − 1)) was fitted for its constant S 0 .
When trying to evaluate how accurate our estimation is, in the most general way, we notice the problem that relative error (δS A /S) can be misleading when S → 0. There, even a very good estimation of the entropy will result in divergence of the relative error. Moreover, for continuous variables as in cases of the ideal chain and protein folding, only entropy difference from a reference should be used. However, entropy error ranges and uncertainties are orders of magnitude smaller than the entropy scale of the problem, giving us confidence using the compression-based scheme to evaluate entropy. 
