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Abstract
The central limit for the product of free random variables are studied by evaluating
all the moments of the limit distribution. The logarithm of the central limit is found to
be the same as the sum of two independent free random variables: one semicircularly
distributed and another uniformly distributed. The logarithm of central limit has a
moment-generating function of exp(ξ2s/2)1F1
(
1− s; 2;−ξ2s).
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1 Introduction
Free probability theory [22, 35] is for free random variables. The theory for free random
variables are applicable to study random matrices with a very large dimension [28] [35, §4].
The statistical properties of free random variables are equivalently that of the eigenvalues
of large random matrices.
In free probability theory, the central limit theorem on the sum of independent free
random variables gives semicircle distribution [32, 34] [35, §3.5]. Semicircle distribution,
may be called free normal distribution, for free random variables serves the same as normal
distribution for regular commuting random variables.
For positive conventional commuting random variables, the product of positive random
variables has a central limit as the log-normal distribution because of x1x2 = exp(log x1 +
log x2) for positive random variables x1 and x2. As the central limit for the logarithm of
a random variable is normal distribution, the product of random variables has its central
limit as log-normal distribution. Log-normal distribution is applicable to many physical
phenomena [18], the shadowing of wireless channel [26, §4.9.2], and some nonlinear noise in
fiber communications [13]. Log-normal distribution is also very close to the power law or
Zipf law [20, 21].
For positive free random variables, the relationship of X1 ⊠ X2 cannot guarantee the
same as exp(logX1⊞ logX2), the symbols of ⊠ and ⊞ are free product and free addition of
free random variables, respectively, and equivalent to matrix multiplication and addition,
respectively [28] [35, §4]. Alternatively, the relationship of exp(X1 ⊞X2) is not necessary
equal to the free multiplication of exp(X1)⊠ exp(X2). The log-semicircle distribution is not
the central limit for the product of positive free random variables.
Here, the central limit distribution is derived for the product of positive free ran-
dom variables. The logarithm of the central limit is found to be the sum of two inde-
pendent free random variables: one uniformly distributed and another semicircularly dis-
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tributed. The moment-generating function of logarithm of the central limit is also equal to
exp(ξ2s/2)1F1
(
1− s; 2;−ξ2s), where 1F1 (a; b;x) is the confluent hypergeometric function.
There was a long history to study the product of random matrices [11] to represent
a physical system with the cascade of a chain of basic random elements with identical
statistical properties. The results here are based on the multiplication of free random
variables [33]. The characteristic of the central limit were derived in [3], together with
all moments [5]. The central limit of the product of free random variables was studied in
[2, 4, 8] as infinitely divisible free random variables. With all moments, the distribution is
typically uniquely determined [27] but difficult to find the distribution explicitly. When the
moment-generating function is translated to characteristic function, the distribution is just
the inverse Fourier transform.
To simplify the problem, for independent identically distributed positive free random
variables Xi with a product of Y =
∏n
i=1Xi, we always assume that logXi is zero mean.
In [16], the norm was considered for the case with unity mean finite support Xi. The
geometric mean was found in [31], similar to the large number theory for commutating
random variables. The theory in [2, 4, 8, 16, 31] may applicable to the case that logXi do
not exist, i.e., with an atom in zero. The theory here is only applicable to the case with the
existing of logXi.
For zero-mean logXi, the central limit is only meaningful when the accumulated vari-
ance, ξ2 =
∑n
i=1 ϕ
(
log2Xi
)
, is not very large, where ϕ(Ak) denotes the kth-moment of a
free random variable A. The geometric mean [31] or the Lyapunov exponent [11], is very
meaningful when the accumulated variance is far larger than unity, ξ2 >> 1. In practical
applicable, both geometric mean or Lyapunov exponent find the average contribution of
each component Xi, especially when the number n approaches infinity such that log Y has
infinite variance. In some applications, logXi may have a variance very close to zero but
ξ2 is finite with an order close to unity. In engineering applications requiring meaningful
approximation, the central limit may be used when the number n is finite but large to
render the validity of central limit. Here, we are interested when ξ is at almost 10 to 20 dB.
Later parts of this paper are organized as following: Sect. 2 summarizes the main
results of this paper; Sects. 3 and 4 give the proof of the theorem related to the product
of free random variables; Sect. 5 shows some properties of the central limit and plots the
distribution; Sect. 6 is the conclusion of this paper.
2 Main Results
The goal here is to find the central limit for the product of independent free random vari-
ables. The moments of the central limit are found explicitly. The moment-generating
function is derived analytically by the method of matching all order of the moments. To
keep Xi and the final product Y to have “similar” magnitude in variance, each component
of the product is scaled by X
1/
√
n
i . The main theorem of this paper is:
Theorem 1. Let Xi, i = 1, . . . , n, denote identical independently distributed positive free
random variables, if logXi are zero mean and have variance of ξ
2 = ϕ
(
log2Xi
)
, the central
limit of
Y = lim
n→∞
X
1√
n
1 ⊠X
1√
n
2 ⊠ · · ·⊠X
1√
n
n (1)
has the following properties:
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(a) The central limit is
log Y = ξG+
1
2
ξ2F (2)
where G is a free-random variable with zero-mean semicircle distribution and unity
variance, F is a free random variable uniformly distributed between ±1, and G and F
are independent of each other.
(b) The moment-generating function of log Y is
exp(ξ2s/2)1F1
(
1− s; 2;−ξ2s) . (3)
If Theorem 1 is correct, we should have the following straightforward corollaries:
Corollary 1. The moment-generating function of
S = ξG+
1
2
ξ2F (4)
is
MS(s) = exp(ξ
2s/2)1F1
(
1− s; 2;−ξ2s) . (5)
Corollary 2. The kth-moment of the central limit Y (1) is
ϕ
(
Y k
)
= exp
(
kξ2/2
)
1F1(1− k; 2;−kξ2). (6)
This study is always limited to the case with zero mean logXi, leading to zero-mean
log Y as from (2). If logXi have positive mean, Y (1) grows to infinity. If logXi have
negative mean, Y (1) shrinks to zero. Only the cases with zero mean logXi is interested
for the study of Y (1). In practice, the mean of log Y may be studied separately as the
Lyapunov exponent as in [11].
If Corollaries 1 and 2 are both correct, Theorem 1 can be proved with minimal ef-
forts. With moment-generating function of MS(s) of (5) and by the definition of moment-
generating function, the kth-moment of exp(S) is MS(k) that is the same as (6). Because
the kth-moment of Y is the same as the kth-moment of exp(S), Y has the same distribution
as exp(S) as the moment uniquely determined the distribution [27]. Because Y is positive
definite, log Y has the same distribution as S given by (2) or (4). Because of Corollary 1,
log Y also has moment-generating function given by (3) or (5). Note that the uniqueness
requires the moment to satisfy the Carleman condition [27, §1.6] that is easy to verify.
The following sections prove Corollaries 1 and 2, respectively.
3
3 moment-generating function for S = ξG+ 12ξ
2F
The propose of this section is to find the moment-generating function of S = ξG + 12ξ
2F
(4) as given by Corollary 1. We will first derive the nth-moment of S and compared it with
the nth-moment given by the moment-generating function MS(s) (5).
The statistics of the sum of free random variables can be found by the sum of their
correspondingR-transform [22, 35]. TheR-transform is defined by the algebraic relationship
of
G
(
R(z) +
1
z
)
= z (7)
where G(z) is the Cauchy-Stieltjes transform of a measure A that is given by the expectation
of
G(z) =
∫
1
z − tdµA(t) =
∞∑
k=0
ϕ
(
Ak
)
zk+1
. (8)
Here, the kth-moment of a free random variable is denoted as ϕ
(
Ak
)
. If A is a large random
matrix, ϕ
(
Ak
)
is the kth-moment of the eigenvalues for A.
In the summation (4), G is semicircularly distributed with unity variance, or a radius
of 2. Typically, G is assumed as a large random Gaussian matrix [14] but many other large
random matrices are possible [9, 30]. The R-transform for G is RG(s) = s [22, 35]. F is a
free random variable uniformly between ±1, the kth moment for F is ϕ (F k) = 1/(k + 1)
for even k and 0 otherwise. The Cauchy-Stieltjes transform of F is
GF (z) =
∞∑
k=0
1
(2k + 1)z2k+1
= coth−1 z (9)
and the R-transform for 12ξ
2F is 12ξ
2 coth
(
1
2ξ
2z
) − 1/z. The R-transform for S becomes
RS(z) = ξ
2z +
1
2
ξ2 coth
(
1
2
ξ2z
)
− 1
z
(10)
The Cauchy-Stieltjes transform of S is given by the inverse function of
G−1S (z) = ξ
2z +
1
2
ξ2 coth
(
1
2
ξ2z
)
(11)
From (8), instead of using G(z), the moments of S can be found more conveniently using
G(1/z).
Using the Lagrange inversion formula [36, §7.32] with variation in [15, 16], if the de-
pendence between w and z is given by w/φ(w) = z and φ(0) 6= 0, the inversion series for
w = g(z) is given by
g(z) =
∞∑
k=1
zk
k!
dk−1
dwk−1
φ(w)k
∣∣∣∣
w=0
. (12)
Using the formulation of (12), the inverse of G(1/z) is given by the inverse of w/φ(w)
with
φ(w) = ξ2w2 + 1 +
1
2
ξ2wH
(
1
2
ξ2w
)
(13)
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where H(x) = coth x− 1/x.
The n-th moments of S is given by
1
(n+ 1)!
dn
dwn
φ(w)n+1
∣∣∣∣
w=0
(14)
from Lagrange inversion formula (12), or 1/(n + 1) the coefficient of wn in φ(w)n+1.
With the expansion of
φ(w)n+1 =
n+1∑
k=0
(
n+ 1
k
)[
1
2
ξ2wH
(
1
2
ξ2w
)]k (
1 + ξ2w2
)n+1−k
(15)
For the coefficient at wn, the first term of (15) may give wk for k = 0 to n, and the second
term of (15) can give
ξ2i
i!2i
di
dwi
Hk(w)
∣∣∣∣
w=0
wi (16)
and the third term of (15) gives wn−k−i with n − k − i an even number. Combined them
together, the nth moment of S becomes
1
n+ 1
n∑
k=0
(
n+ 1
k
)
ξ2k
2k
n−k∑
i=0
ξ2i
2ii!
di
dwi
Hk(w)
∣∣∣∣
w=0
(
n+ 1− k
(n− k − i)/2
)
ξn−k−i
or
1
n+ 1
n∑
k=0
(
n+ 1
k
) n−k∑
i=0
ξn+k+i
2k+ii!
di
dwi
Hk(w)
∣∣∣∣
w=0
(
n+ 1− k
(n− k − i)/2
)
(17)
with summation only when n− k − i is even number.
For arbitrary i and k, the summation of (17) cannot guarantee that (n− k − i)/2 is an
integer. Because H(x) defined for (13) is an odd function, k and i must be both even and
odd number together such that d
i
dwi
Hk(w)
∣∣∣
w=0
is non-zero. In order for (n − k − i)/2 as
an integer, n must be an even number. Both G and F in (4) have distribution symmetric
with respect to zero, S (4) has only even moment that is the same as the requirement that
n− k − i is an even number.
If the nth-moment (17) is also given by the moment-generating function of (5), Corollary
1 is correct. Here, the nth moment of (5) is derived and found to be the same as (17).
First of all, the confluent hypergeometric function in (5) has the Buchholz expansion [7,
p. 97]
1F1(1− a, 2; s) = 2e−s/2
∞∑
k=0
pk(s)
Jk+1(2
√
as)
(2
√
as)
k+1
(18)
where Jk(z) is the Bessel function of the first kind and pk(z) is the Buchholz polynomial
given by [1, 19]
exp
[
−1
2
s
(
cothw − 1
w
)]
=
∞∑
k=0
pk(s)
(
−w
s
)k
(19)
or
pk(s) =
(−z)k
k!
dk
dwk
exp
(
−1
2
sH(w)
)∣∣∣∣
w=0
(20)
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where H(w) = cothw − 1/w is the same as that defined for (13). Using the Buchholz
expansion, the moment-generating function MS(s) (5) becomes
MS(s) = 2
∞∑
k=0
ξ2ksk
k!
dk
dwk
exp
(
1
2
ξ2sH(w)
)∣∣∣∣
w=0
Ek+1(2ξs) (21)
where
Ek(x) =
Ik(x)
xk
= 2−k
∞∑
m=0
1
m!(m+ k)!
(x
2
)2m
(22)
where Ik(x) is the modified Bessel function of the first kind.
To find the nth-moment ofMS(s) (5), the expressionMS(s) may be expanded in a power
series of s and the coefficient of sn is n! times the nth-moment of the random variable given
the the corresponding moment-generating function. In the expansion of MS(s) (21), s
k
comes from each term of the expansion. There is also contribution from the third term of
Ek+1(2ξs) and from Buchholz polynomial [the term with H(w)]. The three terms combined
together give the coefficient for sn.
The coefficient of si due to Buchholz polynomial is given by
1
i!
di
dsi
dk
dwk
exp
(
1
2
ξ2sH(w)
)∣∣∣∣
w=s=0
=
ξ2i
2ii!
dk
dwk
H i(w)
∣∣∣∣
w=0
(23)
With all terms and for n− k − i as even number, the nth-moment from MS(s) is
2n!
n∑
k=0
ξ2k
k!2k+1
n−k∑
i=0
ξ2i
2ii!
dk
dwk
H i(w)
∣∣∣∣
w=0
ξn−k−i
[(n− k − i)/2]![(n + k − i)/2 + 1]! (24)
or
n∑
k=0
1
k!
n−k∑
i=0
dk
dwk
H i(w)
∣∣∣∣
w=0
ξn+k+in!
i!2k+i[(n− k − i)/2]![(n + k − i)/2 + 1]! (25)
By swapping the indexes i and k in (25), the factors with ξ andH(w) in the nth-moment
of (17) are the same as that in (25). With little algebra and with the restriction that n−k−i
is even number, it may be found that
1
n+ 1
(
n+ 1
k
)(
n+ 1− k
(n− k − i)/2
)
(26)
from (17) is the same as
n!
k![(n − k − i)/2]![(n + k − i)/2 + 1]! (27)
from (25).
The nth-moment of (17) is the same as the nth-moment of (25). As the nth-moment
of (17) is derived based on free random variable theory of S from (4) and the nth-moment
of (25) is derived based on the moment-generating function (5), Corollary 1 is correct that
the moment-generating function of S from (4) is MS(s) (5).
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4 Products of Free Random Variables
Based on the S-transform [25, 33], the central limit for the product of free random variables
can be derived. The moments for the central limit are derived here to prove Corollary 2.
The central limit for the product of free random variables was considered very early in
[3, 2, 5] but a simple process is offered here.
Instead of consider the product of positive independent identically distributed free ran-
dom variables Xi, we assume that vi = logXi exist such that ϕ (vi) = 0 and ϕ
(
v2i
)
= 1,
i = 1, . . . , n. The free random variables of exp(vi), i = 1, . . . , n, are always positive. The
assumption of ϕ
(
v2i
)
= 1 is not essential but only for convenience. Define
Yn = exp
(
v1√
n
)
⊠ exp
(
v2√
n
)
⊠ · · ·⊠ exp
(
vn√
n
)
, (28)
and
Y = lim
n→∞
Yn. (29)
Same as (1), the free random variable Y is considered here.
The product of free random variables can be studied based on the product of the cor-
responding S-transforms [25, 33]. The S-transform of a free random variable A is given
by
S(z) =
1 + z
z
χ(z) (30)
where χ(z) is the inverse function by composition, χ(ψ(z)) = z, of the moment function
given by
ψ(z) =
∫
zt
1− ztdµA(t) =
∞∑
k=1
ϕ
(
Ak
)
zk. (31)
Using S-transform (30) for Yn (29), SYn(z) =
[
Sevi/
√
n(z)
]n
and SY (z) = limn→∞ SYn(z).
Although S-transform (30) may extend to free random variables that are not always positive
[25], free random variables exp (vi/
√
n) here are always positive.
Lemma 1. [3] The S-transform of Y (29) is
SY (z) = exp
(
−z − 1
2
)
. (32)
Proof. We first derive Sevi/
√
n(z). The S-transform of exp (vi/
√
n) can be found as a power
series of 1/
√
n, in essence the perturbation analysis of the S-transform. Assume that
ψvi(z) = z
2 +
∑+∞
k=3 ϕ
(
vki
)
zk as vi are zero mean, unity variance free random variables.
Note that the moments of ϕ
(
vki
)
, k ≥ 3, is not very important to arrive with the results
but includes here for completeness.
The moment function of exp(vi) is
ψevi (z) =
z
1− z +
z(1 + z)
2(1 − z)3 +
∑
k≥3
ϕ
(
vki
)
k!
∂k
∂tk
[
z
e−t − z
]∣∣∣∣
t=0
, (33)
where ∂
k
∂tk
[
z
e−t−z
]∣∣∣
t=0
=
∑
l≥1 l
kzl is the coefficient corresponding to ϕ
(
vki
)
for the mo-
ment function ψevi (z). The summation of
∑
l≥1 l
kzl may be obtained by expanding ekvi in∑
k>0 ϕ
(
ekvi
)
zk.
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The moment function of exp (vi/
√
n) as a power series of 1/
√
n is
ψevi/
√
n(z) =
z
1− z
[
1 +
1 + z
2n(1− z)2 + ϕ
(
v3i
) g3(z)
6n
3
2
− ϕ (v4i ) g4(z)24n2 +O(n− 52 )
]
, (34)
where
g3(z) =
1 + 4z + z2
(1− z)3
g4(z) =
z3 + 11z2 + 11z + 1
(1− z)4 .
The inverse function of (34) can also be expressed as a power series of 1/
√
n to
χevi/
√
n(z) =
z
1 + z
[
1− 1
n
(
z +
1
2
)
− ϕ
(
v3i
)
n
3
2
h3(z) +
ϕ
(
v4i
)
n2
h4(z) +O(n
− 5
2 )
]
, (35)
where
h3(z) = z
2 + z +
1
6
h4(z) = z
3 + 2z2 +
7
6
z +
5
24
.
The S-transform of evi/
√
n is
Sevi/
√
n(z) = 1− 1
n
(
z +
1
2
)
− ϕ
(
v3i
)
n
3
2
h3(z) +
ϕ
(
v4i
)
n2
h4(z) +O(n
− 5
2 ). (36)
The S-transform of Yn (28) becomes a power series of 1/
√
n using the relationship of
SYn(z) = [Sevi/
√
n(z)]n as
SYn(z) = exp
{
−z − 1
2
− ϕ
(
v3i
)
√
n
h3(z) +
1
n
[
ϕ
(
v4i
)
h4(z)− 1
2
(
z +
1
2
)2]
+O(n−
3
2 )
}
(37)
and
SY (z) = lim
n→∞
SYn(z) = exp
(
−z − 1
2
)
. (38)
The S-transform of (38) is infinitely divisible from the theory of [2, 4, 8]. In practice, all
terms higher than the second-order is not required in (34), (35) and (37). The S-transform
of (37) shows the convergent properties with the increase of n, similar to the analysis of [15].
For non-symmetric free random variable vi with non-zero skewness proportional to ϕ
(
v3i
)
,
the convergence is far slower than the symmetric free random variable with zero skewness.
The inversion of the moment function ψY (z) is given by
χY (z) =
z
1 + z
exp
(
−z − 1
2
)
. (39)
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Similar to [5] and using the Lagrange inverse formula (12), we need to use φ(w) =
(1 +w) exp
(
w + 12
)
. From the definition of moment function (31), the kth-moment of Y is
given by
ϕ
(
Y k
)
=
ek/2
k!
dk−1
dwk−1
(1 + w)kekw
∣∣∣∣
w=0
(40)
or
ϕ
(
Y k
)
=
1
k
exp
(
k
2
) k−1∑
m=0
km
m!
(
k
m+ 1
)
, (41)
by expanding ekw and collecting all terms with wk−1 in (1 + w)kekw.
Using the generalized Laguerre polynomial L
(α)
n (z) [17] [29, §5.1], the kth-moment (41)
can be expressed as
ϕ
(
Y k
)
=
ek/2
k
L
(1)
k−1(−k). (42)
Confluent hypergeometric function 1F1(a; b; z) [29, §5.3] can also be used instead of the
Laguerre polynomial. The moment (42) becomes
ϕ
(
Y k
)
= ek/21F1(−k + 1; 2;−k) =Mk, 1
2
(−k)/k, (43)
where Mκ,µ(z) is the Whittaker function [36, §16.1].
With ϕ
(
v2i
)
= ξ2, following the procedure from (33) to (38) without details, we get
SY (z) = exp
[
−ξ2
(
z +
1
2
)]
. (44)
Following the procedure from (39) to (42) without details, we can obtain
ϕ
(
Y k
)
=
eξ
2k/2
k
L
(1)
k−1(−ξ2k) = ekξ
2/2
1F1(−k + 1; 2;−kξ2) (45)
and Corollary 2 is proved.
If we have only the kth-moment ϕ
(
Y k
)
by itself, we cannot guarantee that the moment-
generating function of log Y of ϕ
(
es log Y
)
= ϕ (Y s) is the same as (3). The fractional
moment given by (3) may not correspond to a random variable. However, if we are able to
find a distribution having the same moment-generating function of (3), due to the uniqueness
of a distribution determined by the kth-moment, we can extend from ϕ
(
Y k
)
to ϕ (Y s).
From Corollary 1, the distribution is found to be the same as (2).
Combining both Corollaries 1 and 2, Theorem 1 is proved.
5 Numerical Results
Using the results from Theorem 1, this section gives some properties of the central limit for
the product of free random variables. Some numerical results are also presented here.
Using the Kummer transformation [23, §13.2.39] with
eξ
2s/2
1F1
(
1− s; 2;−ξ2s) = e−ξ2s/21F1 (1 + s; 2; ξ2s) , (46)
the moment-generating function (3) is an even function with ϕ(Y s) = ϕ(Y −s). All the
odd moments of log Y are equal to zero. The free random variable log Y is symmetric with
respect to zero.
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Figure 1: The central limit distribution of log Y for different values of ξ. The x-axis is
normalized by c (49).
Directly using Markov inequality [12, §7.3.1], we may obtain
Pr (Y ≥ r) = 0 if r > lim
k→∞
ϕ(Y k)1/k, (47)
and the upper limit of a random variable is equal to limk→∞ ϕ(Y k)1/k. From the asymptotic
of Laguerre polynomial [10, Eq. 4.7], we obtain
ϕ(Y k) = 2α0
I1(ck)
ck
[1 +O(k−1)], (48)
where α0 is a constant and
c = ξ
√
1 +
ξ2
4
+ 2 log
(
ξ
2
+
√
1 +
ξ2
4
)
. (49)
Using the asymptotic of I1(z) ∼ ez/
√
2piz [24, §10.40.1] for (48), and with (47), we
obtain that
log Y ≤ c (50)
Because log Y is symmetrical, we have | log Y | ≤ c. Similar results were derived in [6].
Fig. 1 shows the central limit distribution of log Y for various values of ξ. The distri-
bution is calculated by inverse Fourier transform of the characteristic function of MS(iω)
with the moment-generating function MS(s) given by (3). The x-axis is normalized by c
from (49) to limit the distribution to between ±1. The value of ξ is expressed in decibel
scale that is 10/ log 10 = 4.34 times the value in typical linear scale.
From Fig. 1, the limited distribution is very close to semicircle distribution when ξ
is less than 10 to 15 dB. The distribution is more close to uniform distribution when ξ
is larger than 20 dB. From (2), the distribution is mainly from G for small ξ, giving the
semicircle distribution but the distribution is mainly from F for large ξ, giving the uniform
distribution. For small ξ, the limit c (49) is c ≈ 2ξ, and the distribution of log Y is a
semicircle with radius of 2ξ. For large ξ, the limit c (49) is c ≈ ξ2/2, and the distribution
of log Y is uniform between ±ξ2/2.
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6 Conclusion
The central limit for the product of positive free random variables is found to be the same as
the sum of two independent free random variables with semicircle and uniform distribution,
respectively. The logarithm log Y of the central limit also have a simple moment-generating
function MS(s) (5). The inverse Fourier transform of MS(iω) gives the probability density.
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