This paper examines the functioning of internal capital markets within bank holding companies (BHCs) and its implications for the impact of monetary policy on banks. I find that as monetary policy is tightened, if a small bank operates jointly with a large bank (with easy access to noninsured deposits) within a BHC then the small bank's loan growth becomes less sensitive to its own internally generated funds. In contrast, if a small bank is unaffiliated with a large BHC, its loan growth becomes significantly more dependent on its own cash flow in periods of tight money supply. I also examine the role of internal capital markets in the investment allocation process of financial conglomerates. I find evidence that within small (more constrained) BHCs the funding of loans becomes less sensitive to cash flow for the worse performing affiliates compared to the best affiliates as the Fed tightens. This finding agrees with the inefficient cross-subsidization (or "socialism") argument of Scharfstein and Stein (2000), but not with Stein's (1997) prediction of "winner-picking." In contrast, internal capital markets may have a disciplinary role in large BHCs, as poorly-performing affiliates are not cushioned from Fed tightenings even though Fed policies do not constrain large banks' access to external finance. These results are remarkable given the many obstacles imposed by bank regulators on the ability of BHCs to allocate capital among their affiliates. They also imply that internal capital markets in financial conglomerates work in ways that can offset the impact of monetary policy on bank credit supply.
Introduction
Recent theoretical research has focused on the role of internal capital markets in the investment allocation process. The prevalent view, put forth by Alchian (1969) , Weston (1970), and Williamson (1975) , and recently extended by Gertner, Scharfstein, and Stein (1994), and Stein (1997) , stresses the potential for an efficiency-enhancing role for internal capital markets. These markets can be useful in reducing information asymmetries between project managers and financiers and in providing for better capital allocation across projects. A competing line of argument, however, suggests that internal capital markets may be distorted in ways that hinder investment efficiency. Scharfstein and Stein (2000) emphasize the "dark side" of internal capital markets or, in other words, the potential for agency problems to generate inefficient cross-subsidies among projects that are operated under the same roof. In the final analysis, determining whether internal capital markets enhance or hamper investment efficiency is an empirical task.
Initial evidence on the functioning of internal capital markets was based on observed correlations between investment and cash flows of different parts of the same conglomerate (Lamont (1997) , and Houston, James and Marcus (1997) ). This approach has been extended to address the more complex issue of allocation efficiency, usually by comparing the investment patterns of conglomerates' segments (e.g., investment-q sensitivities) with that of stand-alone industry counterparts (Shin and Stultz (1998) , Scharfstein (1998) , and Rajan, Servaes and Zingales (2000) ). These studies provide evidence of inefficient project cross-subsidization within conglomerates, which is consistent with prior work supporting that diversified firms trade at a discount relative to industry pure-players. 1 Recently, however, a number of studies have disputed the main findings of the cross-subsidization literature and its diversification discount implications. Chevalier (1999) argues that the divisions of diversified firms are not randomly allocated to their headquarters -as implicitly assumed in prior 1 See, Lang and Stultz (1994) , Comment and Jarrel (1995) , Berger and Ofek (1995) and Servaes (1996) . work -and that selection biases can potentially explain findings previously attributed to internal capital market inefficiencies. She examines a sample of merging firms over a period of time and finds patterns in these firms' investments which are consistent with inefficient cross-subsidization even before the merger takes place. The link between diversification and value destruction is also problematic in light of the findings in Hyland (1999) and Graham, Lemmon and Wolf (1999) , who show that firms that diversify (as well as their targets) trade at a discount before they choose to diversify. Campa and Kedia (1999) examine whether firm characteristics that make them choose to diversify may also cause them to be discounted. They show that the diversification discount disappears in experiments that explicitly control for the endogeneity of the diversification decision.
Other problems with the previous findings in the cross-subsidization literature include the methodological difficulties in classifying "weak" and "strong" segments based on Tobin's q proxies, and in making comparisons across different industries. Whited (1999) points to the problems of using stand-alones' q to measure conglomerate divisions' q. The test design of prior studies have made this approximation necessary since divisions have no independent market valuation, thus no observable q.
The finding of low investment-q sensitivities in conglomerates has been attributed to inefficient crosssubsidization. However, a simpler alternative explanation is that the q's of stand-alones are a better proxy for stand-alones' investment opportunities than for conglomerate divisions' opportunities.
Whited (1999) shows that the evidence of inefficient allocation across divisions disappears when she replicates earlier experiments using measurement-error consistent estimators.
In this paper, I use data from financial institutions to identify whether internal capital markets may alleviate the impact of financial constraints on investment and whether they seem to promote allocation efficiency. The business environment in which financial institutions operate is particularly useful for this type of analysis for three reasons. First, conglomerates' segments operate mostly in the same industry, making across-divisions comparisons less problematic. Second, to a large extent, the existence of headquarters and divisions -that is, BHCs and individual bank affiliates -as separate entities arise from exogenous legal/political constraints: conditional on time and location, some banks may expand their operations by simply branching out while other similar banks will have to create more complex organizational structures.
The third reason why this industry is special hinges on the "lending view" of financial intermediation. According to this view, the monetary authority can influence bank lending behavior via open market operations if there are informational frictions in the market for nonreservable funds. 2 Because the stance of the monetary policy is exogenous to financial intermediaries' decisions and because it changes over time, I can examine how financial firms' investments (i.e., loans) respond to their internally generated funds across different states of constraints to external finance. Specifically, bank access to informational insensitive external funds (insured deposits) will be severely constrained during Fed tightenings. While banks' loan-cash flow sensitivities should be affected by such event, some banks may be more affected than others. My task is to examine whether cross-sectional differences in banks' responses to monetary policy (if any) can be explained by the functioning of internal capital markets.
I follow Kashyap and Stein (1995, 2000) by assuming that the largest banks can "undo" Fed policies on the margin because they have easy access to nonreservable forms of deposits, such as unsecured certificates of deposits.
3 I then focus on the response of small banks to monetary policy. In my initial estimations, I examine how the loan-cash flow sensitivity of small banks that operate within
BHCs that own at least one large bank respond to the stance of the monetary policy compared to small banks that do not operate within similar conglomerates. I find that, as the Fed tightens the monetary policy, loan growth becomes less dependent on internally generated funds for the former class of banks relative to the latter. These results hold for various measures of monetary policy and after controlling for factors influencing the demand for loans. My findings are remarkable given the many obstacles imposed by bank regulators on the ability of BHCs to allocate funds among their affiliates.
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One possible objection to my tests is that individual bank characteristics could explain both the observed behavior of loan-internal funds sensitivity as well as BHC membership. I address this concern in two different ways. First, I show that the level of capitalization of the larger banks within a BHC affects the lending behavior of the smaller associates along the lines one would expect if the internal capital markets hypothesis is true: whenever the large bank's capitalization is low (high), the smaller associated banks' lending depend more (less) on their own ability to generate cash flows. In other words, whenever it is costly for the larger affiliate to raise external funds, the smaller affiliates become as exposed to Fed policies as the other ordinary small banks regardless of membership status.
Second, I identify observations of independent banks that will merge into a large BHC and contrast those with observations of banks that will remain independent during my sample period. The comparisons show no evidence that merging banks respond differently from non-merging banks to
Fed policies before the merger event.
While my initial results are consistent with the view that internal capital markets alleviate financial constraints they do not address allocation efficiency. In the second part of the analysis, I examine this and other organizational questions. For instance, is it more efficient to place financially constrained projects operating under any type of holding company scheme? According to Stein (1997) performance by ranking all banks which are part of the same BHC based on non-discretionary measures of loans gone bad. As it turns out, my results are again consistent with inefficient crosssubsidization when I examine small banks operating within constrained BHCs. This finding is noteworthy since, in contrast, I also find that the funding of loans across banks operating in unconstrained BHCs (i.e., those controlling very large banks) tend to favor the best affiliates. In unconstrained BHCs, poorly performing affiliates are denied access to internal capital markets when they need the most, i.e., when they suffer negative shocks from external markets. This suggests that well-functioning internal capital markets may play a disciplinary role in investment decisions.
To my knowledge, the only other study to look at internal capital markets in banking is Houston, James and Marcus (1997) . Their bank-level analysis is restricted to subsidiaries of 237 publicly traded multi-bank holding companies over a short time period , when neither monetary policy was restrictive nor capital requirements were generally binding. Not surprisingly, bank's own earnings and capital were not found to be particularly relevant in determining loan growth when compared to other BHC-level variables; which they interpret as evidence in support of internal capital markets. My analysis is different in that I only reach conclusions based on contrasts between (otherwise similar)
BHC-members and independent banks, I explicitly address the endogeneity between lending behavior and BHC membership, I attempt to more fully control for loan demand factors and, more importantly, I take advantage of exogenous shocks to banks' access to the supply of federally insured deposits to tackle simultaneity issues in the loan-income relationship. Finally, Houston, James and Marcus'
(1997) study does not address the question of investment efficiency.
The remainder of the paper is structured as follows. In the next section, I discuss the data and the methodology used to conduct most of the tests. I also report the main results identifying internal capital markets in financial conglomerates, provide various robustness checks, and discuss implications for the impact monetary policy on banking activity. In Section II, I address the question of efficiency in capital allocation by examining how different parts of the same conglomerate change their lending behavior in response to changes in monetary policy. Section III concludes the paper. Kashyap and Stein (1995, 2000) have shown evidence that the lending behavior of large commercial banks is less sensitive to the stance of the monetary policy than that of small banks. They attribute this finding to the ability of large banks to issue uninsured instruments at relatively low cost when the Fed tightens the money supply. In contrast, small banks need to rely more on their own accumulated funds when the Fed draws reserves from the system since information asymmetries drive up their cost of raising uninsured external finance. I build on Kashyap and Stein's (2000) work in order to identify internal capital markets in financial conglomerates. My basic testing hypothesis is that the sensitivity of loans growth to internally generated cash flows of small banks that are affiliated with large banks will differ from that of small independent banks across different stances of the monetary policy.
I. Identifying Internal Capital Markets within Financial Conglomerates
Specifically, small independent banks will condition loan growth on their ability to generate income even more following Fed tightenings. In contrast, if membership in a large conglomerate helps small banks relax financial constraints, the impact of a Fed tightening on the growth of their loan portfolio will be lessened.
A. Data
All bank-level data used in the analysis comes from the Federal Reserve's Report of Condition and Income ("Call Reports"). I collect quarterly information on insured commercial banks, retaining only bank-quarters with non-missing data on total assets, total loans, and equity. One must be careful with The monetary policy measures I use are fairly standard and are also described in the appendix.
Except otherwise noted, these proxies are constructed with data from the Federal Reserve's data bank.
B. Methodology
To identify internal capital markets within BHCs I examine the response of the affiliates that most need these markets to alleviate the impact of exogenous shocks to their cost of external funds, and contrast their behavior with that of non-BHC-members of similar characteristics. The contrast is useful since I can safely assume that the responses of the second class of banks cannot be explained by functioning internal capital markets. Therefore, even if my estimates are biased in the levels, I can rely on the differential responses across these two groups to draw inferences about the role of internal capital markets in alleviating financial constraints. My testing strategy resembles the two-step procedure of Kashyap and Stein (2000) . The approach describes the dynamics of interest more fully, and also works against finding too often that internal capital markets matter when they don't.
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Step 1 It is fairly standard in the banking literature to classify small and large banks according to cut-offs based on the distribution of their total asset size. At each quarter, I rank all the banks in my sample according to their total assets and identify those in the top percentile of the asset distribution as well those below the 90 th percentile. I denote banks in these categories as "large" and "small," respectively.
Next, I separate the small banks sample into three groups: a) stand-alone institutions; b) those that operate under a BHC that does not control one or more large commercial banks; and c) those under a BHC that also controls at least one large bank.
Summary statistics of basic balance sheet data for each of the small bank categories are presented in Table I together with large bank statistics. Compared to large banks, all three categories of small 5 An alternative test that imposes a more constrained parametrization has more power to reject the null hypothesis of internal capital market irrelevance, but I find that the data rejects parameter constancy across subsamples based on bank type and time. For example, the Hildreth-Houck (1968) test of coefficient stability rejects the null of across-time parameter constancy at better than 1-percent for each one of the bank groupings identified below.
banks share common features. On the asset side, small banks hold more liquid assets and make less loans, particularly commercial loans. On the liability side, small banks finance nearly 90-percent of their assets with deposits, compared to slightly over 70-percent for large banks, and preserve much higher capital-to-asset ratios than large banks. These differences in financing structure illustrate the difficulties faced by small banks in issuing instruments where credit risk is an issue. For now, I refer to small banks in categories a) and b) as "independents," and to the banks in category c) as "members of large BHCs." The tests of this section focus on comparisons between these two groups.
The last part of the first stage consists of estimating time series of the loan-internal funds sensitivities for each of the two small bank categories: independents and members of large BHCs. To obtain these series, on a quarterly basis, I regress bank loan growth on bank income for subsamples of banks belonging to each of those two categories. At each pass, I save the estimated income coefficients from the two cross-sectional regressions and stack them in separate (time series) vectors.
The cross-section model I fit each quarter has the following form:
k i t i t i t i t k i t k Log Loans
Log Loans NonPerforming Capitalization Log Assets η α β κ λ
Lags of log loans change are included to control for bank-specific past growth while beginning-ofperiod ratio of nonperforming loans to total loans (NonPerforming) help control for the impact of past loans gone bad on the bank's willingness to expand its loan portfolio. 6 As is standard, the equity-toasset ratio (Capitalization) and asset size are also added to explain variations in loan growth. Perhaps a more important determinant of small banks' loan growth are local demand conditions. Loan demand may vary across markets as business investment and consumer spending may grow disproportionally more in some regions of the country. Moreover, even within regions, bank location may be associated with different types of loan demand. 7 To address these two points I include a set of dummies for each of the fifty states the sample banks are located (the District of Columbia is the omitted category) and another dummy that indicates if the bank is located in a Metropolitan Statistical Area (MetroArea).
Research on financial constraints has shown that the relation between investment and cash flow will be underestimated if the model fails to control for investment smoothing that can be implemented with alternative sources of funds which readily available to the firm. Fazzari and Carpenter (1993) show that firms in manufacturing industries reduce adjustment costs and losses due to perishability of projects by choosing to absorb negative shocks to cash flow with disproportionally greater cuts in working capital investment than in fixed investment. For banking firms, one can think of investment in liquid assets as analogue to working capital. Accordingly, if some banks are able to use stored liquidity to smooth loan growth to a greater extent than others during monetary tightenings -see the evidence of Kashyap and Stein (2000) -one would observe a less relevant impact of Fed policies on the loan-cash flow sensitivity of these banks. To address this concern, I add the log change in liquid assets (liquidity) to the right hand-side of (1). Because both lending and liquidity investment are decision variables for the bank, I instrument the latter variable with the lagged log level of liquidity.
The rationale for this instrumentation is that liquidity investment should depend negatively on the initial stock because of decreasing marginal valuation associated with higher stocks of liquid assets.
My focus is on the sensitivity of loans growth to income from operations. This variable will proxy for the amount of funds internally generated by the bank and is computed as the ratio of net income to (beginning-of-period) total loans. 8 The income coefficient should capture the extend to which market frictions create an wedge between the internal and external financing. To reduce endogeneity, this regressor enters the specification in lagged form. Each of the estimated income coefficients are interpreted as short-run effects; that is, effects over a period during which income can be treated as exogenous. As I discuss below, my results are sound even if this assumption is flawed.
Step 2
In the second stage, I regress each one of the resulting time series of first-stage coefficients -that is, the δ t vectors -on eight lags of a measure of the stance of the monetary policy that proxies for Fed tightenings, plus a time trend, seasonal quarter dummies, and a constant:
I use four alternative measures of monetary policy in all estimations performed: a) the Fed funds rate (Fed funds); b) the spread between the rates paid on six-month prime rated commercial paper and 180-day Treasury bills (paper-bill spread); c) the negative of Strongin's (1995) measure of unanticipated shocks to reserves (Strongin); and d) the negative of the Boschen and Mills ' (1995) narrative measure of monetary policy (Boschen-Mills).
Because recessions and monetary tightenings often occur together, I need to be able to distinguish between real and financial explanations for the observed relationship between loan growth and internally generated funds; otherwise my findings could be questioned on the grounds that loan demand (rather than supply) drive the results. To check whether the measure of monetary policy retains significant predictive power after conditioning on macroeconomic factors, I also estimate alternative versions of equation (2) which include the log change in real GDP.
To gauge the economic relevance and the statistical significance of the impact of monetary policy on the sensitivity of loans growth to internal funds, I compute both the sum of the coefficients for the eight lags of the monetary policy measure and the p-value of this sum. If feedback effects are not too large, the sum yields a reasonable first order approximation of the impact of the right-hand side variables. I also show p-values for the rejection of the hypothesis that the eight lags of the measure of monetary policy do not help forecast the sensitivity of loans growth to internal funds. In all estimations, I use Newey-West's (1987) heterosckedasticity-and autocorrelation-consistent errors.
If internal capital markets operate in financial conglomerates one would expect Fed tightenings to increase loan growth sensitivity to income to a greater extent for small independent banks than for small members of large BHCs. To compare the results across independents and BHC-members, I
compute the differences in the estimated response of the loan-income sensitivity to the stance of the monetary policy across the two groups. I focus on these differences because I anticipate that both coefficients will be negatively biased. The reason is that the loan demand schedule faced by small banks (typically made of small firms and individuals) is likely to be interest-sensitive. Holding bank income constant, the loan-income sensitivity will generally decrease during periods of high interest rates. Standard errors for each set of difference coefficients are estimated via a SUR system that combines the groups (p-values reported).
Finally, I note that standard arguments that the first-step regressions may yield coefficients which are biased in the levels are irrelevant under the current approach since such bias has little to do with the response of loan-income sensitivity to monetary policy. Still, my tests may be flawed if there is an endogenous relationship between bank profitability and borrower interest rate sensitivity at the bank level that is more pronounced precisely along the lines of my partition scheme. This is possibility is explored in detail below.
C. Results
Panel A of Table II shows the impact of various measures of the stance of the monetary policy (across columns) on bank loan growth-income sensitivity for both small independent banks and small BHC-member banks (across rows). These effects are computed via the two-step procedure described above both without (univariate) and with (bivariate) the inclusion of changes in log real GDP as regressor in the second step. The table shows To demonstrate the economic significance of the results in Table II, I focus on the SUR-estimated differences across bank types in the bivariate specification for Fed funds (= 0.243). Consider two banks, one in each bank category, with a profit ratio of 3.2 percent (the mean of the small bank profit distribution as of 1997:II). Then, eight quarters after the Fed funds increase by 100 basis points the loan growth of the independent bank is expected to be 0.8 percent (= 0.243 × 0.032) lower than that of the BHC-member within the quarter. 9 In dollar values, consider that both banks have $50.8 million in loans outstanding (the mean value of small banks' total loans as of 1997:II). Then, on the basis of membership only, one would predict a gap of over $406 thousand in quarterly loan growth between the two banks eight quarters after the Fed tightens.
D. Robustness

D.1 Matching Samples
One potential problem with the comparisons across groups in the lower part of Panel A in Table II is that since restrictions on bank mergers have been abolished or amended at a different pace across states, BHC-member banks may have their operations more concentrated in some parts of the country than in others. Such differences may be particularly relevant in the beginning of the sample period. In this case, regional differences that cannot be captured by the dummies included in (1) (rather than BHC membership) may partially explain differences in lending behavior across bank groups.
To address this concern, I re-estimate the two-step procedure above assigning the exact same sample of BHC-member banks to one group and a matching sample of small independent banks that both operate in the same state during the same quarter and rank adjacent in the asset distribution to a second group. The new results are in Panel B of Table II . If anything, the estimated group differences mostly increase when I use a matching sample, providing support to my previous conclusions.
D.2 BHC Access to External Finance
Suppose that my partitioning scheme introduced a bias that could explain the observed differences in the impact of monetary policy on the lending behavior of independent and BHC-members along the following lines. Some banks may be more profitable because they lend to riskier borrowers. If riskier borrowers are more interest rate-sensitive, else equal, monetary tightenings may induce a less positive correlation between past profits and current loan growth for these banks. In turn, if profitability is the reason why small banks are combined into large BHCs, then the differences I find above may not be caused by the existence of internal capital markets within BHCs.
paper-bill spread would be 4.5 percent. The results are displayed in Table III . The impact of monetary policy on loan-income sensitivity is negative in all estimations for members of well-capitalized BHCs but mostly positive in estimations for members of poorly-capitalized BHCs. The differences across groups are statistically significant in nearly all cases and indicate that, regardless of their membership status, small BHC-members respond to exogenous shocks to external capital markets just as independent banks do precisely when the larger parts of the conglomerates are less able to help offset increases in the cost of external finance.
D.3 Pre-Merger Behavior
Chevalier (1999) argues that previous research have overlooked the potential for biases stemming from unobserved differences between conglomerate divisions and stand-alone firms that may explain investment patterns usually attributed to internal capital markets. To show this, she examines a sample of merging firms over a period of time and finds that the relationship between their investment patterns are consistent with cross-subsidization even before the merger takes place, when internal capital markets could not have existed. Her findings show the potential for endogeneity between investment and merging decisions to induce results in support of internal capital markets.
I address endogeneity concerns in my results in a similar fashion by comparing the loan-income sensitivity of independent banks that will eventually become BHC-members within the sample period with those that won't. If independent banks that are about to merge into a large BHC respond to Fed policies as if they were already part of the conglomerate than the data speaks more to why banks merge than to how internal capital markets operate in large financial conglomerates. A limitation of this approach is that the number of banks that are still about to merge between the current quarter and the final quarter of the sampling period decreases as time evolves. Because of this, the cross-sections regressions of step 1 only yield reliable estimates up until 1995:I, diminishing the power of the time series regressions of step 2.
The results for pre-merging and non-merging banks are shown in Table IV . The loan-income sensitivity of independent banks that will merge responds to Fed policies just as non-merging banks.
Although the test statistics for the differences may lack power to reject the null of equal Σφ k 's across groups, note that in all cases banks that are about to merge show even greater responses of loanincome sensitivity to Fed policies than non-merging banks. That is, I find no indications that small banks that are a part of large conglomerates differ in their responses to Fed policies for reasons other than BHC membership status.
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E. Implications
According to the bank lending view of monetary policy, open market sales by the Fed will limit the (1997)), 7-percent (Dahl and Shrieves (1992)), and 8-percent (Kishan and Opiela (2000)). 11 I also compared samples of pre-and post-merging banks and found qualitatively similar results. However, post-merging data entail losses in the time series dimension that are the mirror image of pre-merging data. The overlapping period is thus too short for the second step regressions to yield reliable estimates.
supply of intermediated funds unless all banks are able to completely isolate lending activities from shocks to reserves with offsetting transactions. Most of the evidence in support of this view comes from time series studies of aggregate data indicating that changes in monetary policy are followed by changes in both loan quantities and macroeconomic activity (Bernanke and Blinder (1992) ). However consistent with the bank loan supply channel, this evidence is not conclusive. An alternative explanation for the observed movements is the standard view that higher interest rates may depress economic activity which in turn reduces the demand for credit.
To address this identification problem, Kashyap and Stein (1995, 2000) employ bank data that is disaggregated on the basis of size. Using the response of large banks to Fed policies as a benchmark, they show evidence that small banks cut loans following a Fed tightening if they don't accumulate enough liquidity. A potential problem with their approach is the implicit assumption that large money market banks face the same type of borrowers small retail-deposit banks do. If borrower type differs significantly across the two bank categories, then the differences in the demand for loans following a tightening may partially explain their results.
In this section, I use evidence on internal capital markets to demonstrate that monetary policy will affect the composition of bank assets consistently with the bank lending view. I show that small banks that operate under large BHCs respond to shocks to reserves just as their large counterparts. On the other hand, the contrast between small BHC-members and small independent banks shows that only banks in the latter category substitute assets away from lending following a Fed tightening. Given the similarities in asset composition across these two categories of small banks presented in Table I , the argument that differences in responses to monetary policies across bank categories can be attributed to loan demand factors rather than supply is less compelling.
To measure bank responses to monetary policy I use a VAR approach which follows Bernanke and Blinder (1992) . Rather than using data for the aggregate of the banking sector, however, my estimations are conducted separately for small independent banks, small banks that are members of large BHCs, and large banks. Because of mergers and acquisitions, the aggregate (level) figures for small banks change significantly thorough the sample period. Thus, I scale the bank balance-sheet variables (deposits, liquid assets, and loans) by total assets, implying that the findings below refer to bank balance-sheet compositions. Since these bank series have been consistently reported in the Call
Reports for a number of years, I can use data dating back from 1976:I.
I estimate a six-variable VAR including log real GDP, the change in log CPI, the Fed funds rate, bank deposits, liquid assets, and total loans. 12 The orthogonalization is done in that order, which implies that the Fed may respond to current-quarter movements in output and prices in setting the funds rate, but that the Fed's actions will not affect output and prices within the quarter. a proportional decline in total assets; however, the decline becomes proportionally larger for loans compared to liquid assets only a few quarters after the shock. That is, small independent banks will quickly reshuffle their asset portfolios from loans to securities after a Fed tightening. The sharp decline in loans that follow a shock to external capital markets agrees with the notion that small bank loan growth will more than ever depend on the bank's ability to generate liquidity internally.
However, the same does not apply to small banks that operate within large BHCs (Panel B). These banks do not seem to cut their loan portfolio proportionally more than their portfolio of liquid assets following Fed tightenings. Panel C shows the same IRF for the largest US commercial banks. The resemblance between Panels B and C is remarkable and suggests that larger banks are able to help insulate their smaller BHC counterparts against negative shocks to reserves. These results imply that internal capital markets in financial conglomerates work in ways that can offset the impact of monetary policy on bank credit supply.
II. Loan-Income Sensitivity to Monetary Police: Does Organizational Structure Matter?
Current theoretical research emphasizes the role of internal capital markets in investment efficiency.
Stein (1997) shows that headquarters will have incentives to shift scarce resources towards more profitable projects if it both retains residual rights over investment and it monitors more than one project. His model predicts that headquarters will engage in "winner-picking" -that is, the funding of strong projects at the expense of weak ones -and thus reduce investment inefficiency even if headquarters cannot raise any more funds than the individual projects could raise operating as standalones. In contrast, Scharfstein and Stein (2000) emphasize the observed tendency of internal capital markets to generate cross-subsidies that are "socialist" in nature -that is strong divisions tend to subsidize weak ones. Their theory shows that while a model with only division-level rent-seeking can explain socialist outcomes in cash wages between division managers, one needs the condition that headquarters must be delegated the monitoring of division managers -that is, one needs a second layer of agency -to derive implications for capital allocation efficiency. The reason is that, given the nature of the optimal contract between headquarters and outside investors, the former may not be inclined to resolve divisional rent-seeking with payments that the latter would prefer. In other words, headquarters may distort divisional investment rather than managerial wages.
While my previous tests identify the functioning of internal capital markets, they do not address the question of allocation efficiency. Moreover, since the above analysis was restricted to comparisons between the small members of large BHCs and all other small banks, I cannot gauge the extent to which simpler organizational forms are helpful in providing cushion against negative shocks from outside capital markets. I discuss two alternative approaches to empirically test the above notions of winner-picking and cross-subsidization. The data and methodology employed is similar to that used above, unless otherwise noted.
A. Differences in Loan-Income Sensitivities Across Bank Types
One way of studying the above ideas with banking data is to contrast the impact of Fed policies on the lending behavior of banks inside and outside conglomerates. I use the theoretical assumptions in Stein (1997) as guidelines and focus on the lending behavior of small banks that operate within BHCs that have no large members ("small BHCs"). That is, I focus on conglomerate schemes where both projects and headquarters are likely to be financially constrained when they have to raise funds with liabilities bearing credit risk. My test contrasts the path of loan-income sensitivity of these banks with that of small banks that operate as stand-alones across different stances of monetary policy. If I find that members of small BHCs are on average less dependent on their own generated funds when the Fed tightens, or less so than stand-alone banks, this would cut in favor of Stein's (1997) arguments.
The opposite result would be more consistent with Scharfstein and Stein's (2000) predictions.
Table V displays the estimated impact of monetary policy on loan-income sensitivities for the two groups of small banks. It is clear that banks within small BHCs are no less sensitive to Fed tightenings than stand-alones. In fact, the estimations suggest that these BHC-members are on average more sensitive. All differences between the stand-alones and BHC-members coefficients are negative; however, they generally fail to reject the equality restriction at standard test levels. These results are inconsistent with the idea that pooling of small individual divisions under a financially constrained headquarters is sufficient to give the conditions where internal capital markets can improve overall investment. On the contrary, they suggest that when headquarters face constraints in tapping external capital markets the investment of the average division under their control is more sensitive to external capital markets than stand-alone operations. This finding points to allocation inefficiencies within constrained conglomerates.
B. Differences in Loan-Income Sensitivities Within Conglomerates
An alternative approach can be used to address the question of allocation efficiency within conglomerates more directly. The banking framework I employ is especially useful in that Fed tightenings will provide an opportunity to examine how internal capital markets work if one can the following dynamics for the division-headquarters relationship. Bank-level rent-seeking implies that all affiliates want to invest in their projects, although some of these projects may be stronger than others.
In times of expansionary monetary policy, all banks face an inelastic supply of funds and they can easily finance projects on their own. When the Fed tightens, however, small banks will have to rely on funds from internal capital markets. It is then the role of headquarters to distribute resources between the divisions. If BHCs engage in winner-picking, then one should see better performing affiliates' loan growth being more insulated from negative shocks to external capital markets than worse performing affiliates. In contrast, if headquarters promote inefficient cross-subsidization, one should see results supporting the opposite.
To implement this test I compare the loan-income sensitivity to monetary policy across well-and poorly-managed affiliates operating within the same BHC. Since recent work on bank failure has uncovered a strong correlation between proxies for managerial quality (e.g., cost inefficiencies) and non-performing loans, I distinguish between strong and weak BHC affiliates based on information on loan performance as follows. 13 On a quarterly basis, for each BHC, I rank all small bank affiliates based on the increase in the ratio of non-performing loans to total loans over the previous four quarters. 14 Because local demand conditions may also contribute to differences in loan performance across banks, I adjust this ratio by subtracting the state average loan losses to total loans from each observation. I keep only the BHCs with at least four small banks. Next, I identify the affiliates ranked at the bottom quartile of the within-BHC loan loss distribution and separate these units (bad performers) from those at the top quartile (good performers). Finally, I estimate and compare the loanincome sensitivities of these two groups across different stances of the monetary policy via the same two-step procedure used in Section I. The only difference is that I add an indicator variable for the BHC identity in the cross-sectional regression of step 1 to control for differences in investment allocation that may be explained by BHC fixed-effects.
Results for within-conglomerate comparisons are displayed in Table VI show no such sensitivity to Fed policies. All of the SUR-estimated differences between these sets of coefficients provide statistical support for this conclusion.
To highlight the conditions under which internal capital markets can lead to inefficient investment, it is useful to investigate how headquarters choose to allocate capital when they are not constrained. If one assumes that outsiders' ability to monitor the managers of the largest (roughly) one hundred U.S. BHCs is greater than that of other smaller intermediaries, the comparison between the results in the two panels of Table VI can be interpreted as consistent with the Scharfstein and Stein's (2000) argument that agency problems between headquarters and outside financiers are key to the types of inefficiencies in investment allocation that internal capital markets can generate.
III. Concluding Remarks
This paper provides comprehensive evidence on the functioning of internal capital markets within BHCs. At the organizational level, the results shown in the paper help identify conditions under which financial conglomerates' internal capital will be allocated efficiently across bank affiliates. These results in turn have implications for the impact of monetary policy on bank credit supply.
I find that as monetary policy is tightened, if a small bank operates jointly with a large bank (with easy access to noninsured deposits) within a BHC then the small bank's loan growth becomes less sensitive to its own internally generated funds. Importantly, this result holds only when the main banking institution within the BHC is sufficiently well-capitalized. In contrast, if a small bank is unaffiliated with a large BHC, its loan growth becomes significantly more dependent on its own cash flow in periods of tight money supply.
Finally, I examine the role of internal capital markets in the investment allocation process of financial conglomerates. My results suggest that within small (more constrained) BHCs the funding of loans becomes less sensitive to bank-level internally generated funds for the worse performing affiliates relative to the best affiliates as the Fed tightens. This evidence agrees with the crosssubsidization (or "socialism") argument of Scharfstein and Stein (2000), but not with Stein's (1997) prediction of "winner-picking." In contrast, internal capital markets may have a disciplinary role in large BHCs, as worse performing affiliates are not cushioned from the negative shocks stemming from Fed tightenings. My findings imply that the establishment of internal capital markets within financial conglomerates work in ways that offset the impact of monetary policy on banking activity.
A.2 Measures of Monetary Policy
Fed Funds. I use the monthly series of effective annualized Fed funds rates provided in the Board of Governors' Release H.15. In a influential paper, Bernanke and Blinder (1992) show that this rate captures the stance of the monetary policy well because it is sensitive to shocks to the supply of bank reserves. The Fed funds rate is the prevalent measure of monetary policy in empirical work. However, the adequacy of this proxy has been questioned for periods when the Fed's operating procedures were modified (e.g., the Volcker period). For robustness, I employ alternative measures of monetary policy.
Paper-bill. This is computed as the difference between the rates paid on six-month prime rated commercial papers and 180-day Treasury bills. These series are available from Board of Governors'
Release H.15, but the paper series is interrupted as of 1997:I. The paper rates are shown as discount rates and the T-bill as coupon equivalent rates. I transform both series into effective yield rates before computing the difference. Bernanke (1990) argues that paper-bill increases capture Fed tightenings as banks will cut loans and corporations are forced to substitute commercial paper for bank loans.
Strongin. Due to Strongin (1995) , who shows that the empirical anomalies found in previous studies attempting to identify the stance of the monetary policy fail to properly address the Fed's strategy of accommodating reserve demand shocks. Strongin measures the portion of non-borrowed reserves growth that is orthogonal to total reserve growth. It equals the residual of a linear regression of total reserves on non-borrowed reserves, where both series are normalized by a 24-month moving average of total reserves prior to the estimation. I perform this computation using data from the Federal Reserve's FRED data bank.
Boschen-Mills. This measure represents the "narrative approach" used by Boschen and Mills (1995) , who classify the stance of monetary policy in five categories from "strongly contractionary"
(coded -2) to "strongly expansionary" (coded +2). This measure is only available through 1996:I and can be obtained from Prof. Boschen's web address: http://business.wm.edu/homepage.asp?PID=416. The dependent variable is the estimated sensitivity of loans growth to internally generated funds for small independent banks vs. small banks affiliated with BHCs with at least one bank ranked at the top percentile of the asset size distribution. All estimations are for bank-quarters ranked below the 90 th percentile of the asset size distribution. In each estimation, the dependent variable is regressed on eight lags of a measure of monetary policy. All policy measures are transformed so that increases in their levels represent Fed tightenings. The sample period is 1982:IV-1997:II (except for Paper-Bill, 1982 :IV-1997 :I, and Boschen-Mills, 1982 :IV-1996 . In the bivariate regressions eight lags of the log real GDP growth are added. The sum of the coefficients for the eight lags of the monetary policy measure are shown along with the p-values for the sum. Exclusion Test rows report the p-values for the rejection of the hypothesis that the eight lags of the monetary policy measure do not forecast the sensitivity of loan growth to internal cash flows. Heterosckedasticity-and autocorrelation-consistent errors are computed with Newey-West lag window of size eight in each regression. The table displays (in the bottom) the differences between the sums of the eight lags of monetary policy of independent banks and BHC-members, and the p-values for the test of the hypothesis that the sums are equal across categories. The standard errors for the difference of the sum of the coefficients are computed via a SUR system which estimates the bank categories regressions jointly. The dependent variable is the estimated sensitivity of loans growth to internally generated funds for banks affiliated with well-vs. poorly-capitalized BHCs with at least one bank ranked at the top percentile of the asset size distribution. All estimations are for bank-quarters ranked below the 90 th percentile of the asset size distribution. In each estimation, the dependent variable is regressed on eight lags of a measure of monetary policy. All policy measures are transformed so that increases in their levels represent Fed tightenings. The sample period is 1982:IV-1997:II (except for Paper-Bill, 1982 :IV-1997 :I, and Boschen-Mills, 1982 :IV-1996 . In the bivariate regressions eight lags of the log real GDP growth are added. The sum of the coefficients for the eight lags of the monetary policy measure are shown along with the p-values for the sum. Exclusion Test rows report the p-values for the rejection of the hypothesis that the eight lags of the monetary policy measure do not forecast the sensitivity of loan growth to internal cash flows. Heterosckedasticity-and autocorrelation-consistent errors are computed with Newey-West lag window of size eight in each regression. The table displays (in the bottom) the differences between the sums of the eight lags of monetary policy of independent banks and BHC-members, and the p-values for the test of the hypothesis that the sums are equal across categories. The standard errors for the difference of the sum of the coefficients are computed via a SUR system which estimates the bank categories regressions jointly. The dependent variable is the estimated sensitivity of loans growth to internally generated funds for independent banks that do not merge vs. banks that will merge in the 1982:IV-1997:II period. All estimations are for bank-quarters ranked below the 90 th percentile of the asset size distribution. In each estimation, the dependent variable is regressed on eight lags of a measure of monetary policy. All policy measures are transformed so that increases in their levels represent Fed tightenings. The sample period is 1982:IV-1995:I. In the bivariate regressions eight lags of the log real GDP growth are added. The sum of the coefficients for the eight lags of the monetary policy measure are shown along with the p-values for the sum. Exclusion Test rows report the p-values for the rejection of the hypothesis that the eight lags of the monetary policy measure do not forecast the sensitivity of loan growth to internal cash flows. Heterosckedasticity-and autocorrelation-consistent errors are computed with NeweyWest lag window of size eight in each regression. The table displays (in the bottom) the differences between the sums of the eight lags of monetary policy of independent banks and BHC-members, and the p-values for the test of the hypothesis that the sums are equal across categories. The standard errors for the difference of the sum of the coefficients are computed via a SUR system which estimates the bank categories regressions jointly. 
Figure 1 -Small Bank BHC-Affiliation and The Impact of Monetary Policy
Impulse-response functions are estimated from a six-variable VAR that includes log real GDP, the change in log CPI, the Fed funds rate, the bank deposits, liquid assets, and total loans (orthogonalization following this order). Four lags of each of the variables are used. Responses to a one-standard-deviation shock to the Fed funds rate are computed separately for aggregate data on small independent banks, small banks that are members of large BHCs, and large banks. Bank balance-sheet variables are scaled by total assets. The sample period is 1976:I-1997:II. 
