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We put forward nonadiabatic charge pumping as a method for accessing the different charge
relaxation rates as well as the relaxation rates of excited orbital states in double-quantum-dot setups,
based on extremely size-limited quantum dots and dopant systems. The rates are obtained in a well-
separated manner from plateaus, occurring when comparing the steady-state current for reversed
driving cycles. This yields a reliable readout independent of any fitting parameters. Importantly,
the nonadiabatic pumping spectroscopy essentially exploits the same driving scheme as the operation
of these devices generally employs. We provide a detailed analysis of the working principle of the
readout scheme as well as of possible errors, thereby demonstrating its broad applicability. The
precise knowledge of relaxation rates is highly relevant for the implementation of time-dependently
operated devices, such as electron pumps for metrology or qubits in quantum information.
PACS numbers: 72.10.Bg, 73.23.Hk, 73.63.Kv, 06.20.Dk
I. INTRODUCTION
In order to render future nanoscale devices functional,
coupling several elementary units to each other is essen-
tial. Double quantum dots (DQDs) represent a first step
in this direction [1]: their orbital degrees of freedom allow
for the implementation of solid-state qubits [2–6] or qubit
entanglement and readout protocols [7–9]. Their precise
tunability via separate external gates represents a possi-
bility of controlled storage and transfer of single charges,
e.g., in single-electron pumps [10–14]. The dynamics of
these devices is dictated by the lifetimes of excited states
owing to internal transitions and relaxation times due
to charge tunneling to external reservoirs. In particular,
when these devices are operated at high frequencies, the
knowledge of the different time scales is crucial.
Previously, readout methods have usually been limited
to a detection of one specific time scale of quantum dot
devices. Substantial effort has for instance been made
for the detection of spin relaxation rates, the inverse of
the lifetime of excited spin states, using pulse-gating [15–
17]. Relaxation rates of charge are typically directly, al-
beit in general nontrivially, connected to the coupling
strength to external reservoirs, such as electronic con-
tacts or bosonic baths. For example, the charge relax-
ation rate of a single-level quantum dot is given by a
product of the coupling strength to the leads and a fac-
tor which depends on temperature and the quantum state
degeneracy. The most easily accessible experimental data
for the coupling strengths of multi-terminal quantum
dots [18] and DQDs [19–22] is obtained from a fit to the
stationary-state current Idc, which depends on all cou-
plings to reservoirs, see App. A. The drawback of this
method is that the couplings cannot be read out indepen-
dently of each other and several assumptions (concerning,
e.g., their relative magnitude or the impact of degenera-
cies on the relaxation rates) have to be made to extract
each rate from an appropriate fitting procedure. This is
often possible for relatively large quantum dots obtained
by means of lithographic methods, but it becomes an is-
sue for ultra-small systems such as dopants, where the
coupling strengths remain very hard to engineer.
Instead, in order to directly measure the relaxation
rates (the inverse of the time scales of the charge dy-
namics), time-resolved measurements have been neces-
sary [23–25]. They possibly even yield the full count-
ing statistics, when a nearby quantum point contact pro-
vides the necessary sensitivity for single-electron detec-
tion [26–28]. An alternative for such approaches exploits
the finite-frequency noise, which contains information on
dwell times [29], requiring the challenging measurement
of current-current correlations. Finally, radio-frequency
reflectometry has recently been used as a tool to study
tunnel couplings in dopant-based systems [30].
In this paper, we propose a fitting-free readout scheme,
making use of a detection of steady-state currents result-
ing from nonadiabatic charge pumping. It enables at the
same time to read out two distinct classes of relaxation
rates of DQDs from the same method and device. These
are (1) the charge relaxation rates due to tunneling into
electronic contacts, with their dependence on the ground
state degeneracy of the different dots, and (2) the relax-
ation rate of excited orbital states of the DQD resulting
from inelastic effects. Complications arising in the study
of time-resolved quantities or correlation functions, as
well as difficulties related to backaction effects, as they
are induced by other types of detectors [26, 27, 31], are
circumvented. Nevertheless, the read-out time is not sig-
nificantly enhanced with respect to the standard dc read-
out scheme, see App. A. Since charge pumping results
from the time-dependent modulation of local quantum
dot gates, the detection method proposed here relies on
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2an operation principle of DQDs that has been well es-
tablished in recent years in the context of pumping and
qubit operation. In particular, no complicated shaping of
the driving signals is required – simple harmonic driving
is sufficient.
The periodic modulation of the local gates applied to
a DQD allows for quantized charge transfer, which is,
for instance, desirable for the implementation of a quan-
tum standard for the current [11, 13, 14, 32]. Therefore
the modulation needs to be adiabatic; whenever the driv-
ing is fast with respect to different relaxation processes
of the DQD system, errors occur [12, 33]. These errors
are at the basis of the implementation of our detection
scheme. It uses the time-averaged current through the
DQD, I =
∫ τ
0
I(t) dt/τ , due to a driving cycle of the
gates, with cycle period τ , and compares it to the time-
averaged current for the reversed pumping cycle, denoted
by I ′. While in the adiabatic limit I ′ = −I, for nonadia-
batic driving the reversed current I ′ is nontrivially differ-
ent from I. Depending on the different ranges of working
points of the pump, extended regions in the stability dia-
gram can be pinpointed, in which the ratio between these
two currents yields the value
I
I ′
= eγxδtx (1)
for different relaxation rates γx. These regions are shown
in Fig. 1 (d), indicating that each rate can be read out in-
dependently of the other rates from plateaus. The relation
between currents of reversed cycles, Eq. (1), is the main
ingredient to the proposed detection scheme. It thereby
constitutes a differential measurement: the outcomes of
two current measurements are compared in a way that all
other dependencies on free parameters are cancelled. The
relaxation rates can hence be read out without any fur-
ther fitting procedure. Importantly, no conditions on the
relative asymmetry of the rates is required. The proposed
scheme is therefore expected to be highly advantageous
for future experimental applications.
II. DOUBLE QUANTUM DOT
A. Model
We consider a DQD consisting of two serially coupled
single-level dots, as depicted in Fig. 1 (a). We assume
that the Coulomb interaction in the DQD is the largest
energy scale. This means that the DQD can be in the
states {|0〉, |L〉, |R〉}, with either no extra charge on the
DQD, or with one electron (with spin ↑, ↓) on the left or
right dot. With this choice we focus on one of the regions
of the DQD’s stability diagram; equivalent considerations
can be done for any other region of higher occupation
numbers. The Hamiltonian of the isolated DQD is
H(t) = L|L〉〈L|+ R|R〉〈R|+ ∆
2
(|L〉〈R|+ |R〉〈L|) . (2)
The single-particle energies on each dot depend on time,
L(t) = L + δL sin(Ωt) and R(t) = R + δR sin(Ωt+ϕ)
with the driving frequency Ω = 2pi/τ and the phase-shift
ϕ. For our detection scheme – the same regime in which
typical quantized charge pumps are realized [11–14, 32]
– we require the driving amplitudes to be large with re-
spect to the temperature broadening, δα  kBT for
α = L,R. Electron tunneling between the two dots takes
place with the tunneling amplitude ∆. In the absence of
driving, as indicated in the stability diagram in Fig. 1 (b),
the system can be found in different stable charge config-
urations (nL, nR), where nL/R is the occupation number
of the left/right dot. The left and right dots are each
tunnel-coupled to one (noninteracting) electronic reser-
voir, kept at the same electrochemical potential µ, with
which they can exchange charge. Inelastic transitions
between the dot levels (for instance, mediated through
an electron-phonon coupling [2, 21, 34]) are modelled by
coupling of the dots to a common bosonic reservoir. The
coupling to these reservoirs is characterized by the cou-
pling strengths ΓL and ΓR with Γ =
∑
α=L,R Γα for the
electronic reservoirs, and Γin for the bosonic reservoir.
Refering to typical experiments, the coupling between
the dots and between the dots and the reservoirs is as-
sumed to be weak, ∆,Γin,Γα  kBT [12]. We set ~ = 1.
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FIG. 1. (a) Energy landscape of the DQD. (b) Stability dia-
gram of the DQD as a function of ¯L and ¯R, with the time-
averaged quantized current in the adiabatic regime. We take
Ω/(2piΓ) = 10−3, ΓL = ΓR, δL,R/Γ = 104, Ω/(2piΓin) = 1/2,
and ϕ = pi/3. (c) Time-averaged current in the nonadiabatic
regime Ω/(2piΓ) = 10−1, with the other parameters as in (b).
The asymmetry of the displayed signal stems from the driving
direction. (d) Overview of plateau regions in which the detec-
tion scheme provides the charge relaxation rates (γR and γL)
and the relaxation rate of the excited orbital state (γin, γ˜in).
3B. Dynamics and relaxation rates
We describe the dynamics of the DQD based on its
reduced density matrix, P (t). It has both diagonal and
nondiagonal parts which we represent in a vector P =
(Pd, Pnd). The diagonal part contains the occupation
probabilities of the dot states Pd = (p0, pL, pR) and the
non-diagonal part Pnd = (pLR, pRL) the coherences. The
time evolution of the reduced density matrix is given by
the Master equation [35]
P˙ (t) = −i [H(t), P (t)] +W (t)P (t) , (3)
see for example Refs. [36–38]. The system has a coher-
ent internal Hamiltonian dynamics, described by H(t) of
the isolated DQD, Eq. (2), while the kernel W (t) de-
scribes the dissipative coupling to external reservoirs.
The time-dependent driving of the DQD gives rise to
an explicit time dependence of H(t) and W (t). In the
regime of weak coupling, ∆,Γα,Γin  kBT , we obtain
the kernel W from Fermi’s golden rule, where only tran-
sitions between diagonal elements of the reduced den-
sity matrix matter [39]. There are two contributions
Wdd(t) = [Wtunn(t)]dd + [Win(t)]dd. The first stems from
tunneling to the electronic reservoirs,
[Wtun(t)]dd = (4) −2ΓLfL ΓLf−L 02ΓLfL −ΓLf−L 0
0 0 0
+
 −2ΓRfR 0 ΓRf−R0 0 0
2ΓRfR 0 −ΓRf−R

with the Fermi function fα = 1/
(
1 + eα(t)/kBT
)
(and
f−α = 1 − fα) for left and right reservoirs, α = L,R.
Because of the large amplitudes of the driving parameters
the Fermi functions can be approximated by Heaviside-
functions, fα ≈ θ(−α). It furthermore turns out that
during a driving cycle, the dynamics due to tunneling to
the reservoirs is always separately determined by either
of the two kernel contributions given in Eq. (4), see also
Sec. II C and App. B. This means that the charging and
discharging of the DQD always takes place either between
the left dot and the left reservoir or between the right
dot and the right reservoir at a time. The dynamics of
the DQD due to charging and discharging is therefore
governed by the charge relaxation rates γL = ΓL(1 +
fL(L)) and γR = ΓR(1 + fR(R)), which are obtained as
the absolute value of the non-zero eigenvalues of the two
distinct kernel contributions of Eq. (4), see Refs. [40, 41].
The kernel contribution for inelastic transitions be-
tween dot levels is
[Win(t)]dd =
 0 0 00 −γin γ˜in
0 γin −γ˜in
 , (5)
with the relaxation rates γin (γ˜in) from the right to the
left (left to right) dot level. These rates can in general
depend nontrivially on the energy detuning L−R of the
dot levels. For very small systems, they are however well
approximated as γin = Γinθ(L−R) (γ˜in = Γinθ(R−L))
for a large level detuning |L−R|  kBT [12]. The large
amplitudes of the driving indeed ensure that the time
interval around the crossing, in which |L− R| ≤ kBT , is
so short that during this time no inelastic processes take
place. Then, Γin is energy-independent on the scale of the
distance between triple points in the stability diagram.
Unless stated otherwise, this is our default assumption.
In addition, we show in Sec. V how to readout a generally
energy dependent inelastic relaxation rate from the same
readout scheme.
C. Pumping current
The quantity of interest for the rate readout is the
time-averaged charge current across the DQD, I =∫ τ
0
I(t) dt/τ due to periodic driving of the gates. The
time-resolved current is defined as I(t) =
(
N˙L − N˙R
)
/2,
where N˙α is the time derivative of the electron number
in reservoir α, and computed as I(t) = tr [WI(t)P (t)].
Here, WI is derived from W by retaining all elements that
change the charge of the system, and adding an appro-
priate sign, as to whether the charge is leaving/entering
the DQD to the left/right reservoir, see App. B.
Periodic driving by applying time-dependent gates
means that closed trajectories in the stability diagram
are performed. Thereby the energy levels of the two dots
can cross and change their relative position, or the two
levels can be moved above and below the common Fermi
energy of the leads. [Two examples are shown in the up-
per panels of Figs. 2 and 3.] This can eventually lead to
hopping of electrons between the two dots, and between
the DQD and the reservoirs, depending on the working
point of the pump, defined by the pair (¯L, ¯R), and on
the velocity of the two modulated levels along the driv-
ing cycle, ˙L/R. When driven adiabatically, namely, when
the system can follow the driving, either exactly zero or
exactly one electron are transferred through the DQD
per pumping cycle, depending on the working point, see
Fig. 1 (b). [42] If only the working point is chosen in a
way that a triple point is included in the parameter tra-
jectory, there are two different times at which the energy
levels cross during one cycle, once above and once below
the Fermi energy. Then, exactly one electron is passed
from one reservoir to the other. In this regime of quan-
tized pumping the dc current is Iad = ±e/τ , where the
sign depends on the direction of the driving cycle. For
all other working points, we have Iad = 0.
The crossover from the adiabatic to the nonadiabatic
regime can be reached by a relatively small increase of
the driving frequency, if the amplitudes of the driving
are sufficiently large. Recently, a similar crossover from
adiabatic, quantized electron pumping to nonadiabatic
pumping has been shown for an ultrasmall DQD realized
with single atomic dopants [12]. There, the driving am-
plitudes are large, δα  kBT , leading to a large driving
speed, ˙L/R. Then, the dc current can generally be sep-
4arated into I = Iad + Inon, where Iad is the adiabatic,
quantized current and Inon is the purely nonadiabatic
current contribution. The nonadiabatic driving strongly
modifies the pumping current, leading to less than one
electron pumped per cycle in the central region and to
triangular shaped structures with finite charge current,
in regions where Iad = 0, see Fig. 1 (c). More specifi-
cally, these nonadiabatic effects emerge due to two dif-
ferent conditions and are related to two different types
of (missed) processes [12]: (1) When frequency and am-
plitude are large, namely Ωδ ∼ ∆2, coherent Landau-
Zener transitions between ground and excited state oc-
cur. Here, Ωδ stands for the order of magnitude of the
detuning speed. In the setup considered here, this means
that when the two orbital levels cross, the electron does
possibly not hop to the lower-lying energy level at the
moment of the crossing. The probability for an electron
occupying the excited state after a level crossing is given
by pLZ = 1 − exp (−pi∆2/2|˙L − ˙R|). (2) When the fre-
quency is as large [43] as Ω ∼ Γ, the charge relaxation
rates of the two dots are of the order of the inverse time
scale of the driving. Then, the dissipative relaxation of
the system is possibly not complete between two cross-
ings of the dot levels or of one of the dot levels with
the Fermi energy of the reservoirs. The resulting Inon is
nontrivially sensitive to the pumping direction. In fact,
we show in the following that for the working points in
the triangular regions, where Iad = 0 and Inon 6= 0, see
Fig. 1 (c), the ratio of the pumping current for a forward
and backward driving cycle, I/I ′ = Inon/I ′non, provides a
direct signature of the relaxation rates of the system.
In the regime of interest, δα  kBT,∆, the coherent
and the incoherent, dissipative dynamics of the DQD con-
nected to external reservoirs can be separated. The time
interval during which a single crossing of the two DQD
levels takes place, |L(t) − R(t)| < ∆, can be given as
δtcross ∼ ∆/|˙L − ˙R|. When the condition δtcross  Γ−1
is fulfilled, as ensured by the large driving amplitudes, the
dynamics during this interval is given only by the coher-
ent part of the master equation, Eq. (3), P˙ = −i[H,P ].
Since this crossing time interval is much shorter than any
other relevant time scales, such as the pumping period τ ,
one can neglect its duration, and one can treat it like
the Landau-Zener problem discussed above. In contrast,
in all time intervals between any two such crossings, the
level separation is large, and thus the time-evolution of P
is determined by dissipative dynamics described by the
kernel W only.
III. READOUT OF CHARGE RELAXATION
RATES
We first focus on the readout of the charge relaxation
rates from both the left and the right dot due to tunnel-
ing of electrons to the respective reservoir, γL and γR, see
Sec. II B. The value of the charge relaxation rate differs,
depending on whether the left or the right dot is involved
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FIG. 2. (a) Example of L,R as a function of time, in units
of the modulation amplitude δL,R, showing the generic time
evolution of the left and right energy levels in triangle A.
(b) Extracted charge relaxation rate γexR (dots), and actual
charge relaxation rate γR (lines) for different values of ΓR
along the arrow in the working point space indicated in (c)
showing a zoom into the stability regions of Fig. 1 (c). The
arrow can be parametrized as (L, R) = (δ, 0) + (1, 2)s with
s ∈ [−δ/2, δ/2] and δL = δR = 104Γ. In (b) ΓL = 5τ−1,
whereas the remaining parameters are as in Fig. 1 (c).
in the relaxation process and on whether the observed re-
laxation leads to the charging or the discharging of the
respective dot. The reason for the latter difference is the
spin-degeneracy of the dots’ single levels, which doubles
the number of accessible states for the charging process
with respect to the discharging [25, 40, 44]. The resulting
four different charge relaxation rates – γL and γR both
for charging and discharging – can be read out from the
triangular regions indicated in Fig. 1 (d). The measure-
ment of the charge relaxation rates of the right dot, γR, is
possible at the working points within triangle A, where
the discharging of the right dot is found to take place
with the rate γR = ΓR (1 + f(R)) ≈ ΓR, and at trian-
gle B, where the charging of the right dot is extracted
to take place with the rate γR = ΓR (1 + f(R)) ≈ 2ΓR).
The charge relaxation rate γL can be observed in the tri-
angles on the opposite side, see Fig. 1 (d).
For triangle A, the two level crossings occur above
the Fermi energy, see Fig. 2 (a), where both quantum
dots would be empty in the adiabatic limit. However, if
the driving is too fast for the right dot to discharge, the
pumping current across the DQD is finite. To bring out
this feature, let us consider the case ΓL  ΓR, where
tunneling between the left dot and the left reservoir oc-
5curs almost instantaneously, see App. B. Note that this
limit is chosen only for simplicity of the analytic treat-
ment, and the readout scheme remains valid for arbitrary
tunnel coupling ratios, see Fig. 2 (b) and Fig. 4. Then,
the result for the time-averaged current of triangle A can
be written in the intuitive form
IA
e/τ
= −nRe−ΓR∆t [iLZ,1 + iLZ,2 + iin] . (6)
Here, nR =
(
1− e−2ΓR∆τc) / (1− e−ΓR(∆τc+τ)−Γin∆τp2LZ)
is the occupation of the right dot, before R(t) crosses
the Fermi energy from below. [See Fig. 2 (a) for the
definition of the time intervals, ∆t,∆t′,∆τ and ∆τc.]
When the subsequent discharging of the right dot is
not complete before the crossing of the two dot levels,
e−ΓR∆t 6= 0, a finite current can arise due to a transfer
of charge from the right to the left dot. At the first
crossing of the dot levels, at the end of the time interval
∆t, this happens with probability iLZ,1 = 1 − pLZ.
Otherwise, if the electron stays on the dot during
the interval ∆τ until the second level crossing occurs
at the end of this time interval, again a transfer of
charge can take place; this happens with the amplitude
iLZ,2 = e
−(ΓR+Γin)∆τpLZ(1 − pLZ). However, with
the amplitude iin =
Γin
ΓR+Γin
(1 − e−(ΓR+Γin)∆τ )pLZ the
electron can already be transferred to the left dot during
the time interval ∆τ due to an inelastic relaxation from
the higher to the lower-lying dot level.
When reversing the pumping cycle, the coherent
Landau-Zener processes occurring at the crossings re-
main the same, and the only relevant change concerns
the time before the first crossing between the two levels
at the end of the time interval ∆t. This means that in
order to obtain the current for a reversed pumping cy-
cle at triangle A, I
′
A, we need to replace ∆t → ∆t′. In
Eq. (6), it is only the discharging probability e−ΓR∆t that
depends on this time interval, and consequently the ratio
of currents provides
IA
I
′
A
= e−ΓR(∆t−∆t
′) . (7)
Importantly, while ∆t and ∆t′ each depend on the work-
ing point (L, R), their difference ∆t − ∆t′ does not
within the area A, see App. D. Therefore, the ratio IA/I
′
A
gives rise to a plateau value within this triangle, en-
abling a reliable readout. Note, that the relaxation rate
γR = ΓR (discharging) is here the only free parameter,
since ∆t−∆t′ is determined by the external driving pa-
rameters. Similarly, the pumping current at triangle B
allows for the readout of the charging rate, γR ≈ 2ΓR.
In Fig. 2 (b) we show the charge relaxation rate γR
for different values of the coupling strength ΓR across
a straight line passing through the triangles A and B,
in Fig. 1 (c). The stepwise constant function reveals
the announced factor of 2 between the charging and the
discharging rate due to spin degeneracy. In this plot,
we show both the actual charge relaxation rate γR (full
lines) as well as the extracted rate from a possible de-
tection, γexR = ln (I/I
′) / (∆t′ −∆t), where no approxi-
mations concerning the asymmetry between the coupling
strengths ΓL and ΓR were made (dots). Differences be-
tween the full and the dotted lines are too small to be
perceived from this plot. We show a more detailed dis-
cussion of the readout precision in Sec. VI.
IV. READOUT OF THE RELAXATION RATE
OF THE EXCITED STATE
Intriguingly, the detection scheme proposed here allows
one to read out not only the charge relaxation rates of
the two dots, but also the internal inelastic relaxation
rate of the excited orbital state of the DQD given by γin
and γ˜in respectively, which are determined by the energy-
independent Γin. This readout can be done at working
points within the lower left triangles in Fig. 1 (d).
For example, for working points within triangle C of
Fig. 1 (c) both level crossings occur below the Fermi en-
ergy, and only the energy level of the left dot exceeds
the Fermi energy for a finite discharging time interval,
∆τ˜c, see Fig. 3 (a). In triangle C, Landau-Zener transi-
tions and inelastic relaxation between the levels dominate
and nonadiabatic effects due to the coupling to the elec-
tron reservoirs are unimportant. For simplicity, we there-
fore assume the tunneling dynamics to be faster than the
driving, ΓL,ΓR  Ω. In this limit, the current within
triangle C is given by the simple analytic expression (see
App. C 1),
IC
e/τ
= −nLc e−Γin∆t˜ . (8)
The current is nonzero only if the left dot occupation
immediately after the two crossings (namely at the end
of the interval ∆τ˜), nLc = (1 + e
−Γin∆τ˜ [1 − 2pLZ])pLZ, is
finite. This can only be achieved with a finite Landau-
Zener transition probability pLZ 6= 0. Furthermore, we
see that the inelastic relaxation that can occur between
the two crossing events affects this occupation. Subse-
quently, the inelastic relaxation, from the left to the right
level, decreases the left dot occupation, as it takes a finite
time interval ∆t˜ after the second crossing before the left
dot can be discharged at L > 0. Crucially, only the lat-
ter process is sensitive to the pumping direction. Taking
the ratio with the reversed pumping current we obtain
IC
I
′
C
= e−Γin(∆t˜−∆t˜
′) . (9)
In triangle C we can therefore directly readout the re-
laxation rate γin from the excited (left) orbital state of
the DQD to the ground (right) state. (Equivalently in
the second triangle indicated in Fig. 1 (d) γ˜in can be
extracted). This result also holds to a high precision be-
yond the approximation, ΓL,ΓR  Ω, performed above
for simplicity.
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FIG. 3. (a) Example of L,R as a function of time, in units
of the modulation amplitude δL,R, showing the generic time
evolution of the left and right energy levels in triangle C.
(b) Extracted inelastic rate γexin (dashed), based on the cur-
rent signal ratio I/I
′
(see Eq. (11)) for different values of Γ,
and actual rate γin (solid) as a function of R. The read-
out is performed along the line in working point space which
is parametrized by (L, R) = (−0.9δL, 0) + (0, 1)s, with
s = [−1.9δL, 0]. The remaining parameters are ϕ = pi/2,
Γin = 2τ
−1, ωco = 0.5δL, ΓL = ΓR, δR/δL = 0.025 and
δL/Γ = 10
4.
V. ENERGY-DEPENDENT COUPLING
STRENGTH
We have until now focussed on highly confined sys-
tems, such as single-dopant setups, where a readout of
relaxation rates and tunnel coupling strengths has up to
now posed problems. In these systems the inelastic relax-
ation rate from an excited state is energy-independent,
Γin = const. This is confirmed by experiments, where –
over the entire experimental range – the dc leakage cur-
rent between ground and first excited state was indepen-
dent of the detuning and free of other parasitic effects,
see Ref. [45]. However, in other cases – as for example in
DQDs realized in 2DEG systems with level spacings of
the order of tenths of meV [21] – the internal, inelastic
relaxation rate depends on the energy of the level spacing
in a more complex manner than in the case discussed pre-
viously. In Ref. [21] the inelastic rate has been extracted
from a fit which in general is not independent of the tun-
neling rates to the electronic reservoirs, see App. A.
Interestingly, with the help of our method, the rates
γin(E) and γ˜in(E) can still be extracted from plateaus
in a fitting-free way, analogously to the cases shown in
the previous Sections. [46] Also here, these plateau val-
ues depend on the inelastic rate, where we replace Γin →
ΓinF (E) with an energy-dependent function F (E), and
on externally fixed parameters, only. The fitting proce-
dure for the energy-dependent inelastic relaxation rate
of Ref. [21] requires Γin to be the smallest coupling,
Γin  ΓL,ΓR. Here, we are not limited by this require-
ment, as we show in Sec. VI. However, in the general
case when the tunneling and the inelastic rate are com-
parable, the system undergoes a rather complex time
evolution, because γin and γ˜in are now time-dependent
through the time-dependent energy level positions. For
the sake of simplicity, we hence first treat the limiting
case of Ω,Γin  ΓL,ΓR. In this case, the current ratio of
triangle C can be approximated as (see App. C 2),
IC
I
′
C
= e−
∫
∆t˜
dtγin(t)+
∫
∆t˜′ dtγin(t) . (10)
An equivalent expression as a function of γ˜in is found
from the lower triangle indicated in Fig. 1 (d). The cur-
rent ratio contains information about the inelastic rate,
time-averaged over the time intervals, ∆t˜ and ∆t˜′. Since
the energy-level-spacing of the DQD is time-dependent,
the time-averaging consequently corresponds to an av-
erage over a certain energy interval. Accordingly, it de-
pends on the chosen trajectory to which extent an energy-
resolved readout is possible. The time intervals ∆t˜ and
∆t˜′ can be made sufficiently small as compared to the
time scale on which γin effectively changes, by imple-
menting convenient narrow, elliptic driving cycles in pa-
rameter space, e.g., by choosing the driving amplitudes
as δR  δL. For this choice, Eq. (10) can be approxi-
mated as
IC
I
′
C
(L, R) ≈ 1− 2
Ω
δR
δL
γin (−R) . (11)
Here, we see explicitly that the current ratio is indepen-
dent of the value of ¯L for every fixed value of R. If
one sweeps the average position of the right energy level,
R, one can thus achieve a reliable, energy-resolved read-
out of γin(E) from a plateau (in L-direction) obtained
at every energy value R. All other parameters occurring
in Eq. (11) are input parameters of the driving scheme.
In Fig. 3 (b), we demonstrate the applicability of this
method at the example of γin() = θ(−)Γin|| exp [−||]
(and γ˜in() = γin(−)), with the dimensionless energy-
variable  = (L − R)/ωco. Such a rate corresponds to
the coupling to an ohmic phonon bath in the limit of large
amplitudes δL,R  kBT , where the exponential cut-off
with the cut-off frequency of the phonon bath ωco is a
standard procedure to describe the high energy regime,
see, e.g., Ref. [47].
In Fig. 3 (b), a sufficiently high Γ  Γin has been
chosen, fulfilling the requirements leading to Eq. (10),
and has been compared to the case where Γ and Γin are of
the same order of magnitude. The slight deviation of the
extracted rate γexin from the predicted one γin occurring
in the latter case is discussed in the following Sec. VI.
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FIG. 4. Relative deviation of the extracted charge relaxation
rate γexR from the true rate γR, for different values of ΓL with
ΓR = 2.5τ
−1 and the remaining parameters as in Fig. 2 (b).
VI. PRECISION OF THE READOUT SCHEME
One of the strong points of our proposed readout
scheme is the fact that different rates can be read out
truly independently from plateau values within the dif-
ferent triangular regions, as indicated in Fig. 1 (d). The
underlying equations for the charge current ratios pro-
viding the rate readout, are however only exact, if cer-
tain conditions concerning the relative magnitude of the
different rates are fulfilled. In this Section we show that
deviations that occur, when these conditions are not met,
are negligibly small. More precisely, they can be shown
to be mostly of the order of one percent.
In Sec. III, we provide analytical formulas for the
charge current and the charge current ratios necessary
for the readout of the charge relaxation rate γR, derived
in the limit ΓL  ΓR. Deviations from the charge re-
laxation rate, γexR , extracted from the readout, from the
true charge relaxation rate γR, were not visible for the pa-
rameters chosen for the plot in Fig. 2 (b). In Fig. 4, we
show the relative deviation between γexR and γR, given
by (γexR − γR)/γR for different values of ΓL and ΓR by
zooming into the plateau region. One can see from the
plot that as soon as ΓL  ΓR is not fulfilled, the ex-
tracted rate is either slightly larger or slightly smaller
than the actual rate, depending on the explicit values of
ΓL and ΓR. The behavior is not the same for triangle A
(R > 0) and for triangle B (R > 0). This clearly shows
that the deviation from the ideal value is due to a com-
plex interplay of tunneling, inelastic, and Landau-Zener
transitions, which can occur as soon as ΓL  ΓR is not
given. What is important, is that the maximal possible
error is always mostly of the order of 1%. Similar re-
sults can be found for the precision of the readout of the
energy-independent inelastic rate, Γin, in Sec. IV, when
the condition ΓL,R  Ω is not fulfilled any longer.
In Sec. V, we illustrate how a possible energy depen-
dence of the inelastic rate can be extracted by means
of Eq. (11). This equation is valid in the regime where
Γin  ΓL,R and δL  δR. While the ratio of am-
plitudes is in general largely in the hands of the exper-
imenter, the ratio between tunneling and inelastic rate
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FIG. 5. (a) The energy shift ∆R between the maxima of the
inelastic relaxation rate γexin and the true rate γin for several
values of Γ. (b) Relative error of the extracted inelastic re-
laxation rate γexin from the shifted rate γ
′
in for various values
of Γ, such that the maxima of γexin and γ
′
in occur at the same
R. The magnitude of the inelastic rate is Γin = 2τ
−1. The
remaining parameters are as in Fig. 3 (b).
may not be tunable. In the following, we demonstrate
that for the readout of γin(E), γ˜in(E), we may well de-
part from Γin  ΓL,R.
Figure 3 (b) shows the energy-dependence of the in-
elastic relaxation rate from the excited orbital DQD state
and compares it to the extracted rate. Depending on the
ratio Γ/τ−1, a slight shift occurs between them, while the
shape of the energy-dependence is still well captured. We
denote this shift, defined as the difference of the position
of the maxima of γexin and γin, by ∆¯R. This shift de-
pends on the ratio Γ/Γin, and does not exceed 0.07δL
for the parameters chosen in Fig. 5 (a). The result of the
relative error when taking into account the shift ∆R in
γ′in() = γin(+ ∆R) is shown in Fig. 5 (b). We see that
the error is of order 1% even when Γ  Γin, the oppo-
site case as compared to the one shown in Sec. V. Equa-
tion (11) is hence applicable well beyond ΓL,R  Γin.
Therefore, a precise readout of a general inelastic relax-
ation rate is possible independently of the relative mag-
nitude of tunneling and inelastic rates.
VII. CONCLUSION AND OUTLOOK
We provided a readout method to extract the charge
relaxation rates as well as the relaxation rate of excited
orbital states of a DQD by one single device-operation
mode, based on nonadiabatic pumping. By exploiting the
sensitivity of the current to the direction of the pump-
ing cycle, we showed that the ratio of currents of opposite
8pumping direction carries direct information on the char-
acteristic relaxation rates of the system. Importantly,
this information is contained in different plateaus of cur-
rent ratios, in which the only free parameter is the respec-
tive relaxation rate itself, yielding a fitting-free readout
method.
We demonstrated the working principle of the read-
out method by deriving analytical formulas, which can
be straightforwardly interpreted. In particular, they vi-
sualize the impact of different fast or slow relaxation pro-
cesses on the magnitude of the pumping current. Subse-
quently, we fully release the conditions that were neces-
sary for the analytical calculations and prove the reliabil-
ity of the readout method numerically. This shows that,
independently of the relative size of coupling constants
a readout is possible with an error that is maximally of
the order of 1%.
The exploitation of this method in experiment is ex-
pected to be possible in different realizations of gated
DQDs, see e.g. Refs. [12]. Beyond this, our method can
be generalized for other types of devices, in which time-
dependent local control over discrete energy levels allows
for the implementation of the proposed relaxation-rate
readout scheme.
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Appendix A: Rate-readout from dc measurement
1. Voltage biased current and rate readout scheme
In the case where transport occurs through two single
levels at energies L and R, and no inelastic internal
transitions in the DQD occur, the stationary current due
to a voltage bias V is given by [19, 20]:
Idc
e
=
∆2ΓL
∆2(2 + ΓLΓR ) +
Γ2L
4 +
(L−R)2
~2
. (A1)
Note that Idc does not depend on V , as long as V re-
mains larger than the intrinsic energy width of the levels
and temperature. This expression is valid for the lower
triple point. For the upper triple point, ΓL and ΓR must
be swapped. Equation (A1) however contains many un-
knowns and hence some assumptions on the relative mag-
nitude of the rates have to be made to extract them. If
also inelastic internal hopping processes occur, an addi-
tional contribution to the dc current arises [21], which -
in contrast to Eq. (A1) - is asymmetric in L − R due
to an asymmetric energy dependence of ΓinF (E). Note
that this asymmetry stems from the imposed voltage bias
direction and does not apply to the equilibrium situation
discussed in the main paper. The asymmetry yields a
possibility to distinguish the two current contributions.
The inelastic current contribution is given by
I indc =
e
Γ−1L + Γ
−1
R + (ΓinF (E))
−1 . (A2)
For ΓL,R  Γin, this expression reduces to I indc =
eΓinF (E), allowing for a readout of ΓinF (E). The com-
bination of Eqs. (A1) and (A2) allows for the extraction
of ΓL, ΓL, ∆, and ΓinF (E) from a complex fitting proce-
dure.
2. Comparison of readout speed
Our proposed readout scheme involves the measure-
ment of a time-averaged current due to time-dependent
driving. Here we show that the measurement time is
comparable to the one of a readout with stationary volt-
ages.
In general, the lower bound of the time needed to av-
erage the current signal is given by the signal-to-noise
ratio, T0 > S/I
2
, where the current noise at the detector
is defined as S, and I = I indc for the voltage-biased case
and I = I for the pumping case. The leading noise con-
tribution is dominated by external sources, and highly
sensitive on the details of the experimental setup. On
the other hand, it depends very little on the specific op-
eration, which is why we assume that S is roughly of the
same order of magnitude for the voltage-biased case as
for the time-dependent electron pump, when investigat-
ing the same system.
In the voltage-biased case, the current is dominated
by the smallest rate, in Ref. [21] the inelastic rate, i.e.,
I ∼ eΓin. For the electron pump, for the triangular re-
gions of interest, I ∼ eΩperr, with an error probability
perr due to nonadiabatic driving. In the strongly nona-
diabatic driving regime, where Ω is of the same order or
larger than the relaxation rates, this error is of order 1,
hence I ∼ eΩ. For weakly nonadiabatic driving on the
other hand, the current in the triangles is exponentially
suppressed. Therefore, as soon as the driving is suffi-
ciently fast such as prescribed by our method, the mere
averaging time, required for our scheme does not exceed
the one of the dc case.
9Appendix B: Analytic current expression for the
charge relaxation rate readout at triangle A
In this Section, we derive the expression Eq. (6) for the
current in triangle A (see, e.g., Fig. 1 (c)), in the limit of
a large tunnel coupling to the left dot, ΓL  ΓR,Γin. As
shown in Fig. 2 (a), the time evolution of the energy levels
L,R exhibits four different configurations in the pump-
ing parameter space. Within each of these intervals, the
kernel is a constant function of time, since we can ne-
glect the energy-dependence of the Fermi functions due
to the large-amplitude driving. We are therefore able to
solve the time evolution of the density matrix piecewise,
with the corresponding kernels of these four configura-
tions. For the charging of the right dot L > 0, R < 0
during time interval ∆τc, we have
W (t ∈ ∆τc) =: Wc =
 −2ΓR ΓL 00 −ΓL − Γin 0
2ΓR Γin 0
 .(B1)
For the subsequent discharging when R > 0, we have
three “sub-stages”: first when L > R during ∆t,
W (t ∈ ∆t) =: Wd =
 0 ΓL ΓR0 −ΓL − Γin 0
0 Γin −ΓR
 , (B2)
and secondly after the first level crossing, where L < R
during ∆τ ,
W (t ∈ ∆τ) =: Wd =
 0 ΓL ΓR0 −ΓL Γin
0 0 −ΓR − Γin
 .(B3)
Finally, after the second level crossing we again have L >
R during ∆t
′, leading to the same Kernel as given in
Eq. (B3), W (t ∈ ∆t′) = W (t ∈ ∆t) = Wd.
In order to compute the time evolution of the density
matrix, we provide the propagators for each configura-
tion, defined as Πx = e
Wxt, with x ∈ {c,d,d},
Πc (t) =
 0 0 00 0 0
1 1 1
+ e−2ΓRt
 1 ΓLΓin+ΓL−2ΓR 00 0 0
−1 − ΓLΓin+ΓL−2ΓR 0

+e−(Γin+ΓL)t
 0 − ΓLΓin+ΓL−2ΓR 00 1 0
0 − Γin−2ΓRΓin+ΓL−2ΓR 0
 (B4)
Πd (t) =
 1 1 10 0 0
0 0 0
+ e−ΓRt
 0 − ΓinΓin+ΓL−ΓR −10 0 0
0 ΓinΓin+ΓL−ΓR 1

+e−(Γin+ΓL)
 0 − ΓL−ΓRΓin+ΓL−ΓR 00 1 0
0 − ΓinΓin+ΓL−ΓR 0
 (B5)
Πd (t) =
 1 1 10 0 0
0 0 0
+ e−(ΓR+Γin)t
 0 0 ΓL−ΓRΓin−ΓL+ΓR0 0 − ΓinΓin−ΓL+ΓR
0 0 1

+e−ΓLt
 0 −1 − ΓinΓin−ΓL+ΓR0 1 ΓinΓin−ΓL+ΓR
0 0 0
 . (B6)
In addition we have to provide the propagator for the
Landau-Zener level crossing,
ΠLZ =
 1 0 00 pLZ 1− pLZ
0 1− pLZ pLZ
 . (B7)
With these expressions, we can construct the propagator
over one pumping period τ . Setting the initial time t0 as
the time at which R changes from negative to positive
(that is, at the end of the charging process taking place
in the interval ∆τc), the full propagator is given as
Π (τ + t0, t0) = (B8)
Πc (∆τc) Πd (∆t
′) ΠLZΠd (∆τ) ΠLZΠd (∆t) .
In general, the time evolution may start with some arbi-
trary initial density matrix. For any initial density ma-
trix, the steady state solution of the density matrix, Pss,
is reached after a sufficient number of pumping cycles
(roughly speaking, the number of cycles must be much
larger than 1ΓRτ ,
1
Γinτ
). A steady state density matrix is
found if it satisfies the boundary condition
Pss (t) = Π (τ + t, t)Pss (t) , (B9)
for any time t. When plugging in the propagators above,
the steady state density matrix at t0 right after the charg-
ing is found to be
Pss (t0) =
 1− nR0
nR
 . (B10)
Here, we took the limit of ΓL  ΓR,Γin, approximating
the fast time evolution with rate ΓL to be quasi instan-
taneous, e−ΓLt → 0, and neglecting terms of the order
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1/ΓL. Furthermore,
nR =
1− e−2ΓR∆τc
1− e−ΓR∆t′e−(ΓR+Γin)∆τe−2ΓR∆τce−ΓR∆tp2LZ
,
(B11)
is the steady state occupation of the right dot immedi-
ately after the charging. It can be transformed into the
formula for nR given in the main text right after Eq. (6)
by using the identity, τ = ∆t + ∆τ + ∆t′ + ∆τc. After
this transformation one immediately sees that nR does
not depend on ∆t,∆t′. The time evolution of the density
matrix is fully determined with the steady state density
matrix and the propagators for each configuration.
This allows us to proceed to the calculation of the cur-
rent. For the current, we need the object, WI , which
is derived from the kernel W by retaining all elements
which change the total charge of the DQD, and adding
the sign according to whether the charge leaves/enters
through the left or right contact. Likewise, this object is
piecewise constant in time, where the different parts are
given as
WI,c =
1
2
 0 −ΓL 00 0 0
−2ΓR 0 0
 (B12)
WI,d = WI,d =
1
2
 0 −ΓL ΓR0 0 0
0 0 0
 . (B13)
The factor 1/2 in front comes from the fact that
we choose to consider the symmetrised current I =
(IL − IR) /2. (This choice is made just for convenience,
as for the dc component of the current, it actually makes
no difference whether the current is symmetrised or not.)
With above time evolution of the density matrix, and
the object WI , we are able to calculate the dc current
I =
∫ τ
0
dt
τ I (t), as follows,
τI
e
=
∫ ∆t
0
dteTWI,dΠd (t)Pss (t0) (B14)
+
∫ ∆τ
0
dteTWI,dΠd (t)Pss (t0 + ∆t)
+
∫ ∆t′
0
dteTWI,dΠd (t)Pss (t0 + ∆t+ ∆τ)
+
∫ ∆τc
0
dteTWI,cΠc (t)Pss (t0 + ∆t+ ∆τ + ∆t
′) .
Here, eT = (1, 1, 1) represents the trace operator and
Pss (t0 + ∆t) = ΠLZΠd (∆t)Pss (t0)
Pss (t0 + ∆t+ ∆τ) = ΠLZΠd (∆τ)Pss (t0 + ∆t)
Pss (t0 + ∆t+ ∆τ + ∆t
′) = Πd (∆t′)Pss (t0 + ∆t+ ∆τ) .
Note that it is important that the propagators in the
current expression, Eq. (B14), are the full expressions of
Eqs. (B4) to (B6) and that the limit ΓL  ΓR,Γin can
only be taken after the time integral has been evaluated.
The reason for this is that small terms scaling with Γ−1L
or e−ΓLt in the propagators are compensated by terms in
the current kernels WI,x that scale with ΓL.
After a little algebra, Eq. (B14) leads to the result
given in the main text, Eq. (6).
Appendix C: Analytic current expression for the
charge relaxation rate readout at triangle C
1. Energy-independent inelastic relaxation rate
The calculation for the current in triangle C, Eq. (8),
with a constant inelastic relaxation rate, can be made in
similar terms as the one for A. We here have the piecewise
constant kernels
W
(
t ∈ ∆t˜,∆t˜′) =: Wc =
 −2ΓL − 2ΓR 0 02ΓL −Γin 0
2ΓR Γin 0

(C1)
W (t ∈ ∆τ˜c) =: Wd =
 −2ΓR ΓL 00 −ΓL − Γin 0
2ΓR Γin 0
(C2)
W (t ∈ ∆τ˜) =: Wc =
 −2ΓL − 2ΓR 0 02ΓL 0 Γin
2ΓR 0 −Γin
 ,(C3)
with the corresponding propagators Πc (t) ,Πd (t) and
Πc (t). The full propagator for one pumping period is
Π
(
τ + t˜0, t˜0
)
= (C4)
ΠLZΠc (∆τ˜) ΠLZΠc
(
∆t˜′
)
Πd (∆τ˜c) Πc
(
∆t˜
)
,
where we indicate the time right after the second crossing
as t˜0. Now, in the limit ΓL,ΓR  Γin and e−ΓL,Rt →
0, the steady state condition, Eq. (B9), together with
Eq. (C4) delivers
Pss
(
t˜0
)
=
 0nLcr
1− nLcr
 (C5)
where nLcr = pLZ
[
1 + e−Γin∆τ˜ (1− 2pLZ)
]
, is the occu-
pation probability of the left dot right after the second
crossing, at the end of the interval ∆τ˜ . In the case here,
the current calculation is simpler. As one can easily con-
vince oneself, there is no current contribution when both
levels are below the Fermi level: there is no finite prob-
ability of an empty DQD for the time interval where
L,R < 0; therefore, no charge transfer between DQD
system and reservoirs occurs. The only contribution to
the current then comes from the discharging of the left
dot during the time interval ∆τ˜c, which is given as
τI
e
=
∫ ∆τ˜c
0
dt′eTWIdΠd (t′)Pss
(
∆t˜+ t˜0
)
(C6)
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with
WId =
1
2
 0 −ΓL 00 0 0
−2ΓR 0 0
 (C7)
and
Pss
(
∆t˜+ t˜0
)
= Πc
(
∆t˜
)
Pss
(
t˜0
) ≈
 0e−Γin∆t˜nLcr
1− e−Γin∆t˜nLcr
 .
(C8)
Inserting Eq. (C7) and (C8) into Eq. (C6), and again
making the approximations ΓL,R  Γin and e−ΓL,Rt → 0
only after performing the integral, we find Eq. (8).
2. Energy-dependent inelastic relaxation rate
We now derive the current expression for an energy-
dependent γin, γ˜in, see Eq. (10). Let us first comment
on the general shape of the energy dependence of the in-
elastic processes. The coupling to a bosonic bath (e.g.
phonons) induces internal transitions, namely hopping
between the two dot levels. Therefore, the inelastic
rates can be written as functions of the energy detun-
ing L − R. Furthermore, assuming that the memory of
the reservoir decays very fast (quasi instantanteously),
the time dependence of the detuning enters simply as a
parameter, γin (L (t)− R (t)) , γ˜in (L (t)− R (t)). Since
in general, the kernel is then explicitly time dependent
even within the time intervals where the charge does not
change, the time evolution of the density matrix becomes
highly complex. However, we may proceed with the fol-
lowing further simplifications. For a reservoir in equilib-
rium, the forward and backward processes fulfill detailed
balance, γin (L − R) /γ˜in (L − R) = e(L−R)/kBT . We
now make use of the fact that the amplitudes are much
larger than the temperature broadening, in the regime
considered here. We therefore find that depending on
whether L ≶ R either the rate γin or γ˜in is exponen-
tially suppressed (equivalent to a very cold reservoir).
Moreover, we again consider the limit ΓL,R  γin, γ˜in
for simplicity (in analogy to the above case of energy-
independent relaxation), where the propagators can be
approximated as follows. First we deal with the simplest
case, namely, the time evolution in the configuration of
L > 0, R < 0. This time evolution is described by kernel
Wd, whose eigenvalues are given for each time t as −2ΓR
and −ΓL−γin (t). Hence there is no slow relaxation rate,
and the corresponding propagator may be approximated
in the limit ΓL,R  γin,
Πd(t) =
 0 0 00 0 0
1 1 1
+ e−2ΓRt
 1 ΓLΓL−2ΓR 00 0 0
−1 − ΓLΓL−2ΓR 0

+e−ΓLt
 0 − ΓLΓL−2ΓR 00 1 0
0 2ΓRΓL−2ΓR 0
 .
(C9)
For the remaining two configurations, this is no longer
true as their corresponding kernels contain one slow re-
laxation rate. Here we have to proceed as follows. We
rewrite the differential equations for these two configura-
tions as
P˙ (t ∈ ∆t˜,∆t˜′) =
WTc +
 0 0 00 −γin (t) 0
0 γin (t) 0
P
(C10)
P˙ (t ∈ ∆τ˜) =
WTc +
 0 0 00 0 γ˜in (t)
0 0 −γ˜in (t)
P.
(C11)
Here, WTx = Wx (Γin = 0) is simply the tunneling part
of the piecewise constant kernels as previously defined in
Eqs. (C1) and (C3). If the tunneling dynamics is much
faster than the internal inelastic relaxation, one can en-
visage a separation of time scales in the following man-
ner. First, we make the transform P ′ = e−W
T
x tP through
which, in the limit ΓL,R  γin, γ˜in, we arrive at the equa-
tions,
P˙ ′(t ∈ ∆t˜,∆t˜′) = −γin (t)
 0 0 0ΓL
ΓL+ΓR
1 0
− ΓLΓL+ΓR −1 0
P ′
(C12)
P˙ ′(t ∈ ∆τ˜) = −γ˜in (t)
 0 0 0− ΓRΓL+ΓR 0 −1
ΓR
ΓL+ΓR
0 1
P ′.
(C13)
In this basis, we find thus an exactly solvable dynam-
ics, because the explicit time dependence appears only
in the prefactor. Due to this explicit time-dependence
it is now not sufficient anymore to define propagators of
time-differences, but the propogators depend explicitly
on two times. Eventually, we find the following solutions
for the propagators of the untransformed P , in the limit
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ΓL,R  γin and e−ΓL,Rt → 0,
Πc (t, t
′) =
 0 0 00 0 0
1 1 1
 (C14)
+e−
∫ t
t′ dt
′′γin(t′′)
 0 0 0ΓL
ΓL+ΓR
1 0
− ΓLΓL+ΓR −1 0

Πc (t, t
′) =
 0 0 01 1 1
0 0 0
 (C15)
+e−
∫ t
t′ dt
′′γ˜in(t′′)
 0 0 0− ΓRΓL+ΓR 0 −1
ΓR
ΓL+ΓR
0 1
 .
In order to find the steady state, we insert the propaga-
tors into Eq. (C4), and we obtain
Pss
(
t˜0
)
=
 0nLcr
1− nLcr
 (C16)
with nLcr = pLZ
[
1 + e−
∫
∆τ˜
dt′γ˜in(t′) (1− 2pLZ)
]
, where
the notation
∫
∆τ˜
dt′ stands for an integral over the in-
terval t′ ∈ ∆τ˜ . We are left with calculating the current
expression, which, as in the case of a time-independent
γin, γ˜in, contains only a nonzero current contribution
within the time evolution withWd. Then, using the prop-
agator from Eq. (C9), the final result for the current is
computed according to Eq. (C6), and amounts to
τI
e
= −e−
∫
∆t˜
dt′γin(t′)nLcr. (C17)
where, once more, we have taken the limit e−ΓL,R → 0
only after integration. For the reversed pumping cycle,
we merely have to replace the integral
∫
∆t˜
dt′ → ∫
∆t˜′ dt
′.
Appendix D: Parameter independence of time
interval differences.
In Eq. (1) in the main text we argue that the time dif-
ference δtx is working point independent. In this Section
we demonstrate this fact.
For a given pumping trajectory in energy space ~(t) =
(L(t), R(t)), the kernel (describing the dynamics of
the system) changes rapidly at some distinct points in
time, namely at the crossing points between dot lev-
els and between dot levels and Fermi energies of the
reservoirs. As in the main text, we assume a sinu-
soidal time-dependence, L(t) = L + δL sin(Ωt) and
R(t) = R + δR sin(Ωt + ϕ). We consider the values of
ϕ within the interval [0, 2pi], while the amplitudes δL,R
are positive. In the upcoming paragraph, we explicitly
compute as a function of the driving parameters all the
times where rapid changes in the dynamics of the DQD
system occur. This enables us to show the working point
independence of the current ratios.
When L = R, the system is for a very short period in
the coherent regime. Such a level crossing occurs at,
tc1 =
arcsin
(
R−L
A
)− δ
Ω
(D1)
tc2 =
−pi − arcsin ( R−LA )− δ
Ω
, (D2)
with
A =
√
δ2L − 2δLδR cos (ϕ) + δ2R , (D3)
and
δ = arctan
( −δR sin (ϕ)
δL − δR cos (ϕ)
)
−pisign [sin(ϕ)] θ [−δL + δR cos (ϕ)] ,
(D4)
where the Heaviside θ function ensures that δ is a con-
tinuous function of ϕ and δL,R, for ϕ within the interval
[0, 2pi]. A level crossing can only happen, when the con-
dition |L− R| ≤ |A| is fulfilled. Note that neither A nor
δ depend on the working point (L, R).
Furthermore, when α = 0 (α = L,R), the energy of
dot α is in alignment with the chemical potential of elec-
tron reservoir α. This event occurs at times,
tα1 =
− arcsin
(
α
δα
)
− ϕα
Ω
(D5)
tα2 =
−pi + arcsin
(
α
δα
)
− ϕα
Ω
, (D6)
with ϕL = 0 and ϕR = ϕ.
We now show the working point independence of the
current ratio for triangles A,B, and C. For instance for
triangle A, the relevant time difference appearing in the
exponent of the current ratio, Eq. (7), is ∆t−∆t′, where
∆t (∆t′) is the time difference between the event R =
0 and the level crossing event L = R for the forward
(backward) trajectory. In order to relate ∆t −∆t′ with
the crossing times tc1,2 and tα1,2 the order of the different
crossing events is important. For instance, suppose that
we have a trajectory for which tR2 < tc1 < tc2 < tR1.
Then we find ∆t−∆t′ = tc1 − tR2 + tc2 − tR1, that is,
∆t−∆t′ = 2ϕ− δ
Ω
, (D7)
which is manifestly working point independent. Note
however, that for a general trajectory characterized by
δL,R and ϕ, the order of the crossing times may be dif-
ferent. In this case, one has permute their order by shift-
ing some of the crossing times by one period ±τ . In this
case, we have to add nτ to above equation, where the
integer n accounts for such shifts.
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For triangle C, the situation is similar, except that
∆t˜−∆t˜′ depends on the time intervals between the events
L = 0 and L = R. Hence,
∆t˜−∆t˜′ = −2 δ
Ω
, (D8)
that is, with respect to the expression for ∆t −∆t′, the
phase shift ϕ for the sinusoidal time-dependence of right
dot disappears.
Triangle B has not been explicitly addressed in this
manuscript. We however, for completeness also show
the working-point independence in this case. For tri-
angle B, no level crossing takes place, and the relevant
time intervals are ∆T (∆T ′), namely the time interval
between the events L = 0 and R = 0 for a certain
forward (backward) trajectory. We now need to check
the working point independence of the time difference
∆T −∆T ′. Suppose that the ordering of events is such
that tL1 < tR1 < tR2 < tL2, then
∆T −∆T ′ = −2ϕ
Ω
(D9)
which is indeed also independent of the working point.
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