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Abstract
This paper describes the development of a 3D face reconstruction algorithm which is able to reconstruct the
depth map of a face from a handheld moving camera, where the face remains stationary in space and the
lighting conditions remain constant. Camera calibration is used to undistorted the movie frames and local
template matching is applied by matching keypoints between consecutive frames. The described algorithm
sets the first steps in the development of a tool which can output a 3D printed facial mask for clinical use.
I. Introduction
Patients who undergo a CT scan or radi-ation therapy of their brain need a fittingface mask to fixate their head during the
scan or therapy. The procedure of fitting a face
mask is done with different techniques, such
as using thermoplastic materials or taking a
plaster cast of the face. Both methods take
quite some time (> 10 minutes) and can be
inconvenient for the patient. Especially for
children, eldery or claustophobic people the
fitting of a mask can be inconvenient. [1, 2, 3]
This article describes a method to reconstruct
the depth map of a face captured in a movie
from a hand held camera, which can be used
for hassle free 3D printing of a face mask.
The movie from which the 3D face recon-
struction is carried out, is to be captured by
a moving camera in which the face remains
stationary. Due to the fact that the face itself
is stationary will the lighting conditions on
the face remain constant during the capturing
of the movie. The different steps taken for
the development of the algorithm for the
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construction of the 3D depth map of faces are
described in this paper.
Several different attempts have been under-
taken to develop an algorithm which is able
to reconstruct a face from image streams.
The problem with those approaches is that
a generalised model is used, where the end
results tend to converge to a general model
instead of reconstructing the actual face. An
outputted result which is converged to a
generalised model can potentially lead to less
acurate results. [4] Another approach is to use
radial basis function (RBF) or B spline for 3D
face reconstruction. RBF is based on feature
points of frontal and profile face images, while
B spline is used in 3D face curve reconstruction.
Both methods, which mainly describe how
to obtain life-like images of faces instead of
accurate depth maps of faces are described by
G. He et al. [5] According to Stylianou et al.
[6], the main issues that needs to be resolved
for accurate 3D face reconstruction involve the
development of accurate and fully automatic
3D reconstruction systems that can operate
in unconstrained environments. Hospitals
are always keen to look for a cheaper but
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still accurate way to replace the current used
techniques. The proposed method of this
paper could potentially fulfil the gap.
The research question of this paper is to invest-
igate if the proposed technique using feature
tracking and factorization for reconstructing
a 3D face is repeatable and to determine
current limitations for clinical application. To
answer this question several different videos
of a phantom head have been captured and
reconstructed. The captured videos are taken
from different angles of the phantom head.
Also the 3D face reconstruction based of one
video with different numbers of frames will be
examined.
II. Methods
i. Materials
For the experimental setup, the following soft-
ware packages and materials were used:
• Matlab R2016a including the computer vis-
ion toolbox
• Checkerboard for camera calibration
• Styrofoam head
• Handheld mobile device for video capture
(Nokia Lumia 930)
ii. Methods
Analysis and strategical steps
Due to the fact that the movie is captured
with a handheld device, variations such as
tilting (rotations around the optical axis),
panning (rotations around the vertical axis)
and pitching (rotations up and down) are
present in the video. Camera distortion also
introduces errors in the movie frames. Camera
calibration and different processing steps are
taken to overcome and/or reduce this errors
to minimize their influence in the resulting
reconstruction.
An overview of the rough steps for the al-
gorithm is given in figure 1. This figure shows
the main processes and their connections. The
flowchart start is at the top right at ’start’. The
orange region of this flowchart describes the
section of the algorithm which is involved with
the detection and tracking of the keypoints.
The green region describes feedback loop with
the registration and averaging of the points
over the frames. The blue region describes the
steps to produce the outputted depth map of
the face.
The main steps of the algorithm as given in the
flowchart are also given below. The different
steps are described in their own subsections:
• Camera Calibration
• Detection of Keypoints
• Feature Tracking
• Factorization
• Feature Registration
• Point Averaging over Frames
• Overall 3D Reconstruction
• Reducing Noise
• Smoothing of the Mesh
Camera Calibration
To make sure that geometrical shapes in the
captured move are corresponding to their
geometrical shapes in the real world and thus
to correct lens distortion, camera calibration
has to be performed. This was done by
capturing 20 photos of a checkerboard with
known square dimensions (26x26mm) under
different angles and varying distances (all
within 1.5 meter distance to camera). These
pictures were then used with the camera
calibration toolbox within matlab to obtain the
camera in- and extrinsics. These parameters
are used to undistort geometrical shapes in the
frames of the captured movie.
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Figure 1: Schematic overview of the process flowchart
of the algorithm. It shows the main processes
and their connections. The flowchart start is
at the top right at ’start’. The orange region
of this flowchart describes the section of the
algorithm which is involved with the detection
and tracking of the keypoints. The green region
describes feedback loop with the registration
and averaging of the points over the frames.
The blue region describes the steps to produce
the outputted depth map of the face.
Detection of Keypoints
The keypoints (or points of interest) in the video
are tracked using the Kanade-Lucas-Tomasi
(KLT) algorithm. The reason to opt for this
algorithm is the fact that the KLT algorithm
yields a good performance in the tracking
of objects that do not change shape and
exhibit visual texture. [7, 8, 9] Both of the
described properties hold true for the faces in
the captured movies.
To make use of this algorithm and apply the
keypoint tracking on a video, initialization
of the tracking process has to be performed.
This is done by extracting the keypoints
from the first frame of the movie with their
corresponding coordinates and setting the
tracker settings. The keypoint extracting in
the first frame was performed by using the
minimum eigenvalue algorithm [10]. The same
method was used to extract new keypoints
during the process when previous tracking
points were found to be no longer valid.
Tracked points are considered to be not valid
when they are no longer found in the image
stream.
Feature Tracking
Tracking is performed for every frame stepping
in the movie. By sequentially stepping through
the video frames, are all frames analysed and
they have their keypoints tracked by the KLT
algorithm. Every keypoint has an unique ID
descriptor, which is stored along with the pixel
coordinates of the keypoint. This enables the
algorithm to track identical points between
different frames so that they can be linked
together to make one final reconstruction.
The first step of feature tracking is to de-
termine which keypoints are detected in the
current frame. The current keypoints include
keypoints already detected in earlier frames
with new keypoints added, which are detected
by the minimum eigenvalue algorithm. Newly
found keypoints can be introduced by new
surfaces emerging in the frames, due to
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changed scenery caused by camera movement.
In the next frames these keypoints are tracked
or returned as a non-valid keypoint. The
validation of the keypoints is depending on
several parameters, such as the number of
pyramid levels, the forward-backward error
threshold, the size of the neighbourhood and
the maximum number of search iterations.
Optimization of these parameters differs for
all the different video’s used in this project.
By comparing the coordinates from the valid
tracked keypoints in the new frame with the
coordinates of the keypoints in the previous
frames, the displacement can be calculated
and from this a reconstruction can be made.
Factorization
The reconstruction of the scene geometry and
the camera motion out of the tracked keypoints
is performed with the help of the factorization
method. After the calculation of the scene
and camera properties, it will be possible to
calculate and construct the depth map of the
face. Factorization can be seen as a method to
retrieve shape and motion from image streams
(movies). The factorization method was first
developed by Tomasi and Kanade. [11, 12].
An orthographic factorization method was
implemented in Matlab by Naotoshi Seo. [13].
The algorithm developed in this project makes
use of this implementation.
Factorization uses the 2D coordinates from
the keypoints in two different frames as
input. From there the 3D coordinates of these
keypoints are calculated together with the
camera motion in the rotation and translation
plane. Factorization can be performed in the
orthographic [11], para-perspective [14] and
projective case [15]. The function used in this
algorithm uses an orthographic factorization
method, as this method returns more accurate
and robust results then when compared to the
other methods. [13]
The orthographic factorization algorithm de-
pends on registered measurement matrix W˜
which can be described with the formula:
W˜ = R× S (1)
The algorithm then proceeds to determine the
relation between the camera motion, shape
and stored points in the registered measure-
ment matrix W˜. After determining these re-
lations, the camera reference system can be
aligned with the world reference system with
the products RR0 and RT0 S where R0 is the
orthonormal matrix as given in the following
formula:
R0 = [i1 j1 k1] (2)
Where i, j and k describe the orthogonal unit
vectors in the first frame. The orthonormal
matrix can be used to rotate the first camera
reference system into the identity matrix. The
full mathematical approach to the solve the
ortogonal algorithm is described by Tomasi et
al. [11]
Registration between reconstructions
The different 3D reconstructions of parts of the
face need to be connected together to form the
full 3D depth map of the face. The merging
of the different reconstructions is done by
making use of the unique identification
descriptors of the keypoints in the different 3D
reconstructions. By using these descriptors,
the same points of different reconstructions
can be overlapped by performing registration.
Only the intersecting keypoints found in
the new reconstruction are stored. From
the measured data the rotation matrices and
translation vectors are calculated, which are
then used to transform the measured data to
the world coordinate system.
Registration is performed using the Procrutes
algorithm. The Procrutes algoritm is a form of
statistical shape analysis and can be used to
analyse the distribution of a set of shapes. [16].
This algorithm relies on the model
Xn = R×Yn + t (3)
with Xn as the intersecting datapoints that
were already found, Yn the intersecting
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datapoints of the new reconstruction, R
as the rotation matrix from Y (the whole
dataset of the new reconstruction) to X (the
whole dataset of reconstructions) and t as the
translation vector from Y to X.
Point Averaging
To achieve the most accurate reconstruction,
every registration needs to rely on the average
result of the previous reconstructions. There-
fore all the datapoints with the same identity
are averaged before the next reconstruction
is registered to this dataset. This reduces the
influence of the first reconstruction as the first
reconstruction is often the reconstruction with
the lowest accuracy.
Final reconstruction and Visualization
After all frames have been processed some
noise reduction and averaging has to be
performed to optimize the outputted result.
To achieve the most valid (and thus accurate)
result, only points which has been tracked
in more then three frames are used in the
final reconstruction. To calculate the final
reconstruction the mean of all identified points
in the dataset is taken. The averaged final
reconstruction is then overlayed by a mesh
with only 400 areas with a size of 20 by 20
pixels. To smooth the reconstruction the mesh
is interpolated by a 200 by 200 pixel mesh
surface.
III. Results
Figure 2 shows a still from the input movie
with the styrofoam head. The blue dots
resemble detected keypoints which are being
tracked.
Figure 3 shows an 3D graph of the point cloud
with tracked keypoints. These results are used
to calculate the depth map, which is shown in
figure 4.
Figure 2: Figure showing a still from the input movie
with the styrofoam head. The blue dots re-
semble detected keypoints which are being
tracked. The larger black dots are added pins
in the styrofoam head to improve tracking.
Figure 3: An 3D graph showing the point cloud of all
tracked keypoints. These results are used to
calculate the depth map, as shown in figure 4.
Figure 4 shows the reconstruction of the depth
map of the face with a high resolution mesh.
The forehead of the Styrofoam head is located
towards the -400 x-coordinates and the chin
of the head towards the +400 x-coordinates.
The rough shape of the head is distinguishable
from the graph.
Figure 5 shows the reconstruction of the depth
map of the face of the Styrofoam head. In
this reconstruction first a low resolution mesh
was used to reduce the noise by averaging over
every surface mesh. Second a higher resolution
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mesh was used to smoothen the surface. The
overall depth of the face is easier to distinguish
then in figure 4.
Figure 4: Reconstruction of the depth map of the face.
The forehead of the Styrofoam head is located
towards the -400 x-coordinates and the chin of
the head towards the +400 x-coordinates. The
rough shape of the head is distinguishable from
the graph.
Figure 5: Reconstruction of the depth map of the face
of the head. In this reconstruction point aver-
aging is applied. The overall depth of the face
is easier distinguishable and this depth map
can be used to 3D-print a facemask.
IV. Discussion
3D reconstructions from a video for clinical
applications would be a cheap replacement
for some current used techniques. The results
as presented in figure 5 could be used when
a higher resolution and accuracy is achieved.
Unfortunately, there are some more challenges
to overcome.
One of the difficulties is that the algorithm
relies on several different parameters. For
instance for performing the minimum ei-
genvalue algorithm and for feature tracking,
but also in making a smooth reconstruction.
Shooting the movie from a different angle or
with a different frame rate makes the final
reconstruction stand a different angle and
this can lower the accuracy. The amount of
parameters in the algorithm make it hard to
optimise the algorithm in such a way that it
will be able to reconstruct a 3D face from every
input movie.
From the results it can be seen that there is
some skewness observed in the 3D recon-
struction on the side of the face. During the
processing of the results it was observed that
multiple keypoints tend to ’stick’ to the edge
of the face. This ’sticking’ occurs when the
location where the keypoint was originally
found is no longer observed in the video. This
phenomenon most presumably introduces the
observed skewness.
It was found that by using the first reconstruc-
tion as a base for the overall reconstruction, the
end result tends to rely more on the first few
frames than on the last frames of the movie. It
is assumed that this problem can be overcome
by performing registration after all frames are
analysed and by basing the final result on the
reconstruction of the frontal view of the face.
Analysis of the result showed that most
points are not tracked for more then 4 frames.
This means that final reconstruction is based
on keypoints which hold low amounts of
6
University of Twente Students Journal Of Biometrics and Computer Vision 2016
information which in the end can result in a
less accurate reconstruction. This effect has the
highest impact in the statistical approximation
of the exact location of a point. The statistical
approach cannot be performed well for
keypoints which are tracked over a just a
couple of frames.
Computer costs are significantly increased
when pursuing a more detailed reconstruction.
To obtain a more detailed reconstruction, more
keypoints have to be tracked, which thus also
increases processing time to calculate the final
reconstruction. Additional optimisation has
to be performed to find the best ratio between
processing times and accurate results. For
radiation therapy the accuracy of fitting should
be less than a mm, the results shown in figure
5 does not has this resolution yet.
From analysing the results during the pro-
cessing, it was observed that certain spots on
the Styrofoam head are not tracked well. It
was found that these spots were overexposed,
which made it impossible for the detect
sufficient minimum eigenvalue keypoints.
Also the background should conform to
certain standards, such as an equal color and
no rough surface. This minimizes the influence
of finding keypoint outside the region of
interest on the face.
A suggestion for future development would be
to implement an algorithm which can optimise
all parameters depending on the input movie.
The most difficult part in this is defining the
optimum boundaries, as every face is different.
If this optimization works, 3D reconstruction
based on video material could certainly have a
future for clinical applications.
V. Conclusion
The research question of this paper was
to investigate if the proposed technique
using feature tracking and factorization for
reconstructing a 3D face is repeatable and
to determine current limitations for clinical
application. Analysis of the results showed
that the proposed method for reconstruction
of a 3D face is repeatable, but that the
reconstruction abilities of the algorithm are
limited and that the algorithm needs further
improving to be used in a clinical setting.
The outputted reconstruction needs further im-
provement to achieve an accuracy in the range
of millimetres. Also, optimization of the al-
gorithm has to be performed. Not only the
allow the algorithm to perform 3D face re-
construction from a broader variety of input
movies, but also to improve the accuracy of the
output while still keeping the processing times
in a clinical acceptable range.
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