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Neurostimulation implantable devices are used extensively in treating a variety of 
neurodegenerative conditions such as Parkinson’s, Alzheimer’s and age-related macular 
degeneration. Current devices fail to provide high enough resolutions due to the lack of 
understanding of the neuron-implant interface connections and fundamental structural and 
mechanical differences between the electrodes’ material and geometry to those of the 
targeted tissue. These differences trigger the immune responses of the nervous system that 
engulf the implant and push away the targeted neurons from the electrodes’ surface, 
therefore causing a further drop in the resolution of the device. As long as this issue is 
unresolved, other approaches for increasing the resolution, such as providing smaller 
electrode sizes combined with materials with enhanced electrical stimulation/recording 
properties are not sufficient. In this thesis, an excellent electrode material candidate 
combined with geometric patterning approach is tested to guide the immune response 
against the implant into regions away from the surface of the electrodes as well as enhance 
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neuronal adhesion and outgrowth on the electrodes’ surface. First, by introducing a simple 
Euclidean geometry of rows of vertically aligned carbon nanotube forests separated by 
rows of silicon, fundamental behavioral trends of retinal neurons and glial cells in 
encountering two materials with substantial mechanical and topographical differences in 
neighboring regions are studied. It is shown that the immune response of the glial cells and 
adhesion and outgrowth of neurons can be controlled and guided by changing the 
roughness and stiffness of the electrode material vs the substrate. Next, by adopting fractal 
electrode geometries while using the same materials, it is shown that the driven responses 
of neurons and glial cells can further be enhanced through fine tuning fractal characteristics 
of the electrode’s geometry. Furthermore, preliminary results from future work on 
comparison between fractal and several Euclidean geometries are discussed. By adopting 
the appropriate materials patterned in an optimal geometry, the immune response of the 
nervous system towards implants can be controlled and guided to reduce the distance 
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Worldwide, millions of people are affected by neurodegenerative disorders such as 
Alzheimer’s, Parkinson’s, motor neuron diseases, age-related macular degeneration and 
many more conditions. Neurodegenerative disorders are the second cause of death after 
heart diseases and the leading cause of disability.1 Global statistics show that 50 million 
people have Alzheimer’s or some form of dementia2, with an estimated 5.8 million of those 
living in the US.3 More that 10 million people worldwide are living with Parkinson’s 
disease.4 Add to these statistics the staggering number of people affected by some form of 
limb loss - more than 1 million annual amputations globally.5 The emotional and financial 
costs and the global rise in the number of people affected by these conditions calls for more 
definitive solutions. Neurostimulation devices using both invasive (in the case of an 
implant) or noninvasive (a prosthetic device) approaches are frequently employed to induce 
therapeutic neuromodulation responses in neurons to restore natural nerve functions in the 
damaged tissue. The global market size of neurostimulation devices was $4.99 million in 
2018 and is estimated to increase with a compound annual growth rate (CAGR) of about 
12.5% by 2026.6 
Retinitis pigmentosa and age-related macular degeneration are two of the 
neurodegenerative conditions that gradually cause vision loss in patients affected by them. 
This type of vision loss can potentially be treated with retinal implants, a sub-category of 
invasive neurostimulation devices. The global market size of retinal implant devices was 
$30 million in 2017 and expected an increasing CAGR of 10.6% by 2026.7 
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Generally speaking, implantable neurostimulation devices suffer from shortcomings 
due to a number of reasons. As an example, current retinal implants do not restore vision 
to a resolution high enough for functioning in daily life. The most basic problem is that 
they are rigid foreign objects inserted into the nervous system triggering an immune 
response in the form of a thick layer of glial cells engulfing the implant. This layer increases 
the distance between the implant’s electrodes and targeted neurons and therefore hinders 
the stimulating power of the implant. The question addressed in this thesis is: ‘How can 
the gliotic response be controlled and guided such that the connection between the 
electrode surface in the implant and neurons be improved? The proposed solution is to 
adopt an appropriate material and geometry system that would potentially trigger and 
enhance different reactions from various cell types. 
Before diving into discussing the results, certain background information will 
provide a more insightful understanding of the nature of the existing problems and the 
solutions offered. With the focus being on retinal implants, a review of retinal degenerative 
conditions potentially treatable by implants, implant types, their existing commercial 
devices and prototypes is given. Next, different retinal cells and their roles in the retina are 
reviewed. The reactive gliosis problem that current devices face, the potential solutions 
tested and reasons that they fail are discussed. The discussion of proper electrode material 
properties is followed by a brief review of carbon nanotubes (CNTs) as one of the best 
candidates for an electrode material along with their unique properties. Fractal geometries 
are then defined and their potential role in improving the neuron-electrode interface is 
discussed. Finally, the proposed system of combined material and geometry to improve 
connectivity and overall performance of the implants is offered. 
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1-1. Age-Related Macular Degeneration (AMD) and Retinitis Pigmentosa (RP) 
 
AMD is a neurodegenerative disorder that causes gradual loss of photoreceptors in 
the macula. The macula is the central region of the retina with a high density of 
photoreceptors that is responsible for central vision. Patients affected by AMD, start losing 
central vision at early stages of the condition. However, in the majority of the cases, 
peripheral (side) vison is still intact. AMD is the most common cause of vision loss in 
people above 60 years old. Two general types of the disease are dry and wet AMD. Dry 
AMD is the common form affecting 90% of the patients. In this type, parts of the retina 
will get thinner and allow the diffusion of extracellular proteins into retinal layers. But 
vision is not lost until the very late stages of the condition. Wet AMD is the more severe 
form of the disease causing 90% of the legal blindness cases (visual acuity (VA) worse 
than 20/200) by any form of AMD and is caused by growth of blood vessels into the retinal 
layers. Currently no treatment exists for advanced dry AMD. The prevalence of AMD is 
approximately 2.1% of the population. In the US only, about 11 million people have some 
form of AMD. This number is expected to double by 2050. In 2020, it is estimated that 196 
million people worldwide will be affected by the disease.8,9 
RP refers to a group of genetically inherited diseases that can affect more than 100 
 
different genes related to various retinal functions. Photoreceptors in the outer regions of 
the retina die predominantly causing loss of peripheral vision especially in low 
luminescence environments. RP patients have tunnel vision through most of the stages of 
the condition which progresses into complete blindness in the end. RP is the most common 
inherited retinal disease affecting ~ 1 in 4000 people.10 
4  
Existing therapies such as anti-angiogenic drugs11, laser therapy, photodynamic laser 
therapy (PTD) (all for wet AMD), and certain vitamins for RP fail to completely treat these 
conditions. These treatments delay the vision loss through slowing the progression of the 
disease. Because of the high number of gene mutations causing RP, gene therapy is not 
considered the best treatment approach. 
Lack of effective treatments makes retinal implants an ideal approach especially for 
dry AMD and RP. Figure 1-1 compares normal vision to typical AMD and RP visions. 
 
Healthy Vision AMD RP 
 
Figure 1-1. Examples of healthy vision versus AMD and RP (tunnel vision). On the left, 
normal vision is shown. The middle image shows the peripheral vision of AMD patients 
and the one to the right indicates the tunnel vision of RP patients at the early to middle 
stages of the disease. 
 
 
1-2. Retinal Implants 
 
In RP and AMD, the photoreceptor cells in the back of the retina deteriorate over 
time and are not able to produce a signal from the incoming light and stimulate the neurons. 
Retinal implants are an alternative treatment to vision loss caused by these two conditions. 
The implant consists of an array of metal electrodes that gather the visual information from 
the surroundings through different means (depending on implant type and placement in the 
retina) and produce a voltage to stimulate neurons connected to them. Each electrode acts 
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like a pixel. Depending on their positioning with respect to the retina, retinal implants are 
divided into two groups. 
 
 
1-2.1. Epiretinal and Subretinal Implants 
 
An epiretinal implant consists of an array of electrodes sitting in front of the retina. 
It receives signals from an external camera that records images of the surroundings and 
directly stimulates the ganglion cells according to the pattern recorded. The Argus II 
epiretinal implant by Second Sight uses such technology. A video camera and an image 
processing unit are mounted onto a pair of glasses that patients need to wear. The camera 
takes images, sends them to the processing unit for resolution reduction and conversion 
into spatial and temporal patterns of stimulating pixels. The patterns are then transferred to 
the implant to stimulate retinal ganglion cells. These cells then send the signal to the brain 
through the optic nerve.12 Epiretinal implants bypass all the functional healthy layers of the 
retina. 
Subretinal implants replace the damaged photoreceptors in the back of the retina and 
are directly connected to bipolar neurons. Their location with respect to all retinal layers 
gives them the advantage of using the processing power of the remaining healthy neurons 
and the full functionality of the neural circuitry instead of relying on an external camera 
and processor. They consist of an array of micro photodiodes which generate signals 
directly from the incoming light and transfer them to an array of conducting 
microelectrodes which then stimulate neurons interfacing with them. This type of implant 
has a simpler design with the light receiving, processing and stimulation parts all mounted 
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on the same chip. Figure 1-2 shows the position of both implant types with respect to the 
retina. The inset shows the neuron types that the implants would interact with. 
 
Figure 1-2. Subretinal versus epiretinal implants. Schematic of the eye showing the 
position of epiretinal and subretinal implants with respect to the retina. The inset is a 
zoom in of the area, indicating different neuronal layers in the retina. The epiretinal 
implant is attached to ganglion cells directly and stimulates them. The subretinal implant 
is in contact with bipolar neurons. 
 
 
Subretinal implants have some advantages over the epiretinal ones. Since they use 
the full functionality of the healthy retinal layers, they could potentially provide higher VA 
since the pattern created by incident light on the microphotodiode array is a direct reflection 
of the real image and not a low-resolution representation created by a processor. Their 
simple design of having all units on the implant itself, makes their usage and patients’ daily 
life more convenient since they wouldn’t need to wear glasses. They can potentially be 
powered through the microphotodiodes or wirelessly, therefore no part of the implant 
would extend out of the eye, keeping it a closed system and reducing chances of infection. 
In addition, this makes them more compatible with rapid movements of the eye. Epiretinal 
implants have the advantage of easier insertion and therefore are less risky.13  Research 
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groups across the world have been working on design and improvement of retinal implants 
for a few decades now. Table 1-1 is a summary of the groups currently investigating various 
designs of retinal implants. 
 
 
1-3. The Retina 
 
The retina is a hierarchical layered structure in the back of the eye and is considered 
part of the central nervous system (CNS). The light that enters the eye through the lens, 
passes through all the layers to reach the photoreceptors. The photoreceptors convert the 
light into an electrical response that stimulates other neurons and is eventually transferred 
to the brain through the optic nerve. 
 
 
1-3.1. Retinal Neurons 
 
Neurons are electrical units in the nervous system responsible for communication 
between different parts of the body. They are highly polarized cells in the sense that there 
are distinct differences in shape, size, and functionality of different parts within one cell. 
Their size, shape and connectivity are determined by their functionality. A typical neuron 
is made of three main morphological parts. The cell body or soma contains the nucleus and 
is responsible for protein synthesis. Dendrites are branched extensions from the soma and 
are usually referred to as the dendritic tree. They gather the signals from neighboring 
neurons via synapses and transfer them to the soma. Accordingly, the dendrites and the 
soma are the input units of the cell. The axon extends from the soma as a single branch (in 
most neurons) for much larger distances compared to the dendritic tree. It is the output unit 
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Table 1-1. Summary of existing retinal implants research groups in the market. 
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differentiation, axons typically emerge before dendrites. In general, for simplicity, both 
dendrites and axons are referred to as neuron processes or neurites. Mature neurons can 
never divide. 
There are 5 different types of neurons in the retina. Photoreceptors reside in the outer 
layer of the retina and exist in two types- the rods and cones. They can be thought of as 
being analogous to pixels in a camera. Both cell types transform the received light into 
electrical responses. Rods mostly exist in the peripheral regions and are most sensitive to 
low luminance conditions. Moving from the peripheral region towards the center of the 
retina, the density of rods gradually decreases, and cones become the prevalent cells. They 
are abundant in the center especially in the macula at very high densities. In the fovea, 
central region of the macula, only cones exist. They function in high luminance conditions 
and provide high VA and color vision. 
Bipolar neurons are responsible for connecting the photoreceptors to the ganglion 
cells. They respond to light stimuli with graded changes in their membrane potential and 
not action potentials.22,23 They are classified into two groups- ‘on’ bipolars respond to light 
stimuli through depolarization and ‘off’ bipolars through hyperpolarization. In a subretinal 
implant setting, the bipolars are the target cells that would connect to the implant 
electrodes. 
Horizontal cells are inhibitory neurons contacting the photoreceptors on a much 
larger horizontal scale compared to bipolar neurons. Their cell bodies are located in the 
inner nuclear layer. Amacrine cells are lateral interneurons with no axons. Their somas are 
located in the inner nuclear layer while their dendritic tree extends into the inner plexiform 
layer. There are various types of amacrine cells exhibiting different morphologies and 
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functionalities that are yet to be understood. In the most general sense, combined with 
horizontal neurons, they interact with bipolar and retinal ganglion cells. 
Ganglion cells are the last neurons in the retina that receive the visual information 
mostly from bipolars. Different types of ganglion cells have specific image processing 
roles. Their axons bundle together to form the optic nerve. They are the first neurons that 




1-3.2. Retinal Glial Cells 
 
Glial cells or neuroglia (nerve glue, as named by Rudolph Virchow in 1859) are non- 
neuronal cells in the nervous system. They are the most abundant cells in the CNS and 
constitute 90% of the brain. They have a range of functionalities depending on their type. 
Generally, they are considered the support system of neurons. They control the number and 
regulate the function of the synapses as well as encapsulating neurons to improve 
conductivity.24,25,26,27 Glia also provide scaffolds for neurons to migrate along and grow on. 
Neurons and glial cells communicate through chemical signals of various types including 
ion fluxes, neurotransmitters and cell adhesion molecules.28 Unlike neurons, glial cells can 
differentiate and proliferate (divide) throughout their life. There are 3 types of glial cells in 
the retina: astrocytes, Müller cells and microglia. 
Astrocytes are the most numerous and diverse glia in the CNS.29  They support 
neurons metabolically and remove excessive extracellular neurotransmitter secretions. 
They provide extra cellular matrix (ECM) proteins and adhesion molecules such as laminin 
and  fibronectin  and  therefore  influence  neuronal  migration,  formation  of  neuronal 
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aggregates and neural networks. They express glia fibrillary acidic protein (GFAP) and 
may exist in almost all retinal layers but enter the retina through the optic nerve. Together 
with the axons of retinal ganglion cells, they play a major role in the development of retinal 
vascularization.30 
Müller cells are the predominant glial cells found only in the retina, accounting for 
90% of the total glial cells and 20% of the volume of the retina in humans. 29,31 They are 
radially oriented cells that extend across all retinal layers. They promote synaptic 
formation, regulate information processing, ensheath somas and processes of retinal 
neurons, regulate and maintain the retinal blood flow as well as the blood-retinal barrier 
and maintain the ion and water homeostasis of the retina to name a few of the roles they 
play. They participate in the regulation of survival and death of neurons and photoreceptors 
and take part in the immunity of the system.32 They express GFAP like astrocytes. It has 
been shown that Müller cells can be thought of as optical fibers that that would guide 
incoming light to the photoreceptors. This role is supported by their elongated extended 
funnel shape, orientation in the direction of light propagation and their higher refractive 
index compared to their surrounding tissue.33 
Müller cells and astrocytes share many responsibilities and they can act 
interchangeably in some phenomena. Both glial types maintain the biomechanical 
scaffolding and biochemical homeostasis of the retina. Müller cells predominantly sheath 
the somas of retinal ganglion cells while their axons are sheathed by astrocytes.31 
Microglia, like astrocytes, can reside in all layers of the retina. They play a key role 
in controlling immune responses of the retina and contribute to neuronal circuit remodeling 
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and cell debris elimination.31 The layered structure of the retina with all cell types is shown 
in Figure 1-3 a. 
 
 
1-3.3.  Gliosis 
 
Any trauma or injury to the CNS that perturbs homeostasis could activate the glial 
cells’ immune response leading to reactive gliosis. RP and AMD among other retinal 
diseases activate Müller cell gliosis that might accelerate the progression of neuronal 
degeneration.34,35,36,37,38 Mild reactive gliosis may cause cellular hypertrophy and some 
changes in the functionality of the cells. Severe forms of reactive gliosis cause loss of cell 
functionality and form glial scars through extensive proliferation of Müller cells and 
astrocytes that would inhibit axonal growth and neuronal regeneration. Upregulation of 
GFAP is another sign of reactive gliosis. Müller cells survive most retinal injuries and 
become activated when facing any pathological condition in the retina.32 Microglia also 
respond to injury by changing their morphology and expressing antigens. 
Insertion of a rigid implant as a foreign object into any part of the nervous system 
combined with micron-scale motions, would impose severe trauma to the tissue causing a 
reactive gliosis response from glial cells that eventually would create a thick glial scar layer 
surrounding the implant39,40 [Figure 1-3 b]. This layer would increase the distance between 
the electrode surface and targeted neurons and therefore inhibit the stimulation or the 
recording capability of the electrodes. The thickness of the glial scar layer depends on the 
size of the implant.41 Preventing this immune response and achieving close contact between 




Figure 1-3. Schematic of the retina and glial scar on the surface of an implant. a) Various 
retinal cell types shown in the different layers. b) A glial scar layer forming on the 
implant surface, creates a gap between the electrode and the targeted neurons and pushes 
them away, out of reach of the generated signal (red arrow). 
 
 
Microfluidics and chemical patterning have been extensively researched to limit glial 
proliferation to certain areas of the substrate and enhance axonal growth on other 
parts.45,46,47,48 Antimitotic drugs have also been used to inhibit glial proliferation, but they 
also seem to affect neuronal survival and growth.49,50 In general, chemical approaches are 
not a permanent solution due to their instability over time and microfluidics would limit 
access to the cells. 
Other solutions to the glial scar problem include decreasing the implant size, using 
flexible and soft materials and micro patterning. 
Decreasing the implant size could potentially reduce the trauma and therefore cause 
less glial cell response. Takashi et al. developed a composite electrode consisting of a 
carbon-fiber core an order of magnitude smaller than traditional recording electrodes and 
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observed that glial inflammation response was reduced. 41,51 This solution has its own 
negative side effects as the reduction in electrode size would fail to provide a strong enough 
field for neuron stimulation. Providing higher charge densities could also damage either 
the tissue or the electrode. 
The inflammation response induced by current implants is due to the mismatch 
between mechanical properties of the electrode to those of the biological tissue. The 
rigidity of current implants is about 6 times greater than the biological tissue in contact 
with them. 39,52,53 One approach to inhibiting glial cell response would be to match the 
stiffness of the implant to that of the targeted tissue.54,55,56 Doan et al. showed that insertion 
of soft hydrogels into the CNS can reduce glial scar formation.57 Georges et al. investigated 
promotion of either neuronal or glial growth by altering the stiffness of the substrate to 
above and below physiological values.58 
Micron-scale geometric patterning has been extensively used to spatially separate 
neurons and glia on an implant surface. Butterwick et al. demonstrated that 65 nm tall 
nanopillars on a subretinal implant penetrate the inner nuclear layer of the retina without 
causing any major disruption, achieving better proximity to targeted neurons while Müller 
cells proliferated on the substrate in spaces between the pillars.59 In another study, Piret et 
al. used dense arrays of GaP nanopillars separated by smooth GaP areas to guide retinal 
neurons and glial cells into different neighboring regions.60 The micro-patterning method 
has the advantage of being more stable compared to chemical patterning over long periods 
of implant-tissue exposure in addition to providing both neuron and glial cell survival. 
These factors make this approach a more promising solution compared to the other 
methods. 
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1-4. Carbon Nanotubes Interfacing with Neurons 
 
An appropriate electrode material needs to be biocompatible and nonbiodegradable 
to maintain its mechanical and electrical properties over long exposure times to the tissue, 
mechanically strong to provide enough support for cells61, and at the same time flexible 
enough to be compliant with the target tissue and chemically modifiable to make it 
hydrophilic.62 Materials that have similar mechanical characteristics to the biological tissue 
and that are purely capacitive with a large enough double layer capacitance and minimal 
impedance would be preferable.54 Typical electrode materials are silicon, platinum63, 
iridium oxide64, titanium nitride17 and gallium phosphide65 to name a few. 
Carbon nanotubes (CNTs) potentially meet all the requirements for an implantable 
electrode material. They are cylindrical structures made of rolled graphene sheets. Single 
walled CNTs (SWCNT) consist of one cylinder with a typical diameter of 0.4 to 2.5 nm 
and lengths of up to a few millimeters66 and have either metallic or semiconducting 
properties.67 Their mechanical and electrical properties depend on their chirality. Multi- 
walled CNTs (MWCNTs) are coaxial SWCNTs with diameters ranging from 2 to 100 nm 
and are metallic. They can be synthesized with lengths from a micron to a few hundred 
microns.67 CNTs are flexible yet mechanically robust and not biodegradable68,69, 
chemically inert and highly capacitive with low impedance.70 Their fractal-like 
nanoroughness creates a large effective surface area and hence significantly improves the 
charge injection capacity and decreases electrode impedance.71,72,73 In addition, their 
roughness, diameter and length to width aspect ratios match small neuron processes.74,75 
CNTs are intrinsically hydrophobic but can be made hydrophilic through various 
functionalization techniques to improve their biocompatibility.76,77 CNT biocompatibility 
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is still a debatable matter that depends on the existence of impurities and catalyst 
materials78, along with the diameter, number of layers and length of the tubes79,80,81 , as 
well as the degree of agglomeration in solution.82,83 
Due to their unique characteristics, CNTs are excellent material candidates for both 
stimulating and recording electrodes. In fact, only 9 years after their discovery in 1991, their 
interaction with embryonic rat hippocampal neurons was studied for the first time.84 
Depending on the synthesis and preparation methods, the CNT density, topography and 
stiffness can change85,86,87, which in turn can affect cell adhesion and growth. 61,62,88 CNT 
synthesis can also be combined with nano and micro fabrication techniques to create 
multielectrode arrays for controlling and guiding neuronal adhesion and migration into 
forming desired neural networks.89 They can either be directly synthesized or transferred into 
flexible substrates to reduce inflammatory response.90,91 Interactions of many cell types 
including neurons with various preparation of pristine and functionalized CNTs, such as 
horizontal CNT mats, randomly oriented and vertically aligned electrodes, or as coating on 
other materials, have been studied in the past two decades.92,93 For an extensive review of 
CNT applications in neuronal devices, see references70,94,95 Briefly, CNT electrodes promote 
neuronal adhesion and process growth, elongation and branching, increase number of neuron 
processes per cell, influence neuronal morphology, facilitate signal transmission, support and 
boost neuronal activity and improve signal to noise ratio. Figure 1-4 shows some previous 
studies performed by other groups on CNT-neuron interactions. 
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Figure 1-4. Literature examples of neuron interactions with various preparations of 
CNTs. a) SEM image of primary embryonic rat motor neurons cultured on horizontally 
aligned CNTs at 2 days in vitro (DIV). Image taken from Roberts et al. (2014)96 b) 
HRSEM image of embryonic cortical rat neurons on top of randomly oriented CNT 
islands several microns tall. Image taken from Sorkin et al. (2009)74 c) SEM image of 
embryonic rat cortical neurons on randomly oriented CNT islands at 21 DIV showing 
how the neural network adopts the CNT island patterning.97 Scale bars on (a) and (b) are 





A fractal is a self-similar mathematical or natural object that repeats itself at different 
size-scales. An exact or a mathematical fractal can be repeated infinite times whereas a 
natural fractal is statistically self-similar over a finite range. An exact fractal can be 
constructed from  a scaled repetition of a simple Euclidean shape  for example  a line  (H- 
tree), a curve (Dragon curve), a triangle (Sierpinski triangle) or a cube (Menger sponge). 
 
The scaling rate is characterized by D, the fractal dimension. D is a measure of how a 
fractal would fill the space it is embedded in and it can be a non-integer. For a fractal that 
scales at a rate α and has N new added objects, N is related to L and D: 
𝑁𝑁   ∝ 𝛼𝛼−𝐷𝐷 
 
An H-tree or a T-branching fractal (referred to as fractal electrode throughout the rest 
of the text) is constructed from a line segment with length 𝐿𝐿0. Two line-segments scaled as 









are then added perpendicular to the endpoint of the first segment such that their endpoints 
coincide with the endpoint of the first segment. D is the fractal dimension of the H-tree that 
determines how the iterative lengths are scaled with respect to previous ones. This process 
can be repeated infinite times, scaling the length of the new added lines with the same ratio 
to the previous ones. The length of the nth segment as a function of the first one is then 
given by: 
𝑛𝑛 
𝐿𝐿𝑛𝑛  = 𝐿𝐿0⁄2𝐷𝐷 
 






















Figure 1-5. Schematic of different stages of an H-tree fractal generation. a) through f) 
show consecutive stages of generating an H-tree with D = 1.5 and 6 levels of scaling 
corresponding to 3 iterations. 
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Statistical fractals are prevalent in nature. Branching structures like trees, rivers, and 
neurons, and structures with peaks like mountain ranges; all are considered to be fractals 
over a finite range. These patterns do not look exactly the same at different magnifications, 
but they share the same general statistical characteristics. Figure 1-6 shows the difference 
between an exact branched fractal vs a statistical fractal tree in nature. 
 
Figure 1-6. Comparison of an exact (left column) with a natural statistical branching 
fractal (right column). The exact fractal looks the same at finer size scales. The statistical 
fractal on the other hand, repeats statistically similar characteristics within a certain range 
at higher magnifications. 
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1-6. Motivation and Outline of the Thesis 
 
Current retinal implants fail to restore a high enough VA due to the fundamental 
mechanical and chemical incompatibilities between the electrode material and the 
biological tissue. The rigid electrode typically has a Young’s modulus six times larger than 
the neural tissue. 55,98 This mismatch in stiffness combined with the mechanical stress due 
to micromotions of the implant against the soft tissue causes a reactive gliosis response 
from glial cells, increasing the distance between the electrode and targeted neurons and 
decreasing the stimulation power of the implant. In addition, in the case of implants 
powered through photodiodes, the flat Euclidean geometries of electrodes would block 
most of the light from entering the photodiode further hindering its stimulating power. 
In the past few years, studies have focused on the use of materials with nanoporous 
surface roughness that mimics the characteristics of biological tissue, in combination with 
implant size reduction and patterning to improve electrode-neuron interactions and hinder 
glial response while also improving the spatial resolution of the electrodes. Nanorough 
materials or porous coatings increase the effective surface area of the implant and hence 
provide more surface charge.99 Yet, unanswered questions about the nature of interactions 
between the artificial electrode surface and the neural tissue still exist. Use of materials 
that mechanically mimic the stiffness and roughness of the tissue does not seem to be a 
strong enough modification. There is still a fundamental discrepancy between the 
geometric characteristics of the stimulating/recording electrodes to that of the neurons. As 
was discussed previously, neurons belong to a group of special geometries called statistical 
fractals, with characteristics completely different to Euclidean electrodes. This 
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fundamental difference could have a negative impact on the connectivity of the electrode 
to the tissue. 
For developing the bio-inspired implants in this thesis, VACNTs were chosen as the 
electrode material because of their remarkable properties, high aspect ratios and capability 
to be patterned into sub-micron scale features. H-tree fractals were chosen as the electrode 
geometry due to their unique geometrical properties and branching structure. Compared to 
square electrodes with the same bounding area, they would increase the amount of light 
entering the photodiode through the existing holes in their structure. They provide more 
sidewalls and therefore more surface area for charge accumulation, therefore increasing 
their capacitance and stimulating power compared to conventional electrodes with the same 
covering area.100 Figure 1-7 displays simulation results by Watterson et al. showing that 4- 
iteration H-tree fractals generate higher voltages penetrating the extracellular space 
compared to grids and squares with the same covering area [Figure 1-7] and therefore 
stimulate more neurons. Simulations have also shown that the use of a 20 × 20 µm2 H-tree 
electrodes would theoretically improve VA to 20/80 vision101 [Figure 1-8]. For 
comparison, current implants provide a VA of about 20/500 at best which is not nearly 
enough since most RP and AMD patients have visions better than 20/200 through the 
course of the disease until the very late stages. 
Combined together, the CNT plus fractal system could provide electrode branches 
(with many edges) with nanorough surfaces for neuronal adhesion, growth and stimulation 
while guiding and enhancing glial cell proliferations into the smooth multi-scaled areas in 
between them and away from the electrode surface. This system does not fully eliminate 
the presence of glial cells and keeps them close to neurons since they are crucial for 
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neuronal health and survival. Furthermore, electrodes with statistical fractal geometries 
(specifically with fractal dimensions) that match targeted neurons could be developed to 
further improve the resemblance of the implant to the biological tissue and ensure its 
integration into the tissue (fractal resonance hypothesis). Figure 1-9 is a schematic 
representing current commercial electrodes with Euclidean geometries vs exact and 
statistical fractal electrodes. 
 
Figure 1-7. Comparison between a square, grid and fractal extracellular voltages. The 
first row is the horizontal distribution of the voltages generated by a square, grid and 
fractal with the same covering area. The second row shows the penetration of the voltage 
into the extracellular space for a vertical slice in the middle of the electrodes. The insets 
show the charge density distribution for each geometry. The bounding area for all 










20/20 vision 20/1000 vision 20/80 vision 
 
Figure 1-8. VA improvement by implants that use fractal electrode shapes. 20/20 VA is 
the normal vision. 20/1000 is the VA current implants typically provide. 20/80 is the 
theoretical VA that could potentially be restored with fractal electrodes. 
 
Figure 1-9. Schematic of different electrode types. Commercial electrodes with 
Euclidean geometry vs exact and statistical fractal electrodes with fractal dimensions 
matching their targeted neurons is shown. The dark blue is the photodiode, the grey 
regions are the conductive electrodes and the yellow is the insulating region between 
them. Left and middle panels in the image taken from Watterson et al. (2017)100, right 
panel added. The lines on the statistical electrode on the right are actual traces of neuron 
processes cultured on a uniform CNT mat. 
 
 
The work presented in this thesis solves the gliosis dilemma at the neuron-electrode 
interface by providing micron and nano scale mechanical guidance for both neurons and 
glial cells. Chapter II describes the design of the electrode geometries, fabrication and 
characterization, experimental procedures, data acquisition, image processing and 
statistical analysis of the data. Chapter III focuses on fundamental understanding of retinal 
cell behavior and mechanical guidance using a simple Euclidean geometry of rows of 
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CNTs separated by Si regions. The effect of culture time on the final state of the system is 
also investigated. Chapter IV studies the effect of fractal vs Euclidean geometries on retinal 
cell behavior, migration and glial proliferation and predicts fractal properties that could 
potentially enhance neuronal and glial separation into adjacent regions. It is concluded that 
fractal geometries would enhance neuron and glial cell “herding” into their designated 
areas compared to Euclidean ones. Chapter V covers some early future studies on fractal 
comparison with a few more Euclidean geometries such as grids and squares, as well as 
the fractal resonance concept. The findings of this research are not limited to retinal cell 
interactions with an electrode surface and can be extended to implants interfacing with any 
part of the nervous system. 
25  
CHAPTER II 
MATERIALS AND METHODS 
This chapter focuses on sample design, preparation and fabrication, synthesis and 
characterization of vertically aligned carbon nanotubes (VACNTs) as an electrode material 
for interfacing with retinal cells. CNT characterization methods, dissociated retinal cell 
cultures, immunohistochemistry, post-culture fluorescence and SEM imaging, image 
processing techniques and algorithms, parameter definitions and statistical data analysis 
are explained. 
Two sets of geometries with distinct characteristics, Euclidean rows and H-tree 
fractals were designed and fabricated. Dissociated retinal cells were cultured on the 
samples. Immunohistochemistry techniques were used to mark neurons and glial cells with 
specific markers for fluorescence microscopy imaging. Scanning electron microscopy was 
used prior and post culture to characterize the nanotubes and the cells on them. Contact 
angle goniometry was used to measure the degree of hydrophobicity of the CNTs. Image 
processing algorithms were developed to detect and quantify neuron processes and glial 
cell areas. And finally, statistical analyses were performed to quantitatively compare the 
two electrode geometries. 
Experimental procedures were performed by graduate students in the Taylor and 
Alemán labs. Saba Moslehi (SM) fabricated samples. SM, William J. Watterson (WJW), 
Kara M. Zappitelli (KMZ), Conor Rowland (CR) imaged and characterized CNT samples. 
David Miller (DM), KMZ, Curtis Colwell, Derek Hallman, and Benjamín Alemán (BA) 
designed and developed the VACNT synthesis process. DM built the CVD furnace, the gas 
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delivery system, and wrote the CVD control software. SM, WJW, KMZ, Julian H. Smith 
(JHS) and CR performed cultures, immunohistochemistry and fluorescence imaging 
procedures. SM, WJW and JHS developed the necessary image processing tools. SM and 
JHS performed image processing. SM completed statistical analysis of the data and 
analyzed the results. All students were trained on the culture protocols by Maria-Thereza 
Perez (MTP). Richard P. Taylor and (BA) were PIs on this project. 
 
 
2-1. Design and Fabrication 2-
1.1. Euclidean Patterns 
The Euclidean patterns consisted of rows of CNTs with width WCNT separated by 
rows of Si with width WSi in a 6 × 6 mm2 area. They were designed and created in 
AutoCAD and were printed as physical masks in two general groups. The first group, called 
R through the rest of the text, had a constant WCNT = 100 µm. WSi varied from 25 to 100 
µm in 25 µm increments but was constant within a single sample. As an example, R25 
refers to samples with WCNT = 100 µm and WSi = 25 µm. In the second group, called GR, 
WCNT and WSi were varied together from 25 to 100 µm in 25 µm increments, being constant 
within individual samples. The Euclidean groups cover the geometric parameter space 
along the two solid (group R) and dashed (group GR) red lines shown in Figure 2-1. 
27  
 
Figure 2-1. Geometric parameter space for two Euclidean groups. The solid red line 
represents group R and the dashed red line shows group GR. The stars are the different 
sample measurements in each subgroup. 
 
 
2-1.2. Fractal Patterns 
 
The H-tree fractal skeletons with no linewidth were first created using a fractal 
generator program given the fractal dimension and number of branches (or iterations) as 
inputs. The skeleton was then converted into a 2D pattern using a MATLAB algorithm 
based on the width of branches and the half-length of first branch of the fractal. 
Incorporating the fractal dimension D, the number of branches 𝑁𝑁𝑓𝑓, the width of the 
branches wf and the length of the pattern XL, the following fractal geometric parameters 
were calculated: 
(𝑁𝑁𝑓𝑓−1)⁄2  2𝑛𝑛 




𝐿𝐿𝑛𝑛(𝑁𝑁𝑓𝑓, 𝑋𝑋𝐿𝐿, D, 𝑤𝑤𝑓𝑓) = 𝐿𝐿0⁄2𝐷𝐷 
 
𝑁𝑁𝑓𝑓  1  




𝐸𝐸𝑓𝑓(𝑁𝑁𝑓𝑓, 𝑋𝑋𝐿𝐿, D, 𝑤𝑤𝑓𝑓) = 















𝐴𝐴 (𝑁𝑁 , 𝑋𝑋 , D, 𝑤𝑤 ) = 𝑤𝑤 𝐿𝐿 − ∑ 2𝑛𝑛( 𝑓𝑓 ) 𝑓𝑓 𝑓𝑓 𝐿𝐿 𝑓𝑓 𝑓𝑓 𝑓𝑓  2 
𝑛𝑛=1 
 
 A (𝑁𝑁 , 𝑋𝑋 , D, 𝑤𝑤 ) = 𝐿𝐿 2( 




) + 𝑤𝑤 2 
 
min 𝑓𝑓 𝐿𝐿 𝑓𝑓 0  
𝑁𝑁𝑓𝑓−2 
 𝑁𝑁𝑓𝑓−1 𝑓𝑓 0  𝑁𝑁𝑓𝑓−2  𝑁𝑁𝑓𝑓−1 𝑓𝑓 
2 𝐷𝐷 2 𝐷𝐷 2 𝐷𝐷 2 𝐷𝐷 
 
Amax(𝑁𝑁𝑓𝑓, 𝑋𝑋𝐿𝐿, D, 𝑤𝑤𝑓𝑓) 
 
(𝑁𝑁𝑓𝑓−1)⁄2  2𝑛𝑛 (𝑁𝑁𝑓𝑓−1)⁄2  2𝑛𝑛+1 
= 2𝐿𝐿02 (1 − ∑ 1⁄2 𝐷𝐷 ) (∑ 1⁄2   𝐷𝐷   ) 
𝑛𝑛=1 𝑛𝑛=0 
 
(𝑁𝑁𝑓𝑓−1)⁄2  2𝑛𝑛+1 (𝑁𝑁𝑓𝑓−1)⁄2  2𝑛𝑛 
− 𝐿𝐿0𝑤𝑤𝑓𝑓 (∑ 1⁄2 𝐷𝐷 
𝑛𝑛=0 


























= 2𝐿𝐿0 ∑ 1⁄2 𝐷𝐷 
𝑛𝑛=0 

















L0, Ln, Lf, Ef, Af, Amin, Amax and A are half length of the zeroth order branch, length of 
the nth branch, total length, total edge length, total covering area, smallest rectangular area, 
largest rectangular area and maximum connected area of the fractal respectively. These 
parameters are modified and used to describe certain properties of fractals later in Chapter 
IV. 
Two groups of H-tree fractal patterns were designed and created. The first group 
 




7), same branch width (wf = 20 µm) and same XL. The XL length was chosen to be roughly 
the same as the Euclidean (groups R and GR) lengths. For the second group, the D-value 
was kept at 2 and the number of branches was increased. 4, 5 and 6 iteration patterns 
(corresponding to 𝑁𝑁𝑓𝑓 = 7, 9 and 11, since the number of iterations is 2𝑁𝑁𝑓𝑓-1) were created. 
The fractal patterns are referred to as 1.1, 1.5, 2-4, 2-5 and 2-6 throughout the text. XL for 
the second group was chosen such that the distance between the tip of the final branch and 
the direction of the (𝑁𝑁𝑓𝑓 - 3)th branch in 2-6 fractals, dv, was 25 µm. Figure 2-2 inset shows 
how dv is defined. Considering the values chosen for XL and wf, increasing the number of 
branches beyond 11 would have caused an overlap of the higher iteration branches and 
resulted in creating closed Si spaces within the fractal pattern and therefore trapping the 
cells. Each pattern was created separately as a DesignCAD file. AutoCAD was then used 
to combine all patterns within a 2-inch diameter area as a mask for a whole wafer. The file 
was then converted to the CiF format for use in the direct laser writer. Figure 2-2 shows 
the schematic for a 1.5 fractal. The inset is a zoom in of the red box depicting what dv is. 
 
Figure 2-2. Schematic of a fractal with D = 1.5 and 4 iterations. The inset is a zoom in of 
the red box area representing how dv is defined. 
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2-1.3. Sample Cleaning and Photoresist Spin-coating 
 
For all the experiments, 2-inch silicon wafers (P-doped, 500 µm thick with a 300 nm 
thick thermal oxide layer on top, 100 orientation, purchased from University Wafer) were 
used. Whole wafers were cleaned in an acetone bath with sonication for 10 minutes, then 
rinsed with isopropyl alcohol (IPA) and dried with N2. They were then dehydrated on hot 
plate at 400°C for 10-15 minutes. To increase photoresist adhesion to the substrate for the 
Euclidean groups, wafers were exposed to hexamethyldisilazane (HMDS, purchased from 
Sigma Aldrich) under a trough for 20 minutes. A 2 µm thick layer of AZ1512 photoresist 
(purchased from Merck KGaA) photoresist was then spin-coated at 4000 rpm for 30 
seconds followed by 2 minutes of pre-exposure bake at 105°C on a hot plate. 
A bilayer resist technique was used to create the narrower fractal patterns. First, a 
 
~50 nm thick layer of Polydimethylglutarimide (PMGI, purchased from MICROCHEM 
LABORATORY) was spin-coated at 4000 rpm for 45 seconds and pre-baked at 190°C for 
5 minutes. Then the 2 µm thick layer of AZ1512 photoresist was spin-coated on the wafers 
at 4000 rpm for 30 seconds followed by a 2-minute pre-exposure bake at 105°C on a hot 
plate. 
 
2-1.4. Photolithography and Post-exposure Development 
 
The Euclidean patterns were transferred to the wafers using the physical masks and 
an OAI HYBRALIGN Series 200 mask aligner with a collimated UV light source (200 to 
2000 watts) providing wavelengths from 220 to 436 nm. The fractal patterns were written 
on the coated wafers using a direct-write laser lithography system with a mask writing tool. 
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The following settings were used in the direct laser writer system: lens #5 for small features 
and narrow linewidths, 3% filter and a gain of 23.8 equivalent to 220 mJ/cm2. 
Wafers were post-exposure baked on a hot plate at 105°C for 1 minute, then 
developed in AZ300 MIF (purchased from Merck KGaA) for 60 (Euclidean) and 30 
(fractal) seconds, rinsed with DI water, blow dried with N2 and hard-baked at 105°C on a 
hot plate for 2 minutes. 
 
 
2-1.5. Catalyst Deposition 
 
Iron (Fe) was chosen as the catalyst for our CNT synthesis since it is an appropriate 
choice for synthesizing vertically aligned carbon nanotubes compared to other common 
catalysts such as nickel (Ni). In a previous study by Zhao et al. it was shown that Fe 
combined with aluminum oxide (Al2O3) as a supportive layer gave the best growth 
efficiency for vertically aligned CNT forests compared to other catalyst-support layer 
combinations.87 In another study by Delzeit et al. the addition of an underlayer such as 
Al2O3 between the catalyst and the Si substrate, instead of any form of pretreatment such 
as treating with ammonia or ion bombardment, increased the surface roughness and 
provided more active nucleation sites. In addition, in some cases the metal underlayer 
prevented the excess catalyst layer from rising to the top of the nanotubes and starting 
secondary growths.102 
The catalyst and support layer thicknesses were chosen based on the results of a few 
previous studies. Bronikowski et al. showed that adding about 3 nm of Al2O3 between the 
Si and Fe would result in more reproducible growths of CNT bundles. Thinner layers of 
Al2O3  did not create a thick enough oxide layer and thicker layers were not oxidized 
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completely.103 In a follow-up study they showed that layers of Fe thinner than 0.5 nm or 
thicker than 6 nm did not give significant CNT growth.85 Zhao et al. also showed that a 3 
to 5 nm thick Fe layer would produce double and multiwalled CNTs.87 
For group, R 3-5 nm of Al2O3 and 5-7 nm of Fe were thermally deposited on 
patterned wafers at 10-5 Torr using a motorized bell jar hoist model BJH-500. For the GR 
and fractal groups, a 3-4 nm Al layer was deposited thermally and a 5-6 nm Fe layer 
through E-beam evaporation (AMOD deposition system /Angstrom engineering). 
The photoresist layer was removed in an acetone bath with sonication for the 
Euclidean samples and in remover PG (purchased from MICROCHEM LABORATORY) 
with sonication for 1 and 10 minutes respectively. The wafers were rinsed with IPA and 
dried with N2. Prior to CNT synthesis, the wafers were cut into individual samples using a 
diamond scribe pen, rinsed with acetone and IPA and dried with N2 once again to remove 
any dust particles. 
 
 
2-1.6 Carbon Nanotube Synthesis 
 
CNT synthesis was performed through a chemical vapor deposition (CVD) process 
 
in  a 2-inch quartz tube for 3 minutes at  650 °C  in a 2:1  mixture of ethylene (C2H4)  and 
 
hydrogen (H2) at 200 and 100 standard cubic centimeters per minute (SCCM) respectively 
at atmospheric pressure. A 600 SCCM flow of argon was maintained during synthesis to 
keep the tube clean. The temperature and gas mixtures were chosen according to several 
studies by Bronikowski et al. which showed that temperatures between 650 °C to 750 °C 










CVD furnace, David Miller, Alemán lab 
as C2H4 decomposition, but at temperatures higher than 650°C growths gave inconsistent 













Figure 2-3. Diagram of all fabrication steps of Euclidean and CNT samples. a) Cleaning 
wafers, b) Spin-coating photoresists, c) Photolithography with masks and UV light 
(Euclidean) or direct laser writing tool (Fractal), d) Depositing catalyst layers using 
thermal and E-beam evaporators, e) lifting off photoresist, f) Synthesizing CNTs in CVD 
furnace and g) characterizing CNTs via various methods. 
 
 
2-2. Scanning Electron Microscopy (SEM) 
 
A ZEISS Ultra-55 scanning electron microscopy system located at CAMCORE facility, 
University of Oregon, was used to measure CNT heights and visually characterize the 
structure and topography of the top surface and sidewalls of CNTs. 
No obvious visual differences in height and top surface topography were detected 
between samples from different fabrication procedures. CNT heights across all samples for 
3-minute growths were between 20 to 45 µm. Figure 2-4 is a collection of some examples 
of top and angled views of patterned CNT forests. 
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Figure 2-4. SEM images of patterned CNT forests taken before culturing experiments. 
A) View of entangled CNTs on the top surface of the forest, b) Zoom in on the texture of 
the sidewall of a CNT row taken at a 40 ° angle, c) View of the sidewall of a CNT row 
taken at a 40 ° angle giving the CNT height, d) Zoom out of a GR25 sample taken at a 40 
° angle, e) Top-down view of a 2-6 fractal electrode, f) Side view of a 2-6 fractal 
electrode taken at a 40 ° angle. Scale bars are 2, 1, 10, 200, 200 and 100 µm respectively. 
 
2-3. Contact Angle Goniometry 
 
Wetting contact angle (WCA) is a measurement of wettability or hydrophobicity of 
a solid surface. A Ramé-Hart Model 290 goniometer was used to determine the 
hydrophobicity of the top surface of uniform CNT mats by measuring the WCA of a water 
drop with a diameter of 10 µm immediately after it contacted the top surface [Figure 2- 5]. 





samples and the average was taken. The WCA for the CNT top surface was 158.3 ± 2.6 ° 
indicating that our CNT surfaces were super hydrophobic. 
 
Figure 2-5. Contact angle goniometry of synthesized CNT samples. Image of a 10 µm 
water drop on the top surface of a CNT mat. The almost spherical shape of the drop 
indicated how hydrophobic the CNT surface was. 
 
 




Wildtype C57BL/6 mice were kept at animal welfare services at University of Oregon 
according to protocols approved by University of Oregon’s Institutional Animal Care and Use 
Committee (IACUC). The animals had full time access to fresh water and food supplies. 
 
2-4.2. Dissociated Retinal Cell Cultures 
 
Dissociated retinal cells were cultured using protocols as previously described.65 
Briefly, postnatal day 4 mice were euthanized through decapitation, then full retinas were 
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dissected and were kept in Dulbecco's Modified Eagle Medium (DMEM) containing high- 
glucose, sodium pyruvate, L-glutamine and phenol red (purchased from Thermo Fisher 
Scientific). 4 full retinas were transferred into an enzyme solution containing 3 mL of 
DMEM, 3 mg of papain (purchased from Worthington Biochemical Corporation), and 0.9 
μg of L-cysteine (purchased from Sigma-Aldrich) filtered through a 0.22 μm filter 
(purchased from Sarstedt). The solution was mixed gently and was incubated at 37 ᵒC for 
22.5 minutes to break cell bonding. The enzyme solution was then removed, and the retinas 
were rinsed 3 times in 10 ml of warm DMEM. After the last rinse, the DMEM was 
removed, 2 ml of final culture medium containing 10.67 mL of DMEM, 220 μL of B27 
supplement (purchased from Sigma-Aldrich), and 110 μL L-glutamine-penicillin- 
streptomycin (purchased from Sigma-Aldrich) was added to the digested retinas. To 
completely dissociate the retinas and remove neuron processes, a rounded Pasteur pipette 
was used to mechanically agitate the medium plus retinas. Next, 48 ml of DMEM was 
added to the 2 ml of dissociated retina solution and centrifuged at 900 g for 5 min. The 
supernatant was then removed carefully. 9 ml of the final culture medium was added to the 
cell pellet. Using a new rounded Pasteur pipette, the cells were resuspended throughout the 
solution. The suspension was then passed through a 40 μm cell strainer filter (purchased 
from Fisher Scientific) to remove large cell clusters. Finally, the patterned CNT samples 
were placed into 4-well culture plates (purchased from Sarstedt). Each well’s area was 1.9 
cm2. Each well was seeded with 500 μL of cell suspension. Samples were incubated for 3, 
7 and 17 days in vitro (DIV) at 37 ᵒC and 5% CO2. The average live cell density, as 












The cells were fixed with 2% and 4% paraformaldehyde for 10 and 20 minutes 
respectively. They were then rinsed 3 times with 1× phosphate buffered saline with pH 7.3 
(PBS, containing chloride (NaCl), Sodium phosphate (Na2HPO4), potassium chloride 
(KCl) and monopotassium phosphate (KH2PO4)) each time for 10 minutes and finally were 
incubated in the last rinse overnight at 4 ᵒC. The earliest time samples were fixed was after 
3 DIV which coincides with a P7 (postnatal day 7) retina. At P7, ganglion, horizontal, cone 
and amacrine cells are fully differentiated. Rods, bipolars and Müller cells have already 
started differentiating but are not fully developed [Figure 2-6]. By 17 DIV, equivalent to 
P21, all retinal cells are fully differentiated. 
 
 
Figure 2-6. Development of mouse retinal cells before and after birth. Image taken from 




After another 10 min 1×PBS rinse, the cells were pre-incubated in PBScomp-NS 
solution containing 1×PBS, 0.25% Triton-X (purchased from Sigma-Aldrich), 1% bovine 
serum albumin (BSA) (purchased from Sigma-Aldrich), 2% donkey normal serum (DNS) 
and 2% goat normal serum (GNS) (purchased from Jackson ImmunoResearch) for 60 
minutes at room temperature. After removing the PBScomp-NS solution, the cells were 
incubated overnight at 4 ᵒC in primary antibody solution, PBScomp-NS-pAb solution 
containing PBScomp-NS, 1:1500 rabbit anti-tubulin III (purchased from Sigma-Aldrich) 
and 1:1500 goat anti-GFAP (glial cell marker) (Dako). Next, cells were rinsed in 1×PBS 3 
times, each for 10 minutes. They were then incubated for 45 minutes at room temperature 
in secondary antibody solution, PBScomp-sAb containing 1×PBS, 0.25% Triton-X, 1% 
BSA, 1:400 AlexaFluor 488 donkey anti-rabbit IgG and 1:200 Cy3 goat anti-mouse IgG 
(purchased from Jackson ImmunoResearch). After removal of the secondary antibody 
solution, the cells were rinsed again 3 times in 1×PBS, were mounted on microscope slides 
with Vectashield containing DAPI (a DNA marker in the cell nuclei) (purchased from 
Vector Labs) and covered with coverslips using a double-sided tape between the 
microscope slide and the coverslip. 
Class III β-tubulin is expressed in certain retinal neuron types and their axons and 
dendrites.105 Throughout this thesis, all of these different types are referred to under the 
general term neuron. In addition, the term neuron processes refers to both axons and 
dendrites without any further specification. In the case of glial cells, the word glia is also a 




2-5. Post-Culture Imaging 
 
2-5.1.   Fluorescence Imaging 
 
A Leica DMi8 inverted fluorescence microscope was used to take 20× images in the 
Cy3 (excited at 550 nm, emission peak at 570 nm), GFAP (excited at 493 nm, emission 
peak at 519 nm) and DAPI (excited at 358 nm, emission peak at 461nm) channels of all 
samples. The top CNT and bottom Si surfaces were imaged separately with focus being 
adjusted on each respectively. The 2048 × 2048 pixel2 field of views (FOVs) in each 
channel were then stitched together using an automated stitching algorithm with 10% 
overlap at the edges of neighboring FOVs to create full sample images. Figure 2-7 shows 
a 40× fluorescent image of the three channels merged at a CNT-Si boundary. 
 
Figure 2-7. Fluorescence image of neurons and glial cells on CNT and Si surfaces. A 
40× merged fluorescence image of neurons (red), glia (green) and cell bodies (blue) at a 
CNT - Si boundary. The part above the white line is taken with the focus adjusted on the 
CNT surface and the one below with the focus adjusted on the Si surface. The two 
images were manually combined after merging channels. Scale bar is 50 µm. 
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2-5.2. SEM Imaging 
 
A different fixing and dehydration protocol combined with gold sputtering was 
performed on cultured samples to prepare them for SEM imaging. This allowed for viewing 
and studying CNT and Si surfaces while also viewing cells and processes attached to 
surfaces at the same time. The cells were fixed with 1.25% and 2% glutaraldehyde for 10 and 
20 minutes respectively. The samples were then rinsed 3 times with 1×PBS, each time for 10 
minutes. They were then submerged in increasing concentrations of ethanol (50%, 60%, 
70%, 80%, 90% and 100%) for 15 minutes each to dehydrate the sample fully. The 100% 
ethanol was repeated once more. HMDS was used as chemical drying agent to dehydrate 
samples without exposing them directly to air. Samples were submerged in a solution of 
HMDS:100% ethanol, followed by 100% HMDS, each for 20 minutes. Once in the second 
100% HMDS bath, they were covered and left overnight, during which the HMDS 
evaporated and the samples were completely dry. A 20 nm layer of gold was sputtered on 
samples before imaging. Figure 2-8 shows an example SEM image of cell bodies and 




Figure 2-8. SEM image of cells attached to both CNT (shaped as an ‘O’) and Si surfaces. 




2-6. Data Analysis 
 
2-6.1 Mask algorithm 
 
Binary masks with pixels of zeros and ones were created for each Euclidean and 
fractal sample based on D, number of iterations and width measurements done on the 
fluorescent images. These masks were then applied to all acceptable FOVs within a sample 
to distinguish between CNT and Si surfaces. Mask algorithms were developed by JHS. 
 
 
2-6.2 Neuron Process Length Algorithm 
 
An automated neuron process detection algorithm developed by WJW based on a 
previously reported one by Wu et al.106 in combination with the mask algorithm was used 
to detect and measure total neuron process length in pixels per FOV on the CNT and Si 
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surfaces separately. The interest was on total process length per surface type and not per 
soma. Total process length on the CNT and Si and total CNT and Si area per sample were 
calculated by adding those parameters for the accepted FOVs that were included in the 
analysis for each sample and were converted to µm and µm2. Those FOVs that had 
abnormalities were excluded from the analysis. Normalized total neuron process length for 
Si and CNT per sample was calculated as follows: 
𝑁𝑁𝑆𝑆𝑆𝑆 = 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑝𝑝𝑝𝑝𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑇𝑇𝑝𝑝𝑛𝑛𝑙𝑙𝑇𝑇ℎ 𝑇𝑇𝑛𝑛 𝑝𝑝𝑆𝑆𝑇𝑇𝑆𝑆𝑝𝑝𝑇𝑇𝑛𝑛 𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑇𝑇𝑚𝑚𝑝𝑝𝑇𝑇𝑝𝑝 
 
 




𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑝𝑝𝑝𝑝𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑇𝑇𝑝𝑝𝑛𝑛𝑙𝑙𝑇𝑇ℎ 𝑇𝑇𝑛𝑛 𝐶𝐶𝑁𝑁𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑇𝑇𝑚𝑚𝑝𝑝𝑇𝑇𝑝𝑝 
 
 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐶𝐶𝑁𝑁𝑇𝑇 𝑇𝑇𝑝𝑝𝑝𝑝𝑇𝑇 𝑇𝑇𝑎𝑎𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇𝑎𝑎𝑇𝑇𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑇𝑇𝑚𝑚𝑝𝑝𝑇𝑇𝑝𝑝 
 
NSi and NCNT have units of 1/length. 
 
 
2-6.3 Glial Area Algorithm 
 
A semi-automated thresholding algorithm combined with the binary mask generator 
developed by JHS was used to detect and measure glial cell area on either CNT or Si 
surfaces for individual FOVs. This algorithm measured total glial cell area per FOV and 
not the number of glial cells. Normalized total glial area for Si and CNT surfaces were 
defined as: 
𝐺𝐺𝑆𝑆𝑆𝑆 = 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑙𝑙𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇 𝑇𝑇𝑝𝑝𝑝𝑝𝑇𝑇 𝑇𝑇𝑛𝑛 𝑝𝑝𝑆𝑆𝑇𝑇𝑆𝑆𝑝𝑝𝑇𝑇𝑛𝑛 𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑇𝑇𝑚𝑚𝑝𝑝𝑇𝑇𝑝𝑝 
 
 




𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑙𝑙𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇 𝑇𝑇𝑝𝑝𝑝𝑝𝑇𝑇 𝑇𝑇𝑛𝑛 𝐶𝐶𝑁𝑁𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑇𝑇𝑚𝑚𝑝𝑝𝑇𝑇𝑝𝑝 
 
 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐶𝐶𝑁𝑁𝑇𝑇 𝑇𝑇𝑝𝑝𝑝𝑝𝑇𝑇 𝑇𝑇𝑎𝑎𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇𝑎𝑎𝑇𝑇𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑇𝑇𝑚𝑚𝑝𝑝𝑇𝑇𝑝𝑝 
 
GSi and GCNT are unitless. 
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2-6.4 Herding Parameters 
 
 
In order to quantitatively compare the total neuron process and glial area between 
CNT and Si surfaces, neuron herding, N, glial herding, G, and total combined herding, GN, 
were defined as: 
 
𝑁𝑁 =      𝑁𝑁𝐶𝐶𝑁𝑁𝑇𝑇  𝑁𝑁𝑆𝑆𝑆𝑆+𝑁𝑁𝐶𝐶𝑁𝑁𝑇𝑇 
 
𝐺𝐺 =  𝐺𝐺𝑆𝑆𝑆𝑆  𝐺𝐺𝐶𝐶𝑁𝑁𝑇𝑇+𝐺𝐺𝑆𝑆𝑆𝑆 
 
 
𝐺𝐺𝑁𝑁 = 𝐺𝐺 × 𝑁𝑁 
 
N and G values greater than 0.5 indicate successfulness of a sample in guiding 
neuron processes and glial cells to the desired CNT or Si areas respectively. This means 
that for equal CNT and Si areas, more neuron processes existed on the CNT surface and 
more glial areas on Si surfaces respectively. GN was calculated to compare combined 
herding powers between various sample groups. 
 
 
2-6.5 Statistical Analysis 
 
The Kruskal-Wallis test for significance followed by post-hoc Dunn’s test was used 
in MATLAB to compare the medians of neuron and glial parameters among different 
groups against various null hypotheses. The Kruskal-Wallis test is a nonparametric test 
with a nominal variable (for example the subgroups of the Euclidean geometry) and a 
measurement variable (e.g. NSi or GSi). This test unlike ANOVA does not assume normality 
for the measurement variable. If the Kruskal-Wallis test is performed to compare more than 
two nominal variables (two groups) and the results show the existence of a statistical 
significance, it cannot be determined which two variables are significantly different unless 
a post-hoc test is used to perform the pair-wise comparison. Dunn’s multiple comparison 
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test is a non-parametric post-hoc test that can be used after the Kruskal-Wallis on multiple 








Controlling cell behavior in vitro with the means of mechanical cues and surface 
patterning has long been studied.107,108 This chapter focuses on using simple mechanical 
cues in the form of Euclidean geometries and understanding neuronal and glial behavior 
when exposed to those geometries. They consist of two different materials with distinct 
topography and stiffness properties with a micron-scale patterning. Specifically, the effects 
of nanoroughness and stiffness of CNT and Si surfaces on the adhesion, survival, growth 
and proliferation of mouse retinal neurons and glial cells was studied. We hypothesized 
that the smooth and stiff surface of the Si regions would attract and enhance glial adhesion 
and proliferation, while the rough and softer surface of CNTs would promote neuron 
adhesion and process outgrowth. Finally, the effects of culture length and variations in size 
of CNT and Si areas on the previously defined neuron and glia parameters were studied. 
 
 
3-1. Visual Observations 
 
Fluorescence microscopy and SEM images taken post-culture were used for 
qualitative observations of cell behavior on all geometries. This section focuses on 
describing the observed behavior. The hypotheses for explaining such behavior will be 
explained in the discussion section. 
Neurons grew processes on both CNT electrodes and Si surfaces. The processes on 
 
CNT surfaces were longer and formed more complex networks.  Neuron processes were 
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more prevalent on CNTs than on Si and followed both the top and the bottom edges of the 
electrode upon reaching them. Neurons attached directly to the CNT top surface and 
survived for up to 17 DIV with no need for glial cell underlayers or proximity [Figure 3-1 
a, b]. Larger clusters of cells were observed on Si surfaces [Figure 3-1 a]. These clusters 
were mostly accompanied by glial cell proliferations [Figure 3-1 c]. The processes bridged 
gaps and extended in 3 dimensions as was observed in other studies97 [Figures 3-1 d and 
3-2 a]. 
Glial cells preferred the gaps and did not proliferate on CNT surfaces at all culture 
durations. Glial proliferations did not bridge CNT rows. A variety of glial morphologies 
was observed [Figure 3-1 c]. A 25 µm Si width did not restrict glial proliferation. Inside 
narrow Si areas, glial cells assumed an elongated shape and oriented themselves along the 
rows [Figure 3-2 b]. Glia on CNTs were able to expand to the whole width of the CNT 
electrodes and were connected to glia and neurons within Si regions [Figure 3-2 c]. Glial 
cells that accompanied neurons and their processes on Si were located on the Si surface 




Figure 3-1. Examples of observations on Euclidean samples. a) SEM image of a R75 
Euclidean geometry at 7 DIV showing neuron processes and cell clusters on CNTs and 
inside Si gaps. b) SEM image of a neural network on the top surface of CNTs (false- 
colored). c) Merged fluorescence images of glia (green) and neurons (red) on the CNT 
and Si rows of a R75 sample at 17 DIV showing an abundance of processes and smaller 
clusters on CNT surfaces compared to Si regions. Neuron processes followed the edges 
of the electrode without the presence of glia nearby inside the gaps. d) SEM image of a 
R50 sample at 7 DIV showing a neuron process bridging the gap (false-colored). Scale 







Figure 3-2. Examples of observations on Euclidean samples. a) SEM image of neuron 
clusters on the top and sidewalls of a 50 µm wide CNT row being connected to each 
other via several processes extending in 3 dimensions (false-colored). b) Fluorescence 
image of glial cells inside the gaps of a GR25 sample at 17 DIV. Glial cells proliferated 
inside the gap and had elongated morphologies. c) Merged fluorescence images of glia 
(green) and neurons (red) on CNT and Si rows of a R75 sample at 17 DIV showing a 
glial cell on the CNT top surface connected to another cell attached to the sidewall. d) 
SEM image of a glial cell body (false-colored green) and neuron processes (false-colored 
red) on the smooth Si surface. Neuron processes are located on top of the glial cell body. 




a b c 
Time evolution of both neural networks and glial cells was visually studied. By day 
3, neurons had already started aggregating on Si surfaces, forming clusters and growing 
processes connecting them. On CNT surfaces, mostly individual neurons with few 
processes expanding from their somas were observed. No glial proliferations were detected 
[Figure 3-3 a]. At 7 DIV, the number of clusters and their sizes increased on Si surfaces. 
On the CNT, processes were more prevalent and longer. Neuron aggregation into clusters 
was observed. Cells and clusters were mostly uniformly distributed. There were more and 
larger glial cells on both surfaces since more glial precursor cells have differentiated into 
full glial cells by 7 DIV (corresponding to a P10 retina Figure 2-7), but no glial 
proliferations were detected [Figure 3-3 b]. By 17 DIV, clusters inside Si were larger 
compared to 7 DIV. The largest clusters were seen together with glial proliferations. On 
CNT surfaces, neuron aggregation continued. The cell distribution uniformity was no 
longer the case. Individual neurons and clusters with processes were seen in regions where 
glial cells and proliferations on the Si surfaces took place [Figure 3-3 c]. 
 
Figure 3-3. Fluorescence images of a R100 sample. Merged fluorescence images of 





3-2.1. Neuron Process Edges Detection and Glial Proliferation 
 
In order to quantify neuron processes following the edges of the CNT electrodes and 
glial cells proliferating inside the Si regions, the neuron process length and the glial area 
algorithms were applied to the fluorescence images of a few Euclidean samples to trace 
processes on both surfaces and detect glia inside Si regions [Figure 3-4 b, c]. The glial area 
and the process lengths were then summed along the direction of the rows [Figure 3-4 a, 
d] to assess the location of the peaks of the glial area plot with respect to gaps and the peaks 
of the process length plot with respect to the edges of the analyzed FOV. As an example, 
shown in Figure 3-4 a and b, the peaks of the glial area plot were located inside the Si gaps. 
We also observed that the peaks of total process length along the rows in Figure 3-4 d 
coincided with the edges of the electrode seen in Figure 3-4 c. Figure 3-4 e and f are zoom- 
in images of the marked areas in Figure 3-4 b and c. 
 
 
3-2.2. Neuron and Glial Herding 
 
The central intent behind performing dissociated retinal cell cultures on Euclidean 
geometries was to study and compare the effect of having two surfaces with distinct 
topographical characteristics on neuronal and glial development. It was predicted that the 
roughness of CNT surfaces would provide better support for neuronal attachment and 
process outgrowth compared to Si surfaces at all culture durations, while the smoother 
nature of the Si regions would enhance glial cell adhesion and proliferation in the vicinity 
of neurons. Approximately 90% of the samples successfully supported more neuronal 







Figure 3-4. Example of quantification of neuron process edge detection and glial proliferation inside Si rows on a Euclidean 
sample. a) Sum of glial areas on both Si and CNT along the patterned rows seen in panel (b). Peaks representing maximum 
glial area were located inside the Si regions. b) Fluorescence image of glia (marked with GFAP and fluorescing green) 
overlapped with glial area algorithm results on Si and CNT surfaces for a GR75 Euclidean sample. c) Fluorescence image of 
neurons (marked with β-tubulin III) overlapped with the neuron process algorithm result marking processes in red. (b) and (c) 
show separate glia and neuron channels of the same FOV. d) Sum of process lengths along CNT and Si rows of the FOV seen 
in panel (c) with peaks coinciding with the edges of the rows. e) Zoom in of the marked area in (b). f) Zoom in of the marked 









durations. Scatterplots of NCNT vs NSi [Figure 3-5 a] and GSi vs GCNT [Figure 3-5 b] agreed 
with the predictions. Samples above the solid black line in Figure 3-5 a and b, representing 
NCNT = NSi and GSi = GCNT, were successful in guiding neurons and glial cells to the desired 
surfaces. The solid green, yellow and red fit lines corresponded to 3, 7 and 17 DIV 
datapoints respectively. The slopes of the fit lines in Figure 3-5 a were very close and no 
obvious difference in behavior of datapoints based on DIV was observed. The slope of the 
fit lines increased gradually from 3 DIV to 17 DIV in Figure 3-5 b showing a clear increase 
in glial area on Si vs CNT for longer culture times. Neuronal results obtained here 
confirmed previously observed preference of neurons for CNT rather than Si surfaces.74,109 
 
 
Figure 3-5. Neuron and glial herding onto CNT and Si regions. a) Scatterplot of NCNT vs 
NSi and b) Scatterplot of GSi vs GCNT for Euclidean samples colored based on culture 
time. The solid black line represents NCNT = NSi and GSi = GCNT in (a) and (b) 
respectively. The solid green, yellow and red fit lines are related to the datapoints of 3, 7 
and 17 DIV respectively. 
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3-3. Statistical Analysis of Neuron and Glial Parameters on Euclidean Electrodes 3-
3.1. Effect of Culture Time on Neuron and Glial Development 
In order to study the effect of culture time on neuron and glial development, medians 
of neuron and glial parameters, NSi, NCNT, GSi and GCNT were calculated and plotted vs 
culture duration [Figure 3-5] for R and GR subgroups. Both NSi and NCNT increased from 
3 DIV to 7 DIV, then decreased from 7 to 17 DIV for most subgroups [Figure 3-6 a, b]. 
The GSi vs DIV plot showed a constant increase from 3 DIV to 17 DIV [Figure 3-6 c]. 
There was no consistent increase or decrease for GCNT vs DIV [Figure 3-6 d]. 
Various geometries were tested via Kruskal-Wallis followed by Dunn’s test against 
the null hypothesis that the culture duration should not affect NSi, NCNT, GSi and GCNT. For 
NSi, the only significance was observed in R25 subgroup between 7 and 17 DIV with a P- 
Value = 0.023. Considering NCNT, the significant pairs were: 
R25 between 3 and 17 DIV with P-Value = 0.027 
GR25 between 3 and 7 DIV with P-Value = 0.041 
R100 between 3 and 7 DIV with P-Value = 0.040 
R100 between 7 and 17 DIV with P-Value = 0.004 
For GSi, statistical tests showed significance between: 
R50 between 3 and 17 DIV with P-Value = 0.008 
GR50 between 3 and 17 DIV with P-Value = 0.030 
R75 between 3 and 17 DIV with P-Value = 0.016 
GR75 between 3 and 17 DIV with P-Value = 0.011 
R100 between 3 and 17 DIV with P-Value = 0.003 




Figure 3-6. Neuron and glial parameters change with culture time. a) NSi, b) NCNT, c) GSi, 
d) GCNT median trends with DIV for R and GR subgroups. Error bars were not included 
for visual simplicity. Significant pairs were mentioned in the main text. 
 
 
Performing longer cultures did increase the total glial area inside Si regions but did 
not have a significant effect on total process length on CNT and Si surfaces. The hypothesis 




3-3.2. Effect of CNT and Si Width on Neuron and Glial Development 
3-3.2.1. Group R 
Samples in this group had the same CNT width and various Si widths. R subgroups 
were tested against the null hypothesis that Si width (WSi) should not affect NCNT and GCNT. 
Results showing no statistical significance between any subgroups, confirmed the null 
hypothesis. 
The subgroups were also tested against the null hypothesis that WSi should not affect 




significance was found between R25 vs R100 at both 3 and 7 DIV with P-Values = 0.013 
and 0.006 respectively [Figure 3-7 a, b], and between R50 and R100 at 7 DIV with P-Value 
= 0.028 [Figure 3-7 b]. 
 
 
3-3.2.2. Group GR 
 
GR subgroups were tested against the same null hypotheses mentioned in section 3- 
 
3.2.1. Results for NCNT, GCNT and GSi showed no statistical significance between any GR 
subgroups compared at the same DIV. For NSi, there was statistical significance between 
GR25 vs GR100 at 7 DIV with P-Value = 0.046 [Figure 3-7 e]. 
In summary, changing the CNT width at each DIV did not significantly affect 
neuronal or glial growth. Changing the Si width made differences in process growth when 
comparing the largest to the two narrowest WSi subgroups (R100 against GR25, R25 and 
R50). 
Figure 3-7 summarizes the effect of geometrical properties on NSi in the R and GR 
groups. Although there was no statistical significance between most subgroups at each 
DIV, a mild declining trend with the increase in WSi was observed at each DIV. 
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Figure 3-7. Boxplots of NSi vs WSi for groups R (left column) and GR (right column) at 
a) and d) 3 DIV, b) and e) 7 DIV and c) and f) 17 DIV. The solid black lines point to 
subgroups that have statistically significant NSi median values. Stars determine degree of 





This section is an approach to the explanation of the hypotheses behind the observed 
behavior of neurons and glia on various surface types and a review of the studies that 





3-4.1. Neuron Processes Are More Prevalent on CNT Surfaces and Survive 
Without Glial Cell Proximity 
 
In the past two decades, researchers have used various preparations of CNTs as a 
substrate for neuronal adhesion and growth.70 They claimed that the nano-roughness of the 
CNT surface mimics the properties of the extracellular matrix (ECM)69 and enhances 
neurite outgrowth and elongation if the degree of roughness matches the diameter of neuron 
processes.74 Figure 3-8 shows a post-culture SEM image of a neuron process entangled 
with the tubes on the CNT top surface. 
 
Figure 3-8. Post-culture SEM image of a neuron process on the CNT top surface 
entangled with the nanotubes. Scale bar is 2 µm. 
 
 
Neurons are anchorage dependent cells. Their survival and development depend on 
their adhesion strength to the substrate. Their processes can detect the nano-topography 
and flexibility of the surface with their growth cones (structures at the tip of the process 
responsible for navigating the environment and pathfinding) and respond accordingly.89 
Multiple studies have concluded that neurons have the ability to detect differences in 
geometry, roughness and rigidity of their environment and respond accordingly in different 
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ways such as improved adhesion, directional guidance and outgrowth of processes and 
accelerated process growth.110 In addition, substrates with a range of nanoroughness or 
nanoporosity detectable by the filopodia111 - finger like structures containing bundles of 
the protein F-actin in the growth cone that extend for a few microns- would improve neuron 
adhesion and development through completely mechanical rather than chemical 
interactions.62,112,113 Other studies have shown that neurons in vitro prefer to adhere and 
grow more branched processes on soft substrates.114,115 The CNT surface provided both 
suitable roughness and appropriate stiffness features. Flexibility of CNTs is a function of 
their length. Our synthesized CNTs were tall enough to provide a suitable rough and 
flexible surface similar to in vivo conditions for the neurons.89 CNTs used in these 
experiments were not functionalized and yet they supported impressive neuronal adhesion 
and outgrowth. These results contradicted several other early studies that concluded some 
kind of functionalization would be necessary to increase CNT biocompatibility for 
neuronal support.84 However, other studies have confirmed biocompatibility of pristine 
CNTs for neural network survival and stimulation.116 The CNT biocompatibility in these 
experiments has increased due to the encapsulation of toxic catalyst nanoparticles within 
the tubes and the presence of the Al adhesive layer that prevented CNT delamination from 
the substrate and its diffusion and agglomeration in the culture medium. 
The survival of neurons on CNT surfaces without glial cell mediation observed in 
our experiments confirms previously obtained results. Several studies showed that neurons 
were able to survive without glial cells on certain substrate types. Georges et al. showed 
that neurons from E17-E19 rat embryos survived and grew independently of glial cells on 
soft substrates58 In another study by Sorkin et al. , it was observed that cortical neurons 
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from rat embryos attached directly to the CNT top surface without the mediating glial 
underlayer. 44,74 
 
3-4.2. There Are Larger Clusters on Si Surfaces 
 
In the dissociated retinal cell cultures sections of chapter II, it was mentioned that 
the cell suspension was passed through a 40 µm cell strainer to get rid of very large cell 
clusters before seeding the samples. In SEM and fluorescence images taken at 17 DIV, 
clusters existed on both CNT and Si surfaces that were larger than 40 µm. This confirmed 
that cells on both surfaces were motile and aggregated into clusters or joined already 
existing ones. The phenomenon observed here is the initial step towards the formation of a 
neural network in vitro that is not random and in fact is governed by rules of a small-world 
network formation to maximize the systems overall efficiency117,118 and avoid unnecessary 
costs. 
 
Various previous studies showed that frontal ganglion neurons of adult locusts119 and 
 
retinal ganglion cells (RGCs) from postnatal 7 BALB/c mice120,121 form small-world 
networks on a flat surface in vitro. RGCs from PN7 mice seeded on tethered lipid bilayers 
coated with extracellular matrix proteins started extending processes looking for 
neighboring cells 19 to 23 hours after being seeded. Networks were rarely observed at the 
beginning. Cells started extending new processes as the culture went on. After 30 to 36 
hours, the network reached a maximal complexity state, i.e. it had a maximum number of 
nodes (clusters and individual cells) and links (neuron processes) between nodes. There 
was no self-avoidance at this stage. When the maximal complexity stage was completed, 
network optimization was  the dominant  process  in  shaping  the  connections  within the 
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network through the pruning process and the fact that cells gradually preferred neuron- 
neuron interactions to the initial neuron-substrate interactions.122 The number of nodes and 
links connecting them decreased through several procedures. Some processes joined 
together and formed thick bundles and weaker or unnecessary processes were eliminated 
to fine tune the wiring of the network.123 As the network optimization went on, the largest 
clusters increased their sizes while the second largest started to get absorbed into the largest 
ones (elimination of nodes). Neuron processes were straightened between the strong focal 
adhesion points and clusters.124 The network reached the optimized state after 41 h. The 
optimization procedure happened at a faster rate for RGC of mice compared to locust 
ganglion cells [4 to 5 days]. 
Tension forces generated along the processes that connect neighboring neurons are 
responsible for cell motility, aggregation and the morphology of the neural network 
developed.121 If these tension forces are stronger than cell-substrate adhesion forces, the 
cells start moving towards each other along the processes connecting them and aggregate 
into clusters. Flat Si is an atomically smooth surface with no chemical functionalization for 
enhancing cell adhesion. Tension forces along processes may be stronger than cell- 
substrate adhesion forces at least at the beginning of the culture. Figure 3-9 schematically 
shows the evolution of a neural network from maximal complexity to an optimized state. 
In Figure 3-9 a, all nodes, i.e. cell clusters and individual neurons are connected to each 
other at the maximal complexity stage around 7 DIV. The smaller cluster consisting of two 
cells experiences a net force to the right since the cell-cell interactions overcome cell- 
substrate adhesion. The cell-substrate adhesion acts like a frictional force in the opposite 
direction to the motion of the cell. In Figure 3-9 b, sometime between 7 and 17 DIV, the 
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directions looking for other neighboring cells. 
   
small cluster moves in between the individual cell and the large cluster, meanwhile the 
processes connecting the nodes would straighten between them and therefore become 
shorter. In the final state observed in Figure 3-9 c at 17 DIV, the small cluster joins the 
larger one, losing the processes between them. Assuming the individual cell is strongly 
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Figure 3-9. Schematic of a small-world network forming on a smooth unpatterned 
surface. a) Maximal complexity network around 7 DIV. b) Optimization process towards 
small-world network starts after 7 DIV. c) Small-world network formed. 
 
 
Although the parameters of a small-world network were never directly studied in 
these experiments, it was hypothesized that larger clusters observed on Si were the result 
of the small-world network formation process. 
Assuming that the same network formation process occurs on a substrate with some 
degree of roughness, e.g. the top surface of CNTs125, and knowing that neurons can also 
aggregate on CNT surfaces122, it was observed that the neural networks formed on CNT 
surfaces had larger numbers of nodes and links between them at the same DIV as the Si 
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surfaces. The hypothesis is that cell-CNT adhesion forces are stronger than cell-Si adhesion 
forces and resist more against cell-cell interactions through tension forces along the 
processes connecting them.126 This would result in lower motility and slower aggregation 
rates for cells on CNT surfaces. Therefore, the optimization rate of the network would be 
slower resulting in more medium to small clusters and individual cells and more processes 
connecting them on CNT surfaces. 
Although adhesion forces between retinal cells and Si or CNT surfaces were never 
directly measured in these experiments, there are multiple studies that support the 
hypothesis of stronger adhesion forces between CNT surfaces and cells. Chen et al. in their 
studies of VACNT forests with curly entangled end segments at the top (similar to the 
CNTs synthesized for these experiments) showed that shear adhesion forces were several 
times larger than the corresponding normal forces for nanotubes with lengths above 10 
µm.127 In another analysis, Machado et al. claimed that VACNTs soaked in culture medium 
would prevent cells from slipping and force them to remain in their locations regardless of 
the hydrophobicity of the surface.128 The surface roughness would increase the contact area 
between the cell membrane and the surface and hence increase the adhesion force exerted 
on the cell.125 The hypothesis is that tension forces along processes on CNTs had to 
overcome the large shear adhesion forces of the top entangled CNTs so that the cells would 
gain enough motility and start aggregating to form larger clusters. In addition to the 
argument above, multiple studies have directly measured cell migration speeds on surfaces 
with nano-roughness and showed that cell motility decreases on these surfaces compared 
to surfaces without the nanoroughness.129,130,131 
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The rise and fall observed in NSi and NCNT vs DIV seen in Figure 3-6 a and b could 
be explained using the hypothesis derived from small-world network formation. It was 
previously mentioned that at 3 DIV, retinal cells on both surfaces have extended processes 
and formed some clusters (equivalent to the timeline of 19-23 hours after culturing PN7 
RGCs in previous studies).120 By 7 DIV, in most of the subgroups, neural networks on both 
surfaces have reached maximal complexity with no self-avoidance ensuring the largest 
normalized process lengths. The pruning and network optimization process takes place 
afterwards. Therefore, the peaks observed at 7 DIV for both NSi and NCNT correspond to 
the maximal connectivity stage and the depletion seen by 17 DIV is the result of pruning 
processes explained previously. Due to the fact that retinal cells from mice at younger ages 
were cultured on patterned materials with two different degrees of roughness and not on 
uniform unpatterned surfaces, it cannot be assumed that by 17 DIV the neural networks on 
both CNT and Si have reached their final optimized state. Longer cultures would be needed 
to confirm or deny this hypothesis. 
 
 
3-4.3. Neuron Processes Follow the Edges of the Electrodes Upon Reaching Them 
 
It’s been known for decades that cells and specifically neurons respond to 
topographical and mechanical cues present in their environment.107 Substrates with both 
small and large feature sizes can provide guidance cues for neuron processes.132 In one 
study, Roberts et al. observed that processes of embryonic rat motor neurons follow the 
edges of horizontally aligned CNTs due to the existence of micron-scale steps between the 
flat SiO2 and the CNTs.96 In another study by Zhang et al., neuron processes from the H19- 
7 cell line derived from embryonic rat hippocampi, followed the edges of functionalized 
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VACNTs. They argued that the diffusion and trapping of hydrophilic poly-L-lysine (PLL) 
into the edges of the tall CNT patterns due to capillary action attracted neuron processes.89 
In addition, preliminary results prior to this research, of culturing mouse P4 retinal neurons 
on SU8 zigzag line patterns with width and height equal to 2 µm and 70° turning angles 
functionalized with fibronectin, showed that neuron processes that were generated from 
somas close to the lines were able to detect, follow and make turns at corners of the 
patterns. Figure 3-10 shows such an instance. Neuron processes generated from the soma 
on the pattern follow the lines and make 70° turns while processes from the soma on the 
flat substrate weave through the 2D space. 
 
Figure 3-10. Fluorescence microscopy image of two neurons close to and away from 
SU8 zigzag lines. The process generated from the soma on the pattern follows the line, 
while the ones from the other cell away from the pattern weave on the substrate. Scale 
bar is 50 µm. 
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Despite all the efforts made to explain this behavior, the reasons and mechanisms of 
neuron processes following mechanical cues is not fully understood. Three hypotheses 
were represented to explain why neurons follow the edges of the electrodes. 
Hypothesis 1: Neuron processes on the CNT top surface would reach the edges and 
follow them only if they receive chemical cues of the presence of a glial cell inside the Si 
region in their vicinity. 
This hypothesis was declined based on multiple observation of fluorescence images 
where a process followed the edge of the electrode without the presence of glial cells in the 
vicinity [Figures 3-1 c and 3-4 f]. 
Hypothesis 2: Neuron processes follow the edges of the electrodes due to the 
curvature they face at the edge. Previous studies by Smeal et al. showed that neuron 
processes from postnatal dorsal root ganglion (DRG) cells align themselves with the 
direction of minimum principle curvature on substrates and favor paths that would 
minimize their bending.133 In a following study, it was shown that the effect of substrate 
curvature on the direction of neuron processes can vary based on the age or type of the 
neurons under study.134 In our studies, it was observed that neuron processes that originated 
from a soma located on CNT top surface and away from CNT edges, followed the CNT 
edge upon reaching it. It was hypothesized that when they faced a curvature (a 90° turn) in 
their path, like DRG cell processes, they favored paths that minimized their bending, and 
therefore instead of climbing down the sidewalls, they aligned themselves with the edges 
of the CNTs. 
Hypothesis 3: The difference in texture and degree of roughness between the top and 
sidewalls of the CNTs causes the neuron processes to follow the edges. The top surface 
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rms roughness is closer to the roughness of the ECM. This hypothesis is yet to be tested. 
Measurements of the rms roughness of the top and side surfaces and comparing them to 
the roughness of the ECM proteins could either confirm or deny this hypothesis. 
In conclusion a combination of these hypotheses besides other factors yet to be 
discovered may cause this behavior of neuron processes. 
 
 
3-4.4. Glial Cells Prefer to Adhere and Proliferate Inside Si Regions and Do Not 
Proliferate on the CNT Electrodes 
 
Glial cells in contrast to neurons can proliferate throughout their lifetime. It has been 
shown that Si can induce significant glial scar tissue formation.135,136 Glial cell adhesion, 
motility and proliferation are dependent on the degree of roughness and stiffness of the 
environment. Their motility is reduced on the rougher CNT surface compared to the 
smooth, stiffer Si. Glial proliferation and motility go hand in hand. Glia on CNT surfaces 
did not proliferate because of their reduced motility. This hypothesis was supported by 
several previous studies. It was previously shown by Georges et al. that when culturing 
glial cells from prenatal E17-E18 rat embryos on gels with various degrees of stiffness, 
glial proliferation was decreased on softer substrates due to weaker adhesions.58 In another 
study by McKenzie et al., rat glial cells were cultured on multiwalled carbon nanofiber 
substrates and it was shown that glial proliferation was decreased on carbon nanofibers.137 
Persson et al. showed that fibroblasts cultured on GaP nanowires had reduced cell motility 
and proliferation.131 Additionally, it was shown that PEDOT/MWCNT coated implants 
reduce inflammatory response compared to platinum implants.93 
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3-4.5. Various Glial Morphologies Were Observed 
 
Different morphologies observed in glial proliferation sites within Si regions could 
be related to cell type. In vitro, both Müller cells and astrocytes express GFAP and they 
are not easily distinguished from each other.65 The presence of dispersed CNTs in the 
medium during culture could also affect the degree of maturation and proliferation state of 
the cells. It has been shown by Gottipati et al. that adding water-soluble functionalized 
carbon nanotubes to the culture medium of brain glial cells affected their degree of 
maturation and morphology.138 
 
3-4.6. On Si Surfaces, Glial Cells Were Detected Underneath Neurons and Their 
Processes 
 
It was previously discussed that neurons have a preference to adhere to and grow on 
soft substrates. Therefore, the stiff Si surface is not a desirable environment for them. It 
was also mentioned that glial cells, on the other hand, preferred adhesion to stiffer 
substrates such as Si.58,139 In addition, glial cells are twice as soft as neurons140,141 and softer 
than the Si substrate. Although glial proliferations appeared much later than neuron clusters 
and processes in cultures, in order to protect neurons from the stiff Si, they lifted the 
processes and created a layer between the Si surface and the neurons. As a reminder, one 
role of glial cells among many others is to ensheath neurons and their processes. This, plus 
the fact that large clusters of the small-world networks on Si were always accompanied by 
glial proliferations, clearly showed that they played a crucial role in forming those 
networks via guiding neuronal migration along glial fibers.142 In contrast, other studies 
have shown that clusters in engineered neural networks through substrate patterning were 
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The use of mechanical cues such as micron-scale geometric patterning combined 
with alterations in nanotopography and stiffness of the materials is a permanent solution 
for guiding various cell types into separate yet neighboring desired regions on a substrate. 
Here, using a system of micron-sized patterns of rows of nanorough and flexible CNTs 
separated by smooth and stiff Si regions, dissociated mouse retinal neurons and glial cells 
were cultured for up to 17 DIV and were guided to adhere and grow on their desired 
environments while keeping close contact between them since the presence of glial cells is 
essential for neuronal survival and synaptic efficacy even in vitro.143,144 By calculating 
normalized neuron process length and normalized glial area, it was quantitatively shown 
that neurons and glia would prefer rough CNT surfaces and smooth Si surfaces respectively 
at all culture durations. It was also discussed that neural networks on both surfaces had 
visual characteristics similar to a small-world network and were formed following a certain 
set of rules. Herding results obtained here confirmed previously observed neuron-glia 
separation on rows of randomly distributed vertical GaP nanowires separated by smooth 
GaP areas.60 Although the nanotopography and chemical characteristics of the CNTs were 
quite different from the nanowires, the same neuronal and glial behavior was observed 
suggesting that the textured versus smooth surfaces played the main role in cell separation 




A COMARISON OF FRACTAL AND EUCLIDEAN 




In the previous chapter, it was shown that by patterning two materials with different 
topographical characteristics using a simple Euclidean geometry, one can achieve spatial 
separation of the retinal neurons and glial cells. These simple Euclidean electrodes were 
disconnected from each other, making it difficult for cells that landed on one region to 
migrate and communicate with cells from other regions. Therefore, designing a geometric 
pattern that maintains or further improves the separation between neurons and glia and at 
the same time provides a continuous space for cell interactions is desirable. 
Fractal geometries, specifically H-trees in this work, provide the desired features. 
Besides providing a continuous CNT electrode surrounded by smooth surfaces, they 
increase the number of CNT edges within a given bounding area for neuron processes to 
follow and also contain interconnected Si regions that potentially could enhance glial 
proliferation. 
This chapter studies the effect of the geometric properties of fractals on neuron and 
glial herding that were cultured for 17 DIV. First, fractal electrodes with different D values 
and numbers of iterations are studied. Second, a comparison between all fractal electrodes 
and the 17 DIV Euclidean data is made to show that the fractal characteristics enhance the 
effect of geometry on herding neurons and glial cells. And finally, fractals are compared 
to all DIV Euclidean data to observe the time evolution of the system. 
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4-1. Visual Observations on Fractal Electrodes 
 
Qualitative observations of fluorescence microscopy images of the fractal samples 
confirmed the basic results obtained on the Euclidean ones. Below is a brief summary: 
On the CNT branches of the fractal electrodes, individual neurons and clusters grew 
processes that followed the edges of the electrodes and made 90° turns at branch junctions. 
In the Si regions close to the electrode branches, small to medium-sized clusters with 
processes connecting them were observed together with occasional glial proliferations. In 
the Si regions further away from CNT electrodes, neurons aggregated into large clusters 
accompanied by glial proliferations. These clusters were connected through thick bundles 
of processes (i.e. a small-world network as described in chapter III). Furthest away from 
the electrodes, regions devoid of cell clusters or individual ones with weak processes were 
seen, similar to previous observations by Piret et al.145 [Figure 4-1 a] 
As the D value and number of iterations of the fractals increased, the small-world 
neural networks accompanied by glial proliferations were formed closer to the electrodes. 
These observations agreed with the results of a study performed by Shein et al. showing 
that neurons and glia migrated towards CNT electrodes and formed clusters around them 
that were connected through bundles of processes.44 This phenomenon increased the 
probability of forming connections between neurons on the Si and those on the CNT 
surfaces [Figure 4-1 b, c, d]. As seen in Figure 4-1 b, the 1.1 fractal electrode produced 
minimal connections between the neural network on Si to neurons on CNT was observed 
for a small-world network on the Si region and the neurons on the CNTs. For the 2-5 and 
2-6 fractal electrodes, clusters were observed closer to CNT branches [Figure 4-1 c, d] and 
extended more processes towards the CNT electrodes. 
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On lower D fractals, vast areas with minimal to zero cell aggregation and no glial 
proliferation were observed [Figure 4-2 a]. As D and the number of iterations increased, 
these areas became smaller and eventually vanished for the 2-5 and 2-6 fractals [Figure 4- 
1 c, d]. 
Glial cells on the CNT electrodes elongated themselves along the narrow branches 
and were not restricted by 90° turning angles [Figure 4-2 b]. 
A few fractal samples were cultured at 7 DIV. The glial distribution on these samples 
was uniform and no proliferation was detected [Figure 4-2 c]. At 17 DIV, glial 
proliferations were observed on all fractal geometries. On the lower D fractals, the glia 
were located close to the CNT electrode branches. Glial proliferations were able to 
penetrate the smallest Si regions for all fractal electrodes. As D and the number of iterations 
increased, the glial proliferation distribution became more uniform. The 2-6 fractals were 
an exception. Glial proliferations were more restricted on these geometries because of the 








































Figure 4-1. Examples of visual observations of fractal samples. (a) Merged fluorescence 
images of glia (green) and neurons (red) for a region on a 2-4 fractal. b) Fluorescence image 
of neuron clusters and processes (false-colored in red) showing the existence of a small- 
world network on Si close to the electrode branches of a 1.1 fractal. c) Merged fluorescence 
image of (green) glia and neurons (red) for a 2-5 fractal showing the small-world network 
region on Si close to the electrode branches and its connections to neurons on the 
electrodes. d) Fluorescence image of neuron clusters and processes (false-colored in red) 
showing the existence of a small-world network region on Si close to the electrode 
branches and its interactions with the neural network on CNT electrodes on a 2-6 fractal. 
Scale bars for (a) and (b) are 200 µm, and on (c) and (d) are 100 µm. The CNT electrode 










































Figure 4-2. Examples of visual observations of fractal samples. a) Merged fluorescence 
images of glia (green) and neurons (red) showing a region on a 1.1 fractal away from the 
CNT electrodes supporting few glial cells and few neuron clusters and processes. b) 
Fluorescence image of a glial cell on the CNT branches of a 2-6 fractal electrode. The 
individual glia stretched along the branch and made a 90° turn. c) Fluorescence image of 
a glial cell distribution on a 1.1 fractal at 7 DIV. No glial proliferation and no small- 
world network were observed. d) Fluorescence image of a glial proliferation site in a Si 
interconnected area between the branches of a 2-6 fractal electrode. Scale bars on (a) and 
(c) are 200 µm and 500 µm respectively, and on (b) and (d) are 100 µm. The CNT 




Summarizing the above visual observations, the fluorescence images of the fractals 
revealed the presence of three general types of regions of cell networks on the Si surfaces 
of the fractal electrodes, the ‘boundary’, ‘small-world’ network and ‘desert’ regions. The 
existence and extent of these regions were determined by the geometrical properties of the 
fractals and by abundance of glial proliferation sites. 
The ‘boundary’ regions [Figure 4-3 b] were formed in the Si areas closest to CNT 
electrodes. They contained average and small sized clusters either attached to the CNT 
sidewalls or close to them. The processes from these clusters were usually extended on 
both Si and towards CNT electrodes climbing up the sidewalls or extending along the Si- 
CNT edge at the bottom of the sidewalls. Glial proliferations were observed in some 
instances. 
The ‘small-world’ regions [Figure 4-3 c] were in the areas usually next to the 
boundary regions and further out from the CNTs. They contained the largest clusters, and 
these were connected through thick bundles of processes and were almost always 
accompanied by glial proliferations. 
The ‘desert’ regions [Figure 4-3 d] were observed furthest from the CNT electrodes. 
They contained mostly individual cells and very few small clusters with weak processes 
extending from them. No neural network was observed, and few individual glial cells 
existed in these regions. 
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Figure 4-3. Schematic of the neural network regions on neighboring CNT and Si 
surfaces. a) The neural network on the CNT surface featuring small to medium clusters 
and individual cells with processes connecting them. b) The ‘boundary’ region on the Si 
featuring medium clusters connected to each other and to neurons on the CNT. c) The 
‘Small-world’ region on the Si featuring larger clusters and bundles of processes 
connecting them. d) The ‘desert’ regions on Si featuring mostly individual cells and very 





4-2.1. Neuron and Glial Herding on Fractal Electrodes 
 
Fractal samples across all D values and number of iterations were successful in 
guiding glial proliferations into the Si regions. As seen in Figure 4-4 a, all datapoints in the 
scatterplot of GSi vs GCNT were located above the solid black herding line. For the neuron 
herding, 90% of the fractals were successful in guiding neuron processes onto the CNT 





Figure 4-4. Glial and neuron herding for all fractal samples. Scatterplot of a) GSi vs GCNT 
and b) NCNT vs NSi for fractal samples. The solid black lines represent GSi = GCNT and 
NCNT = NSi in (a) and (b) respectively. 
 
 
4-2.2. Statistical Analysis of Neuron and Glial Parameters for the Fractal 
Electrodes 
 
All fractals were tested against the null hypothesis that changing the electrode’s 
fractal dimension and the number of iterations should not affect NCNT, NSi, GCNT and GSi. 
The results of the Kruskal-Wallis followed by Dunn’s test for NSi showed significance 
between the following conditions [Figure 4-5 a]: 
1.1 and 2-5 with P-Value = 0.001 
 
1.1 and 2-6 with P-Value = 0.030 
 






Considering GSi [Figure 4-5 b], there was significance between the 2-5 and 2-6 
fractals with a P-Value = 0.036. No statistical significance in NCNT and GCNT between any 
fractal groups was detected [Figure 4-5 c, d]. 
 
Figure 4-5. The change in neuron and glial parameters with D. a) NSi median trend, b) 
NCNT median trend, c) GSi median trend and d) GCNT median trend with D for all fractal 
groups. Error bars were not included for visual simplicity. 
 
As seen in Figure 4-5 a and b, the median of both NSi and NCNT showed an 
increasing trend with the increase in D, although no significance was detected in the NCNT 
case. The drop in GSi for the 2-6 fractal electrodes is related to decrease in the size of the 
Si regions as will be explained later in sections 4-3.2 and 4-3.3. 
 
 
4-2.3. Comparison Between Fractal and Euclidean Electrodes 
 
The advantage of the H-tree fractals over the simple Euclidean geometries lies in the 
fact that they provide a connected electrode with an abundance of edges for neurons to 
follow while glial cells can accumulate and proliferate inside the interconnected multi- 
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scale Si regions. The fractals provide the opportunity for glial cells on the Si to migrate 
closer to the CNT electrodes to support neurons on both surfaces. In order to quantitatively 
compare the total “herding” power between the fractal and Euclidean geometries, the 
parameter GN was defined as glial herding (G) multiplied by neuron herding (N) [chapter 
II]. All Euclidean and fractal electrodes at each DIV were combined based on the culture 
times regardless of their different geometrical properties, i.e. 4 nominal variables of 3, 7 
and 17 DIV Euclidean plus fractal groups were compared for statistical significance. The 
results of the Kruskal-Wallis comparison of medians with post-hoc Dunn’s test showed 
that all of the Euclidean geometries at any DIV had a significantly lower GN performance 
when compared to the fractal group. The P-Values between 3, 7, 17 DIV Euclidean and 
fractal groups were 9.2 × 10-10, 2.2 × 10-5 and 0.005 respectively. These results show that 
the fractals perform better in the combined guiding of neurons onto the CNT branches and 
glia into the Si regions compared to all of the Euclidean groups. The histogram of the 
number of samples (n) with a given total herding value (GN) for 3 and 17 DIV Euclidean 
and fractal geometries was plotted [Figure 4-6 a]. Results for the 7 DIV Euclidean group 
were not included in the figure since there was no significance between the 7 and 17 DIV 
Euclidean GN values. (There was significance between the 3 and 17 DIV Euclidean groups 
with P-Value = 0.004). Figure 4-6 a indicates that not only does time evolution affect the 
total herding power within a given geometry, but also that this power could be improved 











Figure 4-6. General comparison of fractal and Euclidean electrodes. a) Histogram of n, 
the number of samples with a given GN value for 3 and 17 DIV Euclidean plus 17 DIV 
fractal geometries. Statistical significance was detected between 17 DIV fractal and 3, 7, 
17 DIV Euclidean samples with respective P-Values of 9.2 × 10-10, 2.2 × 10-5 and 0.005 
(7 DIV data not shown). b) Histogram of n, the number of samples with a given G value 
for 17 DIV Euclidean and fractal geometries. The two groups were statistically 
significantly different with a P-Value = 1.9 × 10-7. c) Histogram of n, the number of 
samples with a given N value for 17 DIV Euclidean and low regime fractals. There was 
statistical significance between the two groups with a P-Value of 9.2 × 10-5. d) Scatterplot 
of N, neuron herding, vs G, glial herding, for 17 DIV Euclidean (red pentagram) and 
fractal (blue diamond) samples. The dashed line marked the threshold G value above 
which no Euclidean sample existed. 
 
 
The fractal samples were then compared with 17 DIV Euclidean samples in terms of their 
glial herding (G) power. Figure 4-6 b shows the histogram of the number of samples (n) 
with a given G value for 17 DIV Euclidean and fractal groups. Significance between the 
two groups was detected with a P-Value of 1.9 × 10-7 stating that fractals performed better 
at guiding glia into the Si regions compared to the 17 DIV Euclidean groups. 
In order to observe the neuron and glial herding behavior of individual samples, the 
scatterplot of N vs G for the 17 DIV Euclidean and the fractal samples was plotted [Figure 
4-6 d]. Each data point represents one sample. All samples from both geometries had G > 
d 
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0.5 (one Euclidean sample with a G value below 0.5 was excluded from the plot but 
included in the analysis). The dashed black line in Figure 4-5 d represents a threshold in G 
~ 0.95, beyond which no Euclidean samples were observed. The fractal samples on the 
other hand were able to achieve higher G values. Based on this threshold in G, the fractal 
samples were divided into two regimes. The ones to the left of the dashed line were labelled 
the ‘low regime’ and the ones to the right belonged to the ‘high regime’. Both regimes 
included fractals with all D values and iterations. There was no relationship between fractal 
dimension or the number of iterations and the regime they belonged to. Considering N, 
some fractal samples in the high regime region encountered a depletion in N values 
compared to the ones in the low regime. 
The low regime fractal samples were compared to the 17 DIV Euclidean group 
regarding their neuron herding power. Statistical tests showed a significance result with a 
P-Value of 9.2 × 10-5 confirming that the low regime fractal samples outperformed the 17 
DIV Euclidean group in herding neuron processes. Figure 4-6 c shows the histogram of the 
number of samples (n) with a given neuron herding value (N) for the 17 DIV Euclidean 
and the low regime fractal groups. On the contrary, as seen in Figure 4-6 d the Euclidean 
and high regime fractals shared the same range of N values. 
 
 
4-2.3.1. Comparison of Glial Cell Behavior for the Fractal and Euclidean 
Electrodes 
 
To understand why the fractal samples performed better than the Euclidean group in 
terms of glial herding, the GSi median dependency on fractal dimension D was replotted 
including the 3, 7 and 17 DIV Euclidean medians for comparison [Figure 4-7 plot]. The 
blue diamond symbols represent 1.1, 1.5 and 2-4 fractals. The blue square and circle 
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represent the 2-5 and 2-6 fractals respectively. The blue asterisk represents the hypothetical 
case of a fractal with infinite number of iterations for which all Si regions had vanished 
and therefore GSi is zero. The 3, 7 and 17 DIV Euclidean groups were shown with the 
green, yellow and red pentagrams respectively. Statistical tests between the 3, 7, 17 DIV 
Euclidean groups and the various fractal groups showed significance between the 3 DIV 
Euclidean and the 7 and 17 DIV Euclidean, 1.5, 2-4, and 2-5 fractals (3.6 × 10-5, 3.9 × 10- 
8, 2.9 × 10-6, 2.7 × 10-6, 3.9 × 10-9  respectively) and between the 7 DIV Euclidean and the 
 
2-5 fractals (0.005). Although no significance was detected between the 17 DIV Euclidean 
group and any of the fractal groups, all fractal GSi medians except 2-6 were higher than the 
17 DIV Euclidean groups. 
Glia fluorescence images of 1/4th of the full electrodes were included in Figure 4-7 
to visually compare the effect of having multi-scaled interconnected Si regions and the 
closeness of the Si regions to the CNT branches for the fractal electrodes versus the 
disconnected rows of Si and CNT in Euclidean electrodes on glial proliferation. 
The statistical comparison of GCNT also showed no significance between the fractal 
groups and the 17 DIV Euclidean samples, but the medians for fractals were lower than the 
17 DIV Euclidean group. Therefore, the high G values achieved by fractals in Figure 4-6 




Figure 4-7. GSi median change versus D for the fractal groups. Fluorescence images of 
glial proliferation instances on 1/4th of the full sample images for the 1.1, 1.5, 2-4 and 2- 
6 fractals and the GR50 Euclidean group were included for comparison. The markers and 
colors in the plot are explained above. White masks are imposed with the fluorescence 
images to emphasize the locations of the electrodes. The arrows connect images to their 
corresponding datapoints in the plot. Scale bars are 500 µm. Error bars were excluded for 
visual simplicity. 
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4-2.3.2. Comparison of Neuron Behavior for the Fractal and Euclidean 
Electrodes 
 
To quantitatively observe the effect of glial cell behavior on neuron process length 
on Si surfaces, NSi for individual samples was plotted against GSi in a scatterplot [Figure 
4-8 a]. The low and high regime fractal samples were marked with different symbols to 
account for any possible difference in behavior in NSi or GSi. No differences between the 
two regimes was observed. This indicated that the higher G values for high regime fractals 
were not achieved by having higher GSi, but rather by having lower GCNT compared to the 
fractals in the low regime. Comparing the range of GSi values between the 17 DIV 
Euclidean group and the two fractal regimes, very few Euclidean samples reached GSi 
values as high as some fractals. For the fractal samples, having more glial cells on the Si 
surfaces did not necessarily result in having more neuron processes on the Si surfaces. In 
the Euclidean case, in contrast, NSi and GSi increased hand in hand. Most of the low regime 
fractals that had NSi vs GSi trends similar to Euclidean samples belonged to the 2-6 group. 
To study the NSi behavior for the fractal samples in more detail, the histogram of the 
number of samples, n, with a given NSi for the different fractal groups was plotted [Figure 
4-8 a inset]. It was observed that higher D and higher iteration fractals gradually produced 
higher NSi values. As an example, most of the 1.1 fractals were located on the left side of 
the plot at lower NSi values while the 2-5 fractals were the dominant group on the right 
side. The exception was the 2-6 group that had samples occupying all ranges of NSi as seen 
by the location of the orange bars in the plot. The statistical significance between the fractal 
groups was previously mentioned in section 4-2.2. 
 
Next, the relation between NSi and NCNT was quantitatively studied by plotting a 
NCNT versus NSi for the three groups, Euclidean, low regime and high regime fractals 
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[Figure 4-8 b]. The solid black line represents successful herding, i.e. NCNT is larger than 
NSi for the samples above the line. The solid blue, dashed blue and solid red lines were 
linear fits through zero corresponding to low regime fractal samples, high regime fractal 
samples and the Euclidean samples respectively. Both the high and low regime fractal fit 
lines had higher slopes than the Euclidean group. The slightly higher slope of the high 
regime fit versus the Euclidean fit was achieved because the high regime fractals supported 
fewer processes on Si. That is, for a given NCNT, the high regime had smaller NSi values 
than the Euclidean group. As seen in the histogram of NCNT in Figure 4-8 b inset, the 
increase in NCNT values with the increase in D and number of iterations of the fractal groups 
had a similar trend to NSi for the same groups. The exception was the 2-6 group which had 
a range of NCNT values. 
The low regime fractals had the same NSi range as the high regime [Figures 4-8 a 
and 4-9 a], but reached higher NCNT values, i.e. they supported more neuronal growth on 
the CNTs. There was a depletion in NCNT going from the low to high regime fractals. Figure 
4-9 b shows the boxplot of NCNT values for the low and high regime fractals. A significance 
with the P-Value = 0.006 was detected between the two groups. Therefore, having lower 
NCNT was the cause of having lower N values in the high regime fractal group. 
Summarizing the observations so far, it is known that fractals generally did reach 
higher G values by having more glia on Si and less on CNT, i.e. higher GSi and lower GCNT. 
The low regime fractals won over the high regime and Euclidean groups in terms of neuron 
herding by supporting the growth of more neuron processes on CNT and less on Si surfaces. 




herding compared to the low regime despite the fact that no difference was detected in GSi 
behavior between the two groups. 
 
Figure 4-8. Study of the effect of GSi on NSi and NCNT for fractal and Euclidean samples. 
a) Scatterplot of NSi vs GSi for 17 DIV Euclidean (red pentagram), low (diamond) and 
high (filled square) regime fractals. a inset) Histogram of n, the number of samples with a 
given NSi value for all fractals, grouped based on D and number of iterations. b) 
Scatterplot of NCNT vs NSi for 17 DIV Euclidean, low and high regime fractals. The solid 
black line represents NCNT = NSi, the solid blue, dashed blue and solid red lines are fits 
through zero for the low regime fractal, high regime fractal and Euclidean groups 
respectively. b inset) Histogram of n, the number of samples with a given NCNT for all 
fractals, grouped based on D and number of iterations. 
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To answer the final question and to confirm the previous results, NSi, NCNT, GSi and 
GCNT were statistically tested against the null hypothesis that no difference existed between 
the two fractal regimes. Figure 4-9 shows boxplots of all four parameters for the two 
regimes. No significance was detected in NSi and GSi. There was significance between both 
NCNT and GCNT parameters with P-Values equal to 0.006 and 6.6 × 10-5 respectively. It was 
concluded that the high regime arose not by having more glial cells on Si, but by putting 
very few on the CNT electrodes. The depletion in NCNT and GCNT for the high regime was 
linked in the sense that samples with low GCNT values also had low NCNT [Figure 4-10]. No 
differences in the general conditions of the samples in the two regimes were detected based 
on fabrication, culture or seeding cell density. 
 
 
Figure 4-9. Comparison between the low and high regime fractal groups. a) NSi, b) NCNT, 
c) GSi and d) GCNT boxplots for the high and low regime fractal comparison. No 
significance was observed in NSi and GSi between the two groups. Stars in (b) and (d) 











In sections 4-1 and 4-2, the outperformance of the fractal electrodes over Euclidean 
ones was qualitatively and quantitatively studied. It was shown that fractal electrodes were 
able to reach G values beyond access of the Euclidean ones. The two fractal regimes (low 
versus high) were defined based on their performance in glial herding onto the desired 
surfaces. The low regime fractal samples had high performance in neuron herding 
compared to Euclidean and the high regime samples [Figure 4-8 b] but behaved similar to 
the Euclidean samples regarding glial herding. High regime fractals, on the other hand, had 
high performance in glial herding, but had similar N values as the Euclidean group [Figure 
4-6 d]. This section focuses on explaining the hypotheses behind the observed behavior for 
the two geometries based on their geometric properties and possible effects on the 
evolution of small-world networks discussed in Chapter III. 
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4-3.1. The Presence of Patterned Materials on Substrate Can Affect Neural 
Network Status 
 
In chapter III, the development of a small-world network of cells on an unpatterned 
substrate was discussed. The role of adhesion forces between cell-substrate and tension 
forces exerted through processes was explained. This section focuses on explaining the 
effect of micron-scale patterned substrates on neural network development. Physical 
modification of substrates with micron-scale geometries has been long used as scaffolds to 
control cell attachment and pattern neuronal networks.108,116,126,146,147 From the perspective 
of the small-world network, the shape of the network and its degree of connectivity can be 
influenced by introducing cell-substrate adhesion forces with different strengths. Figure 4- 
11 shows a schematic of how the presence of a CNT-Si boundary could affect the location 
and size of clusters formed on Si either attached to or close to a CNT edge. It was assumed 
based on the hypotheses discussed in Chapter III that the cell-CNT adhesion force (green 
arrow) is stronger than the cell-Si adhesion (yellow arrow) and the cell-cell tension forces 
(purple arrow) along the processes. In addition, the cluster is assumed to be stationary and 
cells 1 and 2 are at equal distances from it. 
Individual cells 1 and 2 in Figure 4-11 a, connected to the cluster on Si, experienced 
 
the same tension forces, but different cell-substrate adhesion forces. A net force (black 
arrow) was exerted on cell 2. Therefore, it started migrating along the process connecting 
it to the cluster and eventually joined the cluster [Figure 4-11 b]. In contrast, cell 1 was 
strongly attached to the CNT sidewall and the tension force from the cluster was not large 
enough to displace it to join the cluster. 
Cells 3 and 4 experienced the same adhesion cell-substrate adhesion and the same 









tension forces were larger than the adhesion forces, they both started migrating towards 
cell 5 and joined it to form a small cluster on the CNT sidewall [Figure 4-11 b]. 
The frequency of the occurrence of either of the two cases described above and the 
role they play in creating the boundary, small-world and desert regions, depends on the 
closeness and accessibility of CNT edges. For example, if there were another CNT edge 
close to cells 3 and 4, they could have migrated towards it and adhered. Therefore, no 
cluster on the sidewall would have been formed. 
Neuron cluster formation procedure sometime before 17 DIV 
Neuron clusters formed – 17 DIV 
 
 
Figure 4-11. Schematic of interactions between individual neurons and clusters close to a 
CNT-Si edge. a) Sometime between 7 and 17 DIV, when the network is at its maximum 









All samples were initially seeded uniformly. This uniformity was disturbed by 17 
DIV, showing the ability of cells to migrate on the smooth Si surface. Neurons explored 
their environment searching for chemical and physical cues from other cells and from the 
substrate by sending out a leading process in search of strong anchorage points. Once the 
leading process formed a strong enough adhesion to the anchor, the translocation of the 
cell body along the process was initiated.148 Various studies have shown that neurons travel 
with average speeds of 10-20 µm/h on smooth surfaces and cover distances as far as 
hundreds of microns, especially in the first few weeks of culture. 129,130,148,149,150,151 Neurons 
that initially landed in proximity to the CNT electrodes had higher chances of finding the 
CNT edges during the first few hours of the culture. For these neurons, stronger cell-CNT 
adhesion forces slowed down neuron aggregation and the cluster formation process, 
resulting in the formation of the boundary regions. Neurons that landed further away from 
CNT edges had to migrate longer distances in order to find anchor points in the form of 
either other cells or rough impurities on the surface. For these regions, neurons had a higher 
tendency for aggregation and followed the rules of small-world network formation as was 
previously described in Chapter III. 
Desert regions were formed and expanded gradually throughout the culture time due 
to neuron-neuron, glia-glia and neuron-glia chemical and mechanical signaling. Neurons 
on the CNT top surfaces or attached to the sidewalls were not able to migrate and leave the 
surface. They gradually attracted neurons on the Si towards the electrodes by sending 
chemical cues and encouraging migration towards the electrodes to form potentially 
stronger connections. This process left the Si surfaces furthest away from CNTs almost 
empty of cells. Glial cells started proliferating on Si after 7 DIV as a support system for 
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the neurons. They followed neuronal cues and started migrating towards and proliferating 
close to the electrodes. Emergence of more glial cells enhanced neuronal migration along 
their fibers142,151 towards the CNTs especially on lower D fractals and therefore expanded 
the desert areas even further. Our observations agreed with other studies on smooth 
surfaces showing that in a glial and neuronal patterned co-culture, glia dictated neuronal 
patterning fate by directing neurons to glial proliferation regions.49 Together, neurons and 
glia on both CNT and Si surfaces formed local interconnected networks. 
The next section focuses on defining parameters for fractal geometries that allow a 
more quantitative analysis of the emergence of the different types of regions on Si surfaces 
and their effect on neuron and glial parameters. 
 
 
4-3.2. Mathematical Characteristics of Fractals 
 
Several geometric parameters were calculated for fractals with XL and wf equal to 
6262 µm and 20 µm respectively. The fractal dimension D was varied from 1.1 to 2 in 0.1 
increments for 𝑁𝑁𝑓𝑓 = 7, 9 and 11 (corresponding to 4, 5 and 6 iterations). Fractals with D 
and 𝑁𝑁𝑓𝑓 values that resulted in overlapping branches based on the chosen XL and wf were 
excluded from the analysis. 
The normalized edge length, E, was calculated by dividing the total edge length by 






In order to calculate the mean tortuosity (T) of each pattern, first all tortuosity values 





by all possible displacements from the center to the endpoint of a final branch [Figure 4- 
12]. T was the average of all calculated values and was then plotted vs D in Figure 4-14 e. 
 
 
Figure 4-12. Schematic representation of the tortuosity calculation for a fractal. The 
yellow line is the pathlength from the center to the end of a final branch and is the same 
for all endpoints. The green lines are example displacements from the center of the fractal 
to the endpoints of final branches. For clarity, the figure does not show all possible 
displacements. 
 
The mean proximity P was calculated using the binary masks previously generated 
for fabrication purposes. Figure 4-13 shows the process of converting a binary mask into a 
proximity heat map. Figure 4-13 a shows a matrix representing a binary mask. The distance 
between each pixel to its nearest CNT pixel was calculated [Figure 4-13 b]. The proximity 
matrix was created by assigning the equivalent 1/(minimum distance) to each Si pixel 
[Figure 4-13 c]. P was then calculated by averaging over all matrix elements and was 
plotted vs D [Figure 4-14 f]. The matrix was used to generate the heat maps in Figure 4-14 
a, b and c. 
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Figure 4-13. Schematic of converting a binary mask to a proximity heat map. a) Matrix 
representation of a binary mask. b) Each pixel value was substituted with minimum 
distance from a CNT pixel. c) Pixel values in (b) were replaced by their inverse. d) 
Colors in the schematic heat map represented closeness to the CNT pixels. 
 
 
Ar, was calculated as the ratio of the largest (bounded red areas in Figure 4-14 a, b 
and c) to the smallest (filled red boxes in Figure 4-14 a, b and c shown with arrows) Si 
areas within a fractal pattern. These areas were defined such that they were confined by the 
electrode branches without any intersection or interruption. Ar was then plotted versus D 
for 4, 5 and 6 iteration fractals [Figure 4-14 g]. 




Ac, the normalized connected area was calculated as the ratio of the largest connected 
area within the fractal that is not interrupted or cut off by any electrode branch, A 




area, assuming the fractal was bound inside a box. Ac was then plotted vs D [Figure 4-14 
h]. 
 1 
Ac = 2𝐷𝐷 × A⁄ 2 
𝐿𝐿 
 
E quantifies the edge length available, T and P characterize the accessibility of the 
edges and the closeness of the Si areas to the CNT electrodes. Larger edge lengths provide 
more CNT sidewalls as anchor points for cells on the Si to adhere to, survive and grow 
processes along. Fractals with higher tortuosity distribute Si and CNT areas more 
uniformly with respect to each other. Larger average proximity values ensure shorter travel 
distances for cells on Si to find a CNT edge. Large T and P values ensure shorter migration 
distances. Increasing D and the number of iterations either separately or together would 
increase the normalized edge length, tortuosity and average proximity of the pattern. 
Ar and Ac characterize the freedom of movement and openness of the patterns. Large 
Ar values show a drastic difference in size of the Si regions between the first and final 
iterations of the fractal (Amax vs Amin). This could be interpreted as a low resistance towards 
cell migration from one Si region to its neighbors. Large connected areas provide a large 
enough space for glial cells to proliferate without facing interruptions by the CNT 

























Figure 4-14. Schematics of fractals and their proximity heat maps, plus plots of fractal 
characteristics vs D. a), b) and c) top and bottom half represent the proximity heat map 
and the schematic for the 1.1, 2-4 and 2-5 fractals respectively. The largest (bounded red 
boxes), smallest (red rectangles) and largest connected Si (light gray) areas are marked 
accordingly. d) Normalized edge length, e) mean tortuosity, f) mean proximity, g) Area 
ratio (y axis multiplied by 105) and h) normalized connected area plotted vs D for 4, 5 
and 6 iteration fractals. 
 
 
Fractals with low E, T and P values combined with high Ar and Ac produce vast 
empty Si areas far away from electrode branches that would eventually become desert 
regions. On the other hand, high D or high iterations fractals provide high E, high tortuosity 
and therefore high proximity between CNT and Si regions, but low Ar and Ac. These 
characteristics would mostly create boundary regions. Desert areas would vanish in these 










4-3.3. Fractal Electrodes Support More Glial Proliferation, i.e. Larger GSi 
 
The interconnected multi-scaled character of the Si regions in the fractal electrodes 
characterized by Ar and Ac gave the glia the freedom to migrate and proliferate while 
keeping close proximity to neurons on the Si and on the CNT electrodes. On the other hand, 
the single-scale one dimensional nature of the Si regions in the Euclidean electrodes, 
combined with no tortuosity did not encourage much proliferation. The 2-6 fractals 
collapsed into the Euclidean regime in the sense that they started losing the interconnected 
multi-scaled characteristic of a fractal structure (low Ar and Ac). Therefore, they hindered 
glial proliferation on Si in the same manner as the Euclidean samples. 
If only considering the effect of Ar and Ac on glial proliferation, it would be 
reasonable to expect that the 1.1 fractals should have the highest glial proliferation among 
all of the samples. However, as seen in Figure 4-7, on average they did not perform as well 
as 1.5, 2-4 and 2-5 fractal samples. This was due to the fact that the 1.1 fractals have low 
E, T and P magnitudes that combined with high Ar and Ac values, produce desert areas 
almost empty of neuron processes. Therefore, no glial cells would be needed as a life 
support system. 
Based on the plot in Figure 4-7, fractals with intermediate to high D values and 4 to 
5 iterations provided sufficiently large interconnected Si spaces for glial proliferation and 
close proximity to neurons on the CNT electrodes by having large enough E, T and P 
values. 
In summary, the 1.1 fractals were too “open”, and the 2-6 fractal and Euclidean 
geometries had small disconnected gaps. In this spectrum, the 1.5, 2-4 and 2-5 appeared to 
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have the optimal balance of large and small interconnected areas and provided close 
proximity between neurons and glia on Si to neurons on CNT. 
 
 
4-3.4. The Effect of GSi on NSi and NCNT 
 




As discussed before, the total edge length (E) and closeness to the CNT edges (T and 
 
P) directly affect the type of neural network formed on Si surface. For the Euclidean 
geometries, neurons landing inside the Si areas in the most extreme case had to migrate a 
maximum distance of 50 µm in the R100 samples to reach a CNT edge and anchor to it. 
For fractals, this maximum distance was not constant and varied with the geometrical 
characteristics of the patterns. On Euclidean geometries and the 2-6 fractals, mostly 
boundary regions existed with more processes connecting the clusters and individual cells 
together. In these regions, the pruning of neuron processes did not take place as effectively 
as in the small-world regions due to the strong anchorage of cells and clusters to the CNT 
sidewalls. The other fractals (i.e. not the 2-6 fractals) had a combination of desert, small- 
world and boundary regions depending on their D values. In addition, proximity to glial 
proliferations increased the occurrence of small-world regions by facilitating neuronal 
migration and aggregation. This phenomenon played a role in decreasing NSi for the 
fractals compared to the Euclidean geometries. Low D fractals that supported more desert 
or small-world regions had lower NSi, and therefore were located on the left of the 
histogram in Figure 4-8 a inset. As D and iterations increased, desert areas gradually 
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disappeared. Small-world and boundary regions became more prevalent, so increasing the 
number and length of neuron processes gradually (i.e. generating larger NSi). 
 
 




Fractal electrodes that supported more boundary regions, i.e. high D and high 
iterations fractals, had more clusters either close to or attached to the sidewalls. These 
clusters grew neuron processes on both the CNT and Si surfaces as seen in Figure 4-1 a 
and d. In addition, these electrodes provided more edge length for processes to follow. 
Therefore, increases in D and the number of iterations caused an increase in NCNT as 
previously seen in Figure 4-8 b inset. 
The slight improvement of the average behavior of the high regime fractals over the 
Euclidean samples in terms of herding neurons onto the electrodes [Figure 4-8 b] was, as 
stated previously, related to the fact that high regime fractals had lower NSi values 
compared to the Euclidean groups while having the same range of NCNT values. This could 
again be tied to the differences in geometrical characteristics of fractals vs Euclidean 
discussed in section 4-3.4.1. 
 
 




Thus far, it’s known that the fractal electrodes perform better than the 17 DIV 
Euclidean electrodes in terms of herding glial cells into the Si regions and having more 
processes on the CNT electrodes. To compare where the fractals stand with respect to all 
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Euclidean samples, scatterplots of NCNT vs NSi [Figure 4-15 a], GSi vs GCNT [Figure 4-14 
b], NSi vs GSi [Figure 4-15 c] and NCNT vs GCNT [Figure 4-15 d] for fractals and all Euclidean 
samples separated based on DIV were plotted. Solid blue, green, yellow and red lines were 
fits to fractals, 3 DIV, 7 DIV and 17 DIV Euclidean groups respectively. 
For the fractal samples, the neural network on Si has developed further towards an 
optimized state vs Euclidean samples at all DIVs. As seen in Figure 4-15 a, the NSi range 
for fractals was even smaller than the NSi range for 3 DIV Euclidean group, meaning that 
the neural networks were optimized through pruning and joining clusters to a degree that 
the 17 DIV Euclidean samples were not able to reach. And therefore, for roughly the same 
range of NCNT between all groups, the fractal electrodes were more successful in herding 
neurons by speeding up the evolution of the neural networks on Si towards an optimized 
state. This phenomenon goes hand in hand with supporting more glial proliferations 
compared to all DIV Euclidean samples. An inverse relationship exists between NSi and 
GSi. As previously discussed, glial proliferations support neuronal migration towards 
forming a more optimized network in which fewer processes were needed to keep the 
network connected. Figure 4-15 c confirmed these results for all culture durations and all 
geometry types. A decrease in slope of the fit lines from 3 DIV Euclidean towards fractals 
was observed. 
Figure 4-15 b confirmed the already known results that fractal electrodes 
outperformed the 17 DIV and consequently the 3 and 7 DIV Euclidean electrodes in terms 
of herding glial cells into the Si regions. Once again, an ordered gradual change in the slope 
of fit lines from 3 DIV Euclidean towards the fractal state was observed. 
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Figure 4-15 d was interpreted as the gradual evolution of the neural network on the 
CNT surfaces towards an optimized small-world network. The comparable slopes of the 
17 DIV and fractal fit lines confirmed that on the CNT electrodes, neurons behaved 
similarly irrespective of the widths available to them. 
Based on all these observations, it was hypothesized that fractal electrodes at 17 DIV 
evolve the culture system to a state further optimized compared to the Euclidean electrodes 
from the same culture duration. In this sense, fractal cultures could be considered the 
equivalent to a Euclidean electrode that was kept in culture for longer than 17 DIV in terms 
of neural network evolution. Yet, it cannot be claimed that 17 DIV fractals were at the final 
stable state in both neuronal and glial development. Longer cultures would be needed to 
test the status of the networks formed. 
As a final check, unpatterned Si substrates were used for 3, 7 and 17 DIV cultures. 
Normalized total neuron length, NSi, and normalized total glial area, GSi, were calculated 
for each DIV. GSi and NSi median trends vs culture time were plotted for the Si control, 
Euclidean and fractal samples [Figure 4-16 a, b]. These plots confirmed previously found 
results and hypotheses that the presence of patterned materials in interaction with neurons 
and glial cells affects the degree of optimization of the network formed. As seen in Figure 
4-16 a, up to 7 DIV there was no difference between the Euclidean samples and the control 
Si samples in terms of glial area. At 17 DIV, glial proliferation on the control Si surpassed 







Figure 4-15. Time evolution of fractal and Euclidean samples. Scatterplots of a) NCNT vs NSi, b) GSi vs GCNT, c) NSi vs GSi and 
d) NCNT vs GCNT for the 3 DIV (green pentagram), 7 DIV (yellow pentagram), 17 DIV (red pentagram) Euclidean and fractal 
samples (blue diamonds). The Solid blue, green, yellow and red lines are linear fits that pass through 0 for the fractals, 3, 7 and 





NSi, on the other hand, was much lower for the Si control samples than the fractal 
and Euclidean samples at all culture durations. At 17 DIV, the order in which NSi 
increased between groups was reversed compared to GSi, showing an inverse relation 
between the amount of glia and neuron processes on smooth surfaces and the direct effect 
of the existence and closeness of the edges of electrodes on the evolution of the neural 
networks. 
 
Figure 4-16. Comparison between Euclidean, fractal and Si control samples. a) GSi and 





The inherent geometrical properties of fractals give them an advantage over 
Euclidean geometries. The large edge lengths of the electrodes intertwined with the multi- 
scaled interconnected smooth regions between the electrode branches creates a tortuous 
structure that provides a suitable scaffold for neurons to adhere to and grow processes on 
while supporting glial survival and proliferation inside the smooth regions in close 
proximity to the neurons. 
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The fractal dimension, D, and the number of iterations determine fractal properties 
such as total edge length, tortuosity, proximity of electrode branches to smooth surfaces 
and the distribution and scaling of those areas. These parameters directly impact the status 
of a neural network by affecting the degree of aggregation of the neurons into clusters and 
the pruning of processes connecting them. They also determine the freedom that glial cells 
would face while proliferating inside smooth regions. 
Based on the data provided and due to the low number of samples, it was difficult to 
identify a particular fractal with a specific D or number of iterations as the winner. 
Theoretically though, it is known that fractals with high D and iterations support neuronal 
growth because they have larger edge lengths and more tortuous structures, but at the same 
time they inhibit glial proliferation since they lose the interconnected multi-scaled 
characteristic of the smooth Si regions. Low D and low iteration fractals act the opposite. 
They do not have enough edge length and they lose the proximity between the electrodes 
and the smooth regions because they have large interconnected areas between the branches. 
Therefore, they fail in supporting neuronal growth, but would potentially give glial cells 
enough space to proliferate. Choosing a mid to high D fractal with low number of iterations 
would create a balance between the two cases by supporting glial proliferation without 
restriction inside the gaps, having large enough proximity between the electrodes and the 
smooth regions to avoid the creation of desert areas and providing enough edge length to 




FUTURE WORK AND CONCLUSIONS 
 
This chapter covers near future plans for comparing fractals to more Euclidean 
geometries and takes a brief look at the fractal resonance concept as well as the 
conclusions from this work and their application. 
 
 
5-1. Comparison Between Fractal, Grid and Square CNT Electrodes 
 
In the previous chapter, the advantages of fractal geometries over Euclidean rows in 
terms of interacting with retinal neurons and glial cells were discussed. It could be argued 
that other connected Euclidean geometries can compete with fractals depending on their 
geometrical properties. To further test the superiority of fractals over other Euclidean 
electrodes, they were theoretically compared with grids made of square chambers. For a 
grid with length 𝑋𝑋𝐿𝐿, width 𝑤𝑤𝑙𝑙, and number of chambers in a row, 𝑀𝑀, the following 
parameters were calculated: total length, total covering area, total edge length and length 
of a single chamber were calculated: 
1 + √2 
𝐿𝐿𝑙𝑙(𝑋𝑋𝐿𝐿, 𝑀𝑀) = 𝑋𝑋𝐿𝐿(𝑀𝑀 − 1)(  ) 
√2 
 
𝐴𝐴𝑙𝑙(𝑋𝑋𝐿𝐿, 𝑀𝑀, 𝑤𝑤𝑙𝑙) = 𝑤𝑤𝑙𝑙[𝐿𝐿𝑙𝑙 − (𝑀𝑀 − 1)2𝑤𝑤𝑙𝑙] 
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The equations for the fractals were previously mentioned in Chapter II. The 
bounding and covering areas and line widths of the grids were set equal to those of the D 
= 2 fractals with 3, 4, 5 and 6 iterations. The step function in Figure 5-1 represents 𝐴𝐴𝑓𝑓 vs 
number of iterations for D = 2 fractals. The horizontal red lines represent various grids with 
covering areas approximately equal to those of the specific fractals. The Si area of a single 
grid chamber, ag, was then compared to the Amin of the fractals [Figure 5-1 inset]. For 
scaling reasons, the log of ag and Amin were plotted for all four pairs of fractals and grids. 
All grids contained much larger unit chambers compared to their equivalent fractals with 
the same covering and bounding areas. As an example, a grid with bounding and covering 
areas equal to a 2-6 fractal (solid line in Figure 5-1) provided a unit chamber size that was 
~9 times larger than the Amin for the 2-6 fractal. This ratio decreased as the number of 
iterations in the fractal decreased. 
It is hypothesized that depending on the unit chamber size, the probability of having 
small-world or desert regions formed inside them could potentially increase. This then 
plays back into having fewer neuron clusters and processes close to the CNT edges and 
less communication between the Si and CNT neurons meaning decreasing the amount of 
neuron processes on CNT surfaces. As the size of the chamber decreases, the probability 
of having more chambers with no glial cells in them would increase. This could in turn 
affect survivability and synaptic efficacy of the neurons. In addition, the grid chambers are 
disconnected from each other. Glial proliferations inside one chamber cannot migrate to its 
neighbors and therefore empty chambers would remain as they were. Once again, it seems 





Figure 5-1. Covering area of D = 2 fractals plotted versus number of iterations. Covering 
areas of equivalent grids with different unit chamber sizes were plotted as lines for 
comparison. The inset shows a bar plot of the log of chamber areas of grids vs Amin of the 
fractals. In all instances, ag is greater than Amin. 
 
 
To test the predictions made so far, the 2-5 fractals were compared with grids and 
squares featuring the same covering areas. Grids were chosen as a connected Euclidean 
electrode that contains empty areas within them to house glial cells. It also provides a large 
number of edges to support neuronal growth. The width of the grid lines and fractal 
branches were set to be equal. The condition of having the same bounding area for the grid 
and fractal was not applied. Instead, the unit chamber length in the grid was set equal to dv 
for 2-5 fractals (~ 61.2 µm). Thus, chamber areas in the grid were ~ 2.6 times smaller than 
the Amin of the 2-5 fractals. The grids had a length of 3507 µm and 43 chambers in a row. 
Squares were also included as typical electrode shapes used in commercial implants. CNT 
squares with length = 2144 µm were fabricated. The fabrication procedure, CNT synthesis 






Dissociated retinal cells were cultured for 7 and 17 DIV on all three electrode types. Fixing, 
immunohistochemistry and imaging were performed as previously described. 
Preliminary visual observations of fluorescence microscopy images confirmed that 
the grid unit chambers restricted glial proliferation and prevented their migration to other 
areas within the electrode [Figure 5-2 a]. In contrast, glial proliferations in the smallest 
regions of the 2-5 fractals had the opportunity to proliferate into other areas through the 
interconnected space [Figure 5-2 b]. Glial cells on the CNT electrodes followed the shape 
of the electrode making 90° turns when reaching an intersection of CNTs [Figure 5-2 c]. 
Outside the grid boundaries, glial proliferations were prevalent and accompanied small- 
world neural networks. Processes from clusters that formed outside the patterned area 
extended and reached those on the electrodes [Figure 5-2 d]. At 7 DIV, large neuron 
clusters were formed inside the grid chambers, directly in contact with a sidewall in most 
cases. Neuron processes on the CNT electrodes followed the top and bottom edges of the 
electrode [Figure 5-2 e]. Based on observations, it was hard to determine if the grids 
outperformed the fractals in terms of supporting neurons on the CNT electrodes, but 




Figure 5-2. Examples of neuron and glial behavior on grid and fractal electrodes. a) 
Merged fluorescence images of glia and neurons on a grid at 17 DIV showing glial 
proliferations trapped inside grid chambers unable to bridge over CNT electrodes and 
neuron processes following CNT electrodes closely. b) Fluorescence image of glial 
proliferation inside the interconnected Si areas of a 2-5 fractal. c) Merged fluorescence 
images of glia and neurons on a grid at 17 DIV showing glial cells landing on CNT 
electrodes and following the electrode. d) Merged fluorescence images of glia and 
neurons on the side of a grid at 17 DIV showing processes from small-world network 
clusters outside the patterned region connecting to processes on CNT electrodes. e) 
Fluorescence image of neurons on a grid at 7 DIV showing processes on Si inside grid 
chambers following the bottom edges of the electrode. Scale bars in (a), (c), (d) and (e) 
are 50 µm. Scale bar in (b) is 100 µm. 
 
 
Future work will focus on the quantitative comparisons of all three electrode types. 
Normalized total neuron process length and glial area for grids and squares will be 
calculated. The effect of culture time, the interconnected multi-scaled vs disconnected Si 
a b c 
d e 
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areas for the fractals versus grids, the edge length accessible to the neurons and the 





Current implants that interact with various parts of the nervous system face problems 
regarding efficient stimulation and recording. Many studies have focused on making 
improvements to implants by studying electrode materials with enhanced electrical and 
mechanical properties. Yet, there are unresolved issues, especially considering stimulating 
neurons, since the interactions between the biological tissue and the artificial surface of an 
electrode are not fully understood. One major problem that still stands when inserting an 
implant into the nervous system is the reactive gliosis response from glial cells towards 
any injury. Multiple studies have focused on finding chemical or mechanical solutions to 
hinder the glial response. 
The work done in this thesis offers a potential answer to the glial scarring problem 
while focusing at the same time on improvement of the interactions between the electrode’s 
surface and neuronal tissue. A system of materials with specific topographies and 
stiffnesses combined with micron-scale patterning was used to reduce glial cells reaction 
on the electrode surface and confine their proliferation to specific regions of the chip while 
encouraging neuronal adhesion and process elongation on the electrode surface. Euclidean 
and fractal electrodes made of vertically aligned carbon nanotube forests were synthesized 
on a Si substrate. The effect of geometric characteristics of the electrodes on mouse retinal 
cells in 3, 7 and 17 DIV cultures was studied. 
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Chapter II covered the design and fabrication procedure of both Euclidean and H- 
tree fractal samples. The synthesis and characterization of CNT forests, dissociated retinal 
cell cultures, immunohistochemistry, fluorescence and SEM microscopy, image 
processing and statistical analysis of the data was explained. 
In Chapter III, a simple Euclidean geometry of rows of CNT forests separated by Si 
rows with varying widths was used to understand the fundamental behavior of retinal 
neurons and glia in contact with mechanical cues in the culture environment. It was 
discovered that the nanoroughness and lower rigidity of the CNT surfaces was ideal for 
neuronal survival, adhesion and process growth, but not a suitable medium for glial cells. 
Neuron processes followed the edges of the rows when reaching them. Glial cell 
proliferation was hindered on the CNT surfaces due to the lack of motility. On Si surfaces 
on the other hand, neurons survived through aggregation and clustering, and hence neural 
networks that were formed did not have as many processes as the ones on CNT surfaces. 
The smooth and rigid surface of Si enhanced glial proliferation. CNTs in these experiments 
did not go through any type of functionalization to make them hydrophilic and yet they 
were still able to support cell adhesion and survival. A simple system was created that 
successfully hindered glial growth on the surface of the electrode and improved neuronal 
growth while keeping glia inside Si areas in close contact with neurons on both surfaces. 
Chapter IV focused on comparing Euclidean geometries with more complex fractal 
ones. The same general results were observed within the fractal geometries. They confined 
the glial scarring to their Si regions. It was discussed that the multi-scaled interconnected 
Si space had the ability to enhance glial proliferation to a level that was beyond reach of 
Euclidean geometries for the same culture times. It was also shown that the total edge 
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length, tortuosity and average proximity of CNT electrodes to Si areas combined with the 
interconnectivity of the space play an important role in the formation, evolution and 
optimization status of the neural networks formed on the smooth Si surfaces. As a result, 
total neuron process length on the Si surfaces was affected. At the same time, interactions 
between neural networks formed on the Si and CNT surfaces was influenced by changing 
distances of the aggregated cells on the Si from the CNT electrodes. 
In summary, fractal geometries combined with a textured material such as CNT 
forests appear to be a fundamental, permanent solution for preventing glial scars from 
covering the electrodes and improving neuron-electrode connectivity while keeping glia 
close to neurons on both surfaces. Results obtained here are not restricted to subretinal 
implant electrodes and their interactions with neurons and glia. They could be generalized 
to implants that interface with other parts of the central nervous system. However, 
experiments are needed to extend the findings presented here to other neuron types since 
various types of neurons and glia respond differently when exposed to the same 
environment. 
The size of the electrodes suggested in this research were too large to function as a 
single pixel in retinal implants. Future work will focus on reducing the size of the electrodes 
to a 40 µm × 40 µm area in a multi-electrode array (MEA) structure. Exact and randomized 
H-tree fractals as well as traced patterns of neuron processes obtained from cultures on 
CNT squares will be used as potential patterns for CNT electrodes for in vitro and in vivo 
experiments. CNT squares will be used as controls. 40 µm × 40 µm FOVs of neurons 
previously cultured on uniform CNT mats for 17 DIV will be selected, their processes will 
be traced through the neuron process length algorithm. Using the box counting method, 
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their fractal dimensions will be calculated. The chosen D values for H-tree fractals will 
match those of the statistical ones obtained from the traces. The total covering area of 
fractal electrodes and the thickness of the electrode lines will be the same. Applying the 
findings of the current research, the neurons are expected to attach to and follow the CNT 
branches while glial cells will accumulate and proliferate in the empty areas between the 
electrode pixels. No extra distance due to glial scarring is created between the electrode’s 
surface and neurons. To further improve the connectivity between the neurons and these 
smaller electrodes, the fractal resonance hypothesis will be tested. As mentioned before 
neurons are statistical fractals. Various types of neurons have different fractal dimensions 
that are potentially related to their functionality and connectivity to other cells. The 
hypothesis of fractal resonance claims that by using a statistical fractal electrode with a D 
and geometric properties that mimic that of targeted neurons, the electrode will be treated 
as part of the biological system and its integration into the neuronal tissue would be further 
improved. Figure 5-3 shows schematic arrays of micro photodiode electrodes with exact 
and statistical fractal electrodes. Glial cells are shown to proliferate in the smooth areas 






Figure 5-3. Fractal resonance and herding results applied to the design of implant 
electrodes. Micro photodiode arrays with a) exact H-tree and b) statistical fractal 
electrodes. Statistical fractals are actual traces of neuron processes cultured on uniform 
CNT mats. Each pixel is 40 µm × 40 µm. Conductive electrodes, the insulator and 
photodiode parts are shown in grey, yellow and blue respectively. The glial cells (green) 
accumulate the smooth areas between pixels and bipolar neurons (pink) adhere to and 
follow the fractal branches. 
 
 
Finally, it should be mentioned that the in vitro cell cultures are simplified two- 
dimensional models of the three-dimensional biological tissue scaffolds. They are the 
necessary first step for studying complex behaviors of cells and their interactions with the 
environment. Future studies of explants and in vivo implants as three-dimensional 
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