In this article we survey recent results on the asymptotic enumeration of planar graphs and, more generally, graphs embeddable in a fixed surface and graphs defined in terms of excluded minors. We also discuss in detail properties of random planar graphs, such as the number of edges, the degree distribution or the size of the largest k-connected component. Most of the results we present use generating functions and analytic tools.
Introduction
We consider planar graphs as combinatorial objects, regardless of how many different embeddings they may have in the plane. Let g n be the number of labelled planar graphs with n vertices, and let R n be a graph taken uniformly at random among all g n labelled planar graphs with n vertices. The main questions we are interested in are the following.
(1) How large is g n asymptotically?
(2) Which are the typical properties of R n for n large? (3) What can be said about related families of graphs?
As we are going to see, we have a complete answer to question (1) , and significant results concerning (2) and (3) . A precise estimate for g n was obtained by the present authors [38] , together with the derivation of limit laws for the basic parameters in random planar graphs. The techniques introduced in [38] have been applied to the analysis of other classes of graphs [12, 35] , to the analysis of more advanced parameters [24, 25, 39] , and to the uniform sampling of planar graphs [30] . A more probabilistic approach for analysing similar questions is used in [47, 48, 44, 46] .
Graph enumeration is a well-established subject in combinatorics. The monograph by Harary and Palmer [40] is mostly devoted to determining the number of unlabelled graphs of various kinds with given number of vertices and edges, and the main tool is Pólya's enumeration theorem [57] . Closer in spirit to this paper is the monograph by Moon [50] , a thorough account of the enumeration of labelled trees and parameters in random trees. After the 1970s there is more emphasis on asymptotics, and on the interplay between graph enumeration and the theory of random graphs. A noteworthy example is the enumeration of regular graphs and, more generally, graphs with given degree sequence [15, 69] .
The main source and motivation for the results reviewed here is the theory of map enumeration. A map is a connected planar graph together with a particular embedding in the plane. There is a rich and beautiful theory of map enumeration, started by Tutte in the 1960s. The field has grown enormously since then and many classes of maps have been studied, including maps in arbitrary surfaces. Moreover, deep connections with algebra, geometry and physics have been uncovered [42] .
Some of the results on maps are key ingredients in the enumeration of planar graphs. This was first realized by Bender, Gao and Wormald [4] , and opened the way to many enumerative results that followed. However, we wish to point out that counting planar graphs is more difficult than counting planar maps. First, the generating functions for planar graphs are no longer algebraic; and secondly, we need to root planar graphs both at vertices and at edges, and this implies quite non-trivial relations among the various generating functions involved.
Here is an outline of the paper. Sections 1 to 4 contain background material: decomposition of graphs into 2-connected and 3-connected components; generating functions associated to planar graphs; planar maps and their connection with planar graphs; and a quick introduction to the analytic tools based on singularity analysis. In Section 5 we present the asymptotic enumeration of planar graphs, one of the main results reviewed in this paper.
Sections 6 to 8 are devoted to random graphs. In Section 6 we define the model of random planar graphs and discuss some of the basic parameters, like the number of edges and the number of components. In Section 7 we study the distribution of vertex degrees, and in Section 8 we discuss extremal parameters, with particular emphasis on the size of the largest 2-connected component.
In Section 9 we introduce a general framework for enumerating classes of graphs with given 3-connected components, and for analysing random graphs from these classes. We show a dichotomy between classes similar to planar graphs, in which the largest block is of linear size, and classes similar to series-parallel graphs, in which the largest block is small. Section 10 gives an overview of graphs embeddable in higher surfaces and classes of graphs defined in terms of excluded minors.
Section 11 is devoted to the study of graphs with given average degree and shows examples of graph classes in which the structure depends critically on the average degree. In Section 12 we discuss algorithms for sampling planar graphs uniformly at random, and in Section 13 we review briefly what is known about unlabelled graphs.
Finally, a few words on notation and terminology. All graphs are finite, simple and labelled, and n is the number of vertices. Generating functions are of the exponential type, unless we explicitly state the contrary. Variables x and y mark, respectively, vertices and edges; variable z marks edges in 3-connected graphs and maps. By [x n ]A(x) we mean the coefficient of x n in the power series A(x). The partial derivatives of A(x, y) with respect to x and y are written A (x, y) and A y (x, y). The notation a n ∼ b n is equivalent to lim n→∞ a n /b n = 1. By a.a.s. we mean asymptotically almost surely, which in our case means a property of random graphs whose probability tends to 1 as n goes to infinity. The probability of an event A is written P(A), and the expected value of a random variable X is written E[X].
Graph decompositions
We start by recalling the elementary fact that a graph decomposes into disjoint connected components. It is also well known that a connected graph decomposes into blocks, or 2-connected components, along cut vertices. As illustrated in Figure 1 , the blocks and the cut vertices are arranged in a tree-like structure. Notice that the blocks can share vertices but not edges, and that a single edge is the smallest block.
Possibly less known is the fact, due to Tutte [64] , that a 2-connected graph decomposes into 3-connected components. We present here a brief outline of the theory; for a more formal and comprehensive exposition we refer to [19] . Let G be a 2-connected graph and let {x, y} be a 2-cut of G. Let V 1 , . . . , V k be the vertex sets of the k ≥ 2 connected components after removing {x, y}, and let G i be the subgraph of G induced by V i ∪ {x, y}. We say that the 2-cut {x, y} is good if any other 2-cut {u, v} of G is contained in some G i ; otherwise we call it bad. Good 2-cuts in 2-connected graphs play the role of cut vertices in connected graphs, since they decompose the graph into smaller pieces forming a tree-like structure, as in Figure 2 . We proceed to show that the only 2-connected graphs without good 2-cuts are either 3-connected or cycles, represented respectively by black and white vertices in the tree of the figure; grey vertices in the tree correspond to 2-cuts that induce three or more connected components. For this we need a simple lemma. Proof Clearly, if (a), (b) and (c) hold then the 2-cut {x, y} is bad, since the cut vertices of G 1 and G 2 form a 2-cut of G that disconnects x from y, as in Figure 3 .
To prove the converse, assume that the 2-cut {x, y} is bad, and let {u, v} be another 2-cut of G where u ∈ V 1 and v ∈ V 2 . Note that {u, v} disconnects x from y, otherwise either u or v are cut vertices of G, a contradiction since G is 2-connected. Conditions (a), (b) and (c) follow from this observation. Let now G be a 2-connected graph without good 2-cuts. Then either G has no 2-cuts at all and it is 3-connected (or a triangle), or else all its 2-cuts are bad. Let {x, y} be one of them. The proof of Lemma 1.1 implies that G is as in Figure 3 , that is, vertices x, y, u and v divide G into four subgraphs G xu , G xv , G yu and G yv . Consider for instance G xu : it is either a single edge joining u and x, or it contains some other vertices. In this case {u, x} is a 2-cut of G, which is bad by assumption. It follows that G xu has a cut vertex. An induction argument shows that G must be a cycle with at least 4 vertices, as was to be proved.
Let us consider again the tree structure obtained by decomposing a graph along good 2-cuts. We say that we have an h-composition when the different pieces are joined along a 3-connected graph H (black nodes in Figure 2) ; a series composition when the subgraphs are joined along a cycle (white nodes); and a parallel composition when we have several subgraphs that share a common 2-cut (grey nodes). Parallel compositions can be seen also as joining subgraphs along cocycles, that is, two vertices joined by parallel edges.
The consequence of the previous decompositions is that 3-connected graphs can be considered as the building blocks of all graphs. In particular, this also applies to planar graphs, since it is easy to check that a graph is planar if and only if all its connected, 2-connected and 3-connected components are planar.
Generating functions
Generating functions are the key tool we use for enumeration. Let G be a class of labelled graphs with the property, shared by the class of planar graphs, that a graph is in G if and only if all its connected, 2-connected and 3-connected components are in G. Let g n be the number of graphs in G with n vertices. The associated generating function (GF for short) is
Since our graphs are labelled, it is an exponential GF. Similarly, let c n be the number of connected graphs in G with n vertices, and let C(x) be the associated GF. Then we have
since the exponential operator applied to GFs corresponds to taking (unordered) connected components. Here and throughout we use the so-called symbolic method for translating combinatorial constructions into equations satisfied by the associated generating functions; see [28] for a thorough exposition. Let now b n be the number of 2-connected graphs in G with n vertices, and let B(x) be the associated GF. The equation linking C(x) and B(x) is a bit more complex than (2.1), but still elementary:
where C (x) and B (x) are derivatives. We do not cancel x since we are going to work with xC (x) = nc n x n /n!. This is the GF associated to connected graphs rooted at a vertex, since there are n ways to select the root vertex. Equation (2.2) reflects the recursive decomposition of rooted connected graphs. The term exp(B ) corresponds to the set of 2-connected components containing the root, and the substitution B (xC (x)) encodes the recursion. In order to discuss the situation for 3-connected graphs, we need to enrich our generating functions by taking into account also the number of edges. Let g n,k be the number of graphs in G with n vertices and k edges, and let
be the associated bivariate GF. We define similarly C(x, y) and B(x, y) for connected and 2-connected graphs, respectively. Notice that if we set y = 1 (that is, we ignore the edges), then we recover the univariate GFs introduced above. Equations (2.1) and (2.2) extend naturally to
where the derivatives are partial derivatives with respect to x. This is because connected and 2-connected components do not share edges.
Next we introduce a class of graphs closely related to 2-connected graphs. A network is a graph with two distinguished vertices, called poles, such that the graph obtained by adding an edge between the two poles (if they are not adjacent) is 2-connected. If there is an edge joining the poles, it is called the root edge. Moreover, the two poles are not labelled but they are distinguishable . Networks are the key technical device for encoding the decomposition of 2-connected graphs into 3-connected components. Let D(x, y) be the GF associated to networks, where again x and y mark vertices and edges. Then we have
where B y denotes derivative with respect to y. The left-hand side corresponds to 2-connected graphs rooted at an oriented edge, and this edge may be included or not; hence the factor 2(1+y). The right-hand side corresponds to networks (possibly empty), where the factor x 2 gives labels to the two poles.
We distinguish between three kinds of networks. A network is series if it is obtained from a cycle C with a distinguished edge e, whose endpoints become the poles, and every edge different from e is replaced by a network. Equivalently, when removing the root edge if present, the resulting graph is not 2-connected. A network is parallel if it is obtained by gluing two or more networks, none of them containing the root edge, along the common poles. Equivalently, when the two poles are a 2-cut of the network. Finally, an h-network is obtained from a 3-connected graph H rooted at an oriented edge, by replacing every edge of H (other than the root) by an arbitrary network. In each of the three cases the edge joining the poles can be added or not. In addition, we must consider the trivial network consisting of a single edge. Trakhtenbrot [60] showed that a network is either series, parallel or an h-network, and Walsh [67] translated this fact into generating functions as we show next.
In order to establish the equation defining D(x, y) we need the GF
where t n,k is the number of 3-connected graphs in G with n vertices and k edges. Notice that in this case the we use variable z for marking edges instead of y. Let S(x, y) be the GF of series networks without root edge. A series network is a sequence of k ≥ 2 networks where we identify the second pole of the i-th network with the first pole of the (i + 1)-th network (see Figure 4) . We can make this decomposition unique by observing that a series network is the composition of a network which is not series (they are enumerated by D(x, y) − S(x, y)) with an arbitrary network. This translates into the equation
(2.5) Figure 4 : Series composition of networks.
Next we remark that a network is either a series network, or an h-network, or the parallel composition of series and h-networks along the common poles. Series networks are enumerated by the generating function S(x, y) and h-networks by 2x −2 T z (x, D(x, y)). The latter corresponds to 3-connected graphs rooted at a directed edge, in which the root is deleted and its endpoints bear no label, and every other edge is replaced by a network. Thus we have 6) where the term (1 + y) corresponds to adding or not adding an edge between the poles, and the term exp S +2x −2 T z ) corresponds to composition of networks formed with series and h-networks. We subtract 1 to remove the graph with two vertices and no edges. Finally, eliminating S(x, y) from (2.5) and (2.6), we obtain the defining equation
Summarizing, T (x, z) determines D(x, y) uniquely, which in turn determines B(x, y), which in turn determines C(x, y) and G(x, y). In other words, if we know the GF of 3-connected graphs in the class G then, to some extent, we know the GF for all graphs in the class. Admittedly, this is via a chain of non-trivial functionaldifferential equations (2.7), (2.4), (2.3) starting with T (x, z) and ending with G(x, y), but the crucial point is that the former determines the latter.
Let us consider the class of planar graphs, which is the most interesting example for us. The smallest 3-connected planar graphs are K 4 , the wheel W 4 with four spokes, and K − 5 , the graph K 5 minus one edge. They can be labelled, respectively, in 1, 15 and 10 ways. Hence
For instance, there are 7 planar networks with 4 edges and two labelled vertices (in addition to the two poles), which are depicted in Figure 5 . 3! + (16y 3 + 15y 4 + 6y 5 + y 6 )
For instance, the term 16y 3 x 4 /4! in C(x, y) accounts for the 16 labelled trees on 4 vertices. The last equation corresponds to the fact that all graphs up to 5 vertices are planar with only the exception of K 5 , which has a unique labelling. The moral of the preceding computations is that from the knowledge of T (x, z) we can effectively obtain the first coefficients of G(x, y), that is, the number of planar graphs with a given number of vertices and edges. This applies to any class of graphs satisfying the condition stated at the beginning of this section.
The good news is that we have an explicit expression for T (x, z) in the case of planar graphs. This is discussed in the next section, together with Whitney's theorem and the theory of map enumeration.
Maps and graphs
A planar graph can have several non-equivalent embeddings in the plane. For instance, the two drawings in Figure 6 correspond to different embeddings: they cannot be transformed into each other by a homeomorphism of the plane. A connected (unlabelled) planar graph together with a specific embedding is called a planar map. From now on we omit the qualifier and speak simply of maps. This definition can be made completely rigorous by considering the circular ordering of the edges around each vertex [49] . We remark that maps are usually allowed to have loops and multiple edges, but not in our case. In this paper we consider only rooted maps: an edge r = − → xy of the map is selected and oriented, and becomes the root edge; x is the root vertex and the face to the right of r (usually chosen to be the outer face) is the root face. Two rooted maps are isomorphic if there is bijection that fixes the root and preserves incidences between vertices, edges and faces. A very useful property of rooting for the purpose of counting is that, as is easily checked, rooted maps do not have non-trivial isomorphisms.
We need at this point the classical theorem of Whitney [68] : a 3-connected planar graph has a unique embedding in the sphere up to homeomorphism, or a unique embedding in the plane up to the choice of the outer face. As a consequence, counting 3-connected planar graphs is essentially equivalent to counting 3-connected maps. More precisely, if M n,k is the number of 3-connected rooted maps with n vertices and k edges, and t n,k the number of 3-connected graphs as before, then, as observed in [4] , n! M n,k = 4k t n,k .
Indeed, both sides count in two ways labelled rooted 3-connected maps. This implies the relation
between the ordinary GF of maps and the exponential GF of graphs. Hence knowing M (x, z) we have access to T (x, z) which, we recall, is the starting point for the enumeration of planar graphs. The series M (x, z) was obtained by Mullin and Schellenberg [51] . They showed that
where U (x, z) and V (x, z) are algebraic functions given by
Observe that M , being a rational function of algebraic functions, is also algebraic. We remark that the solution in [51] is given according to the number of vertices and faces, but by Euler's formula this also determines the number of edges. Let us sketch the main ideas from [51] . There is a simple bijection between 2-connected maps (without loops or multiple edges) and quadrangulations. To a map M we associate a quadrangulation Q as follows. For every face f of M , add a new vertex f and join it to all the vertices incident with f . Now erase all the edges of M to obtain the map Q (see Figure 7) . It is not difficult to check that under this bijection 3-connected maps correspond precisely to quadrangulations without separating quadrangles. For counting the latter the approach is similar to that used by Tutte [62] for counting triangulations without separating triangles. We close this section with two remarks. The theory of map enumeration was started by Tutte in his famous 'census' papers, including [62, 63] . Many classes of rooted maps have been enumerated since then, but not all of them; for instance, a notable open problem is counting 4-connected maps. They lead invariably to algebraic (ordinary) generating functions. The main reason is that the embedding gives a natural ordering on the edges and faces around a vertex, and also on the 2-connected components around a cut vertex. This corresponds to the sequence construction, which translates into the operator 1/(1 − A(x)) for GFs. However the set construction, used extensively in Section 2, gives rise to the exponential operator exp A(x). As a rule, graph enumeration leads to non-algebraic GFs, unless the degree of connectivity makes it equivalent to map enumeration. However, as we see later, from an analytic point the algebraic nature of M (x, z) determines in an essential way the shape of the asymptotic estimates for planar graphs.
The second remark is that maps have been studied also in surfaces of higher genus, leading again to algebraic GFs; see [2, 31] for the enumeration of maps in general surfaces. Later in Section 10 we discuss graphs on general surfaces.
Analytic combinatorics
In order to obtain asymptotic estimates and probability limit laws, we need to consider generating functions as analytic functions of complex variables. We enter here the field of analytic combinatorics, as developed in the forthcoming book by Flajolet and Sedgewick [28] . In this section we review the principles of the theory and discuss the results needed later.
Let A(x) = a n x n be a power series with non-negative coefficients, a natural assumption in enumeration, and suppose A(x) has radius of convergence ρ > 0. Thus A(x) defines an analytic function of x in the open disk |x| < ρ of the complex plane. Our goal is to estimate the order of magnitude of the a n . The first approximation comes from the value of ρ. Indeed, it is well known that
In our applications the lim sup is always a limit and we have
where w(n) grows subexponentially, in the sense that lim w(n) 1/n = 1. The typical shape we encounter is w(n) = c·n α , where c is a constant and α is a rational number, most often α = ν/2 for some integer ν. The value ρ −1 is called the growth constant of the a n . Pringsheim's theorem guarantees that ρ is a singularity of A(x), that is, A(x) cannot be analytically continued in a neighbourhood of ρ. Since A(x) is analytic for |x| < ρ, we see that ρ is a singularity of smallest modulus, also called a dominant singularity. There might be other singularities of modulus ρ, but this situation does not arise in our context and we can assume from now on that x = ρ is the unique dominant singularity.
The estimate (4.1) tells us that the exponential growth of the a n is determined by the location of the dominant singularity; this is the first principle. The second principle is that the subexponential term w(n) is determined by the nature of the dominant singularity, that is, by the behaviour of A(x) near ρ. As an example let us consider the generating function of the Catalan numbers
The dominant singularity is at x = 1/4, because the function √ z of a complex variable z cannot be defined analytically in a neighbourhood of 0. Using Stirling's estimate it follows easily that
Thus the subexponential term is of the form n −3/2 . In general we do not have a closed form expression for the coefficients a n of A(x). However, the theory of singularity analysis [27, 28] allows one to obtain precise estimates of the coefficients under rather general conditions on the behaviour of A(x) near the dominant singularity ρ. The following result is a simplified version, adapted to our needs, of the basic 'transfer theorem' from [27] . For R > ρ > 0 and 0 < φ < π/2, define the complex domain 
In combinatorial applications, the analytic conditions of the previous theorem are often easy to establish. The proof of Theorem 4.1 is based on Cauchy's integral formula
x n+1 dx, together with a suitable selection of the contour C enclosing the origin, and a careful analysis of the main contribution in the integral; we refer to [28, Chapter 6] for details.
The main point is that from the knowledge of f (x) near the singularity ρ we can deduce a precise asymptotic estimate for [x n ]f (x). When f (x) is an algebraic function, the Newton-Puiseux theorem provides a representation of f (x) as a series in fractional powers of 1 − x/ρ. Typically one has a square-root singular expansion, that is, an expansion of f (x) near x = ρ in powers of 1 − x/ρ. The trivial example in (4.2) is an exact square root, that is, c(x) satisfies the hypothesis of the theorem with α = −1/2, and we get a term n −3/2 , in accordance with (4.3).
For the algebraic generating functions associated to planar maps one systematically encounters α = −3/2 and a corresponding subexponential term n −5/2 . This kind of universal law for maps is very remarkable and we do not have yet a clear explanation for it [17] . The case of 3-connected maps is discussed in the next section.
The singular expansions we encounter in this paper are always of the form
where X = 1 − x/ρ. That is, 2k + 1 is the smallest odd integer i such that f i = 0. The even powers of X are analytic functions and do not contribute to the asymptotics of [x n ]f (x). The number e = (2k + 1)/2 is called the singular exponent, and by the transfer theorem we obtain the estimate
where c = f 2k+1 /Γ(−e).
The number of planar graphs
This section is devoted to the asymptotic enumeration of planar graphs. Bender, Gao and Wormald [4] showed that the number b n of 2-connected planar graphs with n vertices is asymptotically
where b and δ are well-defined analytic constants and δ ≈ 26.18412. The proof is based, as we discuss below, on the decomposition of 2-connected graphs into 3-connected components, and on the enumeration of 3-connected planar maps.
Extending the techniques introduced in [4] , the present authors were able to prove the following result [38] .
Theorem 5.1 Let g n and c n be, respectively, the number of planar graphs and connected planar graphs with n vertices. Then
where g, c and γ are well-defined analytic constants and γ ≈ 27.22688.
The proof of Theorem 5.1 is quite technical and we refer to [38] for details. Here we sketch the main ingredients in the proof. For the remainder of the this section, all graphs are planar.
We start with 3-connected graphs. If M n = k M n,k is the number of 3-connected maps with n vertices as in Section 3, then M (x) = M n x n has a unique dominant singularity at r = (7 √ 7 − 17)/32. This value is obtained as the root of the discriminant of the quartic equation (3.3) defining U (x, 1).
The singular expansion of M (x) near r is of the form
where X = 1 − x/r. Applying Theorem 4.1 we get an estimate M n ∼ c 1 ·n −5/2 r −n , where c 1 is a suitable constant. Equation (3.1) then implies an estimate for the number t n = k t n,k of 3-connected planar graphs of the form
Observe that the growth constant for 3-connected graphs is
The approach taken in [4] for counting 2-connected planar graphs is rather indirect. From (2.7) it follows a singular expansion
where now X = 1 − x/R(y), and R(y) is the dominant singularity of D(x, y) as a function of x. We stress the fact that the singularity R(y) comes from the corresponding singularity of T (x, z), that is, (2.7) does not introduce new singularities. As a consequence the local expansion of D(x, y) near R(y) is of an algebraic nature.
If we set y = 1 (ignore the number of edges) we get an expansion
where δ = R −1 is the growth constant in (5.1). Now setting y = 1 in Equation (2.4) we obtain the relation 4
The sum on the left is the unnormalized expected value µ n of the number of edges in 2-connected graphs, that is, k kb n,k = µ n b n . Applying the results in [6] , a limit normal law follows, with µ n ∼ κn for a computable constant κ ≈ 2.2629. Then we have
and the estimate (5.1) follows.
In order to proceed further we need an expression for B(x, y) in terms of D(x, y). This is accomplished in [38] by solving the differential equation (2.4) ; that is, by finding a primitive of (1 + D(x, y))/(1 + y), considered as a function of y. This is a key technical result whose proof relies on algebraic manipulation. We quote the result in full just to give an idea of the shape of the resulting expression.
where
and
Admittedly, this is rather unwieldy but it has the advantage of being an explicit expression for B(x, y), hence also for B(x) setting y = 1, in terms of known functions D(x, y) and U (x, z). It is remarkable that Chapuy et al. [19] have been able to obtain a completely combinatorial interpretation of all the terms in the preceding expression for B(x, y). By plugging (5.3) into (5.4) and setting y = 1, we obtain a singular expansion
again with X = 1 − x/R. Once more, (5.4) does not introduce new singularities and R is also the main singularity of B(x). Observe that the singular exponent in (5.3) is 3/2 and not 5/2 as above. The reason is that networks are rooted objects, and rooting corresponds to differentiation and decreases the singular exponent by one.
From the previous expansion we can recover (5.1) by using the transfer theorem. But the important point is that now we can analyse C(x), the GF for connected graphs, using Equation (2.2), which we recall is xC (x) = xe B (xC (x)) . If we set F (x) = xC (x) for convenience, it can be rewritten as
This means that ψ(u) = ue
is the functional inverse of F (x). The dominant singularity of ψ is the same as that of B(x), which is equal to R. In order to determine the dominant singularity ρ of F (x), we have to decide which of the following possibilities hold.
1. There exists τ ∈ (0, R) (necessarily unique) such that ψ (τ ) = 0. By the implicit function theorem ψ ceases to be invertible at τ , and ρ = ψ(τ ).
The condition ψ (τ ) = 0 is equivalent to B (τ ) = 1/τ . Since B (u) is increasing (the series B(u) has positive coefficients) and 1/u is decreasing, we are in case (2) if and only if B (R) < 1/R. Using the explicit expression (5.4) we can check that this is the case, hence ρ = ψ(R).
We have determined ρ = Re −B (R) ≈ 0.03672841, and the growth constant for planar graphs γ = ρ −1 ≈ 27.22688 in Theorem 5.1. We record for further reference the inverse relation
The fact that ψ does not vanish and ρ = ψ(R) implies that we have to invert ψ precisely at the singularity R in order to obtain the singularity ρ of F (x). It follows that the inverse function F (x) has a singular expansion near ρ in powers of 1 − x/ρ similar to (5.5), although with singular exponent 3/2 because F (x) = xC (x) enumerates rooted graphs. By integration we get an expansion for C(x) and using (2.1) we get in turn an expansion for G(x):
where now X = 1 − x/ρ. Then the transfer theorem gives directly (5.2), where
Summarizing, the main ingredients for the solution are the following:
1. An explicit expression for the GF of 3-connected graphs T (x, z). In the planar case this comes from the equivalence between 3-connected planar maps and graphs (Whitney's theorem), together with the enumeration of 3-connected maps [51] .
2. Equations (2.4) and (2.7) linking 3-connected and 2-connected graphs through networks, first used in [4] for counting 2-connected planar graphs.
3. An explicit solution of the differential equation (2.4). As shown in [38] this can be a difficult technical step.
4. Singularity analysis of the different generating functions involved and transfer theorems, in the spirit of [28] .
This basic scheme can be worked out in principle for any class of graphs whenever we know the 3-connected members well enough to get an expression for T (x, z). In Section 9 we develop such a general approach.
Random planar graphs
In this section we show how to prove results about random planar graphs using generating functions. But first, what is a random planar graph? We work with the following model, introduced by Denise, Vasconcellos and Welsh [21] . Let G n be the set of labelled planar graphs with n vertices, and let g n = |G n | as in the previous section. We let R n be a graph taken from G n at random with the uniform distribution, that is, each graph is taken with probability 1/g n . We are interested in typical properties of R n as n → ∞.
Possibly the most basic parameter is the number of edges e(R n ). Since a planar graph has at most 3n − 6 edges, the range of this random variable is [0, 3n]. It was shown in [21] that the expected value of e(R n ) is at least 3n/2. This result was sharpened later [16, 36, 55] to P(1.85 n < e(R n ) < 2.44 n) → 1, as n → ∞.
As we show below, e(R n ) is in fact strongly concentrated around 2.21n. The first substantial progress on random planar graphs was by McDiarmid, Steger and Welsh [47] . One of their main results is that, for any fixed labelled planar graph H, R n contains a.a.s. a linear number of disjoint copies of H. This kind of 'density' result holds for many classes of maps; see [5, 34] and the references therein. It was also proved for 2-connected planar graphs in [4] .
More precisely, fixing a root vertex r in H, each of these copies is attached to the rest of R n through a single edge incident with the vertex in the copy corresponding to r (see Figure 9) , and moreover the labelling in each copy is order-isomorphic to the labelling of H. Such a copy is called in [47] an appearance of H. If we let f H (R n ) be the number of appearances of H, then f H (R n ) is linear in n. The precise result from [47] is the following. Theorem 6.1 Let H be a planar graph with h vertices. Then there exists α depending only on h such that for n large enough In particular, for k > 0 let H be a star with k vertices and the root at the center of the star. Then we obtain that a.a.s. R n has a linear number of vertices of degree k. A noteworthy consequence is that with high probability R n has exponentially many automorphisms. Indeed, take H as the star with two branches and notice that each copy of H in the above sense produces an automorphism of order two. Since these automorphisms can be composed independently and there are linearly many copies, the result follows.
A useful feature of Theorem 6.1 is that it holds not only for random planar graphs, but more generally for random graphs taken from a class G satisfying the following conditions: (i) if g n is the number of (labelled) graphs in G with n vertices, then g n ≤ c n n! for some constant c; (ii) a graph G is in G if and only if each component of G is in G; and (iii) for each graph in G, if u and v are in different components then the graph obtained by adding an edge between u and v is also in G. For instance, these conditions are satisfied for the class of graphs avoiding a fixed collection of 2-connected graphs as minors; condition (i) is the only non-trivial one and it holds by a result from [53] . We go back to graph minors later in Section 10.
We come now to the use of analytic methods, which give less general but very precise results. Let us recall that
is the generating function of planar graphs, where x and y mark vertices and edges, respectively. The first observation is that the probability generating function of the random variable e(R n ), the number of edges, is equal to
since g n,k /g n is the probability that a random planar graph with n vertices has exactly k edges. In Section 5 we have seen that g n ∼ g · n −7/2 γ n n!. If we fix y > 0 and consider G(x, y) as a function of x then it can be shown, using again singularity
where g(y) and γ(y) are analytic functions of y (observe that g(1) = g and γ(1) = γ). We see that the dominant singularity γ(y) −1 moves with y but the exponent −7/2 remains unchanged. If we take into account error terms in the previous expansion, it follows that
Thus the probability generating function is asymptotically 'almost' a fixed power of n. An exact power would correspond to a sum of n independent identically distributed random variables. It is well known that in this case the classical Central Limit Theorem implies a normal distribution. The so called Quasi-Powers Theorem [28] shows that from (6.1) one can prove that the limiting distribution is again normal. The precise result proved in [38] is the following.
Theorem 6.2 The number of edges e(R n ) in a random planar graph with n vertices is asymptotically normal, and the mean µ n and variance σ 2 n satisfy
where κ ≈ 2.21326 and λ ≈ 0.43034 are well-defined analytic constants. The same is true, with the same constants, for connected random planar graphs.
Another result from [38] is a central limit theorem for the number of appearances of a planar subgraph, as defined above. 
where ρ = γ −1 and γ is as in Theorem 5.1.
Notice in particular that the variance does not depend on H at all, and the expected value depends only on h and not on the structure of H. The full statement in [38] provides also large deviations estimates, thus making more precise the statement in Theorem 6.1. We now turn to a different parameter. It is shown in [47] that the probability that a random planar graph is connected is bounded away from 0 and from 1, and that the number of connected components is stochastically dominated by 1 + X, where X is a Poisson distribution with mean 1. This is made more precise in [38] , where the following is proved.
Theorem 6.4
The number of connected components in a random planar graph is distributed asymptotically as a 1 + X, where X is a Poisson law of parameter ν, and ν ≈ 0.037439 is a well-defined constant. In particular, the probability that a random planar graph is connected tends to e −ν ≈ 0.96325.
The proof uses the fact that C(x) k /k! is the GF for planar graphs with exactly k components. By taking the k-th power in (5.8) and using G(x) = exp C(x), we get
Now the probability that a random planar graph has exactly k components is asymp-
where ν = C 0 . This is the Poisson distribution shifted by one, which is consistent, since the number of components is always positive.
As we discuss later in Section 9, the main results about the normal limit law for the number of edges and the Poisson limit law for the number of components can be proved for other classes of graphs, like series-parallel graphs and more generally graphs not containing some particular 3-connected graph graph as a minor, provided we have access to the counting generating functions.
It is natural to ask which additional parameters of planar graphs can be studied using our combinatorial and analytic framework. Clearly such a parameter has to appear, either explicitly or implicitly, in the successive graph decompositions into connected, 2-connected or 3-connected components. For instance, it is not too difficult to study parameters like the number of 2-connected components, the number of cut vertices, or the number of copies of a particular connected or 2-connected component [38] . On the other hand, parameters like the diameter or the number of k-colourings do not seem to fit into our scheme. In the next two sections we analyse several parameters that, although more complex than those of the present section, still can be analysed using combinatorial decompositions and analytic methods.
Degree distribution
We are interested in the number of vertices of a given degree in a random labelled planar graph. The first observation is that, following Theorem 6.1, with high probability there is a linear number of vertices of degree k for each k > 0. As we see now it is possible to obtain more precise results.
This problem is analysed in [25] , and for the simpler class of series-parallel graphs it is proved that for each fixed k > 0, the number of vertices of degree k is asymptotically normal with linear mean and variance. The proof proceeds by establishing a system of equations satisfied by the generating functions A i , enumerating rooted graphs with a root of degree i = 1, 2, . . . , k, ∞, where ∞ means larger than k. The main tool is an extension of the analytic methods developed in [23] for proving central limit theorems.
For planar graphs it is an open problem to prove a normal limit law, but linearity of expectation has been established [24] . For each k > 0, the expected number of vertices of degree k in random planar graphs is asymptotically d k n, for computable constants d k > 0. This is equivalent to saying that the probability that a fixed vertex, say vertex with label 1, has degree k tends to a limit d k as n goes to infinity (just consider for each vertex a variable indicating whether it has degree k). It is shown in [24] that this limit exists and an explicit expression for the probability generating function is obtained. 
for computable constants c ≈ 3.01751 and q ≈ 0.67345.
Analogous results are proved for 2-and 3-connected planar graphs, with the same value of q for 2-connected graphs, and q = √ 7 − 2 for 3-connected graphs. We remark that the subexponential term k −1/2 in the previous estimate is the usual pattern for several classes of planar maps [43] Table 1 displays the approximate values for small degrees. Table 1 : Probabilities of small degrees.
In the remainder of this section, we outline the proof of Theorem 7.1, which is quite technical [24] . A first observation is that the degree distribution is the same for planar graphs and for connected planar graphs; an intuitive explanation is that, as we discuss in the next section, the expected number of vertices not in the largest component in a random planar graph is constant. Also, d 0 = 0 since the number of isolated vertices follows a discrete Poisson law.
Let C • (x, w) denote the generating function of rooted connected planar graphs where w marks the degree of the root and the root bears no label. This parameter is additive, in the sense that the degree of the root v is the sum of the degrees of the 2-connected components containing v. If B • (x, w) denotes the corresponding generating function for rooted 2-connected planar graphs, then we have
Notice that, unlike Equation (2.2), this is not a recursive equation for C • (x, w). The reason is that we are recording only the degree of the root. Since C (x) is already well known to us, we concentrate on B • (x, w). Once more, we take as starting point the decomposition of 2-connected graphs into 3-connected components. Let D(x, y, w), S(x, y, w) and T • (x, z, w) denote, respectively, the GFs of networks, series networks with non-adjacent poles, and 3-connected planar graphs rooted at a directed edge, where w marks the degree of the first pole for networks, and the degree of the tail of the root edge for graphs. The equations linking these GFs are wB • w (x, y, w) = xyw exp (S(x, y, w)) , (7.2)
S(x, y, w) = xD(x, y) (D(x, y, w) − S(x, y, w)) , Equations (7.2), (7.3) and (7.4) are the analogues of (2.4), (2.5) and (2.6), respectively, when taking into account the degree of the root. They depend on D(x, y), which we already know, and on T • (x, z, w), which we do not. Also, observe that the term B y in (2.4) becomes B • w in (7.2), and not B • y (otherwise, there would be two roots, the vertex root whose degree is marked by w, and the edge marked by the partial derivative). Thus, an integration step in the spirit of Lemma 5.2 is required to obtain a (quite long) expression for B • (x, y, w).
It remains to obtain an expression for T • (x, z, w). As in Section 3, we use the bijection between 3-connected maps and quadrangulations with no separating quadrangles, but now we must take into account the degree of the root vertex. Using classical results on map enumeration [18, 51] we are able to obtain the corresponding generating function M (x, z, w) of 3-connected maps. The final expression is more complex than its counterpart (3.2), and is not reproduced here. An equation similar to (3.1) gives access to T • (x, z, w).
Notice that T • (x, z, 1) = zT z (x, z), B • (x, y, 1) = B (x, y) and C • (x, y, 1) = C (x, y). Hence a singular exponent 3/2 is expected after differentiation, and this is indeed the case. The singular expansion of T • (x, z, w) for |w| ≤ 1/(
where X = 1 − x/r(z). In particular, and this is essential, the dominant singularity r(z) does not depend on w. Using techniques similar to those outlined in Section 5, it can be shown that the same kind of singular expansion extends to D • , B • and C • , for |w| ≤ q −1 ≈ 1.48. We obtain
where X = 1 − x/R(y), and
where now X = 1 − x/ρ(y). Again the value of w affects neither the nature nor the location of the dominant singularities, only the singular coefficients. We remark that the explicit expressions for the coefficients D i and B i are quite involved and it takes several pages of type to write them down [24] . At this point we can set y = 1 (edges are no longer necessary) and we work with C • (x, w). If C k (x) is the GF of rooted connected graphs in which the root has degree k (and bears no label), then we have
The limit probability d k that the root vertex has degree k is equal to 6) and this can be estimated from (7.5) by singularity analysis. In fact we get an explicit form for the probability generating function as
where B j (y, w), j = 0, 2, 3, are as before. We do not want to conceal that the expression for p(w) obtained in [24] , as it depends on the B j , is very involved. However, with the help of Maple we can compute the coefficients d k and the estimate (7.1). The same approach works for 2-connected and 3-connected planar graphs. We deduce that there is a linear number of vertices d k n for any constant degree k in almost all connected, 2-connected or 3-connected planar graphs, where the d k can be computed explicitly in each case (see Table 1 above).
Finally, by performing singularity analysis with respect to w on the dominant coefficient C 3 (1, w) in (7.5), we obtain the asymptotics (7.1). The estimates for the corresponding probabilities of 2-connected and 3-connected planar graphs are of the same type.
Extremal parameters
We start by discussing the size L(n) of the largest component in random planar graphs with n vertices. It is shown in [44] that the largest component is 'huge', in the sense that it contains everything except a few vertices. More precisely, if we let M (n) = n − L(n) be the number of vertices missed by the largest component, then
The proof is based on a simple lemma of great generality. Following [44] , call a class G of graphs bridge-addable if whenever G is in G and e is an edge between different components of G, then G + e is also in G.
Lemma 8.1 Let G a bridge-addable class of graphs and let µ n be the expected number of edges of graphs in G with n vertices. Then
Clearly planar graphs form a bridge-addable class and µ n ≤ 3n − 6. Hence (8.1) follows directly.
Next we consider the size of the largest block, that is, the largest 2-connected component. This problem has been well studied for planar maps. Following the first results on triangulations [7] , Gao and Wormald [32] proved that the largest block in a random map with n edges has almost surely n/3 edges, with deviations of order n 2/3 . More precisely, if X n is the size of the largest block, then
where λ(n) is any function going to infinity with n. More generally, they show similar results for a variety of maps and components, such as finding the size of the largest 3-connected component in a random 2-connected map (3-connected components in maps are defined essentially as in Section 1 and do not correspond necessarily to submaps). The picture was further clarified by Banderier et al. [1] . They found that the largest 2-connected component in random maps obeys a continuous limit law, which is called by the authors the 'Airy distribution of the map type', and is closely related to a stable law of index 3/2. The density of this distribution is given by
where Ai(x) is the Airy function, a particular solution of the differential equation y − xy = 0. A plot of g(x) is shown in Figure 10 . We remark that the left tail (as x → −∞) decays polynomially fast while the right tail (as x → +∞) decays exponentially fast.
Here is a simplified version of the main result from [1] .
Theorem 8.2
For a variety of random maps and components, including 2-connected components in arbitrary maps, the size X n of the largest component satisfies
where α is a centering constant and c is a scaling parameter. In particular, we have E[X n ] ∼ αn. The parameter c quantifies in some sense the dispersion of the distribution (not the variance, since the second moment does not exist). The proof is based on estimating coefficients of high powers of generating functions using contour integration and the saddle point method. However, far from being a standard application of the method, it requires a deep and very careful analysis due to the presence of coalescing saddle points. A noteworthy feature of [1] is that it shows that an Airy law is to be expected under a general combinatorial-analytic scheme. In the language of maps, let K ⊂ M be two classes of maps and assume a map of M is made recursively from a map κ ∈ K (the core) by substituting every edge of κ (or every corner, or every triangle, depending on the kind of map) by elements of M. The associated generating functions M (z) = M n z n and K(z) = K n z n then satisfy an equation
where usually H(z) is a simple variation of M (z). For instance, for the basic case where the core of a map is the 2-connected component containing the root edge, we have H(z) = z(1 + M (z)) 2 , corresponding to the fact that if the core has k edges, then there are 2k corners at which to place additional maps (possibly empty). To introduce the parameter 'size of the core' is now a simple matter. If variable u marks this parameter then clearly
This is called a composition scheme, and for the families of maps analysed in [1] it is critical, in the sense that H(ρ H ) = ρ K , where ρ H and ρ K are the corresponding dominant singularities. Moreover, both have singular exponents 3/2; that is, H(z) = h 0 +h 2 Z 2 +h 3 Z 3 +O(Z 4 ), Z = 1 − z/ρ H , and similarly for K(z). In this situation the analysis of the core size can be expanded to cover the size X n of the largest component (2-connected component in the former example) and, as shown in [1] , X n satisfies a limit Airy law as in Theorem 8.2. Now we turn our attention to planar graphs instead of maps. Recall that the decomposition of a rooted connected graph into blocks is encoded in Equation (2.2). There is a technical issue when defining the core in this case, since the root may belong to several blocks and there is no way to single out one of them. For simplicity of exposition, we consider here the core as being the set of blocks containing the root.
Let then u be a new variable that marks the sum of the sizes of blocks containing the root vertex. Then (2.2) becomes
This follows the scheme (8.3) with M (x, u) = xC (x, u), H(x) = xC (x), and K(x) = xe B (x) . Equation (5.7) shows that the scheme is critical, and (5.5), (5.8) show that the singular exponents are 3/2, since by differentiating the exponent decreases by 1.
The theory developed in [1] applies and we obtain the following result [39] , where R is the dominant singularity of B(x) and the B i are the singular coefficients in (5.5).
Theorem 8.3
Let X n be size of the largest block in random planar graphs with n vertices. Then
≈ 128.35169, and g(x) is as in (8.2) . Moreover, the size of the second largest block is O(n 2/3 ).
There is a technical argument needed to go from the size of the core to the size of the largest block. The distribution of the core size is bimodal: there is a positive probability p of having a small core, and probability 1 − p of having a large core of linear size. One shows (see the proof of Theorem 7 in [1] ) that the probability of having a large core which is not the largest block is negligible, and the proof can be adapted to planar graphs. A similar result holds for 3-connected components in random planar graphs, although the definition of the core in this case is more technical. In essence it says that, in the decomposition of 2-connected graphs described in Section 1, there is a 3-connected graph of linear size a.a.s.
Our next extremal parameter is the maximum degree, denoted ∆ n for graphs with n vertices. It has been well studied for trees. A classical result of Moon [50] says that for labelled trees
For planar graphs the following has been proved [46] .
Theorem 8.4
Let ∆ n be the maximum degree in random planar graphs with n vertices. Then with high probability
for suitable constants 0 < c < C.
The proof is combinatorial and extends to more general classes of graphs. It is conjectured in [24] that
where q is as in (7.1). An analogous result, and even a limit law for ∆ n , is proved in [33] for planar maps counted according to the number of edges. A rough indication for the validity of the conjecture is that, according to (7.1), the number of vertices of degree k is of order k −1/2 q k n, and this becomes constant when k is log(n)/ log(1/q). In contrast, the number of vertices of degree k in trees is of order n/k!, leading to the estimate (8.4).
We conclude this section with a brief remark about the diameter. Very interesting results have been obtained for some classes of maps. For instance, the diameter in planar quadrangulations is of order Θ(n 1/4 ) [20] , a result intimately connected with the search for continuous limits of large random planar maps. However for planar graphs the problem is open.
A general framework for enumeration
After a long detour through random graphs in the last three sections, we return to enumeration. The material from this section is taken mostly from [39] .
Call a class of labelled graphs G closed if the following condition holds: a graph is in G if and only if its connected, 2-connected and 3-connected components are in G. A closed family is completely determined by its 3-connected members. The basic example is the class of planar graphs, but there are others, especially minor-closed classes whose excluded minors are 3-connected; see the next section.
The point of view we adopt here is to take an arbitrary family T of 3-connected graphs, and define a closed class G whose 3-connected members are those in T . Actually, the family T cannot be too large if we wish to apply the analytic tools introduced formerly; this means that the number of graphs in T of size n is at most c n n! for some constant c.
If a class G is closed, we have seen in Section 2 that there are equations linking the GFs associated to the numbers of graphs of each kind: T (x, z) for 3-connected graphs; D(x, y) for networks; B(x, y) for 2-connected graphs; C(x, y) for connected graphs; G(x, y) for all graphs. Suppose we know T (x, z), either explicitly or through some functional equation. Suppose further that we know its dominant singularity r(z) for fixed z, and that T (x, z) is either analytic or has a singular expansion at r(z) with singular exponent e, usually 3/2 or 5/2. Then we ask:
How does the singular structure of T (x, z) affect the singular structure of B(x, y) and C(x, y), and thus the asymptotic estimates of the counting sequences and the properties of random graphs in the class G?
Let us discuss two basic examples. As usual, g n , c n , b n are the numbers of arbitrary, connected and 2-connected graphs in G. If T is the family of 3-connected planar graphs, then G is the class of planar graphs and
with γ ≈ 27.23 and δ ≈ 26.18. If T is empty, then G is the class of series-parallel graphs (since the only networks are series and parallel) and
with γ 1 ≈ 9.07 and δ 1 ≈ 7.81 [12] . The reason for this qualitative difference in the asymptotics lies in the two possible cases discussed after Equation (5.6). For planar graphs we are in case (2) and the singularity ρ of C(x) comes from the singularity R of B(x). But for series-parallel graphs we are in case (1) and ρ comes from a branch point. This explains the difference in the asymptotics of c n and g n . A similar situation occurs for the dominant singularity R of B(x). It may come from the singularities of T (x, z), as in the planar case, or from a branch point when solving the Equation (2.7) for networks. This is the main dichotomy: the subexponential terms are either n −7/2 or n −5/2 . There is also a critical case, when two possible sources of singularities coincide. In this situation the subexponential term becomes n −8/3 . Theorem 9.1 Let T be a family of 3-connected graphs with generating function T (x, z), and let G be the associated closed family.
(1) If either T (x, z) is analytic or has singular exponent e < 2 then B(x), C(x) and G(x) have singular exponent 3/2 and we have the estimates Accordingly we have the estimates
has singular exponent α = 3/2, and in addition a critical condition is satisfied, then a singular exponent 5/3 appears and one of the following holds:
In all cases b, c, g, R, ρ are computable positive constants and ρ < R.
Notice that in all cases the estimates for c n and g n are of the same type. This is because the relation G(x) = exp C(x) does not change the singular structure. The cases covered by the previous theorem are those encountered in planar graphs, series-parallel graphs and related classes [39] . It would be very interesting to find examples in which T (x, z) has other singular exponents. This is the case for maps in surfaces of higher genus, and likely also for graphs in surfaces.
We remark that not everything falls under the scheme of classes defined in terms of 3-connected components. For instance, the class of cubic planar graphs is not closed and needs a different analysis [14] . This is also the case for outerplanar graphs, a class which is easy to analyse since the 2-connected members correspond to polygon dissections [12] . Now we come back to random graphs. The basic parameters of random graphs in G are not affected by the singular structure of T (x, z). We obtain systematically a normal limit law for the number of edges, as in Theorem 6.2, and a Poisson limit law for the number of components, as in Theorem 6.4; only the values of the constants change. This is also true for more complex parameters, like the size of the largest component, and the distribution of vertex degrees.
However, the difference in the analytic structure implies a deep difference in the structure of random graphs from the corresponding class. There is a drastic change in an important parameter, namely the size of the largest block. In case (2.1) of Theorem 9.1, the largest block is linear in n, as for planar graphs (see Theorem 8.3) . This is because we have a critical composition scheme with exponents 3/2 as in the previous section. In the remaining cases the composition is not critical, and it can be shown that the size of the core converges to a discrete limit law with exponential decay; as a consequence, the size of the largest block is sublinear. The same analysis in both cases applies to the largest 3-connected component.
The picture that emerges from the former discussion is the following. A random connected planar graph G has a unique block of linear size, and within this block there is also a unique 3-connected component of linear size. The remaining 2-and 3-connected components are small, meaning of order O(n 2/3 ). Thus G can be seen as a large 3-connected map M in which the following operations are performed: first, edges of M are substituted by small networks, giving rise to the largest block L; then small connected graphs are attached to some of the vertices of L, which become cut vertices.
In contrast, in a random connected series-parallel graph G there is no block of linear size, and the size of the blocks tends to a discrete limit law; that is, the probability that a block has size k converges to a definite constant p k when n → ∞. We may say that G resembles a tree of small blocks.
A very interesting open question is whether there are other parameters besides the size of the largest block (or largest 3-connected component) for which planar graphs and series-parallel graphs differ in a qualitative way. More generally, the same question can be asked depending on which case of Theorem 9.1 applies.
Surfaces and minors
Planar graphs are those that can be embedded in the sphere. The situation for higher surfaces has been analysed by McDiarmid [44] . Let S be any surface, orientable or not, and let g n (S) be the number of labelled simple graphs with n vertices that can be embedded in S. The first result from [44] is that the growth constant is the same as in the planar case, that is,
where γ is the planar constant from Theorem 5.1. The analogous result was already known for maps (unlabelled, loops and multiple edges allowed) counted according to the number edges [2, 31] . If M n (S) denotes the number of maps with n edges in an orientable surface S of genus g, then
where t g is a constant depending only on the genus (a similar estimate holds for nonorientable surfaces). The proof relies on an explicit expression for the generating function M n (S)x n . In view of the above and the estimate (5.2), it seems natural to conjecture that for an orientable surface S of genus g we have
for some constant c g depending on g. However there are fundamental differences with the planar case, starting with the fact that 3-connected graphs do not have a unique embedding. The proof of (10.1) is by induction on the genus, using the fact that for any graph G embedded in S there is a noncontractible cycle C meeting G in at most O( √ n) vertices. Cutting the surface along C and duplicating the vertices in C, one gets a new graph G of smaller genus and applies induction. Now G has only O( √ n) additional vertices, and this can be accommodated into (10.1) without changing the limit.
Furthermore, significant results are proved in [44] for random graphs embeddable in a surface S, like the analogues of Theorem 6.1 and the bound (8.1). Further results, like the analogue of Theorem 6.4 with the same constants, are proved assuming the following technical condition: if g n is the number of graphs embeddable in S, then lim n→∞ ng n−1 /g n = γ. That this condition holds for every surface has been proved in [3] . Now we turn to graphs defined in terms of minors. We recall that a graph H is a minor of G, written H < G, if H can be obtained from a subgraph of G by contracting edges. A class of graphs G is minor-closed if, whenever a graph is in G, all its minors are also in G. The basic example of minor-closed classes are graphs embeddable in a fixed surface, in particular planar graphs. Given a minor-closed class G, a graph H is an excluded minor for G if H is not in G but every proper minor is in G. It is an easy fact that a graph is in G if and only if it does not contain as a minor any of the excluded minors from G. The fundamental result on graph minors is the theorem of Robertson and Seymour: for every minor-closed class, the number of excluded minors is finite [58] . We write G = Ex(H 1 , · · · , H k ) if H 1 , . . . , H k are the excluded minors of G.
We are interested in the number of graphs in a minor-closed family G. Let us start with K 5 and K 3,3 , the excluded minors for planar graphs according to Kuratowski's theorem. Wagner [66] characterized graphs in Ex(K 3,3 ): the maximal ones are those obtained by gluing planar triangulations and copies of K 5 along edges. It follows that the 3-connected graphs in Ex(K 3,3 ) are either planar or the exceptional graph K 5 , and the associated GF is obtained by adding the monomial z 10 x 5 /5! to the known planar GF T (x, z). This is shown in [35] , and the estimate
where θ ≈ 27.22935 is slightly larger than the planar growth constant.
Wagner also characterized maximal graphs in Ex(K 5 ), but the result in this case involves gluing planar triangulations along triangles (plus copies of an exceptional graph on 8 vertices glued along edges) and we cannot describe well enough the 3-connected graphs in the class. In fact the enumeration of graphs in Ex(K 5 ) remains a challenging open problem; we do not even know the growth constant with any acceptable accuracy.
There are additional results, mainly by Halin and Wagner, giving characterizations of graphs in Ex(H) for several H; they are reviewed in [22, Chapter X] . In several cases, from the characterization we can obtain the full list of 3-connected graphs in the class, from which we can compute the associated generating function, and the machinery of the previous section applies. In the following table we show several examples of excluded minors and the corresponding family of 3-connected graphs, where W n is the wheel with n spokes, C n is the cycle on n vertices, and G × H is the ordinary product. In addition, G − denotes graph G after removing one edge, and G + after adding one edge.
Excluded minors 3-connected graphs in the associated class The full list of 3-connected graphs is also known when excluding W 5 and K 3 ×K 2 , among others, but it takes longer to describe and is not shown in the table. As a rule, if the corresponding characterization involves gluing only along edges, the GF of 3-connected graphs in the class is not difficult to compute. Some cases are even simpler and we can obtain directly the 2-connected graphs in the class, as for instance in Ex(C 4 ) or Ex(K 4 − e).
Given a minor-closed class G, let g n be the number of graphs in G with n vertices. If G is not the class of all graphs then g n cannot be too large. It is proved in [53] that there exists a constant c depending on G such that
If follows that lim sup(g n /n!) 1/n is finite. If γ = lim(g n /n!) 1/n exists, it is called the growth constant of G. The question of which real numbers can be growth constants of minor-closed classes of graphs is studied in [9] , where the following is proved. The number ξ ≈ 1.76 is the inverse of the unique positive root of x exp(x) = 1; it is the growth constant of the class of forests in which each component is a caterpillar, and a caterpillar is a path to which we attach vertices of degree one.
Theorem 10.1 Let Γ be the set of real numbers which are growth constants of minor-closed classes of graphs.
(1) The values 0, 1, ξ and e are in Γ.
(2) If γ ∈ Γ then 2γ ∈ Γ.
(3) The only growth constants between 0 and 2 are 0, 1, ξ and 2.
Further results, including an infinity of gaps inside the interval (2, 2.25), have been obtained more recently by the authors of [9] . The proof of (2) uses the apex construction. For a class of graphs G, let AG be the class of graphs G having a vertex v such that G − v is in G; we say that v is an apex of G. It is easy to check that if G is minor-closed, so is AG, and that the growth constant of AG is twice that of G. In particular this gives the growth constant of apex graphs (where the base family is the set of planar graphs), which appeared first in the study of Hadwiger's conjecture [59] . Even more, the number of apex graphs is asymptotically (g/2γ)n −7/2 (2γ) n n!, where g and γ are as in Theorem 5.1 [44] .
The proof of (3) works as follows. Let G be a minor-closed class with growth constant less than 1. Since the family consisting of all paths has growth constant 1 (because a path with n vertices can be labelled in n!/2 ways), there is some path P k not in G. This implies that graphs in G do not contain paths of length greater than k, and from this one can show that the growth constant of G is 0. The proof for the remaining gaps is similar but uses obstructions more complicated than paths.
We remark that, since the number of excluded minors is finite, the set Γ in the previous theorem is countable. This is not so for growth constants of arbitrary classes of graphs (as shown in Theorem 11.1 for planar graphs with given edge density) or for different combinatorial objects, in particular for permutations defined in terms of forbidden patterns [65, 41] .
To conclude this section, we show in Table 3 approximate values of growth constants for several classes closed under minors. Some of the entries are computed using the results in Table 2 .
Graphs with given edge density
The edge density of a graph is the number of edges divided by the number of vertices, which is the same as half the average degree. We are interested in an estimate for the number of planar graphs with fixed edge density.
Following the notation of previous sections, g n, µn is the number of planar graphs with n vertices and µn edges. For µ ∈ (1, 3), this can estimated as follows. We choose a value y 0 > 0 depending on µ such that, if we give weight y k 0 to a graph with k edges, then only graphs with n vertices and µn edges have non-negligible weight. If ρ(y) is the radius of convergence of G(x, y), the right choice is the unique positive solution y 0 of −yρ (y)/ρ(y) = µ, which is in fact a saddle point equation. As a consequence, [x n ]G(x, y 0 ) can be used to estimate g n, µn , and this can be obtained applying the transfer theorem to G(x, y 0 ). The following is a simplified statement of a result from [38] . The proof uses a version of the local limit theorem [28, Thm. IX.14].
Theorem 11.1 For µ in the open interval (1, 3) , the number of planar graphs with n vertices and µn edges is asymptotically
where c(µ) and h(µ) are analytic functions of µ.
The term n −4 must be read as n −7/2 / √ n, where 1/ √ n comes from the application of the local limit theorem.
The function h(µ), which may be called the growth ratio of planar graphs with given edge density or average degree, can be computed explicitly; a plot is shown in Figure 11 . It can be shown that the limit of h(µ) as µ → 1 + is equal to e, which is the growth ratio of labelled trees: the limit as µ → 3 − is equal to 256/27, which is the growth ratio of triangulations [62] . The maximum is located precisely at the constant κ from Theorem 6.2, and H(κ) = γ. In the range µ ∈ (0, 1) we have h(µ) = 0, as shown in [37] using different tools. An important point is that we can analyse the basic parameters of random planar graphs if we fix the number of edges µn. Here is a succinct explanation. Suppose G(x, y, w) is the GF associated to a given parameter, for instance the number of vertices of degree k, and w marks the parameter. We let y 0 = y 0 (µ) be the solution of (11.1), and work with the generating function G(x, y 0 , w). If we know the singular expansion of G, for a given value of w we can estimate g n (y 0 , w) = [x n ]G(x, y 0 , w) and have access to the distribution of the parameter in graphs with µn edges. This is illustrated for planar graphs and several parameters in Figures 12, 13  and 14 . In all of them the abscissa corresponds to µ, and the ordinate is the value of the parameter. The abscissa κ ≈ 2.21 is highlighted; the ordinate at κ is the value of the parameter for all planar graphs. The reason is that the number of edges in random planar graphs is strongly concentrated at κn (see Theorem 6.2). We have seen in Theorem 11.1 that the estimates for the number of planar graphs with µn edges have the same shape for all values µ ∈ (1, 3) . This is also the case for series-parallel graphs, where µ ∈ (1, 2) since maximal graphs in this class have only 2n − 3 edges. It is natural to ask if there are classes in which there is a critical phenomenon, that is, a different behaviour depending on the edge density. Table 1 .
We have not found such phenomenon for 'natural' classes of graphs, in particular those defined in terms of forbidden minors. But we have been able to construct examples of critical phenomena by a suitable choice of the family T of 3-connected graphs, as we now explain.
The key point is that Theorem 9.1 can be generalized by taking into account the value of variable y, which as we have seen corresponds to fixing the number of edges (we do not treat here the critical case).
Theorem 11.2 Let T be a family of 3-connected graphs with generating function T (x, z), and let G be the associated closed family. Fix y = y 0 , which corresponds to a given edge density.
(1) If either T (x, z) is analytic or has singular exponent e < 2 then B(x, y 0 ), C(x, y 0 ) and G(x, y 0 ) have singular exponent 3/2. Now we have two sources for the main singularity of B(x, y) for a given value of y: either (a) it comes from the singularities of T (x, z); or (b) it comes from a branch point of the equation defining D(x, y). For planar graphs the singularity always comes from case (a), and for series-parallel graphs always from case (b). If there is a value y 0 for which the two sources coalesce, then we get a different singular exponent depending on whether y < y 0 or y > y 0 . The most important consequence in this situation is that there is a critical edge density µ 0 , such that below µ 0 the largest 3-connected component has linear size, and above µ 0 it has sublinear size, or conversely. Similar considerations apply for the singularity of C(x, y) and the size of the largest block in connected graphs; see the discussion below.
The following examples show that a variety of situations can occur.
1. If T is the family of 3-connected cubic planar graphs, then B(x, y) has singular exponent 5/2 when y < y 0 ≈ 0.07422, and 3/2 when y > y 0 . The corresponding critical value for the number of edges is µ 0 ≈ 1.3172.
2. If T is the family of planar triangulations (maximal planar graphs), then B(x, y) has singular exponent 3/2 when y < y 0 ≈ 0.4468, and 5/2 when y > y 0 . The corresponding critical value for the number of edges is µ 0 ≈ 1.8755.
3. This example shows that more than one critical value may occur. Let T be the family of planar triangulations plus the exceptional graph K 6 . Then there are two critical values y 0 ≈ 0.4469 and y 1 ≈ 108.88, and the corresponding critical edge densities are µ 0 ≈ 1.8756 and µ 1 ≈ 3.4921. This last value is close to 7/2; this is the maximal edge density, which is approached by taking many copies of K 6 glued along a common edge. It turns out that B(x, y) has singular exponent 3/2 when y < y 0 , 5/2 when y 0 < y < y 1 , and again 3/2 for y 1 < y.
The critical values in the former examples correspond to the density of 2-connected graphs in the class and come from the critical behaviour of B(x, y) at y 0 . The same phenomenon may arise for connected graphs in the class, with a corresponding critical density. In particular, in Example 1, there is a critical density for connected graphs µ c 0 ≈ 1.18441. Graphs with density less that µ c 0 share the characteristics of planar graphs and have a linear size block, while graphs with density above µ c 0 have only small blocks, as for series-parallel graphs. This is illustrated in Figure 15 ; observe that when the density approaches the critical value µ c 0 , the parameter α of the largest block goes to 0. 
Uniform sampling
The first algorithm for sampling planar graphs uniformly at random was a Markov chain algorithm proposed in [21] and used for experimental results. It converges to the uniform distribution but unfortunately the mixing rate has not been determined.
Two other algorithms have been proposed based on counting. The first one is based on the recursive method, which uses combinatorial decompositions and recurrence relations (see [52, 29] ). The second one is the so-called method of Boltzmann samplers, developed in [26] , which requires a combinatorial decomposition in terms of generating functions.
We explain both approaches, taking as a basic example the class A of rooted binary trees, which satisfies the combinatorial decomposition A = { } ∪ {r} × A × A (a rooted binary tree is either empty or a tree with a root plus left and right subtrees). The corresponding generating function A(x) satisfies the equation 1) or, equivalently, the number a n of binary trees with n nodes satisfies a n = n−1 i=0 a i a n−1−i n > 0, a 0 = 1.
In the recursive method, one uses the combinatorial decomposition associated with a recurrence relation to sample recursively an object from smaller objects of the same class. In our example, a random binary tree of size n has a left subtree of size i with probability p i = a i a n−1−i /a n . First we sample an integer i with distribution P(X = i) = p i and determine the sizes of of the left and right subtrees; then we sample recursively using the same method, two trees of sizes i and n − 1 − i.
This method usually requires a preprocessing step in which the actual numbers a n are computed. Optionally, one can also pre-compute the probability distributions used during the sampling. The main drawback of this method is that long and complex combinatorial decompositions give rise to recurrences with multi-index coefficients, so that the computations both for the preprocessing step and the actual sampling can become very costly. This method was used in [13] for labelled planar graphs with a time complexity of O(n 13/2 ) per sample. The result is mainly of theoretical interest, as it allows one to generate graphs of at most 100 vertices.
The method of Boltzmann samplers, as we are going to see, is better suited for sampling complex objects like planar graphs. Given a class A of combinatorial objects, define the generating function A(x) = α∈A x |α| , where |α| is the size of α. The Boltzmann distribution of parameter x > 0 associated to A assigns probability x |α| /A(x) to α ∈ A. Clearly, x must be such that A(x) < ∞. This distribution has two key properties. First it assigns the same probability to all objects of the same size, thus objects sampled from it are indeed uniformly chosen. The second property is that to sample an object from a cartesian product of combinatorial classes B × C, it is enough to sample independently one object from B and one from C. This is because P(X B×C = (β, γ)) = x |(β,γ)| B(x)C(x) = x |β| B(x)
x |γ| C(x) = P(X B = β)P(X C = γ), (12.2) where X Z stands for a random variable with the Boltzmann distribution of Z with (implicit) parameter x.
As an illustration, let us describe an algorithm that samples a binary tree according to the Boltzmann distribution of parameter x, for some x ≤ 1/4, the radius of convergence of the associated A(x). Looking at Equation (12.1), we observe that the empty tree has probability 1/A(x) of being sampled. The algorithm first draws a Bernouilli sample with probability 1/A(x) to determine if the sampled tree is the empty one; if not, we sample a non-empty binary tree, an object enumerated by xA(x) 2 . By Equation (12.2) , it is enough to sample two independent binary trees according to the same Boltzmann distribution, and use them as the left and right subtrees. Since the resulting tree has been drawn according to a Boltzmann distribution, we know that it is chosen with uniform probability among all binary trees of the same size; a remarkable property for such a simple algorithm.
The same idea can be applied to other combinatorial constructions. For instance, to sample a sequence of elements of A with the Boltzmann distribution, we first notice that the GF associated to sequences is Thus we first sample a geometric random variable X of parameter A(x), and then we produce as many independent samples of A as required by the value of X. To sample an element from a composition A(B) of combinatorial classes, we note that A(B(x)) = a 0 + a 1 B(x) + a 2 B(x) 2 + a 3 B(x) 3 + · · · .
Thus we start by sampling an element α of A with Boltzmann parameter B(x), and then we sample |α| independent copies of B with parameter x.
It can be shown that most combinatorial constructions can be translated into sampling algorithms as those described above, and that the resulting samplers run in linear time in the size n of the sampled object. Note that this is valid irrespectively of the complexity of the combinatorial construction, which only affects the multiplicative constant of the running time.
To sample objects of a desired size n, one typically tunes the parameter x, moving it towards the singularity of A(x) (this increases the expected size of the sampled objects) or towards 0 (decreasing the expected size). It is shown in [26] that, for a combinatorial class with a generating function that is ∆-singular with singular exponent e < 0, we can tune the parameter x = x(n) to sample objects of size belonging to ((1 − )n, (1 + )n) in expected constant number of samplings, and to sample objects of exact size n in expected linear number of samplings. If the singular exponent s is greater than 0, as for rooted binary trees (s = 1/2) or labelled planar graphs (s = 5/2), such a sampler can still be obtained by generating objects with extra roots, a process that decreases the singular exponent of the combinatorial class, at the cost of increasing the complexity of the combinatorial decomposition of the family.
Fusy [30] shows, solving delicate technical issues due to the complexity of the combinatorial decomposition, that the method of Boltzmann samplers can be applied to labelled planar graphs. It uses the generating functions described in Section 2 and gives an O(n 2 ) exact size sampler, and an O(n) approximate size sampler. The implementation of the algorithm in Java samples graphs of about 100000 vertices in a few seconds.
As a final remark, we mention that Boltzmann samplers have been used also for proving theoretical results on random graphs [10] .
Unlabelled graphs
We discuss briefly the problem of counting unlabelled graphs, that is, isomorphism classes of labelled graphs. Almost invariably, the enumeration of unlabelled objects is harder than their labelled counterparts. This is very much the case for planar graphs, where the problem is wide open.
Let u n be the number of unlabelled planar graphs. It is known [21] that γ u = lim(u n ) 1/n , the unlabelled growth constant, exists but we do not know its precise value. The fact that a.a.s. a labelled planar graph has an exponential number of automorphisms (see the discussion after Theorem 6.1) implies that γ u > γ, where γ is the labelled growth constant from previous sections [47] .
On the other hand, an unlabelled planar graph on n vertices can be encoded with at most αn bits for some constant α. If this is the case then clearly u n ≤ 2 αn . The first such result was proved in [61] with the value α = 12. This has been improved over the years and presently the best result is α ≈ 4.91, obtained in [16] . Since 2 4.91 ≈ 30.06, we have u n < 30.06 n ; and since γ > 27.22 we obtain 27.22 < γ u < 30.06.
For graphs embeddable in a fixed surface it is also the case that the unlabelled growth constant is the same as γ u [44] . On the other hand, if g n is the number of unlabelled graphs in a proper minor-closed class, then g n < c n for some constant c > 0. This follows from the fact that graphs in a minor-closed class have bounded book thickness [45] , and implies the bound for labelled classes from [53] .
For simpler families of graphs much more is known. A classical result [56] gives the estimate c · n −5/2 β m for the number of unlabelled trees, with β ≈ 2.95577. The proof involves an equation relating the GFs of rooted and unrooted trees, an idea that has been formalized in [8] as the 'dissymmetry theorem'. A more complex example is the estimate from [11] c · n −5/2 λ n , for the number of unlabelled outerplanar graphs, where λ ≈ 7.50360. The proof uses Pólya's cycle index sums and the fact that 2-connected outerplanar graphs are equivalent to polygon dissections, whose symmetries are easy to describe. The next natural step might be to count unlabelled series-parallel graphs, a more complex class containing outerplanar graphs.
