1.1. Let fc be a function belonging to L, of Euclidean N-space EN and satisfying fc( -x) = fc(x) ; let Í2 be a subset of Es of finite but positive measure ; let t > 0 be a parameter. The integral operator on L2(fQ) with kernel fc(x -y) is self-adjoint and completely continuous, so its spectrum is a discrete set of eigenvalues whose only possible limit point is zero. Denote the positive eigenvalues, if any, by Assume K(£) = M for exactly one value of £, which we may take to be £ = 0, and assume that as i^Owe have
KiO = (e^-xkix)dx.
Set M = max K(£) and assume M > 0. Then there are positive eigenvalues for sufficiently large t, each is less than M, and pmt-*M for each m. The proof of this is simple and is given in Part V. However in many cases much more can be said.
Assume K(£) = M for exactly one value of £, which we may take to be £ = 0, and assume that as i^Owe have ( 
1) K(£) = M-|£|*cp(£/|£|) + o(|É|«)
where a > 0 and <5 is a positive function defined on the unit sphere which is bounded and bounded away from zero. (In the simplest cases a will be 2 and <D will be a positive definite quadratic form.) We shall associate with the triple (oc,<ï>,C2) a certain unbounded self-adjoint positive definite operator on L2(Í2), the inverse of a completely continuous operator, such that if its eigenvalues be denoted by Xy ;£ X2 z% •■• then for each m pm¡t = M-Xmr' + oir"), t-*co.
To give the idea of how this is done let us consider, instead of the operator with kernel fc(x -y) on tQ, the operator with kernel tNkit(x -y)) on P_. It is just [March a matter of changing variables; the eigenvalues are still pm,. Now we have a sequence of operators on the same space L2(fi) and we can also consider limiting properties of the eigenfunctions. The Fourier transform of tNk(tx) is K(i/t) and for this reason we shall denote the operator by AX(i;o. The corresponding bilinear form is (2) (A*(í/0/,*)= í í tNk(t(x-y))f(y)g(x)dydx, f,geL2(il).
To AK(i/() there corresponds in a natural way an operator AKii/l) on L2(Q.), the space of Fourier transforms of L2 functions vanishing almost everywhere outside SI. The operator is determined by the bilinear form (3) (ÀW.G) = (m/t)F(OGÏÇ)dZ, F,GeL2(iï).
If f(® =OrN/2 je^-xf(x)dx, Kö= (2nym je«-xg(x)dx, then we obtain from (2), (3) , and Parseval's identity
(K((/t)f'g) -(¿mit) f,g)-
Of course the operator AK(i/t) is just multiplication by K(Ç/t), which results in a function of L2(EN), followed by projection onto the subspace L2(SÎ) of L2(EN).
For any bounded measurable function K we may similarly define the operator AK on L2(Q) as multiplication by K followed by projection onto L2(Q). The corresponding operator AK on L2(Q) is then defined by the bilinear form (AKf,g) = (AKfg), f,geL2(Q). . This is what we shall show. Now that the problem is stated this way one is naturally led to a more general question. If Jt-*J pointwise, do the eigenvalues and eigenfunctions of AJt converge to those of Aj? We shall show that this is true under certain conditions, which will be easily seen not to be superfluous.
The observant reader will have noticed that the J in which we are mainly interested, namely J(Ç) = | ¿; |"í>(^/| Ç |), is certainly not bounded, so that we have not defined Aj. Part of our task will be to define Aj for a general non-negative function J, and to ensure the validity of the theorem we must do this correctly. For example if J(Ç) = | £ |2 and £2 is smooth Aj will be the negative of the Laplacian on the functions on fi with zero boundary values.
1.2. Given a function <peLy( -n,n) with Fourier coefficients c¡, the matrix (cj-k)jyk = yt...j is called the rth truncated Toeplitz matrix associated with tj>. Similarly let </>(£) = (t,1,---,^1) be a function integrable on the iV-torus with Fourier coefficients c¡ (j e A, the lattice points of EN). Let Q be a bounded set in EN. Then we may consider the "N-dimensional Toeplitz matrix" (Cj-k)Jtk9a. This is the operator which sends the vector [xj}j6Ana into the vector I Cj-kxk\ , je Ann.
UeAOfi I
If, as we shall assume, tp is real, then the matrix has only real eigenvalues. Denote the positive eigenvalues, if any, of the matrix associated with the set IÍ2 bŷ
We are interested in the behavior of pmt for fixed m as t -* oo. Just as in the case of integral equations discussed in §1.1 we have ¿um,-> \\4>\«> and we are interested in the next approximation. Again it is convenient to consider not truncations, associated with iQ, of a single infinite matrix, but rather a family of matrices associated with the single set Í2. Let us set £2, = Q n t~1 A. We consider the operator which sends the vector {""}Pen, into the vector S i«,,-,) «, , peCl,. (If 0t(£) = <t>(í/t) then T, is the operator described above.) The associated bilinear form is (T,tí,t)) = rÍV Z cttP.quqvp. p,q This can be written (4) (Tt«,t>)= f <ptiH){i2nt2yNI2ye*pup} {(27rt2)_*/21*-** v¿ dÇ.
Now suppose that as t -* oo the functions tbt converge to a function çb and that u and v are restrictions to Q, of functions / and g defined on all of fi. Then the limiting form of the right side of (4) is [</>(£>/(£> m)Tdt, the integration being extended over all of EN. (The bar following the bracket in the above integral denotes complex conjugation.) Thus at least in some formal sense the operators Tr will converge to the operator A^ discussed in §1.1. We may therefore hope that the eigenvalues and eigenvectors of Tt will converge to the corresponding eigenvalues and eigenfunctions of A^. We shall show that this is the case under certain conditions. This will be enough to show that, with a smoothness condition imposed on Q, the following holds for N dimensional Toeplitz matrices: Let çb and pmt be as in the first paragraph of §1. 1.
3. An outline of the paper is as follows. In Part II we discuss the operators Aj and prove the perturbation theorem described in §1.1. In Part III we consider a technical question which is of interest for two reasons. It will allow us to replace (1) by the more general condition
where L is slowly varying near | Ç \ = 0. More important, it is needed in Part IV, our discussion of Toeplitz matrices. The content of Part V was already mentioned.
1.4. A few words are in order concerning the history of the problems we consider here. For convenience we shall mean by "the integral equation theorem" the theorem described in §1.1 whose conclusion is pmt = M -Xmt~" + oit~") and perhaps also the related result concerning the eigenfunctions, which we have not explicitly stated; "the Toeplitz matrix theorem" is the corresponding theorem described in §1.2. In all previous work Q was an interval on the line and $sl.
First the Toeplitz matrix theorem was proved in the case a = 2 by Kac, Murdock, and Szegö [3] . (See also [1] .) The integral equation theorem was proved by us in the case a = 2 [8] and then for a :g 2 but with fc a probability density Let us be given a non-negative function J(f), not identically zero. We denote by J?the set ofFeL2(Q) for which
hen 3tf is a Hubert space with inner product
Given F e L2(P_) the functional G -* (F, G) is bounded on at since
It follows that there is a unique element BF e ¿f for which
Furthermore |||BF||[ S \\F\\, so certainly ||BF|| g ¡FU. We have defined BF for all F g ¿2(Í2) but we shall consider only its restriction to ^0, the || | closure of $ in L2i£i). Thus B is a bounded operator on #f 0 of norm at most 1. It is also self-adjoint, since we have from (5)
and ^f is dense in ^0. Then there is a subsequence Fn, and an FeJV with F # 0 so that F", ->F weakly (in L2(S1)). If liminf J(Ç) = 00 the convergence is strong.
Proof. Since || F" || = 1 there is a subsequence F". weakly convergent to an 
* Ijei <■ D lilS*
Now if F" = /" and F =/ we have ||/n | = 1 and /"--»/ weakly. These imply, since SI has finite measure, that F", -* F pointwise and boundedly. Therefore from (7) LJ'I* * ¿« IS* and so F í 0. That F e & follows from Fatou's lemma and the facts that F", -* F pointwise and /j | F" \2d£, = 0(1). For L= oo we modify the argument as follows. Given e > 0, choose R and n0 so that n> n0 and | <Ü | = R imply [j\F"\2d£, = L' + e, /(Ofc^L' + l.
We obtain, analogously to (7), f \Fn\2dÇ<tl-e. self-adjoint this implies F e 3 and AF = XF. Thus A is an eigenvalue. Also, F is a nonzero entire function and so vanishes only on a set of measure zero, and J is not identically zero. Thus X = jJ\F\2d£, > 0.
To prove the remaining two statements of the theorem, note that if either were false we could find a sequence X" -* X < L and an orthonormal sequence F" with AF" = X"F". But F" is weakly convergent to zero and this contradicts Lemma 1.
Corollary.
If L= oo then A is the inverse of a positive definite completely continuous operator on ^f0.
In case L = oo the eigenfunctions of A span Jf 0, and it is possible to give a variational characterization of the eigenvalues. We denote the sequence of eigenvalues by Xy z% X2 ^ •••. As we have seen, in pathological cases it is possible that Jf o is not infinite dimensional. If ^f 0 is d-dimensional (d < oo) we shall define Xd+1 = Xd+2 = •■• = oo. In the theorem below, the infimum of the empty set is considered to be oo. Proof. It follows from (iii) that for sufficiently large t, I lies to the left of L, = liminf Jt. It follows from Theorem I that for such t any point X, belonging to / and the spectrum of A, is an eigenvalue of At. Assume there is a sequence of i's tending to oo for each of which there is such a Xt. Let Ft be a normalized eigenfunction of A, corresponding to X,. By Lemma 2 we can find a subsequence F(. converging weakly to a nonzero F eM1. We may also assume Xt. converges to some number X. If we use Lemma 3 with Ge^we obtain (11) X(F, G) m lim Xt,(Ft., G) = (F, A G).
Since A is self-adjoint this implies F 6 3 and AF = XF. This is a contradiction since Xel.
We now prove the theorem. Let C be a circle in the complex plane, described in the positive direction, with center X/2 and radius X. We have From Lemma 4, C is disjoint from the spectrum of A, for sufficiently large t, so we have É¿X) = ~jiAt-zyídz.
On C the operators (A, -z) ~1 are uniformly bounded for sufficiently large t since C is bounded away from the spectrum of Â" also by Lemma 4. If we can show, for each zeC, that (A,-z)_1 -* (A -z)-1 weakly, then we can conclude that E,iX) -* E(A) weakly, and so strongly. By Lemma 2 there is a subsequence so that both Er(l)F,.. and Ê(A)Fr. converge strongly, say to Gt and G2 respectively. It follows from (14) that || Gy -G2 \ ^ Ô. But the weak convergence of Ef(A) to Ê(l) implies Gj = G2, a contradiction. It is now easy to obtain the integral equation theorem described in §1.1. Recall that we have a function keLyiEN) which satisfies fc(-x) = fc(x) and we set Kit) = ¡e~ii'xkix)dx. Proof. Where in the proof of Theorem III was (ii) used? Only in the proof of Lemma 3. Now this lemma was used at two points of the proof of the theorem, namely at (11) and at (13). Going back to (11), we can conclude in our situation that XiF,Gk) = ^JFGkdÇ.
(Recall that F e ¿ê.) But then from (b) we can conclude that XiF,G) = I JFGdÇ.
Similarly the argument at (13) can be taken care of.
In the following corol lary we denote by C"(Si) the Coe functions with compact support contained in Q.
Assume that Cq (Si) is || || dense in JP. Then the corollary to Theorem III holds with (15) replaced by (17) if (16) It follows that part (a) of condition (ii') is satisfied for Gk = gk where gk e C^(Si), and (b) is a consequence of this fact and our assumption.
3.2. Because of the assumption of the preceding corollary, and because we shall need it in our discussion of Toeplitz matrices, we now give a sufficient condition for Co°(Q) to be ||| ||| dense in Jf.
We call Si star-shaped with respect to the origin if for each r < 1 the closure of rSl is contained in the interior of Si. SI is star-shaped if some translate is starshaped with respect to the origin. SI is locally star-shaped if every point of SI (the closure of Si) has a neighborhood whose intersection with ii is star-shaped. is the required sequence of functions in Cq(S1). Next assume Si is bounded and locally star-shaped. Let Ux, •■•, U" be bounded open sets covering SI such that each Í2 n U, is star-shaped. Find functions (p¡ belonging to C00 so that each $¡ is supported in U¡ and E<£¡(x) = 1 on Í2. Let fe ¿f and consider a fixed <¿>¡. We have, using Schwarz's inequality, is supported in a set of the form £2 n {x : | x | ^ R}. If we can show each of these sets is contained in a bounded locally star-shaped subset of Í2 we shall be through. Each point x of Ü n {x : | x | ^ R} has a neighborhood Ux such that Cir\Ux is star-shaped, and we can take Ux to be bounded. Since Í2 rv {x : | x | z% R} is compact we can find a finite set UXl, ■■■, UXk which covers it. Then Cl n (UXl U From (21) and the definition of the norm in L2(Sit) it is easy to verify that U, is an isometry. Moreover we have
where"-denotes Fourier transformation followed by complex conjugation.
Theorem VI. /Issume Q is bounded and locally star-shaped, tj> is a nonnegative function for which there exist constants S, M > 0 such that i + <Ki) " I n I W e sei L= lim inf </>(£).
Let tp, be as described above and assume (i) lim,.,«, t¡)t(í) = (p(Ç) for almost every £,, It follows that /is orthogonal to g for all ge Cg (SI'). But since Q is locally starshaped the boundary of SI has measure zero, so that C0x(Sl') is dense in L2(Q'). Therefore / is orthogonal to L2(Sl') so fe L2(Si). can be made less than e/2 by choosing í sufficiently large, and the lemma is es tablished.
Lemma 8. Let I be a closed interval to the left of L and disjoint from the spectrum of A. Then for sufficiently large t the spectrum o/T, is disjoint from I.
Proof. We begin as in the proof of Lemma 4. We assume the lemma false, so there is a sequence {X,,} c I such that each X, is an eigenvalue of T,., say with normalized eigenvector «,-, and such that A,. -* X e I. By Lemma 5 we may assume that U,.«t. converges weakly to fe3^,f^ 0. Assume ge C0°° (Si). Then X(f,g) = linU,.(U,.u,,,g) = lim(T,,u,,,U*g).
By (22) which is 0(1). Therefore by hypothesis (ii) and Lemma 7 the second term on the right of (27) approaches zero. It follows that (27), i.e., the first term on the right of (25), converges to (28). Therefore (Ef,g) = (f,g) = j <ph(g) "di; -z(h,g), g 6 C0oe(Q).
Since CÔ(SÏ) is ||| ||| dense in Jt this identity holds for all geJt. It follows that h e 2> and (A -z)h = E/. We have shown that U,E,(A)Ut* ->E(A) weakly. To show that if L= oo the convergence is uniform we use Lemmas 5 and 2 just as in the proof of the analogous fact in Theorem III we used Lemma 2. The details are left to the reader. In the following corollary we shall assume that T, come from expanding Toeplitz matrices as described in §1. We can also find r2 so that t > t2 implies fl(2íO~AZ/l*Jfco-Xíi|l = e/n for each ¿.
Assume t ^max(ty,t2). Given Gy,--,G"-y find a, = (au, ■■■,ant) so that Thus //" , j5 (M -e) (1 -7e) for I > max^, f2) and the assertion is established.
