1.
Introduction. In a recent paper, W. O. Pennellf pointed out that under certain conditions fractional integration and differentiation of trigonometric functions will lead to Bessel functions and vice versa. Making use of this fact he was able to convert known expansions in sines and cosines into expansions in Bessel functions, and known expansions in Bessel functions into trigonometric expansions by the simple process of termby-term differentiation and integration. In this note it is shown that in some cases fractional integration of Bessel functions leads to the squares of such functions. Use is then made of this fact in order to derive a number of expansions in squares of Bessel functions by fractionally integrating known expansions in Bessel functions. where v>0. Fractional differentiation is given by 
where fx + *>> -1, we set fx = ?>, 0 = ÖX 1/2 , cos 0 = / 1/2 # 1/2 , we obtain
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which by (1) is seen to be equivalent to
Here /"(s) is the Bessel function of the first kind of order y. By transposing the operator in (3), we get The conditions on f(x) under which the series (7) is uniformly convergent, or under which at least the sum of n terms of this series remains bounded for all n and all x in the interval 0 ^ x S 1, are clearly stated in Lemma 1 and Theorem I of a paper by C. N. Moore.* Assuming that fix) satisfies these conditions, we can integrate the series (7) fractionally! term by term. We get, applying equation (3) where a n is given by (6).
Fractional Integration of Expansions in Bessel Functions. The Fourier-Bes s el series for f(x) is given by
If we apply the preceding reasoning to the Dini series* The function 00) is such thatif/(> 1/2 ) = x 1 ' 2 p 1 i i <l>(x lli ), then ƒ (x) satisfies the conditions sufficient for a function to be expansible in a Dini series which may be integrated term by termf in the interval O^xS 1.
Let ƒ(#) be representable by a Schlömilch series of the typej 
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which is assumed to be such that it may be integrated term-byterm in the interval O^x^-ir. Making use of the method by which (I) was obtained from (5), we find the expansion JL a n 2 /nx\ (III) </>(*) =ir2'-1 E -ƒ,/, ( - Let there be given a set of elements G(a, b, c, • • •) and a rule of combination, which may be called multiplication, by which any two elements, whether they be the same or different, taken in a specified order, determine a unique result which may or may not be an element of G. This system is called a group if it satisfies certain postulates ; various sets of postulates have been given by different writers, and such matters as the independence of postulates and relations between sets of postulates have been pretty thoroughly covered. Most of this work was done in this country in the early part of the present century, f It seems, however, that one interesting and rather important
