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Sampling from the output distribution of chaotic quantum evolutions, and of pseudo-random uni-
versal quantum circuits in particular, has been proposed as a prominent milestone for near-term
quantum supremacy. The same paper notes that chaotic distributions are very sensitive to noise,
and under quite general noise models converge to the uniform distribution over bit-strings exponen-
tially in the number of gates. On the one hand, for increasing number of gates, it suffices to choose
bit-strings at random to approximate the noisy distribution with fixed statistical distance. On the
other hand, cross-entropy benchmarking can be used to gauge the fidelity of an experiment, and
the distance to the uniform distribution. We estimate that state-of-the-art classical supercomputers
would fail to simulate high-fidelity chaotic quantum circuits with approximately fifty qubits and
depth forty. A recent interesting paper proposed a different approximation algorithm to a noisy dis-
tribution, extending previous results on the Fourier analysis of commuting quantum circuits. Using
the statistical properties of the Porter-Thomas distribution, we show that this new approximation
algorithm does not improve random guessing, in polynomial time. Therefore, it confirms previous
results and does not represent an additional challenge to the suggested failure stated above.
We are entering a period of time where experimental
quantum devices of growing size and fidelity will perform
well defined computational tasks, of progressing practical
value, beyond the capabilities of state-of-the-art classical
supercomputers. Sampling problems, where the goal is
to approximately sample from a well defined probabil-
ity distribution, are prominent examples of such tasks,
and also possess interesting relations to computational
complexity theory [1–5].
Reference [3] proposed sampling from a chaotic quan-
tum evolution as a particularly promising computational
task for a near-term “quantum supremacy” [6] demon-
stration. More specifically, the task is to approximately
sample from the output distribution {pU (x)} (over bit-
strings {x}) of a pseudo-random universal quantum cir-
cuit U . We are particularly interested in 2D circuits of
depth O(
√
n), where n is the number of qubits. Clas-
sically sampling from a distribution correlated with the
output distribution of U likely requires exponential clas-
sical resources (when averaged over instances in an en-
semble). This can be argued in two different ways. From
a physical point of view, pseudo-random universal quan-
tum circuits, as examples of chaotic quantum evolutions,
are hypersensitive to perturbations [7, 8]. Furthermore,
quantum states from instances of an ensemble of chaotic
evolutions spread quasi-uniformly in Hilbert space, and
each output distribution quickly approaches the entropy
and lower moments of the characteristic Porter-Thomas
(or exponential) distribution [3, 7, 9–19]. Therefore, sam-
pling from the output distribution is expected to require
a direct simulation of the quantum dynamics, which clas-
sically implies exponential cost. The same paper [3]
also extends previous results in computational complex-
ity theory [1, 2, 20–27], and in particular of Ref. [2], to
argue the same point.
More specifically, assume a polynomial classical poly-
nomial algorithm which takes a description of circuit U as
input. We write its output probabilities as {ppcl(x|U)}.
Our assumption is that there is no polynomial time clas-
sical algorithm for which the average cross-entropy be-
tween {ppcl(x|U)} and the ideal probabilities {pU (x)} is
less than [3]
EU
 N∑
j=1
ppcl(xj |U) log 1
pU (xj)

≤ logN + γ − Ω
(
1
N
)
, (1)
where N = 2n and γ is the Euler’s constant. The value
logN + γ corresponds to the case where ppcl(x|U) is un-
correlated with pU (x), assuming enough depth so that
the entropy of {pU (x)} is well approximated by the en-
tropy from the Porter-Thomas distribution EU [H(pU )] =
logN + γ − 1, with U dependent fluctuations of order
2−n/2. The reason why we focus on the cross entropy
is because it is approximately linear in the circuit fi-
delity. We use this to estimate the fidelity using cross-
entropy benchmarking. A related quantum threshold
conjecture was presented recently, stating that there is no
polynomial classical algorithm which can guess if pU (x)
is above or below the median with probability at least
1/2 + Ω(1/N) [28] 1.
Nevertheless, under fairly general noise models, the
output distribution of chaotic quantum dynamics con-
verges to the classical uniform distribution [3]. There-
fore, in the asymptotic limit, it suffices to sample uni-
formly at random to approximate the experimental out-
put for any fixed distance δ in the `1 norm. This can be
done classically in linear cost on the number of qubits n.
1 It is formally possible that an algorithm could brake the cross-
entropy assumption without braking the quantum threshold con-
jecture [28].
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2In other words, “achieving a constant error in the limit
of large n requires a fault tolerant quantum computer,
which will not be available in the near term [29–31]” [3].
It is therefore critical for experimentally accessible near-
term quantum supremacy experiments to count with a
well-defined metric for the relevant computational task.
In this vein, one of the main contributions of Ref. [3]
is the introduction of cross-entropy benchmarking as an
approximation to the fidelity, and to the distance to the
uniform distribution, for complex quantum systems.
Reference [3] also gives an ansatz for the density matrix
produced by a noisy chaotic quantum evolution
ρ ' α |ψ〉 〈ψ|+ (1− α) 1
N
, (2)
where |ψ〉 is the ideal output and α is the fidelity. This
ansatz is supported numerically by the observation that
the output distribution after adding a single discrete er-
ror is (almost) uncorrelated with the ideal output dis-
tribution, and noticing that α is (almost) the probabil-
ity of no-error in the quantum circuit. It is also consis-
tent with simulations where each ideal gate is followed by
a depolarizing channel with error rate , a common er-
ror model well matched by experimental results [32–39].
The fidelity α can be approximated by α ' e−m, where
m is the number of gates and  is the error per gate.
Therefore, classically it suffices to choose bit-strings x
uniformly at random to approximate the output distribu-
tion of a noisy quantum circuit with statistical distance
δ ' e−m. We note also that noisy quantum circuits
do not violate asymptotically the cross-entropy assump-
tion or the quantum threshold conjecture stated above
for polynomial classical algorithms.
Nonetheless, a quantum computer with gate error rates
within reach in the near term would be able to approx-
imate the ideal distribution with an statistical distance
beyond the capabilities of state-of-the-art classical super-
computers. For instance, two-qubit, initialization and
measurement error rates of 0.3%, with single-qubit error
rates of 0.06%, would result in a final fidelity of approx-
imately 10% for circuits of 7 × 7 qubits in a 2D lattice
and depth 40. This depth takes into account current con-
straints in the layout of two qubit gates for superconduct-
ing qubits [3, 32–35]. Sampling a correlated distribution
classically would require 249×8×2 bytes in Rapid Access
Memory, which is likely to be unfeasible. The conjectures
stated above give support to the estimated exponential
cost of classical approximation algorithms.
A recent interesting paper [40] extends results on com-
muting or IQP quantum circuits [4] to universal quantum
circuits, and obtains a polynomial time classical algo-
rithm for approximating the output distribution under
certain models of noise. The upper bound on the cost
is (n+m)O(
1
 log
1
δ ) where n is the number qubits, m the
number of gates,  the error per gate, and δ the desired
distance in the `1 norm from the noisy distribution. A
first observation is that for the experimental error rates
 ' 0.3% within reach of experimental quantum com-
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FIG. 1. Histograms of the entropy H(pIQP) of the output
distribution of sparse IQP circuits [4] with 20 qubits showing
the convergence to the entropy of the corresponding Porter-
Thomas distribution H(pPT) with increasing circuit density,
controlled by γ. For each possible choice of a pair (j, k) of
distinct qubits, we apply a controlled-phase gate across those
qubits with probability γ(logn)/n.
puters, the estimate of this upper bound is much worse
than a direct simulation for sizes of practical interest [4].
Furthermore, the upper bound to improve over the sta-
tistical distance δ ' e−m achieved by random sampling
of bit-strings is (n+m)O(m), again worse than exact sim-
ulation. We next analyze this algorithm in more detail
and conclude that indeed, when restricted to polynomial
time, it results in an output distribution whose correla-
tion with the ideal distribution is exponentially small in
the number of gates m n for chaotic quantum circuits.
The methodology of Ref. [40] proceeds in two steps.
First, a universal random circuit is mapped to an IQP
circuit using techniques related to measurement-based
quantum computation. The resulting IQP circuit has
n′ = n + m qubits. Second, the noisy output distribu-
tion is approximated using the Fourier analysis algorithm
from Ref. [4]. For our purposes it will suffice to focus in
the second step.
Let’s now review the algorithm from Ref. [4]. Consider
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FIG. 2. Numerical Fourier components for the output
distribution of pseudo-random universal quantum cir-
cuits [3] with 5 × 4 qubits and depth 40, rescaled by
the standard deviation 2−3n/2 from Porter-Thomas. The
two-qubit gate error rate is, from blue to green,  =
[0, 0.0001, 0.0002, 0.0005, 0.001, 0.002, 0.005, 0.01, 0.02, 0.05],
the single-qubit gate error rate is 10 times less. We plot
10 instances and 10 Fourier components for each error rate
and weight l = |s|. Numerics confirm the Porter-Thomas
estimates, and all components converge to 0 (uniform random
distribution) with increased noise.
an IQP circuit UIQP = H
⊗nDH⊗n acting on n qubits,
where H is the Hadamard gate and D is a diagonal circuit
in the computational basis, composed of Z rotations and
control-Z gates. The output probability of bit-string x is
pIQP(x) = | 〈x|UIQP |0〉 |2 (3)
=
∣∣∣∣∣ 12n ∑
y
f(y)(−1)x·y
∣∣∣∣∣
2
, (4)
where
f(y) = 〈y|D |y〉 . (5)
Note that f(y) can be classically computed in polynomial
time in n.
For any boolean function f(x) : {0, 1}n → C, we can
define a Fourier transform as
fˆ(s) =
1
2n
∑
x
f(x)(−1)x·s (6)
f(x) =
∑
s
fˆ(s)(−1)x·s . (7)
Therefore
pIQP(x) =
∣∣∣fˆ(x)∣∣∣2 , (8)
and by the convolution theorem we have
pˆIQP(s) =
1
2n
∑
y
f∗(y)f(y + s) . (9)
It can be seen that [4], from the Chernoff bound, we can
approximate 2npˆIQP(s) up to an additive error η in time
O(1/η2) using the same order of evaluations of f .
Consider now an output distribution pIQP(x) where a
depolarizing channel with error rate  is added to each
qubit, exactly before measurement. Note that a limita-
tion of this model is that errors do not spread, because
there are no errors prior to any gate. The motivation
is that this noise model can be studied using tools from
Fourier analysis. Consider the Fourier transform pˆIQP(s)
of pIQP(x). It can be shown that this error model dimin-
ishes the Fourier coefficients pˆIQP(s) exponentially in the
Hamming weight l = |s| of the argument s [4, 41]
pˆIQP(s) = (1− )|s|pˆIQP(s) . (10)
Note that the uniform distribution over bit-string has
Fourier components pˆuniform(s) = 2
−nδs,0. Equation (10)
then says that the Fourier components of pIQP converge
to the Fourier components of the uniform distribution
exponentially in |s|. There is some discrepancy with the
ansatz of Eq. (2), which implies that the Fourier compo-
nents converge to those of the uniform distribution ex-
ponentially in the number of gates m, and independently
of |s|. Nevertheless, for this ansatz we are assuming a
very different error model: we apply a depolarizing chan-
nel after each gate in a circuit with significant depth, so
errors can propagate to most qubits. This is in contrast
to the noise model that led to Eq. (10), where errors are
constrained to the qubit in which they occur.
The algorithm in Ref. [4] consists in approximating a
polynomial number O(nl) of Fourier components with
low weight |s| ≤ l, up to polynomial error O(δn−l/2).
According to Eq. (10), Fourier components with higher
weight are diminished by a factor of at least (1 − )l.
Now assume that
∑
p2IQP(x) ≤ β2−n for some constant
β independent of n. It is then shown that it suffices to
choose l = O(log β/δ)/) for a target statistical distance
δ. An upper bound O(nO(
1
 log
1
δ )) on the cost of this
algorithm follows from a bound on the number of Fourier
components O(nl) being approximated, and the previous
bound on the cost to approximate each component.
We now estimate the distribution of Fourier com-
ponents. The output probabilities pPT(x) = | 〈x|ψ〉 |2
from a state |ψ〉 chosen uniformly at random in Hilbert
space have a characteristic distribution called the Porter-
Thomas (or exponential) distribution [9, 42, 43]. They
are i.i.d distributed (up to normalization) with Pr(pPT) =
Ne−NpPT . Figure 1 shows that the entropy of the out-
put distribution of IQP circuits approximates the Porter-
Thomas distribution. This is also true a fortiori for the
output probabilities {pPR(x)} of pseudo-random univer-
sal quantum circuits [3]. We therefore will use the ap-
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FIG. 3. Numerical standard deviation of the Fourier compo-
nents for the output distribution of pseudo-random universal
quantum circuits [3], as in Fig. 2, rescaled by the standard
deviation 2−3n/2 from Porter-Thomas. Numerics confirm the
Porter-Thomas estimates, and all standard deviations con-
verge to 0 (uniform random distribution) with increased noise.
proximation
Pr
IQP
' Pr
PT
' Pr
PR
(11)
for the distribution of output probabilities.
Under this approximation to Porter-Thomas we have
(for s 6= 0)
〈pˆPT(s)〉|ψ〉 =
1
2n
〈∑
x
pPT(x)(−1)x·s
〉
|ψ〉
= 0 . (12)
That is, the expectation of each Fourier component is the
same as for the uniform distribution. The variance is
Var (pˆPT(s)) =
1
22n
Var
(∑
x
pPT(x)(−1)x·s
)
(13)
=
1
2n
Var (pPT) = 2
−3n . (14)
More specifically, we show in App. A that the distribu-
tion of Fourier components of probabilities with a Porter-
Thomas distribution is Gaussian with mean 0 and stan-
dard deviation 2−3n/2.
Figure 2 shows Fourier components obtained numeri-
cally from the output distribution {pPR(x)} of low-depth
pseudo-random universal quantum circuits [3], rescaled
by 2−3n/2. Colors from blue to green correspond to in-
creasing noise . Figure 3 shows the numerical stan-
dard deviation, also rescaled. The numerics confirm
the Porter-Thomas estimates: all Fourier components
are of order pˆPR(s) ∈ O(2−3n/2), and they converge to
0 (the random uniform distribution) with increasing .
Therefore, guessing the uniform random distribution is
already a good approximation to all the Fourier compo-
nents 2npˆPR(s) with an additive error O(2
−n/2) 2.
A critical subroutine of the polynomial approximation
algorithm to sample from IQP circuits [4] (and extended
to pseudo-random circuits in Ref. [40]), is the approxima-
tion of a Fourier component pˆIQP(s) with additive error
η/2n at cost O(1/η2). We just showed above, both nu-
merically for pseudo-random circuits, and analytically for
the Poter-Thomas distribution, that 2npˆ(s) ∈ O(2−n/2).
Therefore, improving this trivial estimate for a single
Fourier component requires η . 2−n/2 and, according to
the Chernoff bound, cost O(2n). Even for IQP circuits,
using the Porter-Thomas approximation, this is already
of the same order as evaluating the probability exactly.
When this technique is used for chaotic random circuits,
the cost is exponential in n′ = m+ n.
In conclusion, noisy pseudo-random universal quantum
circuits, as well as noisy IQP circuits, converge to the uni-
form random distribution exponentially in the error rate
. Therefore, approximating an experimental noisy out-
put distribution for large n can be done in cost O(n). The
polynomial algorithm based on Fourier analysis [4, 40]
does not output a distribution correlated with the ideal
distribution, because it does not improve over guessing
uniformly at random. Therefore, it does not represent
an additional challenge over previous results suggesting
the failure of classical devices in simulating noisy chaotic
circuits with about 48 qubits and depth 40, as long as
the error rate per gate is low (∼ 0.3%). This extreme
sensitivity of chaotic evolutions to noise allows experi-
mentalists to approximate the global fidelity of complex
evolutions using cross-entropy benchmarking, and impor-
tant metric of experimental progress.
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Appendix A: Distribution of Fourier Components
We give here a direct derivation of the form of the
distribution of the probability of Fourier components
PrF(pˆPT) assuming that the probabilities {pPT(x)} have
a Porter-Thomas (exponential) distribution [9, 42, 43].
For a given bit-string s, the value of the Fourier coef-
ficient is
pˆ(s) =
1
N
∑
x
p(x)(−1)s·x = 1
N
(
1− 2
∑
x∈S
p(x)
)
,
(A1)
2 Nevertheless, note that there are an exponential number of
Fourier components and that the statistical distance between the
ideal and the uniform distribution is
∑
x |pPT(x)− 1/N | = 2/e.
5where x ∈ S if and only if s · x is odd, and N = 2n. The
size of S is |S| = 2n−1 (with s 6= 0). We first calculate
the distribution
Pr
S
(u) =
〈
δ
(∑
x∈S
p(x)− u
)〉
. (A2)
Assume a quantum state |ψ〉 sampled uniformly at ran-
dom in Hilbert space. We write a generic state in the
basis {|x〉} as |ψ〉 = ∑x(ax + ibx) |x〉. Then
Pr
S
(u) =
num(u)
dem
(A3)
where
num(u) =
∫ ∞
−∞
Πxdaxdbx δ
(∑
x
a2x + b
2
x − 1
)
δ
(N/2∑
j=1
a2j + b
2
j − u
)
, (A4)
and
dem =
∫ ∞
−∞
Πxdaxdbx δ
(∑
x
a2x + b
2
x − 1
)
. (A5)
We calculate the numerator as∫ ∞
−∞
Πxdaxdbx δ
(∑
x
a2x + b
2
x − 1
)
δ
(N/2∑
j=1
a2j + b
2
j − u
)
=
∫ ∞
−∞
Πxdaxdbx
1
2pi
∫ ∞
−∞
dt eit
∑
x(a
2
x+b
2
x)−it
1
2pi
∫ ∞
−∞
dw eiw
∑N/2
j=1
(
a2j+b
2
j
)
−iwu
=
1
2pi
∫ ∞
−∞
dt e−it
(∫ ∞
−∞
daxdbx e
it(a2x+b
2
x)
)N/2
1
2pi
∫ ∞
−∞
dw e−iwu
(∫ ∞
−∞
daxdbxe
i(t+w)(a2x+b
2
x)
)N/2
=
1
2pi
∫ ∞+i
−∞+i
dt e−it
(
pi
−it
)N/2
1
2pi
∫ ∞+iε
−∞+iε
dw e−iwu
(
pi
−i(t+ w)
)N/2
= − pi
N
(−i)N
1
(N/2− 1)! limt→0
dN/2−1
dtN/2−1
e−it(1−u)
1
(N/2− 1)! limw→0
dN/2−1
dwN/2−1
e−iwu
= piN
1
((N/2− 1)!)2 (1− u)
N/2−1uN/2−1 . (A6)
The denominator is calculated in a similar way∫ ∞
−∞
Πxdaxdbx δ(
∑
x
a2x + b
2
x − 1)
=
1
2pi
∫ ∞
−∞
dt e−it
(∫ ∞
−∞
daxdbx e
it(a2x+b
2
x)
)N
= piN
1
(N − 1)! . (A7)
Therefore
Pr
S
(u) =
(N − 1)!
((N/2− 1)!)2 (1− u)
N/2−1uN/2−1 . (A8)
For the distribution of a Fourier component
pˆPT(s) =
1
N
(
1− 2
∑
x∈S
p(x)
)
=
1
N
(1− 2u) . (A9)
we have
Pr
F
(pˆPT) =
N
2
Pr
S
((1− pˆPTN)/2) (A10)
=
N
2
(N − 1)!
((N/2− 1)!)2
(
1
2
+
pˆPTN
2
)N/2−1
(
1
2
− pˆPTN
2
)N/2−1
(A11)
=
N2
2N+1
(
N
N/2
)
(1− pˆ2PTN2)N/2−1 (A12)
' N
3/2
√
2pi
exp
(
−1
2
pˆ2PTN
3
)
. (A13)
In conclusion, the distribution of Fourier components
is Gaussian with mean 0 and standard deviation N−3/2.
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