This paper is concerned with solving linear system (I n +B L · · · B 2 B 1 )x = b arising from the Green's function calculation in the quantum Monte Carlo simulation of interacting electrons, where the order of the system and integer L are adjustable. Also adjustable is the conditioning of the coefficient matrix to give rise an extreme ill-conditioned system. Two numerical methods based on the QR decomposition with column pivoting and the singular value decomposition, respectively, are studied in this paper. It is proved that the computed solution x by each of the methods is weakly backward stable in the sense that the computed x is close to the exact solution of a nearby linear system
Introduction
We are concerned with numerically solving the following linear system of equations involving a long chain of matrix multiplication: several parameters which, along with n and L, can be adjusted to give linear systems of any sizes, any number of B i 's, and any difficulty in terms of the condition number
being arbitrarily large, where · is a matrix norm. In view of this fact, getting accurate solutions by conventional means, e.g., first forming I n + B L · · · B 2 B 1 and then factorizing it, is very difficult, if at all possible. The standard perturbation theory for linear systems suggests that the computed solution x would be contaminated with a relative error in the order of
where m is the machine unit roundoff ( m = 2 −24 for IEEE single precision and 2 −53 for IEEE double precision); see for example [5, 18, 11] . Since the quantity m κ(I n + B L · · · B 2 B 1 ) can easily be 1 or larger, it means potentially that the computed x has no correct significant digits at all. Therefore different methods are called for in order to solve (1.1).
In this paper, we will study two numerical methods to meet the challenge. One is based on the QR decomposition (QRD) with column pivoting and the other is based on the singular value decomposition (SVD). The first one is based on the current practice by computational physicists in the field [12, 13] with modifications. The second method, similar to the first one, replaces all QR decompositions by singular value decompositions to take advantage of highly accurate one-sided Jacobi SVD algorithms [6, 7, 8, 9] . Our error analysis shows that the computed solution by either method is weakly backward stable, namely it is close to the exact solution of a nearby system of (1.1), a weaker statement than saying the methods are backward stable. The essence of the first method is about how to accurately compute the graded QR decompositions of the product of matrices B L · · · B 2 B 1 before solving the linear system (1.1) for x. In this sense, it is also a classical matrix computational problem and has been studied by Stewart [16] and others, see [20] and references therein. This paper focus on the real case only, i.e., B i and b are real. This is because the linear systems (1.1) from Hubbard quantum Monte Carlo simulation in condensed matter physics, which motivate our investigation here in the first place, are real. Our presentation can be straightforwardly modified to deal with the complex case.
The rest of this paper is organized as follows. In Section 2, we discuss two schemes to transform the linear system (1.1) to better-conditioned systems via QRD and SVD, and present the resulting numerical algorithms. Error analysis of two methods are presented in Section 3. Numerical examples and concluding remarks are given in Sections 4 and 5, respectively.
We will adopt a MATLAB-like convention to access a matrix's row, column, and diagonal: X (i,:) and X (:,j) are X's ith row and jth column, respectively, and diag(X) is the diagonal matrix having the same diagonal entries as X, and u (i) is the ith entry of the column vector u. X T is X's transpose, |X| takes entry-wise absolute values, and |X| ≤ |Y | is understood entry-wisely. For 1 ≤ p ≤ ∞, the p vector norm of a column vector u and the p -operator norm of a matrix X are defined as
When X is invertible, we define κ p (X) = X p X −1 p , the p -condition number of X. [6, 7, 8, 9] . The former is faster, and the latter is provably more robust as our later error analysis will show. The approach via QRD is being used in [12] . What distinguishes ours here from theirs is that we do one more step beyond their equivalent linear system to arrive at a well-condition one in the sense that the condition number of our final transformed system is usually modest.
Via QRD
In what follows, 1 ≤ p ≤ ∞. We present the transformation in any given p in an effort to be a little bit more general. Practically, p is likely to be 1, 2, or ∞. In fact, it takes the least effort to extract D j in (2.1) and (2.4) below when
be B 1 's QRD with column pivoting, Q 1 is orthogonal, R 1 is upper triangular, and P 1 is the permutation matrix as the result of the column pivoting. While offering no guarantee in general, the diagonal entries of the R-factor in QRD with column pivoting often reflects the singular value magnitudes well in practice. Now set
we have
This pick of D 1 serves two purposes: to make T 1 well-conditioned (as much as possible and yet numerically cheap to do) and to make T 1 p of O (1) . The need to have T 1 p of O (1) shows up later in our forward error bound for the computed solution of the transformed linear system. There is no need to have a well-conditioned T 1 as a whole, but rather that the first many rows of T 1 must be well-conditioned as we shall explain later in Remark 2.1. Exactly how many first rows of T 1 are needed to be so depends, but making whole T 1 well-conditioned will make sure the well-conditionedness of any number of rows of T 1 . A theorem of van der Sluis [19] (see also [11, p.125] ) guarantees that with this D 1 , T 1 is nearly optimally conditioned among all possible diagonal matrices in the sense that
Now for j from 2 to L, perform QRD with column pivoting on
where 5) and finally the linear system (1.1) is transformed into
The decomposition (2.5) is referred to as a column-stratified matrix decomposition in [13] since the diagonal entries of D L are typically ordered in their magnitudes from the largest to smallest, while T L · · · T 2 T 1 is modestly well-conditioned. Up to this point, we are doing exactly what have been done in [12] , namely obtaining (2.6). In [12] , it further rewrites the system (2.6) as
Thus two linear systems need to be solved. The standard perturbation theory for linear systems suggests the computed solution could suffer from a relative error as much as
where
. This is bad news because while κ 2 (T ) appears to be under control (still it can be nontrivial such as in the order of thousands),
). This seems that no better solution can be gotten this way than to solve the original system (1.1) by any conventional approach. However, computational physicists have been doing it in this way and getting numerical results that conform to the underlying physics more often than not, but no theoretical analysis has been done to show whether the current practice works or otherwise [13, 15, 14] . What makes this method right in this case? One plausible explanation for this discrepancy between theory and practice may be the following. We may safely assume that Q T L T −1 has modest magnitude and condition numbers. Since the first many diagonal entries of D L are typically huge, the first many rows of Q T L T −1 + D L are diagonally dominant, and in fact these rows are pretty much a diagonal matrix appended by a zero block to its right. Therefore, the relative error in the computed y is proportional to the condition number of the remaining rows. So roughly speaking,
can be effectively reduced to the condition number of the remaining rows which is much smaller. But to put this explanation into precise mathematical statement can be necessarily messy and complicated. Fortunately there is a better approach to solve (2.6) which we will be proposing. It will lead to a more accurate numerical solution.
In view of the wide magnitudes of D L 's diagonal entries, care must be taken. For this purpose, we define two n × n diagonal matrices D b and D s as follows:
and thus can be solved as
Remark 2.1 There is a variation to the above derivation, too. Consider p = 1 in both (2.1) and (2.4), and thus D j = diag(R j ). Doing so effectively eliminates the discrepancy of the magnitudes in diagonal entries of each R j and eventually propagates the discrepancy to D L . In ( b Q T L +D s T becomes fairly well-conditioned. This suggests that it may not be necessary to pull out the smaller diagonal entries, along with the larger ones, of R j in the absolute value out in the first place. Namely in (2.1) and (2.4), instead of
Then, we still have (2.6) in the same form, but instead of (2.11), we will just have
We have compared the numerical solutions via solving (2.11) and (2.14), respectively, and found that for our tests, there is little difference in the conditioning of (2.11) and (2.14), but i T i grows much faster for with (2.13) than with (2.1) and (2.4) for p = 1 as the conditioning of the original system (1.1) gets worse. That makes solving (2.14) accurately potentially more difficult than solving (2.11).
In summary, the above transformation via QRD with column pivoting naturally lead to the following algorithm to solve the linear system (1.1). As we pointed out above, it is the same as the existing practice up to Line 7. After that line, the existing practice goes as in (2.7) which can be less accurate than what comes out of Lines 8 -11 as we explained immediately following (2.7). Output: Solution of (1.1) 
Via SVD by One-Sided Jacobi Method
The part of transforming (1.1) into an equivalent one with a manageable condition number is very similar to what we have done in subsection 2.1, except here we will use SVD computed by the one-sided Jacobi method [6, 7, 8, 9] . Let
be B 1 's SVD, where U 1 and V 1 are orthogonal, Σ 1 is diagonal. It is not necessary for this SVD to be computed by a one-sided Jacobi method, but rather any stable methods [5] , e.g., the QR algorithm or the divide-and-conquer algorithm, will be sufficient. For j from 2 to L, compute SVD of B j U j−1 Σ j−1 by the one-sided Jacobi method from the left to get
Here also the parentheses in (B j U j−1 )Σ j−1 must be respected. It follows from
and finally the linear system (1.1) is transformed into
For ill-conditioned system (1.1), the diagonal entries of Σ L have wide range of magnitudes,
T , being orthogonal, is perfectly well-conditioned. This latter is the major advantage of using SVD over QRD, upon comparing (2.17) with (2.6). We adopt the same strategy to solve (2.17) as we did for (2.6). Define two n × n diagonal matrices Σ b and Σ s as follows:
Remark 2.3 A remark similar to Remark 2.1 is applicable here. Namely, instead of (2.16), we do, for j from 2 to L,
where Ω j is diagonal and defined by for 1 ≤ i ≤ n
Finally, instead of (2.17) and (2.20), we will have
where Λ j is diagonal and defined by for 1
We have also compared the numerical solutions via solving (2.20) and (2.24), respectively, and found that the solutions were about equally good.
In summary, we have the following SVD-based method to solve the linear system (1.1). Output: Solution of (1.1)
Remark 2.4 SVD in Line 1 can be computed by any backward stable method as we already pointed out. Typically SVD by one side Jacobi method for a dense matrix starts by computing its QR decomposition with (column) pivoting (or any rank-revealing QR decomposition) and then performs Jacobi iterations on the R-factor [8, 9] . Any other general SVD method (possibly used in Line 1 in ASvSVD) starts by bidiagonalizing the matrix and then computes SVD of the resulting bidiagonal matrix by, e.g., the QR, divide-and-conquer, or bisection algorithms [5] . Thus ASvSVD is expected to be much slower than ASvQRD because the first phases in each of these mentioned SVD algorithms cost about as much as a QRD (with column pivoting). But the gain is a much more accurate method for (1.1) as our later examples will show. Our later analysis for Line 9 assumes a backward stable solution, similarly to what we remarked for Algorithm 2.1.
Error Analysis
In this section we will show that the transformations in Section 2, if done in the IEEE floating arithmetic, will lead to transformed systems that have the same solutions as certain nearby systems of (1.1), and that the computed solutions of the transformed systems have small forward errors. This, however, is not the same as the usual notion of being backward stable, but a weaker statement. In view of this, we call any computed solution that is close to the exact solution of a nearby problem is a weakly backward stable solution, and any algorithm that computes such a solution is a weakly backward stable algorithm.
Assume the entries in B j and b are already stored in the IEEE floating point format, and let m be the machine unit roundoff. In exact arithmetic, the linear system (2.6) is equivalent to the original system (1.1), i.e., both have the same solution. Computationally, we do not have (2.6) exactly. Instead, we have the following computed one by ASvQRD (Algorithm 2.1):
Likewise, we do not have (2.17) exactly but have the following computed one by ASvSVD (Algorithm 2.2):
In the rest of the analysis in this section, we shall adopt the following notation convention: denote their computed counterparts for those objects in (2.2) -(2.6) and in (2.15) -(2.17) by the same symbols with a hat, i.e., the computed Q j is Q j , with an exception that x is the exact solution of (3.1) in the case of ASvQRD, and the exact solution of (3.2) in the case of ASvSVD. We will also use fl( · ) to denote the computed result of an expression whenever convenient.
Our analysis is intended to demonstrate only the order of error magnitudes, instead of precise error bounds. Doing so significantly simplifies the analysis, making it much easier to understand and yet suggestive as to how big the errors may be. In particular, X = O(α) means X p ≤ f (n)α for some low degree polynomial of n, where X is either a vector or matrix. In view of this simplification, the choice of which norm becomes insignificant, and thus · 2 will be used throughout.
We begin by analyzing ASvQRD (Algorithm 2.1). The theorem below says that the computed counterpart (3.1) of (2.6) is equivalent to a structurally nearby system of (1.1). 
3)
Proof It is known that for the QR decomposition (2.2) [11, pp.360-361]
Now for the decomposition (2.3), we have similarly 2 ,
where we have
We claim that each of the four summands in the right-hand side of this equation is of O ( m B j 2 ). Consequently we have
since Q j−1 is orthogonal to the working precision 3 . We now look into the summands in the right-hand side of (3.11).
For the third summand, we have for 1 ≤ i ≤ n,
. Finally for the fourth summand, we notice by (3.9) and (3.7) that
as was to be shown. Thus (3.12) holds. It follows from (3.5) and (3.10) that
This completes the proof. 3 By that X is orthogonal to the working precision, we mean that X+∆X is orthogonal for some ∆X = O( m).
Our next theorem shows that the numerical solution to (3.1) by Lines 8-11 of ASvQRD algorithm suffers from an error, relative to the exact solution x of (3.1), approximately O ( m κ(H)) modulo a factor typically of O (1) in practice. This is done with the modest assumption that Line 11 of ASvQRD is backward stable.
Theorem 3.2
The computed solution x of (3.1) by Lines 8-11 of ASvQRD satisfies 
The computed solution x is obtained through solving
It can be seen that 4 with extremely tiny magnitudes. This is often the case even for modest well-conditioned Bj and modest L such as κ 2 (B j ) ≥ 100 and L ≥ 8. But since f 1 is unknown, it is very difficult to incorporate such an observation into the error estimate. In general, the estimate for F2 in (3.17) is attainable, but often in practice it may be more
Therefore the exact solution x of (3.15) and the exact solution y of (3.16) satisfy [5, p.32] 
Since it is assumed that the computed solution x of (3.16) is backward stable, we have
Finally (3.13) is a consequence of (3.19) and (3.20) , upon noticing that y 2 ≈ x 2 by (3.19).
Remark 3.1 In Subsection 2.1, we mentioned two purposes of picking of D i , i.e., to make T j well-conditioned and to make T j 2 near 1, that dictate the choices of D 1 and D j as in (2.1) and (2.4). We now see why. Making T j 2 nearly 1 is to make sure that the ratio
in the right-hand side of (3.13) does not grow out of control. It also keeps the two summands in H qr to have similar magnitudes and potentially removes any ill-conditionedness in H qr , otherwise due to potentially large differences between their magnitudes. To explain why T j should be made well-conditioned, we notice that the top many rows of D We now analyze ASvSVD (Algorithm 2.2). The technicality is very much similar.
Theorem 3.3 The computed (3.2) by Lines 1-5 of ASvSVD is structurally backward stable. Specifically (3.2) is equivalent to some
Proof It is well-known that for the decomposition (2.15) [5]
where ∆B 1 = O ( m B 1 2 ), U 1 and V 1 are orthogonal to the working precision. Now for the SVD (2.16) by the one-sided Jacobi method on fl((B j U j−1 ) Σ j−1 ), we have [7, 8, 9] fl((
where U j and V j are orthogonal to the working precision, and
It follows from (3.22) and (3.25) that
This completes the proof.
Theorem 3.4
The computed solution x of (3.2) by Lines 6-9 of ASvSVD satisfies
26)
assuming that Line 9 of ASvSVD is backward stable, where
Proof It is similar to the proof of Theorem 3.2.
Theorems 3.1 and 3.3 guarantee that the transformed linear systems via QRD and SVD at the intermediate step of ASvQRD and ASvSVD in the floating point environment are equivalent to some nearby linear systems of the original one, and neither one of the nearby systems is more accurate than the other as far as the sizes of the backward errors are concerned. However, when taking Theorems 3.2 and 3.4 into consideration, the computed solutions by ASvSVD are expected to be closer to their nearby systems than the ones by ASvQRD. This is especially so when T L 2 · · · T 2 2 T 1 2 is much larger than 1. But the extra accuracy is achieved at additional cost since the SVD by the one-sided Jacobi method is more expensive than the QRD (see Remark 2.4).
Theorems 3.1 to 3.4 together prove that both ASvQRD and ASvSVD are weakly backward stable.
Numerical Examples
In this section we present numerical results for the two methods presented in Section 2 and analyzed in Section 3. All our test problems (1.1) are drawn from the quantum Monte Carlo simulation of the Hubbard model in condensed-matter physics [1, 2, 3, 13, 15] . Specifically, for 
∆τ is the time discretization parameter. The product β = (∆τ )L is the inverse templates. Γ i is a diagonal matrix of random diagonal elements λ or −λ of equal probability, where λ = cosh −1 (e U (∆τ )/2 ), and U is a potential energy parameter for local repulsion between electrons. Two crucial parameters are β and U, which dictate the conditioning of B j ; the larger β and/or U are, the worse the conditioning of B j is and consequently the worse-conditioning of (1.1) becomes. Note that there are certain randomness in generating B j , too. The right-hand side b is simply taken to be a random vector as returned by MATLAB function randn. 
, where 
These sets of tests lead us to draw the following observations:
1. The diagonal entries of D L and Σ L modestly vary in magnitudes for small β and U, but wildly as β and U get larger and larger (see Figure 4 .1). Since roughly (1, 1) , it grows rapidly with β and U. For the listed parameter pairs (β, U), it is unlikely for the conventional approach of forming I n + B L · · · B 2 B 1 explicitly before solving (1.1) to produce meaningful numerical solutions for β, U ≥ 6. On the other hand, κ 2 ( H qr ) and κ 2 ( H svd ) grow fairly slowly with respect to β and U, relative to the growth of κ
2. According to Table 4 .1 and Theorem 3.2, the numerical solutions by ASvQRD have have roughly 8 up to 14 significant decimal digits correct, comparing to the solutions of nearby systems of (1.1).
3. According to Table 4 .2 and Theorem 3.4, the numerical solutions by ASvSVD have roughly 12 up to 15 significant decimal digits correct, comparing to the solutions of nearby systems of (1.1).
4. Using the SVD-based algorithm ASvSVD produces more accurate solutions than by the QRD-based algorithm ASvQRD. The difference stems primarily from α 1 which has i T i 2 in its numerator and α 3 whose numerator is always 1. i T i 2 grows initially with β and U, but quickly settle down to a level, in this case about 10 3 . 5. Given all B i and thus D L and Q L by ASvQRD and Σ L and U L by ASvSVD, it is not hard to see that artificial b can be constructed to make α 2 and α 4 huge. In fact, α 2 can be made arbitrarily large by making Q T L b have nontrivial entries only at its top many entries, while α 4 can be made arbitrarily large by making U T L b have nontrivial entries only at its top many entries. When these happen, the bounds by Theorems 3.2 and 3.4 will be very big, suggesting that the computed solution by either algorithms unlikely be close to a nearby system of (1.1). But such highly correlated b is hardly realistic from a practical point of view. In our tests, b is a random vector and both α 2 and α 4 are very modest.
6. H qr 2 and H svd 2 does not vary much with β and U.
Conclusions
In this paper, we studied two numerical methods for solving linear system (1.1) -Algorithm ASvQRD is based on the QR decomposition with column pivoting and Algorithm ASvSVD is based on the singular value decomposition computed by the one-sided Jacobi method. Our first method, ASvQRD, is an improved version of an algorithm already used in the quantum Monte Carlo simulation [12] . Both methods share similarities. Our error analysis suggest that both methods are weakly backward stable, meaning that the computed solutions are close to the exact solutions of (structurally) nearby linear systems.
Numerical results are presented to illustrate the error analysis, with test problems drawn from the quantum Monte Carlo simulation of the Hubbard model in condensed-matter physics. As suggested by our error analysis, ASvSVD is more accurate than ASvQRD, and the gained accuracy becomes more prominent as the conditioning of (1.1) gets worse. But the former is more expensive. A natural recommendation would be to use ASvQRD when its accuracy is sufficient for the application of interest, and switch to ASvSVD otherwise. For example for the test problems in the previous section, likely ASvQRD is good enough for the parameter choices (β, U, n, and L) there in the simulation, but it will not be if any of the parameters is much bigger. If time permits, ASvSVD should be always favored, however.
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