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FIXED POINT INDICES AND PERIODIC POINTS OF
HOLOMORPHIC MAPPINGS
GUANG YUAN ZHANG
Abstract. Let ∆n be the ball |x| < 1 in the complex vector space Cn, let
f : ∆n → Cn be a holomorphic mapping and let M be a positive integer.
Assume that the origin 0 = (0, . . . , 0) is an isolated fixed point of both f and
the M -th iteration fM of f . Then for each factor m of M, the origin is again
an isolated fixed point of fm and the fixed point index µfm(0) of f
m at the
origin is well defined, and so is the (local) Dold’s index (see [6]) at the origin:
PM (f, 0) =
∑
τ⊂P (M)
(−1)#τµfM:τ (0),
where P (M) is the set of all primes dividingM, the sum extends over all subsets
τ of P (M), #τ is the cardinal number of τ and M : τ = M(
∏
p∈τ p)
−1.
PM (f, 0) can be interpreted to be the number of periodic points of period
M of f overlapped at the origin: any holomorphic mapping f1 : ∆n → Cn
sufficiently close to f has exactly PM (f, 0) distinct periodic points of period
M near the origin, provided that all the fixed points of fM1 near the origin are
simple. Note that f itself has no periodic point of period M near the origin.
According to M. Shub and D. Sullivan’s work [11], a necessary condition so
that PM (f, 0) 6= 0 is that the linear part of f at the origin has a periodic point
of period M. The goal of this paper is to prove that this condition is sufficient
as well for holomorphic mappings.
1. Introduction
1.1. Counting periodic points by the Mo¨bius Inversion Formula. To intro-
duce Dold’s index, we first present a formula for counting periodic points. Let E be
a finite set and let h be a mapping from E into itself. Then, for each positive integer
m, the m-th iteration hm of h is well defined by h0 = id, h1 = h, . . . , hm = h◦hm−1,
successively. An element p ∈ E is called a periodic point of h with period m0 if
hm0(p) = p but hm(p) 6= p for m = 1, 2, . . . ,m0−1. Thus, the period is the smallest
positive integer m0 such that h
m0(p) = p.
For each positive integer m, we denote by Fix(hm) the set of all fixed points of
hm, by L(hm) the cardinality of Fix(hm) and by Pm(h) the number of all periodic
points of h with periodm. For a given positive integerM, let us derive the expression
of the number PM (h) in terms of the numbers L(hm).
For each factor M ′ of M and each p ∈ Fix(hM ′ ), p must be a periodic point of
period m for some factor m of M ′ (see Lemma 4.4). Thus
(1.1) L(hM ′) =
∑
m|M ′
Pm(h), for all M ′ ∈ N with M ′|M,
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where N is the set of all positive integers, the notation M ′|M indicates that M ′
divides M and, for each M ′, the sum extends over all factors m of M ′. Then we
can solve the system (1.1) of linear equations with unknowns Pm(h),m|M. By the
famous Mo¨bius Inversion Formula (see [8]), the solution for PM (h) can be expressed
in terms of the numbers L(hM ′ ) with M ′|M as
(1.2) PM (h) =
∑
τ⊂P (M)
(−1)#τL(hM :τ ),
where P (M) is the set of all primes dividing M, the sum extends over all subsets
τ of P (M), #τ is the cardinal number of τ and M : τ = M(
∏
p∈τ p)
−1. Note that
the sum includes the term L(hM ) which corresponds to the empty subset τ = ∅. If
M = 12 = 22 · 3, for example, then P (M) = {2, 3}, and
P12(h) = L(h12)− L(h4)− L(h6) + L(h2).
1.2. Fixed point indices of holomorphic mappings. Let Cn be the complex
vector space of dimension n, let U be an open subset of Cn and let g ∈ O(U,Cn),
the space of holomorphic mappings from U into Cn.
If p ∈ U is an isolated zero of g, say, there exists a ball B centered at p with
B ⊂ U such that p is the unique solution of the equation g(x) = 0 (0 is the origin)
in B, then we can define the zero order of g at p by
pig(p) = #(g
−1(q) ∩B) = #{x ∈ B; g(x) = q},
where q is a regular value of g such that |q| is small enough and # denotes the
cardinality. pig(p) is a well defined integer (see [9] or [14] for the details).
If q is an isolated fixed point of g, then q is an isolated zero of the mapping
id − g : U → Cn, which puts each x ∈ U into x − g(x) ∈ Cn, and then the fixed
point index µg(q) of g at q is defined to be the zero order of id− g at q :
µg(q) = piid−g(q).
If q is a fixed point of g such that id− g is regular at q, say, the Jacobian matrix
Dg(q) of g at q has no eigenvalue 1, q is called a simple fixed point of g. By Lemma
2.2, a fixed point of a holomorphic mapping has index 1 if and only if it is simple.
Actually, the zero order defined here is the (local) topological degree, and the
fixed point index defined here is the (local) Lefschetz fixed point index, if g is
regarded as a continuous mapping of real variables. See the Appendix section for
the details.
1.3. The local Dold’s indices for holomorphic mappings. Let ∆n be the ball
|x| < 1 in Cn and let f ∈ O(∆n,Cn). If the origin 0 = (0, . . . , 0) is a fixed point of
f, then for any positive integer m, the m-th iteration fm of f is well defined in a
neighborhood Vm of the origin.
Now, let M be a positive integer and assume that the origin is an isolated fixed
point of both f and fM . Then for each factor m of M, the origin is an isolated
fixed point of fm as well and the fixed point index µfm(0) of f
m at the origin is
well defined. Therefore, we can define the (local) Dold’s index [6] similar to (1.2):
(1.3) PM (f, 0) =
∑
τ⊂P (M)
(−1)#τµfM:τ (0).
The importance of this number is that it can be interpreted to be the number
of periodic points of f of period M overlapped at the origin:
FIXED POINT INDICES AND PERIODIC POINTS 3
For any ball B centered at the origin, with B ⊂ ∆n, such that fM has no fixed
point in B other than the origin, any f1 ∈ O(∆n,Cn) has exactly PM (f, 0)mutually
distinct periodic points of period M in B, provided that all fixed points of fM1 in
B are simple and that f1 is sufficiently close to f, in the sense that
||f − f1||∆n = sup
x∈∆n
|f(x)− f1(x)|
is small enough (see Corollary 2.1 (iii) and Lemma 2.4 (ii)).
Note that f itself has no periodic point of period M in B. This gives rise to an
interesting problem:
Problem 1.1. What is the condition under which PM (f, 0) 6= 0?
By Corollary 2.4, this is equivalent to ask
Problem 1.2. What is the condition under which there exists a sequence of holo-
morphic mappings fj : ∆
n → Cn such that
(1) fj uniformly converges to f in a neighborhood of the origin, and
(2) each fj has a periodic point of period M converging to the origin as j →∞?
According to M. Shub and D. Sullivan’s work [11], a necessary condition such
that PM (f, 0) 6= 0 is that the linear part of f at the origin has a periodic point of
period M (see Lemma 2.6 and its consequence Lemma 2.7 (i)). The term “linear
part” indicates the linear mapping l : Cn → Cn,
l(x1, . . . , xn) = (
n∑
j=1
a1jxj , . . . ,
n∑
j=1
anjxj),
where (aij) = Df(0) = (
∂fi
∂xj
)|0 is the Jacobian matrix of f at the origin.
The goal of this paper is to prove that this condition is sufficient as well:
Theorem 1.1. Let M be a positive integer and let f : ∆n → Cn be a holomorphic
mapping such that the origin is an isolated fixed point of both f and fM . Then
(1.4) PM (f, 0) > 0
if and only if the linear part of f at the origin has a periodic point of period M.
When M = 1, this theorem is trivial, since any linear mapping has a fixed point
at the origin and by the assumption on f and Lemma 2.2, P1(f, 0) = µf (0) > 0.
When M > 1, by Lemma 2.5, the conclusion in Theorem 1.1 can be restated as:
Corollary 1.1. PM (f, 0) > 0 if and only if the following condition holds.
Condition 1.1. There exist positive integers m1, . . . ,ms (s ≤ n) such that their
least common multiple is M and that Df(0) has eigenvalues that are primitive
m1-th, . . . , ms-th roots of unity, respectively.
A complex number λ is called a primitivem-th root of unity if λm = 1 but λj 6= 1
for j = 1, 2, . . . ,m − 1. Simple examples show that the sufficiency in Theorem 1.1
fails when the mapping f is not holomorphic.
For positive integers n1, . . . , nk, their least common multiple will be denoted
by [n1, . . . , nk]. A linear mapping that has periodic points of periods n1, . . . , nk
must have periodic points of period [n1, . . . , nk]. From this fact and Theorem 1.1,
we can conclude directly that if a holomorphic mapping has periodic points of
periods n1, . . . , nk overlapped at a fixed point, then it has periodic points of period
[n1, . . . , nk] overlapped at that fixed point, say precisely, we have:
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Corollary 1.2. Let f : ∆n → Cn be a holomorphic mapping such that the origin
is an isolated fixed point of f, fn1 , . . . , fnk , where n1, . . . , nk are positive integers.
If Pnj (f, 0) > 0 for all j = 1, . . . , k, and if the origin is an isolated fixed point of
f [n1,...,nk], then
P[n1,...,nk](f, 0) > 0.
Now, let M ∈ N\{1} (N is the set of all positive integers) and let f : ∆n → Cn
be a holomorphic mapping such that the origin is an isolated fixed point of both f
and fM , and that Df(0) satisfies Condition 1.1. We shall make some remarks on
the inequality (1.4).
When n = 1, (1.4) is known, and can be deduced as follows. In this case,
Condition 1.1 means that Df(0) is a primitive M -th root of unity, and then, for
each j = 1, . . . ,M − 1, the origin is a simple zero of the one variable holomorphic
function x− f j(x), which implies µfj (0) = 1. Therefore, (1.3) becomes
PM (f, 0) = µfM (0) +
∑
τ⊂P (M)
τ 6=∅
(−1)#τ
= µfM (0) +
#P (M)∑
k=1
(−1)k
(
k
#P (M)
)
= µfM (0)− 1,
and then (1.4) is equivalent to
(1.5) µfM (0)− 1 > 0.
On the other hand, since (DfM )(0) = (Df(0))M = 1, the origin is a zero of the
holomorphic function x − fM (x) with order at least 2. Thus, (1.5) holds. In fact,
in this case µfM (0) = kM + 1 for some positive integer k (see [10]).
When n = 2, (1.4) follows from a result obtained by the author in [14]: the
sequence in Problem 1.2 exists when Df(0) satisfies Condition 1.1. For n = 2,
Condition 1.1 implies that either (i) Df(0) has an eigenvalue λ that is a primitive
M -th root of unity, or (ii) the two eigenvalues of Df(0) are primitive m1-th and
m2-th roots of unity, respectively, and M = [m1,m2] > max{m1,m2}.
The inequality (1.4) is easy to prove in the first case (i): it can be dealt with as
the above one dimensional case by a small perturbation.
In the second case (ii), (1.4) is equivalent to
(1.6) µfM (0)− µfm1 (0)− µfm2 (0) + 1 > 0.
In fact, in this case, m1 ∤ m2,m2 ∤ m1, and then the origin is a simple fixed point
of f with µf (0) = P1(f, 0) = 1 and by Lemma 2.5, each periodic point of the linear
part of f at the origin only has period 1, m1,m2 or M = [m1,m2]. Therefore, by
Shub and Sullivan’s work (see Lemmas 2.6 and 2.7 (i)), we have
µfM (0) = PM (f, 0) + Pm1(f, 0) + Pm2(f, 0) + 1,
µfmj (0) = Pmj (f, 0) + 1, j = 1, 2,
and then we have
PM (f, 0) = µfM (0)− µfm1 (0)− µfm2 (0) + 1,
and the equivalence of (1.4) and (1.6) follows.
The inequality (1.6) is obtained by the author in [14], which is the key ingredient
in [14] for solving Problem 1.2 for n = 2. When n > 2, the perturbation method
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used to prove inequalities such as (1.5) and (1.6), which strongly depends upon one
variable complex analysis, no longer works directly.
Fortunately, we can make up this shortage by involving an elementary result of
the normal form theory. In Section 2 we shall introduce some results about fixed
point indices of iterated holomorphic mappings for later use. Most of them are
known. In Section 3, we shall compute Dold’s indices for mappings in a special
case. Then, in Sections 4 and 5, we shall show that the general case can be reduced
to the special case considered in Section 3, by small perturbations and coordinate
transformations, and the inequality (1.4) will finally be proved in the general case.
The necessity in Theorem 1.1 will be proved by the way.
2. Some properties of fixed point indices of holomorphic mappings
In this section we introduce some results about fixed point indices of iterated
holomorphic mappings for later use. Most of them are known.
Let U be a bounded open subset of Cn and let f ∈ O(U,Cn), the space of
holomorphic mappings from U into Cn. If f has no fixed point on the boundary
∂U , then the fixed point set Fix(f) of f is a compact analytic subset of U, and then
it is finite (see [4]); and therefore, we can define the global fixed point index L(f)
of f as:
L(f) =
∑
p∈Fix(f)
µf (p),
which is just the number of all fixed points of f , counting indices. L(f) is, in fact,
the Lefschetz fixed point index of f (see the Appendix section for the details).
For each m ∈ N, the m-th iteration fm of f is understood to be defined on
Km(f) = ∩m−1k=0 f−k(U) = {x ∈ U ; fk(x) ∈ U for all k = 1, . . . ,m− 1},
which is the largest set where fm is well defined. Since U is bounded, Km(f) is a
compact subset of U . Here, f0 = id.
Now, let us introduce the global Dold’s index. Let M ∈ N and assume that fM
has no fixed point on the boundary ∂U. Then, for each factor m ofM, fm again has
no fixed point on ∂U, and then the fixed point set Fix(fm) of fm is a compact subset
of U, since Fix(fm) is a closed subset of Km(f) and Km(f) is a compact subset of
U . Thus, there exists an open subset Vm of U such that Fix(f
m) ⊂ Vm ⊂ Vm ⊂ U
and fm is well defined on Vm, and thus L(f
m|Vm) is well defined and we write
L(fm) = L(fm|Vm), where fm|Vm is the restriction of fm to Vm. In this way, we
can define the global Dold’s index (see [6]) as (1.2):
(2.1) PM (f) =
∑
τ⊂P (M)
(−1)#τL(fM :τ ).
It is clear that, for anym ∈ N and any compact subsetK of U with ∪mj=1f j(K) ⊂
U, there exists a neighborhood V ⊂ U of K, such that for any g ∈ O(U,Cn) suffi-
ciently close to f (in the sense that ||g− f ||U = maxx∈U |g(x)− f(x)| is sufficiently
small), the iterations gj, j = 1, . . . ,m, are well defined on V and
||g − f ||U → 0 =⇒ max1≤j≤m ||g
j − f j||V → 0.
We shall use these facts frequently and tacitly.
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The following result follows from Rouche´’s theorem for equidimensional holo-
morphic mappings directly.
Lemma 2.1 ([9]). Let U be a bounded open subset of Cn, let f ∈ O(U,Cn) and
assume that f has no fixed point on the boundary ∂U. Then:
(1) f has only finitely many fixed points in U and for any g ∈ O(U,Cn) that is
sufficiently close to f (||f − g||U is small enough), g has no fixed point on ∂U, has
only finitely many fixed points in U and satisfies
L(g) =
∑
p∈Fix(g)
µg(p) =
∑
p∈Fix(f)
µf (p) = L(f);
say, the number of fixed points of g, counting indices, equals to that of f .
(2) In particular, if p0 ∈ U is the unique fixed point of f in U and if ||f − g||U
is small enough, then
L(g) =
∑
p∈Fix(g)
µg(p) = µf (p0) = L(f),
and furthermore, if in addition all fixed points of g are simple, then
L(g) = #Fix(g) = µf (p0).
Corollary 2.1. Let M be a positive integer, let U be a bounded open subset of Cn,
let f ∈ O(U,Cn) and assume that fM has no fixed point on ∂U . Then:
(i). There exists an open subset V of U, such that fM is well defined on V , has
no fixed point outside V, and has only finitely many fixed points in V .
(ii). For any g ∈ O(U,Cn) sufficiently close to f , gM is well defined on V ,
has no fixed point outside V and has only finitely many fixed points in V ; and
furthermore,
L(gM ) = L(fM ), PM (g) = PM (f).
(iii). In particular, if p0 ∈ U is the unique fixed point of both f and fM in U,
then for any g ∈ O(U,Cn) sufficiently close to f ,
L(gM ) = L(fM ) = µfM (p0), PM (g) = PM (f) = PM (f, p0).
Remark 2.1. Under the assumption that fM has no fixed point on ∂U, for any
factor m of M, the conclusions (i)–(iii) remain valid if M is replaced by m, since
fm has no fixed point on ∂U as well.
Proof. Recall that the domain of definition of fM is the set
KM (f) = ∩M−1k=0 f−k(U) = {x ∈ U ; fk(x) ∈ U for all k = 1, . . . ,M − 1},
which is a compact subset of U , where f0 = id. Then the fixed point set Fix(fM )
of fM equals to {x ∈ KM (f); fM (x) = x}, which is a compact subset of KM (f).
Therefore, by the assumption that fM has no fixed point on ∂U , Fix(fM ) is a
compact subset of U, and then there exists an open subset U ′ of U with U ′ ⊂ U,
such that Fix(fM ) ⊂ U ′.
Thus, for the open set V = ∩M−1k=0 f−k(U ′), we conclude that fM has no fixed
point outside V. On the other hand, since V ⊂ ∩M−1k=0 f−k(U ′) ⊂ KM (f), fM is well
defined on V . Therefore, fM has only finitely many fixed points in V by Lemma
2.1, and hence (i) holds for this open set V ; and furthermore, we have
(2.2) fk(V ) ⊂ U ′ ⊂ U, for all k = 1, . . . ,M − 1.
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Now, let g ∈ O(U,Cn). To prove (ii), we first prove:
(iv). If ||f − g||U is small enough, then gM is well defined on V and has no fixed
point outside V.
Clearly, V is compact. Therefore, by (2.2), if ||f − g||U is small enough, then
gk(V ) ⊂ U for all k = 1, . . . ,M − 1, and then gM is well defined on V .
Thus, if (iv) fails, then there exists a sequence {gj} ⊂ O(U,Cn), uniformly
converging to f, such that for each j, gMj is well defined on V and g
M
j has a fixed
point pj ∈ U\V. Since U\V is compact, we may assume that
(2.3) pj → p, as j →∞,
for some p ∈ U\V.
But then, we can prove a contradiction: fM (p) is well defined and
(2.4) fM (p) = p,
which contradicts the proved conclusion that fM has no fixed point outside V.
What gMj has a fixed point pj means that g
M
j is well defined at pj , say,
(2.5) gkj (pj) ∈ U for all k = 1, . . . ,M,
and
(2.6) gMj (pj) = pj .
We first show that for each k ∈ N with k ≤M , fk(p) is well defined and
(2.7) fk(p) ∈ U and |fk(p)− gkj (pj)| → 0 as j →∞.
We prove this by induction on k. By (2.3), by the continuity of f at p, and by
the uniform convergence of gj (note that f(p) is well defined), we have
|f(p)− gj(pj)| ≤ |f(p)− f(pj)|+ |f(pj)− gj(pj)| → 0, as j →∞.
Then by (2.5) we have f(p) ∈ U. Therefore, the conclusion is true for k = 1.
Let t be any positive integer with t < M and assume that the conclusion is valid
for k = t. Then f t(p) ∈ U, and then by (2.5), both f t+1(p) and f(gtj(pj)) are well
defined. Therefore, again by the induction hypothesis, by the continuity of f at
f t(p) and by the uniform convergence of gj we have
|f t+1(p)− gt+1j (pj)| ≤ |f(f t(p))− f(gtj(pj))|+ |f(gtj(pj))− gj(gtj(pj))|
→ 0 as j →∞,
which implies f t+1(p) ∈ U by (2.5). Therefore, the conclusion is true for k = t+ 1.
This completes the induction.
By (2.7), fM (p) is well defined and |fM (p) − gMj (pj)| tends to 0 as j tends to
∞, and then (2.4) holds by (2.3) and (2.6). This completes the proof of (iv).
By (iv) and Lemma 2.1, if ||f − g||U is small enough, then the set of all fixed
points of gM is contained in V and is finite.
It is clear that (iv) remains valid if M is replaced by any factor m of M. On the
other hand, if ||f − g||U is small enough, then ||gm− fm||V is also small enough for
all factors m of M. Therefore, if ||f − g||U is small enough, then by (i), (iv) and
Lemma 2.1, we have
L(fm) = L(fm|V ) = L(gm|V ) = L(gm), for all factors m of M,
and then PM (f) = PM (g) by the formula (2.1), and (ii) is proved.
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By the hypothesis in (iii) and the definitions, we have µfM (p0) = L(f
M ) and
PM (f, p0) = PM (f), and then (iii) follows from (ii) directly. 
Lemma 2.2 ([9]). Let U be an open subset of Cn, let f ∈ O(U,Cn) and assume
that p ∈ U is an isolated fixed point of f. Then µf (p) ≥ 1, and equality holds if and
only if p is a simple fixed point of f , say, Df(p) has no eigenvalue 1.
Corollary 2.2. Let U be a bounded open subset of Cn, let f ∈ O(U,Cn) and
assume that fM has no fixed point on ∂U. If f has a periodic point p ∈ U with
period M , then any g ∈ O(U,Cn) that is sufficiently close to f has a periodic point
with period M in U.
Proof. By the assumption, p, f(p), . . . , fM−1(p) are distinct each other and all
located in U, and moreover, by Corollary 2.1 (i), p is an isolated fixed point of fM .
Therefore, there exists a ball B in U centered at p such that p is the unique fixed
point of fM in B and, for any g ∈ O(U,Cn) such that ||g − f ||U is small enough,
gM is well defined on B and has no fixed point on ∂B, and
(2.8) B ∩ gk(B) = ∅, 1 ≤ k ≤M − 1.
Therefore, by Lemmas 2.1 and 2.2, if ||g − f ||U is small enough, then∑
q∈Fix(gM |B)
µgM (q) = L(g
M |B) = L(fM |B) = µfM (p) ≥ 1,
and then gM has a fixed point q in B, and by (2.8), q is a periodic point of g with
period M. 
A fixed point p of f is called hyperbolic if Df(p) has no eigenvalue of absolute
1. If p is a hyperbolic fixed point of f, then it is a hyperbolic fixed point of all
iterations f j , j ∈ N.
Lemma 2.3. Let M be a positive integer, let U be a bounded open subset of Cnand
let f ∈ O(U,Cn). Assume that V is an open subset of U such that fM is well defined
on V and has no fixed point on ∂V . Then there exists a sequence {fj} ⊂ O(U,Cn),
uniformly converging to f, such that for each j, fMj is well defined on V and all the
fixed points of fMj located in V are hyperbolic.
A proof of this result follows from the argument in [2]. Another proof can be
found in [15].
Corollary 2.3. Let M be a positive integer, let U be a bounded open subset of Cn,
let f ∈ O(U,Cn) and assume that fM has no fixed point on ∂U . Then there exists
a sequence {fj} ⊂ O(U,Cn), uniformly converging to f, such that fMj has only
finitely many fixed points, all of which are hyperbolic, for each j.
Proof. By the hypothesis, Corollary 2.1 applies. Thus, the conclusion follows from
applying Lemma 2.3 to f : U → Cn and the set V given by Corollary 2.1. 
Lemma 2.4. Let M be a positive integer, let U be a bounded open subset of Cn
and let f ∈ O(U,Cn). Assume that fM has no fixed point on ∂U and each fixed
point of fM is simple. Then Fix(fM ) is finite, and
(i). L(fM ) = #Fix(fM ) =
∑
m|M Pm(f).
(ii). PM (f) is the cardinality of the set of periodic points of f with period M .
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Proof. This was proved in [7]. In fact, each fixed point of fm with m|M is also
simple, and then it has index 1. On the other hand, by Corollary 2.1 (i), for each
factor m of M, Fix(fm) is finite, and then L(fm) is equal to the cardinality of
Fix(fm). Therefore, (i) and (ii) follows from the argument in Section 1.1 (see also
[6], p. 421–422). 
Corollary 2.4. Let M be a positive integer and let f ∈ O(∆n,Cn). Assume that
the origin is an isolated fixed point of both f and fM . Then PM (f, 0) ≥ 0, and
furthermore, the following three conditions are equivalent.
(a). PM (f, 0) > 0.
(b). There exist a ball B ⊂ ∆n centered at the origin and a sequence {fj} ⊂
O(B,Cn) uniformly converging to f on B, such that for each fj ,
(2.9) fj(0) = 0 and PM (fj , 0) > 0.
(c). There exist a ball B ⊂ ∆n centered at the origin and a sequence {fj} ⊂
O(B,Cn) uniformly converging to f on B, such that each fj has a periodic point
of period M converging to the origin.
By the following proof, the ball B in (b) and (c) can be replaced with ∆n.
Proof. By the hypothesis, there exists a ball B1 ⊂ ∆n centered at the origin such
that fM is well defined on B1 and
(2.10) B1 ∩ Fix(f) = B1 ∩ Fix(fM ) = {0}.
Then by the definition we have
(2.11) PM (f, 0) = PM (f |B1),
and, by Corollary 2.1 and Lemma 2.3, there exists a g ∈ O(∆n,Cn), which can be
chosen arbitrarily close to f, such that gM is well defined on B1, all fixed points of
gM located in B1 are hyperbolic and
(2.12) ∂B1 ∩ Fix(gM ) = ∅ and PM (g|B1) = PM (f |B1).
By Lemma 2.4, we have PM (g|B1) ≥ 0, and then we have PM (f, 0) ≥ 0. It remains
to prove the equivalences.
If PM (f, 0) > 0, then we have by (2.11) and (2.12) that PM (g|B1) > 0, and then
again by Lemma 2.4, g has a periodic point xg of period M in B1, which converges
to the origin as g uniformly converges to f, by (2.10). Thus, (a) implies (c).
If there exist a ball B ⊂ ∆n and a sequence {fj} ⊂ O(B,Cn) satisfying (b) or
(c), then we may assume B = B1, by shrinking B or B1. Then by (2.10), (2.11)
and Corollary 2.1, for a sufficiently large j = j0, we have
(2.13) ∂B1 ∩ Fix(fMj0 ) = ∅ and PM (f, 0) = PM (f |B1) = PM (fj0),
and then by Corollaries 2.1 and 2.3, there exists an h ∈ O(B1,Cn), which can be
chosen arbitrarily close to fj0 , such that
(2.14) ∂B1 ∩ Fix(hM ) = ∅ and PM (h) = PM (fj0),
and that all fixed points of hM are hyperbolic.
If (c) holds, then by Corollary 2.2, h may be taken so close to fj0 that h has
a periodic point of period M, and then by Lemma 2.4, PM (h) > 0. Therefore, by
(2.13) and (2.14), we have PM (f, 0) > 0, and hence, (c) implies (a).
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By the first part of (2.13) and Corollary 2.1, there exists a ball B2 ⊂ B1 centered
at the origin such that fMj0 has no fixed point in B2 other than the origin. Therefore,
if (b) holds, then again by Corollary 2.1, we may take h so close to fj0 that
PM (h|B2) = PM (fj0 |B2) = PM (fj0 , 0) > 0,
and all the above properties of h remain. But then h has a periodic point in B2
of period M, by Lemma 2.4. Since all fixed points of hM are hyperbolic, again by
Lemma 2.4, we have PM (h) > 0, and then by (2.13) and (2.14) we have PM (f, 0) >
0, and then (b) implies (a).
It is trivial that (a) implies (b). This completes the proof. 
Lemma 2.5. Let L : Cn → Cn be a linear mapping and let M > 1 be a positive
integer. Then L has a periodic point of period M if and only if there exist positive
integers m1, . . . ,ms (s ≤ n) such that M = [m1, . . . ,ms] and that L has eigenvalues
that are primitive m1-th, . . . , ms-th roots of unity, respectively.
This is a basic knowledge of elementary linear algebra. Recall that [m1, . . . ,ms]
denotes the least common multiple of m1, . . . ,ms. The following result is due to
M. Shub and D. Sullivan [11]. It is also proved in [15].
Lemma 2.6. Let m > 1 be a positive integer and let f ∈ O(∆n,Cn). Assume that
the origin is an isolated fixed point of f and that, for each eigenvalue λ of Df(0),
either λ = 1 or λm 6= 1. Then the origin is still an isolated fixed point of fm and
µf (0) = µfm(0).
Corollary 2.5. Let m > 1 be a positive integer and let f ∈ O(∆n,Cn). Assume
that the origin is an isolated fixed point of both f and fm, and that the linear part
of f at the origin has no periodic point of period m. Then there exists a ball B
centered at the origin, such that for any g ∈ O(∆n,Cn) that is sufficiently close to
f on B, g has no periodic point of period m in B.
Proof. This was proved in [3] and [14] for C1 mappings. Here we give a much
simpler proof. If the linear part of f at the origin has no periodic point of period
m, then by Lemma 2.5, for the least common multiple m∗ of all numbers of the set
{m′ ∈ N;m′|m and Df(0) has an eigenvalue that is a primitive m′-th root of 1},
we have m∗|m and m∗ < m (if the above set is empty, then write m∗ = 1), and
each eigenvalue λ of Df(0) with λm = 1 satisfies λm
∗
= 1. Then for d = m/m∗
and for any eigenvalue η of Dfm
∗
(0), either η = 1 or ηd 6= 1, which implies that
for each factor d1 of d, either η = 1 or η
d1 6= 1. Therefore, by the above lemma,
µfm∗ (0) = µ(fm∗)d1 (0) for any factor d1 of d, and then
Pd(f
m∗ , 0) =
∑
τ⊂P (d)
(−1)#τµ(fm∗)d:τ (0) = µfm∗(0)
∑
τ⊂P (d)
(−1)#τ = 0.
If the conclusion of the corollary fails, then there exists a sequence {fj} ⊂
O(∆n,Cn), uniformly converging to f in a neighborhood of the origin, such that
fj has a periodic point xj with period m converging to the origin, and then f
m∗
j
uniformly converges to fm
∗
in a neighborhood of the origin and xj is a periodic
point of fm
∗
j with period d converging to the origin, and then by Corollary 2.4 we
have Pd(f
m∗ , 0) > 0. This is a contradiction, and the proof is complete. 
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Lemma 2.7. Let f ∈ O(∆n,Cn) with f(0) = 0, and let
Mf = {m ∈ N; the linear part of f at 0 has a periodic point of period m}.
Then:
(i). For each m ∈ N\Mf such that the origin is an isolated fixed point of fm,
Pm(f, 0) = 0.
(ii). For each positive integer M such that the origin is an isolated fixed point
of fM ,
(2.15) µfM (0) =
∑
m∈Mf , m|M
Pm(f, 0).
Proof. This was essentially proved in [3] in a more complicated setting for C1
mappings. Here we give a much simpler proof.
(i) follows from Corollaries 2.4 and 2.5 directly. To prove (ii), letM be a positive
integer such that the origin is an isolated fixed point of fM . Since all quantities
in (2.15) are completely determined by the local behavior of f near the origin, by
shrinking ∆n, we may assume that the origin is the unique fixed point of both
f and fM . Then, the origin is the unique fixed point of fm for each factor m of
M, and then by Corollaries 2.1 (iii) and 2.3, there exists a holomorphic mapping
g : ∆n → Cn sufficiently close to f , such that gM has no fixed point on ∂∆n, all
fixed points of gM are hyperbolic and
(2.16) µfM (0) = L(g
M ), Pm(f, 0) = Pm(g) for each m|M.
Now, Lemma 2.4 applies to g, and we have
L(gM ) =
∑
m|M
Pm(g).
Therefore, by (2.16) and (i) we have
µfM (0) =
∑
m|M
Pm(g) =
∑
m|M
Pm(f, 0) =
∑
m∈Mf , m|M
Pm(f, 0).
This completes the proof. 
It is well known that the fixed point index is invariant after any biholomorphic
transformation of coordinate, and therefore, so is the Dold’s index, by the definition.
Thus we have:
Lemma 2.8. Let f, h ∈ O(∆n,Cn) and let k be a positive integer such that the
origin is an isolated fixed point of both f and fk. Assume h(0) = 0 and detDh(0) 6=
0 and write g = h ◦ f ◦ h−1. Then the origin is still an isolated fixed point of both
g and gk, µfk(0) = µgk(0) and Pk(f, 0) = Pk(g, 0).
3. Computations of Dold’s indices under Conditions 3.1–3.5
In this section, we shall apply Cronin’s theorem to compute Dold’s indices (at
the origin) of the holomorphic mapping f = (f1, . . . , fn) : ∆
n → Cn given by
(3.1)
{
fj(x1, . . . , xn) = λjxj + xj
∑s
i=1 ajix
mi
i + oj , j = 1, . . . , s,
fr(x1, . . . , xn) = µrxr +Rr, r = s+ 1, . . . , n,
associated with the following five conditions.
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Condition 3.1. λ1, . . . , λs are primitive m1-th, . . . ,ms-th roots of unity, respec-
tively, and m1, . . . ,ms are mutually distinct primes. Thus, m1 ≥ 2, . . . ,ms ≥ 2.
Condition 3.2. µm1...msr 6= 1 for each r = s+ 1, . . . , n.
Condition 3.3. Each principal submatrix1 of A = (aji) is invertible.
Condition 3.4. Each oj is a power series of the form
oj(x1, . . . , xn) = xjhj(x
m1
1 , . . . , x
ms
s ) + o
′
j (x1, . . . , xn) ,
such that hj(x
m1
1 , . . . , x
ms
s ) is a polynomial in x
m1
1 , . . . , x
ms
s of the form
(3.2) hj(x
m1
1 , . . . , x
ms
s ) =
Nj∑
i1+i2+···+is=2
cji1i2...is(x
m1
1 )
i1(xm22 )
i2 . . . (xmss )
is ,
in which Nj is a positive integer and all c
j
i1i2...is
are constants, and that o′j (x1, . . . , xn)
is a power series in x1, . . . , xn, consisting of terms of degree larger than (m1 . . .ms)
2
.
Condition 3.5. Each Rr is a power series in x1, . . . , xn consisting of terms of
degree ≥ 2.
Here, and throughout this paper, all power series are convergent in a neighbor-
hood of the origin. The goal of this section is to prove the following proposition.
Proposition 3.1. For any t-tuple (i1, . . . , it) of positive integers with 1 ≤ i1 <
· · · < it ≤ s, the origin is an isolated fixed point of fmi1 ...mit ,
(3.3) µfmi1 ...mit (0) = (mi1 + 1) . . . (mit + 1),
and
(3.4) Pmi1 ...mit (f, 0) = mi1 . . .mit .
To prove this result, we first introduce two known results and prove Lemma 3.2.
Lemma 3.1 ([9]). Let h1, h2 ∈ O(∆n,Cn). If the origin is an isolated zero of both
h1 and h2, then the zero order of h1 ◦ h2 at the origin equals to the product of the
zero orders of h1 and h2 at the origin, say, pih1◦h2(0) = pih1(0)pih2(0).
Theorem 3.1 (Cronin [5]). Let m1, . . . ,mn be positive integers and let P =
(P1, . . . , Pn) : ∆
n → Cn be a holomorphic mapping given by
Pj(z1, . . . , zn) =
∞∑
k=mj
Pjk(z1, · · · , zn), j = 1, · · · , n,
where each Pjk is a homogeneous polynomial of degree k in z1, z2, . . . , zn. If 0 =
(0, . . . , 0) is an isolated solution of the system of n equations
Pjmj (z1, . . . , zn) = 0, j = 1, . . . , n,
then the origin is an isolated zero of the mapping P with order
piP (0) = m1m2 . . .mn.
1For the n×n matrix A = (aij ), a k×k submatrix B = (bst) = (aisjt ) of A is called a principal
submatrix of A if it is obtained from A by deleting some n− k rows and deleting the columns in
the same order, say, i1 = j1, . . . , ik = jk.
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Lemma 3.2. Let k be a positive integer. Then the k-th iteration fk = (f
(k)
1 , . . . , f
(k)
n )
of f also has the form (3.1), together with Conditions 3.3—3.5, say precisely, the
components of fk is given by
(3.5)
{
f
(k)
j (x1, . . . , xn) = λ
k
j xj + kλ
k−1
j xj
∑s
i=1 ajix
mi
i + o
(k)
j , 1 ≤ j ≤ s,
f
(k)
r (x1, . . . , xn) = µ
k
rxr +R
(k)
r , s+ 1 ≤ r ≤ n,
where λ1, . . . , λs, µs+1, . . . , µn, aji are the numbers in (3.1), each o
(k)
j satisfies Con-
dition 3.4 and each R
(k)
r satisfies Condition 3.5.
Proof. The conclusion is obvious for r = s + 1, . . . , n. By the assumption on the
mapping f = (f1, . . . , fn), for each j = 1, . . . , s, we can write
fj(x1, . . . , xn) = xj
[
λj +
s∑
i=1
ajix
mi
i + hj(x
m1
1 , . . . , x
ms
s )
]
+ o′j(x1, . . . , xn),
where hj and o
′
j are given in Condition 3.4. It is clear that the terms in the
power series f
(k)
j (x1, . . . , xn) affected by o
′
i (x1, . . . , xn), i = 1, . . . , s, in the iteration
process are all of degree > (m1 . . .ms)
2
. Therefore, we may assume that the terms
o′i, i = 1, . . . , s, are all zero. Then, we can complete the proof by showing that
(3.6) f
(k)
j (x1, . . . , xn) = xj
[
λkj + kλ
k−1
j
s∑
i=1
ajix
mi
i + h
(k)
j (x
m1
1 , . . . , x
ms
s )
]
,
for each j = 1, . . . , s, where h
(k)
j (x
m1
1 , . . . , x
ms
s ) is a polynomial, in x
m1
1 , . . . , x
ms
s ,
that has the form of (3.2). The proof is by induction on k.
For k = 1, the conclusion is trivial. Assume that (3.6) holds for k = l and h
(l)
j is
in the form of (3.2). Then,
f
(l+1)
j = f
(l)
j ◦ f = f (l)j (f1, . . . , fn)
= [fj ]
[
λlj + lλ
l−1
j
s∑
i=1
ajif
mi
i + h
(l)
j ((f1)
m1 , . . . , (fs)
ms)
]
,
For each i = 1, . . . , s, considering that λmii = 1, we have that
(fi(x1, . . . , xn))
mi = xmii + pi(x
m1
1 , . . . , x
ms
s ),
where pi(x
m1
1 , . . . , x
ms
s ) is a power series in x
m1
1 , . . . , x
ms
s having the form of (3.2)
(note that we assumed o′i ≡ 0). Thus, it is obvious that there exist polynomials
q
(l+1)
j and h
(l+1)
j , in x
m1
1 , . . . , x
ms
s , having the form of (3.2), such that
f
(l+1)
j (x1, . . . , xn) =
[
xj
(
λj +
s∑
i=1
ajix
mi
i + hj(x
m1
1 , . . . , x
ms
s )
)]
[
λlj + lλ
l−1
j
s∑
i=1
ajix
mi
i + q
(l+1)
j (x
m1
1 , . . . , x
ms
s )
]
= xj
[
λl+1j + (l + 1)λ
l
j
s∑
i=1
ajix
mi
i + h
(l+1)
j (x
m1
1 , . . . , x
ms
s )
]
,
This completes the induction. 
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Proof of Proposition 3.1. For each t = 1, . . . , s, we first prove (3.3) for the t-
tuple (i1, . . . , it) = (1, 2, . . . , t).
By Lemma 3.2, putting M = m1 . . .mt and f
M = (f
(M)
1 , . . . , f
(M)
n ), we have,
for j = 1, . . . , s and r = s+ 1, . . . , n,
(3.7)
{
f
(M)
j (x1, . . . , xn) = λ
M
j xj +Mλ
M−1
j xj
∑s
i=1 ajix
mi
i + o
(M)
j ,
f
(M)
r (x1, . . . , xn) = µ
M
r xr +R
(M)
r ,
where, each o
(M)
j = o
(M)
j (x1, . . . , xn) satisfies Condition 3.4 and each R
(M)
r =
R
(M)
r (x1, . . . , xn) satisfies Condition 3.5.
By Condition 3.1, we have λMj = 1 for j = 1, . . . , t, and λ
M
j 6= 1 for j =
t + 1, . . . , s. Then by (3.7), putting f
(M)
i = f
(M)
i (x1, . . . , xn) for i = 1, . . . , n, we
have
(3.8)

f
(M)
j − xj = cjxj
∑s
i=1 ajix
mi
i + o
(M)
j , 1 ≤ j ≤ t,
f
(M)
j − xj = xj(dj + higher terms) + o(M)j , t+ 1 ≤ j ≤ s,
f
(M)
r − xr = erxr +R(M)r , s+ 1 ≤ r ≤ n,
where cj = Mλ
M−1
j 6= 0 for j = 1, . . . , t, dj = λMj − 1 6= 0 for j = t+ 1, . . . , s, and
er = µ
M
r − 1 6= 0 for r = s+ 1, . . . , n (by Condition 3.2).
Let H : Cn → Cn be the mapping
(x1, . . . , xn) = H(z1, . . . , zn) = (z
M
m1
1 , . . . , z
M
mt
t , z
M
t+1, . . . , z
M
s , zs+1, . . . , zn).
Since for each j ≤ s, o(M)j satisfies Condition 3.4, each term of the power series
o
(M)
j = o
(M)
j (x1, . . . , xn) is either a monomial of the form
C1xjx
m1i1
1 . . . x
mtit
t x
mt+1it+1
t+1 . . . x
msis
s with i1 + · · ·+ is ≥ 2,
or a monomial of the form
C2x
k1
1 x
k2
2 . . . x
kn
n with k1 + k2 + · · ·+ kn > (m1 . . .ms)2,
where C1 and C2 are constants; and therefore, each term of the power series o
(M)
j ◦
H(z1, . . . , zn) is either a monomial of the form
C1z
αj
j z
Mi1
1 . . . z
Mit
t z
Mmt+1it+1
t+1 . . . z
Mmsis
s
(αj =
M
mj
∈ N if 1 ≤ j ≤ t, or αj = M if t + 1 ≤ j ≤ s) with degree > 2M, or a
monomial of the form
C2z
M
m1
k1
1 . . . z
M
mt
kt
t z
Mkt+1
t+1 . . . z
Mks
s z
ks+1
s+1 . . . z
kn
n
with degree > (m1 . . .ms)
2 ≥ (m1 . . .mt)2 ≥ 2M (note that all mj ≥ 2), and then,
o
(M)
j ◦H(z1, . . . , zn) is a power series in z1, . . . , zn such that each term has degree
> 2M.
On the other hand, it is obvious that R
(M)
r ◦H(z1, . . . , zn) is a power series in
z1, . . . , zn consisting of terms of degree ≥ 2, for each r = s + 1, . . . , n, by Con-
dition 3.5; and for each j = 1, . . . , t, it is also obvious that, after applying the
transformation H,
∑s
i=1 ajix
mi
i is changed into
t∑
i=1
ajiz
M
i +
s∑
i=t+1
ajiz
miM
i =
t∑
i=1
ajiz
M
i + higher terms.
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Therefore, putting
(3.9) GM = (g1, . . . , gn) = (id− fM ) ◦H = H − fM ◦H,
by (3.8) we have
(3.10)

gj(z1, . . . , zn) = −cjz
M
mj
j
∑t
i=1 ajiz
M
i + higher terms, 1 ≤ j ≤ t,
gj(z1, . . . , zn) = −djzMj + higher terms, t+ 1 ≤ j ≤ s,
gr(z1, . . . , zn) = −erzr + higher terms, s+ 1 ≤ r ≤ n.
By Condition 3.3, the t× t principal submatrix (aji)1≤j,i≤t of the s × s matrix
(aji) is invertible. Thus, 0 = (0, . . . , 0) is an isolated solution of the system of
simultaneous equations:
−cjz
M
mj
j
∑t
i=1 ajiz
M
i = 0, 1 ≤ j ≤ t,
−djzMj = 0, t+ 1 ≤ j ≤ s,
−erzr = 0, s+ 1 ≤ r ≤ n.
Thus, by Cronin’s Theorem and (3.10), the origin is an isolated zero of GM with
order
piGM (0) =M
s−t
t∏
j=1
(
M
mj
+M
)
=
M s
m1 . . .mt
t∏
j=1
(1 +mj) =M
s−1
t∏
j=1
(1 +mj),
and then the origin is an isolated fixed point fM . On the other hand, the zero order
of H at the origin is piH(0) =
Ms
m1...mt
= M s−1. Thus by Lemma 3.1 and (3.9), we
have
µfm1...mt (0) = µfM (0) = piid−fM (0) = piGM (0)/piH(0) =
t∏
j=1
(1 +mj).
This implies (3.3) for the t-tuple (i1, . . . , it) = (1, . . . , t).
Now, let t be any positive integer with t ≤ s. We show that (3.3) holds for any
t-tuple (i1, . . . , it) of positive integers with 1 ≤ i1 < · · · < it ≤ s. Let
(w1, . . . , wn) = h(x1, . . . , xn) = (xσ(1), . . . , xσ(n))
be a transformation given by a permutation σ of {1, . . . , n} with
σ(j) = ij for j = 1, . . . , t, and σ(j) = j for j = s+ 1, . . . , n.
Then in the new coordinate w = (w1, . . . , wn), the original mapping f = (f1, . . . , fn)
is changed into f˜ = (f˜1, . . . , f˜n) = h ◦ f ◦ h−1 with{
f˜j(w1, . . . , wn) = λσ(j)wj + wj
∑s
i=1 aσ(j)σ(i)w
mσ(i)
i + o˜j , j = 1, . . . , s,
f˜r(w1, . . . , wn) = µrwr + R˜r, s+ 1 ≤ r ≤ s,
where o˜j = o˜j(w1, . . . , wn) = oσ(j)(wσ−1(1), . . . , wσ−1(n)) and R˜r = R˜r(w1, . . . , wn) =
Rr(wσ−1(1), . . . , wσ−1(n)). This is also in the form of (3.1) and all the corresponding
Conditions 3.1–3.5 are satisfied, but with a modification that λ1, . . . , λs, m1, . . . ,
ms, aji, (x1, . . . , xs, xs+1, . . . xn) are just replaced with λσ(1), . . . , λσ(s), mσ(1), . . . ,
mσ(s), aσ(j)σ(i), (w1, . . . , ws, ws+1, . . . , wn), respectively. Then the above process
for the special t-tuple (1, . . . , t) applies to f˜ , and then we have
µ
f˜
mi1
...mit
(0) = µ
f˜
mσ(1)...mσ(t) (0) =
t∏
j=1
(mσ(j) + 1) =
t∏
j=1
(mij + 1).
16 GUANG YUAN ZHANG
Therefore, by Lemma 2.8 we have µfmi1 ...mit (0) = µf˜mi1 ...mit (0) =
∏t
j=1(mij + 1).
This completes the proof of (3.3).
To prove (3.4), let
Mf = {m ∈ N; the linear part of f at 0 has a periodic point of period m}.
Then by Conditions 3.1, 3.2, and Lemma 2.5, Mf is the set consisting of 1 and
all possible products of mutually distinct numbers taken from the distinct primes
m1, . . . ,ms, and then by (3.3) and Lemma 2.7, for any t-tuple (i1, . . . , it) of positive
integers with 1 ≤ i1 < · · · < it ≤ s, we have
t∏
j=1
(1 +mij ) = µfmi1 ...mit (0) =
∑
m∈Mf ,m|mi1 ...mit
Pm(f, 0)
= P1(f, 0) +
t∑
k=1
∑
1≤j1<···<jk≤t
Pmij1 ...mijk
(f, 0),
where the last sum extends over all k-tuples (j1, . . . , jk) of positive integers with
1 ≤ j1 < · · · < jk ≤ t. On the other hand, by the assumption on f , the origin
is a simple fixed point of f and so P1(f, 0) = µf (0) = 1. Therefore, expanding∏t
j=1(1 +mij ) and rewriting the above equation, we have
Pmi1 ...mit (f, 0) = mi1 . . .mit +
t−1∑
k=1
∑
1≤j1<···<jk≤t
(mij1 . . .mijk − Pmij1 ...mijk (f, 0)).
By the above equation, after a standard process of induction on t ≤ s, we have
Pmi1 ...mit (f, 0) = mi1 . . .mit . This completes the proof. 
4. Normal forms and perturbations
In this section we shall combine the normal form method and the perturbation
method to improve Proposition 3.1, say, to prove the following Proposition, in which
Condition 3.1 is weakened to be (B) and Conditions 3.2—3.5 are removed.
Proposition 4.1. Let f : ∆n → Cn be a holomorphic mapping. Assume:
(A). Df(0) is a diagonal matrix.
(B). Df(0) has eigenvalues λ1, . . . , λs that are primitive m1-th, . . . ,ms-th roots
of unity, respectively, and m1, . . . ,ms are positive integers.
(C). The origin is an isolated fixed point of both f and fM , whereM = [m1, · · · ,ms]
is the least common multiple of m1, . . . ,ms.
Then PM (f, 0) > 0.
The idea to prove this proposition is to reduce the problem into the easier one
considered in Section 3, by small perturbations and coordinate transformations. We
shall perform this in two steps. The first step is to use the normal form method,
Proposition 3.1 and some results in Section 2 to prove Lemma 4.3, which is a
weaker version of Proposition 4.1. The second step is to use Lemmas 4.3–4.7 and
some results in Section 2 to complete the proof of Proposition 4.1.
The following result is well known in the theory of normal forms (see [1], p.
84–85).
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Lemma 4.1. Let f : ∆n → Cn be a holomorphic mapping such that f(0) = 0 and
Df(0) = (λ1, . . . , λn) is a diagonal matrix. Then for any positive integer r, there
exists a biholomorphic coordinate transformation in the form of
(y1, . . . , yn) = H(x1, . . . , xn) = (x1, . . . , xn) + higher terms
in a neighborhood of the origin such that each component gj of g = (g1, . . . , gn) =
H−1 ◦ f ◦H has a power series expansion
gj(x1, . . . , xn) = λjxj +
r∑
i1+···+in=2
cji1...inx
i1
1 . . . x
in
n + higher terms, j = 1, . . . , n,
in a neighborhood of the origin, where the sum extends over all n-tuples (i1, . . . , in)
of nonnegative integers with
2 ≤ i1 + · · ·+ in ≤ r and λj = λi11 . . . λinn .
Lemma 4.2. Suppose that λ1, . . . , λs satisfy Condition 3.1 and that (i1, . . . , is) is
an s-tuple of nonnegative integers. Then for each j ≤ s,
(4.1) λj = λ
i1
1 . . . λ
is
s
if and only if
(4.2) mj |(ij − 1), and mk|ik for each k ≤ s with k 6= j.
Proof. Recall that Condition 3.1 states that λ1, . . . , λs are primitive m1-th, . . . ,ms-
th roots of unity, respectively, and m1, . . . ,ms are mutually distinct primes (and
thus all mj ≥ 2). Thus, (4.2) implies (4.1) and we can write
λk = e
2pipki
mk , k = 1, . . . , s,
where i =
√−1 and each pk is a positive integer with pk < mk.
For given j ≤ s, if (4.1) holds, then putting nj = ij − 1 and putting nk = ik for
each k ≤ s with k 6= j, we have
λn11 . . . λ
ns
s = e
2pii
(
p1n1
m1
+···+ psns
ms
)
= 1,
and then
l =
p1n1
m1
+ · · ·+ psns
ms
is an integer, and then for each subscript t with 1 ≤ t ≤ s we have
ptnt
s∏
j=1
j 6=t
mj +mt
s∑
k=1
k 6=t
pknk
s∏
j=1
j 6=k,t
mj = l
s∏
j=1
mj .
For each t ≤ s, since pt is a positive integer with pt < mt and m1, . . . ,ms are
distinct primes, pt
∏s
j=1,j 6=tmj and mt are relatively prime. Thus, mt divides nt.
This completes the proof. 
Corollary 4.1. Let f : ∆n → Cn be a holomorphic mapping with f(0) = 0 and
assume:
(A). Df(0) = (λ1, . . . , λs, µs+1, . . . , µn) is a diagonal matrix.
(B). λ1, . . . , λs satisfy Condition 3.1.
(C). For any n-tuple (i1, . . . , is, is+1, . . . , in) of nonnegative integers,
λj = λ
i1
1 . . . λ
is
s µ
is+1
s+1 . . . µ
in
n =⇒ is+1 = · · · = in = 0, for each j ≤ s.
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Then, there exists a biholomorphic coordinate transformation in the form of
(4.3) (y1, . . . , yn) = H(x1, . . . , xn) = (x1, . . . , xn) + higher terms,
in a neighborhood of the origin, such that the components of g = (g1, . . . , gn) =
H−1 ◦ f ◦H are in the form of{
gj(x1, . . . , xn) = λjxj + xj
∑s
i=1 bjix
mi
i + oj , j = 1, . . . , s,
gr(x1, . . . , xn) = µrxr +Rr, r = s+ 1, . . . , n,
in a neighborhood of the origin, where each bji is a complex number, each oj =
oj(x1, . . . , xn) satisfies Condition 3.4 and each Rr = Rr(x1, . . . , xn) satisfies Con-
dition 3.5.
Proof. By (A) and Lemma 4.1, there exists a biholomorphic coordinate transfor-
mation H in the form of (4.3) in a neighborhood of the origin, such that each
component of g = (g1, . . . , gn) = H
−1 ◦ f ◦H has the expression
(4.4) gj(x1, . . . , xn) = λjxj +
(m1...ms)
2∑
i1+···+in=2
cji1...isis+1...inx
i1
1 . . . x
is
s x
is+1
s+1 . . . x
in
n + o
′
j
for j = 1, . . . , s, and
gr(x1, . . . , xn) = µrxr +Rr, for r = s+ 1, . . . , n,
in a neighborhood of the origin, where each o′j is a power series in x1, . . . , xn con-
sisting of terms of degree > (m1 . . .ms)
2
, each Rr is a power series in x1, . . . , xn
satisfying Condition 3.5, and the sum in (4.4) extends over all n-tuples (i1, . . . , in)
of nonnegative integers with
(4.5) 2 ≤ i1 + · · ·+ in ≤ (m1 . . .ms)2 and λj = λi11 . . . λiss µis+1s+1 . . . µinn .
For each j ≤ s and any n-tuple (i1, . . . , in) that satisfies (4.5), by (C) we have
is+1 = · · · = in = 0, and then by (B) and Lemma 4.2, we have mj |(ij − 1) and
mk|ik for each k ≤ s with k 6= j. Thus, for each j ≤ s, (4.4) precisely means that,
gj(x1, . . . , xn) = λjxj + xjpj(x
m1
1 , . . . , x
ms
s ) + o
′
j ,
where pj(x
m1
1 , . . . , x
ms
s ) is a polynomial in x
m1
1 , . . . , x
ms
s , and then we can write
gj(x1, . . . , xn) = λjxj + xj
s∑
i=1
bjix
mi
i + hj(x
m1
1 , . . . , x
ms
s ) + o
′
j ,
where hj(x
m1
1 , . . . , x
ms
s ) is a polynomial, in x
m1
1 , . . . , x
ms
s , in the form of (3.2). This
completes the proof. 
Lemma 4.3. Let f : ∆n → Cn be a holomorphic mapping. Assume:
(a) Df(0) = (λ1, . . . , λn) is a diagonal matrix.
(b) λ1, . . . , λs satisfy Condition 3.1: λ1, . . . , λs are primitive m1-th, . . . ,ms-th
roots of unity, respectively, and m1, . . . ,ms are mutually distinct primes.
(c) The origin is an isolated fixed point of both f and fm1···ms .
Then Pm1...ms(f, 0) > 0.
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Proof. It is clear that for the complex numbers λ1, . . . , λs, the set of all (n− s)-
tuples (µs+1, . . . , µn) of complex numbers so that condition (C) in Corollary 4.1
fails is a subset of Cn−s with 2(n − s)-Lebesgue measure zero. Therefore, for any
ε > 0, there exist complex numbers µs+1, . . . , µn such that
(4.6)
n∑
k=s+1
|µk − λk|2 < ε2,
that Condition 3.2 holds for µs+1, . . . , µn, and that condition (C) in Corollary 4.1
holds for the n-tuple (λ1, . . . , λs, µs+1, . . . , µn).
Let fε(z1, . . . , zn) be the mapping obtained from f(z1, . . . , zn) by just replacing
the linear part of f with (λ1z1, . . . , λszs, µs+1zs+1, . . . , µnzn), say,
fε(z1, . . . , zn)− f(z1, . . . , zn) = (0, . . . , 0, (µs+1 − λs+1) zs+1, . . . , (µn − λn) zn).
Then fε satisfies all the assumptions in Corollary 4.1 with
Dfε(0) = (λ1, . . . , λs, µs+1, . . . , µn),
and then there exists a biholomorphic coordinate transformation in the form of
(z1, . . . , zn) = Hε(x1, . . . , xn) = (x1, . . . , xn) + higher terms, (x1, . . . , xn) ∈ B,
where B is a ball centered at the origin, such that gε = (g1, . . . , gn) = H
−1
ε ◦fε ◦Hε
has the expression
(4.7)
{
gj(x1, . . . , xn) = λjxj + xj
∑s
i=1 bjix
mi
i + oj , j = 1, . . . , s,
gr(x1, . . . , xn) = µrxr +Rr, r = s+ 1, . . . , n,
on B, where each bji is a constant, each oj is a power series satisfying Condition
3.4 and each Rr is a power series satisfying Condition 3.5.
gε is in the form of (3.1), together with the associated Conditions 3.1, 3.2, 3.4
and 3.5. Condition 3.3 may not be satisfied, but for any fixed gε, by just modifying
the numbers bji in (4.7) slightly, we can construct a sequence {gk,ε} ⊂ O(B,Cn),
uniformly converging to gε on B as k → ∞, such that each gk,ε is in the form of
(3.1) together with all Conditions 3.1—3.5.
Now, Proposition 3.1 applies to each gk,ε, and then we have
Pm1...ms(gk,ε, 0) > 0,
which implies, by Lemma 2.8, that
Pm1...ms(Hε ◦ gk,ε ◦H−1ε , 0) > 0.
But it is clear that, for fixed fε andHε, Hε◦gk,ε◦H−1ε converges toHε◦gε◦H−1ε = fε,
uniformly in a neighborhood of the origin as k →∞. Thus by Corollary 2.4
(4.8) Pm1...ms(fε, 0) > 0,
provided that the origin is an isolated fixed point of both fε and f
m1...ms
ε . By (4.6),
fε converges to f uniformly in a neighborhood of the origin as ε→ 0, and then by
(c) and Lemma 2.1, for sufficiently small ε, the origin is an isolated fixed point of
both fε and f
m1...ms
ε . Hence, (4.8) holds for sufficiently small ε, and hence by (c),
the convergence of fε and by Corollary 2.4,
Pm1...ms(f, 0) > 0.
This completes the proof. 
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Lemma 4.4. Let X be a set, let f : X→ X be a mapping and let m be a positive
integer. If p is a point in X such that fm(p) = p, then p is a periodic point of f
and the period is a factor of m.
Proof. This follows from the definition of periods in Section 1.1. 
Lemma 4.5. Let X be a set, let f : X → X be a mapping and let m∗ and n1 be
positive integers. If p is a point in X such that
(4.9) fm
∗n1(p) = p,
and p is a periodic point of fm
∗
of period n1, then p is a periodic point of f with
period mn1, where m is a factor of m
∗.
Proof. Assume that p is a periodic point of f of period L, say, L is the least positive
integer such that fL(p) = p. Then, L| (m∗n1) by (4.9) and Lemma 4.4, and then
L can be factorized into L = mn′, where m and n′ are factors of m∗ and n1,
respectively.
Putting d = m∗/m, we have
p = fL(p) = fdL(p) = fdmn
′
(p) = fm
∗n′(p) = (fm
∗
)n
′
(p),
and then n′ ≥ n1, for n1 is the least positive integer such that (fm∗)n1(p) = p.
Therefore, n′ = n1. This completes the proof. 
Lemma 4.6. Let X be a set, let n1, . . . , ns be mutually distinct primes, let r1, . . . , rs
be positive integers, let f : X→ X be a mapping and assume that p ∈ X is a periodic
point of fn
r1−1
1 ...n
rs−1
s with period n1 . . . ns. Then p is a periodic point of f with
period nr11 . . . n
rs
s .
Proof. By the hypothesis, we have
fn
r1
1 ...n
rs
s (p) =
(
fn
r1−1
1 ...n
rs−1
s
)n1...ns
(p) = p.
Thus, p is a periodic point of f and we assume that the period is L. Then by Lemma
4.4, L divides nr11 . . . n
rs
s .
Since n1, . . . , ns are distinct primes, we have L = n
r′1
1 . . . n
r′s
s for some nonnegative
integers r′1, . . . , r
′
s with r
′
j ≤ rj for all j ≤ s. We must show that r′j = rj for all
j ≤ s.
Otherwise, r′j < rj for some j ≤ s. Without loss of generality, we assume that
r′1 < r1. Then n
r1−1
1 n
r2
2 . . . n
rs
s is a multiple of L and then
fn
r1−1
1 n
r2
2 ...n
rs
s (p) = p,
in other words, (
fn
r1−1
1 n
r2−1
2 ...n
rs−1
s
)n2...ns
(p) = p,
which contradicts the assumption that p is a periodic point of fn
r1−1
1 n
r2−1
2 ...n
rs−1
s
with period n1n2 . . . ns (note that all nj are distinct primes and then all nj ≥ 2).
This completes the proof. 
Lemma 4.7. Assume that m1, . . . ,ms are positive integers such that for each j ≤ s,
M = [m1, . . . ,ms] > [m1, . . . ,mj−1,mj+1, . . . ,ms].
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Then there exist factors M∗ and M∗∗ of M , mutually distinct primes n1, . . . , ns,
and positive integers r1, . . . , rs, n
′
1, . . . , n
′
s, such that for each j ≤ s,
(4.10) n
rj
j |mj but nrj+1j ∤ mj , and nrjj ∤ mk for all k ≤ s with k 6= j,
(4.11) M = M∗
s∏
j=1
nj =M
∗∗
s∏
j=1
n
rj
j ,
and
(4.12)
M∗
mj
=
n′j
nj
with (nj , n
′
j) = 1, j = 1, . . . , s.
Here, (nj , n
′
j) denotes the greatest common divisor of nj and n
′
j .
Proof. By the assumption, for each j ≤ s, there exists a prime nj and a positive
integer rj such that (4.10) holds. Then, it is clear that all the primes n1, . . . , ns are
distinct each other. Therefore, nr11 . . . n
rs
s is a factor of M = [m1, . . . ,ms], and then
M∗ = [m1, . . . ,ms]n
−1
1 . . . n
−1
s and M
∗∗ = [m1, . . . ,ms]n
−r1
1 . . . n
−rs
s are positive
integers satisfying (4.11).
It remains to show the existence of n′1, . . . , n
′
s so that (4.12) holds. By (4.10),
for each j ≤ s, there exists a positive integer m∗∗j such that
(4.13) mj = m
∗∗
j n
rj1
1 . . . n
rjs
s with rjj = rj ,
and
(4.14) (m∗∗j , n1 . . . ns) = 1.
Then, again by (4.10), we have for each j ≤ s,
(4.15) rj = rjj > rkj , for each k ≤ s with k 6= j.
Therefore, considering that n1, . . . , ns are mutually distinct primes, by (4.13)–(4.15)
we have
M = [m1, . . . ,ms] = [m
∗∗
1 , . . . ,m
∗∗
s ]
s∏
j=1
n
rjj
j .
This implies that M∗ = [m∗∗1 , . . . ,m
∗∗
s ]
∏s
j=1 n
rjj−1
j , and then, for each k ≤ s, by
(4.13) we have
M∗
mk
=
[m∗∗1 , . . . ,m
∗∗
s ]
∏s
j=1 n
rjj−1
j
m∗∗k n
rk1
1 . . . n
rks
s
=
n′k
nk
where
n′k =
[m∗∗1 , . . . ,m
∗∗
s ]
m∗∗k
s∏
j=1
j 6=k
n
rjj−rkj−1
j ,
which is a positive integer by (4.15). Since n1, . . . , ns are mutually distinct primes,
by the previous equality and (4.14) we have (n′k, nk) = 1. This completes the
proof. 
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Proof of Proposition 4.1. Assume that f : ∆n → Cn is a holomorphic mapping
that satisfies conditions (A)–(C) stated in Proposition 4.1:
(A). Df(0) is a diagonal matrix.
(B). Df(0) has eigenvalues λ1, . . . , λs that are primitive m1-th, . . . ,ms-th roots
of unity, respectively.
(C). The origin is an isolated fixed point of both f and fM , where M =
[m1, · · · ,ms].
We shall show that
(4.16) PM (f, 0) > 0.
Since PM (f, 0) is completely determined by the local behavior of f at the origin,
we may assume that f is holomorphic on ∆n, by shrinking ∆n.
By Lemma 2.8, any linear coordinate transformation does not change PM (f, 0).
Therefore, it is without loss of generality to rewrite the conditions (A) and (B) to
be the following conditions (D)–(F).
(D). Df(0) = (λ1, . . . , λs, λs+1, . . . , λn) is a diagonal matrix.
(E). λ1, . . . , λs are primitive m1-th, . . . ,ms-th roots of unity, respectively.
(F). m1, . . . ,ms satisfy the assumption in Lemma 4.7.
Then all conclusions in Lemma 4.7 hold: there exist factors M∗ and M∗∗ of M ,
mutually distinct primes n1, . . . , ns, positive integers r1, . . . , rs, n
′
1, . . . , n
′
s, such
that (4.10)–(4.12) hold. Therefore, the following condition also hold.
(G). If L is a positive integer that is the least common multiple of some numbers
in {m1, . . . ,ms} and is divided by nr11 . . . nrss , then L = M.
Then, by (C), (D) and Lemma 2.1, for any positive number ε, by just modifying
λs+1, . . . , λn of the linear part of f at the origin, we can construct a holomorphic
mapping F : ∆n → Cn such that the origin is an isolated fixed point of both F and
FM ,
(4.17) ||F − f ||∆n = max
x∈∆n
|F (x)− f(x)| < ε,
and
(4.18) DF (0) = (λ1, . . . , λs, µs+1, . . . , µn),
where µs+1, . . . , µn are complex numbers with
(4.19) |µr| 6= 1, r = s+ 1, . . . , n.
If we can prove PM (F, 0) > 0, then by (4.17), the arbitrariness of ε and Corollary
2.4, we shall have (4.16). In the rest of the proof, we shall show PM (F, 0) > 0.
Since the origin is an isolated fixed point of F and FM , there exists a ball B ⊂ ∆n
centered at the origin with B ⊂ ∆n, such that F, FM∗ and FM are well defined on
B, that
(4.20) F k(B) ⊂ ∆n for all k = 1, . . . ,M,
and that
(4.21) Fix(F |B) = Fix(FM
∗ |B) = Fix(FM |B) = {0}.
It is clear by (4.12) and (E) that λM
∗
1 , . . . , λ
M∗
s are primitive n1-th, . . . , ns-th
roots of unity, respectively, and since n1, . . . , ns are distinct primes, λ
M∗
1 , . . . , λ
M∗
s
satisfy Condition 3.1 for the s-tuple (n1, . . . , ns). On the other hand, by (4.18),
DFM
∗
(0) = (λM
∗
1 , . . . , λ
M∗
s , µ
M∗
s+1, . . . , µ
M∗
n ).
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Therefore, by (4.21), Lemma 4.3 applies to FM
∗
, and then
(4.22) Pn1...ns(F
M∗ , 0) > 0.
By (4.21) and Lemma 2.3, there exists a sequence {Fj} ⊂ O(∆n,Cn), converging
to F uniformly, such that all fixed points of FMj in B are hyperbolic.
By (4.21) and Corollary 2.4, if we can prove the following conclusion (H), we
shall obtain the inequality PM (F, 0) > 0 immediately.
(H). For sufficiently large j, each Fj has a periodic point pj of period M con-
verging to the origin as j →∞.
For sufficiently large j, FM
∗
j is well defined on B by (4.20), and uniformly con-
verges to FM
∗
on B. Thus by (4.21), (4.22) and Corollary 2.1 (iii), for sufficiently
large j, FMj = (F
M∗
j )
n1...ns has no fixed point on ∂B and
Pn1...ns(F
M∗
j |B) = Pn1...ns(FM
∗
, 0) > 0.
Then, by Lemma 2.4 (ii), for sufficiently large j, FM
∗
j has a periodic point pj ∈ B
of period n1 . . . ns. And furthermore, by (4.21), by the formula
(4.23) FMj (pj) = F
M∗n1...ns
j (pj) =
(
FM
∗
j
)n1...ns
(pj) = pj ,
and by the fact that FMj uniformly converges to F
M on B, we have
(4.24) pj → 0 as j →∞.
Thus, by (4.11), Lemma 4.6 and by the formula(
FM
∗∗
j
)nr1−11 ...nrs−1s
= F
M∗∗n
r1−1
1 ...n
rs−1
s
j = F
M∗
j ,
pj is a periodic point of F
M∗∗
j with period n
r1
1 . . . n
rs
s . On the other hand, by (4.11)
and (4.23) we also have
F
M∗∗n
r1
1 ...n
rs
s
j (pj) = F
M
j (pj) = pj .
Therefore, by Lemma 4.5, pj is a periodic point of Fj of period Lj = ljn
r1
1 . . . n
rs
s ,
where lj is a positive integer dividing M
∗∗.
Since lj is a bounded sequence of positive integers, by taking subsequence, we
may assume that all lj equal to a fixed positive integer l, say, for each j, pj is a
periodic point of Fj of period L with
(4.25) L = lnr11 . . . n
rs
s .
Now that each Fj has a periodic point pj of period L satisfying (4.24) and Fj
converges to F uniformly, by Corollary 2.5, the linear part of F at the origin has
a periodic point of period L, and then by (E), (4.18), (4.19) and Lemma 2.5, L is
the least common multiple of some numbers of m1, . . . ,ms, and hence by (G) and
(4.25), we have
L =M = [m1, . . . ,ms],
say, pj is a periodic point of Fj of period M , and then the statement (H) is proved.
This completes the proof of Proposition 4.1. 
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5. Proof of Theorem 1.1
Proof of Theorem 1.1. By shrinking ∆n, we may assume, without loss of gener-
ality, that f is holomorphic on ∆n and the origin is the unique fixed point of both
f and fM in ∆n. Since the conclusion in Theorem 1.1 trivially holds for M = 1,
we also assume M > 1.
If
(5.1) PM (f, 0) > 0,
then by Corollary 2.4 (c), there exist a ball B ⊂ ∆n centered at the origin and a
sequence {fj} ⊂ O(B,Cn) such that fj converges to f |B uniformly and each fj has
a periodic point pj of period M with pj → 0 as j → ∞. Thus, by Corollary 2.5
the linear part of f at the origin has a periodic point of period M. This proves the
necessity in Theorem 1.1.
To prove the sufficiency, assume that the linear part of f at the origin has a peri-
odic point of period M. Then, by Lemma 2.5 there exist mutually distinct positive
integersm1, . . . ,ms, s ≤ n, such thatM = [m1, . . . ,ms] and Df(0) has eigenvalues
λ1, . . . , λs that are primitive m1-th, . . . ,ms-th roots of unity, respectively.
Thus it follows from Corollary 2.1, by modifying the linear part of f slightly, we
can construct a sequence of holomorphic mappings fj : ∆n → Cn converging to f
uniformly, such that for each j, the origin is an isolated fixed point of both fj and
fMj , Dfj(0) can be diagonalized and λ1, . . . , λs are still eigenvalues of Dfj(0). This
is possible because we have assumed that m1, . . . ,ms are mutually distinct, which
implies that λ1, . . . , λs are different from each other.
Then, there exists a sequence of invertible linear transformations Hj such that
D(H−1j ◦ fj ◦Hj)(0) = (λ1, . . . , λs, µj,s+1, . . . , µj,n)
is a diagonal matrix. On the other hand, by Lemma 2.8, the origin is still an isolated
fixed point of both H−1j ◦ fj ◦Hj and (H−1j ◦ fj ◦Hj)M . Thus by Proposition 4.1,
PM (H
−1
j ◦ fj ◦Hj , 0) > 0, for λ1, . . . , λs are primitive m1-th, . . . , ms-th roots of
unity and M = [m1, . . . ,ms]. This implies, by Lemma 2.8, that
PM (fj, 0) > 0.
Hence by the convergence of fj and Corollaries 2.4 we have PM (f, 0) > 0. This
completes the proof of the sufficiency. 
6. Appendix
Let U be a bounded open subset of the real vector space Rn containing the
origin, g : U → Rn a continuous mapping with an isolated fixed point at the origin
and let B be an open ball in U centered at the origin such that g has no other fixed
point in B\{0}. Then the local Lefschetz fixed point index µg(0) of g at the origin
is defined to be the topology degree of the mapping
x 7→ x− g(x)|x− g(x)|
from the (n− 1)-sphere ∂B into the unit (n− 1)-sphere in Rn. If, in addition, g is
a C1 mapping, then
µg(0) =
∑
x∈B, x−g(x)=q
sgn det(I −Dg(x)),
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where q ∈ Rn is a regular value (of the mapping x 7−→ x− g(x)) that is sufficiently
close to the origin, I is the n× n unit matrix and Dg(x) is the differential of g at
the origin, which is identified with the Jacobian matrix (see [9] and [11]).
If the fixed point set Fix(g) of g is a compact subset of U, then one can find a
continuous mapping f : U → Rn sufficiently close to g such that Fix(f) is finite and
is contained in U , and then one can define the global Lefschetz fixed point index of
g to be
L(g) =
∑
p∈U, f(p)=p
µf (p).
This number is independent of f, when f is close to g enough.
If for a positive integerM, the origin is an isolated fixed point of both g and gM ,
then the local Dold’s index
PM (g, 0) =
∑
τ⊂P (M)
(−1)#τµgM:τ (0)
is well defined.
If the fixed point set Fix(gM ) of gM is a compact subset in U, then for each factor
m of M, since the fixed point set Fix(gm) is a closed subset of Fix(gM ), Fix(gm)
is again a compact subset of U , and then the Lefschetz fixed point index L(gm) is
well defined, and so is the Dold’s index
PM (g) =
∑
τ⊂P (M)
(−1)#τL(gM :τ ).
This number is studied by several authors (see [6], [7], [12] and [13].) The impor-
tance of the number PM (g) is that, when PM (g, 0) 6= 0, any continuous mapping
g1 : U → Rn sufficiently close to g has periodic points near the origin with period
M whenM is odd, and periodM orM/2 whenM is even, provided that each fixed
point of gM1 near the origin is of index +1 or −1 (see [7]).
When g is a holomorphic mapping from U ⊂ Cn into Cn, the above definitions
for µg(p), PM (g, p) and PM (g) agree with the definitions in Sections 1 and 2 (see
[7] and [9]).
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