Abstract. The existence of an analytic operator-valued function space integral as an £?(LP, Lpi) theory (1 < p < 2) has been established for certain functionals involving the Lebesgue measure. Recently, Johnson and Lapidus proved the existence of the integral as an operator on L2 for certain functionals involving any Borel measure. We establish the existence of the integral as an operator from Lp to Lpt ( 1 < p < 2) for certain functionals involving some Borel measures.
Notations and preliminaries
In this section we present some necessary notations and lemmas which are needed in our subsequent section. Insofar as possible, we adopt the definitions and notations of [6 and 8] .
A. Let N be the set of all natural numbers and let R be the set of all real numbers. Let C, C+ and C+ be the set of all complex numbers, all complex numbers with positive real part and all nonzero complex numbers with nonnegative real part, respectively. Let p be a function on the set of all nonnegative integers such that p(0) = 0 and p(n) = 1 for n > 1.
B. Given a number d such that 1 < d < oo, d and d' will be always related by l/d+l/d' = I . If 1 < p < 2 is given, let a in (1, oo) be such that a = p/(2-p). In our theorems, N will be a positive integer restricted so that N <2a. For 1 < p < 2, let r be a real number such that 2a/(2a-N) < r < oo. The number N/2a will occur often and so it is worthwhile introducing a symbol for it; 6 = N/2a . Note that 0 < r'S < 1 where r and r' are conjugate indices.
C. For 1 < p < oo, LP(RN) is the space of C-valued Borel measurable functions y/ on RN suchthat \y/\p is integrable with respect to Lebesgue measure m¿ on RN . Loc(RAr) is the space of C-valued Borel measurable functions y/ on E^ suchthat y/ is essentially bounded with respect to m¿. Let Sf(Lp, Lp>) be the space of bounded linear operators from LP(RN) into LP>(M.N).
The notation 11 • 11 will be used both for the norm of vectors and for the norm of operators; the meaning will be clear from context. D. Let 1 < p < 2 be given. For X in C~, y/ in LP(RN), Ç in R^ and a positive real number s, let «fcrXO = (¿)"7,. r(.)«P ( -*¿*)¿mt (u) where if N is odd we always choose X~xl2 with nonnegative real part and if Re-I = 0 the integral in the above should be interpreted in the mean just as in the theory of the Lp Fourier transform. If p = 1, from [3] Cys is in Sf(L\, Loo) and \\Cx/s\\ < (\X\/2ns)Nl2. And as a function of X, Cx/S is analytic in C+ and weakly continuous in C~ . If 1 < p < 2 from [1 and 8] Cx/s is in ¿2?(LP, Lpl) and ||Q/j|| < (\X\/2ns)s . And as a function of X, Cx/S is analytic in C+ and strongly continuous in C+ .
E. Let t > 0 be given. M(0, t) will denote the space of complex Borel measures n on the interval (0, t). Every measure n in M(0, t) has a unique decomposition, n = p + v into a continuous part p and a discrete part v = Yll-i °Jp^rp where (cop) is a summable sequence in C and 6Xp is the Dirac measure [9] . In fact, this is the Lebesgue decomposition of n . And M(0, t)* will denote the subset of M(0, t) which satisfies the following conditions; (a) If p is the continuous part of n in M(0, t)*, then the Radon-Nikodym derivative d\p\/dm exists and is essentially bounded where m is the Lebesgue measure on (0, t). Note that Lan n c LaS[ n if 1 < 5 < r < oo. If 6 is in Lan n and if n = p+v is the Lebesgue decomposition, it is not difficult to show that 6 is in Lar: ßr\Lan "
and ||Ö|U: " = ||ö||ar: " + H0IU:,,.
H. Let 1 < p < 2 be given and 6 be in La(RN). From Lemma 1. and ||Afö|| < ||f?||Q. It will be convenient to let 9(s) denote Mg(s .) for 6 in Lar: r¡-Let ex,d2,... , 0m_i be in La(RN), y/ in LP(RN) and 0 < sx < s2 < ■ ■■ < sm < t. From the Wiener integral formula [12] ,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use I. Let 0 < k < 1 be given and m be in N. For a < sx < S2 < ■■■ < sm < b,
where T is the gamma function.
r((m + l)(l-fc))
Throughout this paper, this value is denoted by E(a, b; m; k). And let 0 < p < 2 be given and let ax, a2, ... , an be nonnegative real numbers. From the Holder inequality, we have
J. Let 1 < p < 2 be given. Let F be a functional on C. Given A > 0, î n LP(RN) and f in Rw,let Let n = p + ¿^1=1 oepôzp be a Lebesgue decomposition. Then
By applying Wiener integral formula, a simple change of variables and the Holder inequality, we obtain step [1] .
Step [2] results from the Holder inequality and G. We deduce the last inequality directly from the given conditions. Hence, by the Fubini theorem
< oo for n in M(0, t)*.
Thus, for w",-a.e. x in Co and for all Ç in R^,
exists. Therefore, for mw x mL-a.e. (x, Ç) in Co x RN, F(X~x/2x + Ç) is defined. The lemma is proved.
The following lemma can be proved by techniques similar to those used in the proof of Lemma 0.2 in [6] . Lemma 1.2 . Let E be a complex Banach space, E* a dual space of E, (A, m) a finite measure space and let T be a metric space. Consider a function g: TxA-> J¿?(E,E*). Assume that for each X in T and for each y/ in E, {g(X,y)}y/ is a strongly measurable function of y in A. Suppose further that there exists h in LX(A, m) such that \\g(X, y)\\ < h(y) for m-a.e. y in A and X in T.
Set G(X) = (BS)JAg(X,y)dm(y) for all X in T.
(1) Assume that for m-a.e. y in A, g(X, y) is a strongly continuous function of A in T. Then G is strongly continuous in T.
(2) Assume that T is open in C and for m-a.e. y in A, g(X, y) is an analytic function of A in T. Then G is analytic in T. The methods of proof and statements of our results for the Lp case ( 1 < p < 2) are very similar to those of [6] for the L2 case. However, some care is required to determine sufficient conditions under which the theory goes through in the Lp context. Such conditions ensure the validity of Lemma 1.1, the analogue of Lemma 0,1 in [6] , and are adopted throughout this paper. Throughout this section, let 1 < p < 2 be given, let n be in M(0, í)*, let 6 be in Lar: n and let n = p + v be the decomposition of n into its continuous and discrete parts. For n in N, let Fn(y) = lj 9(s, y(s)) dV(s)\ for y in C.
Here if n = 0, from the definition, directly h(Fo) = Cx/t.
We begin by treating simple cases. By the definition and an elementary calculus, steps [1] and [2] are clear.
Step [3] results from the multinomial expansion, the Wiener integral formula and a simple change of variables. From H in §1, 9(rp), p = 1,2, ... , h, are in £?(Lpl,Lp). Since 9(xp, •), p = 1,2,..., h, are essentially bounded, [9(xp)]n , p = 1, 2, ... , h, are in ^(L^ , Lp) for n > 1. Hence L(X; xx, ... , Tf, ; qx, ... , qh) is well-defined for any nonnegative integers qx, ... ,qh. Thus we obtain step [4] . Now, let y be an ¿2?(LP, Lp-)-valued function on C~ given by &~(k) = L(X ; rx, ... , Th; qx, ... , qh). Then for all A in C~ , (3) iiy By the uniqueness theorem in [5] , h(Fn) exists for A in C~ and it is given by (1) for all A in C~ . Furthermore, from (3), a norm estimate of Ix(F") is given by (2) . Thus the proof of this theorem is complete. Theorem 2.2 (n = p purely continuous). We suppose that n is purely continuous. The operator h(F") exists for all X in C~ and for all A in C~, (4) Ix ( Proof. Let y/ be in LP(RN), Ç be in R^ and A > 0 be given. Then
Ja" u=\
Step [1] follows from the definition, the Fubini theorem and Lemma 1.1. Let A,; = {(s\, ... , s") £ (0, t)n | s¡ = Sj} for I < i ^ j <n . Then by the Fubini theorem, D¡j is rj"=i »/-null. Let Pn be a permutation on {1,2,...,«} and for a in P" , let ACT(") = {(sx, ... , s") £ (0, t)n | 0 < sa{x) < < sa{n) < t}.
Since (0, t)" = {{JaePn ^(n)} u {U,^ A,;} , we obtain step [2] . Since the integrand is invariant under permutations of s-variables, the integral over the n\ simplexes are equal. Hence, we obtain step [3] .
Step [4] follows from the Fubini theorem which will be justified below in conjunction with the proof of the norm estimate.
Step [5] is obtained by applying the Wiener integral formula, a simple change of variables, and D and H in § 1.
If we use the same techniques as in the proof of Theorem 2.1. in [8, p. 107] , it can be shown that L(X; sx, ... , s")y/ is weakly measurable, so it is strongly measurable since Lpi(RN) is separable. (6) \\h(Fn)y/\\p. < n\\W\\p I \\L(X;sx,S2,...,sn)\\df[\n\(su) Ja" u=\ , , x (n+\)S
-{n])l/r' YlHj \\v\\p(™™pd\n\/dm)n'r' ■(\\9\\ar,n)nE(0,t;n;r'6)xlr'.
In the above, the first inequality follows from [8] , the last inequality results from Holder inequality and an elementary calculus. This justifies the use of the Fubini theorem in step [4] above. Hence, for A > 0, where for nonnegative integers q0,qx, ... ,qh and jx, ... , jh+i, AqoJ¡¡", {(sx ,s2,..., sqa) e (0, *)*> | 0 < Si < s2 < ■■■ < Sj, < t, < sjl+x < ■ Sh+J2 < T2 < ••• < rA < sh+...+Jh+x < < sh+...+jk+l = sqo < t} and for (sx,s2, ... ,sqo) eA,o;j.,;w and me {0, 1, ... , h}, Moreover, for all X in C+ , ]^[ 9(su, X-Xl2x(su) + Í) ) y,(X-x'2x(t) + O ¿m",(x) \d \\ p(su) [3] la!»! E 00+-+«*=" Step [1] is clear.
Step [2] follows from the multinomial expansion, the "simplex trick" and the Fubini theorem which will be justified below in conjunction with the proof of the norm estimate. By D and H in §1, we obtain step [3] . The first inequality in the above follows from [5, p. 82] . The last inequality results from the Holder inequality, the Schwarz inequality, and D, H, I in § 1.
Since the right-hand side in the above last inequality is finite, we justify the use of the Fubini theorem in step [2] .
By the same method as in the proof of Theorem 2.1 of Denote this norm estimate by ß"(|A|).
Proof. It can be proved by the same method as in the proof of Theorem 2.3 by using the dominated convergence theorem and the ^o-nomial formula [6, p. 41].
Now, we prove the main theorem in this paper. Let Ao > 0 be given. Let f(z) = 2~Jn=oanzn be an analytic function on C~^ such that ¿Zn=o \an\B"(\X\)
is finite for all A in C~ x . Let n be in M(0, t)*, 9 be in LaK n and let F{y) = fih 19(s>y(svdr>^) for yin c- Hence, for A in C~A) , /¿(F)^ = E^o^7^^)^ for a.e.-£ in R*, which implies that IX(F) =' Y^=oanh(Fn) for A in C~ ^ . By Theorem 3.18.1. in [5] , Y^=oanh(Fn) is analytic in C+Ao, that is, 7A(F) is analytic in C+iAo. Now, we claim that h(F) is strongly continuous in C~ í . Let 0 < \q\ < Xq be given. Therefore, h(F) exists for A in C~ Ao. Clearly, we obtain the norm estimate in (14) and the series Y^L0anh(Fn) converges in operator norm. Thus the proof of the theorem is complete.
