Recurrent neural network language models (RNNLMs) have shown superior performance across a range of tasks, including speech recognition. The hidden layer of RNNLMs plays a vital role in learning the suitable representation of contexts for word prediction. However, the deterministic model parameters and fixed hidden vectors in conventional RNNLMs have limited power in modeling the uncertainty over hidden representations. In order to address this issue, in this paper, a comparative study of parametric and hidden representation uncertainty modeling approaches based on Bayesian gates and variational RNNLMs respectively is investigated on long short-term memory (LSTM) and gated recurrent units (GRU) LMs. Experimental results are presented on two tasks: PennTreebank (PTB) corpus, Switchboard conversational telephone speech (SWBD). Consistent performance improvements were obtained over conventional RNNLMs in terms of both perplexity and word error rate.
Introduction
Language model (LM) is an essential component in many applications such as speech recognition. The task of LMs is to compute the joint probability of a given sentence W = (w1, w2, ..., wn): P (W ) = P (w1, w2, ..., wn) = n t=1 P (wt|w t−1 , ...w1)
(1) A variety of statistical language models have been proposed in the literature, such as n-gram LMs [1, 2] and neural network LMs (NNLMs) [3, 4, 5] . In recent years recurrent NNLMs (RNNLMs) [5, 6, 7] have been shown to yield state-of-the-art performance on a wide range of tasks.
One key problem in the statistical language models, including RNNLMs, is to learn the suitable representation for longrange context. The hidden layer outputs in RNNLMs are able to encode the complete preceding, and optionally future word contexts [8] . The resulting hidden vector representations and their similarity measures play a crucial role in determining the appropriate clustering of word contexts to be learned to allow a wider generalization over unseen sentences [9] . Depending on the nature of the underlying clustering and associated linguistic regularities [10, 11] being learned, for example, at morphological, syntactical or semantic level [12] , uncertainty arises over multiple hidden representations of the same word context.
* Equal contribution
Hence, the use of deterministic hidden representations in standard RNNLMs may have limited power in modeling such uncertainty. In addition, the fixed model parameters in RNNLMs can also indirectly lead to the same issue, although this issue has been widely investigated in previous research [13, 14] in the context of sparsity issue due to limited and variable data.
Motivated by the close relationship between parametric and representational uncertainty issues in RNNLMs, this paper presents a comparative study of two modeling approached to address the potential issues for the state-of-the-art long shortterm memory (LSTM) [15] and gated recurrent unit (GRU) [16] RNNLMs: a) explicitly modeling uncertainty at the hidden outputs level [17, 18, 19, 20] in the form of variational RNNLMs (VRNNLMS) by integrating over multiple forms of hidden vectors; b) replacing the conventional fixed parameters of hidden activations [21, 22] in the RNNLMs using Bayesian estimations marginalizing over multiple parameters estimation.
To the best of our knowledge, this paper is among the first attempt to comparatively study Bayesian and variational approaches for GRU and LSTM LMs to address the issue associated with hidden representation uncertainty. Experiments were conducted on two language modeling tasks: the Penn Treebank (PTB) corpus, and Switchboard conversational telephone speech (SWBD). Both the Bayesian and the variational RNNLMs show consistent improvements in terms of both perplexity and word error rate over the standard RNNLMs.
The rest of this paper is organized as follows. Section 2 gives a brief review of RNNLMs. Section 3 describes the proposed Bayesian LSTM and Bayesian GRU LMs, followed by the description of the VRNNLMs in Section 4. Experiment results are presented in section 5. Section 6 is the conclusion.
Recurrent Neural Network Language Models
In recurrent neural network language models (RNNLMs), the word probability is written as:
where h t−1 ∈ R H is the hidden vector that represents the previous history (w t−1 , ..., w1). The RNNLM can be generally divided into three parts: the embedding layer, the recurrent layer and the output layer. The embedding layer projects the onehot word vector wt ∈ R N into a continuous space xt ∈ R M , where N is vocabulary size and usually M N . Followed by the embedding layer, the recurrent layer computes the hidden vector by recursively applying a gated unit U: which is normally based on sigmoid activations in standard RNNLMs. Finally, the output layer uses the hidden vector ht−1 to compute the word probabilities via a softmax function:
where vw is the weight vector for word w in the output layer, and V denotes the vocabulary.
In practice, it turns out that a simple architecture for RNNLMs (e.g. using a single sigmoid activation) does not perform well in learning long-term dependencies due to the issue of vanishing gradients and significant improvements can be achieved by using two more specific architectures called long short-term memory (LSTM) [15] and gated recurrent unit (GRU) [16] , respectively.
Long Short-Term Memory
In the LSTM architecture, the problem of vanishing gradients is tackled by introducing another recursively computed vector ct, namely memory cell, which aims to preserve the information over longer periods of time. Analogous to the logic gates in an electronic circuit as shown in Fig.1 (a) , at time t four gates are computed -the forget gate ft, the input gate it, the cell gate gt and the output gate ot:
Give the four gating outputs, we update
where is the element-wise product, Θ ( * ) denotes the model parameters, σ(·) is sigmoid activation function.
Gated Recurrent Unit
Similarly to the LSTM unit, the GRU has gated cells that modulate the flow of information inside the unit to adaptively capture dependencies of different time scales, however, without having a separate memory cell. Thus, as shown in Fig.1 (b) the GRU has just three gates called reset r , update z, and new n gates respectively:
Given the outputs of each gate, the hidden state at time t is computed by
Bayesian RNNLM
In this section, we first introduce the formulation of Bayesian gate and then present an efficient training algorithm [23, 24, 22, 21] based on variational inference for the Bayesian RNNLM. 
Bayesian Gate
The hidden representation uncertainty can be addressed by modeling the uncertainty of parameters in RNNLMs. In this way, the model parameters Θ can be treated as a random variable drawn from a probability distribution p(Θ). As a first milestone, we narrow down the scope of parameters uncertainty modeling to handle only a single gate within a GRU or LSTM unit. In this sense, we investigate how the uncertainty of each gate affects the performance of our model. Note that although modeling all gates as Bayesian gates is theoretically feasible, it is practically expensive to conduct inference and difficult for the investigation of the uncertainty nature of each gate. By this way, Eqn. (2) can be rewritten as:
where the superscript (p) denotes the position to apply Bayesian gate in the LSTM and GRU units, shown as the red number in Fig. 1 . The Bayesian gate is defined as:
where a(·) is the activation function of a specific gate, e.g. for LSTM input gate, a(·) is σ(·).
Variational Training for Bayesian RNNLMs
To estimate the posterior distribution of model parameters p(Θ (p) |D) the usual approach in Bayesian learning is to maximize the marginal probability in Eqn. (9), where D is the training set. However, computing this marginal is intractable under the RNNLM framework. Thus, the following variational lower bound of log likelihood is often used as an approximation [17] :
where q(Θ (p) ) is the variational approximation of the posterior
and KL(q(Θ (p) )||pr(Θ (p) )) denotes the Kullback-Leiber (KL) divergence between distributions q(Θ (p) ) and pr(Θ (p) ).
For simplicity, both q(Θ (p) ) and pr(Θ (p) ) are assumed to be normal distributions, namely q(Θ
. Then, the KL divergence can be computed as:
The Bayesian gate posterior distribution can be parameterized by;
where µ is the mean of q(Θ (p) ) and γ denotes the log-scale standard deviation parameters which satisfies σ = exp(γ).
To enable updating of q(Θ (p) ) , L2 can be approximated by Monte-Carlo sampling,
where K is the number of samples. It is worth mentioning that directly sampling Θ (p,k) using mean µ and variance γ is unstable with high variance. To address this issue, the reparameterization trick [25] is used to sample Θ (p,k) = µ + γ k with each k i,j drawn from N (0, 1). In this case, the standard back-propagation algorithm is applicable to update the model parameters. Moreover, when minibatch training is employed, it suffices in practice to take only one sample (K = 1) per batch so that no additional time cost is introduced to the typical training process of RNNLMs. In this paper zero mean and unit variance is used for each entry of the model parameters weights.
Variational RNNLM
Inspired by the previous work on variational auto encoder (VAE) [17] in text modeling [18, 19] and the variational recurrent neural network (VRNN) [20, 26] in speech processing , this paper proposed a VRNN language model (VRNNLM) to model the uncertainty in the recurrent hidden representation.
Model Construction
In VRNNLM, the temporal and stochastic information in the recurrent hidden representation is captured by latent variable zt from the input w t−1 at each time t and hidden feature h t−1 at previous time t − 1. Given the distribution of latent variables p(zt|h t−1 , w t−1 ), the language model outputs are estimated by:
Model Inference
Similar to the inference procedure of Bayesian RNNLM, in VRNNLM the variational lower bound is again used as an approximation of Eqn. (15):
where q(zt) is the approximation of the posterior distribution p(zt|h t−1 , w t−1 ), and pr(zt|h t−1 ) is the prior distribution of latent variable zt. As the VRNNLM architecture shown in Fig.2 , pr(zt|h t−1 ) is assumed to be a Gaussian N (µ0,t, diag(σ0,t)) where the mean and variance are calculated by a prior network [µ0,t, σ0,t] = Φ prior (h t−1 ). The posterior approximation q(zt) is calculated at each time step by using another Gaussian N (µz,t, diag(σz,t)) with the mean and variance calculated by an inference network:
, where x t−1 is the word embedding of word wt−1. In particular, there are three types of parameters to be updated in VRNNLMs: (1) all parameters originally defined in the RNNLMs, (2) the parameters in the prior network and (3) the parameters in the inference network. Following the inference approach in Bayesian RNNLMs, we applied Monte-Carlo sampling in the first term of the Eqn. (14):
where K is the number of samples. Similarly, we employ reparameterization trick to sample z k t = µz,t + k σz,t with k ∼ N (0, I). Same as the widely used variational autoencoder (VAE) and other types of VRNN [17, 26] , the stochastic training procedure of standard recurrent neural networks can be directly applied to this VRNNLM framework.
Experiment
In this section, we evaluate the performance of Bayesian RNNLMs and VRNNLMs with GRU and LSTM units using the perplexity (PPL) and the word error rate (WER) obtained in automatic speech recognition (ASR) tasks. All the models were Table 1 : Perplexities (PPL) obtained on PTB test set by applying Bayesian RNN and VRNNLM to LSTM LMs. "B-" and "V-" denotes Bayesian and variational RNNLMs respectively. As shown in Fig.1, the number in implemented using PyTorch [27] . For all RNNLMs, the recurrent layer is set to be a 200 nodes single layer LSTM or GRU. The dimension of word embedding is set to 200. For Bayesian RNNLMs, we model the mean µ and log-scale standard deviation γ of the Bayesian gate parameters Θ (p) by two 400 × 200 weight matrices respectively. All the gates in GRU and LSTM are investigated. For VRNNLM, the prior network contains one 200 × 200 linear layer followed by a ReLU [28, 29] activation function to compute the mean µ0,t and one 200 × 200 linear layer followed by a Softplus [29] activation function to compute the variance σ0,t. In addition, the inference network contains one 400 × 200 linear layer followed by a ReLU activation function to compute the mean µz,t and one 400 × 200 linear layer followed by a Softplus activation function to compute the variance σz,t. The number of samples K is set to 1 in both Bayesian RNNLMs and VRNNLMs in training. When evaluating, only the mean of hidden representation is used.
In the training procedure, model parameters were updated in mini-batch optimization (10 sentences per batch) using the typical stochastic gradient descent (SGD) with an initial learning rate 4. In our experiments, all RNNLMs were interpolated with n-gram LMs [30, 31] to complement with each other as in many state-of-the art systems. The weight of n-gram is determined using the EM algorithm on a validation set.
Experiments on Penn Treebank Corpus
We first analyze the performance of placing Bayesian gates at different positions in LSTM and GRU cells and the proposed VRNNLMs on the Penn Treebank (PTB) corpus, which consists of 10K vocabulary, 930K words for training, 74K words for development, and 82K words for testing. The PPL results are shown in Table 1 and Table 2 . We observed that the VRNNLMs and most of the Bayesian RNNLMs outperform the standard GRU and LSTM LMs, the position of the Bayesian gate causes no significant difference on the performance of the Bayesian RNNLMs. In addition, the proposed system can provide PPL reduction when interpolated with standard RNNLMs and 4-grams.
Experiments on Conversational Telephone Speech
To evaluate the performance of proposed Bayesian RNNLMs and VRNNLMs in speech recognition, we used RNNLMs to rescore the N-best list generated by the acoustic model trained on Switchboard (swbd) English corpus. The SWBD system has 300 hour of conversational telephone speech from Switchboard I for acoustic modeling and 3.6M words of acoustic transcription with 30k words lexicon for language modeling. The acoustic model is a minimum phone error (MPE) trained stacked hybrid DNN-HMM acoustic model [32] . The PPL and the WER results on Switchboard (swbd) and CallHome (callhm) test data can be found in Table 3 and Table 4 respectively. Consistent with the result on PTB data set, the Bayesian RNNLMs and VRNNLMs both yield better results on PPL and WER on swbd and callhm test data than standard LSTM and GRU LMs. The comparable results between Bayesian and variational approaches indicates that the uncertainty of hidden representation can be both effectively modelled on the hidden vector or on the model parameters. 
Conclusions
In most previous work, a deterministic hidden representation was used to model history context. However, it has limited power of modeling the underlying multilevel information in word context. In this paper, two approaches, Bayesian RNNLMs and variational RNNLMs, were proposed to model the uncertainty of hidden representations. The experiments reveals that significant and consistent performance improvements in both perplexity and WER can be obtained by taking this uncertainty into consideration.
