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Abstract
Achievement Mo va on affects students' learning ethos. With high Achievement Mo va on, students are expected to obtain a high 
Achievement Index at the end of the semester. This study aims to determine the correla on between Achievement Mo va on and 
Student Achievement Index. The data used are achievement mo va on data and achievement index data from 44 students. The method 
used for training and data tes ng is Learning Vector Quan za on. The results showed that the percentage of training accuracy was 
97.06% for training data as many as 34 data, while for tes ng using 8 test data, the percentage of tes ng accuracy was 75%. The 
percentage of test results shows that the correla on of Achievement Mo va on is directly propor onal to the Achievement Index 
achieved by students. Therefore, students must have high Achievement Mo va on in order to be able to complete studies with the best 
grades.
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Mo vasi Berprestasi mempengaruhi etos belajar mahasiswa. Dengan Mo vasi Berprestasi yang  nggi, mahasiswa diharapkan 
memperoleh Indeks Prestasi yang  nggi pada akhir semester. Peneli an ini bertujuan untuk mengetahui korelasi Mo vasi Berprestasi 
terhadap Indeks Prestasi mahasiswa. Data yang digunakan adalah data mo vasi berprestasi dan data indeks prestasi dari 44 orang 
mahasiswa. Metode yang digunakan untuk pela han dan pengujian data adalah Learning Vector Quan za on. Hasil peneli an 
memperlihatkan persentase akurasi pela han sebesar 97.06% untuk data la h sebanyak 34 data, sedangkan untuk pengujian dengan 
menggunakan data uji sebanyak 8 data didapatkan persentase akurasi pengujian sebesar 75%. Persentase hasil pengujian menunjukkan 
bahwa korelasi Mo vasi Berprestasi berbanding lurus dengan Indeks Prestasi yang dicapai oleh mahasiswa. Oleh karena itu, mahasiswa 
harus memiliki Mo vasi Berprestasi yang  nggi agar mampu menyelesaikan studi dengan nilai terbaik.
h ps://doi.org/10.33060/JIK/2020/Vol9.Iss2.176
Salah satu indikator keberhasilan atau prestasi akademik 
mahasiswa dalam manjalani perkuliahan se ap semester adalah 
Indeks Prestasi (IP). Untuk mencapai hal tersebut dibutuhkan 
 dak hanya sekedar kemampuan dalam memahami ilmu yang 
dipelajari. Mo vasi berprestasi juga menjadi salah satu faktor 
penentu keberhasilan tersebut. 
Jaringan Syaraf Tiruan (JST), merupakan hasil perkembangan 
ilmu dan teknologi yang kini sedang berkembang pesat dan 
memiliki keunggulan seper  kemampuan untuk belajar dan 
komputasi paralel. JST yang berupa susunan sel- sel syaraf  ruan 
(neuron) dibangun berdasarkan prinsip-prinsip organisasi otak 
manusia. Salah satu metode yang dapat diterapkan dalam JST 
adalah Learning Vector Quan za on (LVQ). Metode LVQ 
diterapkan untuk mengetahui korelasi antar variabel dalam 
peneli an, yaitu mo vasi berprestasi dan indeks prestasi. 
Sehingga akan didapatkan informasi bagaimana mo vasi 
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Learning Vector Quan za on
Learning Vector Quan za on (LVQ) adalah  suatu  metode  
untuk  melakukan pembelajaran pada lapisan kompe  f yang 
terawasi. Suatu lapisan akan secara otoma s belajar untuk 
mengklasifikasikan vektor-vektor input. Kelas-kelas yang 
didapatkan sebagai hasil dari lapisan kompe  f ini hanya 
tergantung pada  jarak antara vektor-vektor input. Jika ada 2 
vektor input mendeka  sama, maka lapisan kompe  f akan 
meletakkan kedua vektor input tersebut kedalam kelas yang 
sama.
Algoritma Pembelajaran Learning Vector Quan za on
Langkah - langkah Algoritma pembelajaran Jaringan Syaraf 
Tiruan dengan metode Learning Vector Quan za on terdiri atas :
1. Inisialisasi bobot wj dan derajat pembelajaran α (0).
2. Selama kondisi berhen  masih salah, kerjakan langkah 2 
sampai 6.
3. Untuk se ap vector masukan pela han x kerjakan langkah 3 - 
4.
4. Temukan j sehingga |x-wj| minimum.
5. Perbaharui wj sebagai berikut : 
  Jika T = Cj maka
 Wj (t+1) = wj (t) + α(t) [x(t) – wj(t)]
 Jika T≠Cj maka
 Wj(t+1) = wj (t) - α (t) [x(t) – wj(t)]
6. Kurangi rerata pembelajaran α
7. Tes kondisi berhen  dengan X, vector-vector pela han 
(X1,…Xi,…Xn). T, kategori atau kelas yang benar untuk vector-
vector pela han Wj, vector bobot pada unit keluaran ke-j 
( W 1 j , … W i j , … ,W n j ) .  C j ,  k a t e g o r i  a t a u  ke l a s  y a n g 
merepresentasikan oleh unit keluaran ke-j. ||x-wj||, jarak 
Euclidean antara vector masukan dan vector bobot untuk unit 
keluaran ke-j.
Algoritma Pengujian Learning Vector Quan za on
Langkah-langkah Algoritma pengujian Jaringan Syaraf Tiruan 
dengan metode Learning Vector Quan za on terdiri atas:
1. Masukkan data yang akan diuji, misal: 
 Xij; dengan i=1,2,...., np; dan j=1,2,...,m.
2. Kerjakan untuk i=1 sampai np
a. Tentukan J sedemikian hingga ||x – wj||  minimum; 
dengan j=1,2,...,K.
b. J adalah kelas untuk Xi.
HASIL DAN PEMBAHASAN
Data yang digunakan pada peneli an ini adalah data skala 
mo vasi berprestasi mahasiswa yang didapatkan dari hasil 
penyebaran kuesioner dan Indeks Prestasi (IP) yang didapatkan 
mahasiswa pada akhir semester. Kuesioner yang digunakan 
terlebih dahulu dilakukan uji Validitas dan Reliabilitas.
 Proses algoritma Learning Vector Quan za on dilakukan 
dengan mendefinisikan nilai awal untuk variabel-variabel yang 
diperlukan seper  menentukan nilai input, nilai output, nilai 
METODE PENELITIAN
Metodologi peneli an merupakan acuan dalam pelaksanaan 
sebuah peneli an yang digambarkan secara terstruktur. 
Kerangka Kerja Peneli an
Kerangka kerja merupakan langkah-langkah yang akan 
dilakukan untuk menyelesaikan masalah yang akan dibahas 
dalam peneli an ini dengan urutan yang telah ditetapkan, 
sehingga peneli an akan berjalan dengan lancar dan terstruktur, 
serta memperoleh hasil yang lebih baik. Kerangka kerja 
peneli an ini dapat dilihat pada Gambar 1. 
Gambar 1. Kerangka Kerja Peneli an
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bobot, learning rate(α) dan nilai batas ambang/threshold (ө). 
Proses Algoritma dari metode Learning Vector Quan za on 
ditunjukkan pada Gambar 2.
URNAL ILMU KOMPUTER
C O M P U T E R S C I E N C E J O U R N A L 
J
Gambar 2. Proses Algoritma LVQ
Arsitektur Jaringan Syaraf Tiruan LVQ untuk mengetahui 
korelasi mo vasi berprestasi terhadap indeks prestasi 
mahasiswa didasarkan kepada variabel input dan target yang 
telah ditetapkan seper  yang ditunjukkan pada Gambar 3.
Variabel input yang ada pada Tabel 1 didapatkan dari aspek 
mo vasi berprestasi dalam skala yang digunakan untuk 
pengambilan data. 
Data mo vasi berprestasi (input) dan indeks prestasi (output) 
yang telah didapat tersaji pada Tabel 2.
Input Data
Data skala mo vasi berprestasi mahasiswa akan diolah oleh 
Jaringan Syaraf Tiruan dengan algoritma Learning Vector 
Quan za on. Agar dapat dikenali dan diproses oleh Jaringan 
Syaraf Tiruan, maka data harus direpresentasikan ke dalam 
bentuk numerik antara 0 sampai dengan 1 karena jaringan ini 
menggunakan fungsi ak vasi sigmoid binner (logsig). Variabel 
input yang akan digunakan untuk proses analisa dapat dilihat 
pada Tabel 1.
Gambar 3. Arsitektur LVQ
Tabel 1. Variabel Input
Tabel 2. Data Input dan Output
Normalisasi
Data input dan output pada Tabel 2 akan normalisasi dan 
konversi. 
Metode yang digunakan untuk normalisasi data input dalam 
peneli an ini adalah Min-max normaliza on.
Keterangan :
X' = nilai ciri hasil normalisasi
X = nilai ciri yang akan dinormalisasi 
Xmin = nilai terkecil dari suatu ciri
Xmax = nilai terbesar dari suatu ciri
Data Output (IP) dikonversi ke dalam nilai berikut :
a. Apabila IP<3.00 = 1
b. Apabila IP≥3.00 = 2
Data pada Tabel 2 yang telah dikonversi dan dinormalisasi dapat 
dilihat pada Tabel 3.
Tabel 3. Data Input dan Output Hasil Normalisasi dan Konversi
Dua (2) dari 5 data sampel yang telah dinormalisasi akan 
diambil sebagai bobot (vektor W) dan 3 data lainnya sebagai data 
input (vektor X).
Menentukan Parameter 
Parameter yang digunakan adalah sebagai berikut :
a. Bobot (Vektor W)
Vektor bobot yang digunakan untuk pela han data diambil dari 2 
bobot awal yang memiliki target (output) yang berbeda yaitu 
MHS001 dan MHS002.
b. Jumlah Neuron pada Hidden Layer
Jumlah neuron pada hidden layer ditentukan dengan cara trial 
and error. Setelah dilakukan trial and error, pada peneli an ini 
didapatkan jumlah neuron pada hidden layer adalah 20.
c. Error Goal
Error goal atau galat ditentukan sebagai pembanding dengan 
galat jaringan saat pela han. Jaringan akan konvergen saat error 





Setelah dilakukan uji coba untuk menghasilkan nilai akurasi 
paling  nggi, maka didapatkan nilai 0.05 untuk learning rate.
e. Maksimum Epoch
Banyaknya iterasi yang dilakukan suatu Jaringan Syaraf Tiruan 
dalam proses pela han disebut sebagai Epoch. Iterasi akan 
dihen kan ke ka epoch melebihi nilai maksimum epoch atau 
dalam kondisi di mana jaringan telah mencapai keadaan 
konvergen. Nilai maksimum epoch pada peneli an ini sesui hasil 
uji coba adalah 50.
Melakukan Pela han Data
Pada tahap ini jarak Euclidean akan dihitung untuk 
mendapatkan nilai bobot akhir dari data yang dila h yaitu data 
MHS003, MHS004, dan MHS005.
Untuk memperoleh bobot akhir akan dilakukan perhitungan 
sebagai berikut :
Jarak terkecil adalah pada bobot ke-2 (J = 2) = 0,202035957, 
target kelas data la h MHS004 = 2, maka (T=J). bobot ke-2 baru 
adalah Wj = Wj + α (Xi-Wj) yaitu : (0,61375 ; 0,48075 ; 0,5125 ; 
0,656111111 ;0,600625 ; 0,238125).
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Jarak terkecil adalah pada bobot ke-2 (J = 2) = 0,717204794, 
target kelas data la h MHS003 = 2, maka (T=J). bobot ke-2 baru 
adalah Wj = Wj + α (Xi-Wj) yaitu : (0,6 ; 0,485 ; 0,5 ; 0,655555556 ; 
0,6125; 0,2375)
Jarak terkecil adalah pada bobot ke-2 (J = 2) = 0,446605196, 
target kelas data la h MHS005 = 2, maka (T=J). bobot ke-1 baru 
adalah Wj = Wj + α (Xi-Wj) yaitu: (0,6205625; 0,4967125; 
0,511875; 0,656638889; 0,59559375; 0,25121875).
Proses ini dilakukan sampai ke epoch maksimum yang 
ditentukan sebelumnya, hingga kondisi minimal learning rate 
(Min α) terpenuhi. Sebelum masuk ke epoch ke- 2 hingga epoch 
maksimum, learning rate (α) diperbaharui terlebih dahulu 
dengan rumus α = α - 0,1 * α (lama), sehingga didapat learning 
rate untuk epoch ke-2 yaitu, α = 0,05-0,1 * 0,05=0,045.
Melakukan Pengujian Data
Setelah tahap pembelajaran (training) dilakukan , selanjutnya 
data akan diuji (tes ng). Pengujian bertujuan untuk memas kan 
apakah bobot-bobot akhir yang diperoleh pada perhitungan 
manual sebelumnya sudah benar atau  dak. Pengujian ini 
dilakukan pada satu data uji dari sekumpulan data mo vasi 
berprestasi dan indeks prestasi mahasiswa. Pengujian ini 
dilakukan berdasarkan bobot akhir yang diperoleh pada epoch ke 
1 yaitu W1 baru = (0,875; 0,8; 0,75; 1; 0,625; 0,25) dan W2 baru = 
0,6205625; 0,4967125; 0,511875; 0,656638889; 0,59559375; 
0,25121875) dengan learning rate sebesar 0,05.
Pengujian dilakukan pada 8 data dengan hasil yang dapat kita 
lihat pada Tabel 4.
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Setelah data diuji didapatkan hasil bahwa ada 2 data yang 
memiliki target  dak sesuai dengan data real, yaitu MHS037 dan 
MHS042. 
Berdasarkan hasil pengujian data yang telah dilakukan, serta 
perhitungan akurasi terhadap data real didapatkan bahwa dari 8 
data yang diuji memiliki persentase kebenaran sebesar 75%. 
Sehingga dapat dikatakan pengujian ini masih belum 
menghasilkan  ngkat akurasi yang baik. Namun butuh pengujian 
lebih lanjut untuk mengetahui sejauh mana akurasi yang 
dihasilkan apabila pengujian dilakukan dengan data lebih banyak.
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Tabel 4. Hasil Pengujian
KESIMPULAN
Berdasarkan hasil implementasi korelasi mo vasi berprestasi 
terhadap indeks prestasi menggunakan metode Learning Vector 
Quan za on dapat disimpulkan sebagai berikut:
1. Mo vasi berprestasi memiliki korelasi terhadap indeks 
prestasi yang diperoleh mahasiswa. Akan tetapi  dak semua 
mahasiswa memiliki mo vasi berprestasi yang mampu 
memberikan pengaruh terhadap indeks prestasi yang 
diperolehnya. 
2. Metode Learning Vector Quan za on dapat diterapkan 
untuk mengetahui korelasi mo vasi berprestasi terhadap indeks 
prestasi mahasiswa, namun dengan data uji yang lebih banyak.  
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