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Photoinduced intermolecular electron transfer reaction between 
N, N-dimethylaniline and anthracene in acetonitrile solution: 
A theoretical study 
Koji Andoa),b) 
Department of Chemistry, Faculty of Science, Kyoto University, Kitashirakawa, Salcyo-ku, Kyoto 606, Japan 
(Received 30 November 1993; accepted 3 May 1994) 
The photoinduced intermolecular electron transfer (ET) reaction between N,N-dimethylaniline and 
excited state anthracene in acetonitrile solution is studied theoretically. A solvation coordinate s 
which represents stochastic one-dimensional dynamics of the solution phase reaction is defined and 
a Hamiltonian in terms of s and perpendicular bath modes is derived from the spin-boson 
Hamiltonian. This has an advantage that the dynamics of the transferring electron is influenced by 
the bath only through coupling with the coordinate s. Intra- and intermolecular potentials are 
constructed by using ab initio molecular orbital methods, and a series of molecular dynamics 
simulation analysis is performed. Mean force potentials as a function of the donor-acceptor distance 
R are computed and the bimolecular encounter dynamics is investigated. Diabatic free energy 
curves for the coordinate s are computed and shown to be well approximated by parabolas, 
indicating that the dielectric saturation effect is negligible. The dependence of the free energy 
relationships on R is examined. It is shown that the present system corresponds to the increasing 
region of the rate constant, in contrast with the conventional picture. The electronic coupling of the 
ET is evaluated by the method of corresponding orbitals. The R dependence of the ET rate is 
evaluated and the reaction adiabaticity and mechanism are discussed. Dynamical solvent effects are 
taken into consideration in terms of the generalized Langevin equation formalism. 
I. INTRODUCTION 
Photoinduced electron transfer (ET) reactions in polar 
solvents are among the most important elementary processes 
in organic photochemistry.I-15 Considerable attention has 
been paid to the reaction mechanism because it is regarded as 
a prototype of nonadiabatic electronic transition processes in 
condensed phase.16-28 In ET reactions in polar solvents, the 
electrostatic coupling of the solvent polarization to the reac-
tion can be quite strong that the dominant contribution to the 
activation energy may come from the solvent reorganization. 
The outer-sphere ET has been usually described by the nona-
diabatic regime of electronic transition because the electronic 
coupling between the initial and the final electronic states is 
considered to be small. Early theories developed by Marcus 
and others have considered the semiclassical nonadiabatic 
regimeY-15 An important prediction is the existence of the 
"inverted region." Marcus predicted that the activation en-
ergy LlG:j: is given byll 
(Ll) 
where ~ GO and A are the standard free energy and the reor-
ganization energy of the reaction. This indicates that the ET 
rate increases with decreasing ~Go at smalll~Gol region to 
a maximum at ~GO=-A, and then decreases as ~Go be-
comes more negative (more exothermic). The region of de-
cline is termed the inverted region. 
')Japan Society for the Promotion of Science Fellow (April 1991-March 
1993). 
b) Present address: Department of Chemistry and Biochemistry, University of 
Colorado, Boulder, Colorado 80309-0215. 
Rehm and Weller pointed out the discrepancy between 
the theory and the experiment for the first time?9 They mea-
sured rate constants of photoinduced charge-separation (CS) 
reactions as a function of ~Go by varying the aromatic 
fluorescer-quencher pair in acetonitrile solution. In contrast 
to the theoretical prediction, the observed reaction rates are 
almost constant at a highly exothermic region and the in-
verted behavior is not seen down to ~Go--2.5 eY. Mataga 
et al. experimentally showed that the electronic excited state 
does not contribute for the range of LlGo down to -1.63 
e Y. 30 Miller et al. carried out a series of experiments for 
reactions between chemically linked redox centers that are 
unatTected by diffusion, and suggested the existence of the 
inverted effect.31 The quantum-mechanical perturbation theo-
ries show that the quantum correction predicts a smaller but 
still finite inversion.32 The contributions of the vibronic 
channels33 and the dielectric saturation effects34 have also 
been examined. 
Theoretical calculations based on realistic molecular 
models of specific systems are expected to make a significant 
contribution to the problem. Although previous works on 
simple model ET reactions35-38 have shown the usefulness of 
the simulation study for understanding the ET mechanism, 
the problem of the photoinduced ET or the fluorescence 
quenching process in acetonitrile solution has not been ad-
dressed. In this work, we carry out a theoretical analysis on • 
the photoinduced intermolecular ET reaction between N,N-
dimethylaniline (DMA) and excited state anthracene in ac-
etonitrile solution. The experimental energy gap LlGo of this 
reaction is reported to be -0.54 eV, which corresponds to the 
region near the inversion according to the dielectric con-
tinuum model. 29,30,33 In order to examine the free energy 
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relationships on the basis of precise molecular models, intra-
and intermolecular potential energy functions are developed 
by using ab initio molecular orbital (MO) methods, and a 
series of molecular dynamics' (MD) simulation analysis is 
performed. Considering the distribution of the donor-
acceptor distance R should play an important role in the 
bimolecular reaction in solution, the mean force potential, 
and the diffusion behavior of R are examined.' Free energy 
curves along the solvation coordinate are also constructed. 
We focus on their dependense on R. The solvation dynamics 
is analyzed and the dynamical quantities such as the fre-
quency components of the reaction coordinate vector and the 
time-dependent friction kernel are deduced from the MD 
analysis. -
In Sec. II, our theoretical model is summarized. The 
definition of the solvation coordinate s that extracts stochas-
tic one-dimensional dynamics from the complicated solution 
phase reaction is given, and a Haiiiiltonian in terms of sand 
perpendicular bath modes is derived. Intra- and intermolecu-
lar potential energy functions are developed in Sec. III, with 
the use of the electron distribution of anthracene' computed 
by ab initio MO methods. A series of MD simulation analy-
sis is described in Sec. IV. Section V is devoted to a discus-
sion on the ET mechanism. The electronic coupling of the 
reaction is computed in terms of charge-localized diabatic 
states by using the method of corresponding orbitals. The ET 
rates are evaluated as a function of the donor-acceptor dis-
tance R, and the nuclear tunneling effects, the reaction adia-
baticity, and the solvent friction effects are discussed. Con-
cluding remarks are given in Sec. VI. 
II. THEORETICAL MODEL 
Intermolecular ET in solution may occur over a range of 
the donor-acceptor distance R. To take account for this, we 
consider the diffusion process of R and the solvent driven ET 
as a function of R. Bimolecular ET in solution is then mod-
eled by the following. diffusion-reaction equati()n: 
a 
at P(R,t)=[LR-k(R)]P(R,t), (2.1) 
where P(R,t) and k(R) are the probability distribution func-
tion and the ET rate at' R, respectively. LR is a 
Smoluchowski-type linear operator of the form 
(2.2) 
in which DDA and F(R) denote the diffusion constant' and 
the mean force potential for R. This model would be ad-
equate when the kinematic time scale of the solvent fluctua-
tion is shorter than that of the R diffusion, which is the case 
for the system considered her~. Specifically,. we take the 
DMA-anthracene cent~~:~f-mas~ (c.m.)distance for R:' 
To evaluate the ET rate constant k(R), we consider a 
harmonic bath model coupled to a two-state system, which is 
discussed to be a reasonable approximation in Sec. IV. We 
employ the spin-boson Hamiltonian of the" form22- 27 
LlGO(R) 
2 O"z+ HB(p,x;R) + V(x;R)O"z' 
(2.3a) 
where O"x and o"z are the Pauli spin matrices with o"z = + 1 and 
-1 corresponding to the excited pair (XP) and the ion pair 
(IP) diabatic states, respectively. H~l denotes the electronic 
coupling between the two states (see Sec. V A). H B and V 
are the bath Hamiltonian and the coupling between the elec-
tronic and the bath degr(;:es of freedom expressed by 
. .". Pi" wieR) . 2 
( 
2 2) 
HB(p,x;R)= ~ "2 +-2-,. XI ' (2.3b) 
V(x;R) = ,L ci(R)xi> . (2.3c) 
where (Xi ,PI) 'deriotethe mass-scaled bath coordinate and its 
conjugate momentum, andri>j and e'i are the frequency and 
the coupling strength for the ith mode. The quantities in the 
Hamiltonian depend parametrically on R in the model. 
We define the solvation coordinate by the potential en-
ergy difference 
s= f(x;R)= Wxp(x;R) -WlP(x;R), (2.4) 
where W xp and W1P are potential energies of the two diabatic 
states. This choice would be adequate with respect to a sur-
face hopping picture oftbe nonadiabatic ET since the poten-
tial energies of the two states always coincide at s=0.35-41 
The minimum energy point x* of the crossing seam s =0 
could be considered as the transition state of the reaction, 
which is given by 
+ c/w~ LlOo Ci LlGo 
X l = 2 2 -- =~--C'LjC)W) 2 wi x. ' (2.5) . 
where (and hereafter) the parametrical dependence on R is 
abbreviated. 0 
The; ,energy difference coordinate like Eq.(2A) has been 
usedo in many simulation stuc\ies, and shown to be a useful 
choice for a microscopic representation of, the. many-
dimensional solvent nlotion.35- 38,40,41 In particular, it is di-
rectly related to the nonadiabatic Golden Rule formula of the 
thermal rate constant. 35,66 A mechanical significance of the 
coordinate has been shown by Kato et at. for gas-phase mo-
lecular reactions,39 and' by Ando and Kato for a solution 
phase harinonic bath mode1.41 Here we show an alternative 
way based on a'simpler idea, and derive a transformed 
Hamiltonian represented by the coordinate s and perpendicu-
lar bath modes. 
First, we see the coordinate s defined by Eq. (2A) is 
linear in x or the displacement vector x==x-x*, Le., 
" 
s= W~p(x)-WlP(x),::;=2,L Cjxi-LlGo=2,L Ci(Xi~xj). 
i 
(2.6) 
This implies the significance of a unit vector s composed of 
the potential coupling coefficients C i , ," 
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(2.7) 
The energy difference coordinate s is now proportional to 
sEts·i, a scalar projection of i 'onto s, i.e., 
( )
112 
s=2 t C;. s. (2.8) 
It is shown below [Eq. (2.10)] that the factor 2(~iCr)lf2 is 
related to the effective mass of s. The vector s is the same as 
the "reaction coordinate vector" defined by the steepest de-
scent path passing through x* in the mass-weighted Cartesian 
coordinate space.39,41 It is noted, however, that the coordi-
nate s is different from the so-called reaction path coordi-
nate: a close connection is found only at x*. 
To derive a Hamiltonian for s and the normal bath coor-
dinates perpendicular to it, it is convenient to employ a pro-
jection operator P with the elem~~t 
Pij=CiCj /"'f ci, (2.9) 
and the matrix partitioning technique with Q=I-I». After 
some straightforward manipulation, we obtain 
(2. lOa) 
(2. lOb) 
HB=L Pi + (r)QQ,i _~ ( -2 -2 ) 2 2 Y" (2.lOc) 
v=(~ _2 -) 112 (r) PQ,iY i f1, S. (2.lOd) 
Hs shows that the dynamics of the coordinate s is character-
ized by the frequency 6FE~i(r)tsf and the effective mass 
W=(4~iCh~1. Frequencies of the bath m~des !fQQ,iare ob-
tained by diagonalizing the matrix (.()~Q=Q(.()2Q, whose ele-
ments are expressed as 
(2.11) 
V represents bilinel:lI coupling between s and the bath modes 
Yi with the coupling strength of W~Q,i which is obtained by 
unitary transforming the column vector (.()~Q,i=«(r)t-iil)Si 
by using the eigenvectors of w~Q corresponding to the non-
zero eigenvalues «(.()~Q has a zero eigenvalue corresponding 
to the direction of s). 
The Hamiltonian of the form [Eq. (2.10)] has several 
advantageous features. Above all, the dynamics of the trans-
ferring electron is influenced by, the bath only through the 
coupling with the one-dimensional coordinate s in this rep-
resentation. Thus, we can examine the reaction dynamics by 
averaging out the bath influences and focusing on the sto-
chastic dynamics of s. A similar kind of transformation has 
been mentioned in a rather heuristic way by Garg et at.23 
FIG. l. Geometrical parameters of anthracene C14H IO • Bond distances are in 
A and angles in deg. All the CH bond distances are 1.08 A. 
Classical dynamics of the solvation coordinate is de-
scribed by the generalized Langevin equation of the 
formlO,41,67 
s+oh + f: t( ~)s(t- r)dr+ f1, -1 g+ t(t)s(O) 
= f1, - l12 R(t), (2.12) 
where fi=[6l-(0)]112 denotes the effective frequency for 
the harmonic free energy curve 
g= ~;(ciCTz + wtxr)Si= (CTz + AGo/A)/2. 
dependent friction kernel ~Ct) is given by 
( -2 )2 ~ (r)PQ,i _ 







which is related to the random force R(t) by the second 
fluctuation-dissipation theorem (R(O)R(t» = kBTCCt). We 
can also compute the spectral density of 'the bath modes 
given by 
(-2 )2 
J ( ) 11 ~ (r)PQ',i <>( _ ) b W =- £.J _ u W-WQQ,i , 
2 i wQQ,i 
(2.14) 
which is useful for quantum-mechanical treatments. Note 
that J b(W) represents the influence of the bath modes Yi on 
the "solvation coordinate + transferring electron" subsystem 
in the transformed Hamiltonian [Eq. (2.10)], and is different 
from the usually considered spectral density [given in Eq. 
(5Ac) below] associated with the original Hamiltonian [Eq. 
(2.3)]. 
III. POTENTIAL ENERGY FUNCTIONS 
Potential energy functions of DMA and anthracene in 
acetonitrile solution are determined by ab initio MO calcu-
lations. The potential functions for DMA and DMA + are 
taken from Ref. 41. We present here only the potential func-
tions of anthracene. 
A. Electronic states of anthracene 
The electronic wave functions of the ground, excited, 
and anion states of anthracene are calculated with the spin-
restricted Hartree-Fock ,(HF) approximation.42 For the ex-
cited and the anion states, the spin-restricted open-shell HF 
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TABLE 1. Effective point charges on anthracene. 
Ground Excited Anion 
c" -0.1950 -0.2048 -0.4524 
Cb 0.0839 0.1307 0.1584 
Cc -0.2237 -0.2702 -0.2742 
Cd -0.1317 -0.1526 -0.2245 
H 0.1476 0.1578 0.1266 
wave functions are employed.43 We assume that the excited 
state of anthracene is described by the B 2u ( 7T-1T*) 
configuration.44 The experimental geometry of C14D lO is 
used4s except that the CH bond length is set to be 1.08 A 
(Fig. O. The basis set used is the 6-31G set46 and the number 
of basis functions is 146. As expected, the HF approximation 
does not give quantitative values of both the excitation en-
ergy and the electron affinity, while the electron distribution 
would be accurate enough for the current purpose. The exci-
tation energy and the electron affinity are computed to be 5.0 
and -1.2 e V, respectively, whereas the experimental values 
are reported to be 3.4 and +0.5 eV.47,48'We use these experi-
mental values as a correction. in constructing the potential 
energy functions for the simulation analysis. 
B. Intermolecular potential functions 
With the use of the electron distribution from the MOs, 
the intermolecular pair potential function is developed. It is 
assumed to be described by a sum of electrostatic and 
exchange-exclusion parts. These are implemented by the ef-
fective point charge model and the Gordon-Kim model,40,49 
respectively. The potential functions are expressed in a form, 
Vint=L L [qaqb +4Eab{(O"ab.)12_(·~ab)6}],- (3 __ 1) 
a b r ab r ab r ab 
where the subscripts a and b denote atoms or extended at-
oms of the interacting molecules. The effective charges on 
the atom sites of anthracene are determined so as to repro-
duce the electrostatic potential at -500 points around the 
molecule. All the H atoms are assumed to have a common 
value of the effective charge. The results are shown in Table 
1. The negative charge of the anion mainly distributes around 
the Ca and Cal atoms, which is consistent with the MO co-
efficients of the lowest unoccupied MO (LUMO) of anthra-
cene. The exchange-exclusion potential is computed by the 
Gordon-Kim model and fitted to the 12-6 Lennard-Jones 
function. First, the pair interaction energies between the C 
atoms or CH moieties in anthracene and H20 molecule are 
calculated. Then, the length and energy parameters (0" and E) 
are determined by using the geometric-mean combining 
rules. We use H20 as the counterpart molecule because it is 
modeled as an extended atom and therefore is convenient for 
the procedure, which assumes the transferability of the pa-
rameters. Least-squares fitting is carried out under a condi-
tion that all the CH extended atoms have common param-
eters. We found that both 0" and E resulted in almost the same 
values among the three (ground, excited, and anion) elec-
TABLE n. Lennard-Jones parameters for anthracene. 
0" t!' 
C(sp2) 3.761 (3.750)C 0.0135 (0.1 05) 
CH(arom) 3.913 (3.750) 0.0142 (0.110) 
"Given in A. 
bGiven in kcallmol. 
"The values in parentheses are from Ref. 50. 
tronic states" The difference of the interaction potential 
among the states is thus represented by the difference in the 
electrostatic part. 
The resultant parameters are listed in Table II. Corre-
sponding ones from the optimized functions for liquid simu-
lations (OPLS) model by Jorgensen et al. 50 are included for 
comparison, although the description of the electrostatic part 
is different, i.e., th~ charge parameters f9r C(sp2) and 
CH(arom) are set to be zero in the OPLS model. The intra-
and intermolecular potential functions for DMA and DMA+ 
are taken from Ref. 41. For the solvent acetonitrile, the pa-
rameters devei~ped by Jorgensen ~nd Briggs51 are used: 
QMe=O.15e, Qc=O.28e, QN=-0.43e, .uMeMe=3.775 A, 
O"cc=3.650 A, O"NN=3.200 A, EMeMe=O.207 kcallmol, 
E:cc=0.150 kcallmol, and ~=0.170 kcallmol. 
IV. MOLECULAR DYNAMICS CALCULATION 
A. Method 
The simulation analysis of the solution'phase reaction is 
carried out by classical MD trajectory methods. For the sol-
ute DMA, two large amplitude internal modes-the wagging 
motion of the dimethylatnino group (ff) and the torsional 
motion around the NC bond (i)-are treated explicitly (Fig. 
2). Details of the method to compute the trajectory of DMA 
in terms of the internal coordinates (0, 'T) have been 
presentedY In brief, the motibn of the DMA molecule is 
described by using the G-matrix formula, and the Coriolis 
coupling between the e, .'T-vibrational motions and the rota-
tional motion of the molecule is eliminated by defining the 
body-fixed rotational axes as functions· of Band 'T. The solute 
anthracene and the solvent acetonitrile are treated as rigid 
bodies~ 'Quaternion parameters52,53' are utilized to describe 
the rotational motion of all the species. Integration of the 
equations of motion is performed by the Gear predictor-
corrector method initiated by the fourth-order Runge-Kutta 
method. The five- and four-values Gear algorithms54 are ap-
plied for the first- and second-order equations of motion, 
N ~."~--.--- ------)-. --.... ':;·""'111 
......... 'II/11IIIIMe e 
...... -... 
, , ........ 
Me ". 
FIG. 2. Large amplitude intramolecular vibrational modes of DMA; wag-
ging motion of the dimethylamirid group (fl) and torsional motion around the 
NC bond (r). . 
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respectively. The periodic boundary condition is applied. In 
each cubic cell; a pair of DMA and anthracene molecules is 
surrounded by 500 acetonitrile molecules. The mass density 
of the system is assumed to be thesame -as-that of liquid 
acetonitrile, 0.765 g/cm3, which has been obtained in Ref. 51 
by the constant pressure Monte Carlo simulation using the 
same potential functions of acetonitrile as used here. The 
simulation box length is then 35.6 A. The potentiaL tapering 
method with a fifth-order tapering function41 ,55 is applied to 
all the interaction potentials: the pair interaction is smoothly 
damped in the region 0.45L<Rc.m.<O.5£, where Rc.m. and 
L denote the distance between c.m: of two interacting mol-
ecules and the simulation box length, respectively. A constant 
correction value is introduced to the potential function so 
that the JlGo at R = 12 A reproduces the experimental value. 
Equilibrium MD calculations are camed out' after careful 
(several 10 ps of) cooling and equilibnifion' runs. Gbod en~ 
ergy conservation (JlE<0.6 kcal/mol) is' achieved with the 
use of a time step of 0.5 fs. No temperature controlling al-
gorism is used in all the eqUilibrium and nonequilibrium 
simulations. After the equilibration, the kinetic temperature 
of the system was found to be kept around 298±3 K in the 
equilibrium simulations. ' 
8. Diffusion of donor and acceptor molecules 
'", .. , 
As the intermolecular ET in' solution may occur over a 
range of R, its distribution must be taken into consideration. 
When the ET rate at some encounter, distance is sufficiently 
large, me reaction rate obs.erved by the steady-state measure-
ments may be masked by ~iff~SlQP.t,32 The essential fea-
tures of the encounter dynamics of th~ donor-acceptor pair 
are reflected in the mean force, (mf) potential alld the diffu-
sion coefficient for R. Thy mf potential as a function of R is 
computed by using the umorella sampling method. The bias 
potential employed is of the form 
U(R)=a(R-Rof.' (4.1) 
The parameters used are (a,Ro) =(1.0,2.0), (1.9,2.0), 
(9.7,2.0), (1.9,3".0),(1.0,4.0), (1.0,6.0), and ([9; lO.O),·where 
a and Ro are give~ in ><10-2 eV/A2 and A, respectively. All 
the sampling runs with the bias potential are carried oui with 
the simulation time of 12.5 ps. The mf pote~ti8.I curves F(R)' 
are computed by 
F(R)- F(R)ref= -kBT In[P(R)1 P(R)ref]"";' U(R)+ C, 
(4.2) 
where P (R) denotes the probability density for R. The ref-
erence potential F(R)ref is computed from simulation runs 
without the bias potential starting at R = 5 and 7 A with the 
simulation time of 25 ps for each. The matching constant C 
is given by 
C= -kBT In(exp( - UlkBT»ref, 
= +kBT In(exp( + UlkBT)hias' . 
(4.3a) 
(4.3b) 
In practice, we use the average value of C's computed from 
Eqs. (4.3a) and (4.3b). 
Figure 3 shows the resultant mf potential curves for XP 
















3 6 _ 9_ 12 
Distance R (A) 
FIG. 3. Mean force potential curves along the DMA-anthracene center of 
mass distance R in acetonitrile solution. F){p(R) and F !p(R) are for the 
excited and ion pair states, respectively. The symbols /':,. and 0 "are simula-
tion results and solid curves'are fitted ones. F(R,O) represents the diabatic 
potential crossing seam (see Sec. IV C). ' 
F(R) = WDA(R) +8F(R), (4,4) 
where' WDA(R) and 8F(R) denote the direct interaction be-
tween the donor and the acceptor molecules and the indirect 
effective potential due to the existence of the solvent, respec-
tively. W~~(R) and WRf(R) are displayed in Fig. 4. They 
are averaged over the orientational distribution of the don6r~ 
acceptor pair as they are sampled in the simlliation. 
As seen in Fig. 3, F xp(R) exhibits a flat curve at the, 
R>5 A region. F w(R) is also a fiat one, which is noteworthy 
since wR,AcR) represents a deep attractive well with,an en~ 
ergy drop of ~40 kcal/moi from R = 12 to 4 A.Tbis efficient 
screening qf, toe direct Coulomb interaction does not seem 
very surprising considering the high dielectric constant 
(EQ=37.3) of acetonitrile solvent: the IP curve may be com-
prehended as a screene4 Coulomb (plus steric repUlsion at 
small R). Solvent caged minima in the rnf potential curves 
are usually observed for "small" ions (like Na+,Cl-, ett}in: 
polar solvents. It seems that the effect is smeared out for the 




Distance R (A) 
,,12 
FIG. 4. Direct 'interaction components between' DMA and anthracene 
W~IP(R) as a function of.the DMA-anthracene center of mass distance R.. 
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The encounter dynamics of the donor-acceptor pair may 
be viewed as a diffusion process on the mf potential. We 
compute the time-dependent mean square displacements de-
fined by 
di(r)=(lri(t+r)-r/t)j2> (i=D,A, and DA), 
(4.5) 
where rD and rA denote the position of the c.m. of DMA and 
anthracene, respectively, and rDA =rD -rA' We found that 
d DC r) and dA (r) increase monotonically and almost linearly 
by time in both the XP and IP states, which reflects diffusive 
nature of their individual translational motion. In contrast, 
dDA(r) was found to deviate gradually from dD(r)+dA(r) 
by time, which shows the correlation between rD and rA' 
The diffusion coefficient computed from the simulation re-
sults of d(r) by 
D[= lim dl r)/6r (i= D,A, and DA) (4.6) 
........ 00 
are DD=3.97XlO-5, DA =3.17XlO-5, and DDA=6.02 
X 10-5 cm2 s-1 for XP states and DD=1.83XlO-s, 
DA =1.90XlO-5, and DDA=3.06XlO-5 cm2 s-! for IP 
states, respectively. The Stokes-Einstein (SE) low,s7 
DSE=kBTlwTTTja . (n=4 or 6), (4.7) 
with a (typical) solute radius a =4 A (see Sec. IV C), the 
experimental solvent viscosity 1]=0.345 cP, the temperature 
T=298 K, and n=4 gives D sE=2.37XlO-s ·cm2 S-I. 
c. Free energy relation 
In Sec. II, we defined the solvation coordinate s which 
represents the stochastic one-dimensional dynamics of the 
solution phase reaction. Here the diabatic free energy curves 
along s are computed at several values of R and their depen-
dence on R is studied. The computational method is as 
follows.4! The equilibrium MD simulations are carried out 
with the potential 
(4.8) 
with the donor-acceptor distance R fixed. For £1'=0 and 1, 
the system evolves on the diabatic surfaces W!p and W xp, 
respectively. The free energy perturbation method with 
0<£1'< 1 is employed to interpolate thermally improbable re-
gions of the free energy curves. The free energy curve 
F(s;a) for the coordinate s is defined by 
F(s;a)-F(s;O)= -kBT In{Q(s;a)/Q(s;O)}, (4.9) 
where Q(s; a) denotes the partition function 
Q(s;a)oc f t5(s-!(x)]exp(-,8{W1P(x}+a[Wxp(x) 
- W!p(x)]} )dx, (4.10) 
which is related to the probability distribution of s directly 
computed from the simulation. From Eqs. (4.8)-(4.10) the 
following simple relation is derived: 
F(s;a)- F(s;O)= as. (4.11) 
~ 0 5 
Solvation Coordinate s (e V) 
FIG. 5. Diabatic free energy curves along the solvation coordinate s. The 
distance between the center of mass of DMA and anthracene center is fixed 
at R=7 A. The symbols D, /';., 0, and X correspond to the equilibrium 
simulations with the parameter a=0, 0.5, 0.7, and 1.0, respectively. Dashed 
curves are the least-squares fitted parabolas with a common value of the 
force constant for the two curves: Fxp(s) and F[J'(s). 
The free energy curves are computed at R=5, 7, 9, and 12 A 
from the equilibrium simulations of 75 ps for each. The re-
sult for R =7 A is presented in Fig. 5. The curves are least-
squares fitted to the form 
(4.12) 
and the fitted parabolas are included in Fig. 5. An important 
consequence of Eq. (4.11) is that the force constants of 
F xp( s) and F!p( s) must be the same if the curves are exactly 
parabolic. 58 As seen in the figure, the free energy curves are 
well approximated by parabolas. All the other curves for 
R =5, 9, and 12 A are also found to be well fitted by parabo-
las. These indicate that the nonlinear effects termed the "di-
electric saturation,,34 have no significance in this reaction 
class. 
The computed values of the free energy gap ~ GO, the 
activation energy ~G:j:, and the reorganization energy A are 
summarized in Table III. IiGo is nearly independent of R, 
which is also seen in the mf potential curves in Fig. 3. A 
naturally becomes smaller as the donor-acceptor pair ap-
proaches. Figure 6 compares the simulation results of A and 
the dielectric continuum Marcus modelll 
TABLE ill. Free energy relationships. 
Ra 5 7 
Kb 0.294 0.242 
So -1.13 -1.58 . 
aao -0.57 -0.49 
A 1.70 2.07 
(0.79)< (1.59) 
aG* 0.19 0.30 
(0.02) (0.17) 
aR is given in A. 
~e force constant K is given in eV- I . 









dThe simulation uncertainties estimated are :!:0.06 eV for so, aao, and ". 
"The values in parentheses are from the dielectric continuum model. 
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FIG. 6. Dependence of the reorganization energy A on the inverse of the 
DMA-anthracene center of mass distance IIR. The symbols 0, 0, and b.. 
represent the simulation results, the dielectric continuum model with E." = 1 
and 1.8, respectively. The dashed curve is a least-squares fitted one in the 
form [Eq. (4.15)]. 
~(1 1)(1 11) A(R)=(Ae)~ --- - +--- , 
E<:o EO 2aD 2aA R 
(4.13) 
as a function of llR. aD and aA are the effective radii of 
donor and acceptor molecules immersed in the dielectric 
continuum solvent. The experimental values of the static and 
optical dielectric constants5 (€o=37.3, Eo.:,=1.8) are used. A 
. dielectric continuum plot with Eo.:, = 1 is also included in the 
figure for comparison, considering the simulation does not 
account' for the solvent electronic polariz'ation explicitly 
(though it is supposed to be included to some extent effec-
tively by assigning a larger dipole moment of the solvent 
molecules than its gas-phase valtie).59. The effective radii of 
DMA and anthracene used in Eq. (4.13) are estimated by 
using the intermolecular potential functions developed in 
Sec. III: the repulsiveexchange-exc1usion parts of the inter-
action potential curves are computed for 26 directions of 
approach, and the obtained length parameters are averaged 
with the weight of the numerical integration on a surface of 
sphere.41 ,56 The resultant radii are aD=4 A and aA =4 A. 
We can see in Fig. 6 that the slope of the A -lIR plot 
from the simulation data is roughly reproduced by Eq. 
{4.13).6o The quantitative difference between the simulatiol1 
results and Eq. (4.13) is as large as leV. It is' noted thatthe 
absolute value of A from Eq. (4.13) is sensitive to the esti-
mate of the molecular radii. Similar values to the present 
simulation results could b~u)btained by. applying a rathe~ 
unrealistic molecular radii of aD=aA =2.2 A,61 which shifts 
the dielectric continuum plot ill Fig. 6 keeping its slope .. 
Reflecting the deviation seen in A, the activation energy 
AG* shows a significant difference between the simulation 
results and the dielectric continuum prediction (Table III). 
The simulation results of AG* 'are always larger than the 
dielectric continuum predictions by about 0.1-0.2 eV. The 
dielectric continuum pr~<!!~tion of AG!. a!.B =5 A is qui~e 
small which might be the basis for the statement that the 
present reaction with AGo= -0.54 eV corresponds to the 
region near inversion.29 According to the simulation results, 
however, AGO of this reaction has not entered the inverted 
region but corresponds to the increasing region of the rate 
-AGO<A. It would be worth pointing out, as well as the 
sensitivity to the molecular radii, that the arguments on the 
absence of the inverted region seem to have been based on a 
fitting of the experimental data of the increasing region to an 
inverted parabola without reasonable estimate of the reorga-
nization energy. 
The diabatic free energy surfaces F(R,s) as a function 
of Rand s are constructed by combining the above results. 
Because of the following two relations among A(R), K(R), 
so(R), and AGo(R): 
K(R) = 1I2A(R), so(R) = -AGo(R) - A(R), (4.14) 
two variables are needed to construct FeR,s). First, A(R) is 
least-squares fitted to a form, 
(4.15) 
with rl=7.34 eV, r2=15.8 A, and r3=1.37 eV (the dotted 
curve in Fig. 6). Fxp(R) and FJP(R) are represented in a 
form, 
{( cZ)2n (cz)n} F(R)=cl R -Ii ,+c3 • (4.16) 
The least-squares optimized parameters are Cl =2.06 (3.69) 
kcaVmol, c2=4.98 (4.31) A, and n=3.11 (2.82) for the XP 
(IP),state. C3 for the XP state is set to be zero and that for the 
IPstate is determined so that AGo (R) at R = 12 A reproduces 
the value in Table ill. We used F JP(R) - F xp(R) in place of 
AGo{R), which has been checked to be consistent with the 
values in Table ill within the simulation uncertainties. The 
fitted curves are shown in Fig. 3. Finally, the free energy 
surfaces are expressed by 
1 ° 2 Fxp(R,s)=Fxp(R) + 4A(R) [s+A(R)+AG (R)] , 
(4.l7a) 
FJP(R,s)=Fxp(R)-s.· (4.l7b) 
The lower surfaces are displayed in Fig. 7. The crossing 
seam at s=O, F(R,O), is included in Fig. 3. 
V. MECHANISM OF ET 
A. Electronic coupling 
The electronic coupling between the initial (ifJxp) and the 
final (l/Jip) diabatic states are evaluated with the use of the 
MOs of the reacting species. We use charge-localized diaba-
tic states, 
I/IXP={~~l ('P~'P!) - A z( 'P~'P!) }/v'l, 
I/IJP= {A~l ('P"b 'P;;):- Jbi 'P"b 'P ;;)}/v'l, 
(S.la) 
(5.lb) 
where 'P~'P! and 'Ph'P'A represent simple products of the 
MOs of DMA and anthracene for XP and IP states, respec-
tively. Jb denotes an antisymmetrizer, and Jbt and ~e6z show 
different singlet couplings of the open shells. These diabatic 
states are nonorthogonal, S XI~( iflxpll/lu»:;ioO, and the appro-
priate electronic coupling in terms of the symmetrically or-
thogonalized states is given by the matrix element62 
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FIG. 7. 1Wo-dimensionaI diabatic free energy surfaces FXp,IP(R,s) as a function of the DMA-antbracene center of mass distance R and the solvation 
coordinate s. Note that only the lower surfaces are shown. 
1-4I (5.2) 
where H XI =(if1xp/HeJ /ifJu,) (and analogous for Hxx and H ll), 
and Hel is the electronic (Born.,...Oppenheimer) Hamiltonian. 
These values are computed at R = 5 and 7 A using the con-
figurations sampled in the course of the MD simulation. 
First. we evaluate the distribution of the overlap S XI at 
the potential crossing s =0. The number of independently 
sampled configurations is 20 for each of R=5 and 7 A. We 
use cP~, CPJ;, CPI, and CPA optimized in their isolated states (in 
vacuo). The mean and the variance of ISxII computed are 
4. r'8 X 10-3 and 4.OlX 10-3 for R =5 A, and 2.84X 10-3 and 
1.81XIO-3 for R=7 A, respectively. The large variance 
comes from the relative orientational degrees of freedom be-
tween DMA and anthracene. 
Next, a configuration that has the value of IS.n! closest 
to the mean value is picked up to compute H.~/' Here, the 
MOs are recalculated under the influence of the electrostatic 
field from the effective point charges of the counter molecule 
and solvents: e.g., cP~ is computed in the presence of the 
point charges of the excited state anthracene and about 250 
acetonitrile molecules that are in a sphere with the radius Ll2 
centered at the c.m. of the DMA-anthracene pair. 
The SCF calculations are carried out using the spin-
restricted open-shell HF method. As discussed in Ref. 62, the 
electron correlation effects are expected to be canceled out to 
a large extent in the calculated H~I [see Eq. (5.2)]. The 
method of corresponding orbitals63 is used for the computa-
tion of H~I because it involves sets of-MOs which are not 
mutually orthogonal. The basis function used is a 6-31G(N*) 
set and the number of functions is 255 for the computation of 
H ' 64 Xl' 
The values of ISxII (without point charges) of the picked 
up configurations are 4.04X 10-3 (R =5 A) and 2.57X 10-3 
(R=7 A). They changed to 5.44XlO-3 and 3.26XlO-3 ~ith 
the existence of the point charges, respectively. IH~/I is com-
puted to be 1.92 and 0.84 kcal/mol for R =5 and 7 A. As-
suming an exponential form of the electronic coupling, 
.. 
IH~/(RW= IH~/(RoW exp[ - y(R- Ro)], (5.3) 
with Ro=5 A, 1=0.83 A-I is obtained. This is used to evalu-
ate the R-dependent rate constant k(R). 
.. , ":" 
B. ET rates from the nonadi~baticGolden Rule 
forl111,.1 la 
Before projecting out the solvation coordinate from the 
bath modes as Eq. (2.10), the ET rate from the usual Golden 
Rule formalism is evaluated by using the (wi ,SI) data. The 
frequency components of the direction vector s are deduced 
from a spectral analysis of the velocity autocorrelation func-
tion of the solvation coordinate s, which are shown in Fig. 8 
for R =5 and 7 A. They are computed from the equilibrium 
trajectory on the potential W1P+a(Wxp -'- WIP) with a=0.7 to 
explore the region around the potential crossing. The com-
ponents Sj are characterized by two main bands composed of 
several peaks with the maxima located at around 100 and 
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FIG. 8. Components of the reaction coordinate vector Sf and frequencies 
Wi' Solid and dashed curves correspond to the DMA-anthracene center of 
mass distance R=5 and 7 A, respectively. 
250 cm - 1. The former corresponds to the librational modes 
of the solvent acetonitrile and the latter mainly comes from 
the intramolecular modes of DMA. 
With an assumption of eqUilibrium solvation with Bolt-
zmann distribution with the temperature /3-1=kBT, the nona-
diabatic Golden Rule rate constant is given by22,23 
IH~A2 roo 
kq=-,;:r- Jo exp[C(t)]dt, 
where 
C(t)= :h fooodW J~~) {[COS Wt-1JCOth(,B~W) 
} 
if1GOt 
+ i sin wt +-h--' 
By using the sum relation 
4 J"" Jew) 
- dw-- =A., 





the last term in Eq. (5.4b) is included into the integral. The 
spectral density J(w) is computed from the (wi ,Si) data, 
where Eq. (5.5) is used to scale the normalized Si' Note that 
J(w) in Eq. (5Ac) is different from Jb(w) in Eq. (2.15). The 
evaluation of the integral is carried out by the stationary 
phase approximation 15 
[H~A2 I 27T 
kq=-,;:r- \j IC"(t*)1 exp[C(t*)], (5.6) 
where t* is the saddle point that gives C' (t*) =0. t* is given 
analytically for the symmetric reaction (t* = i,Bhl2) and for 
the one-dimensional case. As the present case is asymmetric 
and multidimensional with a general spectral density from 
the MD analysis, t* is searched numerically on the pure 
imaginary axis by using the Newton-Raphson method. 
The "semiclassical" form of the rate 
TABLE IV. Nuclear tunneling effects. 
R~ 5 7 9 12 
k,.jkcl L097 L136 . L224 1.290 
(:!:0.020) (:!:0.019) (:!:0.022) (:!:0.023) 
k/kcl L048 LOSS L076 1.094 
(:!:0.006) (:!:0.004) (:!:0.003) (:!:0.003) 
t*li{3h 0.331 0.381 00417 00421 
(l+AG%)l2 0.332 0.384 00417 00422 
OR is given in A. 
(5.7a) 
4 (00 (,BliW) A= 7Tli Jo dw J(w)coth -2- , (5.7b) 
is also derived by expanding CU) in powers of t and trun-
cating at the second order (the short time 
approximation).32,35,38 Both kq and ksc reduce to the well-
known form ll- 15 
(5.8) 
for small ,Bli. 
The ratios k/kcl and ksdkcl which represent the quantum 
nuclear tunneling effects are computed and listed in Table 
IV. The saddle point t* for kq is also included in the table. It 
is seen that ksdkcJ is always larger than k/ kc!. As discussed 
in the literature,32.35,38 the semiclassical approximation gen-
erally overestimates (underestimates) the nuclear tunneling 
effect in the normal (inverted) region. The tunneling effects 
increase as R becomes larger, as the barrier at the diabatic 
crossing becomes more cuspidate. The solvent nuclear tun-
neling effects are no larger than 1.1 for the present system at 
the room temperature, which reflects the relatively low fre-
quencies of the related modes (Fig. 8). Much larger effects 
have been found in the case of aqueous solutions38(b) where 
the typical frequency of the librational solvent motion is as 
large as 800 cm - I. It should be noted that the rate formula 
above is adequate in the nonadiabatic regime, Le., the small 
electronic coupling limit. As discussed below, the electronic 
coupling estimated for the present specific system cannot be 
considered as small for R <7 A that the electronically adia-
batic regime becomes more appropriate. The inclusion of the 
electronic coupling to construct the adiabatic surfaces would 
make the solvent nuclear tunneling effects even smaller, due 
to the resulting decrease of the effective barrier frequency. 
It is also found that the computed values of t*/i,Bh 
agree well with ISol/Clsal + [sd) = (I + f1GofA.)f2 where So 
and s 1 are the minima of the free energy curves F xpC s) and 
F !p(s). This simple relation shows an interesting connection 
to the path integral interpretation of the saddle point imagi-
nary time-correlation function (TCF) in the Golden Rule rate 
formula25: the isomorphism between the saddle point TCF 
and the equilibrium partition function of a "polymer chain" 
in a descretized path integral representation. In fact, the 
agreement found here stands only approximately, i.e., 
J. Chern. Phys., Vol. 101, No.4, 15 August 1994 
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  130.54.110.33 On: Tue, 25
Oct 2016 02:26:57
Koji Ando: Intermolecular electron transfer reaction 2859 
t*lif3n is not exactly linear in AGo, and this approximation 
depends on the characteristic frequency range of the spectral 
density J(w). More detailed and general aspects of this issue 
will be pursued elsewhere. 
C. ET rate and mechanism as functions of the 
donor-acceptor distance 
Theouter-sphere ET reactions have usually been consid-
ered in the nonadiabatic regime as iii the above section. 
However, the electronic coupling of the present system be-
comes as large as 2 kcallmol at R =5 A, and the reaction 
mechanism should be adequately described by the (electroni-
cally) adiabatic regime as R becomes smaller.65 We consider 
an interpolation formula between the adiabatic and the nona-
diabatic regimes: 
k 2PLZK ad kTST 
K ad+ PLZ(2-Kad) , 
(5.9a) 
o 
kTST=_ exp( -AGio Ik T), 271" ad B . (5.9b) 
where P LZ and Kad are the Landau-Zener transition 
probability7,24-28 and an adiabatic transmission coefficient, 
respectively. The pre factor in Eq. (5.9a) was derived by 
Straub and Berne27 by assuming the crossings are indepen-
dent and thus neglecting the quantum interference.24 A simi-
lar form has .also been derived by Sparpaglione. and 
Mukame1.66 Equation (5.9a) reduces to a semiclassical 
Landau-Zener. form, 2Pr:z!(1 +PdeST, for the Kad---+l 
limit, and to an adiabatic form. KadeST. for P 12--+ 1 (or the 
large electronic coupling limit). The velocity at the crossing 
is represented by its thermal' average. i.e., P LZ ;",. t 
- exp( - 271"IH~II2In~?». The mean square velocity (s2) is 
related to the effective mass f.L by f.L=kBTI(S2). ,which lea.d.s 
to a more useful form: 
(5:10) 
The barrier frequency wb is evaluated as follows. First. the 
adiabatic (lower) free energy curve is expressed by'thedf-
abatic Fxp'/p(s;R). ., .. 
, , 
E(s;R) = trFxp(s) + F /p(s)] -:-: -!-UFxp(s) - F/pCs)]2, 
.--". 
+4IH~A2}1/2. (51J.I) 
where the parametrical dependence on R is abbreviated on 
the right-hand side of the equation. The square of Wb is 
evaluated from the curvature at the barrier' top s:t:(R) 'that 
givesaE/as)s~s* = 0, . . 
.. 
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FIG. 9. Ca) Time-dependent friction' kernel ?;(t). (b) Frequency components 
of the friction kernel, i.e., (li>~Q.I)2/ li>~Q,i as a function of wQQ';-' Solid and 
dashed curves correspond to the DMA-anthracene center of mass distance 
R ='5 and 7 A, respectively. 
Several choices wo~ld bcd)ossibie lor Kad' Here we em-
ploy.the Gtoie':::'Hyn~s'transmission ~oefficient KGH. which is 
computed by67 .,.. .,. 
KGH=Z/Wb' z~+zrl(zr)-w~=o, 
where tCz) is the Laplace tran~form of 'CUY. 
"~ . ....- - . 
" ., ." (W~Q.i)2 Z 
. .. C(z)":,,, 2: . -2- 2+ _-2. 
wQQ,i Z. wQQ,i 
(5. 13a) 
(5.13b) 
All these dynarillcal quantities are deduced from the MD 
trajectory analysis by the procedure described in Sec. II. The 
computed values for R=5 (7) A are summarized as follows; 
the characteristic frequency' w=(}:isfwl) 1/2=219 (215) 
em-I, the effeCtive frequency 0=[w2"""C(0)rI2=92 (86) 
cm-:-I, and the effective mass f.L=kBTI(S2)=0.95XlO- 3 
(0.7IXI0-3) ps2 ey-I. The effective frequency by' the 
Gaussian approximation 0' =( (s2)/(s2» 112 is computed to 
be 88 (85) em-I. The effective frequency is also' evaluated 
by O'! = .JKI f.L which gives 93 (98) cm -I. The degree of 
the coincidence among O. 0', and 0" would be a measure of 
the adequacy of the harmonic bath model. 
Figure 9 displays the time-dependent friction kernel ((t) 
and the plot of its frequency component 
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FIG. 10. (a) ET rates k(R) [-], kaiR) [_._], and knaCR) [.--] as functions 
of the DMA·anthracene center of mass distance R. (b) Transmission coeffi-
cients KSB(R) [-], KGH(R) [-·-1, and KI:Z!..R) [--.]. The Landau-Zener 
transition probability Pr:z.(R) [~] is also included. 
[WQQ,i ,( W~Q)2 / %Q,;l, which is related to the spectral den-
sity J b (w). As seen in the figure, tC t) shows a rapid decay 
within -0.1 ps, descends down to negative vaIues, and ac-
companies a small oscillation with an interval of ~0.2 ps. 
The rapid decay of tCt) is reflected in the overdamped be-
havior of the relaxation of s. 
The R -dependent rate k(R) is computed and displayed in 
Fig. 10(a). The activation energy ilG!ctCR) is computed from 
the adiabatic curve E(s;R). We assume that n is indepen-
dent of R and uses a constant value of 90 cm -.1. For com-
parison, the adiabatic and the nonadiabatic limits 
kad=KGHeST and kna=2Pr.:zI(l+PLZ)e~T are included in 
the figure. The R dependence of the transmission coefficients 
KGH, Kna=2Pcz/(1+PLz}, and KSB=2P LZKGHI[KGH+P LZ(2 
-K(lH)] are also shown in Fig. lOCb). We can see in the figure 
that the ET mechanism switches from nonadiabatic to adia-
batic as' R becomes smaller. The R dependence of the rate 
k(R) is primarily determined by the activation energy [see 
also F(R,O) in Fig. 3] and the maximum of k(R) is located 
at around R=5 A. 
In Fig. 11, Wb and t(z) are shown. The barrier frequency 
wb(R) increases nearly exponentially by R, and becomes as 
large as 1700 cm- l at R=12 A. As the relevant frequency 
increases, C(z) decreases rapidly and consequently. the 
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FIG. 11. (a) The barrier frequency wbCR) as a function of the DMA-
anthracerie center of mass distance R. (b) The Laplace transform of the 
friction kernel tCz). z is given in cm -1 (i.e., ZI27T). 
VI. CONCLUDING REMARKS 
In this work, we carried out a theoretical analysis on the 
photoinduced intermolecular ET reaction between DMA and 
anthracene in acetonitrile solution, on the basis of realistic 
molecular modelings-ab initio MO calculations of the po-
tential energy surfaces and MD simulations of the solution 
phase reaction. Considering the ET may occur over a range 
of the donor-acceptor distance R, mean force potential 
curves along R and the encounter dynamics on them in so-
lution were investigated. It was found that the encounter dy-
namics is viewed as a diffusion process on a rather flat mean 
force potential, even for the ion pair state. 
Free energy curves along the solvation coordinate s were 
computed and found to be well approximated by parabolas, 
indicating that the nonlinear effects such as the dielectric 
saturation are negligibly small. ,The free energy surfaces as a 
function of Rand s were constructed to examine the free 
energy relationships. It was pointed out that the present sys-. 
tem with the energy gap ilGo=-0.54 eV corresponds to the 
increasing region of the rate constant in acetonitrile solution, 
in contrast with the conventional picture. 
The electronic coupling of the ET was evaluated by the 
method of corresponding orbitals. The ET rate was computed 
as a function of R, with the use of a simple interpolation 
formula between the adiabatic and the (semiclassical) nona-
diabatic regimes. It was shown that the ET mechanism is 
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primarily described by the nonadiabatic regime in R>8 A 
and by the adiabatic regime in R <6 A. The dynamical sol-
vent friction effects were taken into account in terms of the 
generalized Langevin equation formalism. 
The present study is on a specific system of DMA and 
anthracene in acetonitrile solution. In the experimental study 
by Rehm and Weller,29 the fluorescence quenching ET rates 
have been measured as a function of .!l 0° in acetonitrile 
solution, and the inverted behavior was not observed down 
to .!l 0° of about -2.5 e V. According to the present study, the· 
maximum of the rate constant in acetonitrile solution should 
be found around .!l00=-A=-=-1.7·eV, considering the ener-
getics obtained here for R=S A [where the maximum of 
k(R) is located] and assuming that the major part of the 
reorganization comes from the solvent and is almost inde-
pendent of the solute species. It is noted that the inverted 
behavior is observed for the charge recombination ET reac-
tions in acetonitrile solution by the picosecond time-resolved 
transient absorption spectroscopy.68 The maximum of the 
rate .!l00 plot is located at around .!l00"""-1.6 eV, which.is 
consistent with the present results. The present results seem 
to support the following interpretation31,32 'of the experimen-
tally observed plateau region of the CS -rate: the actiwition 
rates kact around .!lOo=-1.7 eV are large enough that the 
observed rates kobs by the steady-state measurements are 
masked by diffusion. In the present case, feR) has a sharp 
peak located at RocxS A [see the log scale of the ordinate in 
Fig. lO(a)]. In such a case,10.32 the diffusion controlled rate 
kdiff is well described by kdiff=47TDOARO and kobs is given 
by k;~=kdik+k~:. The computed value of kdiff for the 
present system is 2.28X 1010 M-1 S-I, using 
DOA =6.02X 10-5 cm2 S-1 and Ro=S A, which is in reason-
able agreement with the experimentally observed plateau re-
gion of the CS rate. It is rather difficult to compare the cal-
culated k act with the experimental results because of its 
sensitivity to the activation energy. We computed kact by 
k act=47TJco k(R)R 2 dR, 
R\ 
(6.1) 
in which RI denotes a contact distance (taken to be 3.5 A), 
and obtained kact=9.51 X 109 M- 1 S-I. Although key quanti-
ties such as the electronic coupling should differ in each 
system, kact could be estimated to' be about 102 times larger 
at the inversion maximum .!lOO=-A, which gives kobs 
masked by diffusion, kobs=kdiff' The actual difference of the 
electronic coupling among the different fluorescer-quencher 
pairs used in the experiment can be regarded as small that it 
would not alter the essential argument. 
More extensive studies would be needed for a satisfac-
tory understanding of the ET mechanisms. As noted above, 
key quantities that determine the rate should be evaluated on 
each specific system in order to make a reliable comparison 
with the experiment. More accurate intra- and intermolecular 
potentials and larger simulations would be required to 
achieve quantitative results. 
We employed a rather simple rate formula in Sec. V, 
which has an advantage of a clearly understandable picture. 
The neglect of the quantum interference leads to a simple 
interpolation formula, which would be a reasonable approxi-
mation since the interference effects are normally smeared 
out in multidimensional thermal rate constants at moderately 
high temperatures.24 However, more precise theoretical de-
velopments are of importance which would be directed to-
wards, e.g., (1) environmental effects on the electronic 
coupling-tunneling path,69 renormalization by the solvent 
fluctuations,1° etc.; (2) nonequilibrium effects of the 
solvation-competition between the electronic transition and 
the environmental relaxation;71 and (3) general quantum rate 
theories which consistently cover both the nonadi~batic and 
adiabatic regimes23,66,n keeping usefulness for practical ap-
plications. 
We hope to report studies on these issues based on real-
istic molecular mode lings in the future. 
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