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Abstract
In smart homes, many context attributes, i.e. small
pieces of context, have to be computed from sensors
in order to provide adapted services. We observe that
many of those context attributes can be deduced from
others. This paper presents how methods to propagate
belief functions from one frame of discernment to an-
other can be used to compute contexts. It enables the
creation of evidential networks, preventing from recom-
puting many times the same evidence and enabling the
construction of higher levels of abstraction often dif-
ficult to obtain directly from sensors. The proposed
method is based on an intuitive way of thinking eviden-
tial networks considering mappings between frames of
discernment. An example where this method is essential
is presented.
Introduction
Context-aware applications have to sense the environment
in order to adapt themselves and provide with contextual
services. This is the case of Smart Homes equipped with
sensors and augmented appliances. However, sensors can be
numerous, heterogeneous and unreliable. Thus the data fu-
sion is complex and requires a solid theory to handle those
problems. For this purpose, we adopted the belief functions
theory (BFT) (Shafer 1976).
The aim of the data fusion, in our case, is to compute
small pieces of context we call context attributes. Those con-
text attributes are diverse and could be for example the pres-
ence in a room, the number of people in a room or even
that someone may be sleeping in a room. As shown in Fig-
ure 1, certain context attributes are based on the same sen-
sors. Thus, the motion sensor in the presented example is
used twice as evidence.
Since the BFT requires a substantial amount of compu-
tations, it could be a great idea to reduce as much as pos-
sible the number of evidence required to compute a context
attribute. Moreover, the number of possible worlds, i.e. the
number of possible states for a context attribute, is also an
important source of computation. Thus, reducing the num-
ber of possible worlds we are working on is also important.
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Figure 1: Example of context attributes associated to sen-

















Figure 2: Example of network applied to a set of context
attributes.
It is especially problematic when working on embedded sys-
tems, which may be the case when trying to observe context
in smart homes. Thus, with this objective in mind, it is pos-
sible to observe that some context attributes could be used
to compute others. By doing this, the number of gathered
and combined evidence for each context attribute could be
drastically reduced. In the example presented in Figure 1,
the fact that someone may be sleeping can be easily inferred
from the presence and the posture of this person. Then, the
set of context attributes in Figure 1 can be transformed to ob-
tain the network of Figure 2 if the sets of possible worlds for
“Presence” and “Posture” are seen as subsets of “Sleeping”.
The paper is organized as follows: the next section
presents the basics of the BFT required to understand the
presented methods and their advantages; it is followed by
the presentation of methods used to propagate belief func-
tions. An example where the application of these methods is
useful is then presented. Finally, the paper is concluded.
Basics of BFT
In this section, we present only the basics required to under-
stand the propagation of belief functions from one frame of
discernment to another and the interest of doing so.
Frame of Discernment
In the BFT (Shafer 1976), the first thing that should be de-
fined is a set of possible “worlds” called the frame of dis-
cernment. It is often noted:
Ω = {ω1, ω2, ..., ωn} (1)
These worlds have to be exclusive (i.e. ωi ∩ ωj = ∅ if
i 6= j) and if possible exhaustive meaning that the true state
of the world has always been defined. To give an exam-
ple, we can define a set of possible postures for someone as
Ω = {Seated, Standing, LyingDown}. In our work, each
context attribute is represented by a frame of discernment.
Mass Function
Once the frame of discernment is created, a mass function
representing the degree of belief associated to each subset
of Ω is defined such that:
m : 2Ω 7−→ [0, 1]∑
A⊆Ω
m(A) = 1 (2)
Each subset A ⊆ Ω with m(A) > 0 is called a focal el-
ement. When a focal element contains several worlds, the
degree of belief given by the mass function cannot be dis-
tributed in any way between those worlds. The degree of
belief is thus completely associated to the fact that the true
state of the world is contained in the focal element but can-
not be more specific. Thus, the mass function can represent
uncertainty using degrees of belief but also imprecision us-
ing non-atomic subsets of Ω. Those mass functions are used
to express uncertainty on which “world” is the true state of
a context attribute.
Building mass functions
To build mass functions, it is possible to use methods ex-
ploiting statistics (Aregui and Denoeux 2008). However, we
wanted a method requiring only few experiments.
As described in (Pietropaoli, Dominici, and Weis 2012),
for each couple (sensor/context attribute), we build a set of
mass functions associating a mass function to any raw data
given by a sensor. The set of mass functions is built after few
experiments by observing the sensor behavior. It could be
also totally based on intuition as human beliefs. (For more
details on how this building method and the way it can be
improved, please refer to (Pietropaoli, Dominici, and Weis
2012)).
Even if this method does not create perfect beliefs, it en-
ables the use of many sensors to build evidence on context
attributes. The imperfections are then compensated by the
accumulation of evidence.
Accumulating evidence
The theory of belief functions is about accumulating evi-
dence on what is going on. To do this, the most common











This combination rule offers a quick convergence when
evidence is not in conflict. However, its complexity is not
acceptable for embedded systems if the number of possible
worlds increases too much and if many mass functions have
to be combined altogether. There exist many other rules of
combination in the literature. A generalization is also pro-
posed by E. Lefevre et al. (Lefevre, Colot, and Vannooren-
berghe 2002). Unfortunately, the complexity of all these
rules is equivalent or even worse than the complexity of
Dempster’s rule. The reduction of the size of frames of dis-
cernment we are working on and the reduction of the num-
ber of combinations of evidence is thus an advantage for all
these rules.
Propagation of belief functions
The idea of optimizing the computations required by belief
functions by dividing the frame of discernment in subsets is
not new (Shafer, Shenoy, and Mellouli 1987). In this section,
we present a common method consisting in the propagation
of belief functions based on a simple “one-to-one” corre-
spondence between subsets of possible worlds but also how
evidential mappings enable the use of heuristic knowledge
links between frames of discernment.
Vacuous extension of frames
Let’s consider two frames of discernment Ω and Θ supposed
to describe the same context attribute. Letm be a mass func-
tion defined on the frame Ω that we want to propagate to the
frame Θ. We can now consider the two possible cases: either
card(Ω) ≤ card(Θ), either card(Θ) ≤ card(Ω). In simple
words, one frame of discernment is more precise than the
other.
In the first case, as both frames describe the same set of
possible worlds, the elements of Ω are unions of elements
of Θ (i.e. for each A ⊆ Ω, there exist Bi ∈ Θ such that
A =
⋃
Bi). The propagation of m to Θ is then called the




m(B) if A = B ⊆ Ω
0 otherwise.
,∀A ⊆ Θ (5)
This propagation brings no new evidence and the two mass
functions are strictly equivalent in terms of information.
To illustrate the propagation presented here, we can con-
sider the two frames Ω = {yes, no} associated to the pres-
ence in a room and Θ = {0, 1, 2+} associated to the number
of people in the same room (where “2+” means “two or more
people”). It is easy to create a direct transformation of sub-
sets of Ω into subsets of Θ. For example, we could have the
following correspondence:
{yes} = {1 ∪ 2+}
{no} = {0}
As a consequence, it is possible to transform mass functions




m({yes ∪ no}) = 0.6
By using the vacuous extension, it would become
m↑Θ({1 ∪ 2+}) = 0.3
m↑Θ({0}) = 0.1
m↑Θ({0 ∪ 1 ∪ 2+}) = 0.6
Restriction of frames
In the second case, as Θ is less precise than Ω, the propaga-




C⊆B̄ m(A ∪ C) for A ⊆ B
0 otherwise.
(6)
Let m↓Θ denote the restriction of m to Θ, then it is given
by:
m↓Θ(A) = m(A|Θ) (7)
As elements of Θ, in this case, are unions of elements of Ω,
the resulting mass function can be less informative than the
original one.
Those two ways of propagating belief functions from one
frame to another are based on the direct correspondence that
exists between the elements of the two frames. Those tools
are very useful if it is possible to divide a huge frame of
discernment in subsets of possible worlds. However, in some
cases, the link between frames of discernment is not trivial
and requires a more flexible approach.
Evidential mappings
As previously seen, some context attributes can be linked
and it is possible to infer belief on a frame of discernment
from belief on another frame of discernment. Unfortunately,
the vacuous extension and the coarsening are valid only if
one frame is a subset of the other one.
For instance, if we consider the posture of someone, de-
fined by the frame Ω = {Seated, Standing, LyingDown}
and if that person is sleeping, defined by Θ = {yes, no},
it is not easy to create a direct correspondence between the
worlds. As a matter of fact, a person could be sleeping seated
in a sofa or reading a book, thus not sleeping, lying down on
a bed. Anyway, the likelihood that someone may be sleeping
while lying down is way higher than if he or she is standing
or even seated...
Evidential mappings enable the use of heuristic knowl-
edge to create a link between frames of discernment (Liu,
Hughes, and McTear 1992). Thus, it is possible to propagate
belief from any frame of discernment to another if there ex-
ists any known link between those frames.
The idea here is thus to create some kind of mass function
on Θ for each subset of possible worlds of Ω. For example,
we could define a mass function on the fact that the person
may be sleeping, knowing that he or she is seated:
m({yes}|Seated) = 0.1
m({no}|Seated) = 0.7
m({yes ∪ no}|Seated) = 0.2
This mass function corresponds to the heuristic knowledge
linking the value “Seated” of the context attribute “Posture”
to the context attribute “Sleeping”. Since it is defined as
a mass function, it is possible to use any already existing
method to build mass functions such as methods based on
intuition (Pietropaoli, Dominici, and Weis 2012) or methods
based on statistics (Aregui and Denoeux 2008) by observ-
ing the correlation between the worlds in different frames of
discernment.
By defining such a mass function for each nonempty sub-
set of Ω, we obtain the Basic Matrix (BM) that characterizes
completely the propagation of mass functions defined on Ω
to the frame of discernment Θ.
Let’s now consider a general case with Ω =
{ω1, ω2, ..., ωn} and Θ = {θ1, θ2, ..., θk}, two frames of
discernment. The BM, in our case, is defined by:
MΩ→Θ =
 m({θ1}|ω1) · · · m({θ1}|Ω)... . . . ...
m({Θ}|ω1) · · · m({Θ}|Ω)
 (8)
The element of the BM denoted by MΩ→Θ(A,B) with A ⊆
Θ and B ⊆ Ω corresponds to m(A|B)
The propagation of any mass function m defined on Ω
to Θ is obtained using the following formula for each A,





The empty set is considered as a special case where the
propagation of its mass always results in a mass given to
itself. Thus we always have:
mΩ→Θ(∅) = m(∅) (10)
In terms of computability, the worst case is in O(2n+k)
where n and k are the number of possible worlds defined in
the two frames Ω and Θ respectively. However, in terms of
implementation, as it is possible to consider only the focal
elements of mass functions (Osswald 2012), it is possible
to get rid of all the zeros of the basic matrix. The complex-
ity increases with the “complexity” of heuristic knowledge
linking the frames of discernment.
Subsets {Se} {St} {Ly} {Se ∪ St} {Se ∪ Ly} {St ∪ Ly} {Se ∪ St ∪ Ly}
{yes} 0.1 0 0.8 0 0.1 0 0
{no} 0.7 1 0 0 0.5 0 0
{yes ∪ no} 0.2 0 0.2 1 0.4 1 1
Table 1: Basic matrix linking the posture of someone to the fact that he or she may be sleeping. “Se”, “St” and “Ly” stands for
“Seated”, “Standing” and “LyingDown” respectively.
Example: Posture→ Sleeping
Let’s now come back to our example of propagating the be-
lief on the posture of someone to the fact that he or she may
be sleeping. We can use the basic matrix shown in Table 1.




m({Seated ∪ LyingDown}) = 0.2
m({Ω}) = 0.3
If we propagate this mass function to the fact that the person
may be sleeping, we obtain:
mΩ→Θ({yes}) = 0.4 ∗ 0.1 + 0.1 ∗ 0.8 + 0.2 ∗ 0.1
= 0.14
mΩ→Θ({no}) = 0.4 ∗ 0.7 + 0.2 ∗ 0.5
= 0.38
mΩ→Θ({Θ}) = 0.48
In this example, m is quite indecisive on the posture of the
person, thus mΩ→Θ is indecisive as well.
In the example given in Figure 2, the mass functions of the
“Posture” and the “Presence” are themselves the result of a
combination of mass functions based on sensor measures.
They are propagated to the frame of discernment “Sleeping”
and can be combined using any combination rule.
If one is concerned with the independence of evidence,
for example when a sensor has been used twice or more to
compute context attributes, the cautious rule of combination
may be helpful (Denoeux 2006).
Conclusion
In this paper, we presented an approach of the evidential
network for the computation of context attributes. The pre-
sented methods have many advantages:
• they enable the construction of higher level abstractions
sometimes difficult to obtain directly from sensors or us-
ing joint mass functions;
• they reuse evidence by propagating entire mass functions
from a level of abstraction to another;
• they enable the computation of beliefs on huge sets of pos-
sible worlds by dividing them in smaller subsets;
• they are flexible in the way it is built, based on statistics
or on few experiments and intuition;
• they are completely independent of any combination rule
and any decision making process.
Keeping in mind that our project ask for computing
dozens of context attributes for a smart home, if possible
within a sensor network or a sensor node network with very
limited computation capabilities, the effective gain has to be
tested with a high scale evidential network. Since an imple-
mentation of the theory is already working, testing it on high
scales will eventually be a subject of interest in future work.
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