Adversarial Signal Denoising with Encoder-Decoder Networks by Casas, Leslie et al.
Adversarial Signal Denoising with
Encoder-Decoder Networks
Leslie Casas1 and Attila Klimmek2 and Nassir Navab1 and Vasileios Belagiannis2
Abstract. The presence of noise is common in signal processing
independent of the signal type. Deep neural networks have shown
good performance in removing signal noise, especially in the im-
age domain. In this work, we consider deep neural networks as a
denoising tool where our focus is on one dimensional signals. For
that purpose, we introduce an encoder-decoder network architecture
to denoise signals, represented by a sequence of measurements. In-
stead of relying only on the standard reconstruction error to train
the encoder-decoder network, we treat the task of signal denoising
as distribution alignment between the clean and noisy signals. Then,
we propose to train the encoder-decoder with adversarial learning,
where the goal is to align the clean and noisy signal latent represen-
tation. Unlike standard adversarial learning, we do not have access
to the distribution of the clean signal’s latent representation in ad-
vance. For that reason, we propose a new formulation where both
clean and noisy signals pass through the encoder to produce the la-
tent representation. Afterwards, a discriminator neural network has
to detect whether the latent representation comes from the clean or
noisy signal. At the end of training, aligning the two signal distri-
butions results in removing the noise. In our experiments, we study
two signal types with complex noise models. First, we evaluate on
electrocardiography and later on motion signal denoising. We show
better performance than the related learning-based and non-learning
approaches, such as autoencoders, wavenet denoiser, recurrent neu-
ral networks and wavelets, demonstrating the benefits of adversarial
learning for one dimensional signal denoising.
1 Introduction
In signal processing, the presence of noise is a common problem in-
dependent of the signal type. One way to recover the signal is to use
neural networks for denoising. This approach has been particularly
popular in the image domain, where learning-based models, such as
denoising autoencoders [30], have advanced the field. Similarly in
audio and speech processing, the recent advances of deep neural net-
works (DNNs) have resulted in promising results [22,26,29]. On the
other hand, the influence of learning-based methods on lower dimen-
sional signals, such as motion signals, is rather limited.
The existing work mainly consists of non-learning methods, where
filtering, wavelet transforms and empirical mode decomposition are
the standard components for denoising. Linear methods that rely on
filtering, such as the Wiener filter [2], work well in the presence of
stationary noise, but they have shown limitations when the signal and
noise share the same spectrum [5]. In wavelet transforms, the perfor-
1 Technische Universita¨t Mu¨nchen, Garching bei Mu¨nchen, Germany, email:
first.last@tum.de
2 Universita¨t Ulm, Ulm, Germany, first.last@uni-ulm.de
mance depends on the choice of the predefined basis functions, which
may not reflect the signal’s nature [20]. Finally, empirical mode de-
composition [17] is a data-driven approach that works with station-
ary and non-stationary signals. However, it can face difficulties in
decomposing the signal into unique frequency components, resulting
in mode mixing [18]. We also follow a data-driven approach, though,
from the learning-based perspective.
In this work, we introduce the idea of adversarial learning for one-
dimensional signal denoising. We present an adversarial encoder-
decoder network architecture to denoise signals that are represented
by a sequence of measurements. In our approach, a discriminator
network classifies the signal into noisy or clean, given the signal’s
latent representation input. Aligning the clean and noisy signal dis-
tributions is equivalent to removing the noise. Unlike the standard
GAN training [14] and adversarial autoencoders [24], we propose
a different formulation that suits-well for our problem. We pass the
clean signals through the encoder too. Then we use the latent repre-
sentation of the clean and noisy signals as input to the discriminator.
Our model learns to align the noisy signal latent distribution with the
respective distribution of the clean signal, which acts as denoising.
Finally, our model does not require data priors as input that act as
latent code.
Our motivation for the design of the encoder-decoder network
comes from the advances in the image domain. First, we adopt
the structure of a fully convolutional network (FCN) [21] for one-
dimensional data. We design the encoder to denoise the input and
transform it to the latent representation. On the other hand, the de-
coder reconstructs the clean signal from the latent representation.
To facilitate the reconstruction, we introduce residual learning with
shortcut connections from the encoder to the decoder. Moreover, we
introduce dilated convolutions ( [8]) for the encoder and dilated de-
convolutions for the decoder. The reason is to increase the effective
receptive field of the network, compared to standard convolutions.
While these operations are well-established in the image domain,
they have not been sufficiently explored for one-dimensional signal
processing yet.
In the evaluation, we demonstrate that adversarial learning im-
proves the encoder-decoder architectures on different types of one-
dimensional signals. We perform denoising of motion and electro-
cardiogram (ECG) signals. These particular signals are chosen due
to the complex types of noise. We compare our results with standard
signal processing, such as wavelets. Moreover, we evaluate deep neu-
ral network approaches, including autoencoders, wavenet denoiser
and recurrent neural networks. Notably, our adversarial encoder-
decoder outperforms the related approaches in all cases.
In summary, our work makes the following contributions: (i) an
adversarial encoder-decoder network for one-dimensional signal de-
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noising, (ii) an architecture that generalizes to different signal and
noise types and (iii) better performance than related approaches.
1.1 Related Work
Learning-based signal denoising has been established with the au-
toencoders [30], mainly applied on image data. Autoencoders have
been the motivation to explore DNNs with complex architectures
[1, 31]. On the same direction, image denoising has been addressed
with multi-layer perceptron [6] and ConvNets [19]. Although our ap-
proach is related to autoencoders, it is closer to the encoder-decoder
architectures for image recognition [21]. An encoder-encoder net-
work with skip [25] connections has been successfully used for im-
age denoising too. Unlike, our focus is on signals that are represented
by a sequence of measurements. Here, there is not spatial domain to
shrink and then expand. Instead, we perform the same operation on
the temporal domain.
Sequential modelling has been traditionally assessed with recur-
rent neural networks (RNNs). Recently though, sequential tasks,
such as machine translation [11] and language modeling [10], have
been modelled with feed-forward networks. In WaveNet, dilated con-
volutions have been introduced to model the temporal domain [29].
A recent comparison between RNNs and feed-forward networks has
shown that ConvNets with dilated convolutions perform as well as
RNNs [3]. Our architecture’s design is motivated by these findings.
Finally, generative adversarial networks [14] have revolutionized
image synthesis. In denoising, adversarial learning has recently been
explored [9, 24] in the image domain. In our work, it contributes to
aligning the distribution of the noisy and clean signal, performing ef-
fectively signal denoising. In addition, we work on one-dimensional
data where the challenges are different.
2 Adversarial Signal Denoising
Let x ∈ RD be the corrupted version of the one-dimensional sig-
nal y ∈ RD , where D represents the signal length. Our goal is
to estimate the clean signal y with the function f : RD → RD
that is the composition of an encoder and decoder network, given
by f(x) = ψ(φ(x)). The encoder φ : RD → RK provides a
denoised latent K-dimensional representation of the input. The de-
coder ψ : RK → RD reconstructs the denoised signal from the
latent space. The whole network is parametrized by θ, where the pa-
rameters are learned with back-propagation and stochastic gradient
descent. Our contribution is on the parameter learning and in the loss
function in particular.
First, we rely on a standard loss function for autoencoders, as it
is presented in Sec. 2.1. Both the encoder and decoder of our net-
work architecture are trained with encoder-decoder loss. Second, we
introduce adversarial learning for the encoder. To this end, a discrim-
inator network is proposed for detecting clean and noisy signals. Our
adversarial formulation is presented in Sec. 2.2.
2.1 Encoder-Decoder Model
Given a set of training data, the encoder-decoder objective that we
aim to minimize is
LED(f) = Ex,y[fθ(x)− y]2. (1)
The encoder’s and decoder’s parameters θ correspond to convolution
and deconvolution operations. We model the encoder with dilated
convolutions and the decoder with dilated deconvolutions (i.e. trans-
posed convolutions). We carefully design both parts so that they are
symmetric. Then, the shortcuts connect the encoder with the de-
coder as illustrated by Fig. 1. Next, we present in detail the dilated
convolution, dilated deconvolution and shortcut operations for one-
dimensional data.
Dilated Convolutions. Dilated convolutions increase the effective
receptive field of the network without increasing the number of pa-
rameters. In our model, we introduce dilated convolutions in the en-
coder network. Given the 1D input signal x ∈ RM and a 1D fil-
ter w ∈ Rr , the dilated convolution at the position t is defined as
y[t] =
∑r−1
j=0 x[t+ d · (j − 1)] ·w[j], where d is the dilation factor
that we linearly increase in the encoder, while we fix the size of the
filter. Furthermore, the 1D convolution kernel is centered at t.
Dilated Deconvolutions. Our objective is to build a symmet-
ric decoder to the encoder which is defined by transposed oper-
ations. We propose the dilated deconvolution to upsample the la-
tent and feature representations. Assuming the 1D input x and a
1D filter w again, the dilated deconvolution at t is now defined as
y[t] =
∑r−1
j=0 x[t− d · j] ·w[j], where j ≤ td and j ≥ t−|x|d in or-
der to avoid indices out of x range. For a 1D input, the operation is
similar to inverting the filter and applying it to the signal. The dila-
tion factor d is also symmetric. This means that the decoder starts
with larger factors that linearly decreases at every upsampling.
Residual Blocks. Residual learning [16] has been introduced for
building very deep neural networks, without vanishing gradient prob-
lems. A residual block can be represented as: x`+1 = F (x`) + x`,
where x` is the input of the `-th layer and F is the residual mapping.
The mapping is usually a set of operations such as convolution, ac-
tivation and batch normalization. These operations are followed by
addition with a skip(shortcut) connection. Here, we propose residual
blocks to connect the encoder with the decoder. Each block includes
operations from the previous one as it is illustrated in Fig. 1. We
introduce a combination of convolutions and deconvolutions inside
the block. The residual learning contributes to reconstructing the de-
noised signal from the latent space.
Encoder-Decoder Architecture. The network architecture is
formed by the encoder and decoder (Fig. 1). The input x is passed
through the encoder and then through the decoder. The encoder is
composed of a standard 1D convolution followed by three levels of
dilated convolution with 3, 3 and 6 dilation factors. The decoder has
a symmetric structure with a set of three levels of dilated deconvo-
lutions with symmetric dilation factors that are 6, 3 and 3, followed
by a standard 1D convolution that results in the clean signal recon-
struction. The convolutions use padding to retain the data size. Fur-
thermore, the first convolution adds 128 feature channels to the input.
The same number of features propagates along the encoder-decoder
network, while the last convolution decreases the number of channels
to 1. Note that all convolutions and deconvolutions have kernel size
3 and are followed by a non-linearity (ReLUs). Only the last con-
volution has a linear activation. The shortcut connections take place
after each deconvolution layer, where the features of the lower lay-
ers are added to the symmetric features of the deconvolution layers.
After each addition, there is a convolutional layer that weights the
contribution of the shortcut connection (see Fig. 1). At the end, the
encoder-decoder network outputs the denoised signal with the same
2
dimensions as the noisy input. The proposed network architecture
is next combined with a discriminator neural network as part of the
adversarial learning.
2.2 Adversarial Learning for Denoising
Adversarial learning has been established through Generative Ad-
versarial Networks (GANs) [14] for image generation. The idea is
to build an image generation network, using latent variables as in-
put; and obtain supervision on the reconstructed image from another
neural network: the discriminator. The discriminator’s role is to dis-
tinguish generated from real images, where the overall objective is to
generate images that fool the discriminator, i.e. generate images that
are indistinguishable from the real ones.
In our problem, there are clean and noisy signals instead real and
fake images. In addition, we experienced empirically that making
use of the raw signals as input to the discriminator does not work
well. We thus rely on the latent representation of the signals as dis-
criminator input, only. Consequently, both clean and noisy signals
have to pass through the encoder to obtain the latent representation.
During parameter update, though, the gradients of the noisy signals
contribute to the parameter update of the encoder network. Overall,
our objective is represented as adversarial training, but it differs from
the original GANs [14] or adversarial autoencoders [24].
Objective We treat the task of denoising as distribution alignment,
where the misalignment occurs because of signal noise. The two
players are the noisy and clean signal. The encoder φ(·) receives the
noisy sample x as input to produce its latent representation. There-
fore, the role of the generator is implicitly assigned to the encoder. In
addition, the encoder φ(·) is used for generating the latent represen-
tation of the clean signal y. Unlike standard GAN problems, the real
data distribution is not given here.
The discriminator DS(·) classifies the latent representation into
clean or noisy. Finally, fooling the discriminator in adversarial learn-
ing means to align the latent representations of the two signals.
For that reason, adversarial learning acts as denoising. The pro-
posed model is shown in Fig. 1. Following the original formulation
from [14], we define the objective as:
LGAN (φ,DS) = Ey [log(DS(φ(y)))]
+ Ex [log(1−DS(φ(x))] . (2)
Note that the first term (i.e. clean data) makes use of the encoder (i.e.
generator). To avoid updating the encoder with the discriminator’s
gradients of the clean signal, we introduce λ ∈ {0, 1} as control
term and reformulate the objective as:
LAdv(φ,DS, λ) = λEy [log(DS(φ(y)))]
+ Ex [log(1−DS(φ(x))] . (3)
The control term is set to zero λ = 0 when updating the encoder
network φ(·). The adversarial objective is given by:
arg min
φ,f,λ=0
max
DS,λ=1
LAdv(φ,DS, λ). (4)
2.3 Complete Objective
The training of the encoder-decoder network is based on Eq. 1 and
Eq. 4. The final objective that includes the adversarial and encoder-
decoder terms is
arg min
φ,f,λ=0
max
DS,λ=1
LAdv(φ,DS, λ) + LED(f). (5)
Note that the two terms could be weighted by a constant. However,
we observed similar performance when balancing the two terms and
we thus skip it. During the maximization, the discriminator DS(·)
is updated using clean and noisy latent representations, while the
encoder-decoder network f(·) is updated during the minimization.
The encoder part φ(·) is additionally updated with gradients from
the discriminator.
2.4 Discriminator Design
The input to the discriminator is the latent representation given by
the encoder. We have found empirically that a 4-layer discriminator
is sufficient for our problem. This architecture is also similar to dis-
criminators for compression [4] or domain adaptation [28]. There is
first a convolution to reduce the channel dimensions to one, followed
by two fully connected layers with 150 units and ReLU activation,
each. Finally, the signal is reduced to binary classification with the
last fully connected layer and using sigmoid activation.
2.5 Implementation
For all our models, we rely on the AdaDelta [32] optimizer with
weight decay 5e-4. The weights of the convolutional and deconvo-
lutional layers are initialized with Glorot uniform distribution [12]
and hyperparameters are obtained by grid search. The network input
for all models is raw data. Moreover, we empirically set the tempo-
ral window to 10 measurements during training, while the inference
works with adaptive input.
3 Experiments
In this section, we examine our approach for one-dimensional signal
denoising based on two types of signals. We first rely on motion sig-
nals, where we perform denoising of the measured angular velocity.
Second, we perform Electrocardiography (ECG) signal denoising. In
both evaluations, we compared our results with learning-based and
non-learning approaches for denoising. Furthermore, we conduct a
number of synthetically noise evaluations to examine the limits of
our model. Last, we incrementally evaluate all the model compo-
nents.
For the comparison with prior work, we consider wavelets [27],
a standard non-learning signal denoising method. We obtained the
best parameters after an exhaustive search with the modified overlap
wavelet transform, using Symlets 8 with 5 levels of decomposition,
soft thresholding and level-dependent noise estimation. In addition,
we compare with learning-based denoising approaches. We imple-
ment the denoising autoencoder (AE) [30] with three layers for en-
coding and another three for decoding. Note that we trained deeper
AE models, but there was not an improvement of the results. Next,
an LSTM architecture [15] with two cells is included for compar-
isons with recurrent neural networks. Lastly, we build a variant of a
WaveNet [29], originally used for speech denoising [26]. The eval-
uation metric is the signal-to-noise ratio (SNR) for all cases. In ad-
dition, the initial noise is reported in order to have a reference for
level of improvement after denoising. Finally, we visualize our clean
and denoised data based on the latent representation. To make the
visualization possible, we rely on t-SNE [23] to reduce the latent
representation to two dimensions. For each experiment we randomly
sample 1,000 samples.
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Figure 1. Adversarial Encoder-Decoder Architecture. This is an overview of our approach. We propose the encoder with dilated convolutions and the decoder
with dilated deconvolutions for sequential input. The encoder propagates features to the decoder using shortcut connections. The input to the network is noisy
signal, while the output is the clean version of it. In addition, the encoder feeds the discriminator with the latent representation of the clean and noisy signals.
Model Components. We choose the encoder-decoder network to
have a 3-layer encoder and 3-layer decoder. We tried different layer
variations, but we empirically found that the 3-layer model suits well
for the examined signals. The same model is employed for all exper-
iments. We first evaluate the encoder-decoder network based only on
Eq. 1 without adversarial learning, similar to standard autoencoder.
Second, we evaluate our complete model with adversarial learning
based on Eq. 5. Below, we individually discuss the results for each
experiment.
3.1 Motion Signal Evaluation
We select the European Robotics Challenge(EuroC) MAV dataset [7]
that consists of 11 sequences of inertial measurement unit (IMU)
sensors and motion capture data. Each sequence contains angular ve-
locity and acceleration measured at 200Hz, while the 3D position
and angular velocity are obtained with a motion capture system. The
noise of this signal is composed mainly of Gaussian and random walk
noise. We denoise the angular velocity, because it is the only one
with available ground-truth. The velocity has 3 dimensions, which
we treat as a sequence of measurements. To evaluate our model and
the related approaches, we perform an 11-fold leave-one-out cross-
validation. In Table 1, the average results are summarized using the
SNR metric.
The AE performs well in increasing the SNR from 12.57dB to
23.48dB. The performance of WaveNet is on the same level with
AE, while the LSTM denoises but it’s performance is not as good as
the learning-based models. We report the SNR results of the encoder-
decoder network at first. In Table 1, we can be osberverved that the
encoder-decoder denoises already better than the other approaches.
Second, we report the results of our complete model that reaches
32.08 SNR, much higher than any other method. Finally, the wavelet
method cannot adequately cope with unknown type of noise.
We further provide a visualization of the latent space of our model,
projected to two dimensions with t-SNE [23]. In Fig. 2, we show the
projected samples at the beginning and at the end of training. The
clean samples are shown in red and the denoised samples are the
black dots, respectively. Although the noisy and clean data have the
same range of values in the beginning, they are clearly misaligned. At
the end of training, Fig. 2 shows the alignment between the two data
distributions. Note that the projection of the clean samples differs
between the beginning and end of training since we make use of the
encoder to generate their latent representation.
Table 1. Denoising Results. We evaluate our approach on the EuroC MAV
dataset [7] where ground-truth is available for the angular velocity. The
Signal-to-Noise ratio (SNR) is reported. We compare with a denoising au-
toencoder (AE) [30], LSTM [15] and a denoising version of WaveNet [26].
We also evaluate on the Physionet ECG-ID [13]. Our baseline is the encoder-
decoder network. Our adversarial encoder-decoder network has the same pa-
rameters with the baseline at inference, but the parameters are more during
training due to the discriminator network. The best result is highlighted in
bold.
# Param. SNR(dB)
Motion ECG
Initial Noise - 12.57 -6.72
Wavelets - 12.79 -5.90
AE 102.855 23.48 4.67
LSTM 62.155 19.11 2.65
WaveNet Denoiser 463.747 23.33 4.45
Our Encoder-Decoder (Eq. 1) 444.161 25.21 4.24
Our Adversarial
Encoder-Decoder (Eq. 5) 468.141 32.08 5.30
3.2 Electrocardiography (ECG) Evaluation
Next, we explore the generalization of our approach to denoise an-
other type of one-dimensional signal. We choose the Physionet ECG-
ID database [13] that has 310 ECG records from 90 subjects. Each
record contains the raw ECG signal and the manually filtered ground-
truth version. Our sampling frequency is similar to the motion signal
and thus the same network architecture is suitable for the experi-
ment. The dataset does not have a standard evaluation protocol. For
that reason, we randomly choose 10 subjects for test set and rely on
the rest data for training and validation. Here, this signal is often cor-
rupted by power line interference, contact noise and motion artifacts.
Denoising now becomes more complex, because of the ECG signal
is non-stationary and has overlapping spectrum with the noise. The
results are presented in Table 1.
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(a) ECG latent space after the first training epoch. (b) ECG latent space after the last training epoch.
Figure 2. ECG Signals Distribution Visualization. We visualize the clean (red) and noisy (black) signal latent representations over time. We rely on t-SNE
to project the latent representation to a two dimensional space. Although we use the same clean samples, they are differently distributed because the encoder
parameters are keep changing over training time.
In this evaluation, we make similar observations as with the mo-
tion signals. AE and WaveNet perform similarly well in terms of
SNR performance. The LSTM model is able to denoise too, but it
is again behind the other learning-based models. Finally, the non-
learning algorithm, i.e. wavelets, has difficulties with denoising this
data. Although it removes some noise, the result is behind the other
approaches.
Our encoder-decoder model delivers similar denoising results to
AE and WaveNet. Our complete model though, achieves much higher
SNR compare to all other approaches. In this experiment, it is also
observed that adversarial learning has an actual impact on learning
to denoise. Next, we conduct a number of evaluations on a controlled
setup in order to explore the limits of our approach.
3.3 Synthetic Noise Evaluation
In this experiment, we choose the ECG recordings from the Phys-
ionet MIT-BIH arrhythmia database [13] to examine the behavior of
our approach under different amount of synthetically added noise.
For that reason, we pick two sources of noise, namely electrode mo-
tion artifact and Gaussian noise, which are added to the ECG record-
ings. The database contains 48 records of 30 minutes from 47 sub-
jects digitized at 360 Hz. For our evaluations, we randomly select 9
recordings for test set and keep the rest for training and validation.
For the electrode motion artifact noise, we rely on the MIT-BIH
Noise Stress database [13]. The database contains twelve recordings
of thirty minutes from three typical noise sources in ambulatory ECG
recordings. Out of three, we selected the electrode motion artifact
type of noise, which is considered the most the complex in ambula-
tory ECG, because it is difficult to be removed by simple filters and
it can be confused as ectopic beats. The other two types of noise are
muscle artifact and baseline wander. We add the electrode motion
artifact noise to the ECG recordings to obtain 48 noisy recordings
which we use for our evaluation. In order to test the limits of our
method, we modify the amplitude of the noise to generate three sets
of ECG recordings with -5dB, 0dB and 5dB noise levels. The results
are summarized in Table 2 where we also compare with the prior
work, similar to Table 1.
In total, we obtain the best performance with our encoder-decoder
model trained with adversarial learning. Note that adversarial learn-
ing makes the encoder-decoder network perform better than Wavenet
for -5db and 0db. Since the noise is controllable and thus easier to be
learned, the AE learns it and performs well for 0db and 5db.
Table 2. Synthetic Evaluation: Electrode Motion Artifact Noise. We eval-
uate our approach by synthetically adding electrode motion artifact noise to
the ECG signals based on 3 noise levels:-5dB, 0dB and 5dB. We compare our
approach with learning-based methods and Wavelets too. The best result is
highlighted in bold.
EM Noise (dB)
Initial Noise -5db 0db 5db
Wavelets -4.08 0.95 5.78
AE 2.64 6.84 9.45
LSTM 4.93 6.33 8.71
Wavenet Denoiser 6.93 7.66 9.29
Our Encoder-Decoder 5.73 6.98 10.05
Our Adversarial Encoder-Decoder 7.03 7.94 10.16
Second, we add Gaussian noise to the Physionet MIT-BIH arrhyth-
mia database, adapting the amplitude to generate noise sequences of
-5dB, 0dB and 5dB. Now, this is a less complex noise type. The re-
sults are presented in Table 3. It is observed that the performance of
our adversarial encoder-decoder is closer to the encoder-decoder as
the amount of noise is reduced. Here, the noise becomes simple and
easy to predict. That’s why the contribution of the adversarial loss is
not as important as with complex noise. For instance, the encoder-
decoder, as well as the AE are able to denoise without a problem.
Consequently, adversarial learning is not recommended for simple
sources of noise.
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(a) Motion latent space after the first training epoch. (b) Motion latent space after the last training epoch.
Figure 3. Motion Signals Distribution Visualization. We visualize the clean (red) and noisy (black) signal latent representations over time. We make use of
t-SNE to project the latent representation to a two dimensional space. Although we visualize the same clean samples, they are distributed differently because
the encoder parameters are keep changing over training time.
Table 3. Synthetic Evaluation: Gaussian Noise. We evaluate our approach
by synthetically corrupting the ECG signals with Gaussian noise of 3 levels:
-5db, 0db and 5dB. We evaluate our method and compare it with learning-
based method and Wavelets. The best result is highlighted in bold.
Gaussian Noise (dB)
Initial Noise -5db 0db 5db
Wavelets 0.19 4.04 8.22
AE 5.25 8.53 12.37
LSTM 4.35 6.96 10.37
Wavenet Denoiser 5.14 8.45 12.28
Our Encoder-Decoder 5.25 8.50 12.43
Our Adversarial Encoder-Decoder 5.28 9.06 12.38
3.4 Model Component Analysis
The proposed adversarial encoder-decoder network is composed of
dilated convolutions and deconvolutions, residual connections and
the adversarial objective. In the this experiment, we analyze the con-
tribution of each component to the final model. We define a base
model for evaluation and then gradually add the proposed com-
ponents. For the evaluation, we consider the Physionet ECG-ID
database [13] and the angular velocity from the European Robotics
Challenge(EuroC) MAV dataset [7].
The base model is composed of a 2-layer encoder-decoder net-
work (4 layers in total). It has standard convolutions, without dila-
tions. Then, an extra layer is added to the encoder and another to the
decoder (6 layers in total). Next, the dilated convolutions and dilated
deconvolutions are introduced, followed by the residual learning. At
the end, the adversarial learning is included in the model training.
We also tried a 4-layer model that did not give further improvements
for the examined signals. The results are shown in Table 4.
Overall, every component contributes to additionally decreasing
the amount of noise. The largest noise reduction occurs when in-
troducing the dilated convolutions and dilated deconvolutions in our
model, from 22.60dB to 24.47dB on the angular velocity and from
3.49dB to 5.09dB on the ECG data. We also observe similar increase
of the SNR when introducing the adversarial learning. In total, these
two components have an important contribution to the final model
performance.
Table 4. Model Component Analysis. We evaluate the model components
on angular velocity and ECG data. The Signal-to-noise ratio (SNR) is re-
ported. We present the results of our model with 2-layer encoder and 2-layer
decoder model and normal convolutions (base model). Then, we increase
the model parameters to 3-layer encoder and 3-layer decoder. Next, we re-
place the convolutions and deconvolution with the dilated version and next
the residual shortcuts. Lastly, we train with adversarial learning on top of the
rest components. The best result is highlighted in bold.
SNR(dB)
Motion ECG
Initial Noise 12.57 -6.72
Encoder-Decoder (2+2 layers) 21.06 3.36
+ 3+3 layers 22.60 3.49
+ dilated conv. / deconv. 24.47 5.09
+ residual learning 25.21 4.24
+ adversarial learning 32.08 5.30
4 Conclusion
In this work, we have presented adversarial learning for one-
dimensional signal denoising. We have introduced an encoder-
decoder network architecture to process signals, represented by a
sequence of measurements. We have addressed signal denoising as
distribution alignment task where adversarial learning acts as signal
denoising. In our evaluations, we have shown that our approach gen-
eralizes to different signal and noise types. Furthermore, we have
demonstrated better performance than learning-based methods and
filtering approaches. Adversarial learning leads to constant improve-
ment of denoising under the presence of complex noise types.
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