This paper studies a stylized, yet natural, learning-to-rank problem and points out the critical incorrectness of a widely used nearest neighbor algorithm. We consider a model with n agents (users) {x i } i∈ [n] and m alternatives (items) {y j } j∈ [m] , each of which is associated with a latent feature vector. Agents rank items nondeterministically according to the Plackett-Luce model, where the higher the utility of an item to the agent, the more likely this item will be ranked high by the agent. Our goal is to find neighbors of an arbitrary agent or alternative in the latent space. We first show that the Kendall-tau distance based kNN produces incorrect results in our model. Next, we fix the problem by introducing a new algorithm with features constructed from "global information" of the data matrix. Our approach is in sharp contrast to most existing feature engineering methods. Finally, we design another new algorithm identifying similar alternatives. The construction of alternative features can be done using "local information," highlighting the algorithmic difference between finding similar agents and similar alternatives.
Introduction
A widely-used algorithm produces incorrect results. The most widely studied and deployed algorithm [27, 18] uses Kendall-Tau (KT) distance (see Section 2) as the metrics and uses k-nearest neighbors (kNN) to identify similar agents: for any given x i , it finds all x j such that the KT distances between R i and R j are minimized. We will refer to this algorithm as KT-kNN.
In this paper, we show that under a natural and widely applied preference model, the KT distancebased kNN for agents is provably incorrect even when the sample size grows to infinite.
Novel (correct) algorithms. First, we design a new algorithm that correctly identifies similar agents based on {R i } i∈ [n] . We introduce a set of new features, denoted by F (x i ), so that |F (x i ) − F (x j )| 1 enables us to identify similar agents. A salient property of F (x i ) is that it relies on the rankings of other agents, which we will refer to as "global information". This property is in sharp contrast to most existing practices of feature engineering in learning-to-rank algorithms [27] .
Second, we design another new algorithm for identifying similar alternatives. We find that construction of alternative features can be done using local information, making identifying similar alternatives significantly easier.
Agent-wise or alternative-wise similarities. Finding similar alternatives (items) is easier than finding similar agents (users) in collaborative filtering [35] : in practice, recommender systems based on "item-similarities" are usually more effective. One explanation is the "missing data problem". Because there are often more users than items, the intersection between items ranked by two arbitrary users is often small, and measuring item similarities is usually unreliable.
Our result provides a new explanation of the performance discrepancies: under the Plackett-Luce model, finding similar agents is fundamentally more difficult than finding similar alternatives.
Additional remarks
Finding neighbors implies learning to rank. We focus on the problem of identifying nearest neighbors in this work. Our approach can be naturally extended to infer x i 's preferences over unranked alternatives by aggregating rankings from the neighbors using methods developed in the literature, such as in [12, 3, 2, 19] .
Nondeterministic preferences. We assume that agent x i rank alternative j according to her perceived untility u(x i , y j ) + ij , where u(·, ·) is a radial basis function (RBF) [36] (i.e., the value of u(x, y) depends only on x − y 2 ) and ij is a random noise.
Practical implications. We focus on conceptual and theoretical investigation of the learning-to-rank problem with nondeterministic preferences. Although we point out the harm from using KT-kNN, it may not be the root cause of a practical system based on KT-kNN. To diagnose a ranking algorithm (specifically whether our theoretical results are relevant), one shall first check whether our model is suitable for his/her datasets.
Observation and rankings. We observe the ranking R i of each user i in the decreasing order of perceived utility of the alternatives ∀j, u(x i , y j ) + ij . When ij follows a Gumbel distribution, then the nondeterministic preferences model is also known as the Plackett-Luce model [34, 28] . Let 
1 y i y denotes y is ranked above y by agent i.
Distributions of x i and y j . We further assume that x i and y j are i.i.d. generated from fixed but unknown distributions D X and D Y , respectively. Let the cdf (respectively, pdf) of D X and D Y be F X (·) and F Y (·) (respectively, f X (·) and f Y (·)). For exposition purposes, we make simplifying assumptions that (i) d = 1, and (ii) D X and D Y are on [0, 1] and "near uniform" (i.e.,
inf f Y (y) are bounded by a constant c). There assumptions are widely used in latent space models and can be relaxed via more careful analysis, see [1] and references therein.
Our problem. Given an agent x i , we say S is an (α, β)-nearest neighbor set for x i if
• For all x j such that |x i − x j | ≤ α, x j ∈ S.
• For all x j such that |x i − x j | > β, x j / ∈ S.
• For any x j such that α < |x i − x j | ≤ β, we do not require any performance guarantee (i.e., whether x j ∈ S).
Similarly, we can define (α, β)-nearest neighbor set for alternatives. In other words, all x j 's that are within α away from x i should be included in S, and all x j 's that are more than β away from x i should not be in S. Therefore, our goal is to design efficient algorithms to compute (α, β)-nearest neighbor sets with high probability, where α, β = o(1).
Partial observations and forecasts. All results presented in this paper can be generalized to the partial ranking scenario, where each R i only consists of a subset O i ⊆ [m] of linear size. Furthermore, a natural problem in this scenario is to infer an agent's preferences over unranked alternatives. We note that an (α, β)-nearest neighbor set for x i can be used to infer its rankings over the entire [m] via existing techniques [12, 3, 2] . Therefore, our problem is strictly harder than the preference estimation problem.
Comparison to the KS model by Katz-Samuels and Scott [18] . In the KS model, agent i's ranking is deterministic, i.e., y j1 i y j2 iff u(x i , y j1 ) > u(x i , y j2 ), whereas our model allows to "add noise" to the observations, which is a more standard practice in learning to rank.
Kendal-tau distance and prior algorithms
Let R 1 and R 2 be two rankings over [m] and let R 1 (i) denote the rank of the i-th alternative. The Kendall-tau distance is
where I(·) is an indicator function that sets to one if and only if its argument is true. The Normalized Kendall-tau distance between R 1 and R 2 is NKT(
Nearest-neighbor algorithms. See Algorithm 1. We shall refer to the algorithm as KT-kNN. This algorithm uses KT-distance as the distance metrics and run a kNN algorithm on top of it.
Algorithm 1: Kendall-tau distance based kNN (KT-kNN) 1 % Section 3 shows this algorithm is incorrect.
, and the number of neighbors k.
Incorrectness of KT-kNN under Nondeterministic Preferences
This section explains why KT-kNN is incorrect under the Plackett-Luce model. LetR i be the ground-truth ranking of agent i, i.e., the j-th element inR i is the j-th largest value of the set {u(x i , y j )}.
Intuition behind KT-kNN. Previously, KT-kNN was considered correct because of two intuitions: (1) if x i and x j are close, thenR i andR j are also close, and (2) ifR i andR j are close, their "realizations" R i and R j will also be close. Therefore, when x j minimizes KT(R i , R j ) for large n and m, it also minimizes KT(R i ,R j ).
Intuition (1) is theoretically grounded (see [18] ). The key problematic part is that for nondeterministic users, KT(R i ,R j ) and KT(R i , R j ) do not have a monotone relationship. That is, an increase in KT(R i ,R j ) does not necessarily imply an increase in KT(R i , R j ), and vice versa.
Example 3.1 Let y 1 = 0.4, y 2 = 0.7, and x 1 = 0.5. Consider the following two optimization problems:
We can see that the structures of these two optimization problems are very different. For (3), the optimal solution set is (−∞, 0.55). But for (4), the optimal solution set is (−∞, −0.4). The key difference is that x 1 itself would be an optimal solution to (3), but it is not an optimal solution to (4).
Interpreting the result. We need to solve (3) to find nearest neighbors, but the objective of KT-kNN is closer to (4) . Specifically, consider a scenario with only two alternatives {y 1 , y 2 } but n is sufficiently large. The above example shows that arg min x2 {E[KT(R 1 , R 2 )]} is far away from x 1 . Because n is sufficiently large, we have arg min
The right side of the approximation resembles the nearest-neighbor approximation (i.e., min x2∈X {KT(R 1 , R 2 )}) because KT(R 1 , R 2 ) converges to its expectation for large m. Therefore, KT-kNN solves (4) which is different from solving (3).
This observation can be used to build a more general negative theorem, which implies that KTkNN cannot output any (o(1), o(1))-nearest neighbor set with high probability, because with Θ(1) probability the output of KT-kNN is Θ(1) away. . Let x i ∈ [0, 1] be arbitrary agent provides ranking R i (a random variable conditioned on x i ). We have:
,
Then, we prove the following two claims indicating
• When
Those two claims above also indicate that KT-kNN cannot output any (o(1), o(1))-nearest neighbor set with Θ(1) probability. Here, we focus on the most difficult case in the first claim above to highlight our new analytical techniques (see Appendix A for the full proof). Specifically, below we show
is a continuous function of x, we use dF(x)/dx to characterize the minimal point x. Specifically, we shall show that dF(x)/dx > 0 for all x ∈ (0, x i ], which means the function is minimized when
We next analyze dF(x)/dx in the following events respectively:
• E 1 : when y 1 ≤ x and y 2 ≥ 2x i .
• E 2 : when y 1 ≤ x and x ≤ y 2 ≤ 2x i − x.
• E 3 : when y 1 ≤ x and 2x i − x ≤ y 2 ≤ 2x i .
According to the case-by-case analysis shown in Lemma A.1 and noting that 0
Equality sign holds if and only if x = 0. Therefore, F(x) is minimized at x = 0 for x ∈ [0, x i ]. Appendix A completes the proof for x ∈ [x i , 1] using similar techniques.
Nearest-neighbor with global information
We propose a novel (and correct) kNN algorithm based on a new set of features F (x i ) for all i ∈ [n] that can be used by nearest-neighbor algorithms. Each feature needs to use global information of all the rankings.
Features based on all-pair normalized Kendall-tau distance. We associate each agent i ∈ [n]
n , where F i,j is constructed as below: First, we group Y to pairs so that the k-th pair consists of {y 2k−1 , y 2k }. We then let:
Our features are
It follows that S k 's are independent and E[
Then we define the distance function between agent i and agent j as
The new kNN (Global-kNN). Let = o (1), (i.e., log n n ). Our algorithm, hereafter Global-kNN,
Algorithm 2: Globle-kNN Global vs. local information. Algorithm KT-kNN uses only local information to construct features (i.e., feature of x i depends only on R i ), whereas Global-kNN needs to use all ranking information {R j } j∈[n] to construct a feature F (x i ). We note that relying on local information is unlikely to be sufficient to construct high-quality features. Instead, we need to use a slower procedure that takes advantage of all of the local information available to construct F (x i ). Earlier works in network analysis (see [24] and references therein) developed similar techniques in classifying nodes. 
There exist positive constants c 1 , c 2 and
Proof: We first show that there exist constants c 1 and c 2 such that
(7) Here, we outline a proof for the upper bound of (7), which is applicable to any distributions on [0, c] (see Appendix B for the full proof and lower bound analysis, which uses the near-uniform conditions).
All the analysis below assumes conditioning in knowing x i and
W.l.o.g., assume x i ≤ x j . We use techniques similar to those developed in Theorem 3.1. Specifically
Let us define three events:
D(x i , x j ) ≤ c 2 follows from combining all results for {E i } i .
Next, we show the tail bound of D(
Observing that S k 's are independent in any F i,j , we have
−c4(δ)m according to standard Chernoff bound. Combining the tail bound above with (7), we know there exists constants c 1 , c 2 and c 3 such that
We now interpret (8) in the context of (α, β)-nearest neighbor set. We analyze the β part first. For
We also note that there are at most n agents in S β . By applying union bound to all agents in S β , we got the conclusion of
Letting
. Then, Theorem 4.1 follows by applying union bound to α's and β's conclusions.
Nearest-Neighbor algorithm for alternatives
This section designs an algorithm for finding (α, β)-nearest neighbor set for an alternative y i . While global information is needed for finding (α, β)-nearest neighbor for agents, we need only local information for alternatives. For exposition purpose, we focus on uniform D X and D Y .
Here, x ∈ [0, 1] represents an agent and R x represents its ranking over all alternatives. Intuitively,
. Note that the terms in the summation are i.i.d. random variables, each of which has the same distribution with d a (y i , y j ).
Our algorithm and its intuition. Our goal is to find an (α, β)-nearest neighbor set N(y i ) of y i . To determine whether y i and y j are close, we shall check D a (y i , y j ): when y i ≈ y j , with probability exactly
When y i and y j are far away, then it is unlikely that E[d x (y i , y j )] = 0 (there is a catch; see below). As D a (y i , y j ) is the mean of n copies of independent d x (y i , y j ), it will drift away from 0.
A "bug" due to symmetry. One issue of the above argument is that |y i − y j | large does not always imply Ed x (y i , y j ) = 0. For any y i = 1 2 , when y j = 1 − y i = y i , we have:
• Step 1. Construction of candidate set: We let C(y i ) = {j : D a (y i , y j ) ≤ 1/ }. All neighbors of y i are in C(y i ).
• Step 2. Filtering: We design a procedure that can determine whether y j is close to y i or to 1 − y i for all y j ∈ C(y i ). Using this algorithm, and use the procedure filter out all the alternatives in C(y i ) that are not close to y i .
Details of step 1 and 2 will be given below. The performance of our algorithm is characterized by the following proposition.
Proposition 5.1 Using the above notations, let y i be an arbitrary alternative. There exists an efficient algorithm that constructs an (c 1 , c 2 √ )-nearest neighbor set for any = ω( log n n ). Here, c 1 and c 2 are two suitably chosen constants.
Step 1: Construction of candidate set.
Step 2: Filtering out unwanted alternatives. Now we have a candidate set C(y i ) such that for any y j ∈ C(y i ), y j is either close to y i or 1 − y i . Next, we describe an algorithm that eliminates elements in C(y i ) that's not close to y i . We now formally describe the problem.
The Split-cluster problem. Let C(y i ) be a set such that for any y j ∈ C(y i ), either |y j − y i | ≤ δ or |y j − (1 − y i )| ≤ δ, where δ = o(1). Our goal is to find all y j ∈ C(y i ) such that |y j − y i | ≤ 5δ.
Our split-cluster algorithm is shown in Algorithm 3, with analysis and remarks shown in Appendix.
Lemma 5.3 When n = Ω(1/δ 2 ), Algorithm 3 returns all y j ∈ C such that |y i − y j | ≤ 5δ.
Numeric validation
This section presents results of experiments based on synthetic data to validate our theoretical results. We randomly generated 1200 agents and 6000 alternatives according to
. Then we introduce a new agent x n+1 and reveal its partial ranking to the system.
Our goal is to predict P [y i ≥ n+1 y j ]. We examine three algorithms:
(iii) Ground-truth (i.e., directly using the nearest neighbors of an agent x n+1 in latent space). The ground-truth algorithm cannot be implemented in practice and only serves as a optimal bound for any kNN based algorithms. We consider k ∈ [20, 500] (k is the number of neighbors to keep). See Figure 1 . One can see that KT-kNN consistently has bad performance whereas Global-kNN's performance is very close to the lower bound. . We see KT-kNN consistently has worse performance than Global-kNN, whose performance is very close to ground truth.
Additional related work
Nonparametric learning in practice. Our model is sometimes considered as a non-parametric model. Nonparametric preference learning methods are widely applied in practice but little is known about their theoretical guarantees. Our work is related to the recent line of work in preference completion [30, 26, 13, 37, 38, 16, 10, 18] . Some most recent algorithms (e.g., [38, 16] ) have impressive performance in practice, but have no theoretical explanations justifying the successes.
Non-ranking observations. There is a rich literature (e.g., see [15, 25, 9, 23] and references therein) on learning information about {u(x i y j )} i,j based on partial observations. For example, in the classical collaborative filtering problem, noisy observations of u(x i , y j ) (e.g., the observation is u(x i , y j ) + for some white noise ). These results are not comparable to ours. Other work [21, 22] assumes an observation model related to ours: an alternative j is more likely to be used/evaluated by an agent i if u(x i , y j ) is high.
Low-rank assumption. The work [33, 14] assumes the matrix [u(x i , y j )] i,j (or its expectation) is low ranks. This matrix is full rank in all the utility functions and models considered in our program. Furthermore, their loss functions are not in terms of rank correlations (the most natural choice).
Parametric inference. Parametric preference learning has been extensively studied in machine learning, especially learning to rank [11, 31, 32, 4, 7, 6, 5, 29, 20, 17, 39] . These method often assume the existence of a parametric model, usually Random Utility Model or Mallows' model.
Concluding remarks
This paper introduced a natural learning-to-rank model, and showed that under this model a widelyused KT-distance based kNN algorithm failed to find similar agents (users). To fix the problem, we introduced a new set of features for agents that relies on the ranking of other agents (i.e., relying on "global information"). We also design an algorithm for finding similar alternatives, based on using only local information. The two algorithmic results showed that the "item-similarity" problem is fundamentally different from the "user-similarity" problem.
Generalization. We made two assumptions in our analysis: (i) we observe each agent's full ranking over [m]; and (ii) D X and D Y are in 1-dimensional space. Relaxing assumption (i) is straightforward because we need only develop specialized tail bounds for |D(x i , x j ) − ED(x i , x j )| (discussed in Section 4). Relaxing assumption (ii), however, is challenging because our analysis heavily relies on symmetric properties over the 1-dimensional lines, many of which break in high-dimensional space. We note that in practice, the improvement of predictive power using high-dimensional models is usually incremental [24] .
Limitation. RBF utilities are not universally applicable in all recommender systems (e.g., in some circumstances, "cosine similarities" are more suitable utility functions). This paper's major contribution is the theoretical investigation of a fundamental learning-to-rank problem. It remains a future work to apply our results to understand their impacts on practical recommender systems.
A Missing analysis for analyzing KT-kNN
This section presents the missing analysis in Section 3. We have the following three major lemmas.
be an arbitrary agent and R x be the ranking of the agent x (which is a random variable conditioned on x). We have:
is a continuous function of x, we use dF(x)/dx to characterize the minimal point x. Specifically, we shall show that dF(x)/dx > 0 for all x ∈ [0, 1], which means the function is minimized when x = 0.
We next calculate dF(x)/dx. 
Therefore, we have
The last equation uses y 1 and y 2 are symmetric.
To simplify the notation, let Φ(y 1 , y 2 , x,
(sometimes we simply use Φ when the context is clear). Define the following events:
We have
(10)
Before proceeding, we state useful properties of an important function:
e −x , we have:
Our analysis below assumes that the expectation is conditioned on x i (we hide it to simplify the notations).
This deviation need to use the 2nd item in Fact A.1 (i.e., g(·) is concave).
Therefore, E[∆
With some algebraic manipulation, we have
1,2 | E 3 ] = 0. Let y 1 = 2x i − y 1 and y 2 = 2x i − y 2 . Note that we also have y 1 ≤ x and
(using (i) in Fact A.1)
Equality sign holds if and only if
Appendix A completes the proof for x ∈ [x i , 1] using similar techniques.
] be an arbitrary agent and R x be the ranking of the agent x (which is a random variable conditioned on x). We have:
Lemma A.2 can be proved using techniques similar to those presented in Theorem A.1. We focus on Lemma A.3.
Proof:[Proof of Lemma A.3] We have
and specially,
To simplify the notation, define the following events for Lemma A.3:
Using the same tool as used in Case 0 of Theorem 3.1 in article, we have,
For any y 1 , y 2 ∈ [0, x + x n+1 ], we define y 1 = x + x n+1 − y 1 and y 2 = x + x n+1 − y 2 . If we assume y 1 ≥ y 2 , we always have y 1 ≤ y 2 . By further defining p n+1 = P[y 1 n+1 y 2 ] and p x = P[y 1 x y 2 ]. We have p n+1 = p x and p x = p n+1 and
Similarly, we have,
Combining Equation 12 and 13, we have:
It is clear that y 1 ≥ x + x n+1 ≥ y 2 and y 2 ≥ x + x n+1 ≥ y 1 are equivalent because of the symmetry between y 1 and y 2 . So, we only study the event
e −|xn+1−y1| + e −|y2−xn+1| = e −(|xn+1−y1|−|x−xn+1|)
e −(|xn+1−y1|−|x−xn+1|) + e −|y2−x| ≥ e −|x−y1| e −|x−y1| + e −|y2−xi| = p x .
Thus, we have
And Lemma 3.4 follows by combining (11), (14) and (15) . x n+1 ≤ 0.25 part of Theorem 3.1 follows by adding Lemma A.2-A.3 and x n+1 ≥ 0.75 part follows by symmetry.
B Missing proofs for Global-kNN

B.1 Upper bound
All the analysis below assumes conditioning in knowing x i and x j (i.e.,
Event E 3 . We have
Therefore, 
There is a gap of factor between the upper and lower bounds. Closing the gap is an interesting open problem.
. Also let δ = c 0 for some suitably small constant c 0 .
Using the near-uniform assumption, we have Pr Lemma B.2 Using the notations above, there exists a constant c 1 (that's independent of c 0 and c) such that:
Below is our key lemma in operating F 0 and F 1 :
Lemma B.3 Using the notations above, we have
One can see that we may use the above lemma to get E[D(
Proof:[Proof of Lemma B.3] We shall prove only the first part of the lemma. The second part will be similar. W.l.o.g., assume x i < x j . We have
Thus, we shall focus on finding a lower bound on
(1 − 2p 0 ) dp dx .
where
1,2 = y 2 − y 1 and ∆
1,2 = |y 2 − x| − |y 1 − x|. We have E y1,y2 (1 − 2p 0 ) dp dx
To simplify the notation, let Φ 0 (y 1 , y 2 ,
(sometimes we simply use Φ 0 when the context is clear). We consider two cases.
Case 1: y 1 , y 2 ≥ x or y 1 , y 2 ≤ x (referred to as event E 1 ). In this case, we have sign(
Case 2: y 2 ≥ x ≥ y 1 (referred to as event E 2 ). One can see that
1,2 ≤ c and we have,
Combining the above two cases, we have
Together with (18), we complete the proof of the first part in Lemma B.3.
Lemma B.1 follows by finding applying δ = c o for some suitable constant c o
C Missing proofs for finding similar alternatives
This section presents missing proofs in Section 5.
C.1 Proof for Lemma 5.2
We prove the upper bound first.
We consider two cases. 
We can use a symmetric argument to show that
The function b(·) is used to measure the probability that y i ≺ x y j when y i ≤ y j ≤ x. We have
The last equation uses a Taylor expansion. Therefore,
for some constant c 2 .
Case 2: y i and y j are on different sides of 1 2 . Wlog, assume that y i ≤ 1 2 ≤ y j and τ i ≥ τ j (other cases can be analyzed in a similar fashion). We can again use the same symmetric trick to show that
Observe that 2b(
For the lower bound, we consider two cases.
Case 1: y i and y j are at the same side of
. Recall that r = y i + y j , and from (19), we have µ x (y i , y j ) = (2b(δ i,j ) − 1)(1 − r). We observe that (1 − r) ≥ δ i,j and (2b(δ i,j ) − 1) = Ω(δ i,j ) (by using a Taylor expansion again). We have µ x (y i , y j ) ≥ c 1 δ 2 i,j for some constant c 1 .
Case 2: y i and y j are on different sides of 1 2 . Wlog, we continue to assume that y i ≤ 1 2 ≤ y j and τ i ≤ τ j . We again have µ x (y i , y j ) = (2b(δ i,j ) − 1)(1 − r). One can see that even y i and y j are at two sides of 
C.2 Proof of Lemma 5.3
Proving Lemma 5.3 requires two steps:
• The gap between Q 1 and Q 2 is sufficiently large so we need only polynomial number of agents (i.e., n is polynomial) to detect the gap.
• Even without the knowledge of Q 1 and Q 2 , we can split the set C(y i ).
Gap between Q 1 and Q 2 . We now analyze the gap Q 1 −Q 2 to determine the sample complexity (i.e., size of n). Wlog, assume that y i ≤ 1 2 . Let q = 1 2 − θ for some θ. We observe that Q 1 − Q 2 = Θ(θ). Therefore, the sample complexity is O(θ 2 log m).
We then determine the size of θ. We note that
monotonically decreasing in x. When y i = 0, θ = Θ(1). In this case, the sample complexity is O(log m). When y i → 1 2 , θ → 0 so the sample complexity grows to infinite. But when y i → 1 2 , all alternatives in C(i) are neighbors of y i so we do not need to filter out any elements.
The most "harsh" case to handle is when y i = 1 2 − 2δ. In this case, while y i is close to the mid-point 1 2 , we still need to filter out alternatives that are around 1 − y i . Our crucial observation is that E x [E 1 (x, y i ) | y i ] is smooth and continuous on y and |dE x [E 1 (x, y i ) | y i ]/dy| = Θ(1). Therefore, we have θ ≥ c 0 δ for some c 0 . This implies the sample complexity is n = O( 1 δ 2 log n). With the knowledge of Q 1 and Q 2 , we can use a simple rule to determine whether y j is a neighbor of y i : if S(y i , y j ) > Q1+Q2 2
, then y j is a neighbor of y i . Otherwise, y j is a neighbor of 1 − y i .
The knowledge of Q 1 and Q 2 . We do not know the values of Q 1 and Q 2 so the above rule cannot be directly implemented. We next describe a simple trick to circumvent the issue. Specifically, let C + ⊆ C be the set of y j 's that are close to y i and C − ⊆ C be the set of y j 's that are close to 1 − y i . Define Q = {S(y i , y j ) : j ∈ C(y i )}, Q + = {S(y i , y j ) : j ∈ C + (y i )}, and Q − = {S(y i , y j ) : j ∈ C − (y i )}. We note that points in Q + have center Q 1 and |z − Q 1 | = o(δ) for any z ∈ Q + (when n = ω( 1 δ 2 log n)); similarly, points in Q − have center Q 2 and |z − Q 2 | = o(δ). Finally, |Q 1 − Q 2 | = Ω(δ). Therefore, using a standard k-means clustering algorithm for 1-dimensional lines, we can recover Q + and Q − from Q without the knowledge of Q 1 and Q 2 .
D Analysis of Algorithm 3
We make two remarks here: (i) We parameterize the error in terms of δ instead of because we aim to obtain a result that's independent to how C(y i ) is constructed; (ii) We aim to find all y j such that |y j − y i | ≤ 5δ (instead of |y j − y i | ≤ δ). This means when y i and 1 − y i are too close (say |y i − (1 − y i )| ≤ 2δ), we do not need to filter out any element in C(y i ).
We construct a statistics to determine whether y j is close to y i or 1 − y i . Let us first define two events:
• E 1 (x, y): the alternative y is in the first half of R x (i.e., R x (y) ≤ (E t (x k , y i ) ∧ E t (x k , y j )
I t∈{1,2} (E t (x k , y i ) ∧ E t (x k , y j ) is 1 if and only if both y i and y j are in the first half or second half of R x .
We next show that {S(y i , y j )} j∈[m] k-means cluster around two values, depending on whether y j is close to y i or 1 − y i . For exposition purpose, we assume y j = y i or y j = 1 − y i and examine the behavior of S(y i , y j ). We can use standard Taylor expansion analysis to handle the case where we have only |y j − y i | ≤ δ or |y j − (1 − y i )| ≤ δ.
Note that I t∈{1,2} (E t (x k , y i ) ∧ E t (x k , y j ) are i.i.d. random variables for different k. Let q be Pr[E 1 (x k , y i ) | y i ]. We have 1 − q = Pr[E 2 (x k , y i ) | y i ]. When y j = y i , we have
(E t (x k , y i ) ∧ E t (x k , y j ) = q 2 + (1 − q) 2 .
This uses the fact that E t (x k , y i ) and E t (x k , y i ) are close to independent when m is large.
When y j = 1 − y i , we have
(E t (x k , y i ) ∧ E t (x k , y j ) = 2q(1 − q).
Therefore, Q 1 > Q 2 when q is bounded away from 1 2 . This also implies that when n is sufficiently large, we have S(y i , y j ) → Q 1 when y j = y i and S(y i , y j ) → Q 2 when y j = 1 − y i . By running a simple clustering algorithm (over 1-dim space with performance guarantee, we can identify y j 's that are close to 1 − y i . See Algorithm 3 and Lemma 5.3.
