This paper presents a comparative study of the performances of arithmetic units, based on different number systems like Residue Number System (RNS), Double Base Number System (DBNS), Triple Base Number System (TBNS) and Mixed Number System (MNS) for DSP applications. The performance analysis is carried out in terms of the hardware utilization, timing complexity and efficiency. The arithmetic units based on these number systems were employed in designing various modulation schemes like Binary Frequency Shift Keying (BFSK) modulator/demodulator. The analysis of the performance of the proposed modulator on above mentioned number systems indicates the superiority of other number systems over binary number system.
Introduction
With the advent of high speed DSP applications where the basic requirement was high data rates and fast adders and multipliers, the binary adders and multipliers were limited because of its carry propagation chain. For real time applications and DSP related problems fast arithmetic units particularly adders and multipliers are required for enhanced performance of the processors.
To evaluate this carry chain and have a carry free operation residue number system came into popularity. Residue Number System (RNS) [1] [2] is an un-weighted number system which supports carry-free addition, borrow-free subtraction, and single step multiplication without any partial products. With residue number system computation time is highly reduced as a result of high speed real time operations being achieved. In residue number system as addition and multiplication are performed individually on each digit, the arithmetic operations become faster.
In Double Base Number System (DBNS) [3] - [6] any number is represented as a power of 2 and 3. During any arithmetic operation these powers only participate in the execution, eliminating partial products of binary multiplication. So, processing becomes faster.
Triple Base Number System (TBNS) [7] [8] is an improvement over DBNS, requiring smaller number of multipliers and adders for multiplication but at the cost of greater computational complexity. The conversion stages in TBNS are much more complex compared with DBNS, but execution time is greatly reduced, resulting in high speed multiplication.
Mixed Number System (MNS) [9] [10] employs both residue and double base number systems. It uses RNS adder and DBNS multiplier together to utilize both their advantages. It provides more speed of execution than any other number system but suffers from overheads like three conversion stages for being implemented.
Review of Residue Number System
In residue number system [1] [2], a number is represented by several residue digits. Addition and multiplication operations are performed independently on each residue. As a result high degree of concurrency can be achieved.
RNS arithmetic uses a set of numbers ( ) 1 2 3 , , , , n x x x x  which evaluates a number X using a set of integers ( ) 
Forward Converter
In this paper, the forward converter [2] has been designed using partition method. In this method the binary number is first partitioned in k blocks having p bit each, where partitions are represented as where p is the number of bits in each block. As it is a parallel converter it will require k number of LUT's for every moduli followed by a multi operand modulo adder which will add the output bits from the k LUT's. As a result of these parallel operations, this method of forward conversion is faster compared to other means of conversion. In this case 8 bit binary number has been taken as input which is partitioned into two blocks, i.e. k = 2 having 4 bits each (p = 4). The moduli used are 5, 7 and 8. Depending on the moduli set and the portioned numbers, it is seen that the residue set repeat themselves by a period which is less than m − 1 (m is the modulus). As a result of which the LUT size is greatly reduced. A typical implementation of the following architecture is given in Figure  1 . 
Modulo Adder
In Residue Number System, addition [1] is done by adding each residue individually which eradicates the delay for carry. Addition operation is done by decomposing it into a set of parallel sub additions. Now if x i and y i be the inputs to a RNS adder and z i be their output result then it can be mathematically expressed as, Several architectures have been proposed for implementing modulo addition on the basis of these equations. A simple modulo adder is given here (Figure 2 ) using simple ripple carry adder (RCA), a subtractor and a 2to1 mux.
Modulo Multiplier
RNS multiplication [11] uses a combination of LUT's and arithmetic units keeping in mind the balance between speed and hardware complexity. Multiplication has been done using an AND gate array, some LUT's and using a multistage carry save adder known as the Wallace Tree Multiplier. The two inputs x rns and y rns are applied to the inputs of the array of AND gates which generate the partial products. The sum of partial products is given mathematically as,
where M k is the partial product which is given as
Now after the bit by bit multiplication using and gate arrays the partial products are stored in the LUT's in the form of ( ) ( )
The outputs of the LUT's are then applied to the array of carry save adders and the final assimilation is done using a normal ripple carry adder. The two MSB outputs are then mapped onto LUT. The output of the LUT is where Ir is the 6 bit output of the Wallace tree multiplier unit. The architecture of the proposed architecture is given in Figure 3 .
Reverse Converter
Reverse conversion [2] [12] is implemented using the Chinese Remainder theorem. It is implemented in parallel, meeting our requirement for high speed applications. Here the reverse conversion is done purely depending on LUT approach where the output of LUT's is added to get the final result. Residue inputs of different moduli individually are applied as for addressing the LUT's which generate, 
Review of DBNS Theory and Analysis
Double Base Number System [3] - [6] is a special way of representing integers as a sum of mixed power of two (2) and three (3). This number representation scheme is unusually sparse, which is a good measure for potential applications. In DBNS, we represent integers in the form of the following equation
2 3 where 0,1
Therefore, binary system is special case of above representation. From these expression it is clear that when a binary number is converted into double base number system (DBNS), it is represented as number consisting of several (i, j) pairs. These (i, j) pairs are known as DBNS indices. Greedy algorithm is an iterative approach for computing these indices. Since each iteration finds one index, the number of iterations indicates the number of one's (1) in the DBNS table which are often referred to as active cells. The values given in each box in the DBNS table indicate the weight for the corresponding active cell. The maximum decimal number which is represented by a DBNS system with m × n cells can be obtained by adding the weights of all the m × n cells. Hence we can conclude that using a 4 × 4 DBNS table maximum decimal number that can be represented is 600 in following Figure 5 .
Conversion of Binary to DBNS
The conversion of binary to DBNS [13] [14] means extracting the indices, i.e. (i, j) pairs, that represent the number. Look-up tables (LUT) [5] [15] are used for the conversion of the numbers where dynamic range is not large. When the dynamic range increases, LUT based approach becomes inefficient because of exponential increase in LUT size.
To implement binary to DBNS conversion different approaches are used like Binary Search Tree (BST) [14] Range Table Search (RTS) [15] , Improved Range Table Search (IRTS) [13] , etc. Among all these approaches the IRTS approach is more advantageous in the aspects of time and hardware complexity compared to other approaches. 
Improved Range Table Search
Improved Range Table Search (IRTS) [13] is the improved version of Range Table Search (RTS) approach. The architecture that represents IRTS conversion approach has been described below.
To implement this architecture Table 1 has been deployed.
Algorithm of the Architecture a)
First the data is passed through the 8:3 priority encoder, whose inputs are D7-D0 and outputs are Y2-Y0 and V (valid bit);
b) The three bit output is sent to control signal generation unit which checks the condition; c) The control signal generation unit then send appropriate number to compare with the incoming data; d) The hybrid approach has been used here for the functioning of control signal unit.
Architecture of the Converter
Architecture [13] of the above algorithm is shown in Figure 6 . For example, a binary number (X) is encountered by the Processing Element (PE) for which D7 = 0 & D6 = 1, so the number is in between 63 and 128. So, the output of the encoder is 001 and V = 1. The control signal generation unit checks the encoder output and sends 72 to the input of the comparator for 1st comparison and 54 and 108 to the input of the output multiplexer. If X > 72 then lower input of the multiplexer is enabled and X is compared to the 108. If X > 108, then the co-ordinate 
of 108 is the 1st pair of the (i, j) for X. If X < 72 in the 1st comparison, then the upper input of the multiplexer is enable and X is compared to the 54, i.e. 1st pair of (i, j) will be the co-ordinate of 54 or 72. So, here at least and at most two comparisons are required for extracting the indices means (i, j) pairs. Then the subtraction is done and the result is sent to the next PE. If zero is encountered, it is easily checked by the valid bit of priority encoder. No additional circuitry is required for this problem.
It is approved that for 4 × 4 DBNS table that the maximum five (5) number or (i, j) pairs are needed to represent an 8-bit binary number. So, a maximum of five Processing Element (PE) are employed which are connected in cascade. The block diagram of such a configuration is shown in Figure 7 .
When the first binary data enters into the stage one of the Binary to DBNS Converter, maximum 5 cycles will be required to extract the (i, j) pairs. When the partial conversion data for the first input data enters into the second stage, the second input binary data enters into the first stage of the pipeline and so on. So, after 5 clock cycle each binary data will effectively take 1 clock cycle to represent the corresponding DBNS based number.
DBNS Multiplier
DBNS multiplication [13] [14] [16] [17] operation can be done after converting the binary number to DBNS. The extracted indices (i, j pairs) are used in the multiplication. Since i, j pairs are in binary form, the multiplication of DBNS is done by adding the i, j pairs in powers of 2 and 3. So, the complexity of the multiplication is reduced. This gives a great advantage in DBNS multiplication as compared to binary multiplication.
Multiplication of two DBNS numbers are expressed as the following equation
Two perform the above operation two Adders, one Look Up Table ( LUT), one Barrel Shifter are required. One adder is performing the addition of indices on base 2 and another adder is performing the addition of indices on base 3. The binary equivalent of 3 b1+ b2 is then stored in the LUT. Then the data is passed through the barrel shifter with the help of the first addition result. How many bits will be shifted is decided by the number of bits of the first addition result.
The architecture to perform the task of the above expression is shown in Figure 8 . 
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DBNS Multiplier Structure
Let us take two binary numbers K and L. After converting them into DBNS they can be expressed as, 
Now, when they are multiplied the result can be written as, 
From the expression it is clear that each term in the DBNS expression of one number has to be multiplied with each term of the 2nd number. After that the multiplication results are added together to get the final result. For implementing these two stages are required: 1) multiplication stage; 2) addition stage. In multiplication stage 25 multipliers are required which produces 25 multiplication results. They are stored in the LUT locations. This block diagram of this multiplication stage is shown in Figure 9 .
Because 25 multipliers are required in the previous stage, 25 outputs are generated. These 25 outputs are added using 24 adders in 5 stages as shown in Figure 10 .
The hardware requirements for implementing DBNS multiplier are summarized in Table 2 . 
Review of TBNS Theory and Analysis
The Triple Base Number System (TBNS) [7] [8] is a special way of representing numbers as a sum of mixed power of two (2), three (3), five (5). In TBNS, an integer is represented in the following way { } , , , , , , 2 3 5 where 0,1
It is clear that when j = k = 0, the number system represented binary number system. The TBNS can be considered as a three dimensional geometric representation which is suitable to implement FIR, DFT, linear convolution etc of a signal with less hardware and design complexity. TBNS can perform arithmetic, using logarithmic-like computational unit. The structure of a TBNS table where i, j, and k varies from 0 to 3 is more like a (4 × 4 × 4) cube which represent maximum decimal number up to 27,000. The TBNS table where i, j, and k varies from 0 to 3 is as follows ( Table 3) .
Conversion of Binary to Triple Base Numbers
Conversion of a number from its binary to TBNS [7] from aims at extracting the indices [(i, j, k) pairs] that are required to represent the number.
Conversion Using "Improved Range Table Search (IRTS)" Approach
Here IRTS [7] [13] approach has been followed which improves Range Table Search (RTS) for conversion of a binary number to its corresponding three integer form ( Table 4) .
Architecture of Conversion Processing Element (CPE)
The Architecture of the CPE is described as an algorithm described (Figure 11) . a) First the data is passed through an 8:3 priority encoder, whose input are (D7-D0) and outputs are Y2, Y1, Y0 and v (valid bit); b) Control Signal Generation Unit (CSGU) checks the priority encoder output; c) Coordinate of Comparator Cum Substractor (CCS) will be the first pair of (i, j, k); d) Control signal generation unit send value to the input of CCS and comparison is done. The same method mentioned in the previous step is repeated; e) If the process does not satisfy, then second set of values are sent in CSGU; f) Here at least one and at most six comparisons are required to extract pair of (i, j, k); g) Then the subtraction is done and results are sent to the next CPE ( Table 5 ).
Architecture of Binary to Multiterm TBNS Converter
Maximum of three conversion processing elements (CPE) are required which are connected in cascade, i.e. pipelined fashion. The block diagram is shown in Figure 12 . 
TBNS Multiplication Unit
After converting a given binary number to TBNS, we have to perform TBNS addition & multiplication [17] because these two operations are primary in any digital signal processing system. The [i, j, k] pairs extracted at the time of conversion are used for addition and multiplication in TBNS. Since the extracted [i, j, k] pairs are in binary form, the addition in TBNS will give no advantages as compared to binary addition. So binary addition performed. But as TBNS multiplication is concerned, the [i, j, k] pairs will be added in powers of 2, 3 & 5. So, naturally the complexity of multiplication is reduced. This gives a great advantage in TBNS multiplication as compared to binary multiplication.
The expression for TBNS single-bit multiplication is shown in following equation
At first, the addition i + m, j + n and k + p will be performed using the binary adders as shown in Figure 13 . The result of the 2nd & 3rd addition, i.e. (j + n) and (k + p) are Stored in an LUT and then shifted by (i + m) using a barrel shifter. The final result is stored in a register.
The hardware requirements for implementing TBNS multiplier are summarized in Table 6 .
Figure13. TBNS multiplication unit. 
Concept of Mixed Number System (MNS)
Considering the advantageous parallel addition concept of Residue Number System and faster multiplication by Double-Base Number System a new concept of Mixed Number System(MNS) [9] [10], i.e. applying both of them simultaneously to get both their advantages, is getting greater attentions these days. Performance study of MNS on FIR filters shows its advantages over binary number system. For implementing MNS five units are required. These are A) DBNS conversion unit; B) DBNS multiplier unit; C) Binary to RNS conversion unit; D) RNS adder unit; E) RNS to binary conversion unit. The architecture for implementing MNS is shown in Figure 14 . All these units have already been discussed in detail in sections 2 (RNS) and 3 (DBNS). Implementation of these five units together obviously increases the hardware complexity but also increases the speed of the system. Its performance for DSP applications is still needed to be explored.
Application of Different Number Systems on DSP
Here a particular modulation scheme has been chosen on which the different number systems has been applied and their performances have been compared. The architecture of the BFSK (Binary Phase Shift Keying) modulator is depicted in Figure 15 . This architecture has been firstly simulated using matlab and then validated on Xilinx Vertex IV FPGA using Xilinx ISE version 9.1i.
The demodulator corresponding to the above mentioned modulator is given in Figure 16 . For analyzing the performance of different advanced number system on this architecture some binary arithmetic units have been replaced with RNS, DBNS and TBNS arithmetic units. The combination of changes is listed below. A) Binary adder and multiplier are replaced by RNS adder and multiplier; B) Binary multiplier is replaced by DBNS multiplier; C) Binary multiplier is replaced by TBNS multiplier; D) Binary adder and multiplier are replaced by RNS adder and DBNS multiplier respectively (MNS). The modified architecture has been validated on Xilinx Vertex IV FPGA using Xilinx ISE version 9.1i and their performances have been compared.
Experimental Results
All the designs of modulator and demodulator with arithmetic units using different number systems have been simulated and synthesized using Xilinx ISE version 9.1i and validated on Xilinx Vertex IV FPGA. Table 7 and Table 8 summarize the number of different devices utilized during implementation of the proposed modulators and demodulators with different arithmetic units. Table 9 and Table 10 show timing report generated during synthesis of the proposed modulators and demodulators with different arithmetic units. Table 7 . Device utilization for modulator with different arithmetic units. 
Analysis of Results
Using the data from the above mentioned synthesis reports the performance of the modulator and demodulator with arithmetic units of different number system has been compared and the results are given by the following graphs (Figures 17-20) . From the graphs it is clear that: a) Application of any number system provides better performance compared to binary number system; b) Replacement of binary multiplier by DBNS multiplier improves the speed of the architecture but the hardware complexity increases substantially specially due to the conversion stage; c) Although TBNS multiplier improves the performance of the modulator and demodulator further compared to DBNS multiplier, yet it suffers from additional hardware complexity for conversion; d) Application of RNS adder and multiplier gives the best result among them, also providing lesser hardware complexity due to LUT based forward and reverse conversion stages; e) MNS should provide better results compared to both DBNS and RNS. Although it performs better than DBNS according to the results but maximum output required time after clock is more than RNS because of the three conversion stages required for its implementation which is maximum among all of them. If the DBNS multiplier stage can be modified to produces results directly in RNS then application of MNS can be faster than RNS application.
Conclusion
In this paper at first high performance arithmetic units and architectures for applying them in DSP applications have been analyzed and validated on Xilinx virtex IV FPGA using Xilinx ISE 9.1i. To study their performances, arithmetic units of different number systems like RNS, DBNS, TBNS and MNS have been applied to a BFSK modulator as well as demodulator and validated similarly. By analyzing their performances it can be concluded that application of any number system provides better performance compared with binary number system. Comparing the performances of all those number system it is seen that the RNS provides the highest speed and that TBNS utilizes the least amount of hardware in case of this architecture. MNS also provides higher speed but suffers due to greater hardware complexity. If DBNS conversion stages can be implemented fully based on LUT, then the speed of DBNS and MNS will improve further. Future work can proceed if MNS can be implemented using TBNS multiplier and RNS adder. VLSI implementation can also be done.
