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Introduction.
Recent advances in statistical computing have generated renewed interest in nonparametric Bayesian inference. As argued by Diaconis and Freedman (1986) , these nonparametric methods are of little value unless they possess reasonable consistency properties. Indeed, Diaconis and Freedman (1986) showed that even if the prior puts positive mass in weak neighborhoods of the true density, it does not follow that the posterior mass of every weak neighborhood of the true density tends to 1. Doob (1949) showed consistency of the posterior under very weak conditions. However, his proof only gives consistency almost surely with respect to the prior. Consistency can fail on a null set and the theorem gives no guidance on what this null set looks like. For example, if the prior is a point mass at a single density g, then Doob's theorem applies, yet consistency fails at all densities except g. Schwartz (1965) showed that if the prior puts positive mass in each Kullback-Leibler neighborhood of the true density fo, then asymptotically the posterior does accumulate in weak neighborhoods of fo. However, weak neighborhoods contain many distributions that, in any practical sense, do not resemble fo. Thus it seems useful to seek convergence in some stronger sense. The purpose of this paper is to provide a relatively simple, self-contained proof of consistency in Hellinger distance (which is be the sample Kullback-Leibler information so that Eo Dn(X'; P) =-(PO; P). Lemma 2 shows that the denominator in (5) is finite and positive with probability 1. Let 7T be a prior distribution on (9, W). The predictive density of X" is given by (i) 7r(g9) < c1 exp(-nc2) for all but finitely many n;
(ii) (-g, 8) < nc for all but finitely many n.
The purpose of Assumption 1 is to avoid problems like those highlighted by Diaconis and Freedman (1986) . The prior used by Diaconis and Freedman put positive probability on weak neighborhoods of the true distribution, but not on sets with finite Kullback-Leibler information. Since the likelihood function at Po divided by the likelihood at P is exp[ nDn(xn; P)] and Dn(x"; P) -> J(P; P) a.s. [PO], it seems plausible to expect the posterior distribution to concentrate on the set of probabilities P for which eX(Po; P) is small, but only if that set has positive prior probability. Assumption 2 is designed to prevent the prior from giving substantial mass to distributions that happen to have very rough densities. In Section 3.5, we give a detailed example in which Assumption 1 holds but the prior puts too much mass on distributions with densities that are allowed to jump up and down too often. What happens is that, for too many data sequences there are densities with substantial prior probability that jump up just in the vicinity of each data value and then jump down just away from each data value. Assumption 2 is designed to force the prior probabilities of such distributions to be small enough so that only extremely large samples of highly clustered data will lead to their having large posterior probabilities. This same problem arises in nonparametric maximum likelihood estimation and it is often addressed in a similar fashion, namely by using sieves that satisfy a condition like part (ii) of Assumption 2.
To check part (ii) of Assumption 2, it is often convenient to set 8 = s2/16 and c = s2/5. Then one checks that n(1, s82/16)< nr62/5 for all large n. The main result of this paper is the following consistency result. Note that fn in Corollary 1 is the Bayes estimate of the density under a variety of loss functions. The proof of Theorem 1 will appear after the next several lemmas. Before plunging into the lemmas and the main proof, here is an outline of the strategy. The posterior probability of A' may be written as the ratio fAC Rn dTr/lfRn d7r where Rn = ni fp(xi)/fo(xi) = exp( -nD). Lemmas 3 and 4 establish that the denominator of the ratio is not exponentially small. Lemma 5 shows that a sequence of sets with exponentially small prior probability has negligible posterior probability. This allows us to restrict attention to the sets in. Lemmas 6 and 7 establish a large deviation inequality that will be used to show that the numerator of the ratio is exponentially small. Lemmas 1 and 2 establish that certain quantities that appear in several fractions during the course of the proof are finite and nonzero a.s.
[PO]. These facts are then combined in the proof of Theorem 1. PROOF. As in lemma 1, we will prove that, for each n, for all but finitely many n.
To verify part (i) of Assumption 2, one must show that wr(9) is exponentially small.
Some prior distributions.
In this section, we present some prior distributions that satisfy Assumptions 1 and 2. In Section 3.5, we also give an example to show how failure of Assumption 2 can lead to an inconsistent posterior. We now prove that, by careful choice of Nn and Pn as functions of n this prior distribution will satisfy the conditions of Theorem 1. We will let Nn = 2mn with {mn}n=j a nondecreasing sequence of positive integers that goes to oo. The following result is proved in the Appendix. Let W be the set of all step functions that are constant on all of the intervals in at least one of the Sn partitions, and let A be Lebesgue measure. Since step functions are dense in the collection of bounded measurable functions and M is dense in the collection of step functions, it follows that for each 8, there exists n and P8 C /n such that -9(PO; P,) < e/2. Since the Dirichlet distribution over ?n assigns positive probability to every open neighborhood of P8 and -APO; P) is continuous as a function of P for distributions with densities in A, it follows that Assumption 1 holds. Next, construct the sets {n}n=1 as in Corollary 2. Since each an > 0 and the probabilities in n have constant density on every A E 9n, it follows that n Cin Also, 'n C Wn+l for all n, so 7TS() < E=n+l Pl. Setting pn = (1 -a)an for some 0 < a < 1 will satisfy part (i) of Assumption 2. Finally, let Nn = n/log(n) (that is, mn = Llog2(n) -log2(log(n))]) in Corollary 2 so that part (ii) of Assumption 2 holds. In words, Assumption 1 can be satisfied by a P6lya tree distribution so long as the prior predictive distribution is not infinitely far away from the true distribution.
All of the examples in this section

Polya Tree Priors. The class of Polya tree distributions was described by Mauldin, Sudderth and Williams (1992) and Lavine (1992). Polya trees
We show next that Assumption 2 can also be satisfied. We will construct a sequence of sets {} n=1 as in Corollary 2. Let P have the Polya tree prior distribution on [0,1] that has a density, fp, with probability 1. Since the last sum is finite it follows that log(Ek) < b, -b22k. In summary, a Polya tree prior with every WI for I E-k having a Beta(ak, ak) distribution with ak = 8k will satisfy the assumptions of Theorem 1 with the sequence {nYJn= from Corollary 2 so long as 9(Po; P,) < oo. where c(-) makes fq a density. Let P4 stand for the distribution with density f,. This model for infinite dimensional parameter spaces has been studied by Leonard (1978) and Lenk (1988 Lenk ( , 1991 . Let aj = sup0o<?< 1ilqI and bj = sup,o<<x 14 (x)l, which are finite since the (j are polynomials. Now, choose the 7rj' so that Ej aj7j < oo to assure that fT is a density with probability 1 and Ej bjTj < oo. Since the marginal distribution of (i1,..., /r) has support over all 8r', we see that this latter event has positive probability. Thus, 7T(BJIZ&(r)) > 0. Now consider any P0 such that J(P0; A) < oo. Lemma 9 says that for any a > 0 there exists a distribution P with density f such that log f is a polynomial of finite degree and such that A(P0; P) < a. Further, f(x) (PO;PW) ?<(P0;P) + sup log < a + p(P, P). Next, note that in the earlier examples in this section, we transformed the data to the interval (0, 1) using F*. The resulting distribution for P, the distribution of the transformed data, gave probability 1 to the set of probabilities with densities that are strictly positive on all of (0, 1). This, together with APO; PO) < oo implies that for all n, the n-fold product of P0 on in is absolutely continuous with respect to Mn Wong and Shen (1995) give results on consistency of sieve maximum likelihood estimators (MLE's). Some of their conditions are similar to ours. Our major difference between proving consistency for MLEs and posterior distributions using sieves is that for MLEs the sieve plays a crucial role in the definition of the MLE. That is, the MLE is the element of in that leads to the largest value of the likelihood function. If one changes to a different sieve, the sequence of MLEs will change. On the other hand, when using sieves to prove consistency of posterior distributions, only the prior distribution and likelihood affect the posterior. The particular sieve used to prove consistency is only a tool for the proof. Of course some sieves are easier to work with than others, but they do not figure in the computation of posterior probabilities.
Infinite-dimensional exponential families
We have not discussed rates of convergence in this paper. It is possible to compute rates of convergence by replacing the fixed e in Theorem 1 with a decreasing sequence {En}= . See Shen and Wasserman (1998) and Ghoshal, Ghosh and van der Vaart (1998).
APPENDIX
Proof that Radon-Nikodym derivatives are jointly measurable. We use the following lemma in much of this paper. The notation comes from Section 2. All that remains is to show that g'(Q, ) is a version of dQ/dA for each Q.
For each Q -E , let f$ be an arbitrary version of dQ/dA. Since we have assumed that A is a probability measure we can think of f$ as a finite-mean random variable on the probability space (X, M, A). Letstand for the finite or-field generated by the partition Pn. It follows that S is the smallest u-field containing U n= 1 n. If A E 74n, then A is a union of some of the B, n, we must have that f h-(P, x) dA(x) < oo for all P. So, if we can prove that both integrals on the far right-hand side of (34) are measurable functions of P, we are done. The proofs are identical. Let h* be a nonnegative measurable function of (P, x) and approximate it from below by a sequence {h,}n=1 of nonnegative simple functions, where each hn(P, x) = E>n, an iIA (P, x). The monotone convergence theorem implies that for every P, lim hn(P, x) dA(x) = fh*(P, x) dA(x). 
