In Brief
Li et al. unravel Arabidopsis clock regulation by a bacterial infection. They report that a localized P. syringae infection affects clock rhythms at the whole-plant level, that systemic SA and ROS phenocopy these effects, and that NPR1 (mediates SA responses) and RBOHD (produces apoplastic ROS) antagonize and mediate these responses, respectively.
The circadian clock drives daily rhythms of many plant physiological responses, providing a competitive advantage that improves plant fitness and survival rates [1] [2] [3] [4] [5] . Whereas multiple environmental cues are predicted to regulate the plant clock function, most studies focused on understanding the effects of light and temperature [5] [6] [7] [8] . Increasing evidence indicates a significant role of plant-pathogen interactions on clock regulation [9, 10] , but the underlying mechanisms remain elusive. In Arabidopsis, the clock function largely relies on a transcriptional feedback loop between morning (CCA1 and LHY)-and evening (TOC1)-expressed transcription factors [6] [7] [8] . Here, we focused on these core components to investigate the Arabidopsis clock regulation using a unique biotic stress approach. We found that a single-leaf Pseudomonas syringae infection systemically lengthened the period and reduced the amplitude of circadian rhythms in distal uninfected tissues. Remarkably, the low-amplitude phenotype observed upon infection was recapitulated by a transient treatment with the defense-related phytohormone salicylic acid (SA), which also triggered a significant clock phase delay. Strikingly, despite SA-modulated circadian rhythms, we revealed that the master regulator of SA signaling, NPR1 [11, 12] , antagonized clock responses triggered by both SA treatment and P. syringae. In contrast, we uncovered that the NADPH oxidase RBOHD [13] largely mediated the aforementioned clock responses after either SA treatment or the bacterial infection. Altogether, we demonstrated novel and unexpected roles for SA, NPR1, and redox signaling in clock regulation by P. syringae and revealed a previously unrecognized layer of systemic clock regulation by locally perceived environmental cues.
RESULTS

Localized P. syringae Infection Triggered a Systemic Clock Amplitude Reduction and Period Lengthening
To study plant clock responses to a localized pathogen challenge, we used the Arabidopsis-Pseudomonas syringae pathosystem following a leaf-restricted infection. Arabidopsis seedlings carrying a luciferase reporter gene (LUC+) expressed under the control of the CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) promoter (CCA1::LUC+) were used to analyze the clock function after a single-leaf P. syringae pv. tomato DC3000 (Pst DC3000) or mock treatments (performed at zeitgeber time [ZT]24; Figure S1A ). Analysis of the whole-plant luciferase activity after treatment indicated that Pst DC3000 infection results in low amplitude and long period clock rhythms ( Figure S1B ; data not shown). However, CCA1::LUC+ activity in the infected leaf rapidly decayed and became arrhythmic, suggesting that the observed phenotypes reflected the clock status in untreated tissues ( Figures 1A-1C) . We reasoned that the amplitude reduction found after wholeplant bioluminescence analysis was likely overestimated due to the inclusion of the infected leaf and the reduction of plant size after single-leaf infection ( Figure S1C ). Thus, we reanalyzed bioluminescence results considering only untreated tissues (of Pst DC3000 and mock-treated plants) and normalizing bioluminescence counts to the estimated plant area at each time point ( Figure S1D ). This analysis indicated that Pst DC3000 infection resulted in systemic clock rhythms of significantly lower amplitude ( Figures 1D-1F ) and 0.5 hr longer period ( Figures 1D and 1G ). In addition, the period-normalized phase of CCA1::LUC+ rhythms was slightly, albeit not significantly, advanced by the infection (Figures 1H and S1E ). To confirm these results, we performed the same experiment using Arabidopsis reporter lines carrying either the LATE ELONGATED HYPOCOTYL (LHY) or TIMING OF CAB EXPRESSION 1 (TOC1) promoter, driving the expression of the LUC+ gene (LHY::LUC+ or TOC1::LUC+). Notably, as we observed for the CCA1 promoter activity, both new reporters exhibited a significant decay in the luminescence emitted by the infected leaf as soon as 24 hr post-infection ( Figure S1F ). When clock rhythms were analyzed in untreated tissues of single-leaf Pst DC3000 versus mock-treated plants, we observed a significant amplitude and robustness reduction and 0.7 hr longer period upon infection ( Figures 1E-1G , 1I, and 1J). In addition, LHY (but not TOC1) promoter-driven oscillations exhibited a phase advance upon infection ( Figures 1H and  S1G ). To further evaluate the reduced amplitude phenotype, we quantified CCA1, LHY, and TOC1 mRNA levels in untreated tissues of single-leaf Pst DC3000 and mock-treated plants. As shown in Figure S1H , we observed significantly reduced CCA1 and LHY mRNA levels in infected plants, supporting the results obtained via bioluminescence assays. Altogether, these findings revealed that a localized Pst DC3000 infection triggered Statistical analyses between mock and infected plants were performed using the t test (C and E-H). Asterisks indicate the level of significance (*p < 0.01; **p < 0.001; ***p < 0.0001).
a systemic signal that reduced the amplitude, lengthened the period, and minimally advanced the phase (for morningexpressed reporters) of clock rhythms in untreated tissues.
Transient SA Treatment Phenocopied P. syringaeTriggered Amplitude Reduction and Delayed the Phase of Clock Rhythms The phytohormone salicylic acid (SA), produced in response to plant infections, regulates many aspects of plant immunity in distal non-infected tissues [12, 14, 15] . Whereas this critical role anticipated that SA could mediate the observed clock phenotypes upon infection, it was previously shown that SA increased (rather than reduced) the amplitude of clock rhythms [10] . Given that this previous finding likely indicated a clock response to long-term plant exposure to SA and that SA is transiently induced after a bacterial pathogen challenge [16] , we analyzed Arabidopsis clock responses to a short-term SA treatment (performed at ZT24) using CCA1::LUC+ seedlings ( Figure S2A ). Similar to Pst DC3000 infection, a transient SA treatment resulted in low-amplitude rhythms (Figures 2A and 2B) although without affecting their robustness ( Figure 2C ). This amplitude reduction was not influenced by plant size, as plant biomass was not affected by the transient SA treatment (Figure S2B ), or by SA effects over luciferase activity, as plants that constitutively express the LUC+ reporter gene displayed the same overall bioluminescence levels after SA or mock treatment ( Figure S2C ). In contrast to the infection context, however, the period of CCA1 promoter-driven oscillations was not changed by the SA treatment ( Figure 2D ), and instead, a significant phase delay was observed ( Figures 2E and 2F ). To evaluate whether these clock responses depended on the time at which SA was applied, the experiment outlined above was performed initiating the treatment at different times of the day (ZT24, 28, 32, 36, 40, and 44) . Interestingly, whereas the period length remained unaltered in all experiments, we observed a greater phase shift when SA treatment was started close to the subjective dawn ( Figures 2G and 2H ). In contrast, the amplitude was overall reduced to a similar extent, regardless of SA treatment start time ( Figure 2I ). To validate CCA1::LUC+ results, we next evaluated the clock function upon SA treatment in LHY::LUC+ and TOC1::LUC+ reporter lines. Indeed, we observed that a short-term SA treatment caused the same amplitude reduction and phase delay phenotypes in both LHY::LUC+ and TOC1::LUC+ rhythms (Figures 2B , 2F, S2D, and S2E). To further evaluate these clock phenotypes, we quantified CCA1, LHY, and TOC1 mRNA levels in SA-and mock-treated plants. In agreement with bioluminescence experiments, we observed a significant phase delay for all transcripts upon SA treatment ( Figures S2F and S2G) . Furthermore, although we expected that (due to its limit of sensitivity) real-time qPCR would not detect the small-amplitude differences found in bioluminescence assays, we did observe a tendency toward a reduced amplitude of mRNA oscillations (for LHY and TOC1 transcripts; Figures S2F and S2G) . Altogether, our results indicated that a pulse of SA significantly affected the phase and amplitude of clock rhythms, indicating a general role for SA in the regulation of Arabidopsis clock function. Furthermore, a SA pulse phenocopied the amplitude reduction that we observed after localized Pst DC3000 inoculation, suggesting that SA was one of the systemic signals that mediated the amplitude phenotype upon infection.
SA Effects on the Clock Function Were Antagonized by NPR1
Given that most SA responses are dependent on the transcription cofactor NONEXPRESSER OF PR GENES 1 (NPR1) [12] , we next investigated whether clock effects triggered by a transient SA treatment were mediated by NPR1. For that, we introduced the loss-of-function npr1-1 allele into the CCA1::LUC+ and LHY::LUC+ reporter backgrounds and treated the resulting lines with SA at ZT24 (as described above; Figure S2A ). As expected, we observed that a transient SA treatment caused a significant amplitude reduction in wild-type (WT) plants for both reporter lines ( Figures 3A and 3B) . Strikingly, in npr1-1 plants, the amplitude was reduced to a significantly greater extent in both CCA1::LUC+ and LHY::LUC+ reporter backgrounds ( Figures 3A-3C and S3A). Consistent with these results, CCA1 and LHY promoter-driven oscillations exhibited a decreased robustness when the SA treatment was applied to npr1-1 compared to WT plants ( Figure S3B ). It should be noted that the amplitude reduction was not influenced by a change in plant size, as same biomass was observed between mockand SA-treated npr1-1 plants ( Figure S3C ). We next determined CCA1, LHY, and TOC1 mRNA levels in SA-and mock-treated npr1-1 plants and observed that, indeed, transcript levels for these genes oscillated with a significantly reduced amplitude upon exposure to SA ( Figures S3D and S3E ). To further validate these findings, we analyzed the clock function after a transient SA treatment in CCA1::LUC+ and LHY::LUC+ reporter lines that overexpressed NPR1 (NPR1-OX; Figure S3F ). We found that, unlike in WT plants, SA did not reduce the clock amplitude in NPR1-OX plants ( Figures 3A, 3B , 3E, and S3A).
On the other hand, the period of clock oscillations remained mostly unchanged in all backgrounds and treatment conditions ( Figure S3G ). Importantly, similar to the aforementioned amplitude phenotypes, analysis of period-normalized phase shifts for CCA1::LUC+ and LHY::LUC+ rhythms indicated that SA treatment resulted in greater or milder phase delay in npr1-1 or NPR1-OX backgrounds, respectively, when compared to WT plants ( Figures 3D, S3H , and S3I). Altogether, these observations revealed that NPR1 loss of function and overexpression, respectively, enhanced and reduced the impact of SA on amplitude and phase phenotypes, revealing an unexpected role for NPR1, which functioned as an antagonist of transient SA effects on the circadian clock.
P. syringae-Triggered Amplitude Reduction of Clock Rhythms Was Antagonized by NPR1
Given the antagonistic effect of NPR1 on the regulation of circadian rhythms by SA and that both Pst DC3000 infections and SA treatment decreased amplitude of clock rhythms, we next hypothesized that NPR1 may also counteract the amplitude phenotype that we observed after infection. To evaluate this possibility, we performed single-leaf Pst DC3000 infections in WT, npr1-1, and NPR1-OX plants carrying the CCA1::LUC+ reporter. Analysis of the luciferase activity in untreated tissues showed that the amplitude of clock-controlled rhythms in uninfected tissues was more significantly reduced by the infection in npr1-1 compared to WT plants, albeit a similar amplitude reduction was observed in NPR1-OX versus WT backgrounds ( Figures 3F, 3G , and S4A). Consistent with the lower amplitude, a greater decrease in the robustness of clock rhythms was observed after infection in npr1-1 versus WT plants ( Figure S4B) . Likewise, the period of CCA1::LUC+ rhythms was lengthened to a significantly greater extent after infection in npr1-1 versus WT and NPR1-OX plants ( Figures 3H and 3I ). Of note, as described above for WT plants (Figure 1H) , the period-normalized phase of CCA1::LUC+ rhythms was only minimally changed after infection in both NPR1 genetic backgrounds ( Figures 3J  and S4C ). These results indicated that (as described for a transient SA treatment) NPR1 antagonized the systemic amplitude reduction, while additionally counteracting period lengthening, of clock rhythms observed after single-leaf Pst DC3000 infection. OXIDASE HOMOLOG D (RBOHD) [13, 18] , we next tested the possibility that RBOHD may mediate SA effects on the clock function. For that, we analyzed CCA1::LUC+ rhythms after a transient SA treatment in rbohd mutant plants ( Figure S2A) . Strikingly, when bioluminescence was analyzed in mock-treated plants (without SA or H 2 O 2 treatment), amplitude reduction and phase advance phenotypes were observed in rbohd mutant compared to WT plants ( Figures 4F, S4D, and S4E) . Upon SA treatment, however, the degree of amplitude reduction was similar in rbohd versus WT plants ( Figures 4F, 4G, and S4D) , whereas the robustness and period continued being mostly unchanged in both genetic backgrounds ( Figures S4F and S4G) . In sharp contrast, whereas SA treatment continued to delay the clock phase in WT plants, we did not observe any SA-induced phase change in the rbohd mutant background (Figures 4H  and S4E ). Altogether, these results revealed that SA effects on the clock were fully mimicked by the H 2 O 2 treatment, suggesting that ROS likely mediated SA-induced clock regulation. Furthermore, the absence of SA-induced phase, but not amplitude, phenotype in rbohd mutant plants suggested that clock regulation by SA relied on RBOHD-dependent (i.e., apoplastic ROS) and RBOHD-independent ROS sources.
P. syringae Infection Effects on the Circadian Clock
Were Partly Mediated by RBOHD Given that SA effects on clock regulation were partly mediated by RBOHD and that pathogen recognition rapidly triggers RBOHD-dependent ROS production [19, 20] , we next investigated a putative role for RBOHD on the regulation of systemic clock phenotypes induced by a localized Pst DC3000 infection. For that, we performed single-leaf infection experiments in WT and rbohd mutant plants carrying the CCA1::LUC+ reporter ( Figure S1A ). As described above for the SA amplitude effect in rbohd mutant plants ( Figure 4G ), we observed that the amplitude and robustness of CCA1 promoter-driven rhythms were equally affected by the infection in both WT and rbohd plants ( Figures 4I, 4J, S4H, and S4I) . Remarkably, we found that both the slight phase advance and the significant period lengthening that we observed in WT plants upon infection were no longer detected in the rbohd mutant background ( Figures 4K-4M and S4J). These results supported the notion that whereas RBOHD-dependent ROS did not mediate the infection-induced amplitude reduction, it did trigger the systemic clock period and phase phenotypes observed after a localized Pst DC3000 infection.
DISCUSSION
The circadian clock is an endogenous time-keeping mechanism that orchestrates daily rhythms in most plant biological processes [1, 4, 7] . This function, critical for sessile plants, requires daily adjustments by multiple environmental cues predicted to signal into the core clock mechanism through a network of heavily integrated circuits [5, 8] . Whereas plants are exposed to a wide range of abiotic and biotic environmental signals, there was a gap in knowledge on how biotic interactions affect plant circadian rhythms and what are the pathways involved in these responses. Our work provided solid evidence indicating that a single-leaf Pst DC3000 infection (despite being localized) significantly modulated the clock function at the whole-plant level and identified the mechanisms involved, revealing novel roles for SA, NPR1, and redox signaling in the regulation of circadian rhythms (see model in Figure S4K ).
We found that the clock function was systemically affected in response to a local Pst DC3000 infection, displaying low amplitude and long period phenotypes ( Figures 1D, 1E, 1G, 1I, 1J , and S1H). These findings were unexpected, as a previous study using P. syringae pv. maculicola ES4326 (PmaDG3) reported a short (rather than long) period phenotype after infection [9] . It should be noted that (in contrast to the local leaf infection and soil grown conditions that we used), in the last-mentioned study, whole Arabidopsis seedlings were fully soaked into a bacterial cell suspension and plants were subsequently grown in sucrose-supplemented tissue culture medium [9] . Given that a pathogen challenge (i.e., P. syringae inoculation) reduces the photosynthetic capacity in the infected tissues [21, 22] and that sucrose treatment influences the clock function in plants with reduced photosynthesis [23] , it is possible that the differences in infection protocols and sucrose availability may have accounted for the disparate results. Furthermore, it has been reported that PmaDG3 and Pst DC3000 infections trigger distinct transcriptional responses in Arabidopsis [24] , which could have also contributed to the contrasting observations. Nonetheless, together with the study published by Zhang et al. [9] , our work raises the possibility that multiple variables, such as the affected tissues, the energy status of the plant, and the pathogen strain, may influence the outcome of clock regulation by a bacterial infection.
One of the most valuable contributions from our study was to expose an unrecognized regulatory layer within the plant circadian system, in which the overall clock function is modulated by environmental cues that locally affect specific plant tissues (Figures 1 and S1 ). This is an exciting observation because a recent report indicated that the plant circadian system has a hierarchical organization with a master oscillator located at the shoot apical meristem (SAM) and peripheral subordinate clocks in other tissues [25] . Thus, our findings suggest that a systemic signal originated at the infected leaf may regulate the SAM clock and therefore affect the clock function at the whole-plant level. Alternatively, it is possible that a systemic signal triggered after the localized infection directly modulates peripheral clocks.
Importantly, our studies support the view that SA, which is produced transiently upon infections [16] , was one of the aforementioned systemic signals that regulated the circadian clock in non-infected tissues (Figures 2A, 2B, and S2D ). It should be noted that previous work by Zhou et al. [10] found that SA increases (rather than decreases) the amplitude of clock rhythms. Whereas this result is in sharp contrast with the sustained amplitude reduction that we observed after both Pst DC3000 infection and transient SA treatment (Figures 1D, 1E, 1I, 1J , S1H, 2A, 2B, and S2D), it is possible that these discrepancies reflect the overall dynamic nature of SA responses. For example, it was suggested that spatiotemporal changes in SA concentrations could lead to opposite responses [26] and that SA responses are diminished as plants age [27] . Thus, different hormone concentrations, longer exposure time, and/or slightly older plants used by Zhou et al. [10] may have accounted for the disparate results. Remarkably, our results also showed for the first time that a transient SA treatment impinged a profound phase delay on clock oscillations ( Figures 2E, 2F, 2H, and S2E-S2G) . Notably, such phase delay phenotype was not detected in Pst DC3000-infected plants, which instead exhibited a slight phase advance ( Figures 1H, S1E , and S1G), raising the possibility that SA-independent pathways neutralized and/or overruled the SA-induced phase delay during infection. Likewise, only Pst DC3000, but not SA, lengthened the clock period ( Figures 1G  and 2D ), further suggesting SA-independent pathways that also modulated the clock period upon infection. Given that we observed the same amplitude reduction and phase delay phenotypes even after a longer (12 hr) transient SA treatment (data not shown), altogether, our results suggested that SA-dependent and -independent pathways are integrated to determine the ultimate clock phenotypes in infected plants (depicted in Figure S4K and further discussed below). However, we cannot completely rule out the possibility that (in the context of Pst DC3000 infection) SA might regulate the clock in a manner that was not fully recapitulated by the transient SA treatment used in our study.
Our work also revealed an unexpected antagonistic role for NPR1 in the regulation of circadian rhythms by both SA and P. syringae infection. Whereas NPR1 mediates most SA-induced transcriptional responses [12] , we counterintuitively found that NPR1 prevented the amplitude reduction and phase delay triggered by a transient SA treatment (Figures 3A-3E, S3A, S3D , and S3E). Importantly, the amplitude reduction induced by Pst DC3000 infection was also enhanced in npr1-1 mutant plants ( Figures 3F, 3G , and S4A), supporting the biological significance of the aforementioned antagonistic NPR1 effect on clock regulation by SA (modeled in Figure S4K ). These results are in line with previous work suggesting that NPR1 not only mediates SA responses but also provides a safeguard mechanism to counteract SA signaling. For example, it was reported that NPR1 negatively regulates SA synthesis [28] and that NPR1 proteasome-mediated degradation plays dual roles in plant immunity (required for both inactivation and activation of target genes) [29] .
Finally, our study uncovered a previously unrecognized role for RBOHD (and thus apoplastic ROS) in clock regulation both before and after infection. We first found that rbohd mutant plants exhibited a reduced amplitude and advanced phase in basal conditions ( Figures 4F, S4D , and S4E), revealing a previously unrecognized and pivotal role for apoplastic ROS in maintaining the overall function of the Arabidopsis clock function under steady-state conditions. In addition, consistently with enhanced ROS signaling upon SA treatment or pathogen recognition [15, 17] , we observed that clock responses to SA were phenocopied by a transient H 2 O 2 treatment (Figures 4A-4E ). These results were consistent with a previous study indicating that spraying seedlings with H 2 O 2 or ROS-inducing chemicals (likely resulting in a prolonged ROS treatment) induces phase-delayed clock rhythms [30] . Importantly, despite multiple ROS sources [15, 17] , our results indicated that SA-induced phase delay was mediated by apoplastic ROS, as it was reverted when apoplastic ROS production was compromised (rbohd mutant plants; Figures 4H and S4E) . In contrast, we found that the amplitude phenotype likely involved other ROS sources because SA and Pst DC3000 equally reduced the clock amplitude in wild-type and rbohd mutant plants (Figures 4G and 4J) . Finally, although we could not observe any period phenotype after (transient) H 2 O 2 treatment (Figure 4D ), the aforementioned study by Lai et al. [30] showed that (likely sustained) ROS treatments did lengthen the clock period, and we observed that the long-period phenotype detected after Pst DC3000 infection depended on RBOHD (Figures 4K and 4L) . Thus, together with the result by Lai et al. [30] , our work supported a model in which persistently elevated apoplastic ROS levels lengthened the clock period after infection, which is consistent with the continued ROS accumulation [31, 32] and enhanced RBOHD activity in infected plants [19, 20] . Given that the period phenotype was not observed after SA treatment ( Figure 2D ), these results suggested that the putative SA-independent pathways that regulated the clock function after infection were, at least partly, mediated by apoplastic ROS. Consistently, our results suggested that SA-independent apoplastic ROS also promoted the slight phase advance observed after infection ( Figure 4M ). Thus, we propose that RBOHD-dependent ROS production is a key signal that largely mediated the aforementioned SA-dependent and -independent pathways that fine-tuned the overall plant clock after a leaf-restricted infection ( Figure S4K ). This is in line with previous studies indicating that RBOHD propagates a systemic long-distance ROS wave triggered by a localized stress [33, 34] . It remains unclear, however, how apoplastic ROS (or RBOHD) delayed the clock phase downstream SA (i.e., upon sole SA treatment) while having the opposite effect in the infection context (i.e., a net advancing phase effect after infection). Possible explanations include different levels, duration, and/or distribution of SA-independent versus SA-dependent apoplastic ROS, in addition to contextual regulation induced by specific signals in infected plants.
In conclusion, our work used a unique approach to investigate the Arabidopsis clock, characterizing for the first time how a virulent pathogen infection modulated circadian rhythms in soil grown plants. Remarkably, we revealed a new layer of regulation within the plant circadian system, in which the overall clock function is modulated by locally perceived environmental cues. Period and phase changes predict that, upon infection, plant endogenous rhythms would be desynchronized from external environmental cycles, anticipating a suboptimal photosynthetic capacity [2] . It is possible that this mechanism may have evolved to prevent ROS hyper-accumulation and its negative consequences after infection. In addition, amplitude reduction indicates a weakened clock function upon infection, which may be necessary to allow continuous immunity to contain the infectious bacteria and prevent re-infection. Importantly, we identified critical signaling pathways (SA and ROS) and key components of these pathways (NPR1 and RBOHD) that regulated clock responses after infection. Most saliently, we revealed an unexpected antagonistic role for NPR1 in SA-triggered clock responses and a novel role for apoplastic ROS as a regulator of circadian rhythms, not only upon biotic stress but also in basal conditions. Given that ROS signaling is found at the crossroad of most plant biotic or abiotic stress signaling pathways [34, 35] , our findings may also illuminate how plant circadian rhythms are adjusted by multiple stress responses. Thus, our study disentangles the highly complex regulation of circadian rhythms after infection and paves the way for future studies aiming at potentially tweaking the clock to enhance plant performance in general and specifically after pathogen encounter.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Plant materials
Arabidopsis thaliana (Arabidopsis) seedlings used in this work were from the Columbia ecotype (Col-0). CCA1::LUC+ [37] , LHY::LUC+ [38] , TOC1::LUC+ [39] reporter lines, and npr1-1 [44] and rbohd (SALK_070610) [18] loss-of function lines were previously described.
To generate NPR1 overexpression lines, NPR1 protein coding sequence was PCR amplified (primer sequences are indicated in Table S1 ) and cloned into the pENTR/D-TOPO vector (Life technologies). The resulting pENTR/D-NPR1 vector was used to transfer NPR1 coding sequence into the pMDC32 binary vector [40] using LR Clonase II (Life Technologies). Finally, pMDC32-NPR1 was transferred into the Arabidopsis CCA1::LUC+ or LHY::LUC+ backgrounds by Agrobacterium-mediated transformation [45] . For that, Agrobacterium GV3101 cells carrying the pMDC32-NPR1 plasmid were grown overnight in liquid Luria-Bertani (LB) medium supplemented with kanamycin (50mg/L) and gentamycin (30mg/L). Cells were harvested by centrifugation (3220 x g for 10min at room temperature) and resuspended in 5% sucrose solution containing 0.02% Silwet L-77 (Lehle seeds). Developing Arabidopsis inflorescences for the aforementioned reporter lines were dipped into the agrobacterium cell suspension for 30sec, and dipped plants were wrapped with a plastic film and incubated horizontally in a growth chamber for 16-24hr. Finally, the plastic film was removed, and plants were returned to the normal growth position and incubated in a growth chamber until seed collection (1.5 months). To generate 35S::LUC+ lines, the multiple cloning site (MCS) from pBluescript KS(-) was PCR amplified (primer sequences are indicated in Table S1 ) and cloned into pENTR/D-TOPO. The resulting pENTR/D-MCS vector was used to transfer MCS sequence into the pMDCLUC+ vector [41] using LR Clonase II. Finally, pMDC-MCSLUC+ was transferred into the Arabidopsis Col-0 background by Agrobacterium-mediated transformation [45] , as described above.
The rbohd(CCA1::LUC+), npr1-1(CCA1::LUC+) and npr1-1(LHY::LUC+) lines were generated by genetic cross and mutations were confirmed by PCR.
Plant growth conditions
For Pseudomonas syringae infection assays, stratified sterile seeds were grown in autoclaved soil (Sunshine professional mix, Sungro) under 12hr light (100 mmol. To determine NPR1 expression level in NPR1 overexpression lines, seedlings were grown in Petri dishes containing 1x MS -3% sucrose medium for 10 days under LD cycles at 22 C.
Pseudomonas syringae culture conditions Pseudomonas syringae pv. tomato DC3000 (Pst DC3000) [36] 
METHOD DETAILS Single leaf Pseudomonas syringae infection
To prepare Pst DC3000 cell suspension inoculum, bacteria from a liquid culture (OD600 between 0.6 and 0.7) were harvested by centrifugation at 3220 x g for 2min, resuspended in sterile water (LabChem), and harvested by centrifugation at 3220 x g for 3min.
The bacterial pellet was resuspended in water (LabChem) adjusting OD600 to 0.2 (1x10 8 cfu), and Silwet L77 (Lehle seeds) was added to a final concentration of 0.025%. About half of a single leaf was dipped into this Pst DC3000 cell suspension or a mock solution (0.025% Silwet L77) for 1min. After treatment, excess inoculum was blot-dried from the leaf surface using a sterile filter paper strip and plants were returned to LL for bioluminescence imaging ( Figure S1A) . Treatment and mock plates were incubated in LL for 4hr. After incubation, nylon meshes with seedlings were briefly blotted on a sterile filter paper, and then placed back to the original MS plate and incubated in LL for bioluminescence imaging ( Figure S2A ) or for RNA time course tissue collection.
Bioluminescence detection
One day before the imaging period started, plants were sprayed with 5mM of D-lucifernin potassium salt (in 0.01% Triton X-100 solution). For soil grown plants, 5mM D-lucifernin potassium salt (in water solution) was also added to the soil at the same time (3ml per plant). Bioluminescence was quantified every 1hr (for CCA1::LUC+ soil or MS grown seedlings), every 2hr (for LHY::LUC+ and TOC1::LUC+ MS grown seedlings) or every 2.5hr (for LHY::LUC+ and TOC1::LUC+ soil grown seedlings) using a Pixis 1024 CCD camera (Princeton Instruments).
Bioluminescence data analysis Bioluminescence images were processed using the MetaMorph image analysis software (Molecular Devices) to determine bioluminescence counts (for plate and soil grown plants) and number of bioluminescent pixels (for soil grown plants) per plant or for a specific tissue section. To estimate plant size across an entire time course experiment, a third-order polynomial curve was regressed from the experimental pixel count data using GraphPad Prism version 6 (GraphPad Software, http://www.graphpad.com) (curve fitting was used to minimize pixel count bias due to plant movement and unequal signal bleeding due to rhythmic bioluminescence levels). Bioluminescence counts (for plate grown seedlings) and plant size normalized bioluminescence values (for soil grown plants or tissue sections) for each experiment were analyzed by Fast Fourier Transform-Non Linear Least-squares (FFT-NLLS) [46] using the interface provided by the Biological Rhythms Analysis Software System (BRASS) [42] . Amplitude changes within each experiment were calculated as the ratio between the amplitude value obtained for each individual (both for mock and treated plants) and the mean amplitude obtained for mock treated plants (amplitude change = individual amplitude / mean amplitude mock) (log 10 transformed ratios were used for statistical analysis). Normalized phase values were calculated as [24*(t-24)/p], where p is the period of the corresponding individual plant calculated by BRASS and t is the fitted acrophase time closest to the second subjective morning (ZT24) extrapolated using BRASS. Normalized phase mean values were calculated using an R circular statistics package [47] . Phase shifts were calculated by subtracting the normalized phase of each individual from the mean normalized phase of mock treated plants (phase shift = mean phase mock -individual phase) (phase advance or delay were indicated by positive or negative values respectively). Normalized phase versus relative amplitude error circular plots were generated using an R ''polar.plot'' function [43] .
Biomass measurement
Tissue collection was performed at the end of single leaf P. syringae infection experiments (single plant aerial tissues) ( Figure S1A ) or transient SA treatment experiments (pooled whole seedlings from each treatment plate) ( Figure S2A ). Fresh weight was determined immediately after tissue collection and dry weight was determined after 10 days incubation at 37 C.
mRNA transcript quantification Pooled tissue samples were collected from MS-grown plants upon mock or SA treatment (12 seedlings per pool), and soil-grown plants upon single leaf mock or P. syringae treatment (5 plants without the treated leaf per pool) and snap freezed in liquid nitrogen. Total RNA from these samples was isolated using the RNeasy plant mini kit (QIAGEN) and on-column DNase (Roche) treatment. For cDNA synthesis, 1mg of total RNA was reverse-transcribed using the iScript cDNA synthesis kit (Bio-Rad). Transcript levels in each sample were determined by real time quantitative PCR (qPCR) (Bio-Rad CFX96 Real-time PCR detection system) using the Maxima Sybr green qPCR mix (Life Technologies), and the following PCR conditions: 95 C for 10 minutes, 40 cycles of 95 C for 15 s, 60 C for 25 s, and 72 C for 25 s. qPCR primer sequences are indicated in Table S1 . Gene expression levels were normalized to a reference gene (IPP2 or PP2A) using the comparative Ct method [48] and then to the mean expression of mock samples within each biological replicate. Amplitude values and acrophase times for clock gene expression in mRNA time courses were determined from fitted sine waves of average expression traces by the following formula: Y = Amplitude*sin((2*pi*(t-Acrophase)/period)+pi/2)+baseline (where t is the time in LL and Y is the corresponding gene expression level) using GraphPad Prism version 6.
QUANTIFICATION AND STATISTICAL ANALYSES
Statistical analyses of circular data (i.e., phase values) were performed using an R circular statistics package [47] , and the Watson-Williams test in a MATLAB circular statistics tool box [49] . All other statistical analyses were performed using GraphPad Prism version 6. Details of statistical tests applied are indicated in figure legends including statistical methods, number of biological replicates, number of individuals, mean and error bar details, and statistical significances.
