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Abstract Artificial neural networks (ANNs) have achieved significant success in
tackling classical and modern machine learning problems. As learning problems
grow in scale and complexity, and expand into multi-disciplinary territory, a more
modular approach for scaling ANNs will be needed. Modular neural networks
(MNNs) are neural networks that embody the concepts and principles of modu-
larity. MNNs adopt a large number of different techniques for achieving modu-
larization. Previous surveys of modularization techniques are relatively scarce in
their systematic analysis of MNNs, focusing mostly on empirical comparisons and
lacking an extensive taxonomical framework. In this review, we aim to establish a
solid taxonomy that captures the essential properties and relationships of the dif-
ferent variants of MNNs. Based on an investigation of the different levels at which
modularization techniques act, we attempt to provide a universal and systematic
framework for theorists studying MNNs, also trying along the way to emphasise
the strengths and weaknesses of different modularization approaches in order to
highlight good practices for neural network practitioners.
Keywords Artificial Neural Network · Modularity · Architecture · Topology ·
Problem Decomposition · Taxonomy
1 Introduction
Modularity is the property of a system whereby it can be broken down into a num-
ber of relatively independent, replicable, and composable subsystems (or modules).
Although modularity usually adds overhead to system design and formation, it is
often the case that a modular system is more desirable than a monolithic system
that consists of one tightly coupled structure.
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Each subsystem or module can be regarded as targeting an isolated subproblem
that can be handled separately from other subproblems. This facilitates collabo-
ration, parallelism and integrating different disciplines of expertise into the design
process. As each module is concerned with a certain subtask, the modules can be
designed to be loosely coupled, which enhances its fault tolerance. Also, a modular
design with well defined interfaces makes it easier to scale and add more function-
ality without disrupting existing functions or the need for redesigning the whole
system. Moreover, as modules correspond to different functions, error localization
and fixing tend to be easier.
A modular neural network (MNN) is a neural network that embodies the con-
cepts and practices of modularity. Essentially, an MNN can be decomposed into a
number of subnetworks or modules. The criteria for this decomposition may differ
from one system to another, based on the level at which modularity is applied and
the perspective of decomposition.
Since the inception of artificial neural networks and throughout their develop-
ment, many of their design principles, including modularity, have been adapted
from biology. Biological design principles have been shaped and explored by evo-
lution for billions of years and this contributes to their stability and robustness.
Evolutionary solutions are often innovative and exhibit unexpected shortcuts or
trade-offs that, even if not directly implementable, often provide useful insights.
Mapping from biological principles to in-silico realizations is not a linear one-to-one
process. However, there are several common steps that can be shared by different
such realizations. Ideally, the process of adapting a biological design principle to an
artificial neural network implementation starts with identifying the key function(s)
underlying the design principle. Usually, there are several complex biological de-
tails that are irrelevant to the functional essence of the principle, which can thus
be abstracted away. This may be followed by some enhancement of the identified
function(s) in the artificial domain. Finally, the abstracted and enhanced principle
is mapped to an artificial neural network construct using a flexible platform. Con-
volutional neural networks (CNNs) are a poignant success story of the adoption
of some of the key design principles of the visual cortex. The model of the visual
cortex was greatly simplified by CNNs by eliminating complexities like the exis-
tence of different cortical areas (e.g. areas V1 and V2) and pathways (e.g. ventral
and dorsal streams) and focusing on receptive field, pattern specific regions and
a hierarchy of extracted features. These were realized using linear filters, weight
sharing between neurons and deep composition of layers. More examples include
recurrent neural networks (RNNs), which are inspired by the brain’s recurrent
circuits (Douglas and Martin, 2007), and parallel circuit (PC) neural networks
(Kien Tuong Phan et al., 2015), which take their inspiration from retinal micro-
circuits (Gollisch and Meister, 2010).
Biological nervous systems, the early inspiration behind neural networks, ex-
hibit highly modular structure at different levels, from synapses (Kastellakis et al.,
2015), to cortical columnar structures (Mountcastle, 1997), to anatomical (Chen et al.,
2008) and functional (Schwarz et al., 2008) areas at the macro level . It has been
proposed that natural selection for evolvability would promote modular structure
formation (Clune et al., 2013). Modularity is evolvable as it allows for further evo-
lutionary changes without disrupting the existing functionality. It also facilitates
exaptation, where existing structures and mechanisms can be reassigned to new
tasks (Kashtan and Alon, 2005). Recognition of this prevalence of modularity in
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biological neural systems has left an indelible albeit somewhat irregular mark on
the history of artificial neural networks (ANNs), mostly under the guise of bi-
ologically plausible models. However, with the divergence between the fields of
ANNs and Neuroscience, the ANN approach has tended to become more engineer-
ing oriented, getting most of its inspiration and breakthroughs from statistics and
optimization.
Many researchers have long been aware of the importance and necessity of
modularity. For example, the ANN community has for many years recognized the
importance of constraining neural network architectures in order to decrease sys-
tem entropy, lower the number of free parameters to be optimized by learning, and
consequently, have good generalization performance. In Happel and Murre (1994),
it is argued that constraining neural architectures through modularity, facilitates
learning by excluding undesirable input/output mappings, by using prior knowl-
edge to narrow the learning search space. In Caelli et al. (1999), modularity is
considered a crucial design principle if neural networks are to be applied to large
scale problems. In Sharkey (1996); Xu et al. (1992), some of the early techniques
of integrating different architectures or modules to build MNNs are discussed. In
Caelli et al. (1999), six different MNN models were analytically dissected, in an
attempt to provide several modeling practices. On the other hand, in another com-
parative study (Auda and Kamel, 1998), ten different MNN models were empiri-
cally compared using two different datasets. In Auda and Kamel (1999), a survey
was done about MNNs, where the MNN design process was broken down into three
stages, starting by task decomposition, then training and finally, decision making.
Despite this early interest in neural network modularity, previous research has
generally focused on particular MNN models and has lacked systematic principles
and a broad general perspective on the topic. Previous research has also been
lacking in terms of a systematic analysis of the advantages and disadvantages of
different approaches, with an increased focus on empirical comparisons of very
specific models. Even for theoretically focused reviews, the taxonomy is sparse
and fails to capture important properties and abstractions. Moreover, the scope
of modularity focused on is very narrow, ignoring important forms of modularity
and focusing mainly on ensembles and simple combinations of models. These lim-
itations need to be addressed if modularity is to be applied more generally. More
general insights and a toolbox of modularity-related techniques are needed for
consistently implementing successful MNNs. Fortunately, recent MNN techniques
have been devised and revisited, specially in the last decade after the revival of
the ANN field in the form of deep learning.
In this review, we aim to expand previous reviews by introducing and analysing
modularization techniques in the neural networks literature in an attempt to pro-
vide best practices to harness the advantages of modular neural networks. We
reviewed prominent modular neural networks throughout the literature, inspected
the different levels at which modularity is implemented and how this affects neural
network behaviour. We then systematically grouped these techniques according to
the aspect of neural networks they exploit in order to achieve modularity. Unlike
previous reviews, our focus is the general systematic principles that governs apply-
ing modularity to artificial neural networks and the advantages and disadvantages
of the different techniques. We produced a general taxonomy that captures the
major traits of different modular neural networks at different levels and for vari-
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ous modularity forms and a framework that captures the essentials of the process
of building a modular neural network.
From our study of modular neural networks in the literature, we classified
modularization techniques into four major classes, where each class represents the
neural network attribute manipulated by the technique to achieve modularity. We
thus categorized MNN operations into the following four classes:
1. Domain: this is the input space or the data an MNN operates on, which in
turn defines and constrains the problem we are trying to address.
2. Topology: this corresponds to an MNN’s architecture, which reflects the family
of models that an MNN expresses.
3. Formation: this is how an MNN is constructed and what process is used to
form its components.
4. Integration: this is how the different components of an MNN are composed and
glued together to form a full network.
So, modularization techniques operating on the domain tend to act by finding
a good partitioning of the input data, to which different modules can be assigned.
This is the only modular level that is optional in the sense that you may have
an MNN that doesnt have an explicit modularization of the domain, however,
any neural network that is modular must use at least one technique from each
successive level, which includes selecting a certain modular topology, a formation
technique for building the modular architecture, and an integration scheme for
combining the different modules. So, as mentioned, topological modularization is
the next level at which modularity is achieved, where the technique is essentially
a specification of modular topology. Every topological technique is a blueprint
for the structure of the MNN, and therefore defines how nodes and modules are
connected. Although the topological technique specifies how the MNN as a whole
should be at the end, it doesnt specify how this architecture can be built. This is
what formational techniques try to address. Formational techniques are the pro-
cesses by which modular topologies can be constructed. Finally, while formational
techniques focus on the building of modularity, integration techniques specify how
different modules can be integrated together to achieve the desired system outputs.
So, every modular neural network realization can be seen as chain of modulariza-
tion techniques applied to each level or aspect of the network.
2 Modularity
In the domain of neural networks, modularity is the property of a network that
makes it decomposable into multiple subnetworks based on connectivity patterns.
It can be argued that the shift of thinking towards functional modularity in the
brain and biological neural networks, is one of the greatest leaps in Neuroscience
since the neuron doctrine (Lo´pez-Mun˜oz et al., 2006). The concept of emphasis-
ing the importance of relative connections between neurons and that function-
ality emerges from intra-modular and inter-modular interactions revolutionized
the way we research nervous systems and transformed the idea of a connectome
(Bullmore and Bassett, 2011; Sporns, 2011) into a key area of brain research.
As already mentioned, the brain has been shown to be modular at different
spatial scales, from the micro level of synapses to the macro level of brain re-
gions. At the level of synapses, it has been suggested (Kastellakis et al., 2015) that
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synapses show both anatomical and functional clustering on dendritic branches,
and this plays a central role in memory formation. At a larger spatial scale, corti-
cal minicolumns (Buxhoeveden, 2002) have been suggested to be the basic build-
ing unit of the cortex, largely supported by the claim that they have all of the
elements of the cortex represented within them. Lesion studies, brain imaging
using fMRI and several other techniques have shown strong evidence of brain
modularity, where different areas and regions of the brain are specialized into cer-
tain cognitive or physiological functions. More recently, the pioneering work by
Sporns, Bullmore and others and the introduction of graph theory into the study
of brain networks have shed light on the small world nature of brain connectivity
(Bullmore and Sporns, 2009; Sporns and Zwi, 2004). A small world network is a
network characterised mainly by clusters which are groups of neurons having more
interconnections within the cluster than would be expected by chance, while there
is still sparse connectivity between different such clusters. Moreover, despite large
networks and sparse inter-cluster connectivity, there is still a short average path
length between neurons. In Sporns and Zwi (2004), it was observed that there is
a direct correlation between clustering and path length, and between these two
measures and brain area functionality. It was suggested that areas with short av-
erage path length and low clustering tend to be integrative multimodal association
areas, while those with long average path length and high clustering tend to be
specialised unimodal processing areas.
The graph theoretical approach to studying neural networks considers the net-
work as a connected graph, where the neurons are represented by nodes (or ver-
tices) and the synaptic connections between neurons as edges. Although, in prac-
tise, neural networks are directed graphs, i.e. edges have directionality from pre to
postsynaptic neurons, for simplicity and tractability, most researchers in this area
treat neural networks as undirected graphs. Central to quantifying the small world
properties of biological neural networks is how to cluster or partition the nodes
into modules, where each module has dense connectivity between its nodes and
sparse connectivity with nodes in other modules. There is no single most efficient
algorithm for solving this problem, and indeed it was proven to be an NP-complete
problem (Brandes et al., 2008), however, similar problems have long been studied
in Computer science and Sociology (Newman, 2004, 2006).
In the field of computer science, graph partitioning is a well studied problem,
where given a certain graph and pre-specified number of groups, the problem is
to equally partition the vertices into the specified number of groups, whilst mini-
mizing the number of edges between groups. The problem was motivated by other
applications before the interest in partitioning neural networks, like partitioning
tasks between parallel processors whilst minimizing inter-processor communica-
tion. The main approach in computer science is a collection of algorithms known
as iterative bisection, such as spectral bisection and Kernighan-Lin algorithm. In
iterative bisection, first the graph is partitioned into the best two groups, then sub-
divisions are iteratively made until the desired number of groups is reached. The
problem with these methods is that the number and sizes of groups are not known
a priori when partitioning neural networks. Moreover, a lack of good partitioning
measures leads these algorithms to deterministically partition the graph into the
desired number of groups, even if the partitions dont reflect the real structure of
the graph.
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On the other hand, sociological approaches have focused more on the problem
of community structure detection, which is more suited to neural network research.
Community structure detection consists of the analysis of a network in an attempt
to detect communities or modules, where the algorithm does not pre-specify the
number or size of groups. In other words, it is an exploratory approach, where the
algorithmmay detect subgraphs or may signal that the graph is not decomposable.
The main technique used so far in sociological studies is hierarchical clustering.
Based on a metric called similarity measure, hierarchical clustering constructs a
tree-like structure of network components called a dendrogram. The horizontal
section of this dendrogram at any level gives the network components produced
by the algorithm. The algorithm doesnt require pre-specification of the number or
sizes of groups, but it doesnt necessarily guarantee the best division.
In more recent approaches (Newman, 2004; Tyler et al., 2005; Radicchi et al.,
2004), a modularity measure (Equation 1) was used to guide the detection pro-
cess towards the best division. The intuitive notion of modularity as defined by
Newman (2004, 2016) is that a good network division is one that places most of
the network edges within groups, whilst minimizing the number of edges between
groups. Network connectivity is assumed to be described by a real symmetric ma-
trix called adjacency matrix A, with dimensions n× n, where n is the number of
nodes in the network. Each element Aij is 1 if there is an edge between node i
and j and 0 otherwise. If we assume dividing the network into q number of groups,
where gi refers to the group to which node i was assigned, then the sum of edges
within groups (i.e between nodes of the same group) is 12
∑
ij Aijδgigj , where δgigj
is the Kronecker delta. Maximizing this quantity alone is no guide towards a good
division, because assigning all the nodes to one big group would maximize this
measure whilst completely avoiding any partitions. To remedy this, modularity is
taken to be the difference between this quantity (i.e the actual sum of edges within
groups) and the expected number of this sum if edges were placed randomly, whilst
keeping the same partition. If the probability of node i connecting to node j after
randomization is Pij , then this expected sum is
1
2
∑
ij Pijδgigj , and the modularity
measure is then
Q =
1
2m
∑
ij
(Aij − Pij)δgigj (1)
where m is the total number of edges, which is used as a normalization factor.
The most used randomization scheme is one that preserves node degree (i.e number
of edges attached to each node), and the probability of connecting node i and j
under this scheme is
kikj
2m , where ki is the degree of node i. Please refer to Fig. 1
for an illustration of different neural topologies with corresponding modularity
measures.
On the evolutionary side, multiple hypotheses have been proposed for explain-
ing the origin of modularity in brain organization. The issue is important from
the ANN perspective, as it provides inspiration for guiding evolutionary compu-
tational algorithms towards generating modular architectures. It was suggested
that evolution in an environment with Modularly Varying Goals (MVGs) leads
to modular networks (Kashtan and Alon, 2005). The MVG environment consists
of varying goals with common subgoals. As the modularity of the solution ob-
tained was usually limited, it was argued that the failure might be explained
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Fig. 1. Calculated modularity measure (Newman, 2004, 2016) for different
architectures. The partitions, marked as circles, used for calculations may not be
optimal.
by the fact that the evolutionary algorithm was directed more towards optimal
solutions, which was sufficient to solve simple problems, but due to lack of evolv-
ability, failed to scale up to more complex problems. In other studies, the com-
petition between efficient information transfer and wiring cost of the brain have
been suggested as sufficient evolutionary pressures for modularity (Clune et al.,
2013; Bullmore and Sporns, 2009). It was also suggested that selection for mini-
mal connection cost bootstrapped modularity, while MVG helped in maintaining
it (Clune et al., 2013).
Using multiple modules in practice is partly motivated by the existence of dif-
ferent subproblems, that may have different characteristics, promoting problem
decomposition and functional separation of tasks, that typically contribute to-
wards maintainability and ease of debugging. There are, however, difficulties that
surround applying modular neural networks to practical problems. First of all, do-
main decomposition into meaningful subproblems is usually difficult as the prob-
lems tackled by neural networks are usually poorly understood. Moreover, adding
modularity to a neural network tends to add a number of new hyperparameters
that need optimizing, such as the number of modules, the size of each module, and
the pattern of connectivity between modules. Another problem that arises with
multiple modules is how to integrate the output of different modules and how to
resolve any decision conflicts that might arise. We try to address these different
problems throughout this study. We discuss the issues surrounding domain de-
composition in subsection 3.1, where we show that problem decomposition can be
done implicitly or explicitly, and indicate how the process can be automated. Hy-
perparameter selection and associated issues are discussed in subsection 3.3, where
the different techniques for MNNs formation are presented. Integrating different
modules to solve the task at hand is further investigated in subsection 3.4.
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While the study of modularity has focused mainly on topology, which is indeed
the main property of modular structure, we expand our study of modularization
techniques to different levels of neural network design that can be exploited to
produce modular networks. In the following section, we discuss the different levels
of modular neural networks, and how different chains of techniques applied to such
levels can produce different MNN variants.
3 Modularization Techniques
The modularization of neural networks can be realized with different techniques,
acting at different levels of abstraction. A modularization technique is a technique
applied to one of these levels in order to introduce modularity to the network topol-
ogy. We present a taxonomy of such techniques that are categorized based on the
abstraction level they exploit to achieve modularity. We analyse each technique,
explaining the main rationale behind it, presenting its advantages and disadvan-
tages (Table 1) relative to other techniques and providing prominent use cases
from the literature. The main levels at which the modularization techniques act
are complementary. Consequently, to produce a modular neural network, a chain
of techniques, or chain of modularization, is used. A modularization chain (Fig. 2)
consists of a set of techniques (each one corresponding to a different level of the
neural network environment) used to produce a modular neural network. So, every
modularization chain corresponds to a particular type of MNN.
A modularization chain starts with partitioning the domain, however this is
optional as was mentioned earlier. Then, a modular topological structure is se-
lected for the model. After that, formation and integration techniques are selected
to build the model and integrate the different modules, respectively. So, for ex-
ample, if we need to develop an MNN for enhanced MNIST classification, then a
modularization chain would look like the following:
1. Domain: we may choose to augment the MNIST dataset by applying a cer-
tain image processing function to a copy of each image to extract specific
information, and then consider the original and processed images as different
subdomains.
2. Topology: here we may select a multi-path topology, where one path of the
network has the original image as input and the others have the processed
ones.
3. Formation: we may use an evolutionary algorithm to build the multi-path
topology, constraining it to have exactly two paths.
4. Integration: here we may integrate the outputs of each path into the final
system output, either through the evolutionary process itself, or as a post-
formation learning (or fine-tuning) algorithm.
The underlying concept in the example above is to use MNNs to integrate
different sources of information (i.e source and processed images) to improve clas-
sification performance. A similar concrete MNN application was investigated in
Ciregan et al. (2012); Wang (2015).
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Fig. 2. Modularization chain acting on the different levels of a neural network.
3.1 Domain
The domain refers to all of the information that is relevant to the problem and
is accessible to the neural network learning model. In other words, it consists of
the inputs and outputs that the system relies on for learning how to generalize
to unseen inputs. Focusing on the input side, one of the rationales behind do-
main modularization, is that some functions can be defined piecewise, with each
subfunction acting on a different domain subspace. So, instead of learning or ap-
plying the neural network model on all of the input space, domain modularization
aims to partition this space into a set of subspaces. Then, the modules of an
MNN, constructed by applying techniques at different modularization levels, can
be readily applied to each subdomain. So, for example, we may choose to parti-
tion temporal data according to the time intervals in which they were collected,
or partition spatial data according to the places in which they occurred like in
Vlahogianni et al. (2007). We refer to this kind of domain partitioning as sub-
spatial domain partitioning, because the individual data items are clustered into
multiple subspaces. Curriculum learning (Bengio et al., 2009, 2015) is a partic-
ular form of this partitioning, where the neural network is successively trained
on a sequence of subspaces with increasing complexity. Another kind is what we
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call feature or dimensional domain partitioning. In feature domain partitioning,
partitioning occurs at the level of a data instance, such that different subsets of
features or dimensions or transformations of these get assigned to different parti-
tions. Examples of this approach include the application of different filters to the
original images and processing each with different modules like in Ciregan et al.
(2012), and the autocropping of image parts to augment the data and thus improve
generalization (Zhang et al., 2014).
The domain is, conceptually, the most natural and straightforward level of
modularization. This is essentially because the domain defines the problem and
its constraints, so, a good modularization of the domain corresponds directly to
good problem decomposition. Decomposition of complex problems greatly sim-
plifies reaching solutions, facilitates the design and makes it more parallelizable
in both conception and implementation. In de Nardi et al. (2006), the problem
of replacing a manually designed helicopter control system by a neural network
couldn’t be tackled when a single MLP was trained to replace the whole system.
However, it was feasible by replacing the system components gradually. Moreover,
as it holds all the available information about the problem and its structure, it acts
as a very good hook for integrating prior knowledge, through the implementation
of modularity, that may be useful in facilitating problem solving. Prior knowl-
edge at the domain level is mainly a basis for problem decomposition, be it an
analytical solution, some heuristic or even a learning algorithm. For example, in
Babaei et al. (2010), the problem domain of predicting protein secondary struc-
ture was decomposed into two main groups of factors, namely: strong correlations
between adjacent secondary structure elements and distant interactions between
amino acids. Two different recurrent neural networks (RNNs) were used to model
each group of factors before integrating both to produce the final prediction. It is
also interesting to note that the domain is the only level of modularization that
can be absent, at least explicitly, from a modular neural network. In other words,
you can have a modular neural network that doesnt involve any explicit modu-
larization at the domain level, but this is not possible for the other levels. This
is mainly because domain decomposition is a kind of priming technique for mod-
ularity, in other words, it promotes modularity but is not a necessary condition.
Note that domain decomposition can still happen implicitly without intentional
intervention. As a simple example, it is well established in the machine learn-
ing literature that radial basis function (RBF) networks, and also non-linearities
in feedforward networks, are able to transform inputs that may be non-linearly
separable into linearly separable ones.
3.1.1 Manual
Manual domain modularization is usually done by partitioning the data into ei-
ther overlapping or disjoint subspaces, based on some heuristic, expert knowledge
or analytical solution. Theses partitions are then translated into a full modular
solution via different approaches throughout the modularization process.
The manual partitioning of input space allows for the integration of prior
knowledge for problems that are easily decomposable based on some rationale.
This knowledge-based integration can be done by defining partitions that corre-
spond to simple subproblems that can be addressed separately. Moreover, it gives
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fine control over the partitioning process that can be exploited to enhance perfor-
mance. This is contrary to automatic decomposition, which may be adaptive and
efficient, but as the rationale is latent and not directly observed, it is hard to tweak
manually for further enhancements. On the other hand, it raises the question of
what defines a good partition, a partition which corresponds to a well defined sub-
problem, that has isolated constraints and can be solved separately. Although the
domain is what characterises a problem’s solution, usually the relation between
decomposing the domain and obtaining a solution is not that straightforward. For
example, you may think of decomposing some input image to facilitate face recog-
nition. However, since the process of face recognition is not well understood, it is
not clear what decomposition is suitable. Is it segmentation of face parts or maybe
some filter transformation? (Chihaoui et al., 2016) Figuring this out analytically
is not feasible. The data generating process is often very complex and contains
many latent factors of variations, which makes the separation and identification
of those factors hard. A good partitioning requires a good prior understanding
of the problem and its constraints, which is rarely the case for machine learning
tasks, which generally rely on large datasets for the automatic extraction of the
underlying causal factors of the data.
One of the simplest subspatial partitioning schemas that arises naturally in
classification tasks is class partitioning. Class partitioning is the partitioning of
the domain based on the target classes of the problem. This is a straightfor-
ward approach which is built on the assumption that different classes define good
partitions. There are three main class partitioning schemes, namely OAA, OAO
and PAQ (Ou and Murphey, 2007). In the One-Against-All (OAA) (Anand et al.,
1995; Oh and Suen, 2002) scheme, the domain of K classes is partitioned into K
subproblems, where each subproblem is concerned with how to differentiate a par-
ticular class A from its complement, that is, all of the remaining classes which
are not A. One-Against-One (OAO) (Rudasi and Zahorian, 1991) partitions the
domain into
(
K
2
)
subproblems, with each subproblem concerned with differentiat-
ing one class from only one other class. A compromise between the two previous
schemes is P-Against-Q (PAQ) (Subirats et al., 2010), where each subproblem
aims to differentiate P number of classes from Q number of classes. OAO is the
most divisive of the three, which makes it the most computationally expensive,
assuming that each classifier’s complexity is the same. Whatever the scheme used,
the output of each module trained on a different subproblem can then be com-
bined with an integration technique to embody a particular MNN. More generally,
different modularization chains can be applied to the different subproblems, thus
resulting in different MNNs.
Class partitioning reduces classification complexity and can be seen as a divide-
and-conquer approach. If the partitioning results in several smaller datasets, and
assuming that the partitioning accurately reflects the problem’s underlying struc-
ture, then not only should the learning problem be easier, but the overall repre-
sentation learnt by the MNN should be more faithful to the underlying causes of
the data. In Bhende et al. (2008), classification of power quality into 11 classes
was done by class partitioning using the OAA technique. The MNNs were applied
after feature extraction using the S-transform, and the different modules were
integrated using a max activation function to produce the final output.
In Vlahogianni et al. (2007), a subspatial domain partitioning, that is not class
based, is used to train different modules on forecasting traffic volume at different
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road locations. In Aminian and Aminian (2007), an electronic circuit is decom-
posed into multiple subcircuits to facilitate fault detection by several neural net-
work modules. Feature domain partitioning is another form of manual partition-
ing, and is seen in Mendoza et al. (2009a,b) where edge detection using a fuzzy
inference system is done on target images to obtain edge vectors. Then different
neural networks are trained on parts of these vectors, and the network outputs
are combined using the Sugeno integral to produce the final classification results.
Sometimes, the feature domain partitions are just different transformations of the
data, with each transformation revealing different perspectives of the data. This
is realised in Ciregan et al. (2012); Wang (2015) where the input image together
with its transformations via different image processing functions are used as in-
puts into a modular Convolutional Neural Network (CNN), in order to enhance
classification performance.
3.1.2 Learned
Learned decomposition is the partitioning of the domain using a learning algo-
rithm. Problem domains are often not easily separable. This is closely related to
the problem of representation. If the domain can be manually decomposed into
an optimal set of subdomains, that is a set of subspaces that capture all of the
constraints of the problem compactly, this will significantly facilitate learning.
However, usually the data generating process of the domain involves many inter-
acting factors that are not readily observed. Problems like these typically require
learning algorithms to be applied both to the partitioning (explicitly or implicitly)
and the overall classification problem.
Learned decomposition facilitates the capturing of useful clustering patterns,
especially complex ones that are not tractable by human designers. This intractabil-
ity may stem from different sources like mathematical complexity or poorly un-
derstood problems. For example, the prediction of protein secondary and tertiary
structure is often a complex and poorly understood process, that may take tremen-
dous amounts of computational resources to simulate (Freddolino et al., 2008;
Allen et al., 2001). However, learning algorithms often add computational cost to
the overall process, since they typically involve adding an extra step for optimizing
the model responsible for the decomposition.
Because of the clustering nature of learned decomposition, the mainstream
approach involves applying unsupervised learning. In Ronen et al. (2002), fuzzy
clustering is used to dynamically partition the domain into regions, then a different
multilayer perceptron (MLP) is trained on each region, and finally, the MLP out-
puts are integrated using a Sugeno integral like method. Also, in Fu et al. (2001),
a technique called Divide-and-Conquer Learning (DCL) is used to partition the
domain whenever learning stalls. DCL acts by dividing training regions into easy
and hard sets using Error Correlation Partitioning (ECP) (Chiang and Fu, 1994),
which is based on optimizing a projection vector that separates data points ac-
cording to their training error, then different modules are trained on each region
and finally integrated using a gated network.
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Fig. 3. Different modular neural network topologies.
3.2 Topology
The topology of a network refers to how different nodes and modules within the
network connect with each other, in order to produce the overall structure of the
model. A neural network with a modular topology (Fig. 3) exhibits a structure
whereby nodes within a module are densely connected to each other, with sparse
connectivity between modules. This is topological modularity, whereas functional
modularity emerges when each topological module can be assigned a sub function
of the whole task addressed by the neural network model. Topological modularity
is a necessary, but not sufficient, condition of functional modularity. Without a
learning algorithm that promotes functional modularity, topological modularity is
not guaranteed to give rise to functional specialisation.
Neuroscience research sheds light on the modular topology of the nervous sys-
tem. Neural circuitry in the brain is organized into modules at different levels of
granularity, from cortical columns and neuronal nuclei to the whole anatomical
areas of the brain’s macro structure. It has been suggested in different works that
the modularity of the brain arises from selection for evolvability and minimization
of connection cost (Bullmore and Sporns, 2009; Clune et al., 2013).
Although the early inspiration for neural networks was the brain, artificial neu-
ral network research has mostly deviated from biological research. However, there
are still occasional insights taken from biology (e.g. deep networks and convolu-
tional structures, to name a few impactful examples) with the usual caveat that
the aim is not to closely mimic the brain, but to solve real world problems in
effective ways regardless of the source of the core ideas. So, although topological
modularity is inspired by the brain’s modular structure, it has metamorphosed
into different forms that better suit the ANN domain.
The formation and learning of monolithic neural networks are hard problems.
This is especially true with very deep neural networks. Deep learning faces several
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problems like overfitting, vanishing gradients and spatial crosstalk. Good topo-
logical modularization acts as a kind of regularization relative to highly con-
nected monolithic networks. Some forms of modular topologies (Larsson et al.,
2016; He et al., 2016; Srivastava et al., 2015) provide shortcut paths for gradient
flow which help to alleviate vanishing gradients. Moreover, the sparse connectivity
of modules reduces spatial crosstalk.
One of the main problems with monolithic networks arises when something
wrong occurs. In the vast majority of cases, neural networks are considered black
box models. As such, it is usually unrealistically hard to decipher how a neural
network makes its predictions. This stems mainly from a neural network’s dis-
tributed representations, where nodes are tightly coupled, making separation of
functions infeasible even in theory. This makes debugging and fixing deviations
in behaviour very difficult. Topological modularity, especially if accompanied by
functional modularity, can be exploited to localize functional errors so that more
investigations may reveal possible solutions. In the case of full functional modu-
larity, there are still distributed representations associated with different modules,
however, since modules themselves are loosely coupled, this separation of concerns
makes localizing deviation in some sense realistic.
3.2.1 Highly-Clustered Non-Regular (HCNR)
HCNR topology is a modular topology with non-regular and dense within-module
connections, and sparse connectivity between different modules. Non-regularity
here roughly means that the overall topology cant be described by a template
with repeating structures. This makes the topology generally hard to compress.
Elements from graph theory can be used to formalize this notion using measures
like characteristic path length and clustering coefficient (Watts, 1999). Aside from
high clustering, HCNR doesnt have to exhibit properties such as the short average
path length of small world (SW) networks. Thus, the broader category of HCNR
includes small world topologies as special cases.
Biology has shown significant interest in small world networks as increasing
evidence suggests that many biological systems including genetic pathways, cel-
lular signalling and brain wiring, exhibit small world topology. The evolutionary
origins of the brain’s modular structure is still controversial, but some hypotheses
have been suggested. In Kashtan and Alon (2005), it was suggested that evolution
under a Modularly Varying Goals (MVG) environment yields modular structure.
An MVG environment changes modularly, in the sense that the environmental
goal varies through time, but each goal is comprised of the same common set
of subgoals. A biological example is chemotaxis towards nutrients. The process of
chemotaxis involves the same set of intermediate goals, like sensing, computing mo-
tion direction and moving, that are independent of the target nutrient. In another
hypothesis (Clune et al., 2013) it was suggested that modularity is bootstrapped
by a pressure for minimizing costs pertaining to neuronal connections, and is then
maintained by selection for evolvability. Random networks tend to have high con-
nection cost due to dense connectivity, which is not the case in the brain’s neural
circuitry, which exhibits economical functional networks (Achard and Bullmore,
2007). Having a modular structure promotes evolvability, as accumulative evolu-
tionary changes tend to be local in effect without disrupting other functions.
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In the context of artificial neural networks, the sparse connectivity of HCNR
and average short path of its special case SW, reduce computational complexity
compared to monolithic networks, whilst maintaining information transfer effi-
ciency. However, due to their structural complexity, analysing and adapting these
types of networks to real world problems is hard and raises several technical diffi-
culties. How many nodes should be in each module? Should module node counts
vary? How much connectivity is allowed within a module? And what connection
sparsity between modules is sparse enough? Also, formation of this network type
is done either by modifying a regular lattice (Bohland and Minai, 2001), which
is hard to adapt to all machine learning tasks, or via evolutionary algorithms
(Huizinga et al., 2014; Verbancsics and Stanley, 2011; Garcia-Pedrajas et al., 2003;
Mouret and Doncieux, 2009, 2008), which are lengthy and computationally expen-
sive. The adoption of these two approaches, especially evolutionary algorithms, is a
direct consequence of the previously mentioned difficulties and lack of good general
engineering practices for HCNR.
The work done in Bohland and Minai (2001) shows that an SW topology can
approach the performance of random networks for associative memory tasks, with
less connectivity than random networks, implying that associative memories can
benefit frommodularity. This network was constructed by rewiring a regular lattice
randomly. The work by Bohland and Minai (2001) shows that performance is not
only about the quantitative nature of connectivity (i.e number of connections),
but also about its qualitative nature (i.e how these connections are placed).
Evolutionary approaches for HCNR are either based on direct connection cost
regularization, or the coevolution of modules. Both approaches tend to be bio-
logically inspired, with connection cost regularization corresponding to the pres-
sure of minimizing brain wiring, and coevolution inspired by species coevolution,
where in this case each module is considered a different species. The evolutionary
approach in Huizinga et al. (2014); Verbancsics and Stanley (2011) made use of
the connection regularization studied in biological neural networks (Clune et al.,
2013; Bullmore and Sporns, 2009) to promote HCNR modularity in the resulting
model, which led to better performance on modular regular problems such as the
retina problem. Another evolutionary approach relies on the cooperative coevolu-
tion model where modules are dependently co-evolved and their fitness is evaluated
based on each module’s performance and how well each module cooperates with
other modules. COVNET (Garcia-Pedrajas et al., 2003), for example, achieved
better results in some classification problems, like the Prima Indian and Cleve-
land Clinic Foundation Heart Disease datasets. COVNET also showed robustness
to damage in some network parts.
3.2.2 Repeated Block
This topology of modular neural networks is essentially a structure of repeated
units or building blocks connected in a certain configuration. The building blocks
dont have to be exact clones of each other, but they are assumed to share a gen-
eral blueprint. The idea of global wiring schema in neural networks has its roots in
biological studies and it is the underlying principle of the famous neuroevolution
algorithm, HyperNEAT (Stanley et al., 2009). In Angelucci et al. (1997) it was
shown that retinal projections in ferrets, normally relayed to the Lateral Genic-
ulate Nucleus (LGN), when rewired to the Medial Geniculate Nucleus (MGN),
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normally a thalamic relay in the auditory pathway, led the MGN to develop eye-
specific regions. Also, mammalian cortex is considered to be composed of repeating
columnar structure (Lodato and Arlotta, 2015). These and other lines of evidence
support the notion of a global mechanism of wiring and learning in the brain.
In the artificial realm, repeated block structure allows for easier analysis and
extensibility of neural networks. On the theoretical level and due to the high
regularity of these topologies, a very large structure can be described by a few
equations. For example, a recursive structure like FractalNet (Larsson et al., 2016),
can be described by a simple expansion rule. Also, due to regularity, scaling the
capacity of these topologies tends to be very natural. We provide a taxonomy of
repeated block topologies based on how the repeated units are wired together.
3.2.2.1 Multi-Path Multipath topology refers to neural networks with multiple
semi-independent subnetworks connecting network inputs to outputs. In Kien Tuong Phan et al.
(2015); Phan et al. (2016, 2017) this topology is named Parallel Circuits (PCs),
which are inspired by the microcircuits in the retina (Gollisch and Meister, 2010).
The retina is believed to be of significant computational importance to the visual
pathway, not just a simple informational relay. In other words, it has been shown
that the retina does perform complex computational tasks, such as motion analysis
and contrast modulation, and delivers the results explicitly to downstream areas.
Moreover, these microcircuits have been shown to exhibit some sort of multipath
parallelism, embodied by semi-independent pathways involving different combina-
tions of photoreceptor, horizontal, bipolar, amacrine and retinal ganglion cells.
The separation of multiple paths allows for overall network parallelization,
contrary to network expansion in terms of depth, where deeper layers depend on
shallower ones, which makes parallelization problematic. Also, as in Ort´ın et al.
(2005); Wang (2015), each path can be assigned to a different input modality
which allows for modal integration. This resembles brain organization where dif-
ferent cortical areas process different modalities, and then different modalities
get integrated by association areas. However, the introduction of multiple paths
adds uncertainty in the form of new hyperparameters (e.g. numbers and widths
of paths), which if to be determined empirically, often requires a phase of pre-
optimization. Moreover, aside from obvious links to ensemble theory, as of yet
there is no detailed theoretical justification for multiple paths. Why do empiri-
cal experiments show improved generalization performance (Phan et al., 2016) of
multipath over monolithic topologies? Does width (in terms of number of paths)
promote problem decomposition just like depth promotes concept composition? To
date there are no mature gradient-based learning algorithms to fully exploit the
parallel circuit architecture, and which are likely to explicitly promote automatic
task decomposition across paths.
In Kien Tuong Phan et al. (2015); Phan et al. (2016, 2017), a multipath ap-
proach with shared inputs and outputs is shown to often exhibit better general-
ization than monolithic neural networks. Crucial to this improvement, was the de-
velopment of a special dropout approach called DropCircuit, where whole circuits
are probabilistically dropped during training. In another approach (Guan and Li,
2002), called output parallelism, the inputs are shared between paths, while each
path has a separate output layer. This technique can be applied when the output is
easily decomposable. A very related approach can be found in Goltsev and Gritsenko
(2015), where a central common layer is connected to multiple paths, each used
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for a different output class. On the other hand, the work in Wang (2015) enhances
CNNs by allowing for two paths, one with the source image as input, and the
other with a bilateral filtered version of it. In bilateral filtering, each pixel value
is replaced by the average of its neighbours, taking into account the similarity be-
tween pixels, so that high frequency components can be suppressed while edges are
preserved. The integration of images preprocessed in different ways facilitates the
capturing of more useful features. This is motivated by the observation that con-
volution and pooling operations extract high frequency components, which causes
simple shapes and less textured objects to gradually disappear. Bilateral filtering
of one of the input images tends to suppress high frequency components, which
allows the network to capture both simple and complex objects. The multi-path
concept can be integrated with other topologies, as in Xie et al. (2016) where
ResNetXt enhances ResNet’s sequential topology by introducing modules that
have multi-path structure.
3.2.2.2 Modular Node A modular node topology can be viewed as a normal mono-
lithic feedforward neural network, where each node is replaced by a module consist-
ing of multiple neurons. This expansion is computationally justified by replacing
a single activation function depending on one weight vector, by a collection of
functions or a function depending on multiple weight vectors. This has the effect
of increasing the computational capability of the network, while maintaining a rel-
atively small number of model parameters. Moreover, the regularity and sparsity
of such a structure, combined sometimes with restricting weights to integer values,
can be suitable for hardware realizations (Sang-Woo Moon and Seong-Gon Kong,
2001). On the other hand, this requires additional engineering decisions, like choos-
ing the number of module neurons, how they are interconnected and what activa-
tion functions to use.
A special case of this topology is hierarchical modular topology, which con-
sists of modules at different topological scales, where a higher level module is
composed of submodules, each of which is composed of submodules, and so on.
Hierarchical modularity is known to exist in brain networks (Wang et al., 2011;
Kaiser and Hilgetag, 2010), other biological networks and Very Large-Scale Inte-
gration (VLSI) electronic chips (Meunier et al., 2010). It has been argued that this
form of modularity allows for embedding a complex topology in a low dimensional
physical space.
In Sang-Woo Moon and Seong-Gon Kong (2001); Wei Jiang and Seong Kong
(2007); Phyo Phyo San et al. (2011) modular node topology is realized by replac-
ing the nodes of a feedforward network by a two dimensional mesh of modules,
with modular units each consisting of four neurons. The four neurons can be con-
nected in four different configurations. This network, called Block-Based Neural
Network (BBNN), was shown to be applicable to multiple tasks including pat-
tern classification and robotic control, even when its weights were restricted to
integer values. Another modular network called Modular Cellular Neural Network
(MCNN) (Karami et al., 2013) exhibits similar array like arrangement, where nine
modules are arranged in a grid. A module in MCNN is composed of another grid
of dynamic cells, where each cell is described by a differential equation. MCNNs
were applied to texture segmentation successfully and benchmarked to other algo-
rithms on the problem of edge detection. Another realization of this topology can
be found in the Local Winner-Take-All (LWTA) network (Srivastava et al., 2013),
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where each node of a feedforward neural network is replaced by a block, each con-
sisting of multiple non interconnected neurons. The network operates by allowing
only the neuron with the highest activation in a block to fire, while suppressing
other neurons. The block output is
yi = g(h
1
i , h
2
i , ..., h
n
i ) (2)
where g(.) is the local interaction function and hji is the activation of the
jth neuron in block i. This is mainly inspired by the study of local competition in
biological neural circuits. Network In a Network or (NIN) models (Lin et al., 2013)
are the modular node equivalents of CNNs, where each feature map is replaced by
a micro MLP network, to allow for high-capacity non-linear feature mapping. The
output of a single micro MLP is
f l
i,j
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where (i, j) are indices of the central pixel location, l is the index of the MLP
layer and W and b are the weights and bias, respectively. It is also interesting that
the long short-termmemory (LSTM) architecture (Hochreiter and Urgen Schmidhuber,
1997), the famous recurrent neural network (RNN), has a modular node struc-
ture, in which each node is an LSTM block. LSTM has shown state-of-the-art
results in sequence modeling and different real-world problems (Stollenga et al.,
2015; Eyben et al., 2013; Soutner and Mu¨ller, 2013). Moreover, Hierarchical Re-
current Neural Networks (HRNN), which are typically realised using LSTM or its
simplification, the Gated Recurrent Unit (GRU), implements hierarchical modular
topology, where the first hidden layer is applied to input sequentially and the layer
output is generated every n number of inputs, which is then propagated as input
to the next layer and so on. Hence, the main difference between HRNNs and classic
RNNs is that, for the former, hidden layer outputs are generated at evenly spaced
time intervals larger than one. HRNNs have been used for captioning videos with a
single sentence (Pan et al., 2016) and with a multi-sentence paragraph (Yu et al.,
2016), and for building end-to-end dialogue systems (Serban et al., 2016).
CapsNet was introduced in Sabour et al. (2017), which is mainly a vision-
centric neural network that attempts to overcome the limitations of CNNs. The
main rationale behind CapsNet is representing objects using a vector of instanti-
ation parameters that ensures equivariance with different object poses. CapsNet
can be thought of as an ordinary CNN, in which each node is replaced by a vector-
output module. The output of such a modular node in CapsNet is calculated as
vj =
||sj ||
2
1 + ||sj ||
2
sj
||sj||
(4)
where sj is the node input and is calculated as
sj =
∑
i
cijuˆj|i, uˆj|i = Wijui (5)
where ui is the output of a unit i from the previous layer,Wij is a transforma-
tion matrix and cij is a coupling coefficient. Coupling coefficients are calculated
through a routing softmax as
cij =
ebij∑
k e
bik
(6)
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where bij is a log prior probability which is initialized to zero and updated
following the rule
bij ← bij + uˆj|i.vj (7)
This is called routing-by-agreement and acts to increase contributions from
lower layer capsules that make good predictions regarding the state of a higher
level capsule.
3.2.2.3 Sequential Sequential topology consists of several similar units connected
in series. The idea of composition of units has its roots in deep learning. Deep
networks arise when multiple layers are connected in series. This allows for deep
composition of concepts, where higher level representations are composed from
lower level ones. The difference here is that the composed units consist of whole
modules. But with added depth, convergence and generalization can become in-
creasingly difficult, and one must therefore resort to tricks like dropout and batch
normalization to make learning feasible. Moreover, there has been recent criticism
of very deep networks based on the question of whether this extreme depth is re-
ally necessary (Ba and Caruana, 2014; Veit et al., 2016), specially given that the
brain can do more elaborate tasks with far fewer layers.
Inception networks (Szegedy et al., 2015, 2016) and Xception networks (Chollet,
2016) (built from an extreme version of an inception module), are essentially a se-
quential composition of multi-path convolutional modules. Highway networks were
introduced in Srivastava et al. (2015) and can be seen as a sequentially connected
block of modules, where each module output consists of the superposition of the
layer output and layer input, weighted by two learning functions called the trans-
form gate and carry gate respectively. The output of a single layer in a highway
network can be modelled as
y = H(x,WH).T (x,WT ) + x.C(x,WC) (8)
where H is the layer activation function, T is the transform gate and C is the
carry gate. These two gates learn to adaptively mix the input and output of each
module, acting as a regulator of information flow. A similar idea can be found in
He et al. (2016) where a special case of highway networks called residual networks
consists of the same structural unit but with both gates set to the identity function.
This makes the residual layer output
y = H(x,WH) + x (9)
This is motivated by simplifying the learning problem and enforcing residual
function learning. Interestingly, the LSTM network, whose modular node topology
was discussed above, exhibits a temporal form of sequential topology, where each
LSTM block feeds its output to itself through time. So, expanding the LSTM block
in time results in a temporal sequential topology, where the output of the LSTM
block from the previous time step is considered as an input to the LSTM block in
the current time step.
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3.2.2.4 Recursive Networks with recursive topology exhibit nested levels of units,
where each unit is defined by earlier units in the recursion. Usually, all of the
units are defined by the same template of components wiring. Recursion has a
long history and is considered to be a key concept in computer science. Although
recursive problems can be solved without explicit recursion, the recursive solu-
tion is a more natural one. In theory an infinite structure can be defined in one
analytical equation or using a simple expansion rule. Due to their recursive struc-
ture, networks with recursive topology are readily adaptable to recursive problems
(Franco and Cannas, 2001). Recursion also allows for very deep nesting while still
permitting short paths, sometimes called information highways (Larsson et al.,
2016) that facilitate gradient back-propagation and learning. However, as men-
tioned earlier, excessive depth is criticised by some researchers and its necessity is
becoming increasingly debatable.
FractalNet introduced in Larsson et al. (2016) exploits recursive topology to
allow for very deeply nested structure that is relatively easy to learn despite its
significant depth. It is inspired by the mathematically beautiful self-similar fractal,
where going shallower or deeper in structure yields the same topology schema. It
is defined as
fC+1(x) = [(fC ◦ fC)(x)]⊕ [conv(x)] (10)
where C is the fractal index, ◦ means composition and ⊕ is a join operation.
It is supposed that the effectively shorter paths for gradient propagation facilitate
learning and protect against vanishing gradients. In Franco and Cannas (2001) the
parity problem was decomposed recursively and a recursive modular structure was
adapted for its solution. Also in this work on the parity problem, it was shown
that generalization was systematically improved by degree of modularity, however,
it was not obvious if that was a general conclusion applying to all problems.
3.2.3 Multi-Architectural
A multi-architectural topology consists of a combination of full network architec-
tures, integrated together via a high-level and usually simple algorithm. Frequently,
it is characterized by each component network having its separate output. The
different architectures used may be similar (i.e homogeneous) or different (i.e het-
erogeneous). Architectural differences include, but are not limited to, differences
in wiring scheme and activation functions. As different network architectures have
different strengths and weaknesses (and make different errors), the integration is
usually trying to exploit this diversity in order to achieve a more robust collective
performance. Even when networks are similar, diversity can still be achieved since
random initialization and stochastic learning makes each network converge differ-
ently. However, this usually entails training multiple architectures, which is time
consuming and computationally expensive.
In Ciregan et al. (2012), a homogeneous model is used where similar CNNs are
trained on different types of pre-processing of the same image and their outputs are
integrated by averaging. In Yu et al. (2018), a referring expression is decomposed
into three components, subject, location and relationship, where each component is
processed using a separate visual attentionmodule, which is essentially a CNN, and
then the outputs of the different modules are combined. In Babaei et al. (2010), a
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heterogeneous model consisting of two different RNNs, each modeling different pro-
tein structural information, is applied to predicting protein secondary structure.
In Zhang et al. (2016), a modular deep Q network is proposed to facilitate trans-
ferring of a learnt robotic control network from simulation to real environment. By
modularising the network into three components, namely perception, bottleneck
and control modules, the perception training can be done independently from the
control task, while maintaining consistency through the bottleneck module acting
as an interface between the two other modules. In Shetty and Laaksonen (2015);
Yu et al. (2016); Pan et al. (2016) heterogeneous models of CNNs and RNNs are
used for video captioning, where one or more CNNs are used for extracting fea-
tures, which are used as inputs to RNNs for generating video captions. Genera-
tive Adversarial Networks (GANs) and their variants (Kim et al., 2017) are also
multi-architectural in nature. Another interesting example is the memory network
(Weston et al., 2014), where multiple networks are composed end-to-end around
a memory module to allow for the utilisation of past experiences. Essentially, a
memory network is composed of a memory and four components, namely, I, G,
O and R. I is the input network that translates the raw input into an internal
representation I(x). G stands for generalization and it is responsible for updating
memory based on the new input
mi = G(mi, I(x),m) (11)
where i is the index of the memory cell. After the memory is updated, another
module, O, computes the output features based on the new input and the memory
o = O(I(x),m) (12)
and finally, the R module converts the output features into the desired format
r = R(o) (13)
3.3 Formation
Formation refers to the technique used to construct the topology of the neural
network. Manual formation involves expert design and trial and error. In manual
formation, the human designer is guided by analytical knowledge, several heuris-
tics and even crude intuition. Because of the difficulty and unreliability of manual
formation, and a general lack of understanding of the relation between problems
and the models they require, automatic techniques have been devised. Arguably
the most popular automatic techniques are evolutionary algorithms, where the
structure of the network is evolved over multiple generations, based on a fitness
function that evaluates which individuals are more adapted. Another set of au-
tomatic formation algorithms constitute the learned formation category, where a
learning algorithm is used not only for parameter (e.g. connection weight) opti-
mization, but also for structure selection. Learned formation can be categorized
into constructive and destructive algorithms (Garcia-Pedrajas et al., 2003). In con-
structive learned formation, the algorithm starts with a small model, learns until
the performance stalls, adds components to expand capacity and iterates again.
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Destructive learned formation algorithms start with a big model that overfits, then
iteratively remove nodes until the model generalizes well.
In order to form a modular neural network, one of these construction ap-
proaches needs to be modified in order to take modularization into account. With
manual formation, it is in principle straightforward to modularize, where instead
of designing a monolithic network, different modules are designed and combined
to build an MNN. On the other hand, while standard evolutionary algorithms can
produce modular structure, they are usually modified using techniques like coop-
erative coevolution, given that the latter are generally seen to be more effective for
evolving modular structure. In the case of learned formation, learning algorithms
usually take modularity explicitly into account. So, the machine learning task be-
comes that of learning both modular structure and the parameters (e.g. weights)
of that structure. A variant of learned formation, which we call implicit learned
formation, is a learning algorithm that is implicitly sampling or averaging from a
set of modules, so that the overall effective structure of the network can be seen
as a modular one.
3.3.1 Manual
In manual formation, modular networks are built by manual design and composi-
tion of different modules. This type of formation provides useful opportunities for
integrating good engineering principles and prior knowledge of the target problem
into the modular neural network. For example, in Babaei et al. (2010), the system
for predicting protein secondary structure is formed from two RNN modules that
model two different aspects of the process, namely, short and long range interac-
tions. Fine control over what to include or exclude from the model can lead to
a robust combination of well performing components. However, regardless of how
this sounds theoretically plausible, limited understanding of the underlying struc-
tures of most real-world problems and limited, to date, research into good neural
modularization practices, make this hard in practice.
In de Nardi et al. (2006), different modules are manually composed together
to implement a helicopter control system, based on the practices of human de-
signed ProportionalIntegralDerivative (PID) controllers. The PID components are
replaced progressively by their neural network counterparts, until the whole control
is done by the MNN. More formally in Guang-Bin Huang (2003), analytical in-
troduction of modular layers into feedforward neural networks allows for reducing
the number of nodes required to learn a target task. This is a case that shows how
good engineering could be integrated, through formal analysis, into the formation
of modular neural networks.
3.3.2 Evolutionary
Evolutionary algorithms represent the current state of the art in formation meth-
ods for modular neural networks. This is clearly biologically inspired by the neu-
roevolution of the brain, which is shown to be highly modular both in topology
and functionality (Aguirre et al., 2002; Bullmore and Sporns, 2009). Aside from
biological inspiration, evolving modular structure has gained momentum as an
effective approach to modularity formation, partly because of a lack of fundamen-
tal learning principles supporting artificial neural modularity. Adapting evolution
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to the problem of modularity formation, through connection cost regularization
(Huizinga et al., 2014) or cooperative coevolution (Garcia-Pedrajas et al., 2003),
partly delegates the problem of choosing modularity-related hyperparameters, such
as the number and structure of modules, or connection schema, to a fitness func-
tion. Furthermore, evolutionary algorithms are the only fitness-based approach
to producing HCNR topology, whereas other methods rely on random modifica-
tions to regular networks. On the down side, as already mentioned, evolutionary
algorithms tend to be computationally expensive.
In Garcia-Pedrajas et al. (2003), COVNET was introduced, which is a modu-
lar network formed using a cooperative coevolutionary algorithm. Every module
is called a nodule, and is defined as a set of neurons that are allowed to connect to
each other and to input/output nodes, but are not allowed to connect to neurons
in other nodules. Every nodule is selected from a genetically separated population
and different nodules are combined together to form individuals of the network
population. To achieve cooperative coevolution, it is not sufficient to assign fitness
values to networks, but it is also necessary to assign fitness values to nodules.
The fitness of a network is straightforward, where obviously it corresponds to
how well the network performs on its target task. The fitness assignment of nod-
ules must enforce: (1) competition, so that different subpopulations dont converge
to the exact same function, (2) cooperation, so different subpopulations develop
complementary features and (3) meaningful contribution of a nodule to network
performance, such that poorly contributing nodules are penalized. In COVNET, a
combination of different measures is used to satisfy these criteria. Substitution is
used to promote competition, where the best k networks are selected and a nodule
a is replaced by a nodule b from the same subpopulation; then the networks fit-
nesses are recalculated, and nodule a is assigned fitness proportional to the average
difference between the network fitnesses with nodule a and the network fitnesses
with the substitution nodule b. Difference is used to promote cooperation between
nodules by promoting competition between nodule subpopulations, so that they
don’t develop the same behaviour. Difference is done by eliminating a nodule a
from all the networks where it is present, then recalculating network fitnesses;
then the nodule is assigned fitness proportional to the average difference between
fitnesses of the networks with the nodule and the networks without it. Finally, best
k is used to assess the meaningful contribution of a nodule, where nodule fitness
is proportional to the mean of the fitnesses of the best k networks. This has the
effect of rewarding nodules in the best performing networks, whilst not penalizing
a good nodule in a poor performing network.
Promoting modularity through connection cost minimization (Huizinga et al.,
2014) is biologically inspired as evidence suggests that the evolution of the brain,
guided by the minimization of wiring length, besides improving information trans-
fer efficiency, produces modular structure (Clune et al., 2013; Bullmore and Sporns,
2009). In Hu¨sken et al. (2002), modularity emerges through evolution by selection
pressure for both fast and accurate learning. In Di Ferdinando et al. (2001), a
modular multi-path neural network was evolved for solving the what and where
task of identifying and localizing objects using a neural network. In another type
of approach, modules are used as substrates for evolutionary algorithms. For ex-
ample, in Braylan et al. (2015) pre-learned networks (modules) were combined
using evolutionary algorithms, in an attempt to implement knowledge transfer.
In Calabretta et al. (2000), evolution was implemented using a technique called
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duplication-based modular architecture, where the architecture can grow in the
number of modules by mutating a set of special duplicating genes. In Miikkulainen et al.
(2017) a population of blueprints, each represented by a graph of module point-
ers, was evolved using CoDeepNEAT, alongside another population of modules,
evolved using DeepNEAT, an algorithm based on NEAT (Stanley and Miikkulainen,
2002), to develop deep modular neural networks. CoDeepNEAT seems to be a gen-
eralization of a previous algorithm called ModularNEAT (Reisinger et al., 2004),
where modules are evolved using classic NEAT and blueprints are shallow specifi-
cations of how to bind modules to the final network input and output.
In Fernando et al. (2017), an interesting approach to evolutionary formation
is introduced, where only some pathways in a large neural network composed
of different modules are trained at a given time. The aim is to achieve multi-task
learning. The pathways are selected through a genetic algorithm that uses a binary
tournament to choose two pathways through the network. These pathways are
then trained for a number of epochs to evaluate their fitness. The winner genome
overwrites the other one and gets mutated before repeating the tournament. At
the end of the training for some task, the fittest pathway is fixed and the process
is repeated for the next task.
3.3.3 Learned
Learned formation is the usage of learning algorithms to induce modular structure
in neural networks. Learned formation attempts to integrate structural learning
into the learning phase, such that the learning algorithm affects network topology
as well as parameters. We identified two variants of learned formation in the lit-
erature. Explicit learned formation uses machine learning algorithms to promote
modularity, predict the structure of modular neural networks and specify how
modules should be wired together. On the other hand, implicit learned formation
corresponds to learning algorithms that implicitly sample from multiple modules
during training, although during the prediction phase, the network is explicitly
monolithic whilst effectively simulating a modular network. Learned formation,
just like evolutionary formation, allows for dynamic formation of modules. More-
over, as mentioned above, it can effectively sample from a large set of models,
which is why it is often referred to as effectively implementing ensemble averag-
ing (Srivastava et al., 2014; Huang et al., 2016; Singh et al., 2016; Larsson et al.,
2016). The main disadvantage for dynamic algorithms like these is added compu-
tational overhead. Also, for implicit learned formation, the network is still densely
connected and therefore computationally expensive, and modules are generally
sampled randomly without any preference for better modules.
In Andreas et al. (2016a,b); Hu et al. (2016), which exemplifies recent work
on explicit learned formation, the problem of relating natural language to images
was addressed. A set of modular blocks, each specialised in a certain function
(e.g. attention and classification), were used as building units of a modular neu-
ral network, where different dynamic techniques were applied to assemble units
together into an MNN that was capable of answering complex questions about
images and comprehending referential expressions. For example, in Andreas et al.
(2016b), two distributions were defined: (1) layout distributions, defined over pos-
sible layouts/structures of the network and, (2) execution model distributions,
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defined over selected model outputs. The overall training was done end-to-end
with reinforcement learning.
One of the most well known implicit learned formation techniques is dropout
(Srivastava et al., 2014). Dropout acts by dropping random subsets of nodes dur-
ing learning, as a form of regularization that prevents interdependency between
nodes. Dropout is effectively sampling from a large space of available topologies
during learning, because each learning iteration acts on a randomly carved sparse
topology. In the prediction phase, networks are effectively averaging those random
topologies to produce the output. Stochastic depth (Huang et al., 2016) is another
dropping technique used in training residual networks, which acts by dropping the
contribution of whole layers. Swapout (Singh et al., 2016) generalizes dropout and
stochastic depth, such that it is effectively sampling from a larger topological space,
where a combination of dropping single units and whole layers is possible. DropCir-
cuit (Phan et al., 2016, 2017) is another related technique, which is an adaptation
of dropout to a particular type of multipath neural network called Parallel Circuits.
In this technique, whole paths are randomly dropped, such that learning iterations
are acting on random modular topologies. This effectively corresponds to sam-
pling from a topological space of modular neural networks. Blundell et al. (2015)
introduced Bayes by Backprop, a learning algorithm that approximates Bayesian
inference which is, as applied to a neural network, the sum of the predictions made
by different weight configurations, weighted by their posterior probabilities. This
is essentially an ensemble of an infinite number of neural networks. As this form
of expectation is intractable, it is approximated using variational learning, using
different tricks such as Monte Carlo approximation and a scale mixture prior.
3.4 Integration
Integration is how different module outputs are combined to produce the final
output of the MNN. Integration may be cooperative or competitive. In cooperative
integration, all the MNN modules, contribute to the integrated output. On the
other hand , competitive integration selects only one module to produce the final
output. The perspective of integration is different from that of formation, where
the latter is concerned with the processes that gives rise to modular structure, and
the former is concerned with the structures and/or algorithms that use different
modules in order to produce model outputs. Integration is a biologically inspired
theme of brain structure, where hierarchical modular structures work together to
solve a continually changing set of complex and interacting environmental goals.
3.4.1 Arithmetic-Logic
Arithmetic-Logic (AL) integration corresponds to a set of techniques that combine
different modules through a well-defined algorithmic procedure, combining math-
ematical operators and logic. For problems that can be described using a sequence
of algorithmic steps, this is the simplest and most straightforward approach, and
is the most natural hook for integrating prior knowledge. It is worth mention-
ing that while the relation between steps needs to be algorithmically defined, the
computation of the steps themselves is not necessarily well-defined. For example, a
car control system may want to steer away from an obstacle once it has identified
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one. The relation between identification and steering away is AL-defined, while the
identification of obstacles is not generally algorithmically defined. Moreover, AL
integration allows for module decoupling, where each module has its well-defined
interpretable output, which further makes debugging easy. However, in machine
learning tasks, due to our limited understanding of problem domains and corre-
sponding data generating processes, it is rarely the case that problems can easily
be decomposed into AL steps.
In Gradojevic et al. (2009), multiple neural networks were logically integrated,
where each network was trained on only a part of the input space, and the output
was integrated at the prediction phase by selecting the network that corresponded
to the input subspace. This is a competitive integration type scheme. A more com-
plex integration was done in de Nardi et al. (2006), where neural network compo-
nents for a helicopter control system were cooperatively integrated based on the
AL of a hand designed PID controller. In Wang et al. (2012), two CNNs, one be-
ing a text detector and the other a character recognizer, were logically integrated,
where the detector determined image locations containing text and the recognizer
extracted text given these locations. In Eppel (2017), the recognition of the parts
of an object was done in two steps, where in the first step, a CNN was used to
segment the image to separate the object from its background, then in the second
step another CNN was applied to the original image and the segmentation map
to identify the object parts.
3.4.2 Learned
Learned integration consists of the composition of modules through a learning al-
gorithm. Here, learning is concerned with how to optimally combine modules in
order to obtain the best possible performance on the target problem. Composing
modules to solve a certain problem is not straightforward, involving complex inter-
actions between modules. Using learning algorithms in modular integration helps
to capture useful complex relationships between modules. Even when subproblems
are readily composable into a final solution, learning algorithms can find short-
cuts that can help formulate more efficient solutions. However, the introduction
of learning can result in unnecessary computational overhead, and can give rise to
tightly coupled modules, often leading to overfitting and harder debugging. A very
common type of learned integration is synaptic integration, where different mod-
ules are combined together by converging to a common parametric layer, which
determines, through learning, the contribution of each module to the final output.
In Almasri and Kaluarachchi (2005), several neural network outputs were in-
tegrated together, to predict nitrate distribution in ground water, using a gating
network. A gating network is a very common integration technique, where a spe-
cialised network is used to predict a vector of weights, which is used to combine
the outputs of different experts (i.e networks). In Zheng et al. (2006), a Bayesian
probability model was used to combine MLP and RBF network predictions based
on how well each module performed in previous examples. This Bayesian model
tended to give more weight to the module that performed better on previous exam-
ples in a certain target period of prediction. Fuzzy logic has also been used as a tool
for learned integration (Melin et al., 2007; Hidalgo et al., 2009). In Mendoza et al.
(2009a,b); Melin et al. (2011) an image recognition MNN was proposed where dif-
ferent neural networks were trained on part of the edge vector extracted from
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the target image. Fuzzy logic was then used to integrate different neural network
outputs by assessing the relevance of each module using a fuzzy inference sys-
tem and integrating using the Sugeno integral. Synaptic integration was done in
Anderson et al. (2016), with the aim of achieving transfer learning on a small
amount of data. A set of untrained modules were added to a pretrained network
and integrated by learning while freezing the original network weights. In another
work (Terekhov et al., 2015), a similar approach utilized synaptic integration for
multi-task learning, where an initial network was trained on some task, followed
by a modular block of neurons that were added and integrated by training on a
different task, while again freezing the original network parameters.
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Table 1
Advantages and disadvantages of different technique
Technique Advantages Disadvantages
A. Domain
1. Manual
– Prior knowledge integration
– Fine control over partitions
– Partitions are hard to define
– Relation between decomposition and
solution is not straightforward
– Separation of variation factors is hard
e.g Anand et al. (1995); Oh and Suen (2002); Rudasi and Zahorian (1991); Subirats et al. (2010);
Bhende et al. (2008); Mendoza et al. (2009a,b); Ciregan et al. (2012); Wang (2015); Vlahogianni et al.
(2007); Aminian and Aminian (2007)
2. Learned
– Capture useful relations not tractable
by human designer
– Computational cost and extra step of
learning the decomposing model
e.g Ronen et al. (2002); Fu et al. (2001); Chiang and Fu (1994)
B. Topology
1. HCNR
– Sparse connectivity
– Short average path
– Complex structure
– Hard to analyse and adapt to problems
– Formation difficulty
e.g Bohland and Minai (2001); Huizinga et al. (2014); Verbancsics and Stanley (2011); Garcia-Pedrajas et al.
(2003); Mouret and Doncieux (2009, 2008)
2. Repeated Block
2.1. Multi-Path
– Parallelizable
– Suitable for multi-modal integration
– Additional hyperparameters
– Currently lacks theoretical justifica-
tion
e.g Kien Tuong Phan et al. (2015); Phan et al. (2017); Ort´ın et al. (2005); Wang (2015); Phan et al. (2016);
Xie et al. (2016); Guan and Li (2002)
2.2. Modular Node
– Computational capability with rela-
tively fewer parameters
– Can be adapted for hardware imple-
mentation
– Additional hyperparameters
e.g Sang-Woo Moon and Seong-Gon Kong (2001); Wei Jiang and Seong Kong (2007); Serban et al.
(2016); Soutner and Mu¨ller (2013); Phyo Phyo San et al. (2011); Karami et al. (2013); Pan et al.
(2016); Srivastava et al. (2013); Lin et al. (2013); Eyben et al. (2013); Yu et al. (2016);
Hochreiter and Urgen Schmidhuber (1997); Stollenga et al. (2015); Wang et al. (2011); Kaiser and Hilgetag
(2010)
2.3. Sequential
– Deep composition – Hard training
– Excessive depth is arguably unneces-
sary
e.g Szegedy et al. (2015, 2016); Chollet (2016); Srivastava et al. (2015); He et al. (2016)
2.4. Recursive
– Readily Adaptable to recursive prob-
lems
– Deep nesting with short paths
– Excessive depth is arguably unneces-
sary
e.g Franco and Cannas (2001); Larsson et al. (2016)
3. Multi-Architectural
– Better collective performance
– Error tolerance
– Computationally complex
e.g Ciregan et al. (2012); Babaei et al. (2010); Shetty and Laaksonen (2015); Yu et al. (2016); Pan et al.
(2016); Kim et al. (2017); Weston et al. (2014)
C. Formation
1. Manual
– Prior knowledge integration
– Fine control over components
– Hard in practice
e.g de Nardi et al. (2006); Guang-Bin Huang (2003)
2. Evolutionary
– Adaptable way for modularity forma-
tion
– Suitable for HCNR formation
– Lengthy and computationally complex
continued on next page
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continued from previous page
Technique Advantages Disadvantages
e.g Huizinga et al. (2014); Garcia-Pedrajas et al. (2003); Braylan et al. (2015); Miikkulainen et al. (2017);
Reisinger et al. (2004); Hu¨sken et al. (2002); Calabretta et al. (2000); Di Ferdinando et al. (2001)
3. Learned
– Dynamic formation of modularity
– Sample from large set of models
– Computational complexity
– In implicit learned variant, networks
are densely connected
e.g Srivastava et al. (2014); Huang et al. (2016); Singh et al. (2016); Larsson et al. (2016); Andreas et al.
(2016a,b); Hu et al. (2016); Phan et al. (2016, 2017); Blundell et al. (2015)
D. Integration
1. Arithmetic-Logic
– Prior knowledge integration
– Loosely coupled modules
– Difficult in practice
e.g Gradojevic et al. (2009); de Nardi et al. (2006); Wang et al. (2012)
2. Learned
– Captures complex relations – Computationally complex
– Tightly coupled modules
e.g Zheng et al. (2006); Mendoza et al. (2009b,a); Almasri and Kaluarachchi (2005); Melin et al. (2007,
2011); Hidalgo et al. (2009)
4 Conclusion
This review aimed at introducing and analysing the main modularization tech-
niques used in the field of neural networks so far, in an attempt to provide
researchers and practitioners with insights on how to systematically implement
neural modularity in order to harness its advantages. We devised a taxonomy
of modularization techniques with four main categories, based on the target of
the modularization process, i.e.: domain, topology, formation and integration. We
further divided each category into subcategories based on the nature of the tech-
niques involved. We discussed the advantages and disadvantages of the techniques,
and how they are used to solve real-world problems. Analysis and empirical re-
sults show that modularity can be advantageous over monolithic networks in many
situations.
The review has shown that a wide variety of algorithms for modularization
exists, acting on different parts of the MNN life cycle. We have shown that advances
in MNNs are not restricted to biologically inspired topological modularity. The
quest for modularity in ANNs is far from being a mere case of enforcing networks
to be partial replicas of the brain. Even topological modularity is often a vague
imitation of brain structure. As the ANN literature has increasingly diverged from
its early biological roots, so has modularity metamorphosed into different shapes
and techniques, ranging from biologically-inspired to purely engineering practices.
The techniques reviewed here have ranged from explicit expert-knowledge
based techniques to fully automated implicit modularization techniques, each hav-
ing its specific set of pros and cons and suitability for particular problems. Some
techniques were found to be tailored to satisfy the specific constraints of particular
problems, while others were found to be generic, trading specialization performance
for full automation and generalizability. Neural modularization was shown to be a
sequential application of techniques, which we called modularization chain, where
each technique acts on a different aspect of the neural network.
Although, as discussed, modularity has many advantages over monolithic deep
networks, the main trend is still oriented towards monolithic deep neural networks.
This is mainly due to the many successes of monolithic deep learning in different
areas throughout the last decade. Also, the lack of extensive research into learning
and formation techniques for neural modularity makes it hard for practitioners
30 Mohammed Amer, Toma´s Maul
to efficiently deploy the approach. Contrary to this, monolithic networks have at-
tracted extensive research that has generated a critical mass of theoretical insights
and practical tricks, which facilitate their deployment. Evolutionary algorithms are
currently the main actors in complex modular neural network construction. How-
ever, the debate of whether evolutionary algorithms are the best approach for
MNN formation and if they harness the full power of modularization and problem
decomposition is still open. Also, there is still a significant gap on how to stimulate
problem decomposition in modular networks, so that their topological modularity
may also become a full functional modularity.
We tentatively predict that as the challenges facing deep learning become in-
creasingly hard, a saturation phase will eventually be reached where depth and
learning tricks may not be enough to fuel progress in deep learning. We dont view
modularity as a replacement for depth, but as a complementary and integrable
approach to deep learning, especially given that excessive depth is becoming in-
creasingly criticized for reasons of computational cost and extraneousness. The
dilemma is similar to the software quality problem, where exponential growth in
hardware efficiency is masking poor algorithmic optimization. We believe that as
deep learning becomes increasingly applied to more challenging and general prob-
lems, the need for robust Artificial General Intelligence practices will sooner or
later promote the modularization of neural networks.
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