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Introduction
Definition 1 For B ∈ C N×N , R ∈ C N×s and a natural number k, the linear subspace K k (B, R) is defined as
We refer to K k (B, R) as the block Krylov subspace [1] . Note that, if s = 1, K k (B, R) is the Krylov subspace in the usual sense.
2 Preliminaries: Bi-CG and Bi-CGSTAB(L)
Bi-CG
The Bi-CG algorithm [4] generates approximate solutions x k according to the following recurrences:
A crucial property is that the residuals r k and the auxiliary vectors Au k satisfy global bi-orthogonality:
By introducing a vectors k =q k (A * )r 0 with a polynomialq k (t) of degree k, and by replacingr k withs k , the Bi-CG algorithm can be rewritten as follows: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ r k+1 = r k − α k Au k such that r k+1 ⊥s k , x k+1 = x k + α k u k , u k+1 = r k+1 − β k+1 u k such that Au k+1 ⊥s k .
In exact arithmetic, the residuals r k and the approximate solutions x k generated by (2) coincide with those by (4) . In (4) the coefficients α k and β k+1 are computed as follows:
(r k+1 ,s k+1 ) (Au k ,s k ) ,
where τ k is a scalar representing the leading coefficient of the polynomialq k (t).
Recently, a number of improvements of the Bi-CG algorithm have been proposed on the basis of the following two observations: (i) the degree of freedom in the choice of the shadow residualss k can profitably be exploited, and (ii) the variables k appears only in the formulas for the coefficients α k and β k+1 , which can be avoided by using the relations:
(r k ,s k ) = (r k ,q k (A * )r 0 ) = (q k (A)r k ,r 0 ), (Au k ,s k ) = (Aq k (A)u k ,r 0 ).
It is indeed possible [5, 8, 12, 14] to generalize the Bi-CG method according to the following strategies.
(i) Instead of r k , u k , x k , ands k , we update the transformed residualq k (A)r k , the auxiliary vectorq k (A)u k and a vector x k representing the approximate solution for whichq k (A)r k is the residual. The initial shadow residualr 0 is kept throughout, without being updated.
(ii) The polynomialq k (t), often called the stabilization polynomial, is chosen so that the norm of the transformed residualq k (A)r k may be smaller.
(iii) The coefficients α k and β k+1 are computed by using the relations (5) and (6).
Bi-CGSTAB(L)
We review the Bi-CGSTAB(L) algorithm. It is derived from Bi-CG with a stabilization polynomial that is a product of polynomials of degree L. Suppose that we are given a sequence of polynomials p i (t) of degree L for i = 1, 2, . . . satisfying p i (0) = 1. For k = mL, the k-th stabilization polynomial Q k (t) is defined as Q k (t) = p m (t) · · · p 2 (t)p 1 (t). Note that Q k (t) is of degree k. We also say that Q k (t) is an L-th order stabilization polynomial to mean that each factor p i (t) is a polynomial of degree L.
We then set the residual r k and the auxiliary vector u k−1 as
where r B k and u B k−1 are the residual and the auxiliary vector in Bi-CG, denoted as r k and u k−1 in Section 2.1. Furthermore, we define approximate solutions x k andx In an iteration of Bi-CGSTAB(L), the vectors r k , u k and x k are updated to r k+L , u k+L−1 and x k+L , respectively. The iteration consists of the Bi-CG part and the MR part (Figure 1) , where "MR" stands for "Minimal Residual."
Bi-CG part: In this part, Q k r B k , Q k u B k−1 and x k are given. Then the i-th step, to be specified later, is performed successively
k are computed. An execution of the Bi-CG part can be done with 2L matrix-vector multiplications.
Iteration
Bi-CG part given:
The i-th step of Bi-CG part given:
MR part: In this part, by using the output of Bi-CG part, we choose the parameters γ
such that the norm of the new residual r k+L is minimum. When the polynomial p m+1 (t) is determined, we make the following updates on the basis of the relation Q k+L (t) = p m+1 (t)Q k (t):
It is mentioned that in practical implementations the residual Q k+L r B k+L is computed with the aid the modified Gram-Schmidt orthogonalization process; see [5] for detail and Algorithm 1 below.
Detail of the Bi-CG part: We now describe the Bi-CG part in Bi-CGSTAB(L) at some length, as it is useful for our exposition of our algorithm in Section 4.2.
The Bi-CG part consists of L steps, from the 0-th to the (L − 1)-st step. The i-th step in the Bi-CG part is shown in Figure 1 (bottom-right), where We refer to Figure 2 , which illustrates the Bi-CG part in the case of L = 2. The computation proceeds from row to row, replacing vectors from the previous row by vectors on the next row. Vector updates derived from the Bi-CG relations (2) are indicated by arrows in Figure 2 .
The i-th step for i = 0 consists of the first row to the third in Figure 2 . In the transition from the first row to the second, after the computation of the coefficient
k is obtained by multiplication by the matrix A. From the second to the third, after the computation of the coefficient α k in Bi-CG, we compute the vector such that
k (this update is not indicated in Figure 2 ). Then the vector AQ k r B k+1 is obtained by multiplication by the matrix A. Next, we show the i-th step for i = 1 in a similar way. From the third row to the fourth, after the computation of the coefficient β k+1 , we update the vectors such that
k+1 is obtained by multiplication by the matrix A. From the fourth to the fifth, after the computation of the coefficient α k+1 , we update the vectors such that
k is replaced tox (2) k asx (2) k =x
(this update is not indicated in Figure 2 ). Then the vector A 2 Q k r B k+2 is obtained by multiplication by the matrix A. Finally, the vectors
andx (2) k are given. The Bi-CG part ends at this point if L = 2. Now, we show the i-th step for a general i. It is assumed for the moment that the coefficients for Bi-CG in (2) can be computed, which will be discussed later. First, after the computation of the coefficient β k+i in Bi-CG, by the relation (2), we update
k+i is obtained by multiplication by the matrix A. Second, after the computation of the coefficient α k+i in Bi-CG, we use the relation (2) 
is obtained by multiplication by the matrix A. Moreover we updatex
are output and the i-th step is completed. It remains to explain how to compute the coefficients α k+i and β k+i .
Computation of α k+i
Before the computation of the coefficient α k+i , we are given
. Consider the vectors k+i in (4) for Bi-CG, though it is not available at hand. For the choice ofs k+i = (A * ) i Q k (A * )r 0 , the coefficient α k+i is calculated by (5) and (6) as
. This expression affords a computable formula for α k+i , since the vectors
k+i andr 0 are available. For the efficient computation of α k+i as well as β k+i below, it is convenient to employ auxiliary variables ρ
k+i ,r 0 ) and γ
i+1 , which will be used in practical implementations.
Computation of β k+i
For i > 0: Before the computation of the coefficient β k+i , we are given A j Q k r B k+i ( j = 0, . . . , i) and A j Q k u B k+i−1 ( j = 0, . . . , i). Consider the vectors k+i−1 in (4) for Bi-CG. For the choice ofs k+i−1 = (A * ) i−1 Q k (A * )r 0 , the coefficient β k+i is calculated by (5) and (6), as
. This expression affords a computable formula for β k+i . Furthermore, by rewriting the right-hand side above we obtain
This expression is more suitable for practical implementations.
For i = 0: Before the computation of the coefficient β k , we have the vectors (5) and (6) as
. This expression affords a computable formula for β k . For practical implementations, we rewrite the right-hand side above to obtain
Here we have used the relation −γ
, which follows from (3) and (7).
The following is the Bi-CGSTAB(L) algorithm in full detail:
Bi-CG with Multiple Shadow Residuals
In the Bi-CG algorithm the residual r k is updated so that the condition
is satisfied. Similarly, in an algorithm with multiple shadow residuals the residual r k is updated on the basis of the condition:
where R 0 is an N × s matrix consisting of s column vectors chosen at the beginning of the algorithm.
We show two such algorithms below. The first is due to Sleijpen-Sonneveldvan Gijzen [6] , and the second is ours, which will be improved in Section 4 to the proposed algorithm of the present paper.
Bi-CG(s)
The algorithm of [6] is described here as Algorithm 2 below. For convenience of reference we name it Bi-CG(s), although no name was given in [6] . For the condition (10) it employs an N × s matrix U k , which consists of multiple auxiliary vectors corresponding to the auxiliary vector u k in Bi-CG. It also uses an N × s matrix R k such that, for any K ≥ 1, the column vectors of
Algorithm 2: Bi-CG(s) algorithm [6] 
In Bi-CG(s), the residual and the auxiliary matrix have the following relation: 
Proposition 1 ( [6]) Assume that no breakdown occurs till the k-th iteration of Bi-CG(s) and that
In the generic case, the assumptions in Proposition 1 are satisfied. Moreover, in the generic case, the overall computational cost of Bi-CG(s) for solving a system of equations can be estimated roughly as follows. The subspace K [N/s] (A * , r 0 ) is an N-dimensional space, which implies that the GBi-CG(s) terminates after [N/s] iterations. In an iteration, 2s MATVECs (matrix-vector multiplications) are needed, and therefore, 2s × N/s = 2N MATVECs are needed for computing the exact solution.
GBi-CG(s)
Our variant, to be called GBi-CG(s), is based on the observation that in Bi-CG(s) the auxiliary column vectors of U k used in computing U k+1 e j may be replaced by the corresponding column vectors of U k+1 if they are already computed. By using the newest vectors available, this algorithm is expected to have improved numerical stability. The algorithm reads as follows.
To state the properties of GBi-CG(s) we define
Proposition 2 Suppose that the matrices
Proof a) The coefficients α i and β ( j) i+1 are computed as follows:
By the assumption of the nonsingularity of σ i , σ
i , GBi-CG(s) does not break down in the k-th step.
(i) When i = 1, the residual is updated as
Therefore, to prove the relation r 1 ∈ K s+1 (A, r 0 ) \ K s (A, r 0 ), it is sufficient to prove α 0 (s) 0. By left-multiplying (11) with R * 0 we obtain
The update AU 1 e 1 is made as
1 ,
where
follows. By the same argument as AU 1 e 1 , we can show
to prove r m+1 ∈ K (m+1)s+1 (A, r 0 )\K (m+1)s (A, r 0 ), it is sufficient to show that α m (s) 0, which can be proved by the same argument as above. In the same manner we can show that
Then the update of the residual, r m+1 = r m − AU m α m , shows the orthogonality r m+1 ⊥ K m (A * , R 0 ). We also have r m+1 ⊥ R m by the assumption of nonsingularity of σ m . From these two we obtain r m+1 ⊥ K m+1 (A * , R 0 ), where we make use of the relation
Next, we consider AU m+1 e j for j = 1, . . . , s in turn. For j = 1, AU m+1 e 1 is updated as
. Then (13) shows AU m+1 e 1 ⊥ K m (A * , R 0 ). On the other hand,
12
we have AU m+1 e 1 ⊥ R m by the nonsingularity of σ m . Combination of these two implies AU m+1 e 1 ⊥ K m+1 (A * , R 0 ).
By the same argument, AU m+1 e j ⊥ K m+1 (A * , R 0 ) for j = 2, . . . , s can be proved successively. Here we demonstrate the case of j = 2. The vector AU m+1 e 2 is updated as
where v = AU m+1 e 1 . The vector AU (2) m e 1 (= Ar m+1 ) satisfies AU (2) m e 1 ⊥ K m (A * , R 0 ), the vectors AU (2) m e j (= AU m e j ) ( j = 2, . . . , s) also satisfy AU (2) m e j ⊥ K m (A * , R 0 ) ( j = 2, . . . , s) and the vector Av(= A 2 U m+1 e 1 ) satisfies Av ⊥ K m (A * , R 0 ) since v(= AU m+1 e 1 ) ⊥ K m+1 (A * , R 0 ). Therefore the orthogonality AU m+1 e 2 ⊥ K m (A * , R 0 ) follows. Moreover by the assumption of nonsingularity of σ
This completes the proof of Proposition 2.
In the generic case, the assumptions in Proposition 2 are satisfied. GBi-CG(s) requires 2N matrix-vector multiplications for computing the exact solution, the same as Bi-CG(s).
GBi-CGSTAB(s, L)
GBi-CGSTAB(s, L), the proposed algorithm, is derived from GBi-CG(s) through the introduction of the stabilization polynomial. The overall structure of GBi-CGSTAB(s, L) is similar to that of Bi-CGSTAB(L).
We start by giving the overview of the GBi-CGSTAB(s, L) algorithm, whereas the details will be explained subsequently.
Overview
Suppose that we are given a sequence of polynomials
In this section we denote the vector r k and the matrices U k and U
, respectively. We then set the residual r k and the auxiliary matrix U k−1 as
Furthermore, we define approximate solutions x k andx (i) k as those vectors which respectively satisfy
In an iteration of GBi-CGSTAB(s, L), the vectors r k and x k and the matrix U k−1 are updated to r k+L , x k+L and U k+L−1 , respectively. The iteration consists of the GBi-CG(s) part and the MR part (Figure 3) , where "MR" stands for "Minimal Residual," as before.
GBi-CG(s) part: In this part, Q k r GB k , Q k U GB k−1 and x k are given. Then the i-th step, to be specified later, is performed successively
are given. An execution of the GBi-CG(s) part can be done with (s + 1)L matrixvector multiplications. MR part: In this part, by using the output of the GBi-CG(s) part, we choose the parameters γ
such that the norm of the new residual r k+L is minimum.
When the polynomial p m+1 (t) is determined, we make the following updates on the basis of the relation Q k+L (t) = p m+1 (t)Q k (t):
Detail of the GBi-CG(s) part
We describe the GBi-CG(s) part in GBi-CGSTAB(s, L). Note the parallelism with the Bi-CG part of Bi-CGSTAB(L) described in Section 2.2. The GBi-CG(s) part consists of L steps, from the 0-th to the (L − 1)-st step. The i-th step in the GBi-CG(s) part is shown in Figure 3 (bottom-right), where
. We refer to Figure 4 , which illustrates the GBi-CG(s) part in the case of (s, L) = (2, 2). The computation proceeds from row to row, replacing vectors from the previous row by vectors on the next row. Vector updates derived from GBi-CG(s) relations (3) are indicated by arrows in Figure 4 .
The i-th step for i = 0 consists of the first row to the fourth in Figure 4 . In the transition from the first row to the second, after the computation of the coefficient β
is obtained by multiplication by the matrix A. We note that the matrix
) is then available. From the second row to the third, after the computation of β (2) k in GBi-CG(s), we update the vector such that
. Then the vector AQ k U GB k e 2 is obtained by multiplication by the matrix A. From the third to the fourth, after the computation of α k in GBi-CG(s), we update the vector such that Q k r GB k+1 =
Iteration
GBi-CG(s) part given:
MR (Minimal Residual) part
The i-th step of GBi-CG(s) part given: 
is obtained by multiplication by the matrix A.
Next, we show the i-th step for i = 1. From the fourth to the fifth, after the computation of the coefficient β
. Then the vector A 2 Q k U GB k+1 e 1 is obtained by multiplication by the matrix A. We note that the matrix Q k U (2) ,GB k (= [AU GB k+1 e 1 , U GB k e 2 ]) and AQ k U (2) ,GB k are now available. From the fifth to the sixth, after the computation of the coefficient β (2) k+1 , we update the vectors such that
k+1 . Then he vector A 2 Q k U GB k+1 e 2 is obtained by multiplication by the matrix A. From the sixth to the seventh, after the computation of the coefficient α k+1 , we update the vectors such that
α k+1 (this update is not indicated in Figure 4 ). Then the vector A 2 Q k r GB k+2 is obtained by multiplication by the matrix A. Finally, the vectors
k and the matrices
are given. The GBi-CG(s) part ends at this point if L = 2. Now, we show the i-th step for a general i. It is assumed for the moment that the coefficient vectors for GBi-CG(s) in Algorithm 3 can be computed, which will be discussed later.
The update of the auxiliary matrix U can be done in s substeps as follows. In the first substep, after the computation of the coefficient β (1) k+i in GBi-CG(s), by the relation in Algorithm 3, we update
k+i . Then the vector A i+1 Q k U GB k+i e 1 is obtained by multiplication by the matrix A. We note that the ma-
( j = 0, 1, . . . , i), to be used in the 2nd substep, are now available. In the second substep, after the computation of the coefficient β (2) k+i in GBi-CG(s), by the relation in Algorithm 3, we update
k+i e 2 is obtained by multiplication by the matrix A. We note that the matrices A j U 0, 1, . . . , i) , to be used in the 3rd substep, are now available. We continue in the same way. In the t-th substep, where t = 3, . . . , s, we update the vectors
. . , i) and the computation of the matrix A i+1 Q k U GB k are done. The update of the residual r can be done as follows. Firstly, after the computation of the coefficient α k+i in GBi-CG(s), by the relation (Algorithm 3), we up-
k+i+1 is obtained by multiplication by the matrix A.
The i-th step ends by returning the vectors A j Q k r GB
k+i+1
( j = 0, 1, . . . , i + 1) and x (i+1) k , and the matrices A j Q k U GB k+i ( j = 0, 1, . . . , i + 1) It remains to explain how to compute the coefficients α k+i and β
Computation of α k+i
Before the computation of the coefficient α k+i , we are given A j Q k r GB k+i ( j = 0, . . . , i) and A j Q k U GB k+i ( j = 0, . . . , i+1). Consider the matrix R k+i in GBi-CG(s) (Algorithm 3), though it is not available at hand. For the choice of R k+i = (A * ) i Q k (A * ) R 0 , the vector α k+i is calculated as
This expression affords a computable formula for α k+i , since the vector A i Q k r GB k+i , and the matrices A i+1 Q k U GB k+i and R 0 are available. For the efficient computation of α k+i as well as β
i , which are used in our implementation.
Computation of β (1) k+i
For i > 0: Before the computation of the coefficient β
k+i is calculated as
i . This formula is used in our implementation. 
This expression affords a computable formula for β . For practical implementations, we rewrite the right-hand side above to obtain
Here we have used the relation
which follows from Proposition 2, d) and (14) .
Computation of β (t) k+i
(t = 2, . . . , s)
For the last equality note that
The above expression of β
k+i is used in our implementation.
For i = 0: Before the computation of the coefficient β
k is calculated as
where the equality between (18) and the last line can be shown as follows. First note
Also note
which follows from Proposition 2, d) and (15). For the first factor of (18) we have
where (17) and (19) are used. The second factor of (18) can be rewritten by (19) as
The following is the GBi-CGSTAB(s, L) algorithm in full detail:
for j = 1, . . . , s 14.
if ( j = 1) 15.
solve Mβ = m for β
16
. U i+1 e j = AU i e j 22.
Me j = R * 0 U i+1 e j 23.
end for 24.
solve Mβ = m for β 25.
A remark is in order about the initial vectors. In the above algorithm we set U 0 = [r 0 , Ar 0 . . . , A s−1 r 0 ] for ease of description. In practical implementations, however, it is recommended that some orthogonalization procedure be applied to r 0 , Ar 0 . . . , A s−1 r 0 to avoid or mitigate numerical instability due to rounding errors. We have in fact adopted this idea in our numerical experiments reported in Section 5.
GBi-CGSTAB(s, L) with preconditioning
We describe the right-preconditioned GBi-CGSTAB(s, L). For a matrixÂ that is close to the given matrix A, we consider the right-preconditioned system
GBi-CGSTAB(s, L) applied to this system of equations in y can be translated to an iteration in x as follows. 
U i+1 e j = AÛ i e j 27.
Me j = R * 0 U i+1 e j 28.
end for 29.
solve Mβ = m for β 30.
r i+1 = Ar i 35. end for 36. for j = 1, 2, . . . , L 37. Other computational cost and memory requirements are summarized in Table1. We follow the convention of [10] to scale numbers of operations by the number of matrix-vector multiplications.
• AXPY means the number of operations of the form "(scalar) × (vector) + (vector)," where an addition of two vectors and a scalar multiplication of a vector is weighted 0.5.
• DOT means the number of inner products.
• MEMORY shows the memory requirements in terms of the number of N dimensional vectors, including storage for the right-hand side and the solution and excluding storage for the system matrix and the preconditioner.
It should be noted that GBi-CGSTAB(s, 1) has an advantage over IDR(s) in the number of AXPY. They are mathematically equivalent, but have difference in algorithms. 
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Numerical Experiments

A 3-dimensional convection-dominated problem
The first problem, taken from [5, 10] , arises from a discretization of a partial differential equation. We consider
with the Dirichlet boundary condition, where the function F is specified in such a way that u(x, y, z) = exp(xyz) sin(πx) sin(πy) sin(πz) is a solution to this problem. Discretization by central differences is adopted. The number of grid points is 52 in each direction of the xyz-space, and a system of 125,000 linear equations results. The coefficient matrix is nearly skew-symmetric, and it is observed in [5, 10] that this causes slow convergence for methods with linear (L = 1) stabilization polynomials. We have applied Bi-CGSTAB(L), IDR(s) and GBi-CGSTAB(s, L) with parameters s ∈ [1, 4] and L ∈ [1, 4] . No preconditioning is used. We start with x 0 = [0, 0, . . . , 0] and stop the iterations when the residual norm, scaled by the norm of the right-hand side vector, drops below 10 −8 . Figures 5, 6, 7 and 8 show the convergence. While it is confirmed that the algorithms with L = 1 has poor convergence, we see that algorithms with L > 1 are significantly more efficient. In particular the proposed algorithm GBi-CGSTAB(s, L), with L > 2, converges faster than IDR(s) and is comparable to Bi-CGSTAB(L). The total numbers of matrix-vector multiplications needed to solve the problem are tabulated in Tables  2 and 3 .
All the experiments, including those in Sections 5.2 and 5.3, are performed using a home-made program with MATLAB 7.5.
Helmholz-like equation
Second, we consider the following Helmholz-like equation:
u xx + u yy + σ 2 u + 0.1u x = F with the Dirichlet boundary condition, where the function F is specified in such a way that u(x, y) = sin( σ 2 − 1/2 x) cos(y/2) is a solution to this problem. We set σ = 4.16. A discretization results in a system of 40,000 linear equations. We have applied Bi-CGSTAB(L), IDR(s) and GBi-CGSTAB(s, L) with parameters s ∈ [1, 4] and L ∈ [1, 4] . We have adopted a standard preconditioner of 
University of Florida sparse matrix collection
Finally we consider the matrices of the University of Florida sparse matrix collection [2] (Table 6 ). We choose b = A[1, 1, . . . , 1] as the right vectors. We fix the parameters (s, L) = (4, 4). We start with x 0 = [0, 0, . . . , 0] and stop the iterations when the residual norm, scaled by the norm of the right-hand side vector, drops below 10 −8 . The numbers of matrix-vector multiplications needed to solve the problems by Bi-CGSTAB(4), IDR(4) and GBi-CGSTAB(4, 4) are compared in Table 7 , (a) with no preconditioner and (b) with a preconditioner of ILU(0). For most of the problems in Table 6 , the convergence of GBi-CGSTAB(s, L) turned out to be roughly the same as that of IDR(s).
Conclusion
We have proposed GBi-CGSTAB(s, L), a new variant of Bi-CGSTAB with multiple (s > 1) shadow residuals and with higher order (L > 1) stabilization polynomials. 
