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Introduction
In this work we study the quantum dynamics for a system of n electrons and N nuclei
whose full wavefunction has been decomposed into a conditional (electronic) and marginal
(nuclear) probability amplitude, following the exact factorization approach.
Section 1 describes the molecular problem in some generality, introduces a historically
important approach to this problem called the Born-Oppenheimer approximation, and de-
scribes a novel alternative method developed by Abedi, Maitra, and Gross, namely the exact
factorization of the molecular wavefunction, and lays out the central results underpinning
this method, namely the existence and uniqueness (up to a gauge transformation) of this
factorization, and derives the differential equations governing the dynamics of these factors.
The conditional factor is expanded in the basis of Born-Oppenheimer eigenfunctions, giving
rise to the local conditional equation.
Section 2 spells out in some detail the derivations of the local conditional equation and
the marginal equation under the assumption that the conditional (electronic) subsystem can
be expressed as a linear combination of two Born-Oppenheimer eigenfunctions, taken to be
the first two. A simple structure is observed in the two local conditional equations, namely
the separate satisfaction of the important so-called Partial Normalization Condition by nine
pairs of terms in the equations, to be used in developing approximations to the full system.
Section 3 describes the application of Newton’s method to solving Schrödinger-like equa-
tions, looking ahead to future work in which the full two-level local conditional equations are
simulated, with particular attention paid to a portion of that system we term the dispersive
part. Python implementations using the NumPy library are given in Section A.
1
1 The Molecular Problem
1.1 The Born-Oppenheimer Approximation
In quantum mechanics, one wants to solve the time-dependent Schrödinger equation
i~∂tΨ = ĤΨ (1)
for the wavefunction Ψ : Rd × R≥0 → C, where d ∈ N is the number of spatial degrees of
freedom, ~ is the ‘reduced Planck constant’ (equal to 1 in the system of Hartree atomic units)
and Ĥ is the Hamiltonian operator, which varies from system to system. |Ψ|2 is interpreted
as giving the probability of the system under investigation being found in configuration




Generally, as will be the case for the remainder of this work, Ĥ takes on the form





+ V (~x1, ..., ~xn)
where {~xi} are the spatial coordinates and {Mi} are the associated masses. T̂ is the kinetic
energy operator and V is the potential energy. Here on out, we will concern ourselves with
a central problem in chemistry: how to solve equation (1) for a system of n electrons and N
nuclei which interact with one another. We conventionally denote by {~ri}ni=1 the positions
of the n electrons and {~RI}NI=1 the positions of the N nuclei1, and we note that while the
nuclei will in general have different masses MI and charges ZI > 0, the electrons all have
the electron mass me and (minus) the elementary charge e which in atomic units are both
set to unity: me = e = 1. In the absence of external forces, the form for this Hamiltonian in
1Frequently we will abuse notation and drop the set brackets, letting ~r refer to all of the electronic
coordinates {x1, y1, z1, ..., zn} and ~R refer to the nuclear coordinates {X1, Y1, Z1, ..., ZN}.
2
atomic units (hereon referred to as the molecular Hamiltonian Ĥmol) is then
































In reality, each coordinate ~ri and ~RI has 3 components, so in particular ∆i = ∂
2
xi
+ ∂2yi + ∂
2
zi
and so on, but in some of the simplified models considered later in the work, we consider
idealized toy models of molecules in which either the nuclear or electronic degrees of freedom
are assumed to be 1- or 2-dimensional.
One approach to solving this problem approximately, known as the Born-Oppenheimer
approximation, exploits the smallness of the ratio of the electronic and nuclear masses, and
will be an important reference point throughout. The approximation proceeds as follows.
First one solves, for fixed nuclear configuration ~RI , the eigenvalue problem for the Born-








where we note that since ĤBO does not depend on time, neither do the Born-Oppenheimer
wavefunctions ΦjBO; and the Born-Oppenheimer potential energy surfaces ε
j
BO are assumed
to depend only on ~R, while ΦjBO are assumed to depend on ~r, and on
~R parametrically.
The wavefunctions ΦjBO furnish a complete (orthonormal) basis for the space of electronic







which we can in principle substitute into the full Schrödinger equation to obtain the following
3






























This procedure is sometimes called the Born-Huang expansion. In practice, the Born-
Oppenheimer approximation instead poses the ansatz
Ψ ≈ Cj(~R, t)ΦjBO(~r; ~R) (5)
for some j. This relies on the smallness of the ratio of the electronic and nuclear masses:
informally, the idea is that if the electronic subsystem is initially prepared in an eigenstate
of the Born-Oppenheimer Hamiltonian, it will adiabiatically (i.e. ‘smoothly’) adjust to any
movement on the part of the nuclei over a time-scale smaller than that of the nuclei.
1.2 Exact Factorization
As discussed in Tully (2000), the Born-Oppenheimer approximation affords computational
chemists a helpful and intuitive way to visualize chemical reactions in the form of the Born-
Oppenheimer potential energy surface εjBO. One might therefore ask: is there a way to have
a picture like this, in which the solution Ψ to (1) is factored as in (5), and to obtain a single
potential energy surface ε which contributes to the dynamics in a straightforward way as
in (4), but without making any approximations? Such a decomposition is the goal of the
exact factorization approach to the molecular Schrödinger equation developed by A. Abedi,
N. Maitra, and E.K.U. Gross in [1] and [2], which we now describe.
4
1.2.1 The Equations
Theorem 1. The solution Ψ to (1) can be written as a product of the form
Ψ = Φ~R(~r, t)χ(
~R, t) (6)
where Φ~R(~r, t) is called the conditional wavefunction and χ(
~R, t) the marginal wavefunction,
and where the conditional wavefunction satisfies the Partial Normalization Condition
∫
|Φ~R(~r, t)|
2d~r = 1 (7)















where the terms AI , Uen and ε — respectively referred to as the time-dependent vector
potential, the electron-nuclear coupling operator, and the time-dependent potential energy
surface — are given by




















Φ∗~R(ĤBO + Uen − i∂t)Φ~Rd~r (12)
Proof. Following the treatment in Abedi, et al., one can show existence of such a factorization
given a normalized wavefunction Ψ by merely setting χ(~R, t) ≡ eiS(~R,t)
√∫












1. The equations of motion are obtained by simply substituting the ansatz (6) into the
Schrödinger equation (1) and using the partial normalization condition (7). We have






χ∆IΦ~R + 2∇Iχ · ∇IΦ~R + Φ~R∆Iχ
)

















































−∆I + i∇I · AI + iAI · ∇I



















































and the remaining eight terms (i.e. all terms besides the two which do not cancel and the
6

















− i(∇I · AI)− i(AI · ∇I) + i(∇I · AI) + (AI · AI)− i(AI · ∇I)− (AI · AI)
]
= −iAI · ∇I
and we’re done. The conditional equation is now obtained using this equation for ∂tχ as well





















































− i(∇I · χAI)
χ
− i(AI · ∇I)χ
χ























Moreover, we have the following important uniqueness result:
Theorem 2. Given Ψ a solution to (1), the factorization (Φ~R, χ) given in Theorem 1 is
7





where θ(t, ~R) is arbitrary. The equations these gauge-transformed wavefunctions satisfy is
identical in form to (8)–(12), under the following transformation of the potentials:
ÃI := AI +∇Iθ (15)
Ũen := Uen (16)
ε̃ := ε+ ∂tθ (17)
Proof. Given a wavefuntion Ψ, suppose one has two distinct factorizations (Φ~R, χ) and










conditional wavefunctions must satisfy the partial normalization constraint, this means
χ̃ = χeiφ(
~R,t) for some φ, and therefore Φ̃~R = Φ~Re
−iφ.
Deriving the transformations (15)–(17) amounts to substituting the transformations (13)








































[−∆I + (i∇I · AI) + i∆Iθ + (iAI · ∇I) + (AI · AI) + (AI · ∇Iθ)
2
+























− (iAI · ∇I)







[i∆Iθ + (AI · ∇Iθ) + (i∇Iθ · ∇I) + (∇Iθ · AI) + (∇Iθ · ∇Iθ)
2
− (∇Iθ · ∇I) + (∇Iθ · AI) + (∇Iθ · ∇Iθ)− (AI · ∇Iθ)− (i∇Iθ · ∇I)






Φ̃∗~R(ĤBO + Ũen − i∂t)Φ̃~Rd~r
=
∫





1.2.3 The Local Conditional Equation
Remark 1. To avoid computing the integral in (12) (and to retain the ‘Born-Oppenheimer
perspective’ on the molecular problem) we will expand the conditional wavefunction Φ~R in the






the Born-Huang expansion given by (3) — and we rewrite the conditional equation (8) as an
evolution equation for the coefficients C ≡ {Cj(~R, t)}∞j=1, which takes the following form
i∂tCj = (ε
j
BO − ε[χ,C])Cj + U
j
en[χ,C] (18)




|Cj(~R, t)|2 = 1 (19)
and that we may write the coupling potentials as follows, in terms of C:





















































BOd~r are the non-adiabatic
couplings. Note that while the quantities in equations (20) and (22) are the same as those
in (10) and (12), respectively, the quantity U jen in (21) is new. Sometimes called the jth-
projected electron-nuclear coupling in the literature, this quantity is related to the potential











d~r. Note that, as a
consequence, though (20) and (22) certainly transform like (15) and (17), respectively, under
the gauge transformation (13)–(14), we have Ũ jen := U
j
ene
iθ under the same transformation,









the conditional equation (18) and project onto the Born-Oppenheimer state ΦjBO (i.e. we
multiply on the left by (ΦjBO)
∗ and integrate over ~r). By (2) and orthonormality of the





















−→ i∂tCj = (εjBO − ε)Cj + U
j
en










































−Ck(∆IΦkBO)− ΦkBO(∆ICk)− 2(∇ICk) · (∇IΦkBO)
2
+













































where we have used our definitions for the non-adiabatic coupling vectors djk and δjk. Now,
our new expressions for the other potentials (20) and (22) are obtained by substituting our
11



















































































|Ck|2εkBO + C∗kUken − iC∗k∂tCk
]
Finally, we would like to show how the jth projected electron-nuclear coupling potential Uken




























































The purview of this work will be to understand the coupled equations (18) and (9).
2 Deriving the Finite-Level Equations
In this work we will exploit the gauge freedom as described by equations (13) and (14) to
understand how we might modify equations (9) and (18) to make them more tractable. The




j ∂tCj in ε — in the literature this term
is often referred to as the gauge-dependent term εGD of the time-dependent potential energy
surface ε — is zero. We note that, by equation (17), this amounts to choosing





C∗j (~R, s)∂sCj(~R, s)ds
where g is a function purely of the nuclear coordinates ~R. If one chooses to modify the form
of AI , that would depend on one’s choice of g in the above; though in our analysis we do
not alter the initial form of AI , which may be interpreted as choosing g ≡ 0. Notice that in















which, just by glancing at equations (20) and (21) for Uken and AI , is evidently extremely
complicated: in particular, it is an infinite system of fully nonlinear equations, each of
which is coupled to all of the (infinitely many) other equations. In this work, we will
make two important simplifying assumptions: first, we will take the nuclear subsystem
to be 1-dimensional (so ~R ≡ R ∈ R), and we will assume that the conditional electronic
subsystem is sufficiently described by finitely many Born-Oppenheimer levels, i.e. ΦR(~r, t) ≡∑k
j=1 Cj(R, t)Φ
j
BO(~r;R) for some finite k. In particular, we will focus on the case of k = 1, 2.
Our approach to studying the numerical approximation of the exact factorization system of
equations differs from those developed in (4) and (8), in that we will explicitly write out the
13
form of (23) for a molecular system with a two-level conditional electronic subsystem and
examine the effects of all the various terms.
2.1 The Case of a Single Born-Oppenheimer Level




BOC1 − |C1|2U1en − |C1|2ε1BO + U1en = 0
since by partial normalization, |C1|2 = 1. Therefore, for the single-level case, the conditional
wavefunction ΦR = C1Φ
1
BO, where C1 = e
iθ(R) — significantly, the phase θ is independent of
time, so its R-dependence is fully specified by the initial data. Therefore, in some sense, the
one-level case is a degenerate situation which reduces to studying just the marginal equation.









= −id11 + ∂Rθ(R, t)





















































































2.2 The Two-Level Equations
2.2.1 The Local Conditional Equation
The local conditional equation (23) in the k = 2 case (i.e. the conditional wavefunction is













In this section we will carefully unpack this equation by grouping terms by degree of homo-
geneity in C1 (referred to below simply as ‘degree’). Recall that a function f is homogeneous
in x of degree k if f(ax) = akf(x) for any constant a. Looking at equation (20), we see that
the vector potential A = −i
[
C∗1∂RC1 + |C1|2d11 +C∗1C2d12 +C∗2∂RC2 +C∗2C1d21 + |C2|2d22
]
;
so it contains terms of degree 0, 1 and 2 (ignoring the fact that |C2|2 = 1 − |C1|2 for now).












so that A = −i[A0 + A1 + A2], and Ak is homogeneous in C1 of degree k. This means that
A2, which appears in the coupling potentials U1en and U
2
en given by (21), has terms of degree
0-4, so the coupling potentials respectively have terms of degree 0-5 and 0-4. In particular,
15


















































































































































































This means, reading off the terms in (25) one by one, the equation has terms of degree 1,
2-7, 1-5, 3, 1, and 0-5. Writing the equation as i∂tC1 =
∑7
k=0 fk where fk is the sum of all




































































































































































































































































































































































































































































































































































































So (26) is the local conditional equation giving the dynamics of the ground-state population
C1: it is apparent that the equation for C2 can be obtained in an identical fashion, or simply






























































Remark 2. The quantity |C1|2 +|C2|2 is conserved by equations (26) and (27); in particular,
if the partial normalization condition |C1|2 + |C2|2 = 1 holds at time t = 0, it will hold for
any corresponding solution of (26)–(27).
Proof. Consider first the following system which we will call the ‘dispersive part’ of (26) −
(27), since it isolates the terms involving second derivatives:






























= C∗1∂tC1 + (C
∗
1∂tC1)


































There are eight other pairings of terms with which one can perform the identical computation.
Writing them as isolated systems as in (28), these ‘parts’ of the full system are
























































































































2.2.2 The Marginal Equation
Now we will write out the explicit form of the marginal equation (9) for the two-level case.
Recall that we have
i∂tχ =




en + |C1|2ε1BO + C∗2U2en + |C2|2ε2BO
]
χ
Notice that, organizing once again by homogeneity in C1, these terms are respectively of
degree 0, 0-2, 0-2, 0-4, 1-6, 2, 0-4, 0. As above, we will write i∂tχ =
∑6
k=0 gk, where gk is
















































































































































































































































+ A0|C2|2 − C∗2∂RC2 − d22|C2|2 +
A1
2
































































So the two-level dynamics are fully specified by the system (26), (27) and (29). Notice that
unlike the local conditional equations (26) and (27), the marginal equation (29) is linear.
3 Numerical Simulations
3.1 Simulating Schrödinger-Like Equations with Newton’s Method
3.1.1 Free Schrödinger Equation
Before beginning to examine the toy models derived above, we recall some techniques in
numerically simulating elementary Schrödinger-like equations. In doing so, we will also be
building toward a study of the one-level marginal equation (24), which is a 1-dimensional
Schrödinger equation with two additional lower-order terms (an advective one and a damping
















which is nothing but a ‘generalized’ two-dimensional heat equation. To simulate this, writing





, we employ the trapezoidal method with a centered difference
for the second derivative. Recall that for an equation of the form ∂ty = F , the discretization










where subscripts denote spatial gridpoints, superscripts denote time gridpoints, and where
the respective grid spacings are ∆R and ∆t. It is proven in [6] that this method is second-




which as we will see, will make a difference in preserving the integral of |ψ|2. Implementing









~wki+1 − 2~wki + ~wki−1
(∆R)2
+























i−1 ) = 0 (31)
where λ := ∆t
(∆R)2
and I is the identity matrix. So, our problem has been reduced to iteratively
solving an equation of the form F
(








= 0, where there are N spatial
grid points, starting at k = 1. Although in this instance, F is linear, so in particular this
problem could be easily solved via an LU decomposition, we will employ Newton’s method,
since this is what would be needed if F were nonlinear, which is certainly the case if we
were to solve any portion of the two-level local conditional system, including the dispersive
part (28). Now, we recall that for a function f of one variable, this amounts to, given some
initial guess x0, choosing as one’s next guess wherever the line tangent to the graph of f at
x0 intersects the x-axis, which is nothing but




One then iterates this process via the recursion
xn = xn−1 −
f(xn−1)
f ′(xn−1)
Likewise, to determine the zeros of a (generally nonlinear) function F : Rk → Rk (i.e. to
solve a possibly nonlinear system of k equations in k variables), given some initial guess, one
iterates
~Xn = ~Xn−1 − J−1F ( ~Xn−1)F ( ~Xn−1)
where JF is the Jacobian matrix of F , or equivalently (multiplying both sides by JF )
JF ( ~Xn−1)( ~Xn − ~Xn−1) = −F ( ~Xn−1) (32)
So, the discretized problem (31) has been reduced to solving the system of linear equations
(32) involving the following Jacobian JF (letting N be the number of spatial gridpoints and





(JF )2i,2i−1 = −
λ
2
(JF )2i,2i = 1
(JF )2i,2i+1 = λ






(JF )2i+1,2i = −λ





for all 0 < i < N . We impose Neumann (i.e. zero-derivative) boundary conditions at





























(and likewise for b) are zero. This gives us for the ‘corners’ of the Jacobian:
(JF )0,0 = 1
(JF )0,1 = λ
(JF )0,3 = −λ
(JF )1,0 = −λ
(JF )1,1 = 1
(JF )1,2 = λ
(JF )N,N−1 = −λ
(JF )N,N = 1
(JF )N,N+1 = λ
(JF )N+1,N−2 = λ
(JF )N+1,N = −λ
(JF )N+1,N+1 = 1
Note that our choice of boundary conditions is also a matter of looking ahead to dealing with
the two-level local conditional system: in that case, Dirichlet boundary conditions would be
inadequate, since that would require violation of partial normalization at the boundaries
(periodic boundary conditions would, however, be admissible). Now, the Free Schrödinger
27
Figure 1: Free Schrödinger dynamics obtained using Newton’s method and discretizing via
the trapezoidal method (∆t = 0.01, ∆R = 0.1, R ∈ [−10, 10], 10 iterations of Newton per
timestep, initial condition: ψ = e−R
2/2). Top row: density |ψ|2 at t = 0, 0.5, 1. Bottom row:
density |ψ|2 at t = 2, 3 and the energy
∫
|ψ|2dR plotted over time.
dynamics obtained through Newton’s method can be seen in Figure 1, and compared to
results obtained through the backward Euler method in Figure 2. Though the results are
superficially similar, we see that the trapezoidal method conserves the integral
∫
|ψ|2dR,
while the backward Euler method does not.
3.1.2 Schrödinger Equation with Advection
Having studied the most basic Schrödinger-like equation, we consider a scalar equation which
more closely resembles the one-level marginal equation (24), for now ignoring the dependence
of the coefficients on R. Note that, in practice, one would usually obtain those coefficients
by studying a model Born-Oppenheimer Hamiltonian and finding its eigenfunctions: see
Hagedorn, et al. (2005) and Martinez, P., et al. (2021) for examples of such model systems.
For now, we look at
i∂tψ = ∂
2
Rψ + bi∂Rψ (33)
28
Figure 2: Free Schrödinger dynamics obtained using Newton’s method and discretizing via
the backward Euler method (∆t = 0.01, ∆R = 0.1, R ∈ [−10, 10], 10 iterations of Newton
per timestep, initial condition: ψ = e−R
2/2). Top row: density |ψ|2 at t = 0, 0.5, 1. Bottom
row: density |ψ|2 at t = 2, 3 and the energy
∫
|ψ|2dR plotted over time.
for b ∈ R constant. Since we are ignoring the R-dependent and highly context-dependent
coefficients in (24), only looking at the advective term is sufficient modulo a simple integrat-




Rψ̃ + (2 + b)i∂tψ̃ − (1 + b)ψ̃
so it is sufficient for our purposes to look at (33). We discretize this equation via the
same method as above, employing a centered-difference for the second derivative and the

































i−1 − ~wk−1i+1 − ~wk−1i−1 ) = 0
29
Figure 3: Schrödinger dynamics with pure imaginary advection obtained using Newton’s
method and discretizing via the trapezoid method (∆t = 0.01, ∆R = 0.1, R ∈ [−15, 15],
b = 1, 10 iterations of Newton per timestep, initial condition: ψ = e−R
2/2). Top row: density




where, once again, ~w is the solution vector containing the real and imaginary parts of ψ as
its components, A =
0 −1
1 0
 and we set B :=
1 0
0 −1
. Employing Newton’s method
once again, we obtain the dynamics found in Figure 3, noticing the broadening and leftward
advection we expect, and energy conservation.
3.2 The Dispersive Part
Though our long-term goal is to simulate the system of three equations (26), (27) and (29),
we expect that our simulations of the two equations (28), which we called the ‘dispersive
part’ of the two-level local conditional equation, given by




















which was shown above to independently enforce the partial normalization condition (19),
may in some sense build on the simulations discussed in the previous section. Naturally,
the situation here is complicated by the solution-dependent coefficients on this system’s
dispersive and damping terms. Note that this piece of the equation contains no coupling
to χ, so we need not concern ourselves with simulating the marginal equation as of yet.
Defining, as above, C1 ≡ u1 + iv1 and C2 ≡ u2 + iv2, where ui and vi are real-valued for all
i, and defining µ := 1
2M
we find that
i∂t(u1 + iv1) = −µ(u22 + v22)∂2R(u1 + iv1) + µ(u1u1 + v1v2 − iu1v2 + iu2v1)∂2R(u2 + iv2)
giving us the following system of four equations for u1, v1, u2, and v2 (note that the evolution
equations for u2 and v2 may be obtained by switching the indices in the above):







Ru1 − (u1u2 + v1v2)∂2Ru2 + (u2v1 − u1v2)∂2Rv2







Ru2 − (u2u1 + v2v1)∂2Ru1 + (u1v2 − u2v1)∂2Rv1
(34)
or, equivalently,
∂t ~C = A(~C;µ)∂
2
R
~C, where ~C :=
(






0 −µ(u21 + v21) u2v1 − u1v2 v2v1 + u1u2
µ(u21 + v
2
1) 0 −(u1u2 + v1v2) v1u2 − u1v2
u1v2 − v1u2 v1v2 + u1u2 0 µ(u22 + v22)




In future work, we intend to lay out a procedure for studying the numerical approximation
to (34), systematically adding terms from (26)–(27), careful to accompany each term by its
partner term which enforces partial normalization.
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A Python Codes
A.1 Newton’s Method for Free Schrödinger Equation
A.1.1 Trapezoidal Method














for j in range(int(len(Cf)/2)):


















rhs = [-f for f in F(Cf,Ci)]
Jacobian = np.zeros((len(Cf),len(Cf)))
for j in range(int(len(Cf)/2)):



























for (i,x) in enumerate(Xgrid):
chi[0,2*i] += np.exp(-x**2/2)
chi[0,2*i+1] += 0
for (i,t) in enumerate(Tgrid[:-1]):
chiIntermed = [chi[i,:]]





A.1.2 Backward Euler Method
def F(Cf,Ci):
f = np.zeros(np.shape(Cf))
for j in range(int(len(Cf)/2)):

















rhs = [-f for f in F(Cf,Ci)]
Jacobian = np.zeros((len(Cf),len(Cf)))
for j in range(int(len(Cf)/2)):

























#same script to run dynamics as above
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A.2 Newton’s Method for Schrödinger Equation with Pure Imag-
inary Advection
lam = delT / delX**2




for j in range(int(len(Cf)/2)):









elif j == 0:






elif j == int(len(Cf)/2)-1:
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for j in range(int(len(Cf)/2)):




















elif j == int(len(Cf)/2)-1:
Jacobian[2*j,2*j-1] += -lam
Jacobian[2*j,2*j] += 1
Jacobian[2*j,2*j+1] += lam
Jacobian[2*j+1,2*j-2] += lam
Jacobian[2*j+1,2*j] += -lam
Jacobian[2*j+1,2*j+1] += 1
return Jacobian
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