A parallel method for globally minimizing a linear program with an additional reverse convex constraint is proposed which combines the outer approximation technique and the cutting plane method. Basically p (≤n) processors are used for a problem with n variables and a globally optimal solution is found effectively in a finite number of steps. Computational results are presented for test problems with a number of variables up to 80 and 63 linear constraints (plus nonnegativity constraints). These results were obtained on a distributed-memory MIMD parallel computer, DELTA, by running both serial and parallel algorithms with double precision. Also, based on 40 randomly generated problems of the same size, with 16 variables and 32 linear constraints (plus x ≥ 0), the numerical results from different number processors are reported, including the serial algorithm's.
INTRODUCTION
With rapidly advancing computer technology, particularly in the area of parallel machines, and the current advances in parallel algorithms (see, for example, [1, 2, 19, 20, 23, 24, 32] ), solving nonconvex optimization problems for global optima using parallel algorithms seems to be considered computationally tractable. However, due to the variety of nonconvex problems and the absence of complete characterizations of global optimal solutions of nonconvex problems (e.g., there is no local criterion for deciding whether a local solution is global), it is necessary to devise parallel algorithms suited to particular classes of nonconvex problems. So far, although a large number of methods have been proposed, only a few of the presented algorithms have been programmed and tested. The aim of this paper is to introduce and study a parallel algorithm for a class of nonconvex problems and demonstrate its efficiency through extensive testing in a parallel machine (DELTA). 1 Supported in part by the NSF under Grant CCR-9222734.
In the literature on nonconvex optimization problems, reverse convex programs, a problem closely related to concave minimization (cf. [4, 5, 11-14, 18, 25, 27, 29, 33] ), has attracted the attention of a number of authors [6-9, 21, 22, 31] since Rosen [22] first studied it. The problem of linear programs with an additional reverse convex constraint is an interesting problem in reverse convex programs. Essentially, the feasible regions (i.e., intersection of a polyhedron and the complementary set of a convex set) for this class of optimization problems are nonconvex and often disconnected, and such feasible set results in the computational difficulty.
In recent studies for linear programs with one additional reverse convex constraint, Hillestad [7] developed a finite procedure for locating a global minimum. Hillestad and Jacobsen [8] gave characterizations of optimal solutions and provided a finite algorithm based on these optimality properties. Subsequently, Thuong and Tuy [28] proposed an algorithm involving a sequence of linear programming steps and concave programming steps. To increase efficiency, an outer approximation method in [13, p. 490 ] was used for the above concave programs. In addition, Pham Dinh and El Bernoussi [21] improved both the results and the algorithms described by Hillestad and Jacobsen [8] , Thuong and Tuy [28] . For the procedure of Tuy cuts [29] , Gurlitz and Jacobsen [6] showed that it ensures convergence for two-dimensional problems but not for higher-dimensional problems. They also modified the edge search procedure presented by Hillestad [7] . However, these are known to be rather time-consuming, or no computational experiments have been performed. Since the computational effort required strongly depends on the size of the problem and its type (e.g., linear objective function, linear constraints, or a reverse convex constraint), it is necessary to create an efficient algorithm to lower the computational load. A promising approach is to design a parallel algorithm for the above problems.
In this paper, we develop two new algorithms-serial and parallel algorithms-to solve linear programs with an additional reverse convex constraint. Basically, the serial algorithm can be regarded as a modification of algorithm 1 (first version) in Pham Dinh and El Bernoussi [21] . However, the serial algorithm presented here may be more efficient in many problems since it is based on the following: Theorem 4, cutting plane methods, and the outer approximation scheme with a simpler polyhedron S 0 k (see Section 4) . Generally speaking, the serial algorithm presented here has to solve both linear programs and concave minimization subproblems by the methods mentioned in [13, p. 490; 28] . The algorithm in [13, p. 490] seems to be more efficient than that in [28] because the latter requires more work to solve the concave programming subproblem, due to its lack of the outer approximation technique. In fact, for the outer approximation method, a solution of the concave minimization problem can frequently be found before revealing all the extreme points of the feasible set. The algorithm in [13, p. 490 ] constructs a decreasing sequence of S k , i.e.,
and c is a cost vector). However, such a construction of the S k may require us to do a rather expensive computation. For example, when |V (S k )|, the number of vertices in S k , is very large (this often occurs if n is large), the complexity of the computation of V (S k+1 ) may increase considerably, in particular for forming S k+1 = S k ∪ {x ∈ n : cx ≤ cx k }. Also, the storage of the vertices is a big problem. In this proposed serial algorithm, the reconstruction of a polyhedron S 0 k (see Section 3) is proceeded as soon as a feasible point has been detected in step 2 of Phase II. With this construction of S 0 k , the amount of work required to calculate the newly generated vertices may be lower than that in [13, p. 490] ; and the maximum memory to store the vertices can also be reduced. Although a simple construction of S 0 k is used, the computation of generating new vertices is still the most expensive portion in the serial algorithm. To remedy this problem, a parallel algorithm was developed based on the serial algorithm. In Section 6, the computational results constitute a very important part of the present work since they employ a parallel machine (DELTA) to demonstrate that the parallel algorithm is accurate and efficient for the tested problems. For example, the parallel algorithm for 1, 16 processors and the serial algorithm have average computation times of 25.48, 3.47, and 75.16 s for 40 randomly created problems of the same size (32 constraints and 16 unknowns). Also, the different size tested problems with a number of variables up to 80 and 63 linear constraints can be solved in a good reasonable time.
The organization of this paper is as follows. In Section 2, the basic properties of optimal solutions for linear programs with an additional reverse convex constraint are stated. Section 3 is devoted to descriptions of the algorithms. Section 4 discusses the details of the implementation of our algorithms. In Section 5, two examples are presented to illustrate both serial and parallel algorithms. Finally, in Section 6, a numerical report including both serial and parallel algorithms running on the parallel machine DELTA is given.
PROBLEM STATEMENT AND BASIC PROPERTIES
This section introduces the main results corresponding to the characterization of optimal solutions of the linear program with an additional reverse convex constraint problem. Consider the problem (LRCP) Minimize {cx: x ∈ D ∩ G} where D = {x ∈ n : Ax ≤ b, x ≥ 0}, A an m × n matrix, b ∈ m , and G = {x ∈ n : g(x) ≥ 0}, g a finite convex function defined throughout n . We use A i to denote the ith row of A. Assume that D is bounded, and D ∩ G = ∅. For any nonempty polyhedral set D ⊂ n , we denoted by V (D) the set of vertices of D, E(D) the set of edges of D, and ∂G the boundary of G for any nonempty set G ⊂ n . Notice that, in general, a concave minimization problem
where f (x) is a continuous concave function on n and D is as in (LRCP), can be rewritten as a (LRCP) by introducing an additional variable t,
where γ 1 , γ 2 are some constants in .
THEOREM 1 [8] . Let D be a bounded polyhedron, and denote the convex hull of D ∩ G by conv (D ∩ G). Then we have:
ii. An optimal solution for (LRCP) lies in the set E(D) ∩ G.
then y is an optimal solution for (LRCP). DEFINITION 1 [13, 21] . The reverse convex constraint G = {x ∈ n , g(x) ≥ 0} is called essential in the problem (LRCP) if we have min {cx: x ∈ D} < min{cx: x ∈ D ∩ G}. COROLLARY 1 (see, e.g., [13] ). If the constraint G = {x ∈ n : g(x) ≥ 0} is essential in (LRCP) and D ∩ G = ∅ then there is an optimal solution for (LRCP) lying on E(D) ∩ ∂G.
Proof. Let x be an optimal solution to (LRCP). According to Theorem 
∈ ∂G then g(x) > 0 and x must be a global solution to min {cx: x ∈ D}. But G is essential in (LRCP). This implies that g(x) = 0, i.e., x ∈ ∂G.
Note that if the constraint G is not essential, then (LRCP) will be equivalent to the trivial linear programming problem, min {cx: x ∈ D}. T. Pham Dinh and S. El Bernoussi [21] pointed out that if G is essential in (LRCP), then the sufficient condition in Theorem 2 is also necessary. THEOREM 3 [21] . Let D be a bounded polyhedron and let
, then the necessary and sufficient condition for x * to be an optimal solution of (LRCP) is that for each v ∈ V (D(x * )) we have:
Remark. Let v * be optimal; then the sufficient condition in Theorem 4 is also necessary if we have v = v * .
Note that max {g(x): x ∈ D(v)} is equivalent to min {−g(x): x ∈ D(v)}, which is a concave minimization over D (v) . Hence, only the vertices of D(v) are considered.
then v * is an optimal solution to problem (LRCP).
DEFINITION 2 [30] . Problem (LRCP) is said to be stable if
If problem (LRCP) is stable, then one has cv * = cv in Theorem 4 and it can be rewritten as following. 
ALGORITHM DESCRIPTION
In this section, we present serial and parallel algorithms for (LRCP). Both algorithms are based on Theorems 1 and 4 and Corollary 1 and primarily make use of the outer approximation scheme and the cutting plane method.
Serial Algorithm

Initialization
Step 0. Let x 0 solve min {cx:
Step 1. If g(x 0 ) ≥ 0, stop; x 0 is optimal to (LRCP). Otherwise starting from x 0 , pivot via the simplex algorithm for solving the linear programming max {(v 0 − x 0 )x: x ∈ D} until a pair of vertices v 1 and v 2 are obtained such that g(v 1 ) < 0 and g(v 2 ) ≥ 0.
Step 2. Solve the line search problem
, where α is an optimal value of the line search problem.
Step 3. Find a polyhedron S 0 0 containing a vertex Step 2.
Step 3. Find a polyhedron S 0 k of vertex x 0 such that
cx ≤ cz k } (such a polyhedron will be discussed later) and delete the redundant constraints according to V (S 0 k ).
Phase II
Let i = 0.
FIG. 1.
An example for unstable problem.
Step
Step 2.
, and go to Phase I. Otherwise, go to (b).
If
, and let i = i + 1, go to Step 1.
Remarks.
• For the search of any v 0 ∈ V (D) ∩ G in Step 0, see the methods described in Horst and Tuy [13] or Pham Dinh and El Bernoussi [21] . If no such v 0 exists, then there is no feasible solution.
• If x 0 is a degenerate vertex of D, then select another vertex x 0 such that x 0 is nondegenerate and g(x 0 ) < 0. If no such vertex exists, apply the procedures discussed in Section 4.
• Step 1 of Phase II is based on Theorem 4. For an unstable problem such as that in Fig. 1 , Theorem 4 will be more efficient than Theorems 2 and 3.
• For a stable problem, step 1 of Phase II can be replaced by:
} is a global solution for (LRCP). Otherwise, go to Step 2.
Parallel Algorithm
Initialization
Step 1. If g(x 0 ) ≥ 0, stop; x 0 is an optimal solution. Otherwise, execute the following in parallel: for processor i, find x 0i , a neighboring vertices of x 0 (if x 0 is a degenerate vertex, choose another vertex x 0 where g(
If g(x 0i ) < 0 then starting from x 0i , pivot via solving max {d 0i x: x ∈ D} until a pair of vertices v i1 and v i2 obtained such that g(v i 1 ) < 0 and g(v i2 ) ≥ 0.
Otherwise, set v i1 = x 0 and v i 2 = x 0i . Solve the line search problem with the serial algorithm and
. . , n} and do Step 3 of the initialization of the serial algorithm.
Phase I
Step 1. For point x k and its n neighboring vertices
is globally optimal for (LRCP). Otherwise, go to Step 2.
Step 2. 
Remarks.
• The line search in Step 1 of Initialization and Phase I can be performed [n/ p] times, where p is the number of processors and [n/ p] is the smallest integer which is greater than n/ p.
• The (b) of Step 2 can be performed by a parallel computation. For example, let • ( 
Proof.
(1) If x is a nondegenerate point, then we can find exactly its n adjacent vertices. Starting from these points, the edge search paths via the simplex algorithm will include the path in the serial algorithm. It implies cz k ≤ cz k .
(2) If x is a degenerate point, then we choose n neighboring vertices (n edge searching paths) including the path starting from x.
From (1) and (2), we know that cz k ≤ cz k .
LEMMA 2. {cz k } in the serial algorithm is a decreasing and finite sequence.
See Hillestad and Jacobsen [8] . 
Proof.
i. From Corollary 1, we know that there is an optimal solution for (LRCP) lying on E(D). Now E(D) is finite since the number of constraints on D is finite.
ii. At
Step 3 of Phase I, both the polyhedron S 0 k containing the global solution of (LRCP) and the number of linear constraints of D(z k ), which is finite, imply that the number of cutting planes related to S 0 k is finite.
Hence these two algorithms will converge to an optimal solution in a finite number of steps.
DISCUSSION OF IMPLEMENTATION
In the algorithms presented in Section 3, the outer approximation method was applied to solve the problem (LRCP), and there are two important procedures-edge searching and cutting plane procedures. Obviously, this approximation approach will be the most expensive computation in solving problem (LRCP) and its efficiency depends heavily on both construction of the polyhedron S j k and calculation of the vertex set V (S j k ). In other words, efficiency will increase if a suitable containing polyhedron is constructed. According to the techniques of outer approximation and of cutting plane the best choice of S 0 k should be that it must be simple, be close enough to D(z k ), and have a small number of vertices. Therefore, we would like to create the polyhedron S 0 k mentioned in Step 3 of Phase I by using the same polyhedral cone (fixed constraints binding at x 0 or x 0 ). This is simpler than the construction described in Pham Dinh and El Bernoussi [21] since the latter has to find the n adjacent vertices and a linear variety generated by these n points, then solve a linear program.
Denote by J (v) the index set of all constraints that are active at v (v = x 0 or x 0 ), i.e.,
where I ⊂ is a finite index set.
i. If v is a nondegenerate vertex of D, then J (v) contains the indices of exactly n linearly independent constraints p i x − q i = 0, i ∈ J (v). Let the set of inequalities
define a polyhedral cone vertexed at v. Therefore, the polyhedron (simplex) S 0 k is defined as follows:
where v 1 , . . . , v n can be obtained by the methods described in Pham Dinh and El Bernoussi [21] . Here the procedure of Horst et al. [26] was employed to generate them. Although S 0 k is a simplex in most case, it could be unbounded. In an unbounded case, it may proceed in the following three ways:
• Try another v such that S 0 k is bounded if there is a nondegenerate v ∈ V (D) and g(v) < 0.
• Apply the methods mentioned in Pham Dinh and El Bernoussi [21] to construct a bounded approximation of S 0 k .
• Use an approximate cost vector c instead of c. Since S 0 k is unbounded, the number of vertices generated by the cutting hyperplane cx − cz k = 0 will be less than n. Replace s j = 0 by s j = ( > 0) for some j in the procedure of Horst et al. [26] and do a pivot operation such that n vertices v 1 , . . . , v n are generated. Hence one may have an approximate cutting plane c x +β = 0 which passes through these n points.
ii. If v is a degenerate vertex of D, then |J (v)| > n, i.e., there are more than n linear constraints binding at v and
In this case, one may apply the algorithm for finding all vertices of a given polytope (cf. [3, 15, 16] ) or proceed with the methods mentioned in Pham Dinh and El Bernoussi [21] . Note that the algorithm of Matthess [15] needs to maintain a list structure; storage may thus be a problem for a large n. Let S 0 k be a bounded polytope defined by the linear inequalities
Let h(x) = p j x − q j = 0, let j ∈ I be a cutting hyperplane, and let
Step 2 in Phase II, a necessary condition for any constraint h(x) of polyhedron S 0 k to be a cutting plane is V
, is useful for computation, a constraint which cannot be a cutting plane can be eliminated by the following lemma.
EXAMPLES
To illustrate the algorithms presented in Section 3, two examples are given here. In these two examples, a comparison of serial and parallel algorithms will be reported.
EXAMPLE 1. Minimize:
−2x 1 + 3x 2 subject to: Step 3 constructs a simplex S 0 0 in the same way as S 0 1 in the serial algorithm. Phase II. After the same steps as the serial algorithm's, an optimal solution v * = z 0 = (1.8108, 0.7929) was discovered. Figure 2 illustrates the geometric history of Example 1. In this example, the constraint −3x 1 + x 2 ≤ 10 is redundant. After verification, we have a global optimal solution: z 5 with optimal value −37.85075. For the parallel algorithm with different numbers of processors, the results are listed in Table I . Note that only 24 new vertices and two simplices are generated before the optimal solution is found.
NUMERICAL RESULTS AND ANALYSIS
In this section, computational results are reported for solving problems (LRCP) by both the serial algorithm (SA) and the parallel algorithm (PA) described in Section 3 running on the DELTA supercomputer. The test problems are randomly generated so that the feasible region was nonempty and bounded.
DELTA and Test Problems
The Touchstone DELTA (cf. [17] ) supercomputer is a message-passing multicomputer consisting of an ensemble of individual and autonomous nodes that communicate across a two-dimensional mesh interconnection network. It has 513 computational i860 nodes, each with 16 Mbytes of memory, and each node has a peak speed of 60 double-precision Mflops, 80 single-precision Mflops at 40 MHz. A concurrent file system (CFS) is attached to the nodes with a total of 95 Gbytes of formatted disk space. The operating system is Intel's Node Executive for the mesh (NX/M).
To share the information during the parallel computation, a node will be assigned as host node to collect the information 
and For the reverse convex constraints, the following functions will be employed in the test problems,
where P is a positive semidefinite n×n matrix, Q is a diagonal positive semidefinite n × n matrix, r ∈ n , t ∈ , and a vector u consists of either x 2 i (at least one) or x i (i = 1, . . . , n).
Finally, solve min {cx: x ∈ D} and let x 0 ∈ V (D) be its solution. Find a v 0 ∈ V (D); then move the center of the convex functions near the x 0 so that g(x 0 ) < 0 and g(v 0 ) ≥ 0.
Computational Results
Both serial and parallel algorithms were coded in standard Fortran 77. All numerical tests were performed on the parallel computer DELTA with double precision. In running the parallel algorithm for a test problem with n variables, p (≤n) nodes are used as a partition by specifying the numbers of rows and columns. Let PA( p) be the execution time for the parallel algorithm on p processors. Since PA (1) is not always less than SA, the speedup here is thereby defined as min (SA, PA (1))/PA( p). Tables II and III contain the computational results of the SA and PA described previously on test problems of different sizes. Note that the choice of v 0 or v 0 may affect the time of calculation. However, so far, we have no general methods to choose it. In this paper, the point ∈ V (D) ∩ G in both SA and PA was the same (i.e., v 0 = v 0 ) for each tested problem. In order to demonstrate the efficiency of PA, we run 40 test problems randomly constituted with the same size (m = 32, n = 16). Also, a quadratic reverse convex constraint was considered for each problem. All numerical results are shown in Tables IV and V. Figure 3 shows the speedup (minimum, average, maximum) for 40 test problems Tables II, III , IV, and V illustrate that the PA introduced here is very efficient for the solution of the tested problems. In our computational experiment, the computational load of SA and PA depends on the type of (LRCP) problem, determined by its cost function, its linear constraints, and a reverse convex constraint. A different cost function will produce a dif- ferent sequence of {S 0 k }, more linear constraints may cause more cuts, and the reverse convex constraint is related to the locations of z k (or z k ). In general, for the same tested problem, the set {z k } in SA is not necessary to contain the set {z k } in PA and |z k | is frequently greater than |z k |, where |z k | (|z k |) is the number of {z k } ({z k }) (see Examples 1, 2, or Rec in Tables  II, III) . Also, it may vary for the set {z k } in PA for different numbers of processors (Tables II, III) . Compared with SA, PA will frequently decrease the number of cuts during the compu- tation resulting in a lower number of newly generated vertices, even for PA with single processor. In addition, the vertices created by cuts can be computed in parallel for PA. Thus, PA is much more efficient than SA. Moreover, observing the variation of the set {z k } in PA, speedups greater than the number of processors can be expected in some test problems (Tables II, III , IV, V). Notice that with the same total number of generated vertices, PA with single processor is slower than SA because the former has to find the n adjacent vertices and do pivoting and edge searching for each adjacent vertex (cf. 1 in Table II and 6, 29 in Tables IV, V). However, Tables II, III , IV, V show that the number of new vertices produced by cuts for PA with single processor is frequently much lower than that created in SA. Therefore, it is expected that the efficiency of SA can be much improved in most test problems if SA takes additional time to execute the edge searching procedure as PA.
The notations employed in Tables II, III 
.).
The parallel algorithm introduced in this paper is a synchronous parallel procedure since the subsequent step will not be executed until completing the computation of the previous step. For example, in Phase I, if one wants to do Step 2, one has to finish Step 1 and obtain z k , the minimum of z k i , i = 1, . . . , n. Here, various numbers of processors p (≤n) are used to solve the (LRCP) problem for parallel algorithm.
From the computational results, we know that a high efficiency may be achieved if a suitable number of processors are chosen. In fact, in some problems, using more processors may not be realistic because many processors may be idle during the computation and more processors cause more communication overhead. Finally, since the memory required to store the list of vertex increases rapidly with n, the size of problem is restricted. Although CFS (Concurrent File System) can be used for the larger size of problem, it requires an inordinately long time to complete read/write processes.
CONCLUSION
In this paper, a new parallel algorithm has been proposed to solve the problem (LRCP) that can be efficiently implemented on a massive parallel computer DELTA. We have tested two sets of randomly generated test problems. For the first set, we emphasized problems of different sizes; for the other set, we concentrated on problems of the same size (m = 32, n = 16).
In the algorithm presented here, the calculation of producing new vertices is the most expensive part. However, this computation is distributed over all processors and saves a considerable amount of time although it requires the communication. By comparing it with the serial algorithm, we have achieved computational results (Tables II, III , IV, V) that show the parallel algorithm for different numbers of processors is more efficient, with even a superlinear speedup for some tested problems. As mentioned in the preceding section, greater than linear speedup is caused by different choices in the search process, but there is no method to predict them. The numerical experiments show that the PA for 1-processor case seems to have better performance than the SA in most tested problems.
