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El trabajo tiene como objetivo el desarrollo de un modelo de conducción autónoma 
con el algoritmo DDPG-LSTM, el cual pertenece a la familia Deep Reinforcement 
Learning (DRL). El algoritmo parte del Deep Deterministic Policy Gradient (DDPG) al 
cual se le ha implementado una red neuronal de mayor memoria llamada LSTM (Long 
Short-Term Memory). 
Con este modelo se contribuirá al desarrollo de algoritmos de navegación autónoma 
y en trabajos futuros se ajustará para poder implementarlo sobre el vehículo eléctrico 















The aim of this work is to develop an autonomous driving model with the DDPG-LSTM 
algorithm, which belongs to the Deep Reinforcement Learning (DRL) family. The 
algorithm is based on the Deep Deterministic Policy Gradient (DDPG) to which a larger 
memory neural network called LSTM (Long Short-Term Memory) has been 
implemented. 
This model will contribute to the development of autonomous navigation algorithms 
and in future work will be adjusted to be implemented on the autonomous electric 











El ser humano requiere indispensablemente de la movilidad, por lo que la navegación 
autónoma ha supuesto un gran avance en los últimos años. Hasta ahora su control 
se llevaba a cabo a través del uso de diferentes dispositivos y sensores como pueden 
ser láser, GPS, cámaras, etc. Mediante estos sensores era posible reconocer el 
entorno de manera que el vehículo era capaz de circular desde un punto a otro, pero 
este tipo de arquitectura resultaba muy compleja debido a que se dependía de 
demasiada electrónica en intervalos de tiempo muy pequeños. 
Para solucionar este problema se pretende usar inteligencia artificial, en concreto un 
campo de la tecnología que tiene mucho éxito llamado Machine Learning y Deep 
Learning. Actualmente, las técnicas de inteligencia artificial son utilizadas para casi 
todos los campos de la ciencia con numerosas finalidades, desde el campo de la 
medicina, a la previsión económica, conducción autónoma, etc. 
Este proyecto está desarrollado dentro del grupo de investigación Robesafe de la 
Universidad de Alcalá para el proyecto Tech4AgeCar. Se encuentra en una etapa 
avanzada en la cual se ha implementado mucha inteligencia artificial para alcanzar el 
propósito final de conducción autónoma de vehículos.  
Dentro de este proyecto se utilizan numerosos sensores como cámaras, Lídar y 
DGPS con los que se procesa información en la capa de percepción, y con ayuda de 
estos se pueden desarrollar algoritmos en el campo del Deep Reinforcement Learning 
(DRL) para el vehículo real, empleando redes neuronales artificiales. 
Las redes neuronales se usan en detección y seguimiento de objetos, reconocimiento 
de señales de tráfico, segmentación de imágenes semánticas y diversos temas en los 
sistemas de vehículos autónomos.  
En este caso se va a analizar un algoritmo Deep Reinforcement Learning con una red 
neuronal LSTM (Long Short-Term Memory). Esta red son una extensión de redes 
neuronales recurrentes con el objetivo de ampliar la memoria y tener experiencias de 







El DDPG-LSTM es un algoritmo que se establece tomando como base la memoria 
histórica de conducción y el estado de movimiento instantáneo de los vehículos, 
además de que se van obteniendo recompensas en cada una de las interacciones. 
Los resultados muestran que el algoritmo permite reproducir una conducción 
autónoma personalizada con una velocidad predeterminada. Este se comparará con 
la versión anterior del DDPG tanto en rendimientos en la etapa de entrenamiento 
como en la evaluación de modelos entrenados. 
El algoritmo va a predecir una acción (aceleración y dirección) que se introducirá en 
el simulador y calculará una recompensa para retroalimentar la red neuronal. Con 
esto se construirá un entorno funcional el cual se reproducirá dentro del simulador 
hiperrealista CARLA (simulador que utiliza el grupo de investigación Robesafe), el 
cuál más adelante se explicará con detalle. 
Esto permite una solución más fácil y genérica al problema de la navegación, ya que, 
a pesar del buen funcionamiento de los sistemas convencionales, es necesario un 










Actualmente la conducción autónoma es una realidad. Un vehículo autónomo es un 
automóvil que obtiene información de su entorno y realiza acciones de manera segura 
sin intervención humana. 
Para esta percepción, como ya se ha mencionado, es necesario numerosos sensores, 
como GPS, LiDar, cámaras, etc. Sincronizar todos estos dispositivos no es una tarea 
fácil, pero se ha conseguido con el objetivo de poder tomar siempre la mejor decisión 
posible para moverse por el entorno de forma segura. 
El objetivo principal de la conducción autónoma es la navegación del vehículo 
partiendo de un punto inicial hasta un punto final sin ningún accidente. Actualmente, 
la empresa estadounidense llamada Tesla Motor, fundada en 2003, dispone de una 
tecnología de conducción semiautomática denominada Tesla Autopilot [1], que está 
cambiando la forma en que se navega y se desplaza, incorporando inteligencia 
artificial de última generación y mejorando la próxima generación de vehículos 
autónomos con actualizaciones en tiempo real. 
Aparte de esta empresa está Waymo, la cual ha lanzado recientemente un conjunto 
de datos abiertos para desafíos sobre este tema, y de aquí surge la idea de aprender 
a través de Reinforcement Learning una memoria de largo a corto plazo para un 
modelo que imite la tecnología de esta empresa. En el paper [2] se plantea un modelo 
con una red LSTM, los resultados demuestran que esta red tiene un mejor desempeño 
que los modelos de referencia sin necesidad de utilizar modelos CNN o aquellos que 
dependan del tiempo en los datos. 








Figura 1. Vehículo autónomo Waymo [3] 
 
Para este proyecto se abrió la oportunidad de participar dentro del grupo de 
investigación Robesafe y hacerlo compatible para el proyecto “Tech4AgeCar” de la 
Universidad de Alcalá. En este proyecto se intenta conseguir un vehículo autónomo 
















1.2. OBJETIVOS Y CAMPO DE APLICACIÓN 
Los objetivos de este trabajo son: 
- Implementar una aplicación de Aprendizaje por Refuerzo Profundo (Deep 
Reinforcement Learning) para conducción autónoma mediante el algoritmo 
Deep Deterministic Policy Gradient, con una red neuronal Long Short-Term 
Gradient (DDPG-LSTM). Se trata de una red neuronal recurrente, de modo que 
tanto la conducción autónoma como la instantánea son la base para la toma 
de decisiones del comportamiento del vehículo. 
- Conseguir un sistema de navegación estable a partir de esa aplicación. Para 
comprobar la efectividad se compararán los algoritmos DDPG-LSTM y DDPG 
tradicional en modo entrenamiento y pruebas en el simulador hiperrealista 
CARLA dentro de un circuito determinado. 
- El objetivo principal de la conducción autónoma es conseguir eliminar las 
víctimas de accidentes de tráfico, ya que si todos los coches funcionasen de 
manera autónoma se podrían reducir estas cifras notablemente. 
 
1.3. ESTRUCTURA DEL TRABAJO 
La estructura del trabajo será: 
1. Introducción. 
2. Estado del arte. 
3. Simulador CARLA. 
4. Arquitectura general. 
5. Simulación. 
6. Resultados experimentales. 
7. Conclusiones generales. 












En este apartado se comentarán los inicios de la conducción autónoma, una 
introducción a las redes neuronales y se explicarán diferentes técnicas de aprendizaje 
por refuerzo que se han ido desarrollando a lo largo del tiempo. 
 
2.2. CONDUCCIÓN AUTÓNOMA 
Como se ha comentado anteriormente, los inicios del vehículo autónomo se deben a 
Tesla Motor. En 2018 surge el problema de determinar qué nivel de autonomía se le 
da a un vehículo, por ello la Sociedad de Ingenieros Automotrices (SAE) definió el 
baremo de acuerdo con el estándar J3016 [4] y estableció 6 niveles. Los tres primeros 
el conductor es el encargado de controlar y supervisar, y el resto es el vehículo el que 
realiza la conducción, pero puede retornar el control al humano en cualquier 
momento. 
Actualmente los vehículos autónomos comerciales han llegado al nivel 3, en el que el 
conductor puede ser requerido cuando este lo necesite. Se está desarrollando para 
alcanzar el nivel 4, pero se necesita una percepción muy buena del entorno para 
poder asegurarle una correcta posición inicial y final, así como la capacidad de realizar 
el trayecto de manera óptima. 
Con el desarrollo tanto de la inteligencia artificial como de Big Data, los métodos de 
aprendizaje supervisado se han mejorado por la capacidad de datos dimensionales 
[5]. Además, estos métodos son más flexibles que los modelos clásicos ya que 
permiten la incorporación de parámetros adicionales que influyen en el 
comportamiento del vehículo. 
 
  





2.3. REDES NEURONALES 
Una red neuronal [6] es una red de entidades interconectadas (nodos), en la que cada 
nodo es responsable de un cálculo simple, el cual consiste en un modelo 
computacional que permite resolver tareas de regresión o clasificación. Esta 
herramienta es ampliamente utilizada en el área del aprendizaje automático y se basa 
en el funcionamiento de las redes biológicas.  
Estas redes están formadas por neuronas, cada neurona es un pequeño modelo 
matemático el cual recibe una o varias entradas y proporciona un resultado. La 
entrada está formada por la suma de diferentes valores ponderados junto con un 
sesgo. El resultado es la siguiente ecuación [7]: 




𝑦: 𝑠𝑎𝑙𝑖𝑑𝑎 𝑑𝑒 𝑙𝑎 𝑛𝑒𝑢𝑟𝑜𝑛𝑎 
𝑥𝑖 = 𝑠𝑎𝑙𝑖𝑑𝑎 𝑑𝑒 𝑛𝑒𝑢𝑟𝑜𝑛𝑎 𝑖 𝑑𝑒 𝑙𝑎 𝑐𝑎𝑝𝑎 𝑎𝑛𝑡𝑒𝑟𝑖𝑜𝑟 
𝑤𝑖 = 𝑝𝑒𝑠𝑜𝑠 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑒𝑛𝑡𝑒 𝑎 𝑙𝑎 𝑛𝑒𝑢𝑟𝑜𝑛𝑎 𝑖 
𝑏 = 𝑠𝑒𝑠𝑔𝑜 𝑑𝑒 𝑙𝑎 𝑛𝑒𝑢𝑟𝑜𝑛𝑎 
Las neuronas están organizadas en capas dentro de las redes neuronales donde la 
entrada es la primera capa y la salida es la última, y cada neurona recibe las salidas 
de la capa anterior como entrada. Los pesos de cada neurona se pueden entrenar 
para que la salida se aproxime a la deseada, y se calcula el error entre la salida y la 
deseada, y se propaga desde la última capa a la primera. 
 




2.4. REINFORCEMENT LEARNING 
El Reinforcement Learning [8] es un área de aprendizaje automático cuya misión 
consiste en determinar qué acciones debe escoger el agente en cada para obtener 
una recompensa máxima. 
Este optimiza los problemas en la toma de decisiones secuenciales a través del 
aprendizaje interactivo continuo entre el agente y el entorno. Su composición básica 
está representada por una tupla de 5 parámetros: 
𝑀 = (𝑆, 𝐴, 𝑟, 𝑃, 𝛾) 
𝑑𝑜𝑛𝑑𝑒: 
𝑆: 𝑒𝑠 𝑒𝑙 𝑐𝑜𝑛𝑗𝑢𝑛𝑡𝑜 𝑓𝑖𝑛𝑖𝑡𝑜 𝑑𝑒 𝑒𝑠𝑡𝑎𝑑𝑜𝑠  
𝐴: 𝑒𝑠 𝑒𝑙 𝑐𝑜𝑛𝑗𝑢𝑛𝑡𝑜 𝑓𝑖𝑛𝑖𝑡𝑜 𝑑𝑒 𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 
𝑟: 𝑒𝑠 𝑙𝑎 𝑟𝑒𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎  
𝑃: 𝑒𝑠 𝑙𝑎 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑑𝑎𝑑 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 
𝛾 ∈ (0,1] 𝑒𝑠 𝑢𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 𝑑𝑒 𝑟𝑒𝑑𝑢𝑐𝑐𝑖ó𝑛 
Para cada estado 𝑠𝑖 en un tiempo 𝑖, la acción 𝑎𝑖 se determina según un plan de acción 
𝜋 (𝑠𝑖). Después, el agente pasa al siguiente estado 𝑠𝑖+1 con una probabilidad                  
𝑅𝑡 = ∑ 𝛾
𝑘𝑟𝑡+𝑘   
∞
𝑘=0 y se obtiene una recompensa 𝑟𝑖, de manera que (𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠𝑖+1) son 
el conjunto de datos que se generan continuamente y los cuales se utilizan para 
optimizar el plan de acción 𝜋 con fin de maximizar el rendimiento acumulado 
esperado. 
Tras varias iteraciones, el agente aprenderá la estrategia de acción necesaria para 
completar la tarea correctamente. El proceso de iteraciones de Reinforcement 
Learning entre agente y entorno se puede visualizar en la figura 3 y la recompensa 
esperada sigue la siguiente expresión: 






Figura 3. Arquitectura Deep Reinforcement Learning 
 
Las tareas en las que el Reinforcement Learning quiere ayudar en la conducción 
autónoma son las siguientes: 
- Optimización de la trayectoria. 
- Planificación del movimiento. 
- Optimización del controlador. 
- Políticas de aprendizaje basadas en diferentes escenarios en las carreteras. 
A continuación, se mostrarán diferentes ejemplos reales en los que se emplea el 
Reinforcement Learning: 
Un ejemplo donde se utiliza es el robot AWS DeepRacer [10] el cual es un vehículo 
autónomo de carreras que se ha construido para probarlo dentro de un circuito. Está 
formado por diferentes cámaras que visualizan la pista y un modelo que controla el 
acelerador y la dirección. Su red neuronal está formada por 4 capas convolucionales 
y 3 capas completamente conectadas entre sí. En la figura 4 se puede ver una imagen 






Figura 4. AWS DeepRacer [11] 
 
Otro ejemplo del uso de RL es en el ámbito de los juegos de estrategia, pues AlphaGo 
Zero [9] es un algoritmo el cual a través de RL pudo aprender el juego Go desde cero 
enfrentándose a sí mismo. El entrenamiento duró 40 años y se puso a prueba contra 
el número uno de este juego, Ke Jie, al cual derrotó. Únicamente se utilizaron piezas 
blancas y negras como entradas en una única red neuronal. En la figura 5 se puede 
observar visualmente el esquema del algoritmo: 
 
 





Una vez estudiado el tema de las redes neuronales y el Reinforcement Learning surge 
la idea de investigar dentro de este ámbito y encontrar un algoritmo con mayor 
memoria del que se tenía. Por ello el uso de las redes neuronales LSTM.  
Una de las utilidades que se están probando son las redes LSTM-GAN [12] dentro de 
la seguridad de vehículos autónomos. El objetivo es proporcionar seguridad 
mantenido una distancia segura y óptima para defenderse de posibles accidentes de 
tráfico. La reacción del vehículo autónomo es la que se estudia con herramientas de 
DRL. En este ejemplo se emplea una Long Short-Term Memory (LSTM) Generative 
Adversial Network (GAN) lo que forman una técnica conocida como LSTM-GAN para 
crear un modelo. 
En este algoritmo se experimentó un resultado brillante, ofreciendo una distancia 
eficaz en cualquier ataque de tráfico que interrumpiese el tránsito de vehículos 
evitando que chocasen. El modelo LSTM-GAN se utiliza para obtener características 
temporales e independientes entre las acciones del adversario y las reacciones de los 
vehículos autónomos que provocan una desviación en la distancia óptima. En la figura 
6 se muestra el pseudocódigo de este algoritmo [12]:  
 









El DDPG parte de algoritmos dentro del Reinforcement Learning más antiguos como 
los clásicos Actor-Critic [13]. 
El algoritmo Actor-Critic es un paradigma clásico del Reinforcement Learning que 
cuenta con dos agentes. El actor que es el que controla como reacciona el agente y 
el critic evalúa como fue la decisión tomada. 
2.6.2. ALGORITMO A2C 
 
El algoritmo A2C significa Actor Critic con ventaja, parte del Actor-Critic comentado 
en el apartado anterior y sigue la misma idea, lo que cambia es la función que se 
utiliza que en este caso se llama función de ventaja: 
𝐴(𝑠, 𝑎) = 𝑄(𝑠, 𝑎) − 𝑉(𝑠) 
donde 𝑉(𝑠) es el promedio de ese estado.  
Con esto se podrá ver si mejora o no, ya que si el valor 𝐴(𝑠, 𝑎) es positivo significa 
que 𝑄(𝑠, 𝑎) es mejor que el promedio, por lo que se estaría mejorando. 
2.6.3. ALGORITMO A3C 
 
El algoritmo A3C sigue las siglas de Actor Critic asíncrono con ventaja, al igual que 
en el caso anterior el algoritmo parte del A2C, con la diferencia de que este algoritmo 
usa múltiples agentes y cada agente tiene sus propios parámetros de red y una copia 
del entorno. Estos agentes interactúan entre sí de forma asíncrona aprendiendo con 
cada interacción. 
Este algoritmo imita el entorno de la vida real entre humanos, ya que cada humano 






El pseudocódigo que sigue este algoritmo se refleja en la siguiente figura [14]:  
 










CARLA [15] es un simulador autónomo hiperrealista de código abierto que se usa en 
el proyecto Tech4AgeCar. A través de PythonAPI se pueden gestionar numerosas 
tareas involucradas en el problema de la conducción autónoma dentro del simulador. 
El simulador [16] se basa en Unreal Engine 4, que es una herramienta de creación 
3D en tiempo real usada también en la creación de videojuegos. Esta herramienta le 
permite a CARLA tener una increíble vista realista del simulador, haciendo que los 
problemas sean visibles y lo más real posible gracias a su propia física. Además, 
CARLA junto a PythonAPI está en continuo desarrollo, por lo que la hacen una de las 
mejores opciones del mercado dentro de los simuladores. 
El Simulador CARLA se separa en dos vertientes. Por un lado, el servidor es el 
responsable de todo lo relacionado con la simulación, es decir, de la representación 
de sensores y cámaras, cálculos de la física, etc. Y por otra parte está el lado del 
usuario, que controla la lógica de los actores en la escena y los escenarios, como por 
ejemplo las condiciones del clima, sensores, actores pasivos, etc.  
Es posible añadir módulos del usuario al servidor a través de PythonAPI y crear el 
entorno de simulación que se quiera. Con ello, se pueden llegar a tener infinitas 
funcionalidades para incorporar al proyecto. 
Algunas de las características del simulador son las siguientes: 
- Capacidad de añadir diferentes cámaras, sensores y la configuración ser 
cambiada en cada episodio. También se puede modificar la posición y 
orientación de la cámara. 
- Obtener información sobre el entorno a través de PythonAPI ya que se puede 
leer la información de odometría, GPS o sensores de colisión imprescindibles 
para la simulación. 
- CARLA cuenta con integración ROS. ROS [17] (Robotic Operative System) es 
una plataforma de desarrollo para la comunicación entre sensores y 






El desarrollo de CARLA se actualiza constantemente en el simulador y en sus 
funcionalidades tanto en documentación como en funciones de PythonAPI, lo que 
obliga al usuario a aprender constantemente nuevas técnicas. Además, PythonAPI 
hace que el simulador sea sencillo, por lo que la información fluye directamente de un 
lado a otro. 
El asentamiento de CARLA en sistemas de navegación autónoma se debe a la unión 
creada entre ROS y CARLA a través del llamado RosBridge, el  cual permite publicar 












3.2. CREACIÓN DE MAPAS 
Una de las características más importantes de CARLA son los mapas realistas 
predeterminados “Town0X”, estos mapas incluyen todo lo que se puede ver en la vida 
real como semáforos, señales, destellos de luz, paso de peatones, peatones, rectas, 
curvas, etc. En las figuras 9 y 10 se pueden observar dos mapas predeterminados: 
 
Figura 9. Town01 
 





Pero no solo eso, CARLA gracias a RoadRunner permite la creación de nuevos 
mapas personalizados. En la figura 11 se puede ver la secuencia de creación, 
exportación e importación en CARLA usando este programa. 
 
Figura 11. Esquema general creación de mapas 
 
En este trabajo se va a usar un mapa real llevado al simulador, el cual es una réplica 
al Campus Externo de la Universidad de Alcalá realizado por integrantes del proyecto 
Tech4AgeCar, y que servirá para llevar a cabo el entrenamiento y simulación de un 
tramo que consta de dos rotondas. En la figura 12 se puede ver el mapa real en vista 

































En este apartado se va a describir la estructura de los algoritmos que se utilizarán en 
este trabajo. En primer lugar, el concepto de Reinforcement Learning debe explicarse 
dentro de Deep Reinforcement Learning (DRL), el cual es un método que utiliza 
conceptos de Deep Learning y Reinforcement Learning para crear algoritmos 
utilizados en áreas tecnológicas y científicas.  
En un esquema de DRL se tiene en primer lugar un entorno, donde existe un agente 
que tiene que ser creado y modelado, y un observador el cual recoge datos del 
entorno y extrae valores de estado y recompensas que son enviados al agente. 
Finalmente, el agente en función de estos valores calcula una acción que utilizará 
para moverse al siguiente estado. 
La decisión más importante en este sistema es escoger la mejor acción para obtener 
una buena recompensa, la cual, en este caso, consiste en que el coche realice un 
recorrido desde un punto inicial hasta un punto final sin salirse del carril y evitando 
choques con las aceras, farolas, etc. Si consigue realizar todo el recorrido sin 
interrupciones, se obtendrá la máxima recompensa posible. 
Para este análisis, el algoritmo general empleado es el Deep Deterministic Policy 
Gradient (DDPG) y se va a comprobar el funcionamiento de dos versiones de este 















El Deep Deterministic Policy Gradient (DDPG) es un algoritmo formado por 2 módulos 
denominados Actor y Critic. El módulo que aprende y tomas las decisiones se conoce 
como agente, mientras que todo lo que interactúa con él es el entono [18].  
El agente continuamente escoge acciones de un espacio de acción 𝐴 = ℝ𝑁 (un 
estado) y una recompensa 𝑟(𝑠𝑡, 𝑎𝑡) que es la devolución del entorno. El 
comportamiento del agente se rige por una norma de distribución probabilística de 
acción 𝜋: 𝑆 → 𝑃(𝐴) en un entorno estocástico 𝐸. 
El retorno del estado se define como la suma de todas las recompensas futuras 
descontadas:  
𝑅𝑡 = ∑ 𝛾





Donde 𝛾 𝜖 [0,1] es un factor de descuento. Definiendo el valor de acción como el valor 
esperado cuando una acción 𝑎𝑡 se toma en un estado 𝑠𝑡 siguiendo la norma 𝜋: 
𝑄𝜋(𝑠𝑡, 𝑎𝑡) = 𝐸𝑟𝑖≥𝑡,𝑠≥𝑡~ 𝐸,𝑎𝑖~𝑡~𝜋 [𝑅𝑡|𝑠𝑡, 𝑎𝑡] 
La ecuación de Bellman se utiliza con una norma determinista 𝜇: 
𝑄𝜇(𝑠𝑡, 𝑎𝑡) = 𝐸𝑟𝑡,𝑠𝑡+1 ~ 𝐸 [𝑟(𝑠𝑡, 𝑎𝑡) + 𝛾𝑄
𝜇(𝑠𝑡+1 , 𝜇(𝑠𝑡+1))] 
 
La función actualizada Q, redondeada a través de una función 𝜃𝑄 de parámetros que 
minimizan la pérdida 𝐿(𝜃𝑄): 
𝐿(𝜃𝑄) = 𝐸𝑠𝑡~𝜌𝛽,𝑎𝑡~𝛽,𝑟𝑡~𝐸[(𝑄(𝑠𝑡, 𝑎𝑡|𝜃
𝑄) − 𝑦𝑡)
2] 
Beta β es cualquier norma estocástica y la distribución reducida para una π, y yt se 
define como: 






A través de estas ecuaciones, se encuentra la función 𝑄(𝑠, 𝑎) del critic. Las 
actualizaciones del actor se basan en seguir al gradiente del retorno esperado de la 
distribución 𝐽, con respecto a los parámetros del aproximador de funciones del actor 
El gradiente es: 






𝜇)|𝑠 = 𝑠𝑡] 
Un problema en el uso de redes neuronales en Reinforcement Learning es la 
suposición de muchos optimizadores de muestras independientes que siguen una 
distribución similar, caso que no es cierto en un proceso con interacción ambiental, 
donde los siguientes estados son consecuencia directa, agregando la repetición de 
experiencia que también se implementa en DDPG. 
En la siguiente figura se muestra un diagrama de bloques donde se explica la 
estructura del DDPG a utilizar: 
 
 
Figura 14. Estructura DDPG 
 
Analizando el diagrama se ve que está separado la parte del agente en actor y critic, 
pero se concatenan pasando por unos Dense (capa en la cual se conectan todas las 





En la figura 15 [18] se puede ver un esquema visual del DDPG, donde se diferencia 
la parte del agente con su actor y critic, y el entorno. A través del agente se mandan 
acciones (aceleración y dirección) a CARLA mediante PythonAPI y tras procesarse la 
información se devuelve una recompensa. 
 
Una explicación del algoritmo DDPG [19] desde un punto más conceptual se resume 
en estos pasos: 
- Por un lado, se inicializan ambas redes neuronales. Estas redes son el actor 𝜇 
y el critic 𝑄. Por otro lado, las redes objetivo  𝜇′, 𝑄′ y el buffer también se 
inicializa. 
- Se inicia un proceso iterativo sobre m episodios. 
- Para cada episodio se obtiene el estado inicial y numerosos comandos para 
cada N step. 
- Una acción 𝑎𝑡 es calculada por el actor con el estado inicial 𝑠𝑡  como entrada. 
Esto se aplica a la acción y devuelve un nuevo estado 𝑠𝑡+1 junto a una 
recompensa asociada 𝑟(𝑎𝑡, 𝑠𝑡).  
- Una iteración está formada por una tupla (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑠𝑡+1) que se almacena en el 
buffer R. 
- El proceso de aprendizaje se inicializa muestreando un minibatch aleatorio con 
N iteraciones por encima del buffer R. 
- El critic objetivo 𝑄′ devuelve su predicción para el siguiente estado 𝑠𝑡+1 usando 
la salida del actor objetivo con 𝑠𝑡+1  como entrada, es decir, la acción que el 




actor objetivo habría tomado en el estado 𝑠𝑡+1, se almacena y la tupla de acción 
se evalúa por el critic objetivo. Este valor de predicción debe ser en 
comparación con el valor del estado real 𝑠𝑡 válido en el minibatch, pero al ser 
un solo step de diferencia el valor 𝑄 futuro se reduce y su recompensa 𝑟𝑡 que 
recibe el agente se aplica a la acción de ese estado 𝑠𝑡. 
- Cuando 𝑦𝑖 se calcula, el critic se actualiza minimizando el MSE entre los 
valores pronosticados por el critic para (𝑠𝑡, 𝑎𝑡) y 𝑦𝑖. 
- La siguiente tarea es la actualización del actor. Los pesos de la red neuronal 
se mueven siguiendo el gradiente ∇𝜃𝜇, que se calcula con el promedio del 
producto del gradiente del critic con respecto a las acciones y el gradiente del 
actor con respecto a sus pesos. 
- Finalmente, las dos redes objetivo se actualizan aproximándolas a las 
ponderaciones del critic y el actor, actualizándose mediante una suma 
ponderada de este último y las redes objetivo de la iteración anterior. 
- Itera sobre N steps. 
- Itera sobre N episodios. 
En la figura 15 se muestra el pseudocódigo del DDPG [19]: 
 





Las redes Long Short Term Memory surgen en 1997 con el objetivo de realizar 
conexiones hacia atrás entre las capas [20]. Son redes neuronales recurrentes 
mejoradas, que utilizan una unidad de memoria para determinar qué información debe 
ser retenida o transmitida. 
Una celda de memoria administra el sentido de la información, la entrada controla 
cuando quiere que entre nueva información y la salida controla cuanto tiempo tiene la 
información almacenada, y si la elimina o la guarda.  
LSTM es una red con función de memoria muy utilizada en la actualidad ya que se 
utiliza también en reconocimiento de voz y escritura. Su estructura interna se muestra 
en las figuras 17 y 18 [21]: 
 






Figura 18. Esquema red Long Short-Term Memory (LSTM) [21] 
 
En la figura 18, se ven las diferentes variables: 
- 𝑥𝑡 es la entrada en el tiempo 𝑡. 
- 𝑜𝑡−1 es la salida de la celda en el tiempo 𝑡 − 1, es decir, la salida anterior. 
- 𝑐𝑡−1 es la memoria que pasa por la etapa anterior. 
- 𝑐𝑡 es la información que pasa a la siguiente etapa. 
En total en el esquema se puede ver 3 entradas y 2 salidas. 
- Entradas: [𝑥𝑡, 𝑜𝑡−1, 𝑐𝑡−1 ]. 







Las diferentes denotaciones de la celda son: 
- La función ∅ es una función de activación. 
- La operación [ | ] significa la concatenación de las entradas. 
- Las funciones 𝜎 aproximan a una respuesta binaria. 
- El operador ⨁ suma tensores. 
- El operador ⨂ hace la función de un switch después de la función 𝜎.  
La celda del LSTM se actualiza como: 
𝒄𝒕 = 𝒄𝒕−𝟏 ⨂ 𝒓𝒕 + 𝒊𝒕   ⨂  𝒂𝒕 
 
El esquema que sigue el LSTM dentro del algoritmo diseñado es el siguiente: 
 
 
Figura 19. Estructura LSTM 
 
Como se puede ver se aplicará al módulo Critic del agente, y se empleará una LSTM 






El algoritmo DDPG-LSTM se forma combinando el DDPG y la red LSTM, la estructura 
que forma es similar a la del DDPG, pero cambia la parte del critic que se añade la 
red LSTM de 128 neuronas y la concatenación de ambos módulos del agente. 
 
Las redes del actor y critic del DDPG adoptan una estructura de 3 capas, las cuales 
son una etapa de entrada, una de salida y una capa oculta. Para el caso de la capa 
oculta, en la red recurrente RNN se incluye la red neuronal LSTM, la cual se integra 
en la estructura del DDPG. Los estados y la memoria (𝑜𝑡−1, 𝑐𝑡−1) son la entrada de la 
red LSTM en el tiempo 𝑡 para generar una acción 𝐴𝑡 y la memoria (información) 
actualizada (𝑜𝑡, 𝑐𝑡). Entonces (𝑜𝑡, 𝑐𝑡) será en el step  𝑡 + 1. 
La explicación del algoritmo DDPG-LSTM desde un punto más conceptual se resume 
con estos pasos: 
- Se inicializan aleatoriamente la red critic 𝑄((𝑠𝑡, 𝐴𝑡), (𝑜𝑡−1, 𝑐𝑡−1|𝜃
𝑄)) y la red del 
actor 𝜇(𝑠𝑡, (𝑜𝑡−1, 𝑐𝑡−1)|𝜃
𝜇). 
- Se inicializan las redes objetivo 𝑄′ y 𝜇′ con sus pesos 𝜃𝑄′ ←  𝜃𝑄 y 𝜃𝜇′ ← 𝜃𝜇. 
- Se inicia un proceso iterativo de episodios y el buffer R. 
- Para el episodio=1: 
o Inicializa la memoria (𝑜𝑡−1, 𝑐𝑡−1) para las redes 𝑄, 𝜇, 𝑄′ 𝑦 𝜇′. 
o Recibe el estado de observación inicial 𝑠𝑡. 
o Para el step 𝑡 = 1: 
▪ Selecciona la acción: (𝐴𝑡, (𝑜𝑡, 𝑐𝑡))) = 𝜇(𝑠𝑡, (𝑜𝑡−1, 𝑐𝑡−1)|𝜃
𝑄). 
▪ Ejecuta la acción 𝐴𝑡, recibe la recompensa 𝑟 y el nuevo estado 
𝑠𝑡+1. 
▪ Se almacena en R: (𝑜𝑡, 𝐴𝑡 , 𝑟𝑡, 𝑠𝑡+1, (𝑜𝑡−1, 𝑐𝑡−1), (𝑜𝑡, 𝑐𝑡)) 
▪ Se muestrea un minibatch aleatorio de N transiciones de R. 
▪ Se obtiene: 𝑦𝑖 = 𝑟𝑖 + 𝛾𝑄
′((𝑠𝑡+1, 𝜇
′(𝑠𝑡+1, (𝑜𝑡, 𝑐𝑡)|𝜃
𝜇′)) , (𝑜𝑡, 𝑐𝑡)|𝜃
𝑄′) 
▪ Se actualiza el critic para minimizar las perdidas: 



















 𝑄((𝑠, 𝐴), (𝑜, 𝑐| 𝜃𝑄) |𝑠=𝑠𝑖…1=𝜇(𝑠𝑡,(𝑜𝑡−1,𝑐𝑡−1)) 
∇𝜃𝜇𝜇(𝑠, (𝑜, 𝑐))|𝑠𝑖 
o Se actualizan las redes objetivo: 
 𝜃𝑄
′





← 𝜏𝜃𝜇 + (1 − 𝜏)𝜃𝜇
′
 
o Cierre de bucle:  𝑆𝑡𝑒𝑝 𝑡𝑛 






4.5. MODELO DE AGENTE – WAYPOINTS 
 
El agente va a seguir un modelo de waypoints. Los waypoints son puntos que van 
marcando la trayectoria y el vehículo debe seguirlos para llegar al punto final.  
En la figura 21 se tiene un esquema visual de este modelo, se ve que CARLA 
proporciona una lista de waypoints a través de su propio planificador global junto a 
PythonAPI, y serán la entrada del agente junto a los parámetros de conducción para 
conseguir enviar los parámetros de dirección y aceleración al entorno. 
 
Figura 21. Modelo Waypoints CARLA [18] 
Al planificador se le dan dos puntos, el inicial y el final, y a partir de ellos se genera 
una trayectoria dentro del mapa devolviendo una lista de waypoints que une ambos 
puntos.  
La cantidad de elementos de esta lista de puntos depende de la distancia entre los 
puntos inicial y final. Como esta lista puede llegar a ser demasiado grande se cogen 
solo 15 puntos, siendo el primero el más cercano a la posición actual del vehículo y 
cuando estos se rebasan se van eliminando. 
Estos puntos están referenciados globalmente al punto (0,0,0) del mapa de CARLA. 
Para pasar los puntos referenciados en el mapa a referenciados en el vehículo se 















Para construir esta matriz se debe conocer [𝑋𝑐, 𝑌𝑐, 𝑍𝑐, 𝛾𝑐], que indica la posición global 
del vehículo (𝑋, 𝑌, 𝑍) y el yaw (𝛾) en cada instante. Para pasar los puntos 
referenciados del mapa  𝑃𝑚𝑎𝑝 a referenciados al vehículo (𝑃𝑣𝑒ℎ𝑖𝑐𝑙𝑒) se hace de la 
siguiente manera: 
𝑃𝑚𝑎𝑝 = 𝑀
−1 ∗ 𝑃𝑣𝑒ℎ𝑖𝑐𝑙𝑒 → 𝑷𝒗𝒆𝒉𝒊𝒄𝒍𝒆 = 𝑴
−𝟏 ∗ 𝑷𝒄𝒂𝒓 
Para formar el vector de estados además de los waypoints, se tienen dos parámetros 
de la ubicación del vehículo en la carretera: 
- 𝒅𝒕 indica la posición del vehículo respecto a la carretera. 
- 𝝓𝒕 el ángulo del vehículo respecto a la carretera.  
El vector de estados que se forma es el siguiente:  







Una vez vista la estructura general del sistema, en este apartado se va a explicar 
cómo se implementa dentro del simulador CARLA, para poder entrenar los diferentes 
modelos y realizar una evaluación posteriormente. 
Se va a utilizar una estructura que permite la comunicación entre CARLA y PythonAPI. 
Para entrenar cada red neuronal y conseguir un modelo para la fase de evaluación 
se cuenta con las bibliotecas de código abierto Keras [22] y Tensorflow [23]. 
Dentro del simulador todo se configura desde scripts que se envían a CARLA, esta 
los recibe y envía datos de la observación. El aprendizaje del algoritmo es en línea, 
lo que supone que cuando finaliza un episodio se inicia otro automáticamente. 
Dentro de los scripts, los parámetros que se pueden configurar son los siguientes: 
- Vehículo: vehículo que se quiere utilizar dentro del simulador. En este caso es 
el Audi A2, ya que es el vehículo cuyos parámetros son los más parecidos al 
vehículo eléctrico del grupo de investigación. 
- Posición inicial: una vez lanzado el mapa, el simulador necesita una posición 
inicial para lanzar el vehículo y la simulación. 
- Sensores: los sensores que se utilizan en este algoritmo son el sensor de 
colisión, de cámara y GPS. Todos ellos tienen una ubicación relativa en el 






o Sensor de colisión: detecta cuando el vehículo choca con otro vehículo 
o elementos del mapa, como puede ser aceras, farolas, semáforos, etc.  
 
Figura 22. Sensor de colisión en CARLA 
o Invasión de carril: es un sistema que proporciona CARLA y da 
información de que se están cruzando las líneas de la carretera, lo 
que conlleva que el vehículo está cambiándose de carril. En el 
circuito que se ha creado no es necesario el cambio de carril por lo 
que se utilizará en la etapa de entrenamiento para interrumpir el 
episodio y reiniciarlo cuando se detecte la invasión.  




o GNSS: da información del centro del vehículo en el mapa. En las 
figuras 24 y 25 se muestra un ejemplo visual de este sensor en el 
cual se puede ver la localización del vehículo en dos orientaciones 
totalmente contraritas. En la figura 24 está en una orientación de           
-108 º y en la figura 25 en sentido contrario a 72º. 
 
Figura 24. Orientación -108º en CARLA 
 
 






5.2. ACCIONES EN DDPG-LSTM 
 
En cuanto a las acciones, el algoritmo DDPG-LSTM es continuo por lo que la salida 
también lo será. Los comandos de control que se aplican en el vehículo dentro del 
simulador son el acelerador y la dirección. 
El rango de salida depende de la función de activación y en este caso se utiliza la 
tangente hiperbólica [22]:  
 
Figura 26. Función de activación tanh 
CARLA tiene unos rangos para los comandos de control que para el caso del 
acelerador el rango es [0,1] y para la dirección [-1,1], por ello el empleo de esta función 
de activación. 
Además, se necesita una ecuación que transforme el rango de salida de la red [-1,1] 
en acelerador para CARLA, ya que el acelerador real enviado al simulador es [0.2,0.6] 
que corresponde a 2km/h y 30km/h respectivamente. 
𝑎𝑐𝑒𝑙𝑒𝑟𝑎𝑑𝑜𝑟 = 0.125 ∗ 𝑎𝑐𝑐𝑖ó𝑛𝑎𝑐𝑒𝑙𝑒𝑟𝑎𝑑𝑜𝑟 + 0.4  
En cuanto a la dirección se sigue la siguiente ecuación: 







En este apartado se verá cómo se obtienen los modelos entrenados para el agente y 
se comparará para ver cuál de los dos es más eficiente y confiable para un futuro ser 
probado en el vehículo eléctrico de Robesafe que se muestra en la figura 27. 
 
Figura 27. Vehículo eléctrico del grupo Robesafe (UAH) 
 
  






Las pruebas se van a realizar en un escenario creado por el proyecto “Tech4AgeCar” 
recreando el Campus Externo de la Universidad de Alcalá llamado 
“CampusUAH_RL_v1_0” dentro del simulador CARLA.  
 














Las métricas de evaluación para comparar los modelos van a ser: 
Para la etapa de entrenamiento: 
- Número de episodios necesarios para entrenar el modelo. 
- Recompensas obtenidas en función del número de episodios. 
En cuanto al número de episodios se refiere a la cantidad de episodios que ha 
necesitado el modelo para obtener un peso del algoritmo correcto para ser capaz de 
que el coche llegue al destino final sin colisionar y sin salirse del carril. 
Para ver la evolución de las recompensas a lo largo de los episodios, se utilizará una 
función de Tensorflow que muestrea la recompensa en cada episodio. 
Para la etapa de evaluación: 
- Error cuadrático medio (MSE) del error lateral y de orientación de la trayectoria 
realizada. 
Para calcular el error lateral, se va a utilizar un algoritmo realizado por uno de los 
integrantes del grupo Robesafe [25] para obtener la trayectoria ideal mediante la 
interpolación de los puntos obtenidos por el planificador global de CARLA. Entonces 
el error lateral será la diferencia entre la trayectoria ideal y real, calculando finalmente 





6.4. ETAPA DE ENTRENAMIENTO  
En primer lugar, se lleva a cabo el entrenamiento de los modelos, y una vez se 
obtengan los pesos entrenados se toman resultados para poder realizar las 
comparaciones. 
El proceso de entrenamiento itera un número de episodios determinados y cada vez 
que se predice una acción, avanza un paso. La etapa de entrenamiento se va a dividir 
en tramos de 8000 episodios seguidos, y el peso con mayor recompensa será 
utilizado como peso de partida para seguir a los siguientes 8000 episodios. El número 
de veces que se repite este proceso es cuando se vea que el vehículo puede ser 
llevado a la etapa de evaluación porque ya realiza el circuito correctamente. 
 La ruta que va a realizar es la circulación de dos rotondas unidas por una recta que 
se muestra en la figura 30:  
 









El proceso que se lleva a cabo es el siguiente: 
- Al inicio de cada episodio, CARLA junto a PythonAPI genera una ruta usando 
el planificador desde un origen a un destino dado (figura 30) utilizando el 
algoritmo elegido. 
- En cada step se obtiene un vector correspondiente a las características 
visuales y de conducción para que la acción sea realizada por el vehículo. 
- En cada episodio se va calculando una recompensa acumulada y se obtienen 
unos pesos, los cuales se van actualizando. 
- Se escogerá el episodio que haya obtenido una mayor recompensa para 
utilizarlo en la etapa de evaluación.  
- El episodio puede acabar por varios motivos: que llegue a su destino, que se 
produzca una colisión o que se salga del carril.  
En la figura 31 se puede observar una imagen en la etapa de entrenamiento, donde 










Los episodios que se muestran en la tabla 1 son los que se han necesitado en la 
etapa de entrenamiento para obtener la mayor recompensa posible y emplear sus 
pesos en la etapa de evaluación.  La mayor recompensa no se consigue siempre en 
el último episodio, es probable que después de conseguir la mayor recompensa esta 
disminuya. 




Tabla 1. Episodios según el algoritmo empleado 
 
Se puede observar que es mayor el número de episodios al utilizar la red LSTM que 
el DDPG clásico, esto se debe a que el modelo LSTM necesita más iteraciones para 
aprender y realizar el entrenamiento del circuito completo sin colisionar y sin invadir 
otro carril debido a su mayor capacidad de memoria. 
 
- RECOMPENSAS 
Como ya se ha comentado, las gráficas que se muestran a continuación se consiguen 
a través de un muestreo de la suma de recompensas de cada episodio a lo largo de 
la etapa de entrenamiento. 
Las recompensas que se pueden recibir en cada etapa son las siguientes: 
◼ Invasión de carril: -200 
◼ Colisión: -200 
◼ Llegada al objetivo: +100 
◼ Velocidad mayor a 10 km/h: +1 
◼ Velocidad menos a 10 km/h: -1 
A continuación, en las siguientes seis figuras se va a representar la comparativa en 
la etapa de entrenamiento de la media de recompensas conseguidas en cada 





Las gráficas que se muestran a continuación son sacadas de un entrenamiento de 
8000 episodios que parte de un peso de 16000 episodios anteriores, pero solo se 
representan los últimos 8000, es decir, las recompensas desde el episodio 16000 al 
24000 del algoritmo. 
 
Figura 32. Media de recompensas logradas en algoritmo DDPG 
 
En la figura 32 se puede ver como la media de recompensas logradas con el algoritmo 
básico Deep Deterministic Policy Gradient (DDPG) es al 95% mayor de cero, y en el 
resto de los episodios las recompensas el valor de la recompensa media está por 




Figura 33. Distancias logradas en algoritmo DDPG 
En la figura 33 se muestran las distancias recorridas con el algoritmo DDPG, se puede 
observar que sigue el patrón de las recompensas medias, es decir, cuanta más 





Figura 34. Máximas recompensas logradas en algoritmo DDPG 
En la figura 34 se representan las máximas recompensas en el algoritmo, sigue el 
mismo patrón que la de recompensa media y distancia recorrida en el valle entre el 
episodio 2200 y 2900. La mayor recompensa se consigue en el episodio 6760 
(episodio 22760 del completo) con un valor de 45740.  
Con este algoritmo se consiguen recompensas muy altas porque la velocidad a la que 






Con la red LSTM se han necesitado más episodios que el DDPG clásico para 
conseguir un peso que se pueda utilizar en la etapa de evaluación, en total 32000 
episodios. Para que las gráficas sean comparables con el DDPG clásico las 
recompensas que se muestran van desde el episodio 16000 al 24000, por lo que las 
recompensas y las distancias logradas no serán las máximas obtenidas con este 
algoritmo. 
 
Figura 35. Media de recompensas logradas en algoritmo DDPG-LSTM 
 
En la figura 35 se puede ver que la media de recompensas en el 70% de los casos 
es menor que cero, totalmente diferente al caso del DDPG clásico. Pero se obtienen 
intervalos de episodios con rango de valores de recompensa media de 103. Esto se 
debe a que la velocidad del vehículo es menor a 10km/h en la mayor parte del circuito 
y la velocidad de aprendizaje de la red es más baja. 
 
 
Figura 36. Distancia lograda en algoritmo DDPG-LSTM 
En la figura 36 se aprecia que sigue el mismo patrón que en la figura 35, en los 
intervalos mencionados anteriormente las distancias recorridas son altas y cuando la 





Figura 37. Máximas recompensas logradas en el intervalo con el algoritmo DDPG-LSTM 
En la figura 37 se ve la máxima recompensa que se consigue cuando la distancia 
recorrida también es máxima, la cual se da en el episodio 3650 (episodio 19650 del 






6.5. ETAPA DE EVALUACIÓN 
 
Una vez realizado el proceso de entrenamiento se avanza a la etapa de evaluación. 
Se compararán los errores que se cometen al realizar el mismo recorrido.  
La ruta que se va a realizar es la misma que en la etapa de entrenamiento. En la 
figura 38 se puede ver la trayectoria pintada con la lista de waypoints completa: 
 
Figura 38. Ruta para la etapa de evaluación 
En esta etapa se va a observar el comportamiento del vehículo dentro del simulador 
CARLA, dándole un punto inicial y otro final como en la etapa de entrenamiento, pero 
sin que se reinicie ante salidas de carril. 
Al igual que en el apartado anterior, en la figura 39 se puede ver la etapa de 
evaluación dentro del simulador CARLA, el vehículo debe seguir la trayectoria verde 






Figura 39. Etapa de evaluación en CARLA 
 
El procedimiento para obtener los resultados es el siguiente: 
- Escoger los pesos entrenados. Se cogerán los pesos con la mayor 
recompensa obtenida. 
- Deshabilitar el reinicio automático ante salida de carril. 







En la figura 40 se pueden ver las tres trayectorias obtenidas superpuestas, en color 
rojo está la trayectoria ideal que debería seguir, la verde es la del algoritmo DDPG 
clásico y la azul es la que se ha obtenido con la red LSTM-DDPG. Se puede observar 
que el comportamiento de ambas trayectorias es muy bueno. 
 
Figura 40. Trayectorias obtenidas junto al mapa
 
Las gráficas que se muestran en esta etapa se obtienen mediante unos archivos que 
generan CARLA y PythonAPI, estos se introducen dentro de un script de Matlab que 
analiza las trayectorias y los waypoints de manera individual, y una vez analizados se 




A continuación, se van a mostrar las trayectorias por individual para poder analizarlas 
por partes. 
En la figura 41 se muestra la trayectoria ideal obtenida mediante los waypoints que 
ofrece el planificador de CARLA. 
 






En la figura 42 se muestra la trayectoria que se ha obtenido para el algritmo DDPG 
clásico, donde se observan unos cambios bruscos de dirección durante toda la 
trayectoria lo que hacía imposible la implementación en el vehículo real. 
 







En la figura 43 se ve la trayectoria del DDPG-LSTM, donde se corrigen los giros del 
algoritmo anterior y hace posible la futura implementación. Esto se puede observar 
perfectamente en el tramo de la recta donde no hay ningún cambio de dirección del 
volante. 
 








En la figura 44 se muestra una gráfica comparando las 3 trayectorias donde se 
observa que en términos generales las trayectorias son prácticamente idénticas, pero 
si se ve la figura 45, donde se analiza el tramo de salida ampliado de una de las 
rotondas, se ve como la oscilación del DDPG es mucho mayor a la del DDPG-LSTM. 
 





Figura 45. Trayectorias de una curva ampliada en la etapa de evaluación 
 





Figura 47. Trayectorias de una rotonda en la etapa de evaluación 
 
Se observa también que la mayor variación de la trayectoria se produce en las 
rotondas, ya que son tramos en los que el vehículo encuentra dificultades, sin 






Aunque visualmente en las gráficas parece que el algoritmo DDPG-LSTM es 
ligeramente mejor que el DDPG, ambos algoritmos tienen una trayectoria muy 
parecida entre la real e ideal, por ello que se analicen los errores laterales y de 
orientación. 
Estos se han obtenido mediante la comparación directa punto a punto entre 
trayectoria ideal y trayectoria del algoritmo escogido. 
En la tabla 2 se puede ver como el máximo error lateral y máximo de orientación es 
prácticamente el mismo, pero el error medio lateral existe una diferencia en el error 
de 20 cm a favor del DDPG-LSTM.  
Si se analiza el error máximo lateral se ve que es el mismo en ambos algoritmos, esto 
será el máximo valor permitido para que el vehículo no se salga del carril. 






DDPG 0.386 m 0.824 m 2.8353 º 
DDPG-LSTM 0.12 m 0.847 m 2.9015 º 
 














El desarrollo de este trabajo ha permitido la adaptación del algoritmo Deep 
Deterministic Policy Gradient con una nueva red neuronal Long Short Term Memory, 
dando lugar a un nuevo algoritmo conocido como DDPG-LSTM.  El algoritmo 
desarrollado ha sido entrenado y evaluado dentro del simulador CARLA que a través 
de Matlab y Tensorflow se han podido obtener diferentes resultados experimentales. 
En primer lugar, las recompensas que se han ido generando en las etapas de 
entrenamiento se ha comprobado que son mayores en el algoritmo anterior (DDPG) 
que en el DDPG-LSTM, esto no quiere decir que el algoritmo sea peor o mejor, sino 
que se debe a que en la simulación este último va a una velocidad menor y hace que 
no se alcancen recompensas tan altas.  
En segundo lugar, se ha desarrollado la etapa de evaluación donde primero se han 
mostrado las gráficas comparativas de ambos algoritmos y se ha visto que con el 
algoritmo DDPG-LSTM no existen giros tan bruscos. 
Después, se ha evaluado el error lateral y de orientación en la etapa de evaluación, y 
se ha visto que con ambos algoritmos el error máximo es prácticamente el mismo, 
pero el error medio lateral muestra que el algoritmo DDPG-LSTM es bastante mejor 
ya que el valor es mucho más bajo.  
Esto lleva a que se ha conseguido el objetivo para el proyecto Robesafe, ya que era 
imposible implementar los pesos del algoritmo DDPG antiguo y con esta adaptación 
se ha reducido el error lateral medio y en trabajos futuros se puede llegar a conseguir 
una navegación del vehículo real a través de Deep Reinforcement Learning. 
Comentado todo esto, la conclusión general del proyecto es que tanto el algoritmo 
DDPG como el DDPG-LSTM son totalmente válidos en simulación, pero para el 
vehículo real el DDPG-LSTM hace que se pueda llegar a implementar sobre él y 














Ordenador Z390 Gaming X (Gigabyte Technology): 
- Intel Core i7-9700 CPU @ 3.60GHz. 
- RAM: 32GB DDR4 
- 500 GB SSD. 




- Ubuntu 18.04.3 LTS (Bionic Beaver) 
- CARLA Simulator 0.9.6 
- Matlab Rb2019b 
- Microsoft Office 365 ProPlus 
-  Python 3.6.9 
o Keras 2.2.4 
o Keras-Application 1.0.8 
o Keras-Preprocessing 1.1.0 
o OpenCV-Python 4.1.2.30 
o Pygame 1.9.6 
o Tensorboard 1.14.0 
o Tensorflow-estimator 1.14.0 
o Tensorflow-GPU 1.14.0 
o Networkx 2.4 
o Numpy 1.18.1 
o Matplotlib 3.13 
- Cuda 10.0 
- NVIDIA Drivers 440.100 
 
  










Abrir un terminal: 
sudo add-apt-repository ppa:ubuntu-toolchain-r/test 
sudo apt-get update 
sudo apt-get install build-essential clang-6.0 lld-6.0 g++-7 cmake ninja-build python 
python-pip python-dev python3-dev python3-pip libpng16-dev libtiff5-dev libjpeg-dev 
tzdata sed curl wget unzip autoconf libtool 
pip3 install --user setuptools nose2 
sudo update-alternatives --install /usr/bin/clang++ clang++ /usr/lib/llvm-
6.0/bin/clang++ 102 
sudo update-alternatives --install /usr/bin/clang clang /usr/lib/llvm-6.0/bin/clang 102 
 
git clone --depth=1 -b 4.21 https://github.com/EpicGames/UnrealEngine.git 
~/UnrealEngine_4.21 
cd ~/UnrealEngine_4.21 
./Setup.sh && ./GenerateProjectFiles.sh && make 
 
git clone https://github.com/CARLA-simulator/CARLA 
./Update.sh 
export UE4_ROOT=/media/robesafe/SSD500/UnrealEngine 
make launch # Compiles the simulator and launches Unreal Engine's Editor. 
make PythonAPI # Compiles the PythonAPI module necessary for running the Python 
examples. 
make package # Compiles everything and creates a packaged version able to run 
without UE4 editor. 








sudo apt-get update 
sudo apt-get install python3.6 
sudo apt install python3-pip 
pip3 install tensorflow-gpu==1.14 
pip3 install tensorboard==1.14 
pip3 install numpy 
pip3 install neworkx 
pip3 install keras==2.2.4 
pip3 install opencv-pyhton 








En otro terminal: 








CÓDIGO CRITIC CON RED NEURONAL LSTM 
 
    def generate_model(self): 
        state_input = Input(shape=[self.state_size]) 
        print("Dimensiones state") 
        print(state_input.shape) 
        state_h1 = Dense(hidden_units[0], activation="relu")(state_input) 
        state_h2 = Dense(hidden_units[1], activation="linear")(state_h1) 
 
        action_input = Input(shape=[2,1]) 
        print("Dimensiones action") 
        print(action_input.shape) 
 
        lst_layer = LSTM(units=128, activation="tanh", input_shape=(hidden_units[0], 
hidden_units[1]))(action_input) 
        print("DIMENSIONES DEL LSTM") 
        print(lst_layer.shape) 
        action_h1 = Dense(hidden_units[1], activation="linear")(lst_layer) 
        merged = add([state_h2, action_h1]) 
        merged_h1 = Dense(hidden_units[1], activation="relu")(merged 
        output_layer = Dense(1, activation="linear")(merged_h1) 
        model = Model(input=[state_input, action_input], output=output_layer) 
        model.compile(loss="mse", optimizer=Adam(lr=self.lr)) 
        model.summary() 
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