Abstract. To obtain peak performance from optimization algorithms, it is required to set appropriately their parameters. Frequently, algorithm parameters can take values from the set of real numbers, or from a large integer set. To tune this kind of parameters, it is interesting to apply state-of-the-art continuous optimization algorithms instead of using a tedious, and error-prone, hands-on approach. In this paper, we study the performance of several continuous optimization algorithms for the algorithm parameter tuning task. As case studies, we use a number of optimization algorithms from the swarm intelligence literature.
Introduction
Assigning appropriate values to the parameters of optimization algorithms is a task that frequently arises as part of the solution of application problems. This task has traditionally been tackled by software solution architects, who have knowledge about the application problem, but who do not necessarily have knowledge about the specific optimization algorithms employed. When optimization algorithm designers are involved, they have to learn many details about the application problem before suggesting a set of parameter values that they believe will provide good results. In any case, a significant amount of human effort is devoted to the solution of the parameter tuning problem [1] .
Tackling algorithmically the parameter tuning problem [6] is of practical relevance because it offers the possibility of freeing software architects and designers from this time-consuming task. This can be done by casting the parameter tuning problem as an optimization problem, where the goal is to find parameter settings that optimize some performance statistics (e.g., the average performance) on typical instances of the application problem. Common performance measures are the solution quality reached after a specific computation time limit, or the computation time necessary for finding a solution of a specific quality level. A number of algorithms have been proposed for this task over the years. Several of these efforts focused on finding good values to numerical parameters, which resulted in methods such as CALIBRA [1] , REVAC [16] , SPO [5] and SPO + [12] . Methods for setting numerical as well as categorical parameters (e.g., the type of local search in a memetic algorithm) have also been proposed. Examples are F-Race and iterated F-Race [7, 8] , ParamILS [13] , genetic programming [17, 10] , and gender-based genetic algorithms [2] .
While the above-mentioned methods have proved their potential, we believe that more effective configuration algorithms can be developed if the numerical part of the general algorithm configuration problem is treated as a stochastic continuous optimization problem. In this paper, we investigate the effectiveness of modern continuous optimization techniques for tackling the problem of setting numerical parameters of optimization algorithms. In particular, we tackle parameter tuning tasks that involve continuous parameters, such as the pheromone evaporation rate in an ant colony optimization (ACO) algorithm, and integer parameters, such as the population size in evolutionary algorithms. We treat integer parameters as "quasi-continuous", that is, we assume that the real-valued numbers given by continuous optimization techniques can be rounded to the nearest integer. This is a reasonable approach when the domain of the integer parameter is large.
The scale of the tuning tasks considered in this paper is small. We tackle problems with two to six numerical parameters. The reasons for limiting the number of parameters are the following. First, assuming that the parameter tuning problem is part of a larger algorithm configuration problem with the values of categorical parameters fixed, we would like to explore the effectiveness of modern continuous optimization techniques as sub-solvers for exploring the search space of the remaining numerical parameters. The categorical parameters, which are typical for many configuration tasks, would then be handled by another solver at a higher level. The goal would be to explore the domains of the continuous or quasi-continuous parameters using as few evaluations as possible. Second, there are several parameter tuning tasks that involve continuous or quasi-continuous parameters only. For example, if an algorithm is going to be used for tackling a new class of problem instances, or on a new application situation, it would be better to first tune the algorithm's continuous or quasi-continuous parameters before proceeding with the re-design of the algorithm.
This article is structured as follows. In the next section, we give an overview of the algorithms we chose as candidate tuning algorithms. In Section 3, we introduce the experimental setup and the benchmark domains on which we tested these algorithms. Results are described in Section 4 and we conclude in Section 5.
Tuning Algorithms
For the parameter tuning task, we selected state-of-the-art black-box continuous optimization algorithms developed in the mathematical programming and in the evolutionary computation communities. Since these algorithms were not explicitly designed for tackling stochastic problems, we enhanced them in order to let them handle noise. As a baseline for comparison, we included uniform random and iterated random sampling in our experiments.
Basic Algorithms

Uniform Random and Iterated Random Sampling (URS & IRS).
The results obtained with URS and IRS are used as a baseline for evaluation. URS explores the space of possible parameter settings uniformly at random. The obvious drawback of this approach is its inability to focus the search on promising regions of the search space. The method we refer to as IRS is the sampling part of Iterated F-Race as described in [8] . In IRS, the steps of solution generation, selection and refinement are executed iteratively. The solution generation step involves sampling from Gaussian distributions centered at promising solutions and with standard deviations that vary over time in order to search around the best-so-far solutions.
Bound Optimization by Quadratic Approximation (BOBYQA). BOBY-QA [20] is a derivative-free optimization algorithm based on the trust region paradigm. It is an extension of the NEWUOA [19] algorithm that is able to deal with bound constraints. At each iteration, BOBYQA computes and minimizes a quadratic model that interpolates m automatically-generated points in the current trust region. Then, either the best-so-far solution, or the trust region radius is updated. The recommended number of points to compute the quadratic model is m = 2d + 1 [20] , where d is the dimensionality of the search space. NEWUOA, and by extension BOBYQA, is considered to be a state-of-the-art continuous optimization technique [4] . The initial and final trust region radii, as well as a maximum number of function evaluations before termination are its parameters.
Mesh Adaptive Direct Search (MADS).
In MADS [3] , a number of trial points lying on a mesh are generated and evaluated around the best-so-far solution at every iteration. If a new better solution is found, the next iteration begins with a possibly coarser mesh. If a better solution is not found after this first step, trial points from a refined mesh are generated and evaluated. In this second step, MADS differs from the generalized pattern search class of algorithms [26] in that MADS allows a more flexible exploration of this refined mesh by allowing the sampling of points at different distances from the best-so-far solution. When a new best solution is found, the algorithm iterates.
Covariance Matrix Adaptation Evolution Strategy (CMA-ES).
In CMA-ES [11] , candidate solutions are sampled at each iteration from a multivariate Gaussian distribution. The main characteristic of CMA-ES is that the parameters of this distribution are adapted as the optimization process progresses. The mean of the sampling distribution is centered at a linear combination of the current "parent" population. The covariance matrix is updated using information from the trajectory the best solutions have followed so far. The aim of this transformation is to increase the chances of sampling improving solutions. CMA-ES is considered to be a state-of-the-art evolutionary algorithm [4] .
Enhancing Noise Tolerance
The problem of tuning the parameters of an optimization algorithm can be seen as a stochastic optimization problem. The sources of stochasticity are the randomized nature of the algorithm itself and the "sampling" of the problem instances. We enhanced the algorithms described above with mechanisms for better estimating the real difference between two or more candidate solutions. These mechanisms are described below.
Repeated Evaluation. The simplest approach to deal with noise in the evaluation of an objective function is to evaluate it more than once and return the average evaluation as the closest estimate of the true value. We denote by nr the number of times the objective function evaluation is repeated. The advantages of this approach are its simplicity and the confidence that can be associated with the estimate as a function of nr. We tried this approach with all methods using different values for nr. The main disadvantage of this technique is that it is blind to the actual quality of the solutions being re-evaluated, and thus many function evaluations can be wasted.
F-Race.
It is a technique aimed at making a more efficient use of computational power than repeated evaluation in the presence of noise. Given a set of candidate solutions and a noisy objective function, the goal of F-Race is to discard those solutions for which sufficient statistical evidence against them has been gathered. The elimination process continues until one solution remains, or the maximum number of evaluations is reached. The elimination mechanism of F-Race is independent of the composition of the initial set of candidate solutions. It is thus possible to integrate it with any method that needs to select the best solutions from a given set. For this reason, F-Race is used with URS, IRS, MADS, and CMA-ES. F-Race is not used with BOBYQA because this algorithm generates one single trial point per iteration and does not need to select the best out of a set. More information about F-Race can be found in [7, 8] .
Benchmark Tuning Problems
We compare the performance of the continuous optimization algorithms described in Section 2 on six benchmark (parameter) tuning problems. Each tuning problem consists of a parameterized algorithm to be tuned, and an optimization problem to which this algorithm is applied. The six tuning problems are originated from three classes of case studies with three underlying algorithms to be tuned. Two of them are swarm intelligence algorithms, ACO and particle swarm optimization (PSO), while the other differential evolution (DE) is an evolutionary algorithm. ACO is used to tackle a combinatorial optimization problem. PSO and DE are used to tackle a continuous optimization problem. The three case studies are the following. [24] is one of the most successful ACO [9] algorithms and we consider here the following parameters. The weight of the pheromone information α and the heuristic information β, the pheromone evaporation rate ρ, and the number of ants m. Moreover, in MMAS, the ratio γ between the maximum and minimum pheromone trail values is also of importance. Here, we tackle the well-known traveling salesman problem (TSP). For MMASTSP, an extra parameter is nn, which gives the number of nearest neighbors considered in the solution construction. No local search is applied. We extract three tuning problems from MMASTSP with 2, 4, and 6 parameters, namely MMASTSP-2 (with α and β), MMASTSP-4 (plus m and ρ), and MMASTSP-6 (plus γ and nn). This is done by fixing the unused parameters to their default values (see Table 1 ). For the default values we follow the ACOTSP software [23] . We used the DIMACS instance generator [14] to create Euclidean TSP instances with 750 nodes, where the nodes are uniformly distributed in a square of side length 10 000. 1000 such instances are generated for the tuning process, and 300 for the testing process.
MAX -MIN . Ant System -Traveling Salesman Problem (MMASTSP). MAX -MIN Ant System (MMAS)
Differential Evolution -Rastrigin Function. DE [22] is a population-based, stochastic continuous optimization method that generates new candidate solutions by exploiting the spatial distribution of existing ones. In the so-called DE/rand/S/bin variant (the most common version is the one with S = 1) [25] , there are S + 2 parameters to set: the population size N , the crossover probability xo, and the value of the scaling factor s. In this variant, the population size must be at least equal to 2S + 2. We refer the reader to the left columns of Table 2 for the parameter ranges and the default values used in our experiments, and to [22, 25] for more information about DE and its parameters. The default parameter settings for DE were those suggested in [21] .
The experiments are carried out on problems derived from the Rastrigin function, each of which has different fitness distance correlation (FDC) [15] . The Rastrigin function, whose n-dimensional formulation is nA
can be thought of as a parabola with a superimposed sinusoidal wave with an amplitude and frequency controlled by parameters A and ω respectively. By changing the values of A and ω, one can obtain a whole family of problems. In our experiments, we set ω = 2π, and we vary the amplitude A to obtain functions with different FDCs. This was done by sampling the values of A from a normal distribution with mean equal to 10.60171 and standard deviation equal to 2.75. These values approximately map to a normally distributed FDC with mean equal to 0.7 and standard deviation equal to 0.1. The FDC was estimated using 10 4 uniformly distributed random samples over the search range. Other settings are the search range and the dimensionality, n, of the problem, which we set to [−5.12, 5.12] n and n = 100, respectively.
Particle Swarm Optimization -Rastrigin Function. We use a PSO [18] algorithm with two and five parameters. In the first case, the two parameters are the so-called constriction factor χ and a value assigned to both acceleration coefficients φ 1 . In the second case, the free parameters are the population size N , the constriction factor χ, the value of each acceleration coefficient, φ 1 and φ 2 , and a probability p of connecting any two particles in the population topology. For more information about PSO and its parameters, we refer the reader to [18] . More details about the parameters used in our experiments are listed in the right two columns of Table 2 . For the default value of the parameters in PSO we follow [18] . We tackle the same family of Rastrigin functions as in the DE experiments, and generate 1000 instances for the tuning process and 1000 for the testing process.
Experiments
Experimental Setup
For each of the six benchmark tuning problems, 10 trials were run. Each trial is the execution of the tuning process together with a subsequent testing process. In the testing process, the final parameter setting returned by the tuning process is evaluated on a set of test instances. For the purpose of reducing experimental variance, in each trial of the tuning process, we use a fixed random order of the tuning instances, and each instance is evaluated with a common random seed. The comparison of sampling algorithms is done across six benchmark tuning problems using the pairwise Wilcoxon signed rank test with blocking on each instance and Holm's adjustment for multiple test correction.
For each sampling algorithm, four levels of nr, that is, the number of times the optimization algorithm being tuned is executed with the same parameter settings, are considered: 5, 10, 20, 40. We also consider for each tuning problem four different tuning budgets, that is, the maximum number of times that the target algorithm can be run during the tuning process. Let d be the dimensionality of the tuning problem, that is, the number of parameters to be tuned. The first and minimum level of the tuning budget is chosen to be B 1 = 40 · (2d + 2), e.g. B 1 = 240 when d = 2. The setting of B 1 is chosen in this way since BOBYQA needs at least 2n + 1 points to make the first quadratic interpolation, and this setting guarantees that BOBYQA with nr = 40 can make at least one quadratic interpolation guess. The rest of the three levels of tuning budgets double the previous level respectively, that is,
In our experiments, all parameters are tuned with a 2 significant digits precision. This was done by rounding each sampled value. This choice was made because we observed during experimentation that the lower the number of significant digits, the higher the performance of the tuned parameters. In each trial, the historical evaluation results are stored in an archive list, so that if the same algorithm configuration is sampled twice, the results on the evaluated instances will be read from the archive list without re-evaluating.
Settings of the Sampling Algorithms
In our experiments, the sampling algorithms, which generate the trial configurations, that is, algorithms such as CMA-ES, MADS and BOBYQA, are extended by a restart mechanism that is triggered whenever stagnation behavior is detected. Stagnation can be detected when the search coarseness of the mesh or the trust region radius drop to a very low level; for example, less than the degree of the significant digit. Each restart best solution is stored, and in the postexecution phase the best across all restart best solutions is selected by F-Race. The tuning budget reserved for the post-execution F-Race is determined by a factor μ post times the number of restart best solutions. The factor μ post in the repeated evaluation experiments is determined by μ post = max{5, (20−nr)}, where nr is the number of repeated evaluations. Also in the post-execution F-Race, we start the Friedman test for discarding candidates from the max{10, nr}-th instance, instead of five as in the normal F-Race setting to make the selection more conservative. Based on our experiments, the hybrid with F-Race is indeed better performing than its counterpart, and the advantage becomes statistically significant in the case of low nr value (nr = 5).
For the execution of each sampling algorithm, the default settings are adopted in our experiments, except CMA-ES. Due to the small number of sampled points, we modify CMA-ES by applying a uniform random sampling in the first iteration, where the best point will serve as a starting point for CMA-ES. This modification results in significant improvements for most of the case studies, especially when the number of sampled points is small.
We first study the setting of nr for all sampling algorithms. The statistical results unanimously show that for each sampling algorithm, the smaller the value of nr, the better performance is obtained, that is, nr = 5 is the best setting. Furthermore, all pairwise comparisons show statistically significant differences.
We consider also use of F-Race during the execution of the sampling algorithms instead of the fixed number of repeated evaluations. For IRS and URS, we adopted the iterated F-Race and random sampling F-Race from [8] . For MADS/F-Race we have adopted the algorithm of [27] by allowing the budget for each F-Race to be 10 times the number of candidate configurations. CMA-ES uses a (μ, λ)-ES, that is, μ elite configurations are used to generate λ new candidate configurations of the next iteration. Therefore, for CMAES/F-Race the iteration best configurations are stored, and the best configuration will be selected in a post-execution from the set of iteration best configurations by F-Race.
The post-execution F-Race is performed in the same way described above as for restart best configurations, except that we set μ post = 10.
Given that a setting of nr = 5 resulted in best performance, we directly compared the algorithms using this setting to the variants that were using FRace for the selection of the best candidates. Pursuing the same analysis, we found that for two algorithms, IRS and URS, the versions with F-Race perform substantially better than the fixed sample size of nr = 5, while on CMA-ES and MADS the setting nr = 5 perform slightly, but statistically significantly better than the F-Race variants. Note that for MADS/F-Race the observation here contradicts the conclusions in [27] ; a reason may be that here a restart version of MADS is used, while in [27] restarts are not considered.
Given this overall result for the comparison between the variants with F-Race and nr = 5 and the fact that BOBYQA is applied only with a fixed sample size, in the following analysis we focus on the case of nr = 5 only.
Comparisons of Continuous Optimization Algorithms
Here, we compare the performance of the five continuous optimization algorithms for the setting of nr = 5. Figure 1 shows the average costs of each of the five continuous optimization algorithms across four different tuning budgets. Each of the six plots shows the results for one tuning problem.
The main conclusions we obtain from this analysis is the following. For very small dimensional tuning problems with two and three parameters to be tuned, BOBYQA is the best performing algorithm. This is the case for the case studies MMASTSP2, PSO2, and DE3. However, BOBYQA's performance degrades very rapidly as the problem dimensionality increases. In PSO5, for example, it even performs worse than URS. The performance of CMA-ES is relatively robust across the various dimensionalities of the tuning problems and across the budget levels tested. The average ranking of CMA-ES among five algorithms is 2.29, substantially better than IRS and MADS (tied as 2.83). Finally, all the continuous optimization algorithms tested clearly outperformed URS in almost all tuning problems. (The same also holds if URS is combined with F-Race.)
Most of the differences that can be observed in Figure 1 are actually statistically significant. In Table 3 we indicate for each tuning problem and for each level of the tuning budget the ranking of the algorithms (from best to worst). All differences between consecutive pairs of algorithms are statistically significant except those where two algorithms are connected by a line (above or below the identifiers). Finally, Figure 2 shows the average ranking of the five algorithms grouped by the dimensionality of the tuning problem averaged across all budget levels. This figure confirms the observation that BOBYQA is the best for low dimensional tasks while CMA-ES shows rather robust performance.
Comparison between the Tuned and Default Configurations
We finally compared the results obtained with the tuned parameter configurations with those obtained with the default parameter configurations. Please refer Table 1 and 2 for the default parameter settings of the three case studies. The tuned parameter configurations strongly outperform the default configurations in all cases. Throughout the experiments, the default parameter configuration is only comparable with the tuned configuration in PSO2 with the lowest level budget (240). In the case study of MMASTSP, the tuned configurations improve, on average, over the default configuration by more than 10%. In the PSO case study, the tuned parameters improve, on average, over the default configuration by more than 30% in the PSO-2, and by more than 50% in PSO-5. The strongest improvement by tuning is observed in the case study of DE. The average cost obtained by the default configuration is 2168, which is one order of magnitude worse than the costs obtained by the worst tuned configurations using the smallest tuning budget. In fact, almost all tuning algorithms can find configurations Table 3 . Algorithms (using nr = 5) are ordered according to the ranking (form best to worst) for each tuning problem and for each budget level. The abbreviations used are B for BOBYQA, C for CMA-ES, I for IRS, M for MADS, and R for URS. The budget is from B1 (low) to B4 (high). In the ordering, an overline or an underline indicates that between these algorithms no statistically significant differences were observed. that give results close to the optimal value 0. Furthermore, by the default parameter configuration, DE gives worse results than PSO (2168 vs. 589). However, the tuned DE performs much better than the tuned PSO (0.64 vs. 177). On the one side this shows that DE is very sensitive to its parameter settings. On the other side, this also proves that the algorithm tuning procedure can exploit the full potential of the algorithm, and should be applied before algorithm comparisons. These results confirm the practical importance of automated algorithm tuning in deriving high-performing algorithms.
Conclusions
In this paper, we compare the performance of three modern state-of-the-art continuous optimization algorithms, CMA-ES, BOBYQA and MADS, together with the population-based URS and IRS, for the automatic tuning of numerical parameters. Two swarm intelligence algorithms, an ACO algorithm applied to the TSP and a PSO algorithm are considered as case studies, together with a DE algorithm. The sampling algorithms are improved by a restart mechanism, and CMA-ES is hybridized with a uniform random sampling in the first iteration.
The experiments show that, among the five continuous optimization algorithms, BOBYQA performs the best in low dimensional problems with two or three parameter to be set, but that it performs poorly on the case studies with more parameters to be set. CMA-ES appears to be a rather robust algorithm across all dimensionalities. In future work, we want to integrate continuous optimization algorithms with configuration methods that work on categorical parameters. In fact, considering a hybrid solver, where iteratively continuous tuning tasks arise that are then tackled by effective algorithms specialized to such problems, may be an interesting way to go to improve the performance of automated configuration algorithms also on more complex configuration tasks.
