We propose a Statistical-Mechanics-based framework for modeling economic systems, where each agent is characterized by multiple variables of distinct nature. Each type of variable (e.g. saving ratio, expectations from the market, etc.) constitutes a distinct spin-field (layer) with a particular graph structure characteristic to the layer, with one set of nodes (economic agents) common to all layers. In addition to local interaction of neighboring site variables within a layer, pairs of variables associated with the same agents in different layers interact. Accordingly, each layer may have a distinct dynamics, but both layers are coupled. We call a system with the above architecture a "Solomon Network". We present Monte Carlo simulations results for a simple instance of a Solomon Network, where an Ising chain is coupled to a one-dimensional generalized Blume-Capel chain. The hybrid system displays a phase transition which is investigated in the paper. 
Introduction
Statistical Mechanics provides a universal framework to model and analyze large systems with interacting components, even beyond the traditional realm of physics. Many techniques of Statistical Mechanics are applied today in diverse areas of scientific research, such as biology, sociology and economics [1] . A decade ago, the economist Jean-Michel Grandmont [2] coined the term Statistical Economics, pointing to the analogy between large economic systems and large physical systems, and suggested that large economic systems can be appropriately modeled using techniques developed in Statistical Mechanics.
For Statistical Economics to benefit from the vast knowledge that has accumulated in Statistical Mechanics, it is crucial to establish which structures are shared by physical and economic systems, and which are essentially different. Economic systems, like physical systems, involve local interactions of both the attractive and the repulsive type. To formalize such interaction, A Gibbs measure derived from a Hamiltonian function is an appropriate formal object. However, a proper interpretation of the Hamiltonian is still an open issue in economics.
The locality of interaction raises the subject of the structure of the underlying network. In physics, a regular lattice is often an adequate approximation of the graph structure underlying the interaction in the real system. In contrast, economic dynamics involve communication and influence networks, for which a regular graph topology is usually a very rough and often unjustifiable approximation. Scale-free graphs are presumably more appropriate, yet empirical evidence on the actual structure of communication and influence networks is only beginning to emerge. For theoretical and empirical results in this emerging field we refer the reader to [3] .
In the present paper we address a different generic structural property of economic systems: the multi-layered structure of economic systems. In modeling economic decisions, it is indispensable in many cases to consider multiple individual variables, of different character. Among the most prominent examples for such intertwined variables are individual wealth, asset holdings, expectations regarding the evolution of various economic indicators, preferences towards commodities, and risk attitudes. Individual economic decisions result in general from an interplay of such distinct variables. In fact, it is a pillar of classical economics that diverse individual variables interrelatedly determine decisions. Yet, such systems have found so far little attention in Statistical Economics models 3 .
In the present paper we aim at formulating a general framework for modeling such economic systems, where each agent is characterized by multiple variables of distinct nature. Each type of variable constitutes a layer with a particular graph structure, with only the set of nodes (agents) common to all layers. In addition to local interaction of neighboring site variables within a layer, variables associated with the same agents in different layers interact. This introduces coupling between the layers, that may affect the dynamical pattern on each layer. We call a system with the above properties a "Solomon Network" 4 .
The topology of the coupling in a Solomon Network is formally characterized by a one-to-one mapping between the sets of nodes of the different layers. In physical systems the graph structure is often formalizing physical proximity, and therefore if a physical system would be under investigation, we would expect such a mapping to be isometric, preserving distance. In contrast, social networks formalize communication links rather than physical proximity. Therefore, preserving distance is not a natural property of a mapping between social networks. It may well be the case that an agent's reference group for a certain social or economical dynamics is entirely different from her reference group for another such dynamics. For example, we may think of a scenario where, for certain people, consumption and saving patterns are formed by comparing themselves to people who live in their vicinity, while their expectation of the general state of the market is formed through discussions with their colleagues at work. Incidentally, these two reference groups may be totally distinct.
In general, the graph structures associated with different layers may differ, even though all layers share the same set of agents. The variety of structures can me manifested in several ways: for example, the general structural type may be entirely different -a random graph may be coupled with a regular graph; This type of structural disagreement is titled "non-isomorphic layers". Even if topology and statistical properties are conserved between layers, the agents' identities may be permutated -agents i and j may be neighbors on one layer, and be very far apart on another layer. We call this type of structural disagreement "isomorphic layers".
As a first step towards an understanding of such models and the properties of corresponding economic systems, we formulate in Section 2 a simple model with only two layers. Some properties of the model are studied using Monte Carlo simulations, and the obtained results are presented in Section 3. We return to the general paradigm and discuss its power and possible ramifications the layers affect each other reciprocally. 4 It appears to us that the biblical figure of King Solomon was the first who faced the problem of an individual being part of multiple networks at the same time.
in Section 4.
The model
Let A denote a set consisting of N economic agents. Each agent i ∈ A is characterized by two random variables. First, the variable X i represents his/her saving ratio, i.e. the proportion of the individual budget which is saved, rather than consumed. Each variable X i takes values in the set S X = {1, 2, . . . , Q} with some natural number Q. To interpret X i as a savings ratio, one considers
Second, the variable S j represents the agent's expectation about the prospects of the economy in general, or the stock market, in particular. For simplicity, we allow only two individual states, called "optimism" and "pessimism". Accordingly, each variable S i takes values in the set S S = {−1, 1}, and we arbitrarily interpret 1 as "optimism", and −1 as "pessimism".
We will use the term "layers" to refer to the families of random variables (X i ) i∈A and (S i ) i∈A . Both layers are modeled as spin systems with nextneighbor interaction with respect to the graph structure underlying each layer.
In addition, there is interaction between those pairs of site variables from different layers, which correspond to the same agent in each layer. Thereby, the two spin-fields are coupled.
In the presented simple instance of a Solomon-network, we confine ourselves to a graph structure in which both layers are represented by chains (i.e. onedimensional lattices with closed boundary conditions). Thus, the agent i's neighbors in the X-layer are (i+1)modN and (i−1)modN. The neighborhood relation on the S-layer is specified by a permutation r of the elements in the topologized set A. Thus, next neighbors of agent i on layer S are (r(i) + 1)modN and (r(i) − 1)modN. Accordingly, the two variables associated with agent i ∈ A are X i and S r(i) .
We denote by S = {−1, 1} × {1, 2, . . . , Q} the individual spin-space of the composite system. A configuration assigns to each agent i ∈ A values from S. The configuration space, denoted as usual by S A , consists of 2Q N configurations. For a finite configuration space the Hamiltonian can be introduced as follows. The Hamiltonian function H assigns to each configuration ω ∈ S A some real number H(ω) such that the probability of ω is given by the Gibbsian distribution associated with H P r(ω) = 1
with T denoting the temperature parameter of the Gibbs distribution, and Z T being the normalizing constant given by
In our model, there are three components of interaction. First, next-neighbor interaction among different agents on the X-layer, second, next-neighbor interaction among different agents on the S-layer, and, third, interaction that takes place between variables corresponding to the same agents on different layers.
The Hamiltonian representing the interaction within the X-layer is specified as
The basic economic content of that specification is the notion of herding behavior [6] . That notion stands in economics for a variety of effects where market actors, such as stock traders, consumers, managers etc., tend to align their opinions and/or actions with those in their local environment. In our specification the strength of interaction in the X-layer depends on the "distance" between the states in the individual spin-space S X . This specification reflects experimental results from social psychology [7] suggesting that the likelihood of realignment of one's own actions and beliefs (i.e. the saving behavior, in the present model) with those observed in the reference group, will increase with the perceived difference in those actions and beliefs. In physics, a Hamiltonian of the above type have been used, for instance, in the Blume-Capel model [8, 9] .
Expectation formation is prone to the same behavioral pattern in that individuals tend to conform with their immediate social surrounding. Since we use a rougher characterization of expectations (−1 corresponds to a pessimist view, and +1 corresponds to an optimist view), the classical Ising-model Hamiltonian can be used to characterize interaction on the S−layer 5 . To have a unified notation, we write the Hamiltonian as
with the symbol <i,j>r denoting summation over all next neighbors with respect to the graph structure obtained by the permutation r. If Q = 2, the X-layer is also an Ising chain, and the model reduces to a classical Ising model on a peculiar graph structure. This special case is discussed in [10] . However, a key property of the Solomon Network is, in our view, the distinct character of the respective layers, both in terms of the spin-space and the underlying 5 For a recent discussion of Ising-type models in economics, see [11] graph structure. The results show that certain features of the model are a consequence of this property (see figures 1b and 2b).
The inter-layer interaction takes place between variables that correspond to the same agent in the two networks, i.e. X i and S r(i) . It reflects the prominent economic behavioral regularity that an optimistic agent is likely to save less than a pessimistic agent [12] . For each agent i, we model the coupling between her two variables by the following generic interaction term:
The function C(·) goes from S S to the real numbers. Obviously, when J c = 0, the system breaks down to two independent chains.
The inter-layer interaction term can be interpreted as a random harmonic onebody potential affecting the X-layer. Within that interpretation, the S-layer characterizes the stochastic process that serves as a random potential which is coupled with the spin-field.
We conclude the specification by assuming additivity of the Hamiltonians associated with the components of economic interaction
Our method of simulation is to sweep the agents in a random order. Each Monte Carlo
Step (MCS) is composed of N such random selections. In each computational step, after an agent i is chosen at random, we run a Heat-Bath algorithm [13] to generate the next state. The new value for the selected X i and S i is sampled according to the Gibbs distribution (Eq. 1) with respect to the potential H: given a particular configuration of the system ω ∈ S A , let us denote ω i x,s the configuration of the system which is identical to ω, except for possibly agent i, where X i = x and S i = s. The probability to move from w to ω x,s is given by the following equation:
where
H(ω i s,x ) i.e. the sum over all possible values for X i and S i .
Results
In the present investigation, we simulated a system with N = 10 6 agents and Q = 10 saving ratios. Our simulations around the critical temperature consisted of 6.4 * 10 5 MCS, and the results were averaged over the last 3.2 * 10
5
MCS. Less iterations were needed for the temperature regions outside the critical slowing-down zone, where 2 * 10 4 MCS were sufficient, and the results were averaged over the last 10 4 MCS in that case. Unless stated otherwise, simulations were run with J s = J x = J c = 1 3 , C(−1) = 8 and C(1) = 3. The initial conditions were set S j = −1 and X j = 8 for all variables. A fixed randomly-generated permutation r was used for all simulations. The random permutation maps every given site to a different site, chosen from the entire lattice with equal probability.
We find a phase transition occurring at a critical temperature of approximately T c = 2.79. Both layers become magnetized below T c . Figures 1 and 2 depict the magnetization of each of the two layer as a function of the temperature. The functional dependence of magnetization on temperature appears to be logarithmic (cf. Figures 1b and 2b) . In contrast, [10] measured the critical exponent β of his model to be 1/2, showing that the slow rise in the magnetization is a feature of the coupling between two layers of different dynamics, and not a result of the particular topology.
No phase transition was found in simulations where the r was the identity permutation (results not shown), since the system is essentially unidimensional. Also, When the layers are isomorphic (as is the case in our simulations), one may construct r to be bound in radius, by coupling a given site on one layer with a site on the other layer, that is chosen from within a small radius relative to its initial position. In this case as well, no ordered phase emerges (results not shown).
A variable of major interest for economics is the empirical distribution of the X-layer as that distribution determines aggregate saving in the economy. Figures 3 depicts empirical distributions of the X-layer at different temperatures. The distribution is symmetric above the critical temperature, i.e. in the disordered state, reflecting the symmetrical choice of C(1) and C(−1). Below the critical temperature, the distribution is skewed, reflecting symmetry breaking in the magnetized state. If C(-1) and C(1) are further apart, the empirical distribution of the X layer for temperatures above T c becomes bimodal (Fig.  4) .
The two ordered states in which the system is below the critical temperature, can be called "pessimistic economy" and "optimistic economy". In the "pessimistic" phase, the agents i ∈ A with s i = −1 and x i ∈ {6, . . . , 10} constitutes the majority. We denote the set of such agents by M maj , and compare its ratio in the "population" with three different minority groups. First, the set of agents with s i = 1 and x i ∈ {6, . . . , 10} is called S-minority, denoted as M S ; second, the set of agents with s i = 1 and x i ∈ {1, . . . , 5} is called X-minority, denoted as M X ; and the set of agents with x i = −1 and x i ∈ {1, . . . , 5} is called SX-minority, denoted as M SX . The values chosen for J k (k ∈ {s, x, c}) determine the balance between the different minority groups. Figure 4a shows the distribution of the different minority groups for various ratios of the interaction constants. If a certain interaction constant increases, the proportion of the corresponding minority group will decline for every T < T c . For example, when J s = 0.6 and J x = 0.2, the X-minority group is downsized considerably (Fig. 5) . This is because every agent "prefers" conforming to its neighbors on the S layer (i.e. having the same S value), even at the "price" of non-conformity with its neighbors on the X layer (i.e. having a different X value). Also, this figure shows certain symmetry of the J's. Both layers respond equally to increased preference, at least in the aspect of minority ratios -the same preference imbalance results in the same bias in the distribution between minority groups.
The effect of decreasing J c while fixing J s and J x intuitively decouples the spin-fields. As a result, the critical temperature decreases towards zero, the trivial critical temperature of the decoupled unidimensional systems (Fig. 6 ).
Discussion
On the issue of the empirical content of such models, we first have to discuss the role of parameters. The model we suggest has but 6 parameters -Q, C(1) and C(−1), and J s , J x and J c . The value for Q is quite insignificant to the output of the model -in fact, the savings ratio is practically a continuous varialbe in real-world situations.
The specific values of the interactions constants J X , J S and J C are shown to determine the balance between the layers -if a certain layer has a higher J, a non-conformity in that layer would have more effect on the value of the Hamiltonian, and therefore it would be less probable for such non-conformity to occur. We demonstrated this property of the model by measuring relative sizes of the different minority groups.
The values chosen for the parameters should represent the empirics of the modeled phenomenon. By looking at the distribution of modeled variables in real-life economical data, one may draw conclusions about the values for the different coupling constants. For example, by looking at relative sizes of minority groups, one may have indication as to what weight every layer should get. This requires cross-correlational micro-data. Such data exists, for instance, for savings and consumer confidence [14] .
We conclude the paper by making a few remarks on the general structure of multi-layer models and on the possibility of empirical testing of such models.
When two decoupled spin-fields of different type (or merely with different interaction parameters) are simulated, they typically have different critical temperatures. If such fields are weakly coupled, it is reasonable to expect that partial order, i.e. an ordered phase in one layer but an unordered phase in the other, can appear for a range of temperatures. In that case, the hybrid system may have two different critical temperatures for some range of the coupling constant J c . This speculated phenomenon is not observed in the model presented above, probably because the degenerated critical value for both decoupled layers is T c = 0. We will address in a future paper the question whether critical temperatures of individual layers necessarily coincide as spinfields are coupled to create a Solomon Network, and how this depends on the coupling constant.
Also, different coupling patterns should be investigated. When the graphs underlying the layers share the same topological and statistical properties, one may look at the "trivial" coupling with no permutation of nodes from one layer to the other. The question to be investigated is which properties of Solomon networks can be traced to the random permutation of nodes, and which to the coupling between layers. When scale-free networks are coupled, the coupling pattern presumably deserves an even more careful analysis: even if both statistical properties and identities are conserved, scale-free networks may still differ in subtle properties, such as their K-core structure [15] . . If J c is smaller than the other coupling constants by orders of magnitude, the system effectively decouples into two independent unidimensional chains, and the ordered phase vanishes.
