Abstract-Little is known about how people learn from a brief glimpse of three-dimensional (3D) bivariate vector field visualizations and about how well visual features can guide behavior. Here we report empirical study results on the use of color, texture, and length to guide viewing of bivariate glyphs: these three visual features are mapped to the first integer variable (v 1 ) and length to the second quantitative variable (v 2 ). Participants performed two tasks within 20 seconds: (1) MAX: find the largest v 2 when v 1 is fixed; (2) SEARCH: find a specific bivariate variable shown on the screen in a vector field. Our first study with eighteen participants performing these tasks showed that the randomized vector positions, although they lessened viewers' ability to group vectors, did not reduce task accuracy compared to structured vector fields. This result may support that these color, texture, and length can provide to a certain degree, guide viewers' attention to task-relevant regions. The second study measured eye movement to quantify viewers behaviors with three-errors (scanning, recognition, and decision errors) and one-behavior (refixation) metrics. Our results showed two dominant search strategies: drilling and scanning. Coloring tended to restrict eye movement to the task-relevant regions of interest, enabling drilling. Length tended to support scanners who quickly wandered around at different v 1 levels. Drillers had significantly less errors than scanners and the error rates for color and texture were also lowest. And length had limited discrimination power than color and texture as a 3D visual guidance. Our experiment results may suggest that using categorical visual feature could help obtain the global structure of a vector field visualization. We provide the first benchmark of the attention cost of seeing a bivariate vector on average about 5 items per second.
INTRODUCTION
Seminal concepts in visualization have portrayed visual understanding as a reconstruction of the input from local features (e.g., edges, orientations, colors, and shapes) integrated into increasingly complex global objects and structures. In contrast, however, some recent visualization and vision science studies have suggested that recognition of real-world scenes may be initiated from the high-level global configuration [7, 51] . In the former, humans are viewed as perceiving geometry forms (e.g., edges) before seeing objects and finally details in a scene, so that visual recognition is akin to a stimuli-driven bottom-up process [19] . In the latter, visual recognition uses the statistical attributes of the scene information to derive structures [36] and then guides attention to the task-related function through detailed scrutiny. In other words, viewers see forests before trees.
Anecdotal evidence from studies of scientific vector field exploration and visual studies of visualization [7, 8, 13] suggests that the second mechanism is likely to govern complex scene understanding, or at least that global and high-level scene features may significantly impact or guide users' viewing behaviors. Research in vision and information visualization has also shown that during the initial glance of a visual stimulus, people perceive the higher-level spatial and functional components of the natural scene [36, 42, 51] .
Take the example in Figure 1 , a three-dimensional (3D) simulation result in quantum physics, a motivating application domain in this work. vector length at each sampling site. Here we immediately see the chunk of colors and associated global structural distribution of v 1 , without knowing the details of v 1 or composite relationships of v 1 and v 2 at each sampling site.
This anecdotal evidence and recent experimental results may support an aspect of human visual intelligence: a cascade of human visual learning may exist that uses rapid global representations prior to slow presumably serial and attention-demanding visual scrutiny. Categorical visual features can guide the human attention to significantly reduce the search space and thus speed up visual queries [51] . If these mechanisms are supported, we may need to design not only for individual Independent variable: visual guidance feature type (color, texture, and length) (structured only)
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In examining static image setting: Relative error Dependent variables: relative error, fixation time; total # of fixations; behaviors locations but also for global viewing and a new process, i.e., for a viewing hierarchy from global guidance to scan of complex details, both bestowed by visual features. Though an extensive literature is devoted to this dual-viewing hierarchy and global scene guidance from understanding natural scenes and critical medical diagnosis from imaging techniques [50, 51] , little is known about the design, evaluation, and viewers' strategies in 3D vector field visualizations, when viewers can be benefited from seeing from complex data.
Here we study the possibility of visual guidance by features of color, texture, and length ( Figure 2 ) and explore the following questions: Do different categorical features have different scene-guidance power and lead to more effective behaviors? What are the types and characteristics of users behaviors? Are certain viewing strategies more efficient than others? We perform two experiments to answer these questions and demonstrate such a human visual intelligence in two tasks: SEARCH (find a specific bivariate drawn on the screen) and MAX (find a local or global maximum). While one might argue that it is the structural content of the data (i.e., groups of similar variables as in the example in Figure 1 ) that constrains the possible location of task-relevant structures rather than feature guidance, global view guidance by visual features may not be as strong as we have anticipated. We thus in the first experiment randomize the vector positions and show that participants still achieve comparable accuracy. Since spatial uncertainty is inherent to feature uses and human errors, the goal of the eye-tracking experiment is to quantify how these features work through new human errors measurement metrics.
Our contributions include the following:
• A first look into the broader issues of perceptual speed of global scene feature guidance by extending to visualization ideas in vision science to study complex bivariate vector field visualizations.
• First benchmark of the attention cost of "seeing" a vector (on average about 5 items/second) and the tripartite eye-movementbased analysis of errors in scanning, recognition, and decision.
• New knowledge about categorical-cue-guidance of color, texture, and length and their rank order for degree of guidance; And explanations of observed performance patterns and implications for design from behavior measures.
RELATED WORK
This section presents research that influences our work in visual guidance in both visualization and vision science and 3D glyph design for vector field visualizations.
Visual Guidance
The concept of visual guidance has been explored in both the visualization and vision science communities. Quantifying visual saliency in choosing visual features has also been studied in both visualization and vision science. Designs implementing bottom-up control of the feature information have been exceptionally insightful and productive. For example, Healey et al. [20] used preattentive processing (hue and orientation) for high-speed target detection, boundary identification, and region detection. Their systematic investigations emphasize that effective glyphs can encode large amounts of data in limited screen space and that choosing preattentive cues permits effective information access. Vision science treats guidance as a signaldetection problem and Wolfe and Horowitz [50] reveal five factors that influence guidance: (1) bottom-up stimulus-driven guidance similar to that studied in visualization; (2) top-down, task-driven guidance, (3) scene guidance in which attributes of the scene drive attention to areas likely to contain targets (answers), (4) guidance based on the perceived value of features or items, and (5) prior search history. All these aspects of guidance act together to guide users behaviors in real-world tasks [50, 51] .
Inspired by this pioneering work, our approach is largely to understand how this highly influential guided-search can be applied to 3D visualizations. Because the initial statistical understanding is likely to be governed by categorical information, our current work compares color (most effective categorical feature [33] ), texture (luminance-varying), and length (effective in 2D but perhaps limited in 3D [35] ) to study how viewers alter their behaviors when using these as scene guidance.
Understanding The Research Paradigm and a Holistic
Account of Scene Guidance
Our validation of visual guidance is also strongly influenced by Hochstein and Ahissars reverse-hierarchy theory [22] in perceptual learning science. That work suggests that human visual processing follows a dual hierarchy: vision-at-a-glance captures a high-level, generalized, categorical scene interpretation and a later attentional scrutiny stage requires sequential scan of individual items. Recent studies have demonstrated the power of vision-at-a-glance. A mere glance can assist radiologists in detecting cancerous tissues [16] , can help a crowd escape from dangerous scenes or quickly detect scene structures, even when these structures are spatially far apart [37] , and help drivers see pedestrians and other surroundings from a six-second glimpse [17] . This first impression is often termed holistic or global pattern processing and features guiding such processing are called scene features [4] . Evidence from recent visualization results may also suggest the existence of rapid holistic signals in visualizations. For example, viewers can memorize infographics and spatial data in brief 200ms exposures [7, 8, 31] . We can visually average a large collection of spatial data even without precise assessment of each datum [13] . These pioneering results may have suggested that human use global statistical information presented at least in natural scenes and in data other than vector fields when search accuracy is crucial. In this work, we expand the literature to understand vector field and study viewers' behaviors when treating scene guidance as categorical information to understand the power of glimpse of vector field for 20 seconds. As in other bivariate visualization studies [48] , 3D glyph studies [40] , and generic glyph design [34] , we carefully select the features to measure effectiveness and use eye tracking to quantify human behavior.
Empirical Studies of Spatial Glyphs
Our study is related to the visualization of spatially encoded vector glyphs where the first variable is an ordered integer and the second is quantitative and continuous. We choose to study glyphs because they are a powerful communication tool for visualizing spatial data and because of their impact on medical imaging and vector-and tensor-field analysis in physical sciences [6, 30, 40, 41, 45] . Many real-world glyph scenes showing scientific data are also highly dense, and inaccurate human judgment from visualization can lead to uncertainty and inefficient behavior. Solutions like sampling can declutter visualizations, but in some applications where to sample is unknown and spatial glyph placement is often crucial. Furthermore, no matter what visualization techniques are used, human errors cannot be further reduced. Thus it is crucial to learn and quantify human errors, e.g., using eye-tracking technologies [5] .
Our method of applying fundamental vision science in visualization design is not new. For example, Ware [47] convincingly explained Laidlaw et al.'s vector field study results [29] by pointing out that the human visual cortex contains lines or edges of orientation and location cells and how the human visual system gradually integrates these features into the output to represent the 2D vector fields. Given these successes, our work further distinguishes between these low-levelfeature-driven bottom-up processes (in which the initial vision perceives colors, orientations, and motions) and our view of ranking global scenefeature guidance, i.e., perceiving conjoined forms of overall patterns and the global overview first pertaining perhaps almost all visualization tasks.
MEASUREMENT METHOD FOUNDATION: QUANTIFYING PERCEPTUAL ACCURACY
To study the global visual guidance properties in visualizations, we first must be able to measure performance. Beyond time and error, we also believe that noise and biases caused by visualization choices are inherent in human decision-making. It is possible that some errors are not traceable to visualization design. And errors in many cases are by-products of human limitations. Here we migrate several human error measurements perspectives to visualization to justify encoding use in describing the degree of visual guidance.
Fraction of Items Removal
A benefit of obtaining a global statistical distribution of data can apparently assist viewers remove a fraction of items. As a result, the first metric describes the degree of visualization guidance by asking "what fraction of all items can be eliminated from consideration". Take the vector visualization in Figure 1 again: with 8-levels of representation of the ordinal variable v 1 , a viewer can reduce the number of search items to 12.5% of the total number of items and then the entire localization would be reduced by roughly 87.5% when the task is about comparing and searching vectors within a v 1 range.
Reducing Correspondence Errors
A second metric to consider is to reduce correspondence errors. For example, the number of total items (set size) a viewer would look can be altered by how long it takes to obtain the task-relevant structures of the scene. Vision science has provided abundant evidence that justnoticeable-differences are not sufficient to differentiate feature-level differences; instead, one must be able to draw boundaries between levels [51] . Studies by Acevedo and Laidlaw [2] and Acevedo et al. [1] that used boundaries for layered surface vector-field analysis were heading in this direction. Interrante et al. [23] used spatial frequency variation in "texture stitching" for showing boundaries from continuous flow fields. For bivariate visualization in this work, the number of steps in v 1 would influence the discrimination power of the visual variables of color, texture, and length.
A second factor besides the data-level differences that influences correspondence error is to reject distractors within context associated with glyph positioning. If vector orientation and magnitude vary (e.g., in turbulence and unsteady flows), the contrast of categorical search is markedly reduced -as limited by the human ability to locate any given data categories near neighbors. In this work, we randomize the scene to study the effect. If people do use this global viewing mechanism, we would anticipate that for a visual scene where position of the vectors are randomized, participants can still grasp the scene gist given the pop-out color, texture, and size features and answer questions without the cost of accuracy. This means that the global structure may be important though we seem to break the feature rules of showing continuous edges as in gestalt principles. To make the ensemble of object-features to work, we further suggest the highly pop-out visual dimensions would support the role of forming the similar object groups so participants' initial impression of the scene structure will be drawn. As a result, we use color and texture to compare against length, which might have limited ability to generate the pop-out effect in 3D [35, 46] .
The third type specific to bivariate data visualization is the correspondence between the exponent and digit to its visual representationsthe fact that a viewer must be able to tell which part is exponent and which digit [52] .
Errors in Human Behavior
A third metric is human error. Examining human errors will help explore means to overcome inefficient behaviors and can lend us knowledge when to use automatic decision support to reduce them. Here we borrow error terms from Kundel et al. [28] and Cain et al. [12] to define new metrics, currently confined to medical imaging analysis.
1. Scanning error: the target (answer) was never fixated or appeared in the visual scan path.
2. Recognition error: the missed target is briefly inspected but not examined long enough to be properly evaluated.
3. Decision error: the missing target is searched for an appropriate interval but is not correctly categorized.
4.
Refixation: an object is visited repeatedly.
Often these error terms are weighted differently depending on the application. In vector field analysis, scanning error is perhaps least desirable since it represents misses and thus has a higher cost when critical structures or data items must be recognized. Decision error is likely to be relatively low in our case, we anticipate, because once fixated, most viewers would be able to decide on their number, assuming the tasks are intuitive and simple enough (this turns out not to be the case from our study). Refixation is an interesting phenomenon and can make an object "retrospectively visible" so items being missed at the decision and recognition stages are found again. 
EXPERIMENT I
The goal in this study is to determine how the random placement of bivariate glyphs and visual feature mappings influence participants' accuracy.
Methods

Independent Variables
Randomness. The first independent variable in this study is randomness. In the structured condition, vectors belonging to the same first-variable category are configured to be spatially proximate (Figure 3a) . In the randomized condition, the corresponding vectors are positioned randomly in space (Figure 3b ). Also note that the orientations are not continuous in this randomized condition, so that participants could not group vectors by orientation.
The effect of randomization is to alter the context. On the one hand, context can be framed as the relationship between vector objects and then the context of a vector field is defined as a combination of objects that have been associated over space. For example, in the structured conditions the scene context can be build by location cooccurrence, with the recognition within an initial glance to see the organization. In the randomized condition, contextual influence is introduced by global statistics of object location (rather than mere co-occurrence of location) and this process can occur even with the absence of the detailed knowledge of scene layout [9, 11, 38, 43] . Such salient features pop-out as the local or global scene feature to guide vision attention [44] . As it may sound counter-intuitive, with salient color differences immediately attract attention, having colors next to each other between adjacent locations would not improve global scene guidance since the global semantic properties of the salient colors is sufficiently clear to guide human vision. Here, we attempt to understand how the context affects the perceptual speed by randomization and collect subjective self-reported behaviors.
Visualization Methods. The second independent variable in this experiment is visual feature type. For the bivariate representation, we vary the first variable to study the global viewing strategies in three representations.
• Color (Figure 4a ) is chosen because it is ranked top for showing categories [30] and because global viewing is believed to rely on categorical information. Here, colormaps were chosen from the sequential hue-varying maps in Colorbrewer [18] .
• Texture (Figure 4b ) uses the percentage of black on white, as inspired by a design by Bertin [3] . The visual effect is similar to luminance variation. For example, to represent the v 1 term in five categories, we use the amounts of black 0 (0%), 1 (25%), 2 (50%), 3 (75%), and 4 (100%) all wrapped around the cylinders in five segments to be visible from any viewpoint.
• Length (Figure 4c ) is chosen because of its best quantitative scale [33] and its ubiquitous use to represent vector magnitude Here we use length as an ordered integer instead.
The second variable is quantitative and is always mapped to vector length. This task involves a single well-defined target search from the entire vector field. The target vector was displayed on the lower-right corner of the screen and was varied in teach trial.
Choosing Tasks
MAX (Figure 5b ): An example task is: Which point has maximum vector magnitude among all vectors when v 1 = X? X in the study was an integer from 3 to 7.
This task is chosen because it involves searching for the extreme among many vectors. Also, participants must compare the current vector with those seen in the recent past in order to determine whether the current one is the answer, so that they must also hold their past search in their memory while going through the vector field. Thus, this task may require a greater cognitive load than the first SEARCH task.
To accomplish these tasks, viewers must examine the entire field to obtain an answer. We assume that if the global scene features (the three visual features) in fact guide attention, participants would obtain these global statistical structures and examine a relatively small subregions, without costly visual scrutiny of the entire field.
Hypotheses
Given our own observations and the literature, we have had several hypotheses when entering the experiment:
• H1. The accuracy of these three visual features follows the rank order of categorical performance. This is because the initial scene guidance is likely to be categorical and using categorical data is more effective in categorical tasks [49] .
• H2. Randomization may not be a deterministic factor in task accuracy. This is because participants might be able to use popout features to obtain global data distributions.
• H3. Behavior. All participants would try to examine sub-regions only.
Choosing Vector Field Data
We selected the data carefully to avoid introducing a confounding factor of dataset. We generated the data by randomly sampling some very complex large-magnitude-range simulation results within 3D-box containing 445 to 455 vectors. That data are adjusted to a range between three (thus data range: [1, 100) to seven-levels (thus data range [1-10 6 ) categories from random samples. The number of data points among the power categories are about the same, i.e., total number o f points/power level. Thus, if the participants answer questions from a sub-region by utilizing global statistical features, they would examine around 64 to 145 vector items. The categorical colormaps for the 3-7 levels were chosen from colorbrewer [18] . 
Study Design
Full-factorial repetitive within-participant design was used: all participants examined all three features under the randomized and structured conditions three times. Repetition was used so that participants would have enough time to form strategies. Half of them looked at the randomized data and other half looked at the structured first. All participants looked at data from all categorical ranges as well for a variety of experiences. As a result, each participant executed 90 trials for each task and 180 total for these two tasks.
Independent and Dependent Variables. Independent variables include position distribution (structured and randomized) and feature type (three levels of color, texture, and length). The dependent variable in this controlled study is accuracy since all tasks were timed.
Participants. There were eighteen participants (12 male and 6 female, mean age = 23.8 and standard deviation = 4.9). They were graduate students from diverse backgrounds, the majority from computer science (7) and computer engineering (3). Others were two from information systems, two mechanical engineering, one chemical engineering, one physics, and one business school.
Experimental Procedure. Participants were greeted and completed an Institutional Review Board (IRB) consent form, which described the study's procedure, risks, and benefits, and a demographic survey. All participants were tested using the Ishihara color-blindness test and could continue only if they had normal color vision and normal and corrected-to-normal vision. Participants were trained to understand these bivariate and were given practical trials using all conditions. They were told that all tasks had time constraints of 20s or until the participants finished the current test and pressed the 'next' button. Participants were instructed to be as accurate as possible. They were told that they could ask questions during training but not when testing begins. Participants practiced until they fully understood the visualization and tasks. After the study, participants filled in a post-questionnaire asking how these glyphs supported the tasks and were interviewed for their comments.
Interaction and System. Participants could rotate the data, zoom in and out, and pan to see the data. They sat in front of a 27 BenQ GTG XL 2720Z, gamma-corrected display of 1920 × 1080 resolution. The distance between participants and display was about 50cm. The minimum visual angle of task-associated glyphs was 0.2 • in the default view where all data points were visible and filled the screen.
System log. The system automatically loaded the combination of visualizations and questions during the experiment without investigators' intervention. Participants used a computer mouse to click on the answer (also called target) they found. Each answer or target selection was indicated by a yellow arrow superimposed on the display so that it could appear to be on top of any item. They could change their answer before the time ran out or before they clicked on the "next" button, when the next question was loaded and the user proceeded. The system recorded all user interactions (mouse movements and clicks) and participants answers.
Results and Discussion
We collected 1620 data points for each task. Data were analyzed by task. Table 2 summarizes the statistical measures of the main effect of the independent variables (feature and randomness) on the relative error using the SAS MIX repeated measures. Here relative error is computed by measuring how far the answer was from the ground-truth or relative error = |participant s answer − ground truth|/ground truth. A post-hoc analysis used Tukey's Studentized Range test (HSD) to compare the independent variables levels when we observed a significant main effect. Figure 5 shows the mean relative error (in gray) vs. randomness and visual feature. All error bars (maroon) represent 95% confidence intervals. Table 2 
Numbers of Correspondence Errors
We computed the number of correspondence errors in each task. Here an answer was considered having a correspondence error when participants selected an erroneous category from the first variable. Overall, participants were generally reasonably accurate in these tasks (Table 1) . Color led to the fewest correspondence errors and texture and length the most. Participants also rated color the easiest to use and texture and length the most difficult. Among the correct answers, participants' answers using color and texture were on average more accurate and were less than 8% away from the ground-truth for both tasks (Figures 6a and  6b , left). The least efficient length estimate was generally off by about 12%-14% on average ( Figure 5 , right).
Main Effect of Visual Features and Randomness
H1 was supported. The results support that visual features guidance at different speed for bivariate data visualization. Participants had lowest accuracy with the length and this main effect of visual feature on relative error was significant for both SEARCH and MAX tasks. The rank order was supported by post-hoc analysis that color and texture in general lower relative errors than the use of length (Table 2) . It is not surprising that participants should show a significant effect given that their areas of expertise and experience with vector fields varied widely. Participants self-reported that they had trouble drawing boundaries between the adjacent categories when the range of the range o f v 1 ≥ 5. These results may suggest that the continuous quantitative encoding of texture and size made it harder to reject distractors. We could speculate that our feature-ranking result was in line with vision science results in that global feature selection preferred categorical features of color/hue and luminance-varying texture and as a result incorporating categorical features or boundary-revealing into global visual guidance might be productive.
H2 was supported for SEARCH and only partially supported for MAX, as we can see that randomness was not a significant main effect on relative error for SEARCH but was for MAX ( Table 2 ). The effect size of SEARCH was small and post-hoc analysis revealed that randomized and structured were in the same Tukey group. One may speculate that people could use features effectively as categorically distinct factors to reduce distractor heterogeneity via grouping, and that this grouping could be spatially distributed.
EXPERIMENT II: EYE TRACKING BEHAVIOR STUDY
So far, Experiment I suggests that participants used scene guidance and categorical color as scene guidance would be most effective (lowest relevant error and lowest wrong answers). Texture, however, had the same relative error but the most wrong answers. Length perhaps was not effective. Though we could not say randomness was not a determining factor in forming global strategies because we did not see any significant differences. These results were used to guide this second study. Here our goals were to understand how viewers attend to objects and their behavior to achieve efficiency using color, texture, and length. Here we use eye-tracking data to assess not just the features but how they may lead to efficient behaviors.
Methods
Overview
The same three visualization methods were used. There were three main differences between this study and Experiment I. First, the only independent variable was feature, coupled with the structured condition for us to measure the visual behaviors. We did this for two reasons: (1) the effect size was small in Experiment I even when randomness was a significant main effect for MAX; (2) Eye-tracking with the chin-rest can introduce fatigue, and thus we wanted to limit the study time to 30 minutes. Second, we also removed interaction and participants only looked at two-dimensional (2D) static pictures from the same data used in Experiment I. The visual cues were large enough for participants to answer questions. Third, all participants in this study were eye-tracked.
Study Design
We used a full-factorial design and participants looked at 15 instances of the three visualization methods, leading to 45 trials per task. The study took about 30 minutes to complete (45 trials × 20 seconds × 2 tasks = 30 minutes).
Independent and Dependent Variables. The independent variable was the visual feature. Dependent variables are errors and eye movement cost such as eye fixation and context switching.
Participants. Six participants of diverse engineering and science backgrounds participated in this study.
Experiment
Procedure. An Eyelink1000 eyetracker (SR Research, Ontario, Canada) was used to sample the x-and y-position of the eye at 500 Hz (Figure 2) . At the beginning of each session, we calibrated and validated the eye tracking using the manufacturer's standard nine-point calibration procedure for each participant prior to each use. Interaction. Participants in this experiment examined static images. No zooming, panning, or rotation is allowed. They selected the answers using the same approach as in the first experiment.
System Log. Eye movement data were recorded and categorized as either fixations or saccades depending on eye position velocity and acceleration using the commonly accepted standard from the manufacturer' default settings. We also recorded participants' answers.
Results and Discussion
We collected 540 data points for each task.
Reconstruction of the Eye-Tracking Data
To investigate the participants strategies, we coregistered the x and y position of the eye fixation with a testing image to produce fixation points and the corresponding geometry values. Here an eye-fixation is each instance that the eye remained in an area (5 × 3 pixels) for at least 40 milliseconds. The blue circles show the eye-fixation position and the size of the circle shows the fixation time. We subsequently compute whether or not the eye fixation coincides with the ground-truth data for the guidance features (or v 1 of the bivariate data).
We further measured object fixation when eye fixation was within a vector item. This object fixation contains a fixation cluster, defined as successive fixations that fall within a single vector area of interest. This metric undoubtedly depends on how one estimates the "useful" regions. Here we use the vector length and width to constrain the single area of interest provided that this is the unit on which participants need to fixate to get an answer.
Data presented in the next section state the fixation or object fixation in the analysis, where the fixations were either from the original blue circles from the device or the post-processed clustered fixations on the vector pixels at that location. The fixation time, fixation length, saccade and context-switch cost represent averages for each participant; these values were then used for statistical analyses and could be found in the supplementary material. 
. The significant main effects and the high effect size in bold (none was found) and the medium effect size is in italic. 
Percentage of Drillers and Scanners
The plotted fixation data illustrates the two distinct viewing behaviors we used to characterize and compare these three visual features. Some participants were observed to be "drillers" who constrained their eye fixations within the target data regions of a single v 1 area and quickly examined or drilled through vector magnitude in that subregion. Other participants exhibited a second fixation behavior: they were "scanners" who looked at much larger v 1 regions in addition to those within the target. We wanted to know if feature type would affect participants behaviors. Thus, we examine the distribution of drillers and scanners by feature type, with the results shown in Figure 7 . The trials were grouped by the percentage of object fixation points in the v 1 region, where 100% were that all fixations were within v 1 , 95% permits 5% noise swinging to regions other than v 1 , and so on. We used four thresholds -100%, 95%, 90%, and 80% -and then summarized the percentage of the trials belonging to these categories. Figure 8 shows one example of each type of drillers and scanners of SEARCH and MAX tasks: the drillers showed focused exploration of the target region and the scanners showed multiple v1 regions' fixations. Both drillers' and scanners' eye-movement behaviors seem from these samples to have good organizational structure.
We may observe that in general there were more color than texture and length drillers in all threshold conditions. For SEARCH, 34.4% of the color trials were full driller trials when participants' fixations were in the target region only, compared to 16.7% texture and 6.7% length trials (Figure 7a , the first left-most group of 100% (driller)). 96.7% color trials had 80% of fixation focusing on the target v 1 regions (Figure 7a , the first bar in the last group of 80%). For MAX when multiple objects may have been hold in viewers memory, similar trends of the driller-scanner distribution were observed among color, texture, and length uses. However, the amount of drillers was lower than that in the corresponding SEARCH task.
Quantifying Errors and Refixation Behavior
Search for maximum and a specific item can be error-prone. Errors are especially common in so it is vital to understand how errors arise and how they can be overcome when we use visual representations. Table 3 showed the summary statistics and Figure 9 showed the mean error of each type by visual feature. The percentage values were computed within each error category so that we could compare between features ( Figure 9) .
Scanning errors occurred when the target was never fixated or appeared in the scanning path. As we leveraged, the weight of these errors differed depending on the visualization goals. Here, scanning errors were misses and to visualization this scanning error might be the most important factor we would like to lower.
We observed that the scanning error for SEARCH using length (33%) almost doubled that of color (17%) (Figure 9a ) and the feature type was not a significant main effect on scanning error. But for MAX, texture had the highest scanning error (24%) compared to color (13%) and length (18%) though no significant difference was observed (Table 3) . We could speculate that the lack of significance was that our sample size was small. Recognition error and decision errors relate to the missed targets. The recognition error concerns a target that was fixated or appeared on the scanning path during visual inspection but only briefly, not long enough for proper evaluation. In contrast, decision errors occurred when the target was fixated for a long enough time interval but was not chosen as the target. However, it was difficult to truly untangle these types of errors, because the fixation time needed to recognize an item has not been defined in vector field visualizations. Vision science has established a threshold of 20-50 items per second based on natural scenes for human eyes to recognize an object. The difficulty with applying these numbers to our study was that previous studies used visually distinct targets and distractor items (e.g., distinct numbers and letters or objects such as apple, orange or pear). Our object fixation was longer than that established in vision science: on average a single object fixation to make a decision about a target is about 200-250ms. This measure was stable for both tasks and thus may be used as a rough benchmark of about 5 items per second for one of a single fixation to recognize bivariates of a vector. In this work, we followed previous work in using the object fixation duration on distractor items to provide a reasonable basis for separating recognition and decision errors. In general, we used the third quartile from the distractors' fixation time as the threshold, which led to 306ms for SEARCH and 303ms for MAX. Figures 9b and 9c show the results. The figures at top with yellowbars showed the number of trials among the 90 trials when the recognition errors occurred; those at bottom show the recognition error rate.
i.e. the trials not chosen as the final answer within the corresponding yellow ones. Recognition errors nearly doubled and were high (47%) for length, compared to color (21%) and texture (17%) in SEARCH. Figure 9c showed that in general the decision errors were high, though we observed no significant differences among the three encoding methods. The high decision error and lack of differences may arise for two reasons: first, accurately perceiving a pattern or a numerical value in 3D can be challenging. Second, eventually, once a category is recognized, the tasks using all three approaches involved examining the length of the second variable v 2 .
Refixations occurred only rarely. The top graph in Figure 9d shows the total number of items refixated and the bottom shows the average number of refixations. Overall, refixation occurred no more than twice and for no more than three items in a scene in general.
Quantifying Drillers and Scanners' Performance Results
So, does it matter if one adopts a driller or scanner strategy during the vector SEARCH and MAX task? And when is one strategy more effective than the other? We looked mainly at the relative error and used other measures for reasoning purposes, e.g., fixation time, total number of fixated objects, normalized context switching cost, and total context switching cost. Table 4 and Figure 10 summarized the results. Being driller or not was a significant main effect for both SEARCH and MAX. Despite that the relative error doubled for scanners, we did not find significant differences between errors between drillers and scanners. We may say that the no-significant between comparison may have caused by our low number of participants in this eye-tracking study. However, drillers had significant longer object fixation time and scanned fewer objects for SEARCH. But these factors were about even for MAX. The total context switching cost was significantly higher for drillers as well. There were a number of reasons why drilling might be more effective. It may be that drilling was simply a better strategy. Certainly, this advantage depended on the task at hand. For MAX when multiple items were searched, drilling was only slightly better. At least one factor may make it unwise to argue too strongly that the driller method was a determining factor or inherently superior. This was because most color users were drillers. We believe that further research was necessary to determine if drilling was truly a better strategy for the task and whether or not encoding should be designed to encourage drilling behaviors. And if so, interface mechanisms could be provided to provide v 1 only data to encourage drilling behaviors.
GENERAL DISCUSSION
Like a dream come true, visualization tools are helping scientists achieve deep insights from increasingly rich and complex data inputs. This section summarizes the study outcomes and answer the questions we raised earlier.
Categorical Color was Most Effective 3D SceneGuidance Feature Compared to Texture and Length
The very first at-a-glance view is not of such unattached free-floating visual properties (of edges etc.) but rather of coherent conjoined objects. Visual-features (here color) as well as those scene-features when popout can manifest attention. Later, explicit perception returns to those low-level visual cues for attention-demanded scrutiny and looking for details. In another words, the human vision system learns from easy to hard from visualization and the global holistic processing may happen before the learning from low-level visual properties directly. Our first perspective in this work is to quantify human visual learning to see what features encourage visual guidance and the characteristics of these. We look at the outcome of the process and assume that, if such a process occurs, participants would use a drilling behavior to focus on task-relevant regions. Unlike the traditional supports a cascade of human visual learning that addresses the rapid, easy, and automatic global or holistic representation prior to slow presumably serial search of visual scrutiny. Our results seem to support that the classical studies of feature guidance might be reversed into scene guidance or the combination of two of feature+scene guidance in visualization, because participants tried to be driller as much as they could. Participants were also more effective when using categorical colors, followed by texture and length.
Measurement Metrics using Error
Our second perspective in this work is to quantify error measures and understand the visual guidance efficiency of a visualization. Most evaluation methods focus on understanding time and accuracy, central in ultimately determining which techniques are chosen for what goals and tasks [24] . Insight-based methods measure the numbers of insights, questions-based studies the numbers of research questions. In a nutshell, all these methods are driven by outcomes in the analytical stages; evaluation experts need to do some guesting work to understand "why" and "when" visualizations help or hinder insights or question formation.
In this work, our first experiment includes a larger participant pool so that we could establish the traditional statistical tests for effectiveness (accuracy), efficiency (respond speed), and subjective preferences. In the second study, we coupled eye tracking to empirical studies to reveal ongoing human visual processing. One obvious benefit of our method is for the future to determine when to introduce autonomous solutions to compensate inefficient human behaviors.
Another possible future direction to characterize these error attributes into layers and study how errors cascade, i.e., the inefficient behavior from a level above is transported to the level below and influences how humans see and act upon next. Differences and similarities in fixation and its dynamics are measured to understand the behaviors in short and long sequence analysis. Additionally, patterns revealed help establish whether there are distinct strategies that participants employee -what are those caused by visual marks and what else by users' differences.
Eye-Tracking
In the long term, understanding how humans see permits us to learn how human expertise in many scientific fields reflects complex cognitive and perceptual processing. This knowledge can inform visualization design or even inform automatic approach to simulate human viewing process. Common eye tracking metrics such as fixation count, fixation duration, and time to first fixation were used as overall indicator of participants' ease or difficulty using the studied methods. It has been used to measure multiview visualization efficiency to study whether or not visualization types in views influence efficiency and accuracy [15] [21] . Though eye tracking method is becoming trendy in visualization studies, analytical solution remains limited. Our own experience is that it is better to combine hypothesis and eye-tracking methods together to study when, why, and how visualization works.
Limitations and Future Work Visual Guidance
This work has limitations. We could have had more participants in the eye-tracking study so we may observe significance between driller and scanner behaviors. Visual search is one of most important spatial tasks since it can be relevant to many sensemaking tasks and since fundamental limits on visual processing make it impossible for humans to recognize everything at once. Future work might focus on the type of guidance and quantifying the factors that influence such guidance.
Compared to past empirical studies of using a few items, our work may suggest that for real-world uses, empirical study perhaps needs to include more items to learn if global visual inspection would facilitate human sensemaking.
CONCLUSION
This study is the first to our knowledge to systematically compare and discuss human behaviors when participants were being guided by visual features. Results from the study lend the following insights to the visualization community for designing effective vector field visualizations: (1) Highly distinguishable categorical colormap led to driller -viewers systematically explore the space. In contrast, length led to more scanners. Color-length pairs had the highest accuracy among the texture-length and length-length pairs. (2) Texture using black-and-white proportion might have been influenced by context and had the least power to reject distractors. When distractors were rejected properly (correct trials), texture had the same accuracy as color for the biviarate pairs. (3) Participants attempted to use the global statistical attributes to guide their attention and there may exist global visual processing prior to detailed visual inspection.
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