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Résumé
Cette thèse montre le développement d’un code de calcul pour les simulations
numériques directes d’écoulements diphasiques compressibles avec évaporation. Un
couplage entre les méthodes Level Set et VOF est réalisé pour le suivi d’interface.
Afin de résoudre les équations de la mécanique des fluides, une méthode basée sur
la pression est employée et, pour découpler la vitesse de la pression, une méthode
de projection est effectuée. Cette méthode permet l’implicitation des termes liés à
l’acoustique et donc de diminuer la contrainte sur le pas de temps. Le liquide et le
gaz sont traités de manière compressible permettant des variations locales des masses
volumiques grâce à l’utilisation d’équations d’état. L’évaporation est simulée de deux
manières différentes ; une première, où un taux d’évaporation constant est employé
et une seconde, où ce taux est calculé par la thermique. Parallèlement à ce sujet, une
étude de la distribution des courbures dans une injection de liquide est réalisée. Cette
étude permet d’étendre le concept de distribution des tailles de gouttes dans un spray
et d’améliorer les informations disponibles dans le modèle ELSA. Enfin, une autre
étude est effectuée sur la recherche d’un critère, basé sur les courbures à l’interface,
pour estimer la qualité d’une simulation.
This PhD thesis shows the development of a numerical method for solving
two-phase flows with vaporisation. A coupling between Level Set and VOF methods
is realised for the interface capturing. In order to solve fluid mechanics equations, a
pressure based method is employed and, to decouple velocity and pressure, a projection
method is performed. This method allows the implicitation of the acoustic terms and
the time step constraint reduction. Liquid and gas are considered as compressible
allowing local density variations with equations of state. The vaporisation is computed
in two different ways ; a first one where the vaporisation rate is constant and a
second one, where this rate is calculated by thermodynamics. Along with this topic,
a study on curvature distribution in a liquid injection configuration is realised. This
study allows to extend the drop size distribution concept in a spray and to improve
available informations on ELSA model. Finally, an other study is performed on the
development of a criterion, based on interface curvatures, which estimates the quality
of a simulation.
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Chap. 1 | Introduction
Généralités
L’étude des écoulements diphasiques intervient dans de nombreux domaines. Un de
ces domaines concerne l’injection de carburant dans les moteurs qui est un des sujets
étudiés au COmplexe de Recherche Interprofessionnel en Aérothermochimie (CORIA),
laboratoire dans lequel s’est effectuée cette thèse.
Figure 1.1 – Combustion du carburant après injection et atomisation [1].
Afin de produire l’énergie nécessaire au fonctionnement du véhicule, l’air et le
carburant sont injectés dans la chambre de combustion où ce dernier va s’évaporer.
La combustion de ce mélange air/carburant a ensuite lieu et l’énergie produite lors de
cette combustion est transformée en énergie mécanique faisant avancer le véhicule
(Figure 1.1).
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Entre le moment de l’injection et celui de l’évaporation, le jet de carburant subit
plusieurs modifications de structure : il s’agit du processus d’atomisation (Figure
1.2). Tout d’abord, le jet liquide en sortie d’injecteur est sujet à une atomisation
primaire. Trois mécanismes entrent alors en jeu liés aux forces aérodynamiques, à la
tension de surface et à la viscosité. La tension de surface tend à minimiser l’interface
entre le liquide et le gaz et donc réduit les instabilités, apparaissant au niveau de
l’interface, dues au cisaillement qui, au contraire, étire l’interface. La viscosité, elle,
dissipe l’énergie cinétique et empêche donc les structures de se former. Les forces
aérodynamiques, quant à elles, sont déstabilisatrices et sont proportionnelles au carré
de la différence de vitesse entre le jet liquide et l’écoulement gazeux. Dans les sys-
tèmes d’injection classiques, ces forces sont prépondérantes et l’énergie engendrée
en surface est alors suffisante pour empêcher l’effet stabilisateur de la tension de
surface. Les instabilités de surface sont donc amplifiées jusqu’au détachement du jet
initial de structures ligamentaires. Ces instabilités ont beaucoup été étudiées [2, 3, 4].
Ensuite, l’atomisation se poursuit avec une atomisation secondaire. Les structures
détachées du jet initial subissent à leur tour les effets de l’écoulement gazeux et se
divisent en gouttes de plus en plus petites. Les gouttes se divisent ainsi jusqu’à ce
que les forces de tension de surface deviennent importantes comparées aux forces
aérodynamiques ou que l’énergie cinétique liée au cisaillement soit dissipée. Les petites
gouttes restantes sont transportées par l’écoulement formant une phase dispersée.
La forte quantité d’interface créée lors du processus d’atomisation permet, pour le
cas de l’injection de carburant, une évaporation plus rapide du liquide nécessaire à la
combustion.
Figure 1.2 – Schématisation du processus d’atomisation.
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des pales d’une hélice (Fig.1.4) et l’impact des bulles d’air entraînées par les vagues
déferlantes ne peut pas être négligé.
Figure 1.4 – Représentation du phénomène de cavitation sur une hélice [6].
Dans le contexte des impacts violents dans les écoulements diphasiques, comme
par exemple dans l’impact des jets liquides ou dans les vagues déferlantes, il est bien
connu que la présence de bulles ou l’entraînement d’air à côté d’une structure ont des
conséquences importantes à la fois sur l’écoulement, les structures mais aussi sur le
milieu environnant à travers la propagation du son [7]. Dans le réseau du développe-
ment des énergies marines, il a été montré que les violentes expansions/compressions
du gaz en raison de la propagation d’ondes acoustiques, qui peuvent également se
développer en ondes de choc dans le pire des cas, ont un fort impact sur la vague
incidente. De plus, la force des vagues déferlantes entraîne de très hautes charges
hydrodynamiques sur les infrastructures sous marines, en particulier dans le cas de
vagues plongeantes. Par exemple, une estimation de la force d’impact (énergie et
pression) est importante dans la conception des éoliennes offshore.
Toutes ces conséquences montrent l’importance de prendre en compte les effets
de la compressibilité.
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Plan de la thèse
Cette thèse se compose de quatre principaux chapitres et présente une partie centrée
sur le développement d’un code de calcul de type DNS avec suivi d’interface et
introduction des effets de compressibilité vers une prise en compte complète de la
vaporisation. Puis, d’autres parties, où l’on exploite le code de calcul pour améliorer
la compréhension des écoulements liquide/gaz, sont exposées.
La chapitre 2 présente une étude bibliographique. Après un bref rappel sur les
différentes méthodes de simulations numériques existantes, une présentation de l’état
de l’art sur les approches numériques pour le suivi d’interface est réalisé. Puis, une
revue des codes de calcul utilisés pour la simulation d’écoulements compressibles est
présentée ainsi que ceux employés dans les calculs de changement de phase.
Le chapitre 3 concerne le développement d’un code de calcul simulant les
écoulements diphasiques compressibles avec changement de phase. Les différentes
modifications du code ARCHER pour le passage dans un formalisme compressible sont
présentées, que ce soit au niveau du suivi d’interface ou au niveau de la résolution des
différents termes des équations de Navier-Stokes. Puis, l’implémentation de l’équation
de l’énergie et de l’évaporation est traitée.
Les chapitres 4 et 5 concernent directement l’étude d’écoulements liquide/gaz
à l’aide du code de calcul développé permettant d’apporter de nouvelles informations
sur la physique de l’interface. Le code ARCHER incompressible est ici employé pour
les différentes simulations. Le chapitre 4 présente une définition étendue de la distri-
bution de tailles de gouttes basée sur les courbures locales de l’interface liquide/gaz ;
permettant une description continue tout au long du processus d’atomisation. Les
résultats sur une instabilité de Rayleigh-Plateau ainsi que sur différentes configu-
rations Turbulentes Homogènes et Isotropes (THI) représentatives des processus
d’atomisation sont présentés.
Le chapitre 5 introduit une proposition visant à évaluer le niveau de résolution
d’un calcul impliquant une interface complexe. La définition d’un critère sur la qualité
de résolution est proposée et discutée. Les résultats sur des configurations THI et
des injections de carburant sont analysés.
Enfin, une conclusion et différentes perspectives à ce travail sont abordées.
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Chap. 2 | État de l’art
Dans ce chapitre, nous présenterons, tout d’abord, un rappel sur les notions rencon-
trées lors d’écoulements diphasiques, puis les différentes méthodes pour simuler les
écoulements turbulents. Ensuite, les méthodes utilisées pour le suivi d’interface lors de
simulation d’écoulements diphasiques seront étudiées. Une liste des différents solveurs
existants pour simuler les écoulements compressibles ainsi que les changements de
phase suivra. Enfin, une présentation de la stratégie retenue pour le développement
de notre code de calcul sera effectuée.
2.1 Rappel sur les écoulements diphasiques
Liquide
Gaz
Inter f ace
Figure 2.1 – Représentation schématique d’une interface entre un milieu liquide et un
milieu gazeux.
Pour situer le contexte de ce travail, quelques notions fondamentales sont
évoquées avec, tout d’abord, l’écoulement diphasique qui est un écoulement constitué
de deux phases différentes qui peuvent être solides, liquides ou gazeuses. Dans cette
thèse, il s’agira uniquement de phases liquides et gazeuses. Ces deux phases sont en
interaction et sont séparées par une interface (Figure 2.1) qui a une épaisseur nulle.
Certaines méthodes de suivi d’interface tentent de conserver cette épaisseur nulle,
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cependant d’autres méthodes la considère comme une zone de mélange d’une certaine
épaisseur entre les deux phases. Ces phases liquides et gazeuses sont compressibles
par nature. Néanmoins, dans le cas où le nombre de Mach (rapport entre la vitesse
du fluide et la vitesse du son dans ce même fluide) est faible, elles peuvent être
considérées comme incompressibles. Ainsi, leur masse volumique reste constante.
Dans notre cas, la prise en compte de la compressibilité est nécessaire. Pour cela
des équations d’état pour la masse volumique peuvent être utilisées à l’instar de
l’équation des gaz parfaits pour la phase gazeuse et l’équation de Tait pour la phase
liquide. Lorsque l’on traite l’écoulement dans son ensemble, une attention particulière
doit être portée au niveau de l’interface. En effet, les différentes grandeurs étudiées
comme la masse volumique ou la pression ne sont pas continues à travers l’interface.
Ainsi, des conditions de saut doivent être utilisées au niveau de cette interface quand
on résout des écoulements diphasiques.
2.2 Méthode pour la simulation des écoulements turbulents
Quand il s’agit de simulations numériques, principalement trois approches pour
représenter la turbulence existent : DNS, LES et RANS. Les simulations de type
RANS (Reynolds Averaged Navier-Stokes), comme leur nom l’indique, résolvent les
équations de Navier-Stokes de manière moyennée. Les différents champs apparaissant
dans ces équations sont décomposés en un champ moyen et un champ fluctuant.
Ces simulations permettent de résoudre un domaine relativement grand car seul
l’écoulement moyen est représenté. Ensuite, l’approche LES (Large Eddy Simulation)
consiste à appliquer un filtre spatial aux équations de Navier-Stokes ; c’est-à-dire
que seules les plus grandes structures de la turbulence sont simulées. Les structures
sous résolues sont prises en compte à l’aide de modèles de sous-maille. Par exemple,
les tensions de Reynolds de sous-maille sont souvent représentées sous la forme
d’un terme de frottement visqueux supplémentaire pour lequel le modèle calcule une
viscosité turbulente. Ces deux types de simulations, et plus particulièrement RANS,
sont ceux utilisés à l’échelle industrielle en raison de leur coût en temps de calcul qui
reste raisonnable et de leur capacité à résoudre de grands domaines. Le dernier type
de simulation est la DNS (Direct Numerical Simulation) qui vise à représenter toutes
les échelles de la turbulence, de l’échelle de Kolmogorov jusqu’à l’échelle intégrale.
C’est la méthode la plus directe car elle ne nécessite pas de modèle supplémentaire.
Mais pour être précise, elle nécessite un maillage très affiné et donc conséquemment,
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c’est la méthode la plus coûteuse en temps de calcul. Ainsi, seul un petit domaine de
l’espace physique peut être simulé. Cependant, en raison de sa plus grande précision,
elle peut être utilisée comme référence pour les autres types de simulations.
Cette thèse étant axée sur la simulation numérique directe d’écoulements
compressibles diphasiques, on se focalisera, par la suite, sur les différentes méthodes
de suivi d’interface d’une part et sur les codes existants simulant les écoulements
compressibles d’autre part.
2.3 Suivi d’interface
Diverses méthodes peuvent être utilisées pour le suivi d’interface. Elles sont la plupart
du temps employées dans des solveurs incompressibles et ne sont pas encore largement
utilisées dans les solveurs compressibles. Elles peuvent être classées en deux catégories
: les méthodes eulériennes et les méthodes lagrangiennes. Une autre catégorie élargit
le concept d’interface ; il s’agit des méthodes à interface diffuse.
2.3.1 Interface diffuse
La méthode d’interface diffuse [8] permet de s’affranchir de la reconstruction de
l’interface puisque celle-ci n’existe plus au sens propre du terme. En effet, la méthode
d’interface diffuse est basée sur le modèle de champ de phase. Par exemple, dans
le cas d’un écoulement diphasique avec une phase liquide et une phase gazeuse, ce
champ tend vers 0 dans la partie gazeuse et vers 1 dans la partie liquide. Au niveau
de l’interface, ce champ varie continûment entre 0 et 1 créant ainsi une zone de
mélange où la séparation entre les deux phases n’est pas clairement apparente (Figure
2.2). Ainsi, l’interface est épaissie suivant un profil qui peut soit être imposé ou qui
correspond à une zone de diffusion numérique.
Différents modèles existent pour traiter cette zone de mélange. Abgrall [10]
et Karni [11] proposent un modèle à quatre équations combinant les équations de
conservations de la masse, de la quantité de mouvement et de l’énergie avec une
équation de transport pour la variable ξ = 1
γ−1 . Cependant, ce modèle étant limité
aux gaz parfaits, Saurel et Abgrall [8], ainsi que Shyue [12], l’étendent en utilisant
une équation d’état plus générale. Des modèles à cinq équations existent également
[13, 14]. Allaire et al. [13] résolvent les équations de conservation de la quantité
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Figure 2.2 – Représentation schématique d’une interface diffuse à gauche et d’une
interface discontinue à droite [9].
de mouvement et de l’énergie et pour la masse, une équation pour chaque phase
est développée. De plus, une équation de transport de la fraction volumique est ré-
solue et, pour clore le problème, des conditions isobares ou isothermes sont employées.
Ces méthodes possèdent une zone de mélange qui s’étend sur plusieurs mailles
autour de l’interface. Cela permet d’obtenir une fonction continue qui peut être
résolue de façon standard avec des schémas de type différence finie ou volume fini.
Afin de contrôler l’échelle d’épaississement de l’interface, certains auteurs utilisent
des interfaces diffuses où la zone de mélange est plus réduite [15, 16, 17]. Un profil
tangente hyperbolique est utilisé pour représenter l’interface sur une maille tout en
conservant les modèles de mélange. Afin de bien prendre en compte les conditions de
saut au niveau de l’interface des équations de relaxation sont utilisées [18]. Bien que
donnant de bons résultats dans certains cas, cette approche n’est pas celle retenue
dans cette thèse. Plus de détails sur ces méthodes sont disponibles dans Saurel et
Pantano [19].
Le calcul de la tension de surface nécessite un traitement particulier pour
reproduire son effet sur une interface épaissie. Ainsi, elle peut être directement prise
en compte dans un tenseur des contraintes modifié [20]. Les équations à résoudre
pour l’écoulement sont écrites de telle sorte qu’elles soient valides à la fois dans les
deux phases et dans la zone de mélange. Un paramètre est utilisé afin de déterminer
l’épaisseur de la zone de mélange. Quand on le fait tendre vers 0, afin que l’interface
retrouve sa propriété de discontinuité, les équations résolues habituellement sont
retrouvées. Ce type d’interface est souvent utilisé dans des solveurs de Riemann, qui
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seront vus plus en détail dans une prochaine sous partie, avec des méthodes de type
Godunov [8], [21]. Il est employé, par exemple, dans la simulation d’interaction entre
solides et fluides [22] ou de changements de phases [23, 24].
2.3.2 Approche lagrangienne
Concernant l’approche lagrangienne, elle repose sur l’utilisation de marqueurs qui sont
suivis au cours du temps. Ces marqueurs peuvent être répartis en volume, comme
dans la méthode SPH (Smoothed Particle Hydrodynamics) initialement introduite
par Gingold et Monaghan [25] et Lucy [26] dans le cadre de l’astrophysique. Ils
représentent ainsi un fluide dans sa totalité et l’interface correspond au contour
dessiné par les marqueurs (Figure 2.3). Dans cette méthode SPH, chaque élément
de fluide représenté par les marqueurs a une certaine influence sur les autres. Plus
les marqueurs sont proches les uns des autres, plus ils sont influents et inversement.
Ainsi, chaque marqueurs se voit attribué un noyau à support compact (au-delà d’une
certaine distance, l’influence d’un marqueur est négligé), normalisé (la somme des
influences de chaque marqueurs doit valoir 1) et à symétrie radiale (l’influence d’un
marqueur ne dépend que de la distance et non de la direction)(Figure 2.4).
Figure 2.3 – Exemple de simulation utilisant la méthode SPH en astrophysique [27].
Dans les méthodes SPH originales, les conservations de la quantité de mouve-
ment et du moment cinétique ne sont pas vérifiées. Afin de conserver exactement
ces grandeurs, Gingold et Monaghan [29] utilisent un formalisme lagrangien avec
un noyau approprié pour les particules. Dans le cas d’écoulements incompressibles
possédant une surface libre, une autre difficulté apparaît ; il s’agit du traitement
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Figure 2.4 – Représentation du noyau de la méthode SPH attribuant à chaque particule
une certaine influence sur la particule cible [28].
de la condition limite au niveau de cette surface libre qui est en mouvement. Mon-
aghan [30] emploie des particules situées au niveau de l’interface qui repoussent
les particules du fluide considéré à l’aide d’une force de la même forme que celle
du potentiel de Lennard-Jones. De plus, dans le formalisme SPH, le traitement de
l’incompressibilité n’est pas immédiat. Pour aborder le cas asymptotique des fluides
complètement incompressibles, une première approche consiste à utiliser une méthode
de projection adaptée au formalisme SPH [31] et à résoudre une équation de Poisson
pour la pression en forçant la divergence de la vitesse à être nulle [32]. Même si ici
l’incompressibilité est vérifiée, ce type de méthode peut conduire à des problèmes de
conservation du volume [33]. De plus, la résolution de l’équation de Poisson sur une
grille lagrangienne n’est pas évidente.
Ainsi, la plupart des méthodes SPH ont recours à un fluide faiblement compress-
ible avec un nombre de Mach très faible. Monaghan [30] utilise une équation d’état qui
rend le fluide légèrement plus compressible qu’il ne l’est en réalité. Cependant, même
si cette compressibilité artificielle diminue la vitesse du son dans le fluide, celle-ci reste
néanmoins très supérieure à la vitesse de l’écoulement moyen. La contrepartie est que
le pas de temps chute, impliquant un coût de calcul plus important. Une étude analy-
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tique a été réalisée par Violeau et Leroy [34] afin d’établir un critère de stabilité pour
le pas de temps. Celui-ci dépend du noyau utilisé, de la vitesse du son et de la viscosité.
Nair et Tomar [35] ont couplé ces méthodes compressibles et incompressibles
afin de simuler le comportement d’une bulle de gaz (compressible) dans du liquide (in-
compressible). Une autre méthode, basée sur le formalisme SPH faiblement compress-
ible, est la méthode EDAC (Entropically Damped Artificial Compressibility) [36, 37].
Au lieu de résoudre une équation d’état pour la pression, elle résout une équation
d’évolution basée sur la thermodynamique qui inclut un terme d’amortissement afin
d’éviter les oscillations de pression observées dans la méthode faiblement compressible.
Concernant les conditions aux limites en SPH et notamment les parois, le
problème vient qu’il n’existe pas de repère fixe où placer la paroi. Beaucoup d’articles
traitent de ce sujet et différentes méthodes sont utilisées. La première est celle décrite
précédemment qui emploie des particules qui repoussent le fluide [30]. Une autre est
le recours à des particules "fantômes" qui sont situées dans un domaine fictif et qui
sont exploitées par le noyau des particules du fluide de manière à simuler une paroi
[38, 39]. Plus récemment, Chiron et al. [40] ont adapté l’opérateur laplacien à la
géométrie utilisée et ont recours à un algorithme "cutface" pour pouvoir traiter les
interactions fluide/paroi sur des géométrie 3D complexes.
Un problème récurrent dans les méthodes particulaires est la distribution des
particules. En effet, dans certaines conditions, celles-ci peuvent se regrouper dans
des endroits et créer un vide ailleurs. Une solution apportée par Adami et al. [41], et
généralisée par Zhang et al. [42], est une formulation différente pour le transport de
la vitesse. La vitesse est habituellement calculée à l’aide de la quantité de mouvement
et la pression, à partir des fluctuations d’un champ constant. Cependant, le champ
constant de pression à une influence sur le champ de vitesse provoquant la mauvaise
répartition des particules. Ainsi, ils proposent d’ajouter un terme de contrainte sup-
plémentaire dans l’équation de la quantité de mouvement qui a pour but de modifier
la vitesse d’advection des particules sans changer la quantité de mouvement globale.
Les marqueurs peuvent également être répartis en surface [43] ; ils représentent
ainsi directement l’interface et se déplacent suivant le champ de vitesse local (Figure
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2.5). Une des premières utilisations de marqueurs en surface est celle de Unverdi et
Tryggvason [44] pour la simulation d’écoulements visqueux incompressibles. Cette
méthode est également utilisée par Tryggvason et al. [45] pour les écoulements
multiphasiques ou encore par Juric et Tryggvason [46] et Tryggvason et Lu [47] pour
les changements de phase. Elle consiste à résoudre un seul ensemble d’équations
pour toutes les phases sur un maillage fixe à l’aide d’une méthode des volumes finis.
L’interface est ensuite localisée par l’intermédiaire de marqueurs (des points en 2D et
des surfaces en 3D) et de leurs connexions entre eux. La tension de surface, dans ce
type de méthode, est résolue au niveau de l’interface et est ensuite transférée sur
le maillage fixe afin d’être prise en compte dans la résolution des phases. Comme
pour le cas des marqueurs répartis en volume, les conditions aux limites sont prises
en compte à l’aide de marqueurs fictifs qui sont connectés aux marqueurs situés dans
le domaine de simulation.
Figure 2.5 – Exemple d’approche lagrangienne avec des marqueurs répartis en surface
[48].
Dans ces méthodes lagrangiennes, l’avantage est que l’interface peut être di-
rectement reconstruite à partir de la position des différents marqueurs. Cependant,
ces derniers doivent être redistribuer à chaque pas de temps afin d’avoir une répar-
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approches ont été développées pour cela. La méthode SLIC (Simple Line Interface
Calculation)(Figure 2.7(gauche)), initialement développée par Noh et Woodward [52],
la reconstruit en utilisant des segments parallèles au maillage se localisant de telle
manière que la valeur de la fraction volumique dans la maille soit respectée. Pour
chaque maille, le segment est parallèle à une seule direction du maillage qui est choisie
en fonction du sens de l’écoulement. Chorin [53] améliore la méthode en permettant,
dans certains cas, l’alignement de l’interface avec plusieurs directions du maillage
selon la valeur de la fraction volumique de liquide dans les mailles adjacentes. En
d’autres termes, les segments représentants l’interface sont toujours parallèles au
maillage mais, dans une même maille, l’interface peut être décrite par deux segments
perpendiculaires (dans une configuration 2D). De plus, pour les besoins de l’auteur,
des configurations du type "thin finger" sont possibles où deux interfaces parallèles
sont présentes dans la même maille. Afin que le mouvement moyen de ce type de
structure soit bien représenté, la méthode de Glimm [54] est utilisée. Des méthodes
SLIC plus récentes [55] emploient des opérateurs multidimensionnels pour le calcul des
coordonnées de la normale et du centre de masse dans le but de placer plus précisément
l’interface dans la maille. Cependant, malgré ces différentes améliorations, le degré de
précision de la méthode SLIC pour la reconstruction de l’interface reste assez peu élevé
et, des structures non physiques de sous maille se détachant de la structure princi-
pale apparaissent régulièrement en raison des erreurs commises dans la reconstruction.
Une autre méthode est la PLIC (Piecewise Linear Interface Calculation)(Figure
2.7(droite)) [56, 57], qui consiste, comme la SLIC, à représenter l’interface par un
segment (un plan en 3D) placé de manière à conserver la fraction volumique de liquide.
Cependant, ce segment est orienté de façon à respecter la normale à l’interface ce qui
en fait une méthode plus précise que la SLIC. La méthode de Young [57] reconstruit
l’interface dans chaque maille de façon à respecter la fraction volumique de liquide.
Même si la précision est supérieure à celle de la SLIC, l’interface reste discontinue
entre les différentes mailles. La méthode de DeBar [56], reprise ensuite par Ashgriz
et Poo [58], reconstruit l’interface au niveau de la face des mailles permettant une
meilleure continuité et convection de l’interface. Des améliorations de la PLIC ont été
effectuées [59, 60] au niveau de l’advection de la faction volumique de liquide. Au lieu
d’une partition de l’advection selon les différentes directions de l’espace, celle-ci est
réalisée de manière non-fractionnée en avançant temporellement la fraction volumique
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de liquide dans toutes les direction simultanément. Cela permet d’avoir une méthode
d’ordre 2 à la fois spatialement et temporellement. Afin d’avoir une méthode d’ordre
2, notamment pour le calcul de la normale à l’interface, une méthode LVIRA (Least
square Volume of fluid Interface Reconstruction Algorithm) a été développée [61, 62]
qui, comme son nom l’indique, minimise l’erreur lors du calcul des coefficients du plan
de l’interface par la méthode des moindres carrés.
Les méthodes VOF sont largement utilisées dans la littérature et diverses amélio-
rations sont proposées comme pour le couplage avec la tension de surface [63, 64]
ou bien seulement pour faciliter l’implémentation de la méthode en utilisant une
équation tangente hyperbolique pour l’interface permettant de réduire les structures
non physiques de sous maille [65]. Enfin, il existe également des méthodes de type
Lagrangien augmenté [66, 67] qui utilisent une méthode VOF pour la résolution
d’écoulements multiphasiques avec un formalisme "mono-fluide" pour les équations
de Navier-Stokes. Ces méthodes sont de type prédicteur/correcteur avec l’utilisation
du Lagrangien augmenté pour la partie prédiction et d’une méthode de projection
pour la partie correction. L’emploi du Lagrangien augmenté permet de résoudre le
couplage entre le vitesse et la pression dans l’équation de conservation de la quantité
de mouvement à l’aide d’un processus itératif. Cette méthode a également été adaptée
afin de pouvoir prendre en compte la compressibilité [68].
Ainsi, ces méthodes VOF, de par leur nature, permettent une conservation
de la fraction volumique de liquide (et donc de la masse de liquide) et gèrent im-
plicitement les changements de topologie (rupture, coalescence). Bien qu’initialement,
une meilleure précision était obtenue sur les caractéristiques de l’interface (normale
et courbure) via une approche de type Level Set, de récents développements de la
méthode VOF ont permis une amélioration du calcul de ces caractéristiques [69].
2.3.4 Méthode Level Set
La méthode Level Set [72, 73] repose sur la résolution d’une équation de transport
Eq.2.1 pour la fonction distance à l’interface φ (Figure 2.8).
∂φ
∂t
+ ~u.~∇φ = 0 (2.1)
L’iso-surface φ = 0 correspond donc à la position de l’interface. Par convention,
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Figure 2.8 – Lignes de contour représentatives de la méthode Level Set. La ligne
bleue correspond à la ligne de niveau 0, soit l’interface [74].
Cependant, elle ne garantit pas une bonne conservation de la masse de liquide et la
réinitialisation de la fonction distance peut, dans certains cas, perturber l’iso-surface
φ = 0.
Afin d’éviter une réinitialisation de la fonction distance à chaque pas de temps,
Adalsteinsson et Sethian [75] proposent de limiter les calculs dans une bande étroite
autour de l’interface. La réinitialisation n’est effectuée que lorsque l’interface atteint
la limite de la bande. Ils estiment que la taille idéale de cette bande est comprise
entre 6 et 10 ∆x de part et d’autre de l’interface, permettant un compromis entre le
nombre de réinitialisations et la mise à jour de la bande autour de l’interface. Ensuite,
pour s’affranchir totalement de la réinitialisation de la fonction distance, une méthode
"Fast Marching" a été développée par Sethian [76, 77]. Elle consiste en une méthode
rapide pour construire un champ de vitesses étendues qui sera utilisé pour le transport
de la fonction distance. Ce champ de vitesses artificielles est construit de telle sorte
que la propriété de fonction distance soit conservée
(|~∇φ| = 1) à l’aide de la relation
suivante :
~∇Fext · ~∇φ = 0 (2.4)
avec Fext , le champ de vitesses étendues. Le fait que la propriété de fonction distance
soit conservée à l’aide de ce champ de vitesses permet d’éviter les étapes de réinitiali-
sation.
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Mut et al. [78] ont également développé un algorithme pour la réinitialisation de
la fonction distance mais adapté pour les maillages non structurés. Ils accentuent leur
développement sur une meilleure conservation de la masse que la méthode originale
basée sur une préservation des volumes. Toujours dans le but d’avoir une meilleure
conservation de la masse, des méthodes Level Set conservatives sont apparues. Ini-
tialement développées par Olsson et Kreiss [79, 80], elles consistent à résoudre une
équation de transport de la fonction Heaviside basée sur la fonction distance φ.
Cette fonction est lissée au niveau de l’interface. En utilisant ce type de méthode
la surface délimitée par l’iso-surface H (φ) = 0.5 doit être conservée. Pour éviter
des oscillations au niveau de l’interface ainsi qu’un étalement de celle-ci, les auteurs
utilisent un schéma TVD non linéaire. Le couplage de cette méthode avec un solveur
incompressible se fait d’une manière similaire aux interfaces diffuses ; la discontinuité
de la masse volumique et celle de la viscosité sont lissées au niveau de l’interface et
la force de tension de surface devient une force de volume répartie sur les quelques
mailles autour de l’interface. Cette méthode diminue les erreurs sur la conservation de
la masse, cependant, le lissage des discontinuités au niveau de l’interface (notamment
pour la tension de surface) tend à mal représenter les plus petites structures pouvant
se former. Ainsi, Desjardins et al. [81] ont repris la méthode Level Set conservative
en améliorant le traitement de ces discontinuités. L’interface est toujours représentée
par une fonction tangente hyperbolique mais, la discontinuité de la masse volumique
ainsi que la force de tension de surface sont traitées par une méthode Ghost Fluid
afin qu’elles retrouvent leur caractère discontinu. Cette méthode a été étendue, par
la suite, par Owkes et Desjardins [82] en utilisant une discrétisation discontinue de
Galerkin pour le transport de la Level Set, afin d’en augmenter l’ordre de précision.
Dans les méthodes Level Set conservatives, des étapes de réinitialisation de
la fonction distance sont à nouveau nécessaires afin de conserver le profil tangente
hyperbolique et la masse. Comme vu précédemment, ces étapes peuvent déformer
l’interface. McCaslin et Desjardins [83, 84] proposent donc une nouvelle équation pour
la réinitialisation. Cette équation possède un coefficient multiplicatif supplémentaire,
par rapport à l’équation traditionnelle, qui varie localement et qui dépend du taux de
déformation de l’interface. Ce traitement diminue les déformations non physiques de
l’interface selon les cas étudiés.
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2.3.5 Méthode Particle Level Set
Afin de pallier aux différents problèmes de chaque méthode, des couplages entre les
différentes méthodes existent. Une possibilité consiste à coupler la méthode Level
Set avec une méthode lagrangienne ; elle est nommée Particle Level Set [85]. Des
particules avec un certain rayon sont réparties tangentiellement autour de l’interface
entre le liquide et le gaz puis sont advectées selon le champ de vitesse local. Ensuite,
l’équation de transport de la fonction distance Eq.2.1, caractéristique de la méthode
Level Set, est résolue. Si, à la suite de la résolution de ces deux équations, les
particules ne sont plus tangentes à l’interface, l’iso-surface 0 de la fonction distance
est réajusté afin de retrouver cette propriété. Enfin, le rayon des particules ainsi que
leur nombre total doivent être modifiés pour les homogénéiser autour de la nouvelle
interface. Ainsi, l’interface est représentée par l’iso-surface 0 de la fonction distance
de la méthode Level Set et les particules servent à corriger la position de l’interface
(Figure 2.9).
Figure 2.9 – Représentation de particules de part et d’autre de l’interface avec la
méthode Particle Level Set. La ligne bleue correspond à la ligne de niveau 0, soit
l’interface [86].
Enright et al. [87] ont amélioré la méthode en utilisant la méthode "Fast
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Marching" pour la résolution de la fonction distance sur une bande étroite autour
de l’iso-surface 0. De plus, ils utilisent des schémas numériques d’ordre peu élevé,
contrairement aux études précédentes, car le recours aux schémas d’ordre élevé n’est
plus nécessaire en raison de l’utilisation de particules.
Gaudlitz et Adams [88] ont testé différents algorithmes afin d’étudier la con-
servation de la masse pour le couplage Particle/Level Set. Ils en ont déduit que
la discrétisation du terme de tension de surface joue un rôle important et que les
meilleurs résultats sont obtenus à l’aide d’un maillage de type MAC. De plus, même
si l’équation de réinitialisation de la fonction distance empêche normalement l’iso-
surface 0 de bouger, en réalité, en raison de la discrétisation, cette dernière ne
reste pas immobile. Cela entraîne des pertes de masse qui s’accumulent au cours
de la simulation. Cependant, lors de la réinitialisation, les particules ne bougent pas
; ainsi, ils préconisent d’utiliser une correction de la fonction distance à l’aide des
particules après l’étape de réinitialisation. Au contraire, Wang et al. [89] estiment que
la correction de la fonction distance par les particules après l’étape de réinitialisation
perturbe l’interface et ne conserve pas la bonne distance. Ils proposent donc de fixer
l’iso-surface 0 pendant la réinitialisation et de ne plus effectuer la correction par les
particules après cette étape. Cela permet de réduire le coût en temps de calcul et les
perturbations de l’interface.
Toujours dans le but d’améliorer la conservation de la masse, Archer et Bai
[90] ont développé une nouvelle méthode pour la redistribution des particules. En
effet, ils ont remarqué qu’un mauvais ensemencement de particules pouvait être
également responsable d’une perte de masse. C’est pourquoi leur méthode se base
sur un non recouvrement des différentes particules entre elles lors de l’ensemencement.
Les méthodes précédentes sont basées essentiellement sur la méthode Level Set
qui est ensuite corrigée par les particules. D’autres méthodes font le choix inverse ;
c’est-à-dire qu’elles sont basées sur les particules et que c’est la fonction distance
qui corrigent leur position. C’est le cas de la méthode de Ianniello et Mascio [91]
où les particules sont transportées ainsi que les informations concernant la normale
à l’interface ~n et le tenseur ~∇~n dont la trace donne la courbure. On parle, dans
ce cas, de particules orientées. Un algorithme auto-adaptatif permet de redistribuer
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les particules voire d’en ajouter dans le cas où l’interface est fortement déformée.
Dans cette méthode, la fonction distance a un rôle secondaire et aucune équation
de transport la concernant n’est résolue. L’iso-surface 0 est seulement reconstruite
dans le but d’avoir une représentation continue de l’interface qui sera ensuite couplée
avec les équations de Navier-Stokes. Vartdal et Bøckmann [92] ont repris cette
méthode. Cependant, contrairement à Ianniello et Mascio, ils utilisent également les
informations sur la courbure pour reconstruire l’iso-surface 0 de la fonction distance.
Cela permet une meilleure représentation de l’interface notamment dans les régions où
la courbure est élevée. Dans Trontin et al. [93], aucune réinitialisation de la fonction
distance n’est effectuée car une nouvelle fois, celle-ci est reconstruite à partir des
particules. Ici, une interpolation cubique est employée. Cette reconstruction de la
fonction distance permet l’utilisation d’une méthode Ghost Fluid pour la force de
tension de surface. En effet, l’interpolation cubique de la fonction distance améliore
la précision sur le calcul des courbures locales.
Ce couplage entre la méthode Level Set et une méthode lagrangienne améliore
grandement chacune des deux méthodes prises individuellement. Cependant, dans
le cas d’interfaces complexes avec d’importantes déformations où de nombreux
changements topologiques opèrent, le nombre de particules requises peut s’avérer
très élevés et le coût en temps de calcul peut s’en trouver fortement impacté.
2.3.6 Méthode CLSVOF
Un autre couplage est entre les méthodes Level Set et VOF d’où le nom CLSVOF
(Coupled Level Set VOF) [94, 95]. Ce couplage permet une bonne conservation de la
masse grâce à la VOF et une représentation précise de l’interface et de ses propriétés
géométriques grâce à l’approche Level Set et à la fonction distance. A partir de
la Level Set représentative de l’interface, une interface plane est reconstruite dans
chacune des mailles contenant l’interface et satisfait la relation suivante :
φRi,j = ai ,j(x − xi) + bi ,j(y − yj) + ci ,j(z − zk) + di ,j (2.5)
Les différents coefficients de l’équation du plan a, b, c et d sont calculés de
manière à minimiser l’erreur par rapport à la valeur de la fonction distance de la
Level Set. Les coefficients a, b et c correspondent aux composantes de la normale à
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l’interface et le coefficient d correspond à la distance du point considéré à l’interface.
Ensuite, le volume de liquide dans la maille est obtenu en calculant l’intégrale de
l’équation du plan normalisée par le volume de la maille. Ce volume n’étant pas
initialement égal à la fraction volumique de liquide obtenue par la méthode VOF, une
méthode itérative de Newton est utilisée pour trouver la position du plan respectant la
fraction volumique de liquide. Il s’agit de modifier le coefficient d de l’équation du plan
afin de permettre l’égalisation des deux volumes. Après cette étape de reconstruction
de l’interface, la fraction volumique de liquide et la fonction distance de la Level Set
sont convectées à l’aide de leur équation de transport. Ces équations étant résolues
successivement selon les trois directions spatiales, une étape de reconstruction est
effectuée entre chacune d’elles. Une équation finale vient ensuite coupler les trois
directions. Cette méthode est celle qui a été retenue pour le suivi d’interface dans
cette thèse et dans le code ARCHER développé par Ménard [86]. Elle sera expliquée
plus en détail dans un chapitre ultérieur.
La plupart des méthodes utilisant le couplage VOF/Level Set sont assez simi-
laires. Elles décomposent l’équation de transport de la fraction volumique de liquide
et de la fonction distance selon les trois directions de l’espace. Cette méthode est,
cependant, inadaptée dans le cas de maillages non-structurés. Afin d’y remédier,
Yang et al. [96] emploient une méthode de Galerkin pour éléments finis pour le
transport de la fonction distance et un schéma d’advection eulérien-lagrangien pour
le transport de la fraction volumique de liquide ; et ce sur un maillage triangulaire
non-structuré. D’autres utilisent des algorithmes "Edge Matched Flux Polygon Advec-
tion" multi-directionnels pour le transport de la fraction volumique sur des maillages
non-uniformes [97, 98]. Zhao et Chen [99] ont, eux, développé une méthode CLSVOF
sur un maillage "overset" permettant de gérer des maillages superposés en mouvement
se chevauchant les uns les autres.
Un autre couplage entre les méthodes VOF et Level Set est la méthode
VOSET [100]. Contrairement aux méthodes CLSVOF précédentes, elle ne résout
pas d’équations pour la fonction distance. Elle résout uniquement une équation
d’advection pour la fraction volumique de liquide et reconstruit la fonction distance
seulement à l’aide d’un algorithme itératif purement géométrique.
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En raison de la conservation de la masse et de la représentation précise de
l’interface et des ses propriétés géométriques, le couplage entre les méthodes VOF
et Level Set est souvent employé dans les simulations d’écoulements diphasiques,
notamment lorsque d’importants changements topologiques opèrent. On peut citer
par exemple des simulations d’instabilités [101], de ballottements [102], d’impacts de
gouttes [103] ou encore d’atomisation [104] parmi tant d’autres.
2.4 Simulation d’écoulements compressibles
Concernant les écoulements compressibles, différentes méthodes sont utilisées. Elles
reposent en général sur deux approches : l’utilisation de méthodes explicites ou
l’utilisation de méthodes semi-implicites. Les méthodes explicites sont souvent basées
sur les solveurs de Riemann, particulièrement adaptés pour les écoulements fortement
compressibles à haut nombre de Mach. Afin de pouvoir prendre en compte les faibles
nombres de Mach, ces méthodes sont étendues par divers moyens que l’on verra par
la suite. Les méthodes semi-implicites, quant à elles, sont basées essentiellement sur
des méthodes de projection ou des méthodes "all-speed".
2.4.1 Méthodes basées sur les solveurs de Riemann
Tout d’abord, les solveurs de Riemann ; ils résolvent les équations de Navier-Stokes en
utilisant un schéma de Godunov. Ils peuvent être divisés en plusieurs catégories : les
solveurs de Roe [105], les solveurs HLLC [106] et les solveurs HLLC préconditionnés
[107]. Les solveurs HLLC (Harten Lax Van Leer Contact) consistent à estimer la
vitesse de deux ondes qui peuvent être des ondes de choc ou de raréfaction mais aussi
la vitesse de la surface de contact séparant deux milieux de densités et températures
différentes (Figure 2.10). Ils sont très appropriés pour le calcul des ondes de choc,
c’est-à-dire pour des écoulements avec un fort nombre de Mach. Cependant, ils
ne tendent pas vers la limite incompressible pour les faibles nombres de Mach. Les
solveurs HLLC préconditionnés pallient à ce problème en ajoutant un terme dans
l’équation pour la pression afin de retrouver une divergence nulle de la vitesse quand
le nombre de Mach tend vers 0. La contrainte majeure des solveurs de Riemann est la
résolution explicite du système d’équations et donc, la prise en compte de la vitesse
du son pour le calcul du pas de temps afin de respecter la condition CFL.
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Figure 2.10 – Représentation d’une onde de choc, d’une onde de raréfaction et d’une
surface de contact sur un diagramme spatio-temporel pour un cas tube à choc [108].
Des solveurs de Riemann ont également été développés pour les écoulements
compressibles diphasiques. Dans leur article, Bo et Grove [109] présentent un solveur
basé sur celui de Shu et Osher [110] mais en utilisant une méthode de suivi d’interface
couplant la méthode VOF (Volume Of Fluid) avec la méthode Ghost Fluid. Cependant,
il ne s’agit pas des méthodes VOF et Ghost Fluid usuelles. En effet, pour la méthode
VOF, afin de tenir compte de la compressibilité, un terme correctif pour la divergence
de la vitesse est ajouté aux équations traditionnelles incompressibles. Pour la méthode
Ghost Fluid, il s’agit d’une version modifiée s’appuyant sur la résolution d’un problème
de Riemann au niveau de l’interface.
D’une manière assez générale, la simulation d’écoulements diphasiques pour
tous les nombres de Mach (incompressible vers fortement compressible), s’est faite
en adaptant les solveurs de Riemann, initialement développés pour les haut nombre
de Mach uniquement. Parmi ces adaptations, les méthodes de type AUSM (Advection
Upstream Splitting Method) introduites par Liou et Steffen [111] sont particulièrement
présentes dans la littérature, notamment les méthodes AUSM +u p [112] et SLAU
[113]. Comme pour les solveurs de Riemann, les équations de Navier-Stokes sont
écrites sous la forme d’un système d’équations aux dérivées partielles hyperboliques
comprenant une dérivée temporelle des variables conservatives, une divergence des
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flux convectifs et visqueux et un second membre pour les forces de volume (Eq 2.6).
∂U
∂t
+
∂F
∂x
= f (2.6)
avec U = [ρ, ρu, ρE] et F = [ρu, ρu2 + P − τ, (ρE + P )u − uτ ].
Les équations sont discrétisées par une approche aux volumes finis et les flux sont
calculés sur les faces des cellules. La manière de résoudre ces flux différencie les
différents solveurs de Riemann entre eux. Dans les méthodes AUSM, des schémas
upwind sont utilisés et les flux sont partagés en une partie convective et une partie
acoustique pour la pression. De plus, les différentes quantités utilisées pour calculer
les flux consistent en une interpolation des variables de part et d’autre de la face de
la cellule à l’aide de schéma comme le WENO [114].
La méthode de Roe [105], qui résout également les problèmes de Riemann,
consiste à linéariser les équations de Navier-Stokes sous forme hyperbolique à l’aide
d’une matrice constante A˜ qui tend vers la matrice jacobienne A = ∂F
∂u
quand les
variables u sont égales dans les parties droite et gauche du problème de Riemann.
Cette méthode est utilisée, à l’origine, pour les problèmes de Riemann, donc pour
les écoulements monophasiques à haut nombre de Mach. Cependant, elle est à la
base de nouvelles méthodes pour les écoulements compressibles pour tout nombre de
Mach. On peut citer par exemple Li et Tsubokura [115] qui utilisent une méthode
de Roe en parallèle d’un préconditionnement à l’aide d’une matrice devant le terme
temporel. Cette matrice a été initialement dérivée par Weiss et Smith [116] pour
permettre la simulation d’écoulements à faible nombre de Mach. Ici, elle est utilisée
pour la simulation d’écoulements compressibles turbulents. Cependant, ce type de
méthode diminue la précision temporelle et est toujours confronté au problème de
pas de temps réduits du à leur nature explicite.
La méthode de Osher [117, 110] est un couplage entre la méthode de Roe
et un schéma de Lax-Friedrich pour le calcul des flux. Cette méthode permet la
conservation de l’entropie contrairement à celle de Roe seule. Elle permet la simula-
tion d’écoulements diphasiques compressibles. Koren et al [118] ont réutilisé cette
méthode en la couplant avec une méthode Level Set pour le suivi d’interface et en
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limitant le problème des oscillations de pression qui peuvent intervenir au niveau de
l’interface entre deux fluides.
Kadioglu et al [119] ont combiné plusieurs méthodes dans leur algorithme. Lors
d’un même pas de temps, ils résolvent les équations de Navier-Stokes une première
fois avec une méthode explicite puis corrigent la valeur des différentes variables à l’aide
d’un préconditionnement implicite. L’usage d’une méthode implicite pour corriger
les valeurs permet d’alléger la restriction sur le pas de temps lors du calcul explicite.
Par ce biais, ils sont en mesure d’utiliser un pas de temps jusqu’à quinze fois plus
important que celui basé sur la condition CFL explicite. Ils remarquent que l’écriture
des équations sous une forme conservative permet de capturer correctement les chocs
et de calculer la bonne vitesse. Cependant, cette forme représente assez mal les
discontinuités entre les différents éléments d’un écoulement multi-composant. Con-
cernant la forme implicite des équations, c’est l’inverse ; la discontinuité de contact
est bien représenté contrairement aux chocs et à leur vitesse. Ainsi, ils utilisent les
deux approches suivant les cas, c’est-à-dire la méthode implicite pour les écoulements
à faible nombre de Mach ne contenant aucun choc, et la méthode explicite lors de la
présence d’un choc. Cette dernière est basée sur la méthode de Osher utilisant un
schéma de Lax-Friedrich local pour les flux couplé à un schéma ENO d’ordre deux.
Nous ne traiterons pas ici de toutes les méthodes dérivées des solveurs de
Riemann. Seules les principales sont mentionnées ; une liste détaillée dépasse le cadre
de ce travail de thèse.
2.4.2 Méthodes implicites
Concernant les méthodes implicites ou semi-implicites, plusieurs catégories existent
dont les méthodes basées sur la pression ou encore les méthodes Low Mach. Les
méthodes basées sur la pression furent introduites initialement par Harlow et Amsden
[120]. Dans leur travail, ils utilisent une méthode ICE (Implicit Continuous fluid
Eulerian) qui permet de résoudre des écoulements monophasiques à tout nombre de
Mach. Une équation de Poisson est résolue pour la pression soit de manière directe
soit en utilisant une méthode de relaxation selon les cas. La masse volumique est,
quant à elle, résolue par une équation d’état. Certains paramètres sont ajoutés dans
les équations afin de les impliciter ou expliciter. Un terme de diffusion de masse est
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ajouté dans certains cas dans l’équation de conservation de la masse afin d’améliorer
la stabilité du code ou d’éliminer des erreurs de troncature indésirables. Enfin, pour
les flux, des schémas centrés sont utilisés la majorité du temps excepté pour les
initialisations violentes avec discontinuités où un schéma upwind est préféré.
Ces méthodes ont été étendue récemment pour les écoulements diphasiques.
Miller et al. [121] utilisent une méthode basée sur la pression avec un algorithme
s’apparentant à une méthode de projection dans le logiciel OpenFOAM. Pour assurer
la bonne convergence des variables, une boucle de convergence est effectuée à chaque
pas de temps jusqu’à ce que chaque variable ait un résidu associé assez faible. Le
suivi d’interface est réalisé à l’aide d’une méthode de type VOF sans reconstruction
de l’interface qui diffère de celle incompressible par l’ajout de nouveaux termes liés à
la compressibilité.
Boger et al ont introduit dans [122] un solveur compressible basé sur la pression.
Afin d’éviter un pas de temps trop petit du à la condition CFL basée sur l’acoustique,
la partie acoustique des équations est résolue implicitement à l’aide d’un solveur de
Poisson et seuls les termes convectifs sont résolus explicitement. Leurs équations
sont adimensionnées faisant ainsi apparaître le nombre de Mach dans l’équation
de la quantité de mouvement. Pour éviter une singularité lorsque le nombre de
Mach tend vers zéro (limite incompressible), ils décomposent la pression en une
pression thermodynamique et une pression hydrodynamique à l’aide d’une méthode
MPV (Multiple Pressure Variables). Leur représentation de l’interface repose sur une
méthode Level Set. La masse volumique est lissée lors de la méthode MPV et la
transition thermodynamique est traitée de manière abrupte en "marche d’escalier",
c’est-à-dire que l’interface correspond aux faces des mailles où la fonction distance
de la méthode Level Set change de signe (Figure 2.11).
De même que pour Boger et al. [122], Huber et al. [123] utilisent un solveur
compressible basé sur la pression avec une méthode Level Set pour le suivi d’interface.
La particularité de leur algorithme provient de la prise en compte de la tension de
surface. En effet, au lieu d’employer une méthode de projection habituelle, ici, chaque
variable (masse volumique, vitesse, pression) est décomposée en deux champs ; un
prenant en compte les effets de la tension de surface et l’autre non. Pour plus de
Romain Canu DNS diphasiques changement de phase July 4, 2019
48 État de l’art
Figure 2.11 – Représentation de la transition en "marche d’escalier" [122].
clarté, les champs prenant en compte la tension de surface seront indicés "ST" par
la suite et les autres seront indicés "0". La vitesse ~uST est choisie de manière à avoir
une divergence nulle. Ainsi, ρST est constant et est choisi comme étant nulle afin
de simplifier les équations. La masse volumique totale se limite donc à ρ0. Ensuite,
deux équations sont à résoudre pour la vitesse (une pour ~u0 et l’autre pour ~uST ) ainsi
que deux équations de Poisson pour les pressions P0 et PST . La vitesse et la pression
finales sont obtenues en additionnant les deux champs.
Dans leur article [124], Hou et Mahesh ont développé un algorithme entièrement
implicite basé sur les équations de Navier-Stokes compressibles. Celles-ci sont adimen-
sionnées de telle manière que l’on retrouve les équations incompressibles lorsque le
nombre de Mach tend vers 0. De plus, cet algorithme permet de conserver l’énergie
même pour les faibles nombres de Mach et les forts nombre de Reynolds. Les dif-
férentes équations sont intégrées en volume sur un volume de contrôle. Les termes
en divergence représentant les flux sont ensuite convertis en intégrale de surface par
le théorème de Green-Ostrogradski sur les faces du volume de contrôle. Le maillage
utilisé est un maillage colocalisé où toutes les variables sont calculées au centre du
volume de contrôle. Pour le calcul des flux, les vitesses sur les faces sont obtenues par
projection et non par interpolation. Cependant, afin de conserver l’énergie, ils utilisent
une intégration temporelle décalée ; les variables thermodynamiques P, T, ρ sont dé-
calées temporellement d’un demi pas de temps par rapport à la vitesse. L’algorithme
étant implicite, le pas de temps n’est pas contraint par l’acoustique ou la viscosité
pour assurer la stabilité. Cependant, une boucle itérative est utilisée afin d’observer
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une convergence des différentes variables. Cette méthode est reprise par Yilmaz et al
dans [125].
Ces méthodes (Hou et Mahesh [124], Yilmaz [125]) sont des méthodes "all-
speed" qui permettent la simulation d’écoulements à tout nombre de Mach avec une
convergence vers le régime incompressible quand le nombre de Mach tend vers 0. Il
en existe plusieurs sortes ; on peut citer, par exemple, Cordier et al. [126] qui utilisent
une méthode "all-speed" Asymptotic-Preserving. Il s’agit d’un schéma conservatif où
la divergence nulle de la vitesse est vérifiée pour le cas limite du régime incompressible.
Contrairement à la méthode précédente, une méthodologie semi-implicite est employée
où la pression est traitée de manière implicite et où les autres termes sont traités
de manière explicite. Une nouvelle fois, l’implicitation des termes de pression permet
d’avoir un pas de temps basé sur la vitesse convective et non sur l’acoustique. Un
autre schéma "all-speed" est le schéma "Lagrange-Projection" utilisé notamment par
Chalons et al. [127]. Ce schéma consiste en une décomposition des équations en trois
sous-systèmes séparant les phénomènes acoustiques, de transport et de changement
de phase. Le sous-système des phénomènes acoustiques est écrit en coordonnées
lagrangiennes et est résolu de manière implicite. La résolution du sous-système des
phénomènes de transport correspond à l’étape de projection d’où le nom du schéma
"Lagrange-Projection".
Pour les écoulements diphasiques faiblement compressibles, des méthodes Low-
Mach ou à densité variable sont parfois utilisées. Elles consistent à considérer le liquide
comme étant incompressible et le gaz comme étant compressible. Cette technique
a par exemple été utilisée par Daru et al [43]. Dans leur article, ils considèrent une
partie liquide avec plusieurs inclusions gazeuses. Afin d’avoir une même équation
pour les deux phases, une fonction de Heaviside H est intégrée dans celle-ci avec
H = 1 pour la partie gazeuse et H = 0 pour la partie liquide. Au lieu de résoudre
une équation de transport pour H afin de suivre l’interface liquide-gaz au cours
du temps, une méthode lagrangienne est employée. Contrairement à un algorithme
entièrement lagrangien (comme la méthode SPH [25, 26]) où les variables sont
calculées au niveau de particules se déplaçant au cours du temps, ici, seule l’interface
est représentée par des éléments. La fonction Heaviside est ensuite dérivée à partir
de la position des différents éléments. Le reste de l’algorithme s’effectuant sur un
maillage eulérien, l’interface doit donc être interpolée sur ce maillage. La méthode
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utilisée est de type Immersed Boundary Method [128], cependant cela conduit à un
lissage de l’interface sur plusieurs cellules. Néanmoins, comme le précise l’auteur, cela
ne conduit nullement à une dissipation numérique en raison de l’épaisseur constante
de l’interface au cours du temps. La pression est séparée en deux contributions : une
pression thermodynamique uniforme spatialement et une pression hydrodynamique.
L’algorithme principal consiste en une méthode de projection ; une première vitesse in-
termédiaire est calculée, ensuite, la pression hydrodynamique est obtenue en résolvant
une équation de Poisson à l’aide d’une méthode multigrille, et enfin la vitesse finale
est calculée avec la nouvelle valeur de la pression. Une boucle itérative est utilisée sur
tout l’algorithme jusqu’à la convergence des différentes valeurs des variables.
Dans la suite de cette thèse, une méthode basée sur la pression a été choisie,
utilisant une méthode CLSVOF pour le suivi d’interface. La majorité des cas étudiés
étant à faible nombre de Mach, les méthodes basées sur les solveurs de Riemann
semblaient inappropriées pour ce type d’application. Enfin, les méthodes à densité
variable ont également été rejetées ; en effet, la prise en compte des différentes
inclusions gazeuses peut s’avérer assez coûteuse dans le cas où leur nombre devient
important.
2.5 Simulations de changements de phase
En plus du développement d’un code de calcul compressible, cette thèse a pour
but de réaliser des simulations avec changement de phase. La majeure partie des
codes simulant des changements de phase résolvent les équations dans un formalisme
incompressible même si, ces dernières années, des codes compressibles les simulant
commencent à apparaître. L’utilisation d’un formalisme incompressible implique des
simulations en milieu ouvert pour permettre la dilatation des gaz lors de la vaporisation
tout en gardant une masse volumique constante. C’est notamment pour résoudre ce
problème que l’approche compressible est développée dans cette thèse.
Pour les codes incompressibles, différents types de suivi d’interface ont été
utilisés. Juric et Tryggvason [46] utilisent la même méthode que Daru et al. [43]
décrite précédemment pour le suivi d’interface, à savoir une méthode lagrangienne où
l’interface est représentée par des points constituant un maillage mobile non structuré.
Ces points sont ensuite interpolés sur un maillage fixe structuré 2D de type MAC à
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l’aide d’une Immersed Boundary Method [128]. L’interface se déformant fortement, il
est nécessaire d’ajouter ou de supprimer des points afin de conserver un espacement
constant entre eux. Ils utilisent également une seule formulation pour les deux phases
pour résoudre les équations de Navier-Stokes. Afin de pouvoir simuler les changements
de phase et notamment l’ébullition, ils résolvent également l’équation pour l’énergie
ainsi que le transfert de masse à travers l’interface, la chaleur latente et la tension de
surface.
Schlottke et Weigand [129], eux, utilisent une méthode VOF avec une recon-
struction de l’interface par la méthode PLIC pour simuler des déformations de gouttes
avec évaporation. Afin de différencier la vapeur du gaz, ils emploient une seconde
équation de VOF pour la phase vapeur résolue uniquement dans la phase gazeuse.
Leur taux d’évaporation est calculée à l’aide du gradient de fraction massique de
vapeur ; ce taux est présent dans le calcul de la divergence de la vitesse. En effet, lors
de l’évaporation, malgré l’hypothèse d’incompressibilité, la divergence de la vitesse
n’est plus nulle au niveau de l’interface en raison du volume de gaz créé. Pour garantir
le bon calcul de divergence en présence d’un fort flux de Stefan, les auteurs insistent
sur la nécessité de calculer correctement les vitesses dans le liquide et dans le gaz
au niveau de l’interface, notamment avec le recours à un algorithme itératif dans les
cellules où cette interface est présente. Concernant le calcul de la tension de surface,
il s’effectue dans les forces de volume en utilisant le gradient de la fonction VOF
lissée similairement à Brackbill et al. [130]. Ce lissage permet de diminuer les courants
parasites pouvant apparaître au niveau de l’interface.
Ensuite, plusieurs études emploient la méthode Level Set pour le suivi d’interface
couplée à une méthode Ghost Fluid pour les conditions de saut à travers cette inter-
face [131], [132]. Une méthode de projection standard est utilisée pour découpler la
vitesse de la pression. Afin de pouvoir simuler l’effet Leidenfrost, Villegas et al. [133]
utilisent une nouvelle méthode Ghost Fluid permettant de traiter à la fois l’ébullition
et l’évaporation qui apparaissent simultanément lors de l’effet Leidenfrost. Cette
méthode, baptisée Ghost Fluid Thermal Solver for Boiling and Evaporation, sépare
les régions où l’évaporation a lieu des régions où l’ébullition a lieu, en utilisant des
conditions limites à l’interface hétérogènes. Chai et al. [134], eux, emploient une
méthode ACLS (Accurate Conservative Level Set) qui remplace la fonction distance
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habituelle par une fonction tangente hyperbolique. Cela permet d’éviter la perte de
masse caractéristique de la méthode Level Set qui aurait une influence sur le processus
d’évaporation. Afin de pallier à ce problème de conservation de la masse, d’autres
auteurs utilisent un couplage entre les méthodes VOF et Level Set comme Duret et
al. [135] ou Bouali et al. [136]. Cependant, au lieu de résoudre une équation pour
l’énergie à l’instar des études précédentes, un scalaire passif est résolu pour représenter
le processus d’évaporation et étudier les processus de mélange dans les écoulements
diphasiques turbulents. Dans l’étude réalisée par Singh et Premachandran [98], la
méthode CLSVOF est employée sur un maillage 2D non structuré pour simuler des
changements de phase comme l’ébullition. La fonction distance est convectée à l’aide
d’un schéma TVD (Total Variational Diminishing) et la fraction volumique de liquide,
à l’aide d’un schéma EMFPA (Edge Matched Flux Polygon Advection), initialement
proposé par Lopez et al. [137], permettant le calcul des flux sur un maillage non
structuré. Pour le couplage vitesse/pression, un algorithme itératif SIMPLE (Semi
Implicit Method for Pressure Linked Equations) est utilisé.
Concernant les codes compressibles traitant du changement de phase, on peut
citer le code S3D de Wang et Rutland [138]. Ce code permet de simuler l’évaporation
de gouttes sphériques en utilisant un couplage entre les méthodes eulériennes et
lagrangiennes. Les gouttes sont traitées de manière lagrangienne en ne prenant en
compte que la force de traînée ; les autres forces étant négligées. La phase porteuse
est quant à elle résolue de manière eulérienne. Les équations de Navier-Stokes, de
l’énergie et des espèces, résolues dans la phase porteuse, contiennent des termes
sources prenant en compte les interactions entre le fluide et les particules présentes.
Le même principe est employé dans l’étude de Bukhvostova et al. [139] où ils com-
parent leur code compressible avec un code incompressible utilisant une méthode
pseudo-spectrale. Ils montrent ainsi, que dans la limite des écoulements possédant un
faible nombre de Mach, ces deux codes donnent des résultats cohérents entre eux
concernant les propriétés de l’écoulement et les transferts de masse. Cependant, une
différence non négligeable apparaît au niveau des transferts thermiques montrant la
nécessité de prendre en compte la compressibilité dans ce cas.
Dans leur article, Shao et al. [140] utilisent un code compressible à densité
variable. Une méthode Level Set permet le suivi d’interface où la fonction distance
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est transporté selon un principe semi-lagrangien. Une méthode Ghost Fluid est aussi
employée pour la prise en compte des conditions de saut au travers de l’interface.
Les équations de Navier-Stokes sont résolues à l’aide d’un schéma centré d’ordre 2
pour la discrétisation spatiale et un schéma semi-implicite itératif d’ordre 2 pour la
discrétisation temporelle. Concernant les équations des espèces et de l’énergie pour
le traitement de l’évaporation, un schéma centré d’ordre 2 est également utilisé mais
avec un schéma semi-implicite de Crank-Nicolson pour la discrétisation temporelle. Le
taux d’évaporation est calculé à l’aide du gradient de la fraction massique de vapeur ou
du gradient de la température selon si la température est inférieure ou supérieure à la
température de saturation ; cela permettant la simulation d’évaporation et d’ébullition.
De plus, une équation de réaction chimique est également résolue afin de pouvoir
simuler la combustion.
L’étude du changement de phase dans le cas d’écoulements à fort nombre de
Mach avec onde de choc a également été effectuée par Houim et Kuo [141]. Pour
cela, ils ont recours à un solveur de Riemann modifié couplé avec une méthode Level
Set pour le suivi d’interface et une méthode Ghost Fluid pour les conditions de saut.
Le système hyperbolique résolu prend en compte les équations de Navier-Stokes, de
l’énergie, des espèces ainsi que les équations de réactions chimiques pour simuler les
changements de phase et les réactions entre les espèces.
Enfin, Lee et Son [142] ont étudié l’effet du changement de phase sur l’expansion
et l’effondrement d’une bulle de vapeur à l’aide d’un code compressible couplant
les méthodes Level Set et Ghost Fluid sur un maillage de type MAC. Des schémas
centrés d’ordre 2 sont utilisés ainsi que des schémas ENO d’ordre 2 pour les termes
de convection. La pression est ici obtenue en combinant l’équation de conservation
de quantité de mouvement et la divergence de la vitesse comme dans une méthode
de projection classique et non à l’aide d’une équation d’état.
En partant de l’état de l’art précédent, cette thèse est bâtie sur le code ARCHER
qui utilise un formalisme incompressible pour la simulation d’écoulements diphasiques
avec le recours à une méthode de projection pour le couplage entre le vitesse et la pres-
sion. Le suivi de l’interface est basé sur un couplage entre les méthodes VOF et Level
Set (CLSVOF) et le traitement du saut des variables au travers de cette interface
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est réalisé à partir d’une méthode Ghost Fluid. Afin de traiter les écoulements avec
évaporation et dans un confinement, et ainsi d’étendre les précédents travaux de Duret
[143], j’ai choisi de développer une approche compressible basée sur la pression en
reprenant les différents éléments du code et en les adaptant à cette nouvelle approche.
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Chap. 3 | Développement d’un algo-
rithme compressible avec
changement de phase
3.1 Introduction
Dans ce chapitre, deux principales parties sont étudiées. Après une présentation du
code de calcul ARCHER, la première partie concerne le développement de ce code
dans un formalisme compressible. L’implémentation de chaque terme est explicitée
en détail. La seconde partie est plus centrée sur le développement de l’évaporation
et l’implémentation de l’équation de l’énergie. Ces derniers développements font
davantage office de perspectives pour une étude ultérieure. Ce travail a fait l’objet
d’un article dans l’International Journal of Multiphase Flow [144].
3.2 Présentation du code de calcul
Les différentes simulations et implémentations effectuées durant cette thèse l’ont
été avec le code de calcul ARCHER [95] qui est un code cartésien initialement
incompressible. Cette sous-partie consiste à présenter le code original et ses spécificités.
3.2.1 Équations de Navier-Stokes incompressibles
Les équation de Navier-Stokes peuvent s’écrire de la manière suivante :{
∂ρ
∂t
+ ~∇ · (ρ~u) = 0
∂ρ~u
∂t
+ ~∇ · (ρ~u ⊗ ~u) = −~∇P + ~∇ · (2µǫ¯) + ρ~f
(3.1)
avec ρ, la masse volumique [kg ·m−3] ; ~u, le vecteur vitesse [m · s−1] ; P , la pression
[Pa] ; µ, la viscosité dynamique [kg ·m−1 · s−1] ; ǫ¯ = 1
2
(
~∇~u + ~∇~ut), le tenseur des
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taux de déformation [s−1] et ~f , les forces de volume (dont la force gravitationnelle)
par unité de masse [N · kg−1].
Le code étant incompressible, les masses volumiques sont considérées constantes
; ainsi, les équations 3.1 peuvent se réécrire de la façon suivante :{
~∇ · ~u = 0
∂~u
∂t
+ ~u · ~∇~u = − ~∇P
ρ
+
~∇·(2µǫ¯)
ρ
+ ~f
(3.2)
Cependant, ces équations sont résolues sous leur forme conservative (3.1) afin,
comme leur nom l’indique, de mieux respecter le principe de conservation sur une
région délimitée du domaine.
3.2.2 Méthode de projection
Afin de pallier au couplage entre la vitesse et la pression dans l’équation de conservation
de la quantité de mouvement, une méthode de projection est utilisée [145]. Une
première vitesse ~u∗ est calculée sans les termes liés à la pression ; c’est-à-dire sans le
gradient de pression ni la force de tension de surface liée au saut de pression dans le
cas d’écoulements diphasiques.
∂ρ~u∗
∂t
+ ~∇ · (ρ~u ⊗ ~u) = ~∇ · (2µǫ¯) + ρ~f (3.3)
Ensuite, pour obtenir l’équation à résoudre pour la pression, une discrétisation tem-
porelle est effectuée sur l’équation de conservation de la quantité de mouvement en
faisant apparaître la vitesse intermédiaire ~u∗.
ρ~un+1 − ρ~u∗
∆t
+
ρ~u∗ − ρ~u
∆t
+ ~∇ · (ρ~u ⊗ ~u) = ~∇ · (2µǫ¯) + ρ~f︸ ︷︷ ︸−~∇P (3.4)
La partie au-dessus de l’accolade correspond à l’équation 3.3 et donc à la vitesse
intermédiaire ~u∗. Ainsi, il reste :
ρ~un+1 − ρ~u∗
∆t
= −~∇P (3.5)
Le code étant incompressible, la masse volumique est constante. De plus, dans le cas
d’écoulements diphasiques, le suivi d’interface n’est pas effectué entre les temps t∗
et tn+1 ; il n’y a donc pas de modification de phase dans la cellule considérée et la
masse volumique reste la même entre ces deux temps. On peut donc diviser Eq 3.5
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par ρ. En prenant la divergence de cette équation, on obtient :
−~∇ ·
(
~∇P
ρ
)
=
~∇ · ~un+1 − ~∇ · ~u∗
∆t
(3.6)
La divergence de la vitesse devant être nulle, on a ~∇ · ~un+1 = 0 mais pas ~∇ · ~u∗ = 0
car ~u∗ n’est pas la vitesse totale mais seulement une vitesse intermédiaire. Ainsi, pour
calculer la pression, l’équation de Poisson suivante doit être résolue.
~∇ ·
(
~∇P
ρ
)
=
~∇ · ~u∗
∆t
(3.7)
On peut remarquer que le théorème de Helmholtz-Hodge est bien vérifié. En ef-
fet, ce théorème stipule que dans le cas d’un espace compact simplement connexe
(c’est-à-dire sans "trou"), un champ de vecteur peut être décomposé en une partie
rotationnelle (donc à divergence nulle) et une partie irrotationnelle pouvant se mettre
sous la forme d’un gradient d’un champ scalaire. On retrouve ce résultat en prenant
~u∗ pour le champ de vecteur, ~un+1 pour sa partie rotationnelle et le terme de pression
pour la partie irrotationnelle.
La pression est résolue à l’aide d’une méthode multigrille couplée avec un schéma
Gauss-Seidel "Red-Black". Plus de détails concernant cette méthode seront présentés
dans un formalisme compressible dans la prochaine partie.
Pour finir, la vitesse à l’instant suivant n + 1 est obtenue en soustrayant le gra-
dient de pression à la vitesse intermédiaire ~u∗ :
~un+1 = ~u∗ − ∆t
(
~∇P
ρ
)
(3.8)
De récentes améliorations du code sont également présentes : le terme convectif
est résolu en utilisant la méthode de Vaudor et al. [146] basée sur celle de Rudman.
Elle permet une meilleure précision concernant les écoulements présentant un fort
ratio de masse volumique. Cette méthode est basée sur le calcul des flux de masse à
partir de la méthode VOF qui peuvent ensuite être utilisés dans le terme de convection
sous un formalisme conservatif. Le terme de diffusion est calculé avec la méthode de
Sussman et al. [147] qui permet de prendre en compte implicitement la condition de
saut du tenseur des contraintes visqueuses [148].
Romain Canu DNS diphasiques changement de phase July 4, 2019
58 Développement d’un algorithme compressible avec changement de phase
3.2.3 Suivi d’interface
Concernant le suivi d’interface dans ARCHER, une méthode CLSVOF (Coupled Level
Set Volume Of Fluid) est utilisée. Le principe de la méthode a déjà été reportée
dans l’état de l’art et le passage de la méthode en compressible est étudié dans la
prochaine section. Ainsi, pour plus de détails sur l’implémentation de cette méthode
dans ARCHER, voir Ménard et al. [95, 86].
3.2.4 Méthode Ghost Fluid
Afin de traiter les différentes discontinuités à l’interface entre deux fluides dans le
cas d’écoulements diphasiques, une méthode Ghost Fluid est employée [149, 131].
Elle consiste à prolonger chaque phase de part et d’autre de l’interface à l’aide de
mailles fictives. Les variables discontinues sont étendues de l’autre côté de l’interface
en prenant en compte les conditions de saut. Cela permet d’avoir un calcul de dérivée
correct au niveau de l’interface qui ne prend pas en compte les valeurs de l’autre
phase. Cette méthode est également utilisée dans les prochaines sections pour les
conditions de saut en compressible.
3.2.5 Maillage MAC cartésien
Le maillage utilisé est un maillage cartésien décalé de type MAC (Marker And
Cell)[150]. Il consiste à calculer les vitesses sur un maillage décalé d’une demi cellule
par rapport au maillage où sont résolues les autres grandeurs. En considérant un seul
et unique maillage, cela revient à calculer les différentes grandeurs (pression, masse
volumique, fraction volumique de liquide, fonction distance, etc) au centre des cellules
et les vitesses sur les faces de ces cellules (voir Figure 3.1).
Ce type de maillage permet une meilleure stabilité en raison du découplage de la
pression et de la vitesse ainsi qu’une formulation adéquate des opérateurs de dérivée
notamment celui de la divergence. En effet, prenons l’exemple du calcul de la pression
où apparaît la divergence de la vitesse. Cette dernière se discrétise ~∇· ~u∗ =
u∗
i+12 ,j
−u∗
i− 12 ,j
∆x
dans la direction x , faisant ainsi une évaluation de la dérivée au centre de la maille
(i , j), lieu de calcul de la pression P .
La plupart des dérivées utilisent un schéma centré d’ordre 2. En effet, en
reprenant l’exemple précédent, en raison du décalage du maillage, la dérivée de u∗ en
(i , j) est équivalente à une dérivée dans un maillage avec un pas d’espace de ∆x
2
ce
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Figure 3.1 – Localisation des différentes variables sur un maillage de type MAC en
2D.
qui la rend plus précise :
~∇ · ~u∗ =
u∗
i+ 1
2
,j
− u∗
i− 1
2
,j
2∆x
2
(3.9)
Les termes convectifs ~u · ~∇, quant à eux, sont résolus à l’aide d’un schéma WENO
(Weighted Essentially Non Oscillatory) d’ordre 5 qui allie précision et robustesse en
empêchant l’apparition d’oscillation à l’approche d’une discontinuité [151, 152]. De
plus, ce schéma permet un meilleur traitement des forts gradients.
3.2.6 Discrétisation temporelle
Deux schémas de résolution temporelle sont disponibles : le schéma Euler d’ordre 1
et le schéma Runge Kutta d’ordre 2. Soit l’équation suivante à résoudre :
∂y
∂t
= f (t, y) (3.10)
Le schéma d’Euler consiste simplement à résoudre :
y n+1 = y n + ∆tf (t, y n) (3.11)
Les équations pour le schéma Runge Kutta d’ordre 2 du type prédicteur/correcteur
sont :
y n+
1
2 = y n +
∆t
2
f (t, y n) (3.12)
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y n+1 = y n + ∆tf
(
t +
∆t
2
, y n+
1
2
)
(3.13)
Ce schéma consiste donc à résoudre deux pas d’Euler, le premier avec un pas de
temps deux fois plus petit et le second avec un pas de temps normal. Cependant,
pour le second pas d’Euler, la fonction f utilisée est l’approximation au pas de temps
intermédiaire.
Les prochaines sections sont dédiées à l’extension du code vers un formalisme
compressible.
3.3 Développement du formalisme compressible
3.3.1 Équations de Navier Stokes compressibles
La méthode CLSVOF est couplée avec une méthode de projection pour effectuer des
Simulations Numériques Directes (DNS) des équations de Navier Stokes compressibles.

∂ρ
∂t
+ ~∇ · (ρ~u) = 0
∂ρ~u
∂t
+ ~∇ · (ρ~u ⊗ ~u) = −~∇P + ~∇ ·
(
2µǫ¯+
(
ζ − 2
3
µ
)
~∇ · ~uI¯
)
+ ρ~f
(3.14)
avec ρ, la masse volumique [kg ·m−3] ; ~u, le vecteur vitesse [m · s−1] ; P , la pression
[Pa] ; µ, la viscosité dynamique [kg ·m−1 ·s−1] ; ζ, la viscosité de volume [kg ·m−1 ·s−1]
; ǫ¯ = 1
2
(
~∇~u + ~∇~ut), le tenseur des taux de déformation [s−1] ; ~f , les forces de volume
(dont la force gravitationnelle) par unité de masse [N · kg−1] et I¯, la matrice identité.
Dans ce chapitre, le liquide et le gaz sont considérés comme étant compressibles.
Au niveau de l’interface, la tension de surface est prise en compte en considérant le
saut de variables à travers cette interface liquide/gaz.
[
~n ·
(
P I¯ − τ¯
)
· ~n
]
= σκ (3.15)
avec σ, la tension de surface ; κ, la courbure totale ; ~n, le vecteur normal à l’interface
; τ¯ , le tenseur des contraintes visqueuses défini par τ¯ = 2µǫ¯+
(
ζ − 2
3
µ
)
~∇ · ~uI¯ et la
convention [A] = Al − Ag pour le saut de variables à travers l’interface.
Le système d’équations Eq.3.14 est fermé par deux équations d’état ; une pour
chaque phase. Pour le liquide, une équation de Tait est utilisée alors que pour le gaz, il
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s’agit d’une loi de Laplace pour un gaz parfait lors d’une transformation isentropique.
 ρg =
(
P
Cγ
) 1
γg
ρl = ρ0
(
P−P0
B
+ 1
) 1
γl
(3.16)
Les indices g et l représentent respectivement le gaz et le liquide ; γ représente l’indice
adiabatique ; P0, une pression de référence ; ρ0, une masse volumique de référence
; Cγ, une constante dépendant des conditions initiales du gaz parfait étudié et B,
une constante dépendant du module d’élasticité isostatique K du fluide considéré. Ce
module d’élasticité isostatique est lié à la compressibilité du fluide. Ces équations
d’état ont été choisies pour des raisons de simplicité ; l’objectif de cette thèse n’étant
pas de rechercher les équations d’état les plus adaptées pour les configurations
étudiées.
3.3.2 Méthodes numériques
Suivi d’interface
L’interface est résolue à l’aide d’un algorithme CLSVOF. Cette méthode permet une
représentation précise de l’interface grâce à la méthode Level Set tout en assurant la
conservation de la masse grâce à la méthode VOF. L’algorithme générale peut être
trouvé dans Ménard et al. [95]. Cependant, dans cette thèse, un terme supplémentaire
lié à la compressibilité doit être pris en compte dans l’équation de la fraction volumique
de liquide. Afin d’obtenir la nouvelle formulation de cette équation, il faut partir de
l’équation de conservation de la masse en considérant ρ = αlρl + αgρg :
∂ (αlρl + αgρg)
∂t
+ ~∇ · (αlρl~u + αgρg~u) = 0 (3.17)
avec αl et αg, les fractions volumiques de liquide et de gaz. Cette équation est ensuite
séparée en deux, une équation pour la partie liquide et l’autre pour la partie gazeuse :{
∂αlρl
∂t
+ ~∇ · (αlρl~u) = m˙
∂αgρg
∂t
+ ~∇ · (αgρg~u) = −m˙
(3.18)
avec m˙, le terme source de masse en [kg ·m−3 ·s−1]. Ce terme apparaît en changement
de phase car, dans ce cas, la masse de liquide et celle de gaz ne sont pas conservées
(par exemple, le liquide se transforme en gaz lors d’une évaporation). Cependant, en
additionnant les deux équations, on doit avoir de nouveau un second membre nul
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car la masse totale, elle, est conservée. En développant les différentes dérivées, on
obtient :
ρl
(
∂αl
∂t
+ ~∇ · (αl~u)
)
+ αl
(
∂ρl
∂t
+ ~u · ~∇ρl
)
= m˙ (3.19)
Puis, en remplaçant par la dérivée particulaire D
Dt
= ∂
∂t
+ ~u · ~∇ et en réarrangeant les
différentes termes, on a :
∂αl
∂t
+ ~∇ · (αl~u) = −αl
ρl
Dρl
Dt
+
m˙
ρl
(3.20)
De même, pour la partie gazeuse :
∂αg
∂t
+ ~∇ · (αg~u) = −αg
ρg
Dρg
Dt
− m˙
ρg
(3.21)
En additionnant Eq.3.20 et Eq.3.21, on obtient la divergence de la vitesse :
~∇ · ~u = −αl
ρl
Dρl
Dt
− αg
ρg
Dρg
Dt
+ m˙
(
1
ρl
− 1
ρg
)
(3.22)
En ajoutant et en soustrayant αl ~∇ · ~u dans Eq.3.20 et en remplaçant la divergence
par son expression Eq.3.22, on a:
∂αl
∂t
+ ~∇ · (αl~u) = −αl
ρl
Dρl
Dt
− αl
(
−αl
ρl
Dρl
Dt
− αg
ρg
Dρg
Dt
+ m˙
(
1
ρl
− 1
ρg
))
+ αl ~∇ · ~u + m˙
ρl
(3.23)
Ensuite, on utilise la relation αg = 1−αl et on factorise par αl (1− αl) afin d’obtenir
:
∂αl
∂t
+ ~∇. (αl~u) = αl (1− αl)
(
1
ρg
Dρg
Dt
− 1
ρl
Dρl
Dt
)
− αlm˙
(
1
ρl
− 1
ρg
)
+ αl ~∇.~u + m˙
ρl
(3.24)
Enfin, en faisant apparaître le terme D = 1
ρg
Dρg
Dt
− 1
ρl
Dρl
Dt
représentant la compressibilité
du fluide et en ne considérant aucun changement de phase (m˙ = 0), on arrive à
l’expression pour la fraction volumique de liquide :
∂αl
∂t
+ ~∇ · (αl~u) = αl (1− αl)D + αl ~∇ · ~u (3.25)
Contrairement à la plupart des études utilisant la méthode CLSVOF, la pression
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P et les masse volumiques ρl et ρg sont, ici, des variables locales. Dans l’algorithme
CLSVOF incompressible, les équations de transport de la fraction volumique de liquide
et de la Level Set ont la même formulation et sont partagées dans les trois directions
d’espace. Pour plus de clarté, seulement l’équation de transport de la VOF est montré
ci-dessous.

α˜l−αnl
∆t
+
(αnl u)i+12
−(αnl u)i− 12
∆x
= α˜l
u
i+12
−u
i− 12
∆x
αˆl−α˜l
∆t
+
(α˜lv)j+12
−(α˜lv)j− 12
∆y
= αˆl
v
j+12
−v
j− 12
∆y
α¯l−αˆl
∆t
+
(αˆlw)k+12
−(αˆlw)k− 12
∆z
= α¯l
w
k+12
−w
k− 12
∆z
(3.26)
Ensuite, une équation finale couple les trois directions. Pour être cohérent avec
l’équation de la Level Set qui n’a pas de terme supplémentaire lié à la compressibilité,
le terme compressible D de Eq.3.25 est seulement ajouté dans l’équation finale et
Eq.3.26 est résolu en suivant le formalisme incompressible de Ménard et al. [95]. Le
terme αl (1− αl)D dans Eq.3.25 est implicité de deux manières différentes selon le
signe de D afin d’assurer la stabilité de cette implicitation :
αn+1l − α¯l
∆t
= −α¯l
wk+ 1
2
− wk− 1
2
∆z
− αˆl
vj+ 1
2
− vj− 1
2
∆y
− α˜l
ui+ 1
2
− ui− 1
2
∆x
+αn+1l
(
wk+ 1
2
− wk− 1
2
∆z
+
vj+ 1
2
− vj− 1
2
∆y
+
ui+ 1
2
− ui− 1
2
∆x
)
+ Acomp
(3.27)
avec
{
Acomp = α
n+1
l (1− α¯l)D si D < 0 et αl < 1
Acomp = α¯l
(
1− αn+1l
)
D si D > 0 et αl > 0
Une étape de réinitialisation de la Level Set est réalisée à chaque pas de
temps de manière similaire aux travaux précédents pour la formulation incompressible
([131, 95]). Toutes les informations géométriques de l’interface sont obtenues à
l’aide de la fonction Level Set φ. La courbure κ est calculée par κ = ~∇ · ~n avec
~n = ~∇φ/|~∇φ|, le vecteur normal à l’interface.
Méthode de projection
Pour calculer la vitesse et la pression, l’équation de quantité de mouvement de Eq.
3.14 est résolue en utilisant une méthode de projection adaptée à la formulation
compressible. Cette méthode permet de découpler la vitesse et la pression. Les modi-
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fication nécessaires au formalisme compressible étant conséquentes, une présentation
du calcul de la vitesse intermédiaire est effectuée dans le paragraphe suivant puis le
calcul de la pression est détaillé ensuite.
Obtention de la vitesse intermédiaire
Une vitesse intermédiaire est d’abord calculée sans le terme de pression −~∇P ni celui
de tension de surface :
~u∗ =
ρn~un
ρ∗
− ∆t
~∇ · ((ρ~u)n ⊗ ~un)
ρ∗︸ ︷︷ ︸
I
+∆t
~∇ ·
(
2µǫ¯− 2
3
µ~∇ · ~un I¯
)
ρ∗︸ ︷︷ ︸
II
+∆t~f (3.28)
ρ∗ correspond à la masse volumique calculée avec ρ = αlρl + αgρg mais avec la
nouvelle valeur de αl obtenue après la résolution de l’interface. Le terme visqueux II
est résolue de la même manière que dans Sussman et al. [147]. Cette méthode prend
directement en compte le saut du tenseur visqueux à travers l’interface. Il a d’abord
été développé dans un formalisme incompressible, donc le terme (−2
3
µ~∇ · ~uI¯) a été
ajouté à ce formalisme. La viscosité de volume ζ est supposée négligeable. De plus,
aucune viscosité artificielle n’est ajoutée dans ce travail.
Concernant le terme de convection I, la méthode de Vaudor et al. [146] est utilisé
assurant une consistance entre les flux de masse et de quantité de mouvement. Le
maillage est un maillage eulérien décalé donc la vitesse est calculée sur les faces
des mailles et les autres variables (pression, masse volumique, fraction volumique de
liquide, ...) sont calculées au centre des mailles. Cette méthode, initialement proposée
par Rudman [153], consiste à calculer le flux de masse ρ~u au centre des mailles en
utilisant la conservation de la masse. Le flux de masse doit être connu au centre
des mailles afin d’avoir un schéma centré d’ordre 2 pour l’opérateur divergence. Une
présentation de l’algorithme peut être trouvé dans Vaudor et al. [146] et est détaillée
dans le prochain paragraphe.
Ensuite, l’équation de quantité de mouvement est discrétisée de la manière suivante
en utilisant la vitesse intermédiaire obtenue précédemment.
~un+1 = ~u∗ − ∆t
~∇P
ρ∗
(3.29)
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Résolution du terme convectif
Maintenant, nous allons voir la manière de résoudre le terme convectif. Il s’agit du
terme ~∇ · (ρ~u ⊗ ~u) présent dans Eq. 3.14. La méthode retenue est celle utilisée par
Vaudor et al. [146] et initialement proposée par Rudman [153]. Elle a due également
être adaptée dans un formalisme compressible en utilisant des masse volumiques
locales pour le calcul des flux. Le maillage utilisé dans ARCHER étant de type MAC,
la vitesse est calculée sur les faces des mailles (en notation indicée, cela revient à
écrire les vitesses en i ± 1
2
, j ± 1
2
et z ± 1
2
). La résolution du terme convectif se
faisant dans le cadre du calcul de la vitesse intermédiaire ~u∗, celui-ci doit également
être calculé au niveau des faces. Seul le calcul pour la composante u∗ du vecteur
~u∗ est décrit ; l’extension aux autres directions se faisant naturellement et plus de
détails pouvant être trouvés dans Vaudor et al. [146]. Dans cette direction, le vecteur
~∇ · (ρ~u ⊗ ~u) se réécrit de la façon suivante :
(
~∇ · (ρ~u ⊗ ~u)) · ~ex = ∂ (ρu) u
∂x
+
∂ (ρv) u
∂y
(3.30)
Il s’agit de la formulation en 2D, qui est choisie ici pour plus de clarté ; l’extension
dans la troisième dimension étant évidente.
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Figure 3.2 – Schéma explicatif pour le calcul du flux ρv en
(
i + 1
2
, j + 1
2
)
. Cas avec
v > 0 à gauche et v < 0 à droite. Le rectangle en trait noir plein correspond au flux
total. Le rectangle en trait pointillé noir correspond au flux calculé sur une demi-cellule.
Le rectangle en trait pointillé rouge correspond au flux déduit sur l’autre demi-cellule.
Tout d’abord, pour le calcul de la dérivée selon y , ∂(ρv)u
∂y
, le flux ρv doit être
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calculé en
(
i + 1
2
, j + 1
2
)
et en
(
i + 1
2
, j − 1
2
)
(Fig. 3.2) afin d’avoir le résultat en(
i + 1
2
, j
)
. Le calcul de ce flux se fait à l’aide du flux de fraction volumique de liquide
obtenu lors de la résolution de l’interface (méthode CLSVOF) :
ρv = ρlvαl + ρgv(1− αl) (3.31)
Le flux de fraction volumique de liquide correspond à la portion de liquide contenue
dans un volume v∆t∆x qui est advectée vers la cellule voisine. Ainsi, deux cas doivent
être différenciés : si v
(
i , j + 1
2
)
> 0 alors la portion de liquide advectée est celle
contenue en (i , j) (Figure 3.2 gauche) et si v
(
i , j + 1
2
)
< 0 alors la portion de liquide
advectée est celle contenue en (i , j + 1) (Figure 3.2 droite). De même, selon le signe
de la vitesse, les masses volumiques ρl et ρg sont celles situées en j ou j + 1. Par
la suite, l’explication sera centrée sur le cas v > 0. Pour connaître le flux ρv en(
i + 1
2
, j + 1
2
)
, il faut calculer les flux sur les demi-cellules de part et d’autre du point(
i + 1
2
, j + 1
2
)
. Le flux sur la demi-cellule droite en (i , j) (rectangle noir en pointillés
sur Figure 3.2) est obtenu en calculant la fraction volumique de liquide advectée
sur cette demi-cellule multipliée par la masse volumique en (i , j) selon la relation Eq.
3.31. Le flux sur la demi-cellule gauche en (i + 1, j) (rectangle rouge en pointillés sur
Figure 3.2) est, quant à lui, obtenu en ôtant le flux précédent calculé en (i + 1, j)
au flux total (rectangle noir en trait plein sur Figure 3.2) en (i + 1, j) calculé lors
de la résolution de l’interface. Le flux ρv en
(
i + 1
2
, j + 1
2
)
est la somme de ces deux
"demi-flux". Le flux en
(
i + 1
2
, j − 1
2
)
est obtenu en effectuant les mêmes étapes avec
j − 1 au lieu de j .
Concernant la vitesse u présente dans ∂(ρv)u
∂y
, elle est interpolée à l’aide d’un schéma
WENO d’ordre 5. Le terme ∂(ρv)u
∂y
se discrétise alors de la manière suivante :
∂ (ρv) u
∂y
=
(ρvu)i+ 1
2
,j+ 1
2
− (ρvu)i+ 1
2
,j− 1
2
∆y
(3.32)
Enfin, pour le calcul de la dernière dérivée selon x , ∂(ρu)u
∂x
, les flux ρu doivent être
calculés au centre des mailles en (i , j) et en (i + 1, j) pour que la dérivée soit en(
i + 1
2
, j
)
. La méthode utilisée pour calculer ces flux est différente de celle employée
pour les flux ρv et ρw .
Cette méthode consiste à utiliser la conservation de la masse sur une demi-cellule
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Figure 3.3 – Schéma explicatif pour le calcul du flux ρu au niveau de la croix.
(rectangle noir en trait plein sur Figure 3.3). De manière discrétisée, elle s’écrit :
ρn+1
i+ 1
4
,j
− ρn
i+ 1
4
,j
∆t
+
(ρu)i+ 1
2
,j − (ρu)i ,j
∆x
+
(ρv)i+ 1
4
,j+ 1
2
− (ρv)i+ 1
4
,j− 1
2
∆y
= 0 (3.33)
Le flux recherché est (ρu)i ,j . En l’isolant, on obtient :
(ρu)i ,j =
(
ρn+1
i+ 1
4
,j
− ρn
i+ 1
4
,j
)
∆x
∆t
+ (ρu)i+ 1
2
,j +
(
(ρv)i+ 1
4
,j+ 1
2
− (ρv)i+ 1
4
,j− 1
2
)
∆x
∆y
(3.34)
Les flux ρv présents dans cette équation sont les mêmes que ceux calculés précédem-
ment. De plus, le flux ρu en
(
i + 1
2
, j
)
est déjà calculé lors de la résolution de l’interface
par la méthode CLSVOF. Ainsi, pour calculer ρu en (i , j), il ne reste plus qu’à déter-
miner les masses volumiques de mélange dans la demi-cellule aux instants n et n + 1.
Pour cela, la relation ρ = ρlαl + ρg (1− αl) est utilisée avec αl , la fraction volumique
de liquide obtenue géométriquement dans la demi-cellule en question aux instants n
(avant résolution de l’interface) et n + 1 (après résolution de l’interface).
Enfin, la dérivée selon x , ∂(ρu)u
∂x
, est discrétisée de la manière suivante :
∂ (ρu) u
∂x
=
(ρuu)i+1,j − (ρuu)i ,j
∆x
(3.35)
Cela permet de clore la résolution du terme convectif utilisé dans le calcul de u∗.
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Résolution du terme visqueux
Dans ce paragraphe, la manière de résoudre le tenseur des contraintes visqueuses est
expliquée. Comme vu précédemment, la méthode est une adaptation de la méthode
de Sussman ([147]) en compressible et consiste à ajouter au tenseur des contraintes
visqueuses, le terme (−2
3
µ~∇· ~uI¯). Comme pour le terme convectif, le tenseur visqueux
étant résolu lors du calcul de ~u∗, il doit être calculé au niveau des faces de chaque
maille. En notation matricielle, il s’écrit :
τ¯ = 2µǫ¯− 2
3
µ~∇ · ~uI¯ =
2µ∂u
∂x
− 2
3
µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
)
µ
(
∂u
∂y
+ ∂v
∂x
)
µ
(
∂u
∂z
+ ∂w
∂x
)
µ
(
∂u
∂y
+ ∂v
∂x
)
2µ∂v
∂y
− 2
3
µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
)
µ
(
∂v
∂z
+ ∂w
∂y
)
µ
(
∂u
∂z
+ ∂w
∂x
)
µ
(
∂v
∂z
+ ∂w
∂y
)
2µ∂w
∂z
− 2
3
µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
)

(3.36)
Pour plus de clarté, seul le calcul de la composante dans la direction x en 2D est
expliqué. La composante u∗ du vecteur ~u∗ se situe en
(
i + 1
2
, j
)
; ainsi, la composante
selon la direction x de ~∇ · τ¯ doit également se situer en (i + 1
2
, j
)
. En 2D, elle s’écrit
:
(
~∇ · τ¯) · ~ex = ∂
(
2µ∂u
∂x
− 2
3
µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
))
∂x
+
∂
(
µ
(
∂u
∂y
+ ∂v
∂x
))
∂y
(3.37)
Afin d’être localisée en
(
i + 1
2
, j
)
, les variables de la première dérivée doivent être
calculées en (i + 1, j) et en (i , j) (voir Figure 3.4). En effet, s’agissant d’une dérivée
selon la direction x , la coordonnée dans la direction y doit être la même que celle
recherchée. La dérivée selon x se discrétise de la manière suivante :
∂
(
2µ∂u
∂x
− 2
3
µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
))
∂x
=(
2µ∂u
∂x
− 2
3
µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
))
i+1,j
−
(
2µ∂u
∂x
− 2
3
µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
))
i ,j
∆x
(3.38)
De même, les variables de la seconde dérivée de Eq.3.37 doivent être calculées en(
i + 1
2
, j + 1
2
)
et en
(
i + 1
2
, j − 1
2
)
(voir Figure 3.4). La dérivée selon y se discrétise
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de la manière suivante :
∂
(
µ
(
∂u
∂y
+ ∂v
∂x
))
∂y
=
(
µ
(
∂u
∂y
+ ∂v
∂x
))
i+ 1
2
,j+ 1
2
−
(
µ
(
∂u
∂y
+ ∂v
∂x
))
i+ 1
2
,j− 1
2
∆y
(3.39)
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Figure 3.4 – Localisation des différentes variables sur un maillage MAC pour le calcul
de ~∇ · τ¯ .
Cette fois-ci, pour le calcul du terme en
(
i + 1
2
, j + 1
2
)
, les variables de la dérivée
selon x doivent être calculées en
(
i + 1, j + 1
2
)
et en
(
i , j + 1
2
)
, et celles de la dérivée
selon y , en
(
i + 1
2
, j + 1
)
et en
(
i + 1
2
, j
)
(voir Figure 3.5) pour les mêmes raisons
que celles évoquées précédemment. Ainsi, le terme en
(
i + 1
2
, j + 1
2
)
se discrétise de
la manière suivante :
µ
(
∂u
∂y
+
∂v
∂x
)
= µi+ 1
2
,j+ 1
2
(
ui+ 1
2
,j+1 − ui+ 1
2
,j
∆y
+
vi+1,j+ 1
2
− vi ,j+ 1
2
∆x
)
(3.40)
Pour les termes en
(
i + 1
2
, j − 1
2
)
, (i + 1, j) et (i , j), le principe reste le même.
Enfin, concernant la viscosité dynamique µ, elle prend la valeur µl dans le liquide et
µg dans le gaz. Dans les cellules mixtes où l’interface liquide/gaz est présente, la
valeur de la viscosité est une moyenne harmonique des viscosités du liquide et du gaz
pondérées par la fonction distance obtenue avec la méthode Level Set. Plus de détails
sur la méthode sont disponibles dans la littérature [147, 146, 154].
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Figure 3.5 – Localisation des différentes variables sur un maillage MAC pour le calcul
du terme en
(
i + 1
2
, j + 1
2
)
.
Détermination de la pression
La pression est calculée à l’aide d’un solveur de Poisson après la résolution de la vitesse
intermédiaire ~u∗. Pour obtenir l’équation à résoudre, il suffit d’appliquer l’opérateur
de divergence sur l’équation Eq.3.29 :
~∇ · ~un+1 = ~∇ · ~u∗ − ~∇ ·
(
∆t
~∇P
ρ∗
)
(3.41)
L’expression de la divergence de la vitesse à l’instant n + 1 est la même que celle
utilisée dans le calcul de la fraction volumique de liquide (Eq.3.22) :
~∇ · ~u = −αl
ρl
Dρl
Dt
− αg
ρg
Dρg
Dt
+ m˙
(
1
ρl
− 1
ρg
)
(3.42)
En considérant la masse volumique comme une fonction de la pression uniquement et
en prenant le terme source de masse nul, Eq.3.42 peut être écrite comme suit :
~∇ · ~u = −
(
αl
ρlc
2
l
+
αg
ρgc2g
)
DP
Dt
(3.43)
avec c =
√
∂P
∂ρ
, la vitesse du son en [m · s−1]. Ensuite, en injectant Eq.3.43 dans
Eq.3.41, on a :
−~∇ ·
(
∆t
~∇P
ρ∗
)
= −
(
αl
ρlc
2
l
+
αg
ρgc2g
)
DP
Dt
− ~∇ · ~u∗ (3.44)
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Enfin, en développant la dérivée particulaire et en divisant par ∆t, une équation de
type Helmholtz est obtenue pour la pression :
−~∇ ·
(
~∇P n+1
ρ∗
)
+
(
αl
ρlc
2
l ∆t
2
+
αg
ρgc2g∆t
2
)
P n+1
=
(
αl
ρlc
2
l ∆t
2
+
αg
ρgc2g∆t
2
)(
P n − ∆t~u · ~∇P n)− ~∇ · ~u∗
∆t
(3.45)
On remarque que l’équation obtenue est similaire à Huber et al. [123] avec, ici, des
termes dépendant de la fraction volumique. Le terme ~∇ · ~u∗ est résolu à l’aide d’un
schéma centré d’ordre 2 et le terme ~u · ~∇P , à l’aide d’un schéma WENO d’ordre
5 ([155]). La pression étant calculée au centre des mailles, le terme ~∇ ·
(
~∇P n+1
ρ∗
)
doit être calculé au centre. Ainsi, la masse volumique utilisée doit se situer sur
les faces. Pour ce faire, on utilise de nouveau la masse volumique calculée sur
les demi-cellules lors de la résolution du terme convectif. La masse volumique sur
la face correspond ainsi, à la moyenne des masses volumiques des demi-cellules
situées de part et d’autre de la face. Le solveur de Poisson utilisé pour résoudre cette
équation de type Helmholtz consiste en une méthode MGCG (MultiGrid preconditioned
Conjugate Gradient) couplée avec le schéma itératif Gauss-Seidel "Red-Black".
Cette méthode permet de résoudre un système linéaire de la forme Ax = b par
un procédé itératif qui converge si la matrice A est symétrique définie positive.
Dans notre cas, le vecteur b correspond au second membre de l’équation Eq.3.45
auquel a été ajouté le terme correspondant au saut de pression à travers l’interface
liquide/gaz. Ce terme prend en compte les forces de tension de surface et est résolu
grâce à une méthode Ghost Fluid ([95]). L’avantage de la méthode Ghost Fluid
est une représentation plus réaliste de l’interface (nette et infiniment fine) : les
conditions de saut sont directement ajoutées à la position de l’interface à travers
une modification locale des schémas numériques. La distance à l’interface est assurée
par la fonction Level Set. Ensuite, le vecteur x correspond au vecteur solution ; il
s’agit, dans notre cas, de la pression P n+1. Les différentes composantes de ce vecteur
sont la pression au centre de la maille (i , j, k) et la pression au centre des mailles
voisines ((i + 1, j, k) ; (i − 1, j, k) ; (i , j + 1, k) ; (i , j − 1, k) ; (i , j, k + 1) ; (i , j, k − 1)).
Enfin, la matrice A correspond aux coefficients devant chaque terme de pression.
La résolution du système linéaire se faisant, non pas sur une seule maille mais sur
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l’ensemble des mailles du domaine de calcul, les composantes du vecteur x et de
la matrice A sont en réalité des matrices dont les composantes représentent les
différentes mailles du domaine.
Le terme à gauche du signe égal dans Eq. 3.45 peut se discrétiser de la manière
suivante :
−
Pi+1,j,k−Pi ,j,k
ρ
i+12 ,j,k
∆x
− Pi ,j,k−Pi−1,j,k
ρ
i− 12 ,j,k
∆x
∆x
−
Pi ,j+1,k−Pi ,j,k
ρ
i ,j+12 ,k
∆y
− Pi ,j,k−Pi ,j−1,k
ρ
i ,j− 12 ,k
∆y
∆y
−
Pi ,j,k+1−Pi ,j,k
ρ
i ,j,k+12
∆z
− Pi ,j,k−Pi ,j,k−1
ρ
i ,j,k− 12
∆z
∆z
+
(
αl
ρlc
2
l ∆t
2
+
αg
ρgc2g∆t
2
)
i ,j,k
Pi ,j,k
(3.46)
Dans ce cas, les différents coefficients de la matrice A sont :
• Pour la pression Pi ,j,k−1 : A (1) = − 1ρ
i ,j,k− 12
∆z2
• Pour la pression Pi ,j−1,k : A (2) = − 1ρ
i ,j− 12 ,k
∆y2
• Pour la pression Pi−1,j,k : A (3) = − 1ρ
i− 12 ,j,k
∆x2
• Pour la pression Pi+1,j,k : A (5) = − 1ρ
i+12 ,j,k
∆x2
• Pour la pression Pi ,j+1,k : A (6) = − 1ρ
i ,j+12 ,k
∆y2
• Pour la pression Pi ,j,k+1 : A (7) = − 1ρ
i ,j,k+12
∆z2
• Pour la pression Pi ,j,k : A (4) = − (A (1) + A (2) + A (3) + A (5) + A (6) + A (7))
+
(
αl
ρlc
2
l
∆t2
+
αg
ρgc2g∆t
2
)
i ,j,k
Pour traiter les différentes conditions aux limites, il faut remplacer les coefficients
dans les mailles limites par les valeurs adéquates. Par exemple, dans le cas d’une
condition de symétrie dans la direction x , on a en "ideb" : Pi−1,j,k = Pi ,j,k . Ainsi, le
coefficient A (3) en "ideb" s’annule et le coefficient A (4) se voit ajouter le terme
− 1
ρ
i− 12 ,j,k
∆x2
. De même, en "i f in", Pi+1,j,k = Pi ,j,k annulant donc le coefficient A (5)
et ajoutant le terme − 1
ρ
i+12 ,j,k
∆x2
au coefficient A (4).
L’approche multigrille permet, elle, de converger plus rapidement vers la solution
finale tout en lissant l’erreur. Elle consiste à résoudre le système linéaire sur la grille
la plus fine puis à injecter la solution comme première approximation dans une grille
plus grossière. L’étape est répétée jusqu’à la grille la plus grossière. Ces différentes
étapes successives permettent de lisser l’erreur commise sur la solution ; en effet, le
fait de résoudre sur une grille moins fine élimine les modes à haute fréquence. Ensuite,
la solution avec l’erreur plus lisse est reportée sur les grilles de plus en plus fines afin
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d’avoir, au final, une solution convergée plus lisse. Ce type de schéma est appelé
V-cycle en raison de l’aller-retour entre les grilles fines et les grilles grossières.
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Figure 3.6 – Schéma explicatif pour le calcul des nouveaux coefficients de la matrice
dans le cas d’une méthode multigrille. Les huit mailles représentées ici correspondent
à une seule maille de la grille plus grossière.
Les différents coefficients de la matrice A doivent être interpolés sur les grilles
plus grossières. Chaque nouvelle maille de la nouvelle grille correspond à huit mailles
de la grille précédente plus fine (deux mailles dans chaque direction). Cependant, selon
les coefficients, l’interpolation ne se fait pas sur les huit mailles. En effet, prenons
l’exemple du coefficient A (1) = − 1
ρ
i ,j,k− 12
∆z2
: dans le cas d’une maille (i , j, k), il se
situe sur la face en k − 1
2
. Donc, pour avoir ce coefficient sur la nouvelle maille, il
faut effectuer une interpolation à partir des coefficients des mailles 1, 2, 3 et 4 (pour
les indices des coefficients, se référer à la figure 3.6). L’interpolation consiste juste
en une moyenne des valeurs précédentes. Le nouveau coefficient s’écrit donc :
A (1)nouv =
A (1)1 + A (1)2 + A (1)3 + A (1)4
16
(3.47)
La division par 16 vient de la division par 4 en raison de la moyenne sur 4 valeurs
et d’une seconde division par 4 en raison de la modification du maillage. En effet,
sur le nouveau maillage, on a ∆znouv = 2∆z et donc ∆z2nouv = 4∆z
2. Le même
principe s’applique pour les autres coefficients. Ainsi pour le coefficient A (7) en
k + 1
2
, l’interpolation se fait à partir des mailles 5, 6, 7 et 8 ; pour le coefficient
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A (5) en i + 1
2
, l’interpolation se fait à partir des mailles 2, 4, 6 et 8 ; etc · · · Pour le
coefficient A (4), c’est différent. Comme précédemment, il se calcule en sommant les
six autres coefficients. Le terme supplémentaire lié à la compressibilité se trouvant au
centre de la maille, l’interpolation se fait sur les huit mailles. En appelant ce terme
supplémentaire C, son nouveau terme s’écrit :
Cnouv =
C1 + C2 + C3 + C4 + C5 + C6 + C7 + C8
8
(3.48)
Cette fois-ci, la division est seulement par 8 en raison de la moyenne sur les huit
mailles. Aucune division supplémentaire n’est requise car ce terme de dépend pas
de la résolution du maillage. Le nouveau coefficient A (4)nouv se calcule ainsi de la
manière suivante :
A (4)nouv = − (A (1)nouv + A (2)nouv + A (3)nouv + A (5)nouv + A (6)nouv + A (7)nouv)+Cnouv
(3.49)
La manière de résoudre le système linéaire est la même qu’en incompressible. Plus
d’explication sur la méthode Gauss-Seidel "Red-Black" ainsi que sur l’approche
multigrille peuvent être trouvées dans Tatebe [156] et Zhang [157].
Finalisation
La vitesse finale est calculée à l’aide de Eq.3.29 en utilisant un schéma centré d’ordre
2 pour le gradient de pression. Un schéma Runge Kutta d’ordre 2 de type prédicteur
correcteur est utilisé pour l’intégration temporelle. Enfin, la masse volumique et la
vitesse du son pour le liquide et le gaz sont mises à jour grâce à Eq.3.16. Le terme
de compressibilité D utilisé dans Eq.3.25 est résolu de manière à être cohérent avec
le terme de pression :
Dn+1 =
(
1
ρgc2g
− 1
ρlc
2
l
)(
P n+1 − P n
∆t
+ ~u · ~∇P
)
(3.50)
Concernant le calcul du pas de temps, une condition CFL similaire à celle utilisée
par Kang et al. [158] est utilisée. En raison de la résolution implicite des termes
acoustiques dans l’équation de la pression, la condition CFL est la même que pour les
écoulements diphasiques incompressibles. Ainsi, le pas de temps est plus grand que
celui obtenu avec un CFL acoustique basé sur la vitesse du son. Pour CFL = 1, la
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condition CFL peut être écrite de la manière suivante :
∆t
(Ccf l + Vcf l) +
√
(Ccf l + Vcf l)
2 + 4 (Gcf l)
2 + 4 (Scf l)
2
2
 ≤ 1 (3.51)
avec Ccf l =
|u|max
∆x
+ |v |max
∆y
+ |w |max
∆z
, Vcf l =
(
2
∆x2
+ 2
∆y2
+ 2
∆z2
)
∗max
{
µl
ρl
,
µg
ρg
}
, Gcf l =√
|g|
∆y
et Scf l =
√
σ|κ|
min{ρg ,ρl}∗(min{∆x,∆y,∆z})2 .
Un récapitulatif de l’ensemble de l’algorithme compressible est montré sur la
figure 3.7.
3.4 Résultats
3.4.1 Tube à choc diphasique
Ce cas de validation est une configuration d’explosion sous-marine, basée sur le cas
III − A étudié dans Hu et Khoo [159] mais également dans Boger et al. [122] où
des équations d’état similaires sont utilisées (équation des gaz parfaits pour le gaz
et équation de Tait pour le liquide). Des bulles sont générées par l’explosion, et se
dilatent rapidement dans l’eau. Une onde de choc se développe dans l’eau et une onde
de raréfaction se réfléchit dans les bulles. Ce cas présente un fort ratio de pression
et de masse volumique, ce qui est difficile à traiter sans des méthodes numériques
robustes. Il s’agit d’un cas 1D avec une longueur du domaine de 1 m. Les conditions
aux limites sont des conditions de type symétrie et les conditions initiales sont les
suivantes :
(ρ, u, p, γ) =
(0.01, 0, 1000, 2), if x < 0.5(1, 0, 1, 7.15) if x > 0.5
La figure 3.8 compare nos résultats avec la solution analytique, montrant un
bon accord avec la théorie. La vitesse de l’onde est correctement capturée de même
que le profil de masse volumique. Le profil de pression est aussi correctement capturé
(Figure 3.9) sans oscillations. Ces résultats démontrent la précision et la robustesse
de notre méthode basée sur la pression dans un contexte d’écoulements diphasiques.
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Initialisation
Avancement VOF : αn+1l = f (α
n
l , ~u
n, Dn)
Avancement fonction distance : φn+1 = f (φn, ~un)
~∇ · (ρ~u ⊗ ~u) = f (ρng, ρnl , ~un, αn+1l )
Tenseur visqueux : ~∇ · τ¯ = f (~un)
Vitesse intermédiaire : ~u∗ = f
(
ρng, ρ
n
l , ~u
n
)
Pression : P n+1 = f
(
P n, ρng, ρ
n
l , ~u
∗, αn+1l
)
Vitesse finale : ~un+1 = f (P n+1, ~u∗)
Équation d’état : ρn+1g = f (P
n+1) et ρn+1l = f (P
n+1)
Terme de compressibilité : Dn+1 = f
(
ρn+1g , ρ
n+1
l , P
n, P n+1
)
Figure 3.7 – Pas d’Euler de l’algorithme compressible.
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et ainsi de suite. Ce cas test peut être vu comme l’adaptation en 1D, dans une
géométrie cartésienne, du cas Rayleigh-Plesset représentant l’oscillation d’une bulle
d’air dans du liquide. Ce cas a été étudié précédemment ([43, 119, 118]) mais en
imposant une vitesse initiale à la colonne de liquide au lieu d’un gradient de pression.
Cependant, aucune solution de référence n’existe pour comparer avec les résultats
numériques ; bien qu’une solution théorique puisse être développée en utilisant les
conservations de la masse et de la quantité de mouvement et en considérant le liquide
comme étant incompressible. La conservation de la masse exprimée sous la forme
d’une conservation du débit donne :
ρlSu = ρlS
dR
dt
(3.52)
avec S, une surface plane à une position donnée x ; R, la position de la première
interface gaz/liquide ; ρl la masse volumique de liquide et u, la vitesse du liquide dans
la direction x . En considérant le liquide incompressible, on a :
u =
dR
dt
(3.53)
La vitesse du liquide dépend donc uniquement du temps. Ensuite, l’équation de la
quantité de mouvement en 1D sans tension de surface ni viscosité s’écrit :
∂u
∂t
+ u
∂u
∂x
= − 1
ρl
∂P
∂x
(3.54)
En injectant Eq.3.53 dans Eq.3.54, on obtient :
d2R
dt2
= − 1
ρl
∂P
∂x
(3.55)
Enfin, en intégrant Eq.3.55 entre la position de la première interface gaz/liquide R1
et la position de la seconde interface R2, l’équation pour l’évolution de la position de
la première interface en fonction du temps est obtenue :
d2R
dt2
=
P |R1 − P |R2
ρlL
(3.56)
avec L = R2 − R1 = cst, la longueur de la lame de liquide. Les pressions en R1 et
R2 sont obtenues à l’aide d’une équation d’état. Ensuite, la vitesse est calculée avec
Eq.3.53. Aucune solution analytique n’a été trouvée mais une solution de référence
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peut facilement être calculée. Il est important de mentionner que la solution de
référence ne considère aucune fluctuation de pression (hypothèse incompressible), ce
qui n’est pas le cas de la méthode numérique présentée dans cette thèse. Ainsi, de
légères différences peuvent être observées sur les résultats en comparant les deux
approches.
Figure 3.10 – Cas test de la colonne d’eau oscillante.
Les valeurs initiales de masse volumique et de pression sont référencées dans la
Table 3.1. La pression dans la première colonne d’air est deux fois plus grande que
celle dans la seconde colonne d’air et elle suit un profil linéaire dans la colonne d’eau.
La colonne d’eau se situe entre R1 = 0.1 m et R2 = 0.8 m et la longueur totale
du domaine est de 1 m. Pour l’équation de Tait dans Eq.3.16, les paramètres sont
B = 3.31× 108 Pa, P0 = 105 Pa et ρ0 = 1000 kg.m−3.
Air Eau Air
0 ≤ x ≤ R1 R1 ≤ x ≤ R2 R2 ≤ x ≤ 1
γg = 1.4 γl = 7 γg = 1.4
ρL = 1.169 kg ·m−3 ρ = 1000 kg ·m−3 ρR = 0.5845 kg ·m−3
PL = 10
5 Pa P = PR−PL
R2−R1 x +
PLR2−PRR1
R2−R1 PR = 5× 104 Pa
Table 3.1 – Conditions initiales pour le cas de la colonne d’eau oscillante. Les indices
L et R correspondent respectivement à gauche ("Left") et droite ("Right").
Pour cette configuration, le nombre de Mach atteint une valeur maximum de
Ma = 4.45× 10−3. Toutes les conditions aux limites sont des conditions de symétrie.
La figure 3.11 compare l’évolution de la vitesse de liquide en fonction du temps
pour différents maillages par rapport à la solution de référence incompressible. Comme
attendu, la valeur de la vitesse oscille ; initialement, le liquide accélère dans la direction
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Représentation du processus d’évaporation
Dans cette configuration, le changement de phase est considéré. En développant
l’équation de conservation de la masse dans Eq.3.14 en une équation pour la masse
volumique de liquide et une équation pour la masse volumique de gaz (Eq.3.57), un
terme source de masse est introduit :
{
∂αlρl
∂t
+ ~∇ · (αlρl~u) = m˙
∂αgρg
∂t
+ ~∇ · (αgρg~u) = −m˙
(3.57)
avec m˙, le terme source de masse en [kg ·m−3·s−1]. Il est négatif lors d’une évaporation
de liquide. Ensuite, les équations pour la fraction volumique de gaz et de liquide sont
obtenue en développant Eq.3.57.
{
∂αl
∂t
+ ~∇ · (αl~u) = −αlρl
Dρl
Dt
+ m˙
ρl
∂αg
∂t
+ ~∇ · (αg~u) = −αgρg
Dρg
Dt
− m˙
ρg
(3.58)
En ajoutant ces deux équations, on obtient la divergence de la vitesse :
~∇ · ~u = −αl
ρl
Dρl
Dt
− αg
ρg
Dρg
Dt
+ m˙
(
1
ρl
− 1
ρg
)
(3.59)
Enfin, en ajoutant et en soustrayant αl ~∇· ~u dans l’équation pour la fraction volumique
de liquide et en remplaçant les différents termes par leur expression, l’équation de la
fraction volumique de liquide contenant le changement de phase est exprimé comme
suit :
∂αl
∂t
+ ~∇ · (αl~u) = αl (1− αl)D + αl ~∇ · ~u − αlm˙
(
1
ρl
− 1
ρg
)
+
m˙
ρl
(3.60)
L’équation de la pression est également modifiée lors d’un changement de phase :
−~∇ ·
(
~∇P n+1
ρ∗
)
+
(
αl
ρlc
2
l ∆t
2
+
αg
ρgc2g∆t
2
)
P n+1 =(
αl
ρlc
2
l ∆t
2
+
αg
ρgc2g∆t
2
)(
P n − ∆t~u · ~∇P n)− ~∇ · ~u∗
∆t
+
m˙
∆t
(
1
ρl
− 1
ρg
) (3.61)
Le nouveau terme dans l’équation de la pression (Eq.3.61) vient de la nouvelle
expression de la divergence de la vitesse.
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Configuration numérique
Pour ce cas de validation Turbulent Homogène Isotrope, le forçage et les paramètres
physiques utilisés dans Duret et al. [135] sont appliqués pour un maillage 2563 et une
fraction volumique de liquide initiale φ = 10%. Les masses volumiques initiales sont
ρg = 25.0 kg ·m−3 et ρl = 753.0 kg ·m−3. La pression est P = 9.06×106 Pa et pour
l’équation de Tait, les paramètres utilisés sont B = 1.038 × 109 Pa, P0 = 105 Pa
et ρ0 = 750 kg · m−3. L’indice d’adiabaticité pour le liquide est γl = 1.215 et
pour le gaz γg = 1.4. Concernant l’évaporation, un taux constant d’évaporation
m˙ = −1 kg · cm−3 · s−1 est choisi. Cette valeur est seulement appliquée dans
les mailles contenant une interface ; dans toutes les autres, m˙ est nul. Ainsi, la
masse volumique du gaz augmente localement grâce au terme source de masse dans
l’équation de la pression. Cette configuration peut seulement être réalisé en utilisant
un formalisme compressible ou faiblement compressible comme celui présenté dans
cette thèse. De plus, l’interface liquide/gaz est directement influencée par le processus
d’évaporation à travers l’équation de la fraction volumique de liquide ; la masse de
liquide diminue et la masse de gaz augmente alors que la masse totale reste constante.
Résultats
De manière similaire aux configurations THI présentées dans des travaux précédents,
des phénomènes de ruptures et de coalescences sont observées (voir Figure 3.17).
Puisque le nombre de Mach est très bas dans les deux phases, les effets dus à la
compressibilité sont négligeables : la masse volumique de gaz reste constante dans les
simulations sans évaporation. Cependant, si un changement de phase est considéré,
la masse volumique de gaz augmente avec le temps et une dilatation est générée
dans les zones proches de l’interface en raison du flux de Stefan. Ce flux correspond
à la production du gaz au niveau de l’interface et à son transport dans la direction
normale à cette interface.
Sur la figure 3.18, l’évolution de la masse volumique moyenne du gaz est
représentée. Comme attendu, la masse volumique reste constante dans le cas sans
évaporation, et augmente si le terme source de masse n’est plus nul. Même si m˙ est
constant, le profil de la masse volumique n’est pas linéaire à cause de la quantité de
surface qui évolue pendant le processus. En effet, le nombre de mailles contenant
une interface varie. Cependant, il est toujours possible de prévoir la variation de la
masse volumique ∂ρg
∂t
induite par l’évaporation si m˙ est constant et si les mailles où
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celle de la fraction massique de vapeur sont implémentées afin de pouvoir calculer un
taux d’évaporation plus réaliste dépendant de l’énergie du système.
3.5.1 Démonstration de l’équation de l’énergie
Dans un premier temps, il a fallu dériver l’équation de l’énergie sous sa forme générale
dans un formalisme compressible.
L’énergie totale E est la somme de l’énergie interne ǫ et de l’énergie cinétique :
E = ǫ+
~u · ~u
2
(3.62)
Les grandeurs sont définies par unité de masse [J · kg−1].
L’équation de conservation de l’énergie sous sa forme conservative est :
∂ρE
∂t
+ ~∇ · (ρE~u) = ~∇ · (λ~∇T )+ ~∇ · (~u · σ¯) + Q˙+ ρ~f · ~u (3.63)
avec ρ, la masse volumique [kg ·m−3] ; ~u, le vecteur vitesse [m · s−1] ; T , la tempéra-
ture [K] ; λ, la conductivité thermique [W ·m−1 ·K−1] ; σ¯, le tenseur des contraintes
(ou tenseur de Cauchy) [Pa] ; Q˙, le terme de production d’énergie [W ·m−3] et ~f ,
les forces de volume [N · kg−1].
Le tenseur des contraintes σ¯ peut se réécrire à l’aide de la pression P et du tenseur
des contraintes visqueuses τ¯ :
σ¯ = −P I¯ + τ¯ (3.64)
Sous sa forme générale, le tenseur des contraintes visqueuses s’écrit :
τ¯ = µ
(
~∇~u + ~∇~ut)+ (ζ − 2
3
µ
)
~∇ · ~uI¯ (3.65)
avec µ, la viscosité dynamique [kg ·m−1·s−1] et ζ, la viscosité de volume [kg ·m−1·s−1].
En réécrivant le tenseur des contraintes et en faisant apparaître l’enthalpie mas-
sique h = ǫ+ P
ρ
[J · kg−1], on obtient une nouvelle forme de l’équation de l’énergie :
∂ρE
∂t
+ ~∇ ·
(
ρ~u
( ||~u||2
2
+ h
))
= ~∇ · (λ~∇T )+ ~∇ · (~u · τ¯) + Q˙+ ρ~f · ~u (3.66)
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Équation de la température
Pour obtenir l’équation de la température, on part de l’équation de l’énergie Eq.3.66.
Tout d’abord, on développe la dérivée temporelle de l’énergie totale massique :
∂ρE
∂t
=
∂
(
ρǫ+ ρ ||~u||
2
2
)
∂t
= ǫ
∂ρ
∂t
+ ρ
∂ǫ
∂t
+
||~u||2
2
∂ρ
∂t
+ ρ~u · ∂~u
∂t
(3.67)
Ensuite, en utilisant l’équation de conservation de la masse
∂ρ
∂t
+ ~∇ · (ρ~u) = 0, (3.68)
l’équation de conservation de la quantité de mouvement sous sa forme non conservative
∂~u
∂t
+ ~u · ~∇~u = −
~∇P
ρ
+
~∇ · τ¯
ρ
+ ~f , (3.69)
et la relation ~u · (~u · ~∇~u) = ~u · ~∇( ||~u||2
2
)
, on a :
∂ρE
∂t
= −ǫ~∇· (ρ~u)+ρ∂ǫ
∂t
− ||~u||
2
2
~∇· (ρ~u)−ρ~u · ~∇
( ||~u||2
2
)
− ~u · ~∇P + ~u · ~∇· τ¯+ρ~f · ~u
(3.70)
On utilise ensuite la relation de thermodynamique :
dǫ = Tds − Pdv = Tds + P
ρ2
dρ (3.71)
avec s, l’entropie massique [J · kg−1 ·K−1] et v = 1
ρ
, le volume massique [m3 · kg−1].
La dérivée temporelle de l’énergie interne peut ainsi se réécrire de la façon suivante :
∂ǫ
∂t
= T
∂s
∂t
+
P
ρ2
∂ρ
∂t
= T
∂s
∂t
− P
ρ2
~∇ · (ρ~u) (3.72)
En remplaçant cette expression dans l’équation de l’énergie totale, on a :
∂ρE
∂t
= −ǫ~∇·(ρ~u)+ρT ∂s
∂t
−P
ρ
~∇·(ρ~u)−||~u||
2
2
~∇·(ρ~u)−ρ~u·~∇
( ||~u||2
2
)
−~u·~∇P+~u·~∇·τ¯+ρ~f ·~u
(3.73)
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En factorisant les termes en ~∇ · (ρ~u) et en remplaçant ǫ+ P
ρ
par l’enthalpie massique
h, on obtient :
∂ρE
∂t
= −
( ||~u||2
2
+ h
)
~∇· (ρ~u)+ρT ∂s
∂t
−ρ~u · ~∇
( ||~u||2
2
)
− ~u · ~∇P + ~u · ~∇· τ¯ +ρ~f · ~u
(3.74)
Ensuite, la forme différentielle de l’enthalpie s’écrit :
dh = dǫ+
1
ρ
dP − P
ρ2
dρ (3.75)
En remplaçant dǫ par son expression (Eq.3.71) :
dh = Tds +
1
ρ
dP (3.76)
A partir de cette expression, on peut réécrire le gradient de pression de la façon
suivante :
~∇P = ρ~∇h − ρT ~∇s (3.77)
On a ainsi :
∂ρE
∂t
= −
( ||~u||2
2
+ h
)
~∇·(ρ~u)+ρT ∂s
∂t
−ρ~u·~∇
( ||~u||2
2
)
+ρT ~u·~∇s−ρ~u·~∇h+~u·~∇·τ¯+ρ~f ·~u
(3.78)
En remarquant les développements suivants ~∇ ·
(
ρ~u
(
||~u||2
2
+ h
))
=
(
||~u||2
2
+ h
)
~∇ · (ρ~u) + ρ~u · ~∇
(
||~u||2
2
)
+ ρ~u · ~∇h
~∇ · (τ¯ · ~u) = ~u · ~∇ · τ¯ + τ¯ : ~∇~u
(3.79)
et en ajoutant/soustrayant ~∇ · (λ~∇T ) à Eq.3.78, on a :
∂ρE
∂t
= −~∇ ·
(
ρ~u
( ||~u||2
2
+ h
))
+ ρT
(
∂s
∂t
+ ~u · ~∇s
)
+~∇ · (τ¯ · ~u)− τ¯ : ~∇~u + ~∇ · (λ~∇T )− ~∇ · (λ~∇T )+ ρ~f · ~u (3.80)
En comparant cette expression avec Eq.3.66, on obtient une expression de la variation
d’entropie :
ρT
(
∂s
∂t
+ ~u · ~∇s
)
= τ¯ : ~∇~u + ~∇ · (λ~∇T )+ Q˙ (3.81)
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Afin d’avoir une équation de la température, on utilise la relation thermodynamique
suivante :
ds =
(
∂s
∂T
)
P
dT +
(
∂s
∂P
)
T
dP (3.82)
avec
(
∂s
∂T
)
P
= cP
T
et
(
∂s
∂P
)
T
= −αT
ρ
; cP étant la capacité thermique isobare massique
[J · kg−1 ·K−1] et αT , le coefficient de dilatation isotherme [K−1]. Ainsi, on a:
∂s
∂t
+ ~u · ~∇s = cP
T
(
∂T
∂t
+ ~u · ~∇T
)
− αT
ρ
(
∂P
∂t
+ ~u · ~∇P
)
(3.83)
En remplaçant dans Eq.3.81, on obtient l’équation de la température :
ρcP
(
∂T
∂t
+ ~u · ~∇T
)
= αTT
(
∂P
∂t
+ ~u · ~∇P
)
+ τ¯ : ~∇~u + ~∇ · (λ~∇T )+ Q˙ (3.84)
Dans le cas d’un gaz parfait où αT =
1
T
, on retrouve une expression équivalente à
celle de Poinsot et Veynante [161].
Équation de la pression
Des termes supplémentaires apparaissent dans l’équation de la pression en raison des
transferts thermiques. Pour obtenir la nouvelle équation pour la pression, on utilise la
relation suivante :
dT =
(
∂T
∂P
)
ρ
dP +
(
∂T
∂ρ
)
P
dρ (3.85)
Afin de réécrire le relation 3.85 à l’aide des coefficients thermoélastiques, les relations
suivantes sont utilisées :
• ( ∂v
∂T
)
P
= − ( ∂s
∂P
)
T
= αT
ρ
: l’égalité entre les dérivées partielles vient des relations
de Maxwell
• ( ∂v
∂T
)
P
= − 1
ρ2
(
∂ρ
∂T
)
P
: réécriture de la dérivée du volume massique sous la forme
d’une dérivée de la masse volumique
• β = 1
P
(
∂P
∂T
)
ρ
avec β, le coefficient de variation de pression à volume constant
[K−1]
• αT = PβχT avec χT = − 1v
(
∂v
∂P
)
T
, le coefficient de compressibilité isotherme
[Pa−1]. Cette égalité vient de la relation entre les dérivées partielles :
(
∂P
∂v
)
T
(
∂v
∂T
)
P
(
∂T
∂P
)
v
=
−1
On a donc : 
(
∂T
∂P
)
ρ
= χT
αT(
∂T
∂ρ
)
P
= − 1
αT ρ
(3.86)
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En prenant Dρ
Dt
= −ρ~∇ · ~u, la dérivée particulaire de T s’écrit donc :
DT
Dt
=
χT
αT
DP
Dt
+
~∇ · ~u
αT
(3.87)
En réécrivant Eq.3.84 à l’aide de Eq.3.87, on a :(
ρcPχT
αT
− αTT
)(
∂P
∂t
+ ~u · ~∇P
)
= −ρcP
αT
~∇· ~u+ τ¯ : ~∇~u+ ~∇·(λ~∇T )+ Q˙ (3.88)
Pour simplifier cette expression, deux relations thermodynamiques sont utiles : la
relation de Mayer générale
cP − cV = Tα
2
T
ρχT
(3.89)
et la relation de Reech
γ =
cP
cV
=
χT
χS
(3.90)
avec χS, le coefficient de compressibilité isentropique [Pa−1] et cV , la capacité
thermique isochore [J · kg−1 ·K−1].
Le coefficient devant la dérivée particulaire de la pression peut se réécrire de la manière
suivante :
ρcPχT
αT
− αTT = ργcV χT − α
2
TT
αT
=
ργcV χT − ρχT (γ − 1) cV
αT
=
ρcV χT
αT
(3.91)
En divisant Eq.3.88 par ce coefficient, on a :
∂P
∂t
+ ~u · ~∇P = − γ
χT
~∇ · ~u + αT
ρcV χT
(
τ¯ : ~∇~u + ~∇ · (λ~∇T )+ Q˙) (3.92)
En utilisant le fait que cV χT = cPχS (relation de Reech) et l’expression de la célérité
du son c
c2 =
(
∂P
∂ρ
)
S
=
1
ρχS
=
γ
ρχT
(3.93)
on obtient l’équation pour la pression :
∂P
∂t
+ ~u · ~∇P = −ρc2~∇ · ~u + αT c
2
cP
(
τ¯ : ~∇~u + ~∇ · (λ~∇T )+ Q˙) (3.94)
Équation pour la masse volumique
L’équation de la masse volumique est également modifiée en présence de trans-
ferts thermiques. Pour avoir l’équation de la masse volumique, il suffit d’utiliser la
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conservation de la masse :
∂ρ
∂t
+ ~u · ~∇ρ = −ρ~∇ · ~u (3.95)
et d’extraire l’expression de ~∇· ~u de l’équation de la pression 3.94. Ainsi, on obtient :
∂ρ
∂t
+ ~u · ~∇ρ = 1
c2
(
∂P
∂t
+ ~u · ~∇P
)
− αT
cP
(
τ¯ : ~∇~u + ~∇ · (λ~∇T )+ Q˙) (3.96)
3.5.2 Équation pour la fraction massique de vapeur
Concernant la fraction massique de vapeur, l’équation est semblable à celle du formal-
isme incompressible [131]. Seules les masses volumiques diffèrent ; elles deviennent
locales au lieu d’être constantes. Elle s’écrit :
∂Yvap
∂t
+ ~u · ~∇Yvap =
~∇ · (ρgDvap~∇Yvap)
ρg
(3.97)
avec Yvap, la fraction massique de vapeur [−] et Dvap, le coefficient de diffusion de la
vapeur en [m2 · s−1]. Elle est dérivée en utilisant les équations de conservation locales
(voir Calimez [162]) ainsi que la loi de Fick.
La valeur du taux d’évaporation est obtenue à l’aide des conditions de saut au travers
de l’interface appliquées à la fraction massique de vapeur Yvap [162] et encore une
fois de la loi de Fick :
ω˙vap = −ρgDvap
~∇Yvap · ~n
1− Yvs (3.98)
avec ω˙vap, le taux d’évaporation en [kg · m−2 · s−1] ; Yvs , la fraction massique de
vapeur au niveau de l’interface liquide/gaz et ~n, la normale à l’interface côté liquide.
Yvs , elle, est calculée en utilisant la relation suivante :
Yvs =
PvsMvs
PvsMvap + (Patm − Pvs)Mg (3.99)
avec Pvs , la pression de vapeur saturante en [Pa], Patm, la pression atmosphérique en
[Pa] et Mk , la masse molaire de k en [kg ·mol−1].
Pour calculer la pression de vapeur saturante, on utilise la relation de Clausius-
Clapeyron :
Pvs = Patme
− hvapMvap
R
(
1
Tint
− 1
Teb
)
(3.100)
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avec hvap, l’enthalpie de vaporisation en [J · kg−1], R = 8.314J · mol−1 · K−1,
la constante des gaz parfaits, Tint , la température à l’interface en [K] et Teb, la
température d’ébullition en [K].
3.5.3 Méthode numérique
L’équation pour la température Eq.3.84 démontrée précédemment peut, dans notre
cas, être allégée :
ρcP
(
∂T
∂t
+ ~u · ~∇T
)
= αTT
(
∂P
∂t
+ ~u · ~∇P
)
+ ~∇ · (λ~∇T ) (3.101)
En effet, le terme source Q˙ est nul si on ne considère aucune production d’énergie (par
exemple liée au nucléaire) et le terme τ¯ : ~∇~u est supposé négligeable. Cette équation
est résolue en deux parties. Une température intermédiaire T ∗ est d’abord calculée
sans le terme de pression juste après le calcul de la vitesse intermédiaire ~u∗. Le terme
~u · ~∇T est résolu à l’aide d’un schéma WENO d’ordre 5. Cependant, dans le cas
d’écoulements diphasiques, afin d’éviter un gradient trop élevé au niveau de l’interface
et un chauffage non physique, des extensions de type Aslam sont utilisées [163, 143].
Cela consiste à extrapoler la température de part et d’autre de l’interface pour que
la discontinuité ne soit pas prise en compte dans le gradient. Ainsi, la température
du gaz est extrapolée sur quelques mailles à l’intérieur du liquide et inversement. Un
schéma WENO est donc utilisé sur la température du gaz et sur la température du
liquide et le terme ~u · ~∇T correspondant est choisi en fonction du signe de la fonction
distance obtenue avec la méthode Level Set. Ensuite, le terme ~∇ · (λ~∇T ) se calcule
selon un principe similaire à celui du calcul du tenseur des contraintes visqueuses
consistant en un schéma centré d’ordre 2. Afin d’avoir la température au niveau du
centre de chaque maille, le terme λ~∇T doit se retrouver sur les faces des mailles. En
2D, il se discrétise de la manière suivante :
~∇ · (λ~∇T ) = λi+ 12 ,j Ti+1,j−Ti ,j∆x − λi− 12 ,j Ti ,j−Ti−1,j∆x
∆x
+
λi ,j+ 1
2
Ti ,j+1−Ti ,j
∆y
− λi ,j− 1
2
Ti ,j−Ti ,j−1
∆y
∆y
(3.102)
On remarquera que la conductivité thermique λ se situe aussi sur les faces. Elle
est interpolée en utilisant une méthode Ghost Fluid. Aussi, la capacité thermique
isobare cP , le coefficient de dilatation isotherme αT et la masse volumique ρ présents
dans Eq.3.101 prennent leur valeur liquide ou gazeuse également selon le signe de la
fonction distance dans la maille considérée.
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Comme cela a été démontré précédemment, les équations pour la pression et la masse
volumique sont modifiées lors de transferts thermiques. En négligeant les termes
τ¯ : ~∇~u et Q˙, l’équation pour la pression devient :
∂P
∂t
+ ~u · ~∇P = −ρc2~∇ · ~u + αT c
2
cP
(
~∇ · (λ~∇T )) (3.106)
En isolant la divergence de la vitesse, on a :
~∇ · ~u = − 1
ρc2
(
∂P
∂t
+ ~u · ~∇P
)
+
αT
ρcP
(
~∇ · (λ~∇T )) (3.107)
En utilisant cette nouvelle formulation de la divergence dans Eq.3.41, l’équation de la
pression s’écrit :
−~∇ ·
(
~∇P n+1
ρ∗
)
+
(
αl
ρlc
2
l ∆t
2
+
αg
ρgc2g∆t
2
)
P n+1
=
(
αl
ρlc
2
l ∆t
2
+
αg
ρgc2g∆t
2
)(
P n − ∆t~u · ~∇P n)− ~∇ · ~u∗
∆t
+
αT
ρcP
~∇ · (λ~∇T ) (3.108)
Le terme − 1
ρc2
(
∂P
∂t
+ ~u · ~∇P ) est le même que celui utilisé en compressible sans équa-
tion pour l’énergie et est donc résolu de la même manière. Le terme supplémentaire
αT
ρcP
~∇ · (λ~∇T ), quant à lui, est résolu en reprenant le terme ~∇ · (λ~∇T ) calculé dans
l’équation pour la température.
Le nouveau terme dans l’équation de la masse volumique Eq.3.96 sert pour le calcul
du terme D présent dans l’équation de la fraction volumique de liquide. En effet, en
supprimant les termes négligeables, Eq.3.96 peut se réécrire comme suit :
Dρ
Dt
=
1
c2
DP
Dt
− αT
cP
~∇ · (λ~∇T ) (3.109)
En présence de transferts thermiques, le terme D s’écrit donc (à partir de la relation
page 62) :
D =
(
1
ρgc2g
− 1
ρlc
2
l
)
DP
Dt
−
(
αTg
ρgcPg
− αTl
ρlcPl
)
~∇ · (λ~∇T ) (3.110)
De même que pour la pression, le terme ~∇ · (λ~∇T ) est celui calculé dans l’équation
pour la température et le terme en DP
Dt
est le même que celui résolu en compressible
sans transferts thermiques.
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Pour prendre en compte les modifications de masse volumique pour le gaz lors
d’un changement de pression et de température, une nouvelle équation d’état est
utilisée. Il s’agit de l’équation pour les gaz parfaits suivante :
ρg =
P
rT
(3.111)
avec r = R
M
, la constante spécifique des gaz parfaits en [J · kg−1 ·K−1]. Pour l’air,
elle vaut r = 287.058 J · kg−1 ·K−1.
Pour le liquide, l’équation de Tait est conservée. Dans ce nouvel algorithme, les
masses volumiques sont mises à jour à trois reprises : après le calcul de T ∗, après le
calcul de P et après le calcul de la température finale T .
Ensuite, la résolution de l’équation pour la fraction massique de vapeur Eq.3.97
se fait de manière habituelle. Le terme de diffusion est calculé à l’aide d’un schéma
centré d’ordre 2 en faisant attention de résoudre ~∇Yvap sur les faces des mailles afin
d’avoir la divergence au centre. Le terme de convection est, quant à lui, résolu à
l’aide d’un schéma WENO d’ordre 5. La particularité tient du fait que la résolution ne
s’effectue que dans le gaz. Une condition limite supplémentaire est donc nécessaire
au niveau de l’interface liquide/gaz. La valeur Y Ghostvapl iq que prennent les mailles proches
de l’interface côté liquide est :
Y Ghostvapl iq = 2Yvs − Yvap − 2φ
∂Yvap
∂n
(3.112)
avec φ, la fonction distance à l’interface ; n, la normale à l’interface et Yvs , la fraction
massique de vapeur saturante obtenue à l’aide des équations Eq.3.99 et Eq.3.100.
Cette relation est une extrapolation d’ordre 1 et est démontrée dans Duret [143]. Dans
l’algorithme, la résolution de Yvap se situe juste après la résolution de la température
intermédiaire T ∗.
Enfin, le taux d’évaporation ω˙vap est calculé à l’aide de Eq.3.98 afin d’avoir un
taux réaliste dépendant des conditions de température et de pression du système,
contrairement au taux constant imposé dans la section précédente. Il est résolu une
fois avant le suivi de l’interface afin d’utiliser cette valeur dans l’équation de la fraction
volumique de liquide αl . Puis, il est résolu une seconde fois juste avant le calcul
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de la température intermédiaire T ∗ pour l’utiliser dans le saut de λ~∇T et prendre
en compte le déplacement de l’interface qui a eu lieu entre-temps. Cependant, le
terme source de masse m˙ utilisé dans l’équation pour αl n’est pas équivalent au
taux d’évaporation ω˙vap. En effet, m˙ est en [kg · m−3 · s−1] alors que ω˙vap est en
[kg ·m−2 · s−1]. Pour la conversion, on utilise la relation suivante :
m˙ = −ω˙vapΣ (3.113)
avec Σ = Sint
Vmail le
, la densité de surface en [m−1] ; Sint , la surface de l’interface dans la
maille considérée et Vmail le, le volume de la maille considérée. Le signe négatif dans
l’équation est dû au fait que ω˙vap est positif alors m˙ est négatif lors d’une perte de
liquide.
Un récapitulatif de l’ensemble de l’algorithme compressible, avec la résolution
de la température et de la fraction massique de vapeur, est montré sur la figure 3.21.
3.5.4 Résultats
Diffusion de la température
Ce cas test permet de vérifier la bonne implémentation du terme de diffusion de la
température en compressible. Le domaine de calcul est divisé en trois parties : une
colonne d’air à T1 = 373.15 K et L1 = 34.1146 × 10−6 m, une colonne d’eau à
T2 = 333.15 K et L2 = 33.3339×10−6 m et une autre colonne d’air à T3 = 293.15 K
et L3 = 34.1146 × 10−6 m (Figure 3.22). La vitesse dans le domaine est forcée à
0 m · s−1 afin de ne pas avoir d’oscillation de l’interface en raison des gradients de
température ni d’apparition de gradient de pression. Ces simplifications permettent de
calculer une solution théorique donnant les températures au niveau des deux interfaces
à l’état stationnaire. Ainsi, une fois cet état atteint, on a :
~∇ · (λ~∇T ) = 0 (3.114)
et donc :
λ~∇T = cste (3.115)
Au niveau des trois colonnes, on doit donc avoir les égalités suivantes :
λ1
L1
(Tint1 − T1) = λ2
L2
(Tint2 − Tint1) = λ3
L3
(T3 − Tint2) (3.116)
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Initialisation
Taux d’évaporation : ω˙ = f
(
ρng, Y
n
vap, φ
n
)
Avancement VOF : αn+1l = f (α
n
l , ~u
n, Dn, ω˙)
Avancement fonction distance : φn+1 = f (φn, ~un)
~∇ · (ρ~u ⊗ ~u) = f (ρng, ρnl , ~un, αn+1l )
Tenseur visqueux : ~∇ · τ¯ = f (~un)
Vitesse intermédiaire : ~u∗ = f
(
ρng, ρ
n
l , ~u
n
)
Taux d’évaporation : ω˙ = f
(
ρng, Y
n
vap, φ
n+1
)
Température intermédiaire : T ∗ = f
(
ρng, ρ
n
l , ~u
n, T n
)
Fraction massique de vapeur : Y n+1vap =
(
ρng, ~u
n, Y nvap
)
Équation d’état : ρ∗g = f (P
n, T ∗) et ρ∗l = f (P
n)
Pression : P n+1 = f
(
P n, ρ∗g, ρ
∗
l , ~u
∗, αn+1l , T
∗)
Vitesse finale : ~un+1 = f (P n+1, ~u∗)
Équation d’état : ρ∗∗g = f (P
n+1, T ∗) et ρ∗∗l = f (P
n+1)
Température finale : T n+1 = f (T ∗, P n+1)
Équation d’état : ρn+1g = f (P
n+1, T n+1) et ρn+1l = f (P
n+1)
Terme de compressibilité : Dn+1 = f
(
ρn+1g , ρ
n+1
l , P
n, P n+1, T n
)
Figure 3.21 – Pas d’Euler de l’algorithme compressible avec résolution de l’évaporation.
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✛ ✲
L1
✛ ✲
L2
✛ ✲
L3
T1 T3T2
Figure 3.22 – Cas de validation pour la diffusion de la température.
avec λ1 = λ3 = λg, la conductivité thermique du gaz et λ2 = λl , la conductivité
thermique du liquide. En isolant Tint1 et Tint2, on obtient :
Tint1 =
1+
λg
λl
L2
L3
1+
L1
L3
+
λg
λl
L2
L3
T1 +
L1
L3
1+
L1
L3
+
λg
λl
L2
L3
T2
Tint2 =
L3
L1
1+
L3
L1
+
λg
λl
L2
L1
T1 +
1+
λg
λl
L2
L1
1+
L3
L1
+
λg
λl
L2
L1
T2
(3.117)
✛ ✲
L1
✛ ✲
L2
✛ ✲
L3
T1
T3
Tint1
Tint2
❛❛❛❛❛❛❵❵❵❵❵❵❛❛❛❛❛❛
①
①
Figure 3.23 – Solution attendue pour le cas de validation pour la diffusion de la
température.
Le gradient de température étant constant à l’équilibre, le résultat attendu
concernant le profil de température dans le domaine, est un profil linéaire par morceau
(Figure 3.23). En effet, la pente de la droite est différente dans le liquide et dans
le gaz car la conductivité thermique est différente dans les deux phases. Le calcul
a été réalisé avec λg = 0.0256 W · m−1 · K−1 et λl = 0.05 W · m−1 · K−1 et un
maillage avec 64 mailles. Ces valeurs ont été choisies afin d’avoir une différence
prononcée dans les pentes des profils de température mais elles ne correspondent
pas aux valeurs réelles. Cela n’est pas gênant vu que ce cas sert uniquement à
vérifier la bonne implémentation de l’équation de l’énergie dans le code et qu’une
solution théorique est développée. Les températures attendues avec ces valeurs de
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✲u = 10 m · s−1
Figure 3.25 – Configuration de la poche d’air froid convectée en 2D.
Figure 3.26 – Champ de température (en K) pour le cas de la poche d’air froid
convectée à différents instants. À gauche, le champ à t = 1.2× 10−7 s ; au centre,
le champ à t = 1.0× 10−5 s et à droite, le champ à t = 3.9× 10−5 s.
simultanément, une diffusion de la température cohérente. Ensuite, la masse et
l’énergie doivent être conservées dans le domaine. Dans le cas d’une grandeur scalaire
ξ, l’équation de conservation dans tout le domaine peut s’écrire :
˚
V
(
∂ρξ
∂t
+ ~∇ · ρ~uξ − ~∇ · (D~∇ξ)) dV = 0 (3.118)
avec D, le coefficient de diffusion de la grandeur ξ.En utilisant le théorème de
Green-Ostrogradski, on a :
˚
V
∂ρξ
∂t
dV +
‹ (
ρξ~u −D~∇ξ) · ~ndS = 0 (3.119)
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Dans le cas d’un domaine périodique, on a
‚
(•) · ~ndS = 0. Ainsi, il reste :
˚
V
∂ρξ
∂t
dV = 0 (3.120)
Cette relation étant vérifiée pour n’importe quel dV , on obtient :
∂ρξ
∂t
= 0 (3.121)
La quantité ρξ doit donc être constante. Dans le cas de la masse ξ = 1 et dans le
cas de l’énergie ξ = cpT . Le capacité thermique isobare étant considérée constante,
on peut prendre ξ = T .
En regardant la moyenne sur tout le domaine de la masse volumique ρ et de
l’énergie ρT , on remarque une perte de ces deux grandeurs d’environ 0.1%. Ainsi, une
bonne conservation de la masse et de l’énergie est observée dans cette configuration
monophasique avec convection et diffusion de la température.
Évaporation d’une goutte
L’implémentation de l’équation de l’énergie étant vérifiée, l’étape suivante consiste à
simuler l’évaporation d’une goutte statique avec un taux d’évaporation non imposé et
dépendant des conditions de température et de pression du milieu. La majorité des
configurations présentées dans la littérature utilisent des conditions aux limites de
sorties libres. Ces conditions n’étant pas développées, pour le moment, dans le cas
d’écoulements compressibles, ce type de configuration est donc difficilement réalisable.
De plus, d’autres configurations, n’employant pas ce type de conditions aux limites,
utilisent des géométries complexes particulières adaptées aux besoins des auteurs et
semblent donc inappropriées dans le cas d’une validation. Ainsi, le cas présenté ici
sert uniquement à montrer le potentiel de la méthode ainsi que ses limites.
Il s’agit de l’évaporation d’une goutte d’eau à 293.15 K dans de l’air à 373.15 K.
La configuration est en 2D avec des conditions aux limites symétriques où la tempéra-
ture est imposée à 373.15 K. La pression est initialement à la pression atmosphérique.
La goutte a un rayon initial Rinit = 10 µm et le domaine mesure 100 µm × 100 µm
pour un maillage 128 × 128. Les différents paramètres physiques ont les valeurs
habituelles pour l’eau et l’air dans ces conditions de température et de pression.
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Figure 3.27 – Champ de température (en K) pour le cas de la goutte qui s’évapore. Le
cercle noir correspond au contour φ = 0 de la fonction distance à l’interface au temps
initial. Le cercle blanc correspond à ce même contour au temps final t = 8.9×10−7 s.
Sur la figure 3.27, l’évaporation de la goutte est bien visible avec une régression
de l’interface (cercle blanc) par rapport au temps initial (cercle noir). De plus, la
diffusion de la température est conforme aux attentes : en s’évaporant, la goutte
prélève de l’énergie à l’air environnant d’où la diminution de la température autour
de l’interface. Cependant, en s’évaporant, la goutte a tendance à se déformer en
devenant légèrement "carrée". Une des raisons possibles à cette déformation est
l’utilisation de conditions aux limites symétriques associées à un maillage cartésien. En
effet, sur les champs de vitesse et de pression (Figure 3.28), des ondes se réfléchissant
sur les bords du domaine ainsi que sur la goutte sont observées. Les pas de temps
ont été choisis afin de mettre en évidence ces ondes et l’échelle des pression a été
adaptée afin de les accentuer.
Une importante perte de masse est également visible sur la figure 3.29 (gauche).
Après un temps de 9.0× 10−7 s, la perte de masse est d’environ 22%. En traçant la
masse de liquide et de gaz en fonction du temps (Figure 3.29 droite), on s’aperçoit
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3.6 Conclusion
Une méthode basée sur la pression a été développée dans le cadre d’applications à
des écoulements diphasiques à faible nombre de Mach. L’utilisation d’une méthode
de projection pour découpler la pression et la vitesse permet le recours à un pas
de temps plus élevé que celui imposé par la condition CFL acoustique ; les termes
acoustiques étant implicités dans l’équation pour la pression. Ce formalisme permet
également la prise en compte des variations locales de masse volumique. De plus,
les équations de Navier-Stokes sont couplées à une méthode CLSVOF pour assurer
une bonne conservation de la masse et une représentation précise de l’interface. La
précision de la méthode est démontrée sur des cas de validation comme la colonne
d’eau oscillante ou le tube à choc diphasique mais également sur des configurations
plus complexes comme la THI. Dans cette dernière configuration, une simulation
d’évaporation avec un taux constant a été réalisée. Celle-ci a montré de bons résultats
avec une conservation de la masse totale et une évaporation conforme aux attentes.
Les premiers résultats concernant l’évaporation dans un formalisme compressible
avec un taux basé sur la thermique, bien que présentant un défaut de conservation, sont
plutôt encourageants. Une régression de l’interface est observée avec une diffusion de
la température cohérente. Une étude sur les origines des pertes de masse constatées
lors du transfert de masse pendant l’évaporation est en cours ; plusieurs pistes sont
envisagées notamment au niveau du couplage entre l’énergie et la masse volumique.
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sur les courbures
4.1 Introduction
L’atomisation de diesel liquide et sa combustion représentent, encore de nos jours,
une source majeure pour la production d’énergie dans les domaines de l’automobile
et de l’aéronautique. Considérant les difficultés et le coût important des mesures
expérimentales pour les écoulements diphasiques et plus particulièrement dans la zone
dense du spray, des simulations numériques ont été utilisées ces dernières années
afin de mieux comprendre l’évolution du liquide. Plusieurs méthodes numériques,
associées à différents coûts de calcul, ont été développées dans ce but ([164], [165])
et sont normalement capables de fournir des outils prédictifs pour comprendre les
différents mécanismes physiques impliqués dans l’atomisation. Une sortie standard
normalement attendue dans chaque modèle ou théorie, que ce soit dans les études
DNS ou les corrélations expérimentales, est la distribution de taille de gouttes (DSD
pour Drop Size Distribution). D’un point de vue théorique, plusieurs définitions de
cette fonction peuvent être introduites. Généralement, il s’agit de FN(D) de telle
sorte que FN(D′)dD est le nombre de gouttes par unité de volume avec un diamètre
appartenant à l’intervalle [D′, D′ + dD[. Dans ce cas, il s’agit de la distribution du
diamètre en nombre (NDD pour Number Diameter Distribution) et elle peut être
normalisée une fonction de densité de probabilité PN(D). La fonction FN(D) requière
la possibilité de calculer le nombre de gouttes. Ainsi, il est nécessaire de séparer
la phase liquide en un ensemble d’éléments discrets. Cependant, le processus usuel
d’atomisation commence avec un écoulement continu de liquide (par exemple, un jet
liquide) et se poursuit avec une séparation de la phase continue de liquide. Une fois
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cette séparation achevée, en considérant le spray en entier et des conditions externes
fixes, la NDD évolue vers un état asymptotique, pour lequel beaucoup de travaux
théoriques et expérimentaux sont reportés dans la littérature [166]. Pour aborder
des situations plus complexes ou déterminer sa fonction en espace et en temps, une
équation de transport pour la DSD, comme l’équation de Williams-Boltzmann [167],
est requise.
Bien que l’écoulement interne à l’injecteur, de même que les instabilités de
surface et les méthodes de résolution de l’équation de Williams-Boltzmann, ait fait
l’objet de plusieurs travaux de recherche ([168, 169, 170, 171, 172, 173, 174]), peu
d’études traitent de l’étape de génération de gouttes pour estimer la DSD. Une
raison est le manque de données pour vérifier une quelconque proposition ou encore
l’absence de définition de la NDD pendant le processus d’atomisation primaire. En
effet, en considérant le jet liquide avant le détachement de parcelles de liquide, la
notion de diamètre ne peut pas être raisonnablement introduite. Néanmoins, en
considérant une instabilité initiale sur la surface du liquide, ce déséquilibre évolue dans
le temps et crée des structures à une certaine échelle de longueur. Cette échelle de
longueur est en quelque sorte reliée, d’un point de vue théorique, au diamètre de
gouttes qui seront ensuite générées. Il est clair que le lien entre ces deux étapes est
manquant. Concernant les données dans la zone de transition, de récentes avancées,
que ce soit dans les techniques expérimentales ([175], [176]) ou dans les simulations
numériques ([177], [178], [179]), ont été réalisées. Cependant, une définition étendue
de la DSD doit d’abord être introduite afin de pouvoir traiter la zone dense du
spray et l’atomisation primaire. Le même problème peut être remarqué concernant
la définition du diamètre moyen : il s’agit d’un moment de la NDD et il ne peut
donc être défini qu’une fois la rupture du jet liquide en un ensemble de gouttes atteinte.
Le principal objectif de cette partie est donc de proposer une définition étendue
de la distribution de taille de gouttes afin qu’elle puisse être utilisée tout au long du
processus d’atomisation, menant ainsi à une distribution surfacique de la courbure
(SCD pour Surface Curvature Distribution). Par la suite, la définition de la SCD sera
d’abord introduite avec quelques propriétés géométriques de l’interface liquide/gaz
comme la courbure moyenne H ou la courbure de Gauss G. Ensuite, des simulations
numériques seront utilisées pour extraire l’évolution des propriétés géométriques sur
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des cas fondamentaux. Pour cela, le code ARCHER ([180], [95]) est utilisé où une
méthode CLSVOF est implémentée pour la représentation de l’interface ainsi qu’une
méthode Ghost Fluid pour représenter correctement le saut des variables à travers
l’interface liquide/gaz. Les résultats DNS focalisés sur les propriétés géométriques de
l’interface seront présentés afin de fournir des informations pour améliorer les modèles
d’atomisation ; en particulier le modèle ELSA (Eulerian Lagrangian Spray Atomization)
[181], [182] dans la région où la transition vers la description lagrangienne est réalisée.
Ce chapitre est structuré de la manière suivante : la prochaine partie décrira
la SCD et l’introduction d’une relation entre la SCD et la NDD pour une goutte
sphérique basée sur les courbures de surface. Une seconde partie présentera un cas
Rayleigh-Plateau et une collision de gouttes afin de caractériser les deux courbures
principales et de montrer comment le processus de rupture/coalescence d’un jet
liquide peut être décrit en utilisant les propriétés topologiques de la surface. Enfin,
un cas simulant une Turbulence Homogène et Isotrope (THI) avec plusieurs valeurs
de fraction volumique de liquide sera considéré dans le but d’imiter le processus
d’atomisation. Ce travail a fait l’objet d’une publication dans l’International Journal
of Multiphase Flow [183].
4.2 Une définition étendue de la distribution de taille de gouttes
Le but de cette partie est de proposer une définition étendue de la distribution de
taille de gouttes qui puisse être applicable tout au long du processus d’atomisation, y
compris dans la zone d’atomisation primaire. Depuis les premiers travaux de Vallet
([184], [185]), il est connu que la définition du diamètre moyen peut être remplacée
par la densité moyenne de surface Σ qui correspond à l’aire de la surface par unité de
volume. Cette quantité est définie partout quelque soit la topologie de la phase liquide.
Quand cette variable est combinée à la fraction volumique de liquide α, on obtient
une expression du diamètre moyen de Sauter une fois le spray formé : D32 =
6α
Σ
.
Récemment, Essadki et al. [173] ont utilisé des méthodes de moments d’ordre élevé
pour la DSD dans la zone dispersée, où la taille est donnée par l’aire de surface de
la goutte, afin de retrouver les variables géométriques de l’interface utilisées pour
décrire l’interface liquide/gaz dans leur précédents travaux [186]. Ces variables sont
la fraction volumique, la densité moyenne de surface, la courbure de Gauss G = κ1κ2
et la courbure moyenne H = κ1+κ2
2
, avec κ1 et κ2, les deux courbures principales
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κ1 = κ2 =
2
D
et la courbure de Gauss peut s’exprimer par G = 4π
S
avec S = πD2,
l’aire d’une sphère. Les deux fonctions
GFS(H=
√
G ,G)
4π
et FN (D) sont donc équivalentes
car elles permettent de compter le nombre de gouttes par unité de volume et par
rayon ou courbure de Gauss. La démonstration de cette équivalence dans un cas plus
général peut être trouvée dans Essadki et al. [188].
Figure 4.3 – Lien entre la DSD et la SCD pour une distribution connue de gouttes
sphériques.
Dans la figure 4.3, le lien entre la DSD et, par exemple, la distribution de
H, est montré pour un nuage de gouttes avec une distribution normale connue
(Dmean = 5 · 10−5 m et σ = 10−5). Un lien continu entre les deux distributions peut
être introduit et la DSD peut être reformulée à partir des valeurs correspondantes de
courbure. Néanmoins, la SCD est définie tout au long du processus d’atomisation et
donc, une fois le spray formé, la DSD est un cas particulier de FS (H,G).
Par contre, la SCD est une distribution qui mesure l’aire probable de surface
pour une propriété donnée de l’interface. Elle ne peut pas gérer le volume occupé par
la phase liquide ou la phase gazeuse. Une autre approche pour caractériser le spray
consiste à utiliser une distribution volumique. Pour un spray, la DSD devient FV (D)
de telle sorte que FV (D′) dD est la fraction volumique de liquide des gouttes ayant un
diamètre appartenant à l’intervalle [D′, D′ + dD[. Cette distribution volumique peut
être étendue à n’importe quelle topologie de liquide, menant ainsi à la distribution
volumique de la fonction distance VφD, qui peut être une seconde idée pour décrire
le transport de la courbure. Elle est définie par FV (φ) de sorte que FV (φ′) dφ est
la fraction volumique de l’écoulement qui se trouve à une distance φ de l’interface
avec φ appartenant à l’intervalle [φ′, φ′ + dφ[. φ est positive dans la phase liquide et
négative dans la phase gazeuse. Cela permet donc de déduire la fraction volumique de
gaz αg =
ˆ 0
−∞
FV (φ)dφ, la fraction volumique de liquide αl =
ˆ +∞
0
FV (φ)dφ, et la
densité moyenne de surface Σ = FV (0). VφD donne la distribution de l’écoulement par
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rapport à la distance à l’interface. Le lien avec la DSD n’est pas évident. Cependant,
cette distribution peut être caractérisée sur un objet géométrique donné comme une
goutte sphérique.
Une idée similaire a été explorée par Dumouchel et al. ([189],[178]) avec le
concept d’échelle de distribution E3 (d). La définition de cette fonction pour un objet
donnée (par exemple une goutte) est basée sur le volume total V0 de l’objet et le
volume V (d) occupé par tous les points situés à une distance d ou supérieure de
l’interface de l’objet. L’échelle de distribution est donnée par E3 (d) =
V0−V (d)
V0
. Le
lien entre l’échelle de distribution et VφD peut s’exprimer de la manière suivante :
E3 (d) =
FV (φ=d)
αl
. Dumouchel et al. [189] ont travaillé sur des données expérimentales
en 2D et plus récemment, des simulations numériques ont été utilisées pour extraire
des résultats 3D [178]. De plus, le lien entre la distribution d’échelle et la distribution
des courbures est abordé récemment dans l’article de Thiesset et al. [190]. Selon
l’idée de Essadki et al. [188], l’important est d’analyser la distribution surfacique de
courbure et le comportement des courbures principales, moyennes et de Gauss sur
différentes configurations diphasiques ; ces grandeurs permettant une description
géométrique précise du comportement de l’interface.
4.3 Équations fondamentales et méthodes numériques
4.3.1 Équations de Navier-Stokes et méthode de capture d’interface
Ici, une méthode CLSVOF est couplée avec une méthode de projection pour effectuer
les simulations numériques directes des équations de Navier-Stokes incompressibles :
∂u
∂t
+ ~u · ~∇~u = −∇P
ρ
+
1
ρ
~∇ · (2µǫ¯) + ~f + 1
ρ
σHδ(φ)~n (4.2)
avec P , la pression ; ~u, le vecteur vitesse et ǫ¯, le tenseur des taux de déformation.
À l’interface, la force de tension de surface peut être basée sur la distribution de
Dirac δ (φ). La formulation incompressible est similaire à celle de la section 3.2 et les
équations sont donc résolues de la même manière.
4.3.2 Estimation des courbures principales
Deux méthodes ont été utilisées pour extraire la distribution des courbures.
La première est basée sur la fonction distance φ. La normale à l’interface est d’abord
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calculée :
~n = −
~∇φ
|~∇φ| (4.3)
Les courbures recherchées sont contenues dans la matrice ~∇~nt . En développant cette
matrice, elle peut s’écrire de la manière suivante :
~∇~nt = − 1|~∇φ|
(
I¯ − ~n~nt
)
~∇ (~∇φ)t (4.4)
ou encore :
~∇~nt = − 1|~∇φ| P¯ H¯ (4.5)
avec P¯ = I¯ − ~n~nt et H¯ = ~∇ (~∇φ)t , la matrice hessienne de φ. En choisissant la
base orthonormée appropriée {~p1, ~p2, ~n}, avec ~p1 et ~p2 les directions des courbures
principales dans le plan tangent de la surface, la matrice ~∇~nt se simplifie comme suit
:
~∇~nt =

κ1 0 σ1
0 κ2 σ2
0 0 0
 (4.6)
avec κ1 et κ2, les deux courbures principales et σ1 et σ2, des termes liés à la façon
dont la normale varie en fonction de la distance à l’interface. Dans la nouvelle base
{~p1, ~p2, ~n}, la matrice P¯ devient :
P¯ =

1 0 0
0 1 0
0 0 0
 (4.7)
Ainsi, la construction d’une nouvelle matrice G¯ = ~∇~nt P¯ permet d’isoler les courbures
principales :
G¯ = ~∇~nt P¯ =

κ1 0 0
0 κ2 0
0 0 0
 (4.8)
En pratique, les calculs ne se font pas dans la base {~p1, ~p2, ~n} mais dans une base
classique {~ex , ~ey , ~ez}. Ainsi, la matrice G¯ a une forme plus complexe. Cependant, les
deux formes de la matrice exprimée dans deux bases différentes étant semblables au
sens matriciel du terme, l’utilisation d’invariants comme la trace T ou la norme de
Frobenius F permet d’obtenir les courbures principales. En effet, dans les différentes
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bases, la trace de G¯ est T = κ1+κ2 et la norme de Frobenius est F =
√
T (G¯G¯t) =√
κ21 + κ
2
2 . Enfin, pour calculer les deux courbures principales, il suffit de résoudre
un polynôme du second degré. On obtient ainsi :
κ1 =
T +
√
2F 2 − T 2
2
κ2 =
T −√2F 2 − T 2
2
(4.9)
Pour plus de détails concernant l’explication de la méthode, voir les travaux de
Kindlmann et al. [191].
La seconde méthode a été développée dans Essadki et al. [188], où l’interface
liquide/gaz est discrétisée à l’aide d’un maillage 2D triangulaire utilisant l’algorithme
Marching Cube. La courbure est calculée à chaque sommet du maillage à travers un
processus de moyenne spatiale qui préserve des propriétés topologiques de l’interface
liquide/gaz comme la relation de Gauss-Bonnet [192]. D’autre part, les résultats pour
la VφD ont été obtenus directement à l’aide de la fonction distance.
4.4 Définitions des espaces de représentation des courbures princi-
pales
Afin d’être exhaustif, cinq représentations différentes sont présentées afin d’analyser
l’évolution de la courbure pendant le processus de rupture :
• un graphe montrant la courbure moyenne H en fonction de la courbure de
Gauss G (Figure 4.4 en haut à gauche),
• un graphe montrant les courbures principales κ1 en fonction de κ2 (Figure 4.4
en haut à droite),
• un graphe représentant H en fonction de
√
|G| (Figure 4.4 au centre à gauche)
dans le but d’avoir des variables avec les mêmes dimensions physiques,
• un graphe représentant S en fonction de P (Figure 4.4 au centre à droite)
montrant l’espace dual du graphe (H,G). S représente R1+R2
2
et P représente
R1R2 avec R1 =
1
κ1
et R2 =
1
κ2
, les deux rayons de courbure. Cet espace
est proposé ici puisque l’information sur la dimension de l’objet étudié est
directement visible,
• Le dernier graphe représente l’espace (κ1 − κ2, κ1 + κ2) qui correspond au
graphe (κ1, κ2) avec une rotation de 45˚ rendant ce dernier plus lisible.
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Les lignes pointillées correspondent aux topologies cylindriques ; c’est-à-dire
que l’une des deux courbures principales est égale à zéro de même que la courbure de
Gauss G. Les lignes continues correspondent, elles, à des topologies sphériques donc
à κ1 = κ2. Sur les graphes (H,G) et (S, P ), elles forment une parabole et aucun
point ne peut se situer à l’intérieur de cette parabole. En effet, κ1 = κ2 conduit à
G = H2 et l’existence de ce point mènerait au raisonnement suivant :
H2 < G
(
κ1+κ2
2
)2
< κ1κ2
κ21+κ
2
2+2κ1κ2
4
< κ1κ2
κ21 + κ
2
2 + 2κ1κ2 < 4κ1κ2
κ21 + κ
2
2 − 2κ1κ2 < 0
(κ1 − κ2)2 < 0
(4.10)
Un carré étant toujours positif ou nul dans le cas des nombres réels, cette contradic-
tion montre l’impossibilité de l’existence d’un tel point.
En raison de la manière dont elles sont calculées, κ1 est toujours plus grande
que κ2 et donc κ1−κ2 est toujours positif. Sur le graphe (κ1 − κ2, κ1 + κ2), la ligne
tiret-point sépare les bulles (κ1 = κ2 < 0) à gauche des gouttes (κ1 = κ2 > 0) à
droite. De plus, sur les graphes (H,G) et (S, P ), les limites de résolution du maillage
sont également représentées par des lignes pointillées. Afin d’obtenir ces limites,
il faut considérer le fait que, pour être bien résolu, les deux courbures principales
doivent vérifier les relations |κ1| < 1δ et |κ2| < 1δ avec δ la résolution du maillage. Si
au moins une des deux courbures ne respecte pas ces relations, alors le point de la
surface considéré n’est pas résolu. En écrivant κ2 sous la forme κ2 = 2H − κ1, on a
G = 2κ1H − κ21. κ1 devant vérifier |κ1| < 1δ , les valeurs limites sont pour κ1 = 1δ et
κ1 = −1δ . Ces valeurs correspondent à deux droites sur le graphe (H,G) : G = 2δH− 1δ2
(droite 1 sur les prochains graphes explicatifs) et G = −2
δ
H − 1
δ2
(droite 2). Pour
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4.5.1 Instabilité de Rayleigh-Plateau
Configuration numérique
La première configuration est une instabilité de Rayleigh-Plateau où un ensemble de
gouttes est créé à partir d’une colonne de liquide initiale. Un quart du cylindre est
simulé et des conditions aux limites symétriques sont appliquées. Le domaine mesure
(1.5× 10−4)× (1.0× 10−4)× (1.0× 10−4) m et un maillage 96× 64× 64 est choisi
comme dans Ménard et al. [95]. Il s’agit d’un cas de validation standard du code
ARCHER qui est capable de correctement reproduire le diagramme de dispersion de
cette configuration [95]. Les propriétés du liquide et du gaz sont reportées dans la
Table 4.1.
ρl µl ρg µg σ
kg ·m−3 kg ·m−1 · s−1 kg ·m−3 kg ·m−1 · s−1 N ·m−1
1000 1.0× 10−3 1.0 1.879× 10−5 0.072
Table 4.1 – Propriétés physiques de l’instabilité de Rayleigh-Plateau
Le cylindre a un rayon initial R = 3.34 × 10−5 m et la perturbation initiale,
qui est essentielle pour pouvoir observer l’instabilité, a une amplitude équivalente à
10% du rayon du cylindre et une longueur d’onde λ = 3.0 × 10−4 m (deux fois la
longueur du domaine). Les conditions initiales sont choisies dans le but d’avoir le
nombre d’onde k satisfaisant kR = 0.7 ce qui correspond au taux de croissance le
plus rapide.
Comparaison entre les deux méthodes d’évaluation de la courbure
Les deux méthodes mentionnées précédemment pour extraire la distribution de la
courbure, sont testées sur un pas de temps du cas Rayleigh-Plateau. Le but est de
comparer la première méthode d’ARCHER avec la seconde méthode déjà validée [188].
Malgré quelques différences visibles sur la figure 4.5, les deux approches donnent des
résultats similaires. La courbure moyenne et la courbure de Gauss sont adimensionnées
en utilisant le rayon initial du cylindre comme longueur de référence. La courbure de
Gauss étant similaire à l’inverse du carré d’une longueur, le carré du rayon est utilisé
dans ce cas. En considérant que les deux approches donnent des résultats similaires,
seule la première méthode est utilisée par la suite. L’extraction des courbures se fait
également en pondérant par la surface locale du point considéré. Cela permet de
diminuer l’impact de certaines valeurs trop approximatives dues à la présence dans
la maille d’une très faible quantité d’interface. Sur la courbe, la parabole représente
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temps sont sélectionnés et sont montrés sur la figure 4.6. Il est possible de voir la
configuration initiale (ta), la déformation du cylindre avec la formation d’une "selle
de cheval" (tb), le moment de la rupture (tc) et la formation finale de gouttes (td).
Sur les figures 4.12 et 4.13, la fonction distance φ est également reportée afin
de mieux comprendre les résultats obtenus. Elle est adimensionnée par la taille de
maille dx et les courbes sont montrées entre −lx et lx , avec lx la longueur du domaine.
Le profil des PDF et des cumulatives de φ peut se retrouver théoriquement dans le
cas de volumes basiques comme un cylindre ou une sphère.
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Figure 4.7 – Domaine de calcul pour l’instabilité de Rayleigh-Plateau avec R, le
rayon du cylindre initial ; Rdom, la taille du domaine dans les directions y et z ; L,
la longueur du domaine dans la direction x ; r , la distance par rapport à l’arête du
domaine et φ, la fonction distance à l’interface
Pour l’explication sur les profils théoriques de PDF et de cumulative, se référer
à la figure 4.7. La cumulative de la fonction distance à une distance r de l’arête du
domaine est :
F (r) =
V (r)
Vtot
(4.23)
avec V (r), le volume compris entre l’arête du domaine et la distance r et Vtot , le
volume total du domaine. On a donc : Vtot = LR2dom avec L et Rdom, les dimensions
du domaine, et V (r) = Lπr
2
4
entre r = 0 et r = Rdom car seulement un quart du
cylindre est simulé. La fonction cumulative se réécrit donc :
F (r) =
πr 2
4R2dom
(4.24)
En remplaçant r par la fonction distance φ à l’aide de la relation r = R − φ, on
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obtient :
F (φ) =
πR2
4R2dom
+
πφ2
4R2dom
− πRφ
2R2dom
(4.25)
Selon cette formulation, F est maximal en r = Rtot =
√
2Rdom (c’est-à-dire quand
φ est minimal) et est minimal en r = 0 (c’est-à-dire quand φ est maximal). Or, on
souhaite que F soit maximal quand φ est maximal, alors :
F (φ) = 1−
(
πR2
4R2dom
+
πφ2
4R2dom
− πRφ
2R2dom
)
(4.26)
F (φ) = − π
4R2dom
φ2 +
πR
2R2dom
φ+
(
1− πR
2
4R2dom
)
(4.27)
Afin d’obtenir la PDF de la fonction distance φ, il suffit de dériver la fonction
cumulative :
P (φ) = − π
2R2dom
φ+
πR
2R2dom
(4.28)
C’est de la forme P (φ) = aφ + b ; ainsi, dans le cas d’un cylindre, la PDF de
la fonction distance est une droite. Le profil de la PDF et de la cumulative entre
r = Rdom et r = Rtot peut également se démontrer en utilisant le même procédé ;
cependant, sa démonstration ne présente aucun intérêt majeur et n’est pas présentée
ici par souci de clarté.
Dans le cas d’une sphère de rayon R, la cumulative entre r = 0 et r = Rdom s’écrit :
F (r) =
V (r)
Vtot
=
4
3
πr 3 1
8
LR2dom
=
πr 3
6LR2dom
(4.29)
car, en raison des symétries, seulement un huitième de la sphère est simulé. Afin
d’avoir la cumulative de la fonction distance, on remplace une nouvelle fois r par
r = R − φ :
F (φ) =
π
6LR2dom
(
R3 − 3R2φ+ 3Rφ2 − φ3) (4.30)
On souhaite avoir F maximal quand φ est maximal ; la forme finale de F est donc :
F (φ) =
π
6LR2dom
φ3 − πR
2LR2dom
φ2 +
πR2
2LR2dom
φ+
(
1− πR
3
6LR2dom
)
(4.31)
En dérivant F pour avoir la PDF de φ, on obtient :
P (φ) =
π
2LR2dom
φ2 − πR
LR2dom
φ+
πR2
2LR2dom
(4.32)
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de fortes variations sur la valeur des courbures.
Enfin, quand les deux gouttes sont générées (td), la majorité des points du graphe
(H,G) (Figure 4.8 en bas à droite) se retrouvent sur la courbe des objets sphériques.
Les points correspondant à la grosse goutte sont localisés approximativement au
même endroit qu’au temps précédent. Inversement, les points de la petite goutte ont
une courbure plus élevée. Sur la figure 4.13, le profil de la PDF devient parabolique
dans la partie liquide, comme attendu dans le cas de sphères, avec de plus grandes
valeurs de la fonction distance car la goutte a un plus grand rayon que le cylindre
initial. Sur le graphe (κ1 − κ2, κ1 + κ2) (Figure 4.9), les mêmes commentaires que
pour le graphe (H,G) peuvent être énoncés : l’arc quand le cylindre se déforme,
les deux ensembles de points quand la rupture apparaît et la localisation des points
par rapport aux topologies cylindrique et sphérique. Quelques précisions peuvent
néanmoins être apportées ; sur ces graphes, l’arc est moins prononcé que sur le
graphe (H,G) et est plus étiré sur la ligne des structures cylindriques. De plus, même
si une partie des points se rapproche de la ligne des structures sphériques, elle en
reste relativement éloignée. On retrouve ainsi une structure cylindrique globale plus
prononcé que sur le graphe (H,G). Au temps td , une partie des points se situe bien
au niveau de la ligne des structures sphériques, cependant, un nombre non négligeable
des points s’en éloigne. Cela montre que les gouttes formées ne sont pas parfaitement
sphériques au temps td . Les graphes (H,G) et (κ1 − κ2, κ1 + κ2) apportent donc des
informations complémentaires et cohérentes entre elles. Ainsi, l’analyse de l’évolution
de la courbure moyenne et de la courbure de Gauss peut être utilisée pour décrire le
processus de rupture du jet liquide initial à la formation finale des gouttes.
4.5.2 Collision de gouttes
Configuration numérique
Les capacités de ces propriétés géométriques de surface ont également été testées
sur un cas de collision de gouttes qui représente une autre étape fondamentale de
la déformation de la surface liquide. Le code ARCHER a déjà été validé sur ce type
de configuration [180], [193]. Ici, on a considéré le cas d’une collision entre deux
gouttes d’eau sphériques, avec des rayons de 200 µm et 130 µm, caractérisée par
un facteur d’impact I = 0.35, une vitesse relative Vcol = 4.11 m · s−1, un nombre de
Weber liquide Wel =
ρlV
2Dg
σ
= 23.5 et un nombre d’Ohnesorge Oh = µl√
ρlσDg
= 0.011.
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Les propriétés des fluides sont reportés dans la Table 4.2. Le domaine mesure
(1.0× 10−3)× (1.0× 10−3)× (2.0× 10−3) m et un maillage 128× 128× 256 est
utilisé.
ρl µl ρg µg σ
kg ·m−3 kg ·m−1 · s−1 kg ·m−3 kg ·m−1 · s−1 N ·m−1
1000 1.79× 10−3 1.0 1.94× 10−5 0.07
Table 4.2 – Propriétés physiques du cas collision de gouttes.
Évolution et statistiques de la courbure
(a) (b)
(c) (d)
Figure 4.14 – Évolution de la surface pour le cas d’une collision de gouttes à ta = 0.0 s
(en haut à gauche) ; tb = 7.4632× 10−5 s (en haut à droite) ; tc = 1.5264× 10−4 s
(en bas à gauche) ; td = 4.3608× 10−4s (en bas à droite)
Sur la figure 4.14, l’évolution de la surface liquide est montrée sur quatre pas de
temps : la configuration initiale (ta), le moment de la coalescence (tb), la formation
d’une goutte déformée (tc) et la rupture avec création d’une structure torique (td).
Sur la figure 4.15, l’évolution dans le plan (H,G) est reportée, où, à l’instar du cas
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toujours visibles au niveau de la parabole, mais cette fois les points sont plus étalés,
sûrement en raison de la déformation des gouttes due à leur vitesse. De plus, un groupe
de points apparaît dans la zone des G < 0 représentant des structures hyperboliques
correspondant à l’endroit où a lieu le contact entre les deux gouttes. Naturellement,
des points sont présents en dehors de la zone de résolution de 3∆x puisque le moment
de la coalescence lors d’une collision de gouttes ne peut être résolu, similairement au
moment de la rupture vu précédemment dans le cas de l’instabilité de Rayleigh-Plateau.
Ensuite, une fois que les deux gouttes se sont percutées (tc), les points sont
de nouveau rassemblés et tous les types de structures sont présents. Les reliquats
des deux gouttes sont visibles sur la parabole dans la zone des H > 0. Des structures
paraboloïdes (G > 0) et hyperboloïdes (G < 0) sont également présentes correspon-
dant au tore en formation ainsi que des structures sphériques caractérisées par H < 0
représentant le renfoncement à l’intérieur du tore.
Enfin, pour le temps td , les mêmes commentaires que ceux du temps tc peuvent
être émis, avec un étalement plus important des points en raison d’une structure
beaucoup plus complexe possédant diverses valeurs de courbures.
Dans la prochaine partie, les mêmes propriétés géométriques sont utilisées pour
analyser une boîte Turbulente, Homogène et Isotrope (THI) où des phénomènes de
rupture et de coalescence surviennent en raison du forçage de la turbulence.
4.5.3 Configuration Turbulente Homogène Isotrope
Configuration numérique
L’extraction des courbures est également réalisée sur un cas 3D cubique avec des
conditions aux limites périodiques similaire à celui de Duret et al. ([135], [194]). Cette
configuration a déjà été analysée pour améliorer la compréhension de l’atomisation
primaire. La résolution du maillage utilisée est basée sur les études précédentes de la
même configuration afin de capturer l’échelle de Kolmogorov et compte 256×256×256
mailles. Dans le but de réaliser une configuration avec des interactions réalistes entre
la surface liquide et le champ turbulent gazeux, les paramètres suivant sont choisis
(voir [194]) : nombre de Weber gazeux Weg =
ρg k¯cinL
σ
= 1, nombre de Weber liq-
uide Weg =
ρl k¯cinL
σ
= 30, nombre de Reynolds Re =
√
k¯cin L
νl
= 310 et un nombre
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d’Ohnesorge liquide Ohl =
√
Wel
Re
= 1.77 × 10−2 avec k¯cin, l’énergie cinétique tur-
bulente moyenne (∗¯ désigne la moyenne en volume) ; σ, la tension de surface ; ν,
la viscosité cinématique ; ρ, la masse volumique et L, la longueur de la boîte. Les
propriétés physiques correspondantes sont reportées dans la Table 4.3.
ρl/ρg σ µg µl kcin L
30 0.0135 1.879× 10−05 5.65× 10−04 3.6 1.5× 10−04
Table 4.3 – Propriétés physiques du cas THI (unités S.I.).
Plusieurs valeurs de fraction volumique de liquide αl à l’intérieur de la boîte (1%,
5%, 10%, 50%, 90%), sont étudiées pour l’extraction des courbures afin d’imiter tout
le processus d’atomisation. La figure 4.16 illustre cette idée bien que les pourcentages
ne soit pas en accord avec la représentation du jet ; cette figure étant présente
uniquement à but indicatif. En effet, la boîte avec αl = 1% se situerait davantage
dans la zone diluée. Le principal objectif est d’extraire l’évolution des courbures tout
au long de l’évolution du jet afin de voir le lien entre la DSD et la FS (H,G) mais
aussi comment évolue les courbures de la région dense à la phase dispersée du spray
(en réduisant αl).
Figure 4.16 – Régions considérées pour l’extraction de la distribution des courbures
tout au long du processus d’atomisation.
Évolution et statistiques de la courbure
Les résultats obtenus pour les THI en faisant varier αl sont, ici, présentés en com-
mençant avec le cas 1% qui est représentatif de la zone diluée. Une visualisation
de l’interface liquide/gaz ainsi que l’évolution temporelle de la densité moyenne de
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surface Σ¯ et de la courbure moyenne H¯, sont reportées sur la figure 4.17. Les graphes
représentent à la fois le signal instantané (valeur instantanée de la moyenne sur tout
le domaine de H et Σ) et le signal moyenné en temps (moyenne temporelle du signal
instantané). Par la suite, τt désignera le temps turbulent de la boîte τt =
k¯cin
ǫ
. Il
est possible de repérer les augmentations et diminutions de Σ¯ dans le temps sur les
visualisations instantanées de l’interface liquide/gaz ; en effet, celles-ci sont liées aux
processus de rupture et de coalescence se produisant dans le domaine. La taille des
structures liquides générées couvre une large gamme de diamètre : les grosses gouttes,
qui portent la majeure partie de la masse totale, peuvent clairement être identifiées
et leurs collisions en raison de la turbulence entraîne la formation de gouttes plus
petites. En comparaison avec le cas Rayleigh-Plateau, le processus de rupture est, ici,
bien plus complexe à cause de l’apparition locale de différentes valeurs de courbures.
Plusieurs gouttes quasi sphériques sont formées en même temps que des structures
plus complexes caractérisées par des courbures de Gauss négatives ne facilitant donc
pas la discussion des phénomènes physiques sur le graphe (H,G) vu précédemment.
Ainsi, afin d’avoir un meilleur aperçu de l’évolution des caractéristiques de
surface pour ce cas, une analyse des propriétés statistiques de H et G est choisie.
En particulier, la PDF moyennée en temps de la courbure moyenne est montrée
sur la figure 4.18. Pour obtenir une telle distribution, l’espace des valeurs de H est
divisé en un nombre prédéfini de classes, puis les valeurs locales de H calculées sont
collectées à l’intérieur de ces classes. Enfin, les valeurs sont accumulées sur une
période d’environ 15 τt dans le but de réduire le bruit statistique et d’obtenir une
distribution moyennée en temps. Les lignes pointillées représentent les limites du mail-
lage (∆x) qui peuvent considérées comme la limite numérique du calcul de la courbure.
Le pic de la PDF de H est situé dans les valeurs positives de H car la zone
diluée est considérée ici. En effet, la probabilité d’avoir des bulles de gaz (H < 0) est
négligeable. À partir de cette distribution, plus d’informations concernant l’évolution de
l’interface liquide/gaz peuvent maintenant être extraites. Par exemple, la distribution
du nombre de gouttes par diamètre (NDD) du spray peut maintenant être dérivée.
En effet, en connaissant la surface totale Ai associée à chaque classe de courbure Hi ,
on peut retrouver le nombre équivalent de gouttes possédant un diamètre di = 2Hi à
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qu’un lien direct entre la NDD d’un spray et l’évolution de la courbure peut être
déterminé. Cependant, au-delà de la caractérisation de la distribution d’un spray,
l’analyse des résultats DNS peut apporter plus d’informations sur l’évolution de la
courbure ce qui peut être utile pour mieux comprendre la topologie de l’interface
liquide/gaz et donner des indications sur la modélisation de la courbure. En particulier,
sur la figure 4.20, la double PDF de (H,G) moyennée en temps est montrée avec
celle de (κ1 − κ2, κ1 + κ2). Sur la PDF de (H,G), la parabole représente les objets
de topologie sphérique (c’est-à-dire H2 = G ou encore κ1 = κ2) alors que la ligne
pointillée représente les objets de topologie cylindrique (c’est-à-dire G = 0). Sur la
PDF de (κ1 − κ2, κ1 + κ2), les lignes pointillées représentent les objets de topologie
cylindrique et ceux de topologie sphérique sont situés sur la ligne continue horizontale.
La ligne tiret-point verticale sépare les bulles des gouttes. Il est possible d’extraire
plusieurs informations intéressantes sur l’évolution de l’interface liquide/gaz en regar-
dant les PDF de distributions de courbures en surface :
• la PDF de (H,G) montre qu’en terme de distribution moyennée en temps, la
topologie de la surface liquide est principalement étirée selon deux directions. La
plupart des points sont situés sur la parabole représentative des objets sphériques
mais une limite asymptotique apparaît également sur la ligne des topologies
cylindriques. Cette distribution provient de la présence de ligaments cylindriques
qui, en raison de l’action du champ turbulent, se collisionnent et génèrent un
nuage de gouttes sphériques.
• La PDF de (κ1 − κ2, κ1 + κ2) donne des informations similaires à la PDF de
(H,G). En regardant les isocontours, on s’aperçoit que la valeur la plus probable
(contour le plus foncé) tend vers la ligne horizontale des objets sphériques et
que la PDF est étirée vers la ligne des objets cylindriques dans une moindre
mesure (contours plus clairs). Cette représentation est un peu plus lisible que
la précédente car les valeurs sont moins écrasées. En effet, dans la PDF de
(H,G), G correspond au carré d’une courbure, ce qui compresse les valeurs.
Les doubles PDF, qui peuvent être extraites des courbures de surface, donnent
une idée sur l’évolution topologique des écoulements diphasiques ainsi que sur la
population de gouttes générée dans le spray. En considérant ces résultats et ceux
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la boîte. Des éléments cylindriques allongés et étirés apparaissent et des gouttes
sphériques sont formées à partir de leurs ruptures turbulentes. La PDF de H montre,
ici, une évolution en accord avec la figure 4.18, avec un pic décalé vers les valeurs
négatives de H. La probabilité de trouver des valeurs de H inférieures à 0 n’est plus
nulle ; cela est dû à la présence de bulles (où les deux courbures principales sont
négatives) de gaz dans la phase liquide ou à des structures hyperboloïdes (structures
possédant des courbures principales de signes opposés) pouvant apparaître dans les
déformations de l’interface. A partir des visualisations de l’interface, ce sont ces
structures hyperboloïdes qui semblent majoritaires.
Sur la figure 4.22, les PDF de (H,G) et (κ1 − κ2, κ1 + κ2) sont reportées pour
le cas αl = 5%. En comparant la PDF de (H,G) avec celle de la figure 4.20, on
observe moins de structures sphériques (sur la parabole) et le pic est plus proche
de la ligne G = 0. Cela est représentatif de la variation topologique du liquide ; on
passe de structures sphériques à des structures cylindriques en augmentant la fraction
volumique de liquide. De plus, en regardant la PDF de (κ1 − κ2, κ1 + κ2), la distri-
bution n’est plus principalement sur la ligne horizontale représentant les structures
sphériques, mais est fortement étirée le long de la ligne correspondant aux structures
cylindriques (κ2 = 0). Le pic de la PDF s’est également éloigné de la ligne horizontale
par rapport au cas αl = 1%. Cela montre que pour le cas αl = 5%, l’interface possède
une gamme plus variée de courbures en comparaison du cas précédent, et est sujette
à plus de déformations.
En augmentant de plus en plus la fraction volumique de liquide (αl = 10%
jusqu’à αl = 90% Figure 4.23), un nombre important de structures liquides continues
apparaissent et des ensembles de bulles sont générés pour les cas les plus denses.
Les PDF moyennées en temps de H, ainsi que celles de (H,G) et (κ1 − κ2, κ1 + κ2),
sont montrées sur les figures 4.24 et 4.25 respectivement. Plusieurs informations
peuvent être dérivées à partir de ces graphes. Pour le cas αl = 10%, plusieurs poches
de gaz sont enfermées à l’intérieur du liquide et, comme pour le cas αl = 5%, la
probabilité d’avoir H < 0 n’est plus négligeable.
La PDF de H a un profil similaire à celui de la figure 4.18 avec le pic décalé vers
des valeurs plus faibles de H. La topologie de l’interface est maintenant fortement
modifiée et la PDF de (H,G) montre un pic au niveau des structures cylindriques
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Figure 4.23 – Visualisation de l’interface liquide/gaz pour αl = 10% (haut), αl = 50%
(centre) et αl = 90% (bas).
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liquide/gaz préserve sa continuité. La phase gazeuse est piégée à l’intérieur de ces
structures et, sur le graphe (H,G), un nombre important de bulles apparaissent au
niveau de la parabole des topologies sphériques. De manière cohérente, les courbures
principales changent leur signe. Finalement, pour le cas αl = 90%, les valeurs absolues
de H et G sont plus élevées (c’est-à-dire que les bulles ont un rayon plus petit) et
la PDF de (κ1 − κ2, κ1 + κ2) change complètement d’orientation. Le système est
étiré dans la partie des courbures principales négatives. La THI avec αl = 90% se
comporte de manière complémentaire au cas αl = 10% en terme de topologie. La
PDF moyennée en temps de H est décalée vers les valeurs négatives en raison des
bulles formées.
En comparant tous les résultats montrés jusqu’à présent, il est intéressant
de montrer que l’évolution de la courbure est consistante avec l’observation des
phénomènes physiques. Les PDF de H ainsi que les PDF doubles évoluent, tout au
long du processus d’atomisation, en gardant le même profil mais en se déplaçant vers
les valeurs négatives au fur et à mesure que la fraction volumique de liquide augmente.
Ainsi, l’atomisation provoque le décalage des courbures vers les valeurs positives. De
plus, dans la zone diluée du spray, un lien direct entre l’évolution de la courbure et la
DSD est observé.
4.6 Conclusion
Cette étude montre comment la DNS peut être employé pour améliorer la compréhen-
sion et la modélisation de l’atomisation primaire qui peut ensuite être utilisé en RANS
ou LES. En particulier, elle a pour but d’améliorer les informations disponibles dans le
modèle ELSA à travers l’introduction des courbures de l’interface liquide/gaz. Tout
d’abord, d’un point de vue mathématique, une définition étendue de la distribution de
tailles de gouttes qui peut être utilisée tout au long du processus d’atomisation est
proposée menant à la distribution des courbures en surface. Pour cela, l’extraction
des courbures est montrée pour des configurations simples comme l’instabilité de
Rayleigh-Plateau ou une collision de gouttes. Deux méthodes différentes pour extraire
les courbures ont été testées et validées. L’évolution de la courbure moyenne et de la
courbure de Gauss est analysée en détail dans le but de montrer comment le processus
de rupture d’un jet liquide en gouttes peut être décrit en terme de propriétés de
surface. Ensuite, la même procédure est effectuée sur des THI, où plusieurs cas avec
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des fractions volumiques de liquide différentes ont été étudiés. L’analyse a d’abord été
focalisée sur la zone diluée (αl = 1%) où le lien entre la DSD et la SCD a été clarifié.
En effet, à partir de la PDF de H, il a été possible d’extraire une NDD et une VDD qui
suivent une distribution log-normal standard. En étudiant des cas avec une fraction
volumique de liquide plus élevée, il a été montré que la SCD est définie même si de
larges structures sont présentes. Les doubles PDF de (H,G) et de (κ1 − κ2, κ1 + κ2)
ont été étudiées pour cette configuration et donnent un bon aperçu de l’évolution
des structures liquides dans des écoulements diphasiques. Il a également été montré
que la distribution des courbures est capable décrire la transition de la zone diluée
à une zone remplie de bulles avec une PDF de H ayant le même profil dans tous
les cas. Une perspective intéressante à ce travail serait d’implémenter une équation
de transport pour la courbure moyenne H et la courbure de Gauss G comme celles
proposées par Essadki et al. [188]. Ces équations nécessitent la connaissance de la
vitesse de l’interface. Un moyen de l’obtenir serait d’utiliser l’évolution du niveau 0 de
la fonction distance en prêtant attention à l’étape de redistance qui peut modifier
légèrement cette vitesse.
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Chap. 5 | Critère de Qualité de Ré-
solution de l’Interface
5.1 Introduction
Les écoulements liquide/gaz apparaissent dans plusieurs domaines comme l’injection
liquide de carburant, les vagues déferlantes, la cavitation, le ballottement, les sprays
pharmaceutiques, la peinture, les transferts de chaleur lors de changements de phase,
etc. Par exemple, les écoulements diphasiques ont un impact direct sur les émissions
de gaz (atomisation dans les moteurs à combustion), les efficacités des processus in-
dustriels (échangeurs de chaleur) et l’ingénierie côtière (vagues déferlantes). Plusieurs
études sont dédiées à ce genre d’écoulements que ce soit au niveau expérimental ou
numérique. Malgré d’importantes avancées récemment, des résultats expérimentaux
sont particulièrement difficiles à obtenir dans un environnement diphasique turbulent.
Concernant les développements numériques, de nombreux développements ont été
réalisés, dans la dernière décennie, pour améliorer la description de l’interface dans
différents formalismes numériques comme les simulations aux grandes échelles (LES)
ou les simulations numériques directes (DNS). L’utilisation de la DNS permet l’accès
à presque toutes les échelles des écoulements diphasiques turbulents et permet une
description précise du comportement de l’interface. Le terme "presque", utilisé dans
la dernière phrase, est important. En effet, jusqu’à maintenant, la plus petite échelle
présente dans un écoulement diphasique turbulent ne peut pas être clairement déter-
minée.
Depuis les premières études DNS de l’atomisation (Desjardins et al. [81], Her-
rmann [197], Ménard et al. [95]), la question de la résolution nécessaire pour affirmer
qu’une simulation est bien résolue est toujours sans réponse. Comme mentionné
dans Gorokhovski et Herrmann [164], peu d’études DNS illustrent la dépendance au
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maillage par une analyse de la convergence. Une discussion sur la plus petite échelle
observable dans les écoulements diphasiques y est également présente. Elle montre
que pour atteindre une bonne résolution, il faut un coût plus élevé qu’en monophasique
en raison des phénomènes de rupture entraînant la formation de structures liquides
de plus en plus petites. Plus tard, Shinjo et Umemura [104] ont réalisé une simulation
avec 6 milliards de points de maillage et, malgré cet effort important sur la résolution
du maillage, il n’est pas évident que la plus petite échelle ait été capturée avec le
maillage le plus fin. Néanmoins, de nombreuses études ont montré l’intérêt d’utiliser
la DNS pour capturer la dynamique de l’écoulement avec une méthode de suivi
d’interface. Il ne fait aucun doute que ces études sont très pertinentes, par exemple
pour avoir un aperçu sur des écoulements diphasiques turbulents complexes comme
le phénomène d’atomisation afin de compléter les données pouvant être mesurées
expérimentalement. Cependant, il serait bénéfique d’aller plus loin dans le processus
de validation en évaluant la qualité de la résolution de l’interface d’une telle simulation
numérique avec un critère objectif. Ce chapitre présente une tentative pour établir ce
type de critère via une analyse des caractéristiques de l’interface telle qu’elle a été
résolue.
D’un point de vue physique, la taille minimum des structures rencontrées dans un
écoulement diphasique devrait être gouvernée par un équilibre entre les forces d’inertie
et les forces de tension de surface. Dans un sens, il doit être possible de définir un
critère décrivant les interactions turbulence/interface et la plus petite échelle résultant
de ces interactions. L’évaluation de cette échelle est de la plus grande importance,
mais il n’y a toujours pas d’étude dans la littérature qui détermine théoriquement la
plus petite échelle d’un écoulement diphasique turbulent, comme c’est le cas pour
l’échelle de Kolmogorov dans les écoulements monophasiques. Concernant les sprays,
les échelles minimales de tailles de gouttes sont basées sur le nombre de Weber
qui représente la stabilité d’une goutte soumise à un cisaillement de la part du gaz
environnant. Cette approche est restreinte aux sprays composés de gouttes sphériques
n’étant pas soumises à d’autres contraintes internes. Les écoulements diphasiques
denses, qui sont au cœur du processus d’atomisation, incluent d’autres effets comme
les collisions ou les interactions de surface entre le liquide et le gaz. L’interface est
bien plus complexe que dans le cas d’une sphère, avec de nombreuses autres formes
possibles comme des ligaments ou des nappes liquides. Conséquemment, chaque
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plissement de l’interface devrait être considéré.
À partir du travail précurseur de Vallet et Borghi [184], la description des
écoulements diphasiques denses a été réalisée à travers le modèle ELSA (Eulerian
Lagrangian Spray Atomisation) [184, 185, 181, 198]. Dans cette approche, aucune
hypothèse n’est faite sur la forme de l’interface liquide/gaz, mais la quantité de surface
totale par unité de volume est déterminée. Il a été montré que pour une certaine
quantité de liquide sous l’influence d’une turbulence avec une intensité fixée, le ratio
entre l’énergie cinétique turbulente et l’énergie de surface atteint statistiquement une
valeur d’équilibre. Ce rapport correspond donc à un nombre de Weber turbulent à
l’équilibre, associé à l’échelle de longueur caractéristique des plissements de l’interface.
Depuis, aucun développement théorique n’a été réalisé pour déterminer cette valeur.
Pour y remédier, une estimation de cette valeur a été déterminée à l’aide de DNS
d’écoulements diphasiques turbulents [199, 135]. En raison du manque de théorie
pour paramétrer la résolution du maillage, ces études DNS ont été établies grâce à
une étude de convergence de maillage sur la quantité totale d’interface liquide/gaz.
L’écoulement diphasique turbulent considéré est une Turbulence Homogène Isotrope
(THI) dans une boîte périodique. Cette configuration relativement simple (comparée
à une configuration réaliste d’injection) a permis d’affiner le maillage jusqu’à atteindre
une convergence pour les caractéristiques étudiées comme la masse et la quantité de
surface. Mais cet effort est difficilement réalisable dans la plupart des configurations,
illustrant la nécessité de recourir à un critère efficace qui peut être calculé directement
pour évaluer la qualité de la résolution.
Récemment, Anez et al. [198] ont utilisé l’approche ELSA dans le contexte de
l’atomisation en LES. Dans ce travail, un couplage entre une méthode numérique
dédiée à la résolution de l’interface et une interface de sous-maille a été réalisé.
Pour déterminer quelle méthode est la plus adaptée pendant la simulation, la notion
de Qualité de Résolution d’Interface (IRQ pour Interface Resolution Quality) a été
proposée. Le premier critère IRQ proposé est basé sur le modèle de densité de surface
qui détermine si la quantité de surface totale estimée par le modèle peut être résolue
par la grille locale. Ce critère IRQ s’appuie sur un modèle qui inclut une estimation
de la quantité de surface de sous-maille et n’est donc pas applicable aux simulations
DNS. Mais d’autres critères IRQ, se focalisant sur la résolution de la géométrie de
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l’interface, sont plus adéquats pour les DNS avec interface résolue.
Les méthodes de résolution d’interface appartiennent à trois catégories : les
méthodes avec une interface diffuse [19] où l’épaisseur de l’interface est plus grande
que la résolution du maillage ; les méthodes de capture d’interface où l’interface est
supposée être infiniment mince comparativement à la résolution du maillage mais où
la reconstruction de l’interface n’est pas réalisée de manière explicite. La dernière
catégorie concerne les méthodes avec reconstruction de l’interface où l’intersection
de la surface avec le maillage est explicitement réalisée par une méthode géométrique
(méthodes Level Set, VOF). Cette dernière catégorie est reconnue comme étant
la plus précise car la reconstruction explicite de l’interface permet d’appliquer les
conditions de saut à travers celle-ci de manière rigoureuse.
Wardle et Weller [200] ont proposé un indicateur associé à l’IRQ basé sur le
gradient de la fraction volumique de liquide. Dans leur approche de type capture
d’interface, la transition entre les phases liquide et gazeuse doit être réalisée en moins
d’une maille. Ainsi, le gradient de la fraction volumique de liquide dans cette maille
doit être plus grand que 1
∆x
. Quand le gradient est inférieur à cette valeur, la diffusion
numérique amortit la transition entre les phases. Cet indicateur (∆x |~∇α|) surligne
un éventuel échec de ces méthodes à représenter une interface nette dans les cas
faiblement résolus (quand cet IRQα << 1). De plus, un tel critère est utile pour
détecter la diffusion numérique si la méthode de capture d’interface inclut une échelle
de longueur définie pour la transition entre les phases, ce qui est le cas pour certaines
méthodes avec une interface diffuse et de capture d’interface. Cependant, la catégorie
des méthodes de capture d’interface avec reconstruction explicite n’a pas de diffusion
numérique de l’indicateur de phase car, par définition, le profil est supposé être une
"marche" à travers l’interface. Pour ces approches, la résolution de la géométrie
de l’interface doit être évaluée différemment. L’indicateur proposé [198] compare
simplement la courbure totale de la résolution du maillage. La courbure est une sortie
standard attendue de la part de chaque simulation avec une interface résolue car elle
est nécessaire pour le calcul des forces de tension de surface. Ainsi, un IRQ basé sur
la courbure peut être utilisé pour évaluer le niveau de précision de la résolution de
l’interface pour tout type de simulation numérique. Une définition de ce critère, ainsi
qu’un rappel sur les définitions des précédents IRQ, est présentée dans une section
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ultérieure.
Pour illustrer le potentiel de ce critère, le code ARCHER [95, 194, 146, 183, 144]
est d’abord utilisé sur une configuration THI diphasique où une étude de conver-
gence peut être réalisée. Cette configuration permet de reproduire des écoulements
diphasiques turbulents pouvant apparaître dans des applications comme l’injection et
l’atomisation pour des coûts de calcul réduits. Dans une première partie, la configu-
ration THI est présentée ainsi que les principales caractéristiques de la méthode de
reconstruction d’interface utilisé dans ce travail. Ensuite, une étude de convergence en
maillage est réalisée pour comprendre l’effet de la faible résolution sur un paramètre de
calcul. Le critère IRQκ basé sur la courbure est ensuite défini et analysé. Finalement,
une tentative est réalisée pour résumer l’information pouvant être extraite de l’IRQκ
afin de proposer un critère global aidant à définir le niveau de résolution requis pour
les simulations d’écoulements diphasiques.
5.2 Équations fondamentales et méthodes numériques
5.2.1 Équations de Navier-Stokes et méthode de capture d’interface
On reprend ici le code ARCHER décrit dans la section 3.2 qui utilise une méthode
CLSVOF couplée avec une méthode de projection pour effectuer les simulations
numériques directes des équations de Navier-Stokes incompressibles :
∂u
∂t
+ ~u · ~∇~u = −∇P
ρ
+
1
ρ
~∇ · (2µǫ¯) + ~f + 1
ρ
σHδ(φ)~n (5.1)
avec P , la pression ; ~u, le vecteur vitesse et ǫ¯, le tenseur des taux de déformation. À
l’interface, la force de tension de surface peut être basée sur la distribution de Dirac
δ (φ). Les équations sont résolues de la même manière que dans la section 3.2 et le
calcul de la courbure s’effectue de la même manière que dans le chapitre précédent.
5.2.2 Configuration numérique
Dans le but d’étudier les effets de la résolution du maillage sur un écoulement
diphasique turbulent, la configuration numérique développée par Duret et al. [135]
est retenue. Elle correspond à une Turbulence Homogène Isotrope (THI) incluant
un écoulement liquide/gaz avec une intensité de turbulence constante induite par
un forçage linéaire sur les deux phases. L’avantage de cette configuration est la
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possibilité d’étudier l’évolution de l’écoulement et en particulier sa statistique en
accumulant des données à la fois en temps et en espace. Le domaine de calcul est
une boîte cubique avec des conditions aux limites périodiques. Cette configuration est
supposée être représentative de l’écoulement diphasique pouvant être rencontré dans
des applications comme l’injection ou l’atomisation. Elle a été utilisée avec succès
pour déterminer les caractéristiques de tels écoulements [135, 201, 194, 136]. Avant
de voir le problème de la résolution de l’interface, la configuration numérique est
testée et validée en suivant la procédure décrite dans Duret et al. [194].
Figure 5.1 – Représentation de la surface pour une configuration THI avec φ = 5%
(haut) et φ = 10% (bas) pour un maillage 32× 32× 32 (gauche) et 256× 256× 256
(droite).
La figure 5.1 représente un instantané typique de la surface pour deux valeurs
différentes de fraction volumique de liquide et pour différents maillages. Cette figure
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illustre l’effet sur l’écoulement de la fraction volumique moyenne de liquide ; des
gouttes sont présentes en majorité seulement pour des cas très dilués. Des fractions
volumiques de liquide plus importantes ont été étudiées précédemment où aucune
goutte n’est présente. En suivant l’écoulement temporellement, les collisions jouent
un rôle très important sur l’évolution de caractéristiques de surface. Concernant la
résolution du maillage, il apparaît que l’augmentation du nombre de mailles permet
l’apparition de plus petites structures au niveau de l’interface. La question est donc
maintenant de savoir jusqu’à quel point le maillage doit être affiné.
5.3 Niveau de résolution de l’interface dans les écoulements diphasiques
turbulents
5.3.1 Échelles de l’interface pouvant être résolues
Dans les écoulements diphasiques turbulents, il n’y a pas de définition de la plus
petite échelle de longueur théorique équivalente à l’échelle de Kolmogorov pour les
écoulements monophasiques. L’échelle de Batchelor pour un scalaire (que l’on aurait
pu identifier à la fraction volumique de liquide) n’est pas applicable car le liquide
et le gaz sont non-miscibles et donc le nombre de Schmidt est infini. Quelques
tentatives ont été effectuées pour définir le diamètre stable d’une goutte soumise
à une force particulière : le cisaillement moyen pour une goutte avec une vitesse de
glissement fixée par rapport à la phase gazeuse, ou une goutte contrainte par une
turbulence homogène du gaz environnant [202]. Cependant, ces approches ne sont
valides que pour un cas particulier et la taille caractéristique de l’interface basée sur une
théorie générale de la turbulence dans des écoulements diphasiques reste à développer.
Ainsi, pour l’instant, concernant la simulation numérique d’une interface résolue,
seulement une étude de convergence en maillage peut être réalisée afin de s’assurer
que l’écoulement est complètement résolu. À ce niveau, il est important de préciser
que l’étude de convergence doit être basée sur des paramètres que l’on souhaite
préserver. En effet, la plus petite échelle de longueur des plissements de l’interface
produite par l’écoulement tend vers zéro même pour un événement simple comme la
rupture d’un ligament cylindrique. Au niveau de la rupture, le cylindre est "pincé"
jusqu’à une taille associée à l’épaisseur de l’interface. Par construction, la méthode
de résolution d’interface considère cette échelle comme étant petite devant la taille
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maille [198]. Cet IRQ local n’est pas applicable ici car, d’une part, une interface
complètement résolue est recherchée et, d’autre part, aucune équation n’est disponible
dans la présente simulation pour estimer la densité d’interface non-résolue. Un autre
IRQ, basé sur le gradient de la fraction volumique de liquide, a été proposé par Wardle
et Weller [200] dans le contexte du solveur interFoam du logiciel OpenFOAM [203].
Ce solveur contient une procédure numérique pour préserver le gradient de la fraction
volumique de liquide et maintenir un profil "marche" au niveau de l’interface. Cette
procédure revient à limiter les effets de diffusion numérique. Cependant, pour les
maillages trop faiblement résolus, on peut observer une diminution du gradient de
fraction volumique à travers l’interface. Puisque la transition est supposée se produire
sur une seule maille d’épaisseur ∆x , le gradient attendu doit être de l’ordre de 1
∆x
.
Ainsi, un critère IRQ du genre IRQα = |~∇α|∆x est sûrement pertinent pour cette
approche. Ce critère peut être généralisé à n’importe quelle approche d’interface
diffuse, même quand la longueur de transition λ est prescrite (épaisseur artificielle de
l’interface). Celle-ci doit alors être utilisée à la place de ∆x menant à : IRQα = λ|~∇α|.
Cependant, pour les méthodes de capture d’interface avec reconstruction, l’épaisseur
est, par définition, infiniment petite. Pendant l’étape de reconstruction, un profil
"marche" est imposé pour la fraction volumique de liquide à travers l’interface. Ce
critère IRQα n’est donc pas applicable pour cette méthode.
5.4.2 IRQκ basé sur la courbure
On peut voir que l’échelle des plissements de l’interface est directement reliée à
la courbure de l’interface. Quand la courbure est trop importante, la méthode de
reconstruction d’interface échoue à représenter les changements topologiques et cet
échec peut avoir un impact local ou global sur le mécanisme d’atomisation (Figure
5.1). Pour identifier ce genre de problèmes, une définition d’un critère IRQκ basé
sur la courbure est proposée ici. Le critère IRQκ est directement dépendant des
courbures principales κ1 et κ2 et de la taille de maille ∆x : IRQκ =
1
∆x |κ1+κ2| . Une
autre définition, plus adéquate, de ce critère serait IRQκ =
1
2∆x max(|κ1|,|κ2|) ; le facteur
2 devant ∆x permettant une comparaison avec la première définition. En effet, cette
définition est plus restrictive et permet d’assurer la résolution dans les deux directions
principales. Une comparaison entre ces deux définitions est montrée sur la figure
5.6. Sur cette dernière, un ligament est considéré mal résolu dans le second cas car
seulement une des deux direction principales est bien résolue. Dans le premier cas,
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la forte courbure dans la première direction est compensée par la faible courbure
dans la seconde direction conduisant à une "bonne" résolution du ligament. Par la
suite, la première définition IRQκ =
1
∆x |κ1+κ2| est néanmoins conservée afin d’avoir
une définition applicable sur une majorité des codes de calcul. En effet, la courbure
totale κ1 + κ2 est généralement accessible mais pas chaque courbure principale prise
séparément.
Figure 5.6 – Représentation de la surface pour une configuration THI avec φ = 5%
pour IRQ = 1
∆x |κ1+κ2| (gauche) et IRQ =
1
2∆x max(|κ1|,|κ2|) (droite). Les surfaces en
noir ont un IRQ inférieur à 2.
Ce critère met en avant les régions sous-résolues de l’interface et, quand il est
moyenné, donne une indication sur la qualité globale de la simulation. Par exemple,
comme illustré sur la figure 5.7, IRQκ = 1 est équivalent à une sphère avec 2 mailles
dans le rayon et correspond donc à une zone faiblement résolue alors que IRQκ = 2
représente 4 mailles dans le rayon et donc une interface résolue.
Pour la configuration THI, les surfaces présentées précédemment (Figure 5.1)
sont maintenant analysées à l’aide du critère IRQκ(Figure 5.8). En utilisant une
valeur seuil égale à 2, les surfaces sous-résolues (IRQκ < 2) sont coloriées en noir.
Pour le cas avec un maillage faiblement résolu (32× 32× 32), beaucoup d’échelles
non-résolues ne sont pas capturées et il apparaît que le critère IRQκ est bien adapté
pour identifier localement les zones de l’interface qui ne sont pas complètement
résolues. Aussi, pour le cas faiblement résolu, une grande partie de la surface totale
est identifiée comme étant non-résolue (55% de la surface est concerné pour le
cas THI avec 5% de liquide, et 30% de la surface pour le cas THI avec 10% de
liquide qui possède de plus grosses structures). Au contraire, pour le maillage très
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IRQ = 1 IRQ = 2
Figure 5.7 – Exemples de valeurs d’IRQ pour une sphère (plan de coupe 2D) pour
différents maillages.
fin (256× 256× 256), la majorité de la surface est bien résolue et seulement 3% de
la surface est sous-résolu pour le cas THI avec 5% de liquide (2.5% de la surface
pour le cas avec 10% de liquide). Les pourcentages donnés précédemment sont des
valeurs moyennes ; la valeur étant fluctuante en raison des différents événements
se déroulant dans la configuration turbulente (coalescences, ruptures, ...). Puisque
le schéma numérique du code ARCHER utilisé ici combine les méthodes VOF et
Level Set dans le but d’assurer la conservation de la masse, la masse de liquide est
préservée même dans les zones faiblement résolue. Conséquemment, l’échelle de
plissement de l’interface est en quelque sorte capturée à une échelle juste supérieur à
la résolution du maillage. Le comportement numérique de ce schéma limite ainsi les
déformations de l’interface de manière similaire à l’ajout d’une force de tension de
surface numérique. D’autres schémas auraient certainement agi différemment selon
le type de traitement de l’interface. Mais, tant que le schéma préserve la transition
de type marche au travers de l’interface, le critère IRQκ sera capable de détecter
les zones de l’interface non-résolues et semble donc bien adapté pour caractériser le
niveau de résolution de l’interface.
5.4.3 PDF de l’IRQ et analyse globale
Comme pour la distribution des courbures analysée précédemment, la statistique de
IRQκ peut être scrutée afin de déterminer globalement le niveau de résolution de
l’interface. Sur les cumulatives de l’IRQ (Figure 5.9), on retrouve les pourcentages de
surfaces non-résolues annoncés précédemment. La faible précision du cas 32×32×32
est visible avec une pente très raide pour les faibles valeurs d’IRQ. Ce profil s’étale
de plus en plus au fur et à mesure que le maillage est affiné et un pourcentage très
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Figure 5.8 – Représentation de la surface pour une configuration THI avec φ = 5%
(haut) et φ = 10% (bas) pour un maillage 32× 32× 32 (gauche) et 256× 256× 256
(droite). Les surfaces en noir ont un IRQ inférieur à 2.
faible de surfaces non-résolues est observé pour le cas le plus fin 256× 256× 256.
La PDF de l’IRQ (Figure 5.10) permet de voir instantanément si la simulation
est bien résolue ou non avec la position du pic de probabilité. Ainsi, pour le cas
32× 32× 32, ce pic est situé dans la zone faiblement résolue. De même que pour
l’étude de convergence de la densité de surface (Figure 5.3), ce n’est qu’à partir
d’un maillage 128× 128× 128 que la simulation peut être considérée comme étant
bien résolue. Pour le cas 64 × 64 × 64, bien que le pic soit en dehors de la zone
hachurée, une part non négligeable de la courbe se situe à l’intérieur montrant que ce
cas est encore faiblement résolu. Une nouvelle fois, la convergence statistique n’est
pas établie dans la zone des faibles valeurs d’IRQ pour les mêmes raisons que pour
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est basée sur l’étude de Anez et al. [198].Toutes les autres conditions aux limites sont
des conditions de sortie libre. Les paramètres physiques sont reportés dans la Table 5.1.
Table 5.1 – Paramètres physiques du cas ECN Spray A original avec We ≃ 1044 et
Re ≃ 70356.
ρg ρl µg µl σ
(kg ·m−3) (kg ·m−3) (kg ·m−1 · s−1) (kg ·m−1 · s−1) N ·m−1
22.8 713 1.8343× 10−5 7.248× 10−4 0.0243
Ces paramètres correspondent au cas Spray A original c’est-à-dire avec des
nombres de Weber et de Reynolds élevés (We ≃ 1044 et Re ≃ 70356). Les relations
utilisées pour ces nombres sont :
We =
ρgU
2
maxDg
σ
(5.2)
Re =
ρlUmaxDinj
µl
(5.3)
avec Dg = ∆x comme dans Ménard et al. [95]. Ce cas ne peut pas être décrit
précisément en DNS en raison de ces nombres trop élevés, mais il peut être intéres-
sant de voir le degré de précision en utilisant les paramètres originaux ainsi que le
comportement de nos critères de résolution.
Sur la figure 5.11 à gauche, l’impossibilité de représenter ce cas avec ce niveau
de résolution de maillage via une approche de type DNS est montrée. La majorité
des gouttes présentent un faible IRQ et sont donc faiblement résolues. De plus, la
surface du jet central est très plissée, présentant des zones avec de fortes courbures
qui ne sont pas bien résolues. Les régions sous-résolues représentent, pour ce cas,
33.5% de la surface totale (IRQ < 1 sur la figure 5.12-gauche) et 26% de la surface
est moyennement résolue (1 < IRQ < 2 sur la figure 5.12-droite). La PDF de l’IRQ
moyennée en temps (Figure 5.13-haut-gauche) confirme l’observation précédente
avec un pic autour de IRQ = 0.6 et un faible écart-type. En effet, la probabilité
tend rapidement vers 0 pour des valeurs d’IRQ dans la partie résolue qui ne sont pas
très élevées. De plus, la probabilité tend également vers 0 quand l’IRQ tend vers 0,
ce qui montre bien le comportement du schéma numérique CLSVOF qui prévient
les courbures très élevées afin de limiter les situations susceptibles d’engendrer des
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La plupart des simulations directes de jet sont effectuées avec des nombres de Weber
et de Reynolds plus faibles. Un autre cas a donc été réalisé avec les nombres We ≃ 10
et Re ≃ 5795 similaires à ceux utilisés dans Ménard et al. [95] afin d’avoir une
meilleure résolution. Les nouveaux paramètres sont reportés dans la Table 5.2. Les
conditions d’injection restent cependant les mêmes pour capturer principalement
l’effet sur l’interface des paramètres physiques des fluides qui sont supposés limiter
sa déformation.
Table 5.2 – Paramètres physiques du cas ECN Spray A avec We ≃ 10 et Re ≃ 5795.
ρg ρl µg µl σ
(kg ·m−3) (kg ·m−3) (kg ·m−1 · s−1) (kg ·m−1 · s−1) N ·m−1
22.8 713 1.8343× 10−5 8.8× 10−3 2.54
Ce type de simulation est représenté sur la figure 5.11 au centre. Dans ce cas,
la majorité des surfaces sous-résolues viennent des petites gouttes à la périphérie du
jet central. Cependant, ici, beaucoup moins de régions non résolues (coloriées en noir
pour IRQκ < 2) sont visibles. En raison du faible niveau de turbulence (faible nombre
de Reynolds) et d’une force de tension de surface élevée (faible nombre de Weber),
les instabilités avec une haute fréquence spatiale sont amorties et les structures
développées ont une courbure plus faible permettant une meilleure résolution. Le
pourcentage de surfaces moyennement résolues est un peu plus faible que celui du
cas original mais les surfaces sous-résolues sont fortement réduites (Figure 5.14).
Elles correspondent à seulement 8% de la surface totale. La PDF de l’IRQ (Figure
5.13-haut-droite) est décalée vers des valeurs plus grandes d’IRQ et le pic est autour
de 1.1. Des valeurs plus élevées d’IRQ (et donc des valeurs plus faibles de courbures)
sont davantage représentées et le profil de la PDF est plus étalé que dans le cas
précédent. Même si ce cas, avec des nombres de Weber et de Reynolds plus faibles,
est évidemment mieux résolu que le cas original, il y a toujours 23% de la surface
totale qui a un IRQ inférieur à 2, illustrant une simulation peu précise. Cependant, il
est plus difficile d’être bien résolu dans ce type de simulation où la turbulence injectée
a une gamme plus large d’échelles, et donc atomise davantage le jet, que d’autres
études avec des paramètres similaires mais où la turbulence injectée artificiellement est
principalement composée de grandes échelles (voir Ménard et al. [95] par exemple). En
effet, ici, l’injection de turbulence provient d’une simulation LES réalisée à l’intérieur
d’un injecteur où de larges tourbillons sont présents au centre et où de petits tourbil-
Romain Canu University of Rouen - CORIA July 4, 2019



174 Critère de Qualité de Résolution de l’Interface
Romain Canu University of Rouen - CORIA July 4, 2019
Chap. 6 | Conclusion et perspectives
Conclusion générale
Le but de cette thèse est de développer un code pour simuler des écoulements
compressibles avec changement de phase et étudier les phénomènes d’atomisation
à partir de l’analyse des courbures locales de l’interface liquide-gaz. Cette analyse
permet d’étendre le concept de distribution de tailles de gouttes à une distribution
ds courbures, et de définir un critère de résolution pour les simulations numériques
directes d’atomisation.
Tout d’abord, un état de l’art des différentes méthodes existantes pour le suivi
d’interface, pour les écoulements compressibles et pour le changement de phase a
été réalisé.
Dans un premier temps, les avantages et les inconvénients des méthodes de suivi
d’interface ont été présentés ainsi que leurs évolutions par rapport à leur formulation
d’origine. Deux groupes ont émergé : les méthodes lagrangiennes et les méthodes
eulériennes. Pour le premier groupe, des particules sont employées pour repérer
l’interface. Ces particules peuvent se répartir en surface ou en volume représentant
ainsi, soit directement l’interface, soit les différentes phases présentes dans le domaine.
Différentes améliorations ont été réalisées notamment au niveau de la conservation de
la quantité de mouvement et du moment cinétique ainsi qu’au niveau du traitement
des conditions aux limites. Celles-ci nécessitent une implémentation particulière en
raison des particules qui ne sont pas fixes. Cependant, malgré certaines tentatives
pour y remédier, la répartition des particules reste un problème ; celles-ci peuvent
s’accumuler dans certaines zones. De plus, la prise en compte des changements de
topologie de l’interface ainsi que l’obtention de ses propriétés géométriques comme
la courbure et la normale ne sont pas directes.
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Ensuite, concernant le second groupe (les méthodes eulériennes), deux méth-
odes sont souvent utilisées : les méthodes VOF et Level Set. Les méthodes VOF
permettent une bonne conservation de la masse mais la représentation de l’interface,
que ce soit par des méthodes SLIC ou PLIC, n’est pas aussi satisfaisante qu’en
Level Set. Pour les méthodes Level Set, c’est l’opposé : l’interface est représentée
précisément mais la méthode souffre d’une mauvaise conservation de la masse. En
effet, les réinitialisations effectuées, afin de conserver la propriété de fonction distance
à l’interface, peuvent déformer l’interface et la déplacer ne garantissant pas une masse
conservée.
Par conséquent, des couplages ont été développés pour tirer avantage des
différentes méthodes. Un couplage entre la méthode Level Set et une méthode la-
grangienne permet ainsi une représentation précise de l’interface avec une bonne
conservation de la masse. Mais le coût de calcul peut devenir un problème lors de
configurations complexes avec d’importantes déformations de l’interface. Le couplage
qui nous a, alors, semblé le plus adapté est celui entre les méthodes VOF et Level
Set.
Dans un deuxième temps, une liste des différents solveurs utilisés pour la résolu-
tion des écoulements compressibles et du changement de phase a été effectuée. Pour
la simulation d’écoulements compressibles, des solveurs de Riemann sont fréquemment
utilisés ; essentiellement dans le contexte des ondes de choc (écoulements à fort
nombre de Mach). Cependant ces solveurs ne tendent pas vers la limite incompressible
et présente une dissipation numérique importante quand les écoulements ont un faible
nombre de Mach. Cependant, de récents travaux ont permis d’améliorer la description
des écoulements à bas Mach, étendant ainsi la gamme des nombres de Mach pouvant
être simulée avec ce formalisme. Un inconvénient majeur de ce type de solveurs est
la résolution explicite des équations ayant un fort impact sur le temps de calcul, à
cause d’un pas de temps fixé sur la vitesse du son.
D’autres formalismes, permettant la résolution des écoulements compressibles,
ont également été étudiés : il s’agit des solveurs implicites ou semi-implicites. Cer-
tains auteurs emploient des méthodes Low-Mach pour les écoulements faiblement
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compressibles, en considérant le liquide comme étant incompressible et faisant varier
la masse volumique dans le milieu gazeux. On remarque que ces méthodes peuvent
rapidement devenir coûteuse en temps de calcul dans les cas où le nombre d’inclusions
gazeuses dans le liquide s’avère être important. D’autres emploient des méthodes
basées sur la pression avec une méthode de projection pour découpler la vitesse et
la pression. Ces méthodes résolvent une équation pour la pression et utilisent une
équation d’état pour le calcul de la masse volumique.
Concernant le calcul de l’évaporation, la majorité des codes utilisent un formal-
isme incompressible dans la littérature. Ceux utilisant un formalisme compressible
sont soit des solveurs de Riemann soit des méthodes à densité variable. Cependant,
à notre connaissance, aucun code n’emploie de méthode basée sur la pression avec
un couplage de méthodes de suivi d’interface comme la méthode CLSVOF. Cette
dernière approche a été choisie dans cette thèse.
Le troisième chapitre se focalise sur le développement d’un code compressible
avec changement de phase. Après une présentation du code de calcul utilisé et de ses
spécificités, l’extension du code dans un formalisme compressible a été abordée. Elle
s’est déroulé en plusieurs phases. Tout d’abord, pour le suivi d’interface, une méthode
CLSVOF a été choisie et a consisté à ajouter un terme supplémentaire dans l’équation
de la fraction volumique de liquide pour prendre en compte la compressibilité. Un
autre terme est également apparu en présence de changement de phase. Ensuite,
chaque terme a été explicité dans le développement de la méthode de projection.
La conversion de l’algorithme de Rudman en compressible a été réalisé en prenant
des masses volumiques locales dans le calcul des flux de masse et de quantité de
mouvement. De plus, les masses volumiques de chaque phase n’étant plus constantes,
une attention particulière a dû être portée sur le sens des flux afin de prendre en
compte les masses volumiques adéquates. Concernant le tenseur visqueux, des termes
supplémentaires sont également apparus en raison de la divergence non nulle de la
vitesse. Enfin, le solveur de Poisson a également dû être adapté en compressible
notamment au niveau des conditions limites.
Les résultats sur les différents cas de validation abordés ont démontré la bonne
implémentation de la méthode ainsi que sa précision et sa robustesse. En effet, le
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cas du choc diphasique a permis de mettre en avant la capacité du code à gérer de
forts ratios de pression et de masse volumique. Celui de la colonne d’eau oscillante a,
quant à lui, montré la précision de la méthode avec une bonne conservation de la
masse ainsi qu’une excellente convergence en maillage. Enfin, le code a également été
validé sur une configuration plus complexe de type THI où une première tentative de
représentation de l’évaporation a été effectuée avec succès bien qu’utilisant un taux
d’évaporation constant. Néanmoins, ces premiers résultats satisfaisants ont permis de
poursuivre en testant l’évaporation avec un taux plus réaliste basé sur la thermique.
La seconde partie de ce chapitre a été dédiée à l’implémentation des équations
de l’énergie et de la fraction massique afin de permettre une évaporation plus réaliste.
Les différentes équations ont été développées dans leur formalisme compressible et
les modifications qu’elles apportent ont été ajoutées au code. L’implémentation de
l’équation de l’énergie a ensuite été validée sur une configuration théorique simple
considérant uniquement le phénomène de diffusion. Enfin, une configuration simulant
une évaporation d’une goutte a été réalisée. Elle a montré des résultats satisfaisant
concernant la régression de l’interface et la diffusion de la température. Cependant,
un problème de conservation de la masse a été observé montrant une anomalie au
niveau du transfert de masse au moment de l’évaporation.
Puis, le quatrième volet de cette thèse s’est orienté sur l’étude de l’atomisation
d’un jet liquide par l’intermédiaire des courbures locales de l’interface liquide-gaz. Une
définition étendue de la distribution de tailles de gouttes, basée sur ces courbures,
a d’abord été introduite permettant d’avoir une définition valide tout au long du
processus d’atomisation et ne dépendant pas de la présence effective de gouttes.
Puis, la méthode de calcul des courbures principales au sein du code ARCHER incom-
pressible a été présentée. Deux configurations simples ont été réalisées pour analyser
comment la rupture d’un jet liquide et une collision de gouttes peuvent être décrit en
terme de distribution des courbures. Plusieurs représentations ont été étudiées afin
de déterminer la plus adaptée à la description des phénomènes d’atomisation. Les
différentes zones des diagrammes ont été également analysées pour pouvoir repérer
la topologie des structures pouvant apparaître lors de la simulation.
Ensuite, afin de représenter tout le processus d’atomisation, plusieurs configura-
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tions de type THI ont été effectuées à différents pourcentages de fraction volumique
de liquide ; allant de 90%, pour la représentation de la zone dense, à 1%, pour la
représentation de la phase dispersée. Le cas 1% a ainsi permis de mieux voir le lien
entre la distribution des courbures et la distribution de tailles de gouttes. En effet,
retrouver une distribution en nombre et en volume des gouttes est possible à travers la
distribution de la courbure moyenne H. Les cas ayant une fraction volumique de liquide
plus élevée ont montré la validité de cette distribution des courbures en présence
de structures non sphériques. De plus, une étude statistique sur toute la durée de
la simulation et pour différentes fractions volumiques de liquide a permis d’observer
l’évolution des structures liquides ainsi que la transition entre la phase dense et la
phase dispersée d’un spray. Cette dernière étant visible sur les PDF moyennée en
temps de la courbure moyenne H.
L’exploitation des données de courbure s’est poursuivie avec le développement
d’un critère pour la qualité de résolution de l’interface. Le code ARCHER incom-
pressible a également été utilisé pour cette étude. Tout d’abord, les concepts de
résolution d’interface et de plus petite échelle d’un écoulement diphasique turbulent
sont évoqués montrant qu’aucune définition rigoureuse n’existe sur l’estimation de
cette échelle. De plus, toutes les échelles des plissements de l’interface ne peuvent
pas être capturées. Ainsi, il a été indiqué que pour juger de la qualité d’une simulation,
la conservation de quantités prédéfinies comme la masse ou la quantité de surface
doit être vérifiée. Le moyen généralement employé pour évaluer la conservation de
ces grandeurs est une étude de convergence en maillage. Cette étude a été réalisée,
pour les paramètres précédents, sur une configuration THI montrant une convergence
à partir d’un maillage 1283. Une étude de convergence a aussi été effectuée sur la
distribution des courbures confirmant ce résultat. Cependant, une convergence en
maillage est difficilement réalisable sur des configurations plus complexes que la THI
telles que l’injection d’un jet liquide. Ainsi, un autre critère a dû être développé pour
juger de la qualité d’une simulation.
Les critères déjà existants ont été rappelés. Il a ensuite été montré que les
critères basés sur la quantité de surfaces résolues et sur le gradient de fraction
volumique de liquide n’étaient pas pertinents dans notre formalisme. En effet, pour le
premier, une estimation de la densité d’interface non-résolue est nécessaire et, pour le
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second, l’interface est supposée avoir une certaine épaisseur, ce qui est incompatible
avec le profil "marche" imposé par la méthode de reconstruction d’interface. L’échelle
des plissements de l’interface étant directement reliée aux courbures locales, un critère
basé sur les courbures a été choisi. Ce critère a été appliqué sur la configuration THI
précédente afin de confirmer l’étude de convergence en maillage réalisée. Il a ensuite
été appliqué sur différentes configurations d’injection d’un jet liquide soulignant le fait
que, dans des conditions réalistes, une bonne résolution est difficilement atteignable
pour ce cas. De faibles nombres de Weber et de Reynolds sont donc requis pour ces
configurations. Néanmoins, il a été reporté que certaines informations, comme le
profil de fraction volumique moyenne ou la PMD, restent accessibles même pour les
cas les plus contraignants.
Perspectives
Les premiers résultats concernant l’évaporation dans un formalisme compressible, bien
qu’étant encourageants sur certains points, requièrent d’être améliorés notamment
sur la conservation de la masse. Une étude plus approfondie sur les origines de la
perte de masse, et plus particulièrement sur le transfert de masse au moment de
l’évaporation, devra être effectuée. De plus, une possible amélioration du couplage
entre les équations de l’énergie et de la fraction massique de vapeur avec le reste
du code pourra être envisagée ; notamment celui entre la température et la masse
volumique.
Une fois l’évaporation fonctionnelle, il sera possible d’étudier les phénomènes
de vaporisation dans une configuration simplifiée d’atomisation turbulente telle que la
configuration THI diphasique. Des propositions de nouveaux modèles d’évaporation
ainsi qu’une comparaison entre les résultats DNS et les modèles existants pourront
donc être menées.
Ensuite, au niveau des conditions aux limites, des conditions de sorties libres pour
les écoulements compressibles devront être implémentées. Une des difficultés majeures
pour ce type de conditions aux limites est le traitement des ondes acoustiques. En
effet, ces dernières peuvent se réfléchir sur les bords du domaine de calcul. Une
des solutions possibles est l’implémentation des conditions NSCBC (Navier Stokes
Characteristic Boundary Conditions) qui consistent à effectuer une approximation de
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l’avancement des variables sur les bords du domaine à partir des équations d’évolution.
Concernant la distribution des courbures, cette étude contribue à améliorer les
informations disponibles pour les modèles d’atomisation. Par exemple, dans le modèle
ELSA, au niveau de la transition entre les descriptions eulérienne et lagrangienne, la
distribution des courbures pourra permettre d’injecter des particules avec une certaine
distribution des diamètres au lieu d’avoir un pic de Dirac au niveau d’un seul diamètre.
De plus, la distribution des courbures permet d’étendre la définition de la distribution
de tailles de gouttes d’un spray et ainsi d’avoir une description continue du phénomène
d’atomisation. Des équations de transport pour les courbures moyenne H et de Gauss
G pourront être développées et modélisées, en se basant par exemple sur les travaux
de Essadki et al. [188]. Ces équations nécessitant la connaissance des vitesses au
niveau de l’interface, une solution pour implémenter ces vitesses serait d’utiliser le
transport de la fonction distance et notamment l’iso-surface 0.
Enfin, le critère développé pour évaluer la résolution d’une interface complexe
pourra être utilisé afin de déterminer le degré de précision d’une simulation sans néces-
sairement passer par une étude de convergence en maillage. De plus, l’identification
des zones sous-résolues pourrait permettre d’utiliser des schémas numériques adap-
tés de manière locale, au niveau de ces zones, qui seraient trop coûteux pour une
utilisation globale. Un article sur ce critère est en cours de rédaction.
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