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Many questions have arisen concerning grading systems.
From a review of the current literature, it is apparent that
very little mathematical analysis has been completed in this
area. Since the grading process as most often used is a
mathematical process, it seems desirable to examine grading
systems from the mathematical point of view.
In this paper the familiar five-letter grading system is
modeled mathematically. Variance of the grade point average
is used as the measure of effectiveness. The grading system
and its parameters are defined and the effect of variation
in the parameters of the student performance distribution is
observed. The effect of having multiple graders in a grading
system is also modeled as is the effect of changing the
number of grading categories in a grading system.
Grade data was obtained from the records of a number of
students who attended the Naval Postgraduate School and an
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During the past few years a number of colleges and uni-
versities have modified their grading systems. This experi-
mentation has come about because of a feeling that earlier
grading systems are inadequate. Many aspects of grading
systems have come under attack as not doing what they should
do.
At present the grading system in predominant use is the
five-letter system with a numerical value assigned to each
letter which allows combination of grades into a grade point
average. The grade point average is often used for deter-
mination of class standing or ranking the students in order.
Alternative evaluation systems have been proposed to replace
this basic system and its variations. One of the most
radical systems proposed is that of independent study with
no determination of grade being made, not even pass or fail.
This system is not likely to replace the current systems in
the near future, yet consideration of such a system points
out that even the basic concepts concerning student evalua-
tion are being questioned.
One significant alteration to the present system that is
being used to some extent is the pass-fail system. Instead
of five possible grades or levels of achievement, only two
are present in this system, pass or fail. Yet other possible
systems are being implemented or experimented with, such as

increasing the number of grading categories and imposing uni-
formity in the percentages of each of the grades given by
different graders in the same system.
The Aeronautical Engineering Department of the Naval Post-
graduate School is currently testing a new system of grading.
This system replaces the usual letter grades and their
numerical equivalents with "operational" grades. These
"Operational" grades represent decisions as to whether a
student's performance in a course warrants credit toward a
specified degree. This new system was proposed to correct
the deficiency in the letter grade-numerical system of the
sometime unclear relationship between individual course per-
formances by a student and the ultimate decision regarding
granting of a degree, as well as other deficiencies.
B. SUMMARY OF LITERATURE CONCERNING GRADING
There has been a considerable amount of literature
devoted to grading system questions. However, most of this
literature takes the form of expression of opinion, with
apparently little objective study being done. Many rela-
tively unimportant issues are considered at length while
basic issues, such as how well grades serve their intended
purpose, appear to be almost ignored. In many cases where
the important issues are considered, it is in an unobjective
manner with inferences made from questionable data.
Explanations of grading fundamentals and other aspects
of grading can be found in many educational and psychological
measurement textbooks. Examples of such textbooks are:

Psychological Measurement and Prediction , by Paul Horst (5),
Assessment of Behavior , by John E. Horrocks (4), and Measur -
ing Educational Achievement , by Robert L. Ebel (1). Numerous
articles are available in various educational journals con-
cerning proposed changes in the present grading system. A
good summary of such literature and a representative listing
of it is found in the American Association for Higher Educa-
tion Research, Research Report Number 3, by Johnathan R.
Warren, entitled "Current Grading Practices," (10). The
bibliography of this paper also contains several references
on this subject.
There are few mathematical treatments of grading ques-
tions. In a paper titled, "Relations Between Grade Point
Averages and Collegiate Course Grade Distributions," by
Bruce G. Rodgers and William A. Mehrens (8), a model is pro-
posed for predicting grade point average distributions from
given grade distributions, allowing educational institutions
to assess the possible effects of grading policy changes
before actually implementing them. Robert L. Ebel, in a
paper titled, "The Relation of Scale Fineness to Grade
Accuracy," (2), states that "regardless of the inaccuracy
of the basis for grading, the finer the scale used for re-
porting grades, the more accurate the grade reports will be."
Ebel's method of proof of this statement is to present a
single numerical example; it is not proven in general. This
particular question will be addressed later in this paper.

C. THE PROBLEM
As mentioned above, there is a large amount written on
opinions concerning grading questions, yet little about the
theoretical aspects of grades. Grading and computation of
grade point averages are mathematical processes and investi-
gation of the subject in a mathematical light seems highly
desirable. It is the intent of the author to examine various
grading system characteristics, primarily from a mathematical
point of view, with the aim of gaining insight into grading
systems and procedures. Mathematical models of grading sys-
tems should aid in answering such important questions as,
"How well do grading systems do what they should do?" and,
"How will changes in grading system structure effect the
effectiveness of the system?"
In this paper the variance of grade point average (GPA)
is used as the measure of effectiveness in the basic model
and its variations. The author feels this to be justified
since GPA is often used in practice to differentiate between
students and to rank them. The smaller the variance of the
GPA of individual students, the more accurate the ranking
according to GPA and the more informative the GPA, assuming
unbiasedness in the statistical sense. Variance of GPA was
chosen as the measure of effectiveness also because it could
easily be modeled. Using this measure of effectiveness,
various aspects of grading systems are modeled and the effect!
of certain parameter changes are observed. Rather than
directly determine the benefits of particular grading systems

in this paper the relationships between various parameter
in the GPA process will be examined.
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II. THE EFFECT OF VARIATION IN STUDENT
PERFORMANCE LEVEL ON VARIANCE OF GPA
The purpose of the models used in this and following sec-
tions is to gain insight into the GPA process. Thus in some
cases the models may be unrealistic and overlook true compli-
cations. This paper is also limited to consideration of the
traditional letter grade-numerical equivalent GPA system.
Despite these limitations, insight into various grading sys-
tem questions can be obtained from the models.
In this section, the relationship between the "true"
level of student performance and the variance of the GPA is
modeled. To look at this relationship, the meaning of "true"
level of student performance must be introduced.
A. TRUE STUDENT PERFORMANCE DISTRIBUTION
In a given course a student performs at some true level
in relation to all others taking the same course. Suppose
the grader determines what factors are to be considered in
judging this performance and how they are to be combined
into an overall performance measure. Although the grader
may not be able to accurately determine the level of perform-
ance of the student on these factors, the student actually
does perform at some level in each area considered. Combin-
ing the individual factor performances, a true level of
overall course performance by the student is obtained.
Although the actual grading process may not occur exact-
ly as stated above, it may be approximately, and it is
11

assumed in this model. Now consider a population of students
that have been so graded. Each of these students has some
true level of performance and thus (in theory) can be ranked
according to their individual performance levels with respect
to the particular grader's criteria. The student's perform-
ance places him at some position relative to all others who
are in the population being considered and a centile point is
thus determined.
Each student in the population is graded for a number of
courses and has true performances which determine centile
points for each course. Thus each student in the population
has some true performance distribution over courses, measured
in centiles, with a corresponding mean and standard deviation
Now it is desired to see how these parameters of the true
student performance distribution effect variance of the GPA.
B. THE MODEL
To study the relationship between the true student per-
formance distribution and the GPA, the following model is
proposed
.
Let T be a random variable which represents the true cen-
tile performance of a student in a given course. Before a
grade is assigned to a student, his performance must be
judged by a grader. The centile standing attributed to the
student by the grader may differ from the student's true cen-
tile standing. Let E be a random variable representing the
difference in true and grader determined centile standing or,
in other words, the error introduced by the grader.
12

Let P represent the grader determined centile standing.
From the discussion above it follows that this grader deter-
mined centile standing is the true centile standing combined
with the grader error. Symbolically P = T + E, where E can
take positive or negative values corresponding to positive
or negative error, i.e., high or low judgment by the grader
of true centile standing.
Assume that the distribution of grading errors, E, is
such that the expected value of E is 0. The variance of E
would depend on the particular distribution of E. For a
given student the true performance level random variable, T,
would also have an expected value, E(T), and a variance V(T)
E(T) is assumed to be some constant centile point, T
,
for a
given student. This is the mean value of individual course
true centile standings. V(T) is a constant which depends on
the distribution of T.
The expected value of P can be found as,
E(P) = E(T) + E(E) = T .
Assuming that T and E are independent random variables, the
variance of P is found by the formula,
V(P) = V(T+E) = V(T) + V(E) .
The assumption that T and E are independent seems justified
since it would be reasonable to assume that the distribution
of errors in determination of centile performance by a
grader is much the same all along the true centile perform-
ance range, except at the endpoints. Thus the random vari-
able P, the grader observed performance, has a mean equal to
13

the expected true performance and has a variance which is
the sum of the variances of the true performance and error
distribution.
In the GPA process, the grader observed performance, P,
for a given course is assigned some grade according to a
grading mapping. Each of the grades has a particular numeri-
cal value. For example, one possible set of grades and their
corresponding numerical values might be: A = 4.0, B = 3.0,
C = 2.0, and D = 1.0. A' student takes a number of courses,
N, and the GPA is then computed by summing the product of
the numerical values and course weights for each course and
then dividing by the sum of the course weights. Course
weights correspond to credit hours in the traditional system.









where M is the grading mapping that assigns a particular
grade and value to each possible outcome of P., the observed
performance for the ith course, and W. is the course weight
of the ith course. An example of a possible mapping, M, might
might be,
A(4.0) if 75 <P
i
<100
M (P.) B(3.0) if 40 <P. <75
i C(2.0) if 15 <P £40
D(1.0) if P. £15
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Variation in course weights unnecessarily complicate manipu-
lations of the model and do not add insight to the GPA pro-
cess. Thus all courses will be considered of equal weight






The expected value of the GPA, E(GPA), is easily found.
From above,
N
(GPA) = E[| E M(P.)
N
h E[ E M(P,)]
i = l i = l
Assuming the M(P.)'s to be identically distributed random
variables
,
E(GPA) = ~ • N • E[M(P.)] = E[M(P.)].
thus the expected GPA of a student is just the expected value
of the grading mapping of the random grader observed perform-
ances.
For the variance of GPA the following is found,
N N
V(GPA) = V[| E M(P.)] = i2 V[ E M(P.)].i=l N i=l
















The M(P.)'s may not be independent identically distri-
buted random variables; however, in some systems it would
be reasonable to assume that they are approximately so
distributed. To make computations more tractable, the
assumption of independence and identical distribution is
made. Under these assumptions, the variance of the GPA is
the variance of the grading mapping of the random grader
observed performance divided by the number of courses.
Since E(GPA) and V(GPA) are functions of E[M(P.)] and
V[M(P.)] respectively, it is necessary to examine these
grading mapping parameters. Since M(P.) is a discrete ran
dom variable,
E[M(P
.)] = E P. V1 k=l k k
where m is the number of different possible grades in the
mapping, p, is the probability of receiving grade k given
the distribution of P and V. is the numerical value of thek












V[M(P.)] - £ p k Vk 2 - £ £ p k Vk p h Vh .k = l k=l . h = l
Now it can be observed that E(GPA) and V(GPA) are functions
of the probabilities of obtaining each of the m grades in
the grading mapping. Thus,
m
E(GPA) = 53 P k Vk m mm (1)
£ Pkvk 2 " E S P kvk P hvh




C. THE RELATIONSHIP BETWEEN THE STUDENT PERFORMANCE
DISTRIBUTION AND V(GPA)
For a fixed number of courses, N, and a given grading map
ping, M, which determines fixed values for m, the number of
different grades, and V, , the numerical value of the kth
grade, the p, 's, probabilities of receiving each of the
grades, may be varied to effect V(GPA). Thus it is of inter-
est to examine the relationship between the p, ' s and the
student performance distribution.
First the effect of varying E(P) is examined. Since it
is assumed that E(E) 0, then E(P) = E(T) = T and examina-
tion of the effect of varying E(P) is equivalent to examina-
tion of the effect of varying E(T) or T . To isolate the
effect of varying E(P) in a given grading mapping, M, a con-
stant V(P) is assumed. The individual p, ' s are functions of
the distribution of P since they are the probabilities that
P is in some specified centile range. Varying E(P) changes
the distribution of P and thus the p 's. An example is
given to clarify this relationship.
Assume that for a given student P is uniformly distri-
buted over the centile range [70,100]. Thus E(P) = 85 and
V(P) = 75. With these results and the grading mapping used
as an example in section B for the given grading mapping,
the p, ' s are obtained as follows; the probability that a
given student receives the grade A in any one course, p , is
given by,
PA
= p(75<P<100) = H = .833.
17







- .167, p c = and p^ = .
Substituting these values into Equation 2 for V(GPA),
. 139
V(GPA) = -^- .
Now let P be uniformly distributed over the interval
[0,30] with E(P) = 15 and V(P) = 75. Using the same grading











V(GPA) in this case is found to be,
V(GPA) =
-^p" •
Thus it is observed that the V(GPA) can be different for
different mean performances under a given grading mapping,
with a constant student performance variance. Except for
the case where only one possible grade could be received for
any observed value of P, with consequent V(GPA) = 0, one
would not expect a grading mapping to be of such a special
form that V(GPA) would be constant over different mean per-
formances. That is, it would seem unusual for the p, 's to
change as mean performance changed in such a manner as to
keep V(GPA) constant. Thus in general it would seem reason-
able to say that variance of GPA is not constant over the
range of mean student performance.
Now consider the variance of the observed student perform-
ance, V(P). To observe the effect of V(P) on E(GPA) and
V (GPA) , E(P) will be held constant in the example. Consider
18

the centile interval (35,65). Assume P is uniformly distri-
buted over the interval, so E(P) = 50 and V(F) - 75. Using
the grading mapping used in the previous example, the P^' s
are found to be,
PA
= P D
= 0, P B
= .833, and p Q = .167.
From Equations 1 and 2 in Section B,
E(GPA) = 2.833 and V(GPA) - -^~- .
Again let P be uniformly distributed over the interval
[25,75]. Thus E(P) = 50 and V(P) - 208.33. In this case,
E(GPA) = 2.70 and V(GPA) = —- .
It can now be observed that a different V(P) with the
same E(P) and same grading mapping can yield different
E(GPA) and V(GPA). An interesting conclusion to be drawn
from the above is that a student's E(GPA) may be affected
by the grader error distribution since V(P) - V(E)+ V(T).
Taking courses under a grader with a given V(E), a student
might have a different E(GPA) than if he had courses from a
grader with a different V(E).
The above conclusions should hold in general since no
unreasonable assumptions have been made and only in the
cases where the distributions of the several variables and
grading mapping have special characteristics would these
conclusions not hold. The choice of grading mapping does
not affect these conclusions since any other reasonable
choice should give similar results. The assumption of a
uniform distribution for P was only made to ease calculations
19

and does not affect the concept, any distribution should
give similar results.
As is the case in the example, with a reasonable grading
mapping V(GPA) would be expected to increase with increasing
V(P) for midrange centile values of P. This increase is
logical since increasing V(P) means that the distribution of
P is getting less centralized which makes V(GPA) increase
for reasonable grading mappings. Special problems, however,
occur at the extremes of, the range.
In reality E(GPA) and V(GPA) are complex functions of
the T and E distributions and the grading mapping. To fur-
ther explicitly define this relationship would require con-
siderable assumptions concerning the distributions of T and
E and about the grading mapping.
20

III. EFFECT OF MULTIPLE GRADERS
In the preceding section only one grading mapping (or,
in effect, one grader) was assumed in determining individual
course grade assignments. In general this is, of course,
not the case and a number of graders apply different grading
mappings to the centile performances of a student. In this
section the effect of multiple graders on E(GPA) and V(GPA)
will be examined.
A. THE MODEL
The multiple grader model presented in this section is
derived from the single grader model in the previous section.
With only one grader in the system, the formula for GPA was,
N
- | E H(P.) ,GPA
i=l
where the variables are as defined in the previous section.
Now for the multiple grader system, GPA is computed accord-




- 1 £ £ w •k=l i=l
where L is the number of graders in the system, N is the
number of courses graded by the kth grader, M, (P
. ) is the kth





For E(GPA) the following is found,
L \ L Rk
E(GPA) - E[i £ E Mk (P.): - I E E EIMk (P.)] ,k=l i=l k=l 1=1
using the properties of expected values of random variables.
Again assuming that the course performances graded by a
single instructor are identically distributed random vari-
ables then,
L
E(GPA) = | E Nk E[Mk (P.)] .k = l
When the number of courses graded by each grader is the same
the expression reduces to,
N
L L
E(GPA) - Jt E E[Mk (P.)] . i E E[Mk (P.)] .k=l k=l
This case is interesting since this could model the system
where a student takes only one course from any single grader.
As would be expected, the E(GPA) in this multiple grader
model is a linear combination of the expected values of the
individual grader mappings for a given student. Thus a
student's E(GPA) is just a weighted average of the E(GPA)'s
for the student over the different graders. The student's
E(GPA) could be different for the same true performance dis-




Now for the GPA in the multiple grader case
V(GPA) - V[i E E Mk (P.)3 - K V[ E E Mk (P.)]k=l x=l N k=l i=l




V(GPA) = i E E V[M. (P.)].
N k=l i=l K X
The above assumption implies that the different grader map-
pings are independent of, each other. This is probably not
true in most cases but is assumed here to ease computations
and since similar results should be obtained if the indepen^
dence assumption is relaxed. Since the P. 's are assumed to
be identically distributed,
V(GPA) = i E N. V[M, (P,)]
N k=l k k X
For the case where an equal number of courses are taken from
each grader, the expression for V(GPA) is,
L L
V(GPA) = i Nk E VIK(P t>] = |j; E V[Mk (P 1 )]
N k=l k=l
The V(GPA) for this multiple grader model is also a
linear' combination of the individual grader mapping function
variances divided by N. This is interesting as it implies
V(GPA) is averaged in this multiple grader process and no
additional variance factor is added due to multiple graders.
23

In this case the student's V(GPA) would be somewhere between
his high and low individual grader V(GPA), the exact value
depending on the number of courses taken from each grader.
24

IV. A GRADING FINENESS MODEL
A. INTRODUCTION
The model in this section is proposed to examine the ef-
fect of grading scale fineness on the mathematical GPA system
In a given grading mapping or system a certain number of
letter grades, or equivalently , their numerical values, can
be received by the student. The question of interest is
whether more or fewer grade categories are in some sense de-
sirable. This question may be reasonably examined on some
non-mathematical basis such as student motivation and ease of
usage. However, the basis for this examination is the effect
of variation in grading fineness on variance of GPA, where
fineness is a function of the number of grade categories in
a given grading mapping.
B. THE MODEL
In each course the student is assumed to perform at some
centile point in relation to all other students as explained
earlier. Suppose that this centile performance has a numeri-
cal equivalent on the GPA scale, whatever this GPA scale is.
For example, the 85th centile might be equivalent to a 3.6 on
a 0.0 to 4.0 GPA scale. Problems might arise in the actual
determination of this mapping but such a mapping is assumed
to exist. This assumption is made for ease in modeling and
does not affect the result obtained.
25

Consider the case where a student receives a number of
courses from a single grader. The grade received in a parti-
cular course, G, is then given by,





where T is the true student performance in GPA scale units,
E is the grader error in GPA scale units, and E is the
G L
grading category error in GPA scale units given by,
E
c
= (T + E
G
) - G .
In other words, the grader observes a performance on the GPA
scale which determines a certain numerical grade equivalent,
according to the particular grading mapping. The differences
between this grade equivalent and the observed performance
is this grading category error.
To clarify this above system an example is given. Sup-
pose a student's observed performance was 3.2 where the grad-
ing mapping was such that any performance between 2.5 and
3.5 received the numerical equivalent 3.0. Thus the grading
category error is,
E = (T + E„) - G = 3.2 - 3.0 = .2
C G
Assume that T and E are independent random variables and
G
can be. combined into the grader observed performance random
variable, P, so that,
G = P + E
c
As before, if the expression for GPA is,
N









The expected value of GPA becomes,
E(GPA) = E(P) + E(E ) ,
since the P.'s as well as the E 's, are assumed to be iden-
1 c .
x
tically distributed random variables. The variance of GPA
is
, N
V(GPA) = V[| J} G.] - | V[ Gl ] ,
or equivalent ly
,
V(GPA) = i V[P + E ]
N C
Now the effect of a different number of grading cate-
gories on the category error, E , will be examined. Assume
that the distribution of P is uniform over a portion of the
GPA range for a given student and that this portion of the
GPA range is divided into N
1
equal grading categories of
length L . These assumptions are made to facilitate numeri-
cal analysis and their effect on the conclusions will be
discussed in the next section. Consider another grading
mapping with N~ equal grading categories of length L~ • Sup
pose N_ is greater than N . Since the total length covered
by both systems is the same, L~ must be smaller than L or
in other words, the second system has finer grading divi-
sions. Also assume that the numerical equivalent for a




Consider an individual grade category from each of the
two systems. Since P is uniform over the grade category
and G is a constant in a given grade category, the expected




again since P is uniform and G is a constant,




where L is the length of the interval or in this case the
length of the grading category. Since L~ is smaller than
V(E )N- > V(E )N_
c 1 c 2
and thus variance of E increases as the number of grading
categories decrease for each of the individual grade cate-
gories. Since each grade category is of equal length within
a system and since each is equally as likely to occur, the
conditional distribution of E given P falls in any particu-
lar category is equivalent to the unconditional distribution
of E over the entire system. Thus the variance of E in-
c c
creases as the number of grading categories decrease for the
entire system in this model.
C. DISCUSSION
In the above model, with the given assumptions, V(E )
increased as the number of grading categories decreased.
This result was suggested by a similar result in a paper
titled "The Relation of Scale Fineness to Grade Accuracy,"
by Robert L. Ebel. The validity of the assumptions is
important in determining the general applicability of this
28

result. The assumption that the grade equivalent value was
located at the center of the grading categories affects the
moments of E but was made to ease modeling and similar re-
c
suits should be obtained with different location. The
assumption of equal length grading categories seems to be
reasonable; similar results should be obtained with unequal
categories when expected values are taken. The assumption
of uniform distribution of P might be reasonable in some
cases, a normal distribution or possibly other distributions
might be more accurate in other cases. However, the results
should be similar for various distributions. Thus it appears
that V(E ) varies inversely with the number of grading cate-
gories in general, regardless of the distribution of P or
the precise length of each grading category. This seems
intuitively justifiable since with more grading categories
more of the P distribution mass gets closer to zero error
points and the largest possible errors become smaller.
In general, E(E ) is probably not zero and is only zero
when the grading categories and the distribution of P inter-
act in a special way. Since E(GPA) = E(P) + E(E ), the
expected value of the GPA obtained can be different for the
same observed performance distribution when a different
grading mapping is used. It would again seem reasonable
that E(E ) would decrease as the number of grading cate-
gories increases since E for points of the P distribution
tend to get smaller as the number of categories increases.
29

Thus E(GPA) should get closer to the true performance mean
with more grading categories.
Since
,
V(GPA) = |"V(P + E
c
) = ~[V(P)+ V(E
c
)J,
V(GPA) will increase with increasing V(E ) for a given P
distribution. Thus V(GPA) appears to increase with a de-
creasing number of grading categories in the model. The
effect of increasing the number of grading categories is to
make GPA more precise in the sense of reducing variance.
It is interesting to note that increasing the number of grad-
ing categories decreases V(GPA) even though the grader can-
not determine true performance any more accurately.
However, other considerations limit the extent of a
possible increase in the number of grading categories in a
grading system. This is particularly true for a grading
system whose basic purpose is to recognize and record sig-
nificant differences in actual achievement. In such a
system it is important that the category size remain large
enough to insure that the observed performance results in
the correct grade with high probability. Thus even though
GPA preciseness can be improved by increasing the number of




V. ACTUAL GRADE DATA ANALYSIS
In this section actual grade data is examined with the
purpose of supporting ideas presented earlier in the paper,
to test the validity of some assumptions made in the paper
and to gain further insight into the mathematical aspects
of the grading process. The grade data used was taken from
the records of selected students that attended the United
States Naval Postgraduate School during the period 1966-1972,
A. VARIANCE OF GRADES RECEIVED VS. GRADE POINT AVERAGE
In Section II it was observed from the model that V(GPA)
could be dependent to some degree on the mean student per-
formance. To see if any corresponding dependence in actual
grade data was present, the following analysis is presented.
In the analysis the GPA of the grades received and
variance of the grades received by a student are compared.
It seems reasonable to assume that the actual GPA obtained
by students in a given grading system should correspond
within limitations to their mean student performances. The
variance of grades received corresponds to V(GPA) as follows
2The variance of the grades received or sample variance, S
,
can be expressed symbolically as, „
( Z NkVk )







Where N is the total number of courses, V. is the numericalk
grade equivalent for the kth grade and N, is the number of
31

grades of type k that the student receives. It seems reason-
able to assume that for large N, the ratio N,/N should
approximate the P,
,
probability of receiving grade k, for
the student in a given system. Using this approximation the




= H.P. V, 2 - 2 jC. P. V. P V ,i~i k k ii 1-1 k-k n n 'k=l k=l h=l
which is the formula for V(GPA) as derived in Section II
when divided by N, the total number of grades received.
Thus examining the relationship of GPA of grades received
and variance of grades received relates directly to the
model in Section II.
Three sections of Operations Research students' grades
were used as sources of data. One section was chosen at
random from all the sections graduating in each of three
years; 1970, 1971, and 1972. Data was used from students
that did not graduate that were in these sections to insure
that all grades given would be present. GPA and variance
of grades received are computed for all students in these
sections for the grades they received in their first four
quarters. The number of courses taken during their first
four quarters averaged approximately 16 with little variance.
The estimator used for the GPA of grades received is X,
m
Where
> E a. V.





where a. is the number of credit hours of the particular
course. The above estimator is unbiased. A reasonable
2 '
estimator of the variance of grades received is S where
N





This estimator, S , is a biased estimator, but may be made









Let S equal k S
The values of X and S are now computed for the grades
received by each of these 64 students and are plotted in
Figure 1. The plots of points from the individual sections
were so similar that no differentiation by section is made
in Figure 1.
From Figure 1 it is apparent that variance of the grades
received is not independent of the GPA obtained in this
grading system. This dependence is very pronounced at the
_ 2high end of the X scale where the S 's are all low in com-
parison with those for other ranges of X.
— 2
Some correlation between X and S is expected since very
2low S 's occur only when the student receives predominantly
one grade which could only occur in a certain small X range.
2 —Similarly, relatively high S 's will occur only in X ranges
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which result from combinations of grades equivalents of
widely separated grades in the system. This effect is not
as pronounced as might be expected due to the fact that
most of the observed X's lie in a relatively small portion
of the X range. This tends to reduce the obviousness of
2 —
the dependence of S on X, but it is apparent, particularly
in the high X range.
Thus from the data it seems reasonable to conclude that
V(GPA) for a student depends to some degree on the student's
mean performance level as was concluded in Section II. The
degree of this dependence would depend on the particular
grading system and the distribution of grades in the system.
It should also be remembered that V(GPA) varies inversely
with the number of courses taken and consequently the differ-
2 —
ence between S 's due to this dependence on X would decrease
with increasing N.
It is interesting to observe that actual limits exist
2 —for values that S may attain over the X range. The factor
k will be assumed to be unity which corresponds to using
2 '
S as the estimator. These limits are indicated by dotted
lines on Figures 1 and 2. As can be seen by comparing
Figure 1 to Figure 2, the observed data points all lie in
2
the low range of possible S 's. This is reasonable since
being in the high range implies a significant number of low
grades present which is not the case.
2 *The high limits are determined by plotting the S 's
for many different combinations of A's (4.0's) and X's
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2 '(0.0's) which are the S limiting grade combinations. With
an infinite number of courses, any grade combination would
result in a GPA that could be expressed equivalently as some
combination of A's and X's. The A and X combination would
2 '
always have the highest value for S since it would be the
most dispersed combination possible. The lower limits are
obtained by plotting various combinations of grades that are
adjacent to each other in the system. Any other combination
— 2 'having the same X would have a higher S since it would
result from grades that are more dispersed than the adjacent
grade combination. The absolute minimum limits occur at the
grade equivalent points themselves since the minimum variance
is zero variance corresponding to all one grade.
B. VARIANCE OF GRADES RECEIVED VS. TIME
It seemed possible to the author that the variance of
grades received might depend to some extent on the time
that the student had been in the system. Any such dependence
would directly affect the assumptions made earlier in the
paper. To look for any possible dependence and to give
general insight in this area, the following analysis is
presented
.
2 'The unbiased variances of grades received, S , by
students in a single quarter are -computed as in Section VA
for the previously mentioned sections of students as well
as for a fourth section of students. This fourth section is
composed of 27 former Chemistry Department students at the
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Postgraduate School from 1966 to 1972. These 27 students
represent all the students that majored In Chemistry during
this period and whose records were available.
The resulting data was pooled by section for each quar-
ter and the estimator for the population variance, S was
obtained by averaging the individual unbiased estimators.
—2
S is plotted in Figure 3 for the four sections for the
—2
students' first 8 quarters of study. S was also calculated
for each quarter for all sections combined and is plotted on
Figure 3.
From the plot on Figure 3 it can be seen that no appar-
—2
ent trend in S vs. time is present. Significant differences
occur for different sections in different quarters but no
overall trend is present. These individual quarter observed
variance differences can be partially explained by the
presence of significantly different course grade distribu-
tions in different quarters. This effect is present because
the students in each section took very similar subjects,
and in many cases exactly the same ones, in each quarter and
—2
thus a difference in observed S would be expected. The
Chemistry Department section seems to have larger overall
variance. This is partially due to the fact that the depart-
ment's grade distribution was more varied than was that of
the Operations Research Department.
In summary, no apparent time dependence is present.
Thus the assumptions made earlier still seem tenable, with
respect to time dependence.
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C. VARIANCE OF GRADES RECEIVED WITH RESPECT TO
DEPARTMENT SIZE
It seemed reasonable to the author that students from a
small department with a small number of graders might obtain
smaller observed variances in grades received than students
from a larger department. This might occur because the
student from the small department might be relatively more
well known by the graders than a student in a larger depart-
ment and some grader bias could develop with respect to the
student. It seems unlikely for a significant amount of
grader bias to develop for students in a large department.
Other system peculiarities might be present which could
cause a significant difference in variance of grades re-
ceived for students in different departments. If there were
such a difference present for any reason, it would imply
that some type of dependence was present. If so the assump-
tions made earlier in this paper would be adversely affected
For this reason the following data analysis is presented.
Data points were obtained for the large department from
students in the three previously mentioned Operations Re-
search Department sections and for the small department
from students in the previously mentioned Chemistry Depart-
ment section. Although no actual figures are presented, the
Chemistry Department students did have fewer graders than
the Operations Research Department students, on the average,
while taking approximately the same number of courses.
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The unbiased estimator, S , is computed as before for
the grades received by each of the students in their 5th
through 8th quarters. If this bias is present, it should
show up primarily in the latter quarters and thus 5th
through 8th quarter grades are the ones used. The obtained
2
S 's are plotted vs. the observed GPA in Figure 4,
To test for a significant difference between departments
the analysis of covariance technique was used. This method
was used to remove the effect that relatively different
numbers of points from different X regions might have since
2 —
the observed S 's are dependent on X.
However, neither of the F ratios obtained in the analy-
sis of covariance, (corrected for differences in X and un-
corrected for differences in X) were statistically
significant. Thus the hypothesis of equal means of observed
variances in grades received could not be rejected.
This conclusion can be verified by examining the plotted
points in Figure 4. It seems apparent from this plot that
both sets of data are from the same population. Thus no
evidence of dependence due to department size or grader bias
is found. The independence assumptions made earlier in this




VI. SUMMARY AND CONCLUSIONS
In this section the major conclusions obtained will be
stated, significant problems encountered by the author will
be mentioned, and suggestions for further study in the grad-
ing system modeling area will be proposed.
A. CONCLUSIONS
Many questions have arisen concerning grading systems.
From a review of the current literature it is apparent that
very little mathematical analysis has been completed in this
area. Since the grading process as most often used is a
mathematical process, it seems desirable to examine grading
systems from the mathematical point of view.
From the model presented in Section II it is observed
that the expected value of the GPA obtained by a student can
vary with a changing value of performance distribution
variance even though the expected value of the performance
distribution remains constant. The variance of the GPA ob-
tained not only changes due to performance distribution
variance difference for a constant mean performance level
but also can change with different mean performance levels
for a constant performance distribution variance. Thus a
difference in the "precision" of the GPA for different
students seems likely to exist.
From the model presented in Section III it is shown that
the E(GPA) and V(GPA) received by students from multiple
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graders are linear combinations of the E(GPA) and V(GPA) of
the individual graders respectively. Thus the limits of
these multiple grader parameters are determined by the maxi-
mum and minimum values from the individual graders.
In Section IV it is shown that V(GPA) can be reduced by
increasing the number of grading categories no matter how
inaccurate the grade determination by the grader may be.
Increasing the number of grading categories thus seems de-
sirable but must be implemented cautiously as other factors
may be adversely affected by this increase.
The data analysis in Section V confirmed that V(GPA) is
not independent of mean student performance and the GPA
received. No significant dependence of V(GPA) to time in
the grading system or department size were found. Thus the
independence assumptions made in earlier sections actually
seemed consistent with the data findings.
B. PROBLEMS ENCOUNTERED
As is the case in any mathematical modeling, many prob-
lems were encountered during the preparation of this paper.
Following below are some of the major problems.
One major problem is to accurately define and model the
student performance distribution. This is a necessary step
to accomplish since this distribution is the "input" to the
model and is what is hopefully being measured. To see how
accurately it is being measured it must first be described.
This is not easily accomplished since this distribution can
only be observed indirectly.
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Similarly it is a problem to model and evaluate the para-
meters of the grader error distribution. They too can only
be observed indirectly. However, to separate error due to
graders and that due to the grading system some assumptions
must be made about this distribution.
The dependence of course grades is another not easily
reckoned with problem. It seems very likely that many types
of dependencies exist, yet to determine to what degree is
not easily accomplished. - It is very hard to infer reasons
for correlations from data analysis and to model dependence
when it does exist.
C. AREAS FOR FURTHER STUDY
Since little actual mathematical analysis has been done
in this area, many avenues of pursuit are open. Presented
below are several areas the author feels to be worthwhile
study areas as well as somewhat manageable.
There is a need for additional actual grade data analysis,
This analysis could be directed to many areas of the problem.
Without much modeling it seems possible to gain a large
amount of insight into grading systems through data analysis.
The question of whether or not an optional grading system
exists is worthwhile. This analysis could also take the form
of comparing alternative systems with some measure of effec-
tiveness .
Looking at the grading system with respect to its ranking
function also has possibilities. Comparison could be made
41

between ultimate GPA ranking and individual course rankings
combined into an overall ranking.
Extensions of and revisions to the several topics
covered in this paper also seem worthwhile.
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Many questions have arisen concerning grading systems.
From a review of the current literature, it is apparent that
very little mathematical analysis has been completed in this
area. Since the grading process as most often used is a
mathematical process, it seems desirable to examine grading
systems from the mathematical point of view.
In this paper the familiar five-letter grading system is
modeled mathematically. Variance of the grade point average
is used as the measure of effectiveness. The grading system
and its parameters are defined and the effect of variation
in the parameters of the student performance distribution is
observed. The effect of having multiple graders in a grading
system is also modeled as is the effect of changing the
number of grading categories in a grading system.
Grade data was obtained from the records of a number of
students who attended the Naval Postgraduate School and an
analysis of this data is presented.
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