This article examines labour market outcomes for teenagers and young adults before and after the Global Financial Crisis (GFC). Using labour market activity calendar data I analyse two cohorts of young people-a pre-GFC cohort and a post-GFC cohort-over the period from 2001 to 2016. A life course approach (sequence analysis) is used to track education-to-work transitions over this period. Optimal matching methods and cluster analysis are used to subdivide the cohorts into three distinctive categories. These form the basis for further analysis, including regression modelling.
in teenage employment was part-time casualised service sector jobs, such as cashiers and salesworkers (I. Watson 1994; Sweet 1988) . In his overview of this period, Russell Ross observed that despite the addition of one million new jobs to the economy in the mid-1980s, full-time employment among teenagers fell in absolute terms (Ross 1988) . This long term trajectory is shown in Figure 1 which highlights how each recession or severe downturn has seen sharp falls in the employment rates (that is, the employment to population ratio) for both teenagers and young adults (those aged 20 to 24). 1 In the case of young adult men, not only were these falls greater than for young adult women, but the recovery after each downturn was much weaker. Consequently, over the course of the last 40 years the employment rate for young adult men has fallen 10 percentage points, while that for young adult women has risen 8 percentage However, that earlier decade of growth was primarily due to the increased part-time employment of young people. When it came to full-time employment, the story was uniformly negative. As Figure 2 shows, over the last 40 years full-time employment among teenagers has largely collapsed: for male teenagers the full-time employment rate fell from 45 per cent to 15 per cent, and for female teenagers, from 37 per cent to just 7 per cent. This partly reflected steadily increasing school and higher-education participation and it partly reflected the disappearance of full-time employment opportunities in the teenage labour market. In the case of young adults the decline in full-time employment has also been relentlessly downward. Over the last 40 years, young adult men have seen their full-time employment rate fall from nearly 80 per cent to under 50 per cent; for young adult women the drop-of about 20 percentage points-has been less severe, but only because their starting point was so much lower. Overall, in the case of full-time employment, unlike total employment, there has been no substantial rebound after each recession or downturn. Compared with total employment, the losses in full-time employment have been steeper with each downturn, and any recovery has been so muted that the long-term trend has continued unabated.
These data are cross-sectional in nature, drawn from the ABS monthly labour force surveys. However, to more fully analyse the education-towork transition among teenagers and young adults requires longitudinal data (panel data), that is, data collected on the same individuals over time.
Fortunately, Australia is blessed with the Household, Income and Labour
Dynamics in Australia (HILDA) Survey, which has been tracking the family and working lives of the Australian population for this whole period (from 2001 onward). Before introducing these data, I will outline a methodological approach-sequence analysis-which is ideally suited to examining life course events, such as the labour market histories of young people.
Sequence analysis
For many years most life course research drew on retrospective reporting:
collecting information about past events or situations recalled by informants during interviews. In recent decades researchers have had access to numerous longitudinal datasets which are based on (mostly) contemporaneous reporting. In the case of Australia, a number of such datasets now exist, with the HILDA survey pre-eminent. In general, longitudinal datasets provide researchers with detailed information over many years on the annual 'states' or situations in which individuals find themselves. In some cases, this is supplemented with more frequent 'calendar' information, usually gathered retrospectively during the survey interview, but sometimes derived from diaries maintained by respondents.
The techniques available for life course analysis include event history analysis and the analysis of transitions between states (see, for example , Allison 1984) ; survival analysis as well as competing risks and multistate modelling (Martinussen and Scheike 2010; Beyersmann et al. 2012 While each sequence may often be unique, it is possible to move beyond individual patterns-the specific life-course 'biographies' of individuals-and explore sociological and economic questions about the functioning of the youth labour market. This can be done by transforming the sequences in such a way that groups of individuals can be matched according to their 'similarity'.
One common method-optimal matching-uses substitution, insertion and deletion of particular states in the sequence to make these transformations.
Such operations entail a penalty, that is a cost, which can be summed to provide a single numeric measure of similarity (or dissimilarity) called a 'distance'. To transform EEJJUNNN into EEJJJJJU, for example, might entail a higher cost than transforming the same sequence into EEJJUUNN, thus giving the latter comparison a lower distance score than the former. In other words, the third sequence is closer to the first than the second, and thus the third individual has a greater 'similarity' to the first when it comes it comes to their life course.
Various clustering techniques can then be applied to this distance measure and these allow the researcher to construct discrete categories of individuals based on their similarity. Such categories lend themselves to further analysis, through descriptive statistics and regression modelling, and thereby allow researchers to link these groups of individuals to their personal and social characteristics, as well as to the wider historical and economic context.
Data and method
The HILDA labour market activity calendar
The HILDA survey provides one of the best longitudinal datasets in Australia From a labour market perspective, the HILDA survey collects an annual contemporary 'snapshot' of the education/labour market states (referred to as 'states' for convenience) in which respondents are located. In addition, the survey also collects some retrospective data. Some of these are about states in the interval between annual snapshots, such as previous jobs for those who changed jobs or became unemployed. While this retrospective data is valuable, the information about jobs is not as rich as the annual data.
For example, there is no information on earnings or preferred working hours.
Both of these snapshots-current jobs and previous jobs-form part of the analysis in this article, supplementing the use of the calendar data.
It is this calendar data which forms the core innovation in this article, and to which the sequence analysis is applied. It is based on a labour market activity calendar: a basic listing of the states in which respondents were located at one third of each month during the year. With 16 years of data this means we can (potentially) examine the 576 states which a respondent has passed through. When multiplied across many thousands of individuals, the data management aspects of analysing calendar data can be formidable. 
Descriptive findings
The main differences between the two cohorts lay in greater levels of unemployment and time outside the labour market for the post-GFC cohort. This is confirmed in the duration averages (Table 1) , which show that the duration of unemployment was about two thirds greater for the post-GFC cohort. The time spent outside the labour market was also greater by about one third. In addition, full-time education by itself was nearly one quarter lower for the post-GFC cohort, and part-time education while holding a job was about one fifth lower. Notes: jb = Job, jbs = More than one job, eft = FT education, eftjb = FT education and job, eptjb = PT education and job, une = Unemployed, nlf = Not in labour force
Source: HILDA Release 16. Notes: jb = Job, jbs = More than one job, eft = FT education, eftjb = FT education and job, eptjb = PT education and job, une = Unemployed, nlf = Not in labour force
Source: HILDA Release 16.
The contrasts between the three cluster categories-working, mixed and education-confirms that the clustering method has indeed produced quite distinct groupings (Table 2 ). Comparing Tables 1 and 2 highlights how much the grouped results understate the deterioration in the labour market situation for sub-groups, particularly those in the mixed category. While the unemployment averages were 6.7 months (pre-GFC) and 11.1 months (post-GFC) in the grouped data, for those in the mixed category the duration of unemployment was 9.1 months (pre-GFC) and 18.1 months (post-GFC).
Similarly, the differences for those outside the labour force were also quite stark: the grouped averages of 3.4 months (pre-GFC) and 4.6 months (post-GFC) contrasted with 6.3 months (pre-GFC) and 11 months (post-GFC) for the mixed group. These contrasts suggest the presence of a subgroup of young people at risk of long-term marginalisation in the labour market: a subgroup within the mixed category. The labour market disadvantage of this category was evident in both periods, but was more severe in the post-GFC period.
There is no doubt that education-to-work transitions can be a rocky road in the 21st century labour market. Despite the advantages of mixing study and work, the prospects for gaining a foothold in the full-time workforce have been steadily declining for decades (see Figure 1 ). The emergence of the gig-economy and the increasing use of unpaid internships by large organisations may have pushed that goal even further into the distance.
The end of each period in this analysis is the age of 23, and by this age we might assume that the transition from education to work has been largely completed for the vast majority of young people. After all, more than 80 per cent reported that they were no longer full-time students by this age. With this in mind, we can examine their labour market destinations as 23 year olds and assess their degree of success in completing this transition. Table 3 summarises these data and shows that 63 per cent of the pre-GFC cohort had gained full-time employment. For the post-GFC cohort, however, the figure was much lower at 47 per cent. Moreover, this contrast was worse for the mixed cluster category: 52 per cent compared with 28 per cent. For the mixed category in the post-GFC cohort, nearly as many young people were working part-time (26 per cent), and even more were either unemployed or marginally attached to the labour force (31 per cent).
How accurate is this summary of these transition outcomes? Indeed, how seriously should we take the gloomy aspects of Table 3 , particularly the high levels of unemployment and marginal labour force attachment among the mixed category? After all, some of these young people may have had parenting responsibilities or may have still been studying (keeping in mind that the mixed category still contained some full-time students at the end of the period). To answer this question, multivariate analysis is required, and this task is undertaken in the next section of this article. Notes: FT = full time, PT = part time, NILF marg attach = Not in labour force marginally attached (ie. willing and available to work given sufficient time to make arrangements), NILF not marg att = Not in labour force and not marginally attached.
Multivariate analysis
The results of the sequence analysis not only make for insightful descriptive findings, but they also lend themselves to regression analysis. 6 The first model discussed below asks whether the cluster categories which arise from the sequence analysis are indeed distinctive subgroups of young people. Of greater interest to the concerns of this article are the models which focus on labour market outcomes for these young people at the end of each period, that is, at the age of 23. These models take us beyond the descriptive findings from the last section, and allow us to draw more robust conclusions about the differences between the pre-GFC cohort and the post-GFC cohort, and between the different cluster categories. Finally, a diagnostic model is also fitted to these data to test whether there were any substantial background differences between each cohort. In the absence of such differences it is reasonable to conclude that the comparison between the two cohorts also constitutes a difference between two periods in time. I return to this issue in the discussion section at the end of the article.
The models were all fitted to the pooled data, that is, to both cohorts. In general, this meant that there were 688 observations provided by the two cohorts (327 in the pre-GFC cohort and 361 in the post-GFC cohort). It is important to note that the number of observations in the various models sometimes differed. In some cases this reflected sub-sampling (such as restricting the analysis to those only in employment) and in some cases the 'unit of analysis' changed from the individual at one point in time, to multiple observations of the same individual over time. These differences are noted when each model is discussed and the sample sizes are all shown in the Appendix tables.
Are the cluster categories really distinct?
All of the descriptive statistics, and the visual representations of the sequences and the clusters, suggested that these cluster categories constitute meaningful subgroups. A more robust approach, however, is to model these categories as outcomes in a multinomial logistic regression model. Fitting this model with a broad range of background covariates confirms that these categories differ from each other in non-arbitrary ways. The covariates for this model included those factors which applied at the start of each period, when the respondents were aged 16 as well as two educational variables (highest level of education and age when left school) which reflected their situation when they were aged 23.
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The results (coefficients and statistics) for this multinomial logistic regression are shown in Appendix Table A1 . Being a multinomial model, one of the dependent categories is omitted (in this case, the educational cluster category) so any particular coefficient for a covariate which is a dummy variable entails a 'double referencing'. It reflects the association between the level of that variable (vis-a-vis the omitted level) to the omitted category in the dependent variable. This 'double referencing' makes coefficients from multinomial logistic regression models awkward to interpret at face value, so the usual convention is to present key findings as predicted probabilities and that is done throughout this analysis (and for the other models which follow).
The modelling did highlight a number of key differences between the cluster categories and five explanatory variables emerged as statistically significant in this model: the GFC cohort, the highest level of education, the age when the individual left school, the mother's occupation and the socioeconomic status of the area in which they lived. 8 Predictions for several of these variables are shown in Table 4 (and the predictions for the area's socio-economic status is omitted as no clearly defined patterns are evident).
A notable feature of the post-GFC cohort was the reduced probability of being in the working category, a result consistent with the earlier duration descriptive statistics. The mixed category showed no difference between cohorts, while the education category was larger in the post-GFC cohort.
The educational factors are consistent with one would expect, with those undertaking tertiary education firmly located within the education cluster category. Notable also were the large proportions of those with only year 11 level (or below) and those with vocational qualifications in the working cluster category. The strongest occupational patterns (for the respondent's mother) was the association between white / pink collar jobs and being in the working cluster category. Interestingly, respondents with mothers in managerial / professional jobs were more strongly associated with young people in the mixed category than the education category (though it is important to recall that the mixed category really is 'mixed' and contains a significant number who were studying). A similar association was also evident at the other end of the spectrum: respondents with mothers who were not employed (or absent) were also more likely to be in the mixed category. 
Labour market outcomes
Were there significant differences in gaining full-time employment between the pre-GFC cohort and the post-GFC cohort, and did it matter which cluster category individuals belonged to? To answer this question, I fitted a model which took the full sample of individuals and sought to predict whether they were in full-time employment at the age of 23. The findings are discussed below.
Secondly, among those individuals who did find employment, what kinds of jobs were these? Two outcomes were analysed: underemployment and job status (casual part-time, casual full-time, fixed-term contract, permanent part-time and permanent full-time). These two models were fitted to a smaller sample-those in employment at the age of 23-and the findings are discussed below.
Gaining full-time employment
Why focus on full-time employment as a key labour market outcome? To understand this strategy we need to review the doubts I raised earlier about the accuracy of the labour market destinations presented in Table 3 . I suggested that these data appear to understate the mixing of full-time studying with other labour market states, as well as absences from the labour market because of parenting decisions. For example, about one quarter of the category 'NILF not marginally attached' were full-time students and nearly half were parents. Even for the category of marginal attachment to the labour force, about one third were students and just over one fifth were parents. In particular, the unemployment category appears to be ambiguous: nearly 70
per cent of those unemployed and looking for part-time work were full-time students and 30 per cent were parents. Consequently, drawing definitive conclusions about these labour market states-unemployment and NILF-and directly equating them with 'disadvantage' can be problematic. These 'messy' states may simply be indicative of incomplete education-to-work transitions or they may reflect states of temporary unemployment, as young people attempt to organise their working lives around their other priorities. Consequently, a more useful way to gauge the success of the education-to-work transition is to approach the question from the opposite direction: gaining full-time employment. This would seem to be the best measure for assessing labour market outcomes because it signals that a young person has secured a 'foothold' in the workforce, with the possibility of job security and even a potential career path.
To assess this outcome, a logistic regression model with full-time employment at age 23 was fit to these data. A number of covariates were included in the model: background factors, local unemployment rate, GFC cohort and cluster category. The model results are shown in Appendix Table A2 and the predicted probabilities for a number of key variables are shown in Table   5 . A considerable number of these covariates were statistically significant:
cluster category and GFC cohort; sex, and sex interacted with being a parent;
full-time student and highest level of education; and the area unemployment rate. It was notable that background factors-such as parent's occupation or the childhood socio-economic area-were not significant.
Because Table 5 focuses on just three key dimensions, it is worth noting in passing some of the other findings. The predicted probability of a young man being in full-time employment was 18 percentage points higher than a young woman (74 per cent to 56 per cent). Moreover, the interaction between sex and parenting was even more stark. For men, being a parent had a negligible effect on full-time employment (74 per cent to 73 per cent), whereas, for women, being a parent made a massive difference: 60 per cent to 9 per cent. Full-time students were also far less likely to be employed full-time than those young people not studying (just 22 per cent compared to 72 per cent).
The findings shown in Table 5 suggests that gaining full-time employment each cohort needs to take into account these differences, and this has been done by including the area unemployment rate in the model. In addition,
for the predicted probabilities shown in Table 5 , the unemployment rate was fixed at 5 per cent across both cohorts. By including the unemployment rate in the model, and then adjusting the predictions in this way, these results partly control for the business cycle.
When it came to their cluster category membership, it was clear that the mixed category fared the worst. Only 61 per cent of the pre-GFC cohort were in full-time employment, while the figure for the post-GFC cohort was only 46 per cent. The respondents' highest level of education (by age 23) was also a notable factor in predicting full-time employment. For both cohorts there was an almost linear relationship between the highest educational level and the probability of being in full-time employment, though the figures for the post-GFC cohort were uniformly weaker across all levels. 
Conditions of employment
As well as gaining employment another critical factor in achieving a secure foothold in the workforce involves avoiding underemployment and casualisation. Previous research for workers in general has shown that these factors are associated with poor employment conditions, such as high job turnover and limited access to training (Hall et al. 2000 ; I. Watson et al.
2003; I. Watson 2013). The next two models examined these two factors
and restricted the analysis to only those respondents who were employees and no longer full-time students. These restrictions avoid the plethora of casual jobs which are routinely undertaken by full-time students (at both secondary and tertiary level). Both models used data from across the whole period, rather than just at the end of each period.
The first model investigated what factors were associated with underemployment, and whether the two cohorts differed in this regard. These models were multilevel logistic regression models which included repeated observations on the same individuals (that is, panel data). This sample was thus a subset of the two cohorts, but with a larger number of observations because of the repeated individuals. In the terminology of panel data, the observations were 'jobs' (2,303) and the groups were the individuals (680 persons).
The job data were based on the information for the job held at the time of the annual interview.
The results for this model are shown in Table A3 in the Appendix. Again, predicted probabilities are the most useful way to interpret these results and these are shown in Table 6 for those variables which were statistically significant: namely, job status, occupation and sex. Importantly, neither the GFC cohort nor the cluster category variables were statistically significant. Again, the unemployment rate was fixed at 5 per cent to for these predictions. Table 6 shows that underemployment was overwhelmingly a problem for part-time workers, and this applied to permanent as well as casual employees.
Some 62 percent of the former, and 58 per cent of the latter, were underemployed, while the average proportion of underemployed workers was about 30 per cent. A notable feature of the occupational findings was that white collar workers-managers, professionals and clerical workers-were all substantially less likely to be underemployed compared to those in other occupations. The gender difference, while significant, was substantively modest. In summary, Table 6 confirms that neither the two cohorts, nor the cluster categories showed significant differences: all were around 30 per cent. It is important to note that these levels of underemployment were more than twice the levels experienced by the workforce in general-that is, all age groups-and this applied to both part-time and full-time workers. These results suggest that the problem of underemployment was particularly acute among part-time workers in the youth labour market irrespective of cohort or category. The patterns of labour market disadvantage which surface around gaining employment-patterns with distinct cleavages around GFC cohort and cluster category-were absent once young people found themselves in employment. Did this uniformity also pertain to casualisation? The next model sought to answer that question.
One aspect to casualisation in the youth labour market is the normal mixing of studying while holding a part-time jobs. As we noted earlier, this is now the dominant mode among young people. However, by restricting the sample in the way outlined earlier (employees who are no longer full-time students), the problem of confounding with 'student jobs' is avoided. The dependent variable for this model was job status: a variable which combined hours worked and job contract. Unlike the underemployment model, the sample included not only the annual jobs held, but also some additional data. These were the previous job held prior to the current job during that annual period.
This increased the number of observations (jobs) to 2,836 and the number of groups (individuals) to 710. A multilevel multinomial model was fit to these data: multilevel to take account of the repeated observations; multinomial to deal with the five categories of job status (casual part-time, casual fulltime, fixed-term contract, permanent part-time and permanent full-time).
The results are shown in Appendix Table A4 and some selected findings are shown in Table 7 . As with the earlier models, the area unemployment rate was included as a control in the model, and fixed at 5 per cent for the predictions.
While the GFC cohort was not statistically significant, the cluster category was, with the major differences being employed in part-time casual jobs compared with permanent full-time jobs. Compared with the mixed category, those in the working category were 10 percentage points less likely to be casual part-timers and 13 percentage points more likely to be permanent full-time workers. The education and mixed groups were basically the same.
It is well known that occupation and industry are strongly correlated with the casual / permanent contrast, and this applied to the young workers in this analysis (results not shown). Of considerable interest are the results for two demographic variables: sex and age. Even with the controls for occupation and industry-which thus takes into account the gender segmentation in the Australian labour market-the predicted probability of being in casual part-time job for young women was 8 percentage points higher than for men. The findings for age showed one glimmer of hope in a generally bleak landscape: the probabilities of being in casual part-time jobs fell dramatically with increasing age. They dropped from 42 per cent at age 16 to 18 per cent at age 23. Commensurate with this drop was a rise in permanent full-time employment from 28 per cent (at 16) to 47 per cent (at 23). Notes: FT = full-time; PT = part-time; Fixed = fixed term. Probabilities (shown as percentages) are average predictive margins for each level of the variable with the unemployment rate fixed at 5%.
Discussion
The descriptive duration statistics (Table 2) suggested that the post-GFC cohort fared much worse in the labour market than did the pre-GFC cohort.
This was particularly notable for unemployment and for being outside the labour force, and appeared to affect the mixed category more than the other two. As mentioned earlier, this suggests that a sub-group of that category is likely to constitute a seriously disadvantaged group of young people who may end up marginalised in the labour market for many years to come.
They make up the core of that group of teenagers and young adults termed NEETs (neither in employment, education or training) who have become a focus for concern among policy makers in recent decades (McClelland et al. 1998; Dusseldorp Skills Forum 2007) . The duration statistics covered the whole transition period (from 16 onward), so a more realistic picture can be gauged by examining their situation at age 23. While this does not represent a completed transition for all young people, it does for the vast majority.
Descriptive statistics for labour market outcomes at this age (Table 3) again raised concerns around the prospects for the mixed category. However, closer inspection of these data showed that parenting and mixing study with job searching was a feature of this group of young people. Consequently, to fully examine whether the education-to-work transition was problematic for a subgroup among the mixed category, and to assess whether the post-GFC cohort did fare significantly worse, required a multivariate regression analysis of a more unequivocal labour market outcome, namely, gaining full-time jobs.
The multivariate analysis was also used to examine a number of issues. First, it sought to identify the key background characteristics which distinguished the three cluster categories. Secondly, it examined labour market outcomes:
gaining full-time employment (just mentioned) as well as the conditions of employment. Finally, a diagnostic model was fit to the data to examine whether the two cohorts could be equated with the two time periods (this last model is discussed below).
The multinomial logistic regression model predicting cluster category membership confirmed that these categories were not arbitrary, but reflected distinctive characteristics among these individuals. The key background factors were the highest education level attained, the age of leaving school, the mothers' occupation and the socio-economic status of the area. None of these findings were surprising. This model did, however, endorse some of the descriptive findings: namely a lower level of labour market engagement in the post-GFC cohort (that is, a lower probability of being in the working cluster category).
The logistic regression model which predicted gaining full-time employment by the age of 23 did find significant differences between the mixed category and the other two categories, with the former faring much worse. The pre-GFC and post-GFC comparison also showed that the post-GFC cohort fared much worse. Admittedly, the two cohorts faced different stages in the business cycle, but statistically controlling for this by including the area unemployment rate led to the same conclusion.
The next two models examined outcomes related to conditions of employment. The underemployment model reinforced the almost axiomatic association between part-time jobs and underemployment, but also threw light on the important occupational component of this problem. It also highlighted the extent to which the levels of underemployment were considerably higher for young workers than for the workforce as a whole. Most importantly, there were no differences between the GFC cohorts or cluster categories in this model. The job status model also confirmed this absence of a difference between GFC cohorts, but it did find a significant difference between the working category and the mixed and education categories. Both of the latter had much higher rates of part-time casual employment and much lower rates of permanent full-time employment.
These findings raise two important questions. how to untangle the confounding of period effects (historical events), ageing effects (life cycle) and cohort effects (generational aspects). A more detailed discussion of this issue can be found in Glenn (1976) , Glenn (1977) and Mason, Karen Oppenheim et al. (1973) .
In the analysis conducted here, the ageing effect is partially ruled out, because each group has been matched on this measure (both groups span the 16 to 23 year age range). Nevertheless, year effects and age effects can remain entangled because of year-to-year variability. For example, looking at business conditions highlights an important difference: those in the pre-GFC cohort ended their teenage years in the midst of a mining construction and property boom; those in the post-GFC cohort ended their teenage years in the aftermath of the GFC itself, with an unemployment rate on the rise. However, across each period as a whole the unemployment rates averaged similar levels: 5.2 per cent to 5.3 per cent. In modelling employment conditions where the dependent variables spanned the full periods (the underemployment and casualisation models) these similar average unemployment rates would have applied. Even so, the precise age at which a young person sought a job would have made a difference: an early school leaver, for example, in the first cohort faced an unemployment rate around 6 per cent; the same early school leaver in the second cohort faced an unemployment rate around 5 per cent. Clearly, disentangling the business cycle from these results is a complex task, but the inclusion of statistical controls (in the form of the area unemployment rate) did take account of this problem to some extent.
There still remains the potential confounding between the cohort effect and the period effect, a problem familiar to researchers dealing with 'treatment effects'. In other words, perhaps there is something about the pre-GFC cohort which is quite different to the post-GFC cohort which makes them more likely to have fared better in the education-to-work transition than their later peers? To test this supposition a logistic regression model was fit to these data to examine whether a broad range of personal and family characteristics were associated with membership of each of the GFC cohorts.
These characteristics included sex, migrant background, being the child of a sole parent, the highest level of education, the age when left school, father's and mother's occupation, and socio-economic status of the area. Overall, the model was a poor fit to the data, with most of these variables not strongly associated with cohort membership. The results of this model are shown in Appendix Table A5 . This poor fit suggests that there were no substantial systematic differences between the two cohorts, a finding consistent with identifying these two cohorts as two time periods.
In this diagnostic model only two variables showed statistically significant differences: father's and mother's occupation. 9 However, the patterns here tended to cancel each other out. For example, compared to the pre-GFC cohort, the post-GFC cohort had fathers who were more likely to work in bluecollar occupations, but less likely to be not employed or not present. Similarly, with the mother's occupation: they were less likely to be not employed or not present; but more likely to be in white or pink collar jobs. When it came to managerial/professional occupations, the cohorts barely differed at all for the father, and only in a minor way for the mother. It is primarily these managerial/professional backgrounds which have been identified as the bearers of 'cultural capital' (Bourdieu and Passeron 1977; Bourdieu 1984) and as just noted, the two cohorts were largely indistinguishable in this regard. Overall, the absence of decisive background factors distinguishing the two cohorts does suggest that it is legitimate to regard the comparison between the two cohorts as a comparison between the two periods. This means that the weaker labour market outcomes for the post-GFC cohort were also a sign of a weaker labour market for young people in the post-GFC period.
Conclusion
Have the employment prospects of these young people been shaped by longterm structural changes in the youth labour market rather than the abrupt disruption of the GFC and the fluctuations of 21st century business cycles?
Certainly, the long-term decline in full-time employment was evident in this analysis, but there is little doubt that the GFC spurred this decline still further.
When it came to conditions of employment, specifically underemployment and casualisation, the structural changes were fundamental, and the effects of the GFC negligible. This is largely because the youth labour market has been reshaped over several decades. With permanent full-time jobs making up less than half of all jobs, such beacons of security now constitute an oasis in a desert of insecurity. Part-time jobs, with their elevated levels of underemployment; casual jobs, which ebb and flow with the business cycle;
and temporary jobs, with good conditions but with limited prospects; all of these now form the landscape which people in their early twenties must navigate.
It seems fair to conclude that the GFC was indeed a key moment in the further shrinking of that oasis, but it was of less consequence for the surrounding desert, where underemployment and casualisation remained endemic. As for the risk of long-term marginalisation among a subgroup of the mixed category, the results remain unclear. Certainly, the disadvantages of being in that category were evident in a number of ways, but many similarities with the education category meant that definitive results were elusive. This was particularly so for various labour market states, such as unemployment and being outside the labour force. Greater clarity would emerge from further research into the intersection between the labour market activity of young people in their early to mid twenties and those other key aspects of their lives, such as studying, taking 'gap' years, and becoming parents. The findings and views reported in this paper, however, are those of the author and should not be attributed to either FaHCSIA or the MIAESR.
1. In order to present employment to population ratios for both teenagers and young adults (rather than the combined ratios provided by the ABS), I have calculated the ratios using employment counts. In the case of the numerator, these are trend data; in the case of the denominator, they are original data. These results (for teenagers, where there are comparable ABS estimates) appear to be identical to the published ABS estimates. 4. The calendar data covering 16 waves of the HILDA survey were converted to sequences suitable for sequence analysis using the TraMineR package in R. The subsequent analysis was also conducted using a combination of TraMineR and the cluster package (R Core Team 2017; Gabadinho et al. 2011; Gabadinho et al. 2010; Maechler et al. 2017 ).
5. A two year period was chosen to maximise sample size and to take account of young people turning 16 at different times during the year. This meant potentially 270 observations on each individual, though some individuals had fewer observations. The decision rule for inclusion in the scope of the analysis was to select individuals who were present for at least 5 waves of an 8 wave period. Unlike some statistical procedures which discard missing data, sequence analysis can incorporate missing periods in a sequence. These missing periods may be due to non-response for the data items or non-response to the survey. In the case of the latter, absence from the survey and re-entry can in itself be informative.
6. The models discussed below were fitted using Stata Release 15. All models were tested for over-fitting using split sample methods. Predictions and discussion in the text focused on those variables which were consistently statistically significant, and those variable which were of central interest, namely, GFC cohort and cluster category. The results shown in the Appendix tables are for the full sample models.
7. Note that whether the respondent was still a full-time student was included in the model, not for explanatory purposes, but as a control. It was highly significant, as expected since it was strongly correlated with being in the education category.
8. In some cases where information was missing on the parents' occupation (as reported by the respondent), information was derived from the household data on the occupations held by the parents when the respondent was 16.
9.
As mentioned all models were tested for over-fitting using split sample validation methods. In the case of the diagnostic model, some samples showed a statistical difference for the sole parent variable, but only the two parental occupational variables were consistently significant. Moreover, the sole parent variable was not statistically significant in the earlier model which predicted full-time employment outcomes. Notes: SE = standard error; SD = standard deviation; FT = full-time; PT = part-time.
Population: Employees who were not full-time students. Rho is proportion of total variance attributed to panel (ie. subject) variance. Note that a shortened version of ANZSIC is used for industry. Omitted independent variables: Before GFC; Male; Not a migrant; Left after 18; Permanent FT; Managers; Agriculture / mining; Education category.
No. obs = 2301 in 680 groups (ie. subjects); Log likelihood = -1094.017; LR test that rho=0 = 63 and P-value for LR test = 0.000 (test comparing the panel data with pooled data). Notes: FT = full-time; PT = part-time; Coef = Coefficient; P = P-value (95% level).
Population: Employes who were not full-time students. Model fitted using generalized structural equation command. Omitted dependent variable is permanent FT. Note that a shortened version of ANZSIC is used for industry. Omitted independent variables: Before GFC; Male; Not a migrant; Left after 18; Managers; Agriculture / mining; Sydney; Education category.
No. obs = 2836 in 710 groups (ie. subjects); Log likelihood = -3258.569; Subject level variance = 3.367. Note that random intercept is constrained to 1 for the first outcome. Notes: SE = standard error; FT = full-time; PT = part-time. SEIFA = ABS socio-economic indicators for areas.
Population: All observations. Dependent variable is membership of the post-GFC cohort.
Omitted independent variables: Male; Not a migrant; Not child of sole parent; Year 11; Left after 18; Not employed; Not employed; 5th decile.
No. obs = 688; Log likelihood = -373.876; Pseudo R-squared = 0.215.
