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Abstract
We construct a new model for relativistic particle on the non-
commutative surface in (2 + 1) dimensions, using the symplectic
formalism of constrained systems and embedding the model on
an extended phase space. We suggest a short cut to construct
the gauged Lagrangian, using the Poisson algebra of constraints,
without calculating the whole procedure of symplectic formalism.
We also propose an approach for the systems, in which the sym-
plectic formalism is not applicable, due to truncation of secondary
constraints appearing at the first level. After gauging the model,
we obtained generators of gauge transformations of the model. Fi-
nally, by extracting the corresponding Poisson structure of all con-
straints, we show the effect of gauging on the canonical structure
of the phase spaces of both primary and gauged models.
1
2Introduction
Noncommutativity can be added to spatial coordinates’ properties nat-
urally, using Dirac’s approach for constrained systems in the framework
of quantum field theory [1, 2]. This approach leads us to construct
non-relativistic theories in noncommutative (NC) space.
It has been shown that adding a Chern-Simons type term for the
coordinate type variable, vµ, to the first order action of a relativistic
commutative system, one can obtain a relativistic NC theory [3].
SNC = SC(qµ, vµ) +
∫
v˙µθ
µνvνdτ, (1)
Thus, we obtain a NC theory which intrinsically owns a Poincare struc-
ture. It means that NC variables’ brackets are invariant under the
Poincare transformations [4]. So, the proper action will be,
S =
∫
dτ [x˙µvµ −
e
2
(vµvµ −m
2) + v˙µθ
µνvν ]. (2)
The first term in the above action makes it a first order action. Also, the
second term impose the relativistic dispersion relation as a constraint
into the action. In addition, the last term transforms the spatial plane
on which the particle live, to a NC plane. which e is the einbein variable
in the action, which is added in order to include the massless cases.
It goes without saying that adding the Chern-Simons type term to
the first order action of the relativistic particle, imposes the relativistic
mass shell constraint, pµp
µ −m2 to the action [3]. This constraint is a
first class one, according to Dirac’s classification of constraints [1]. He,
as the pioneer of constrained systems, tried to solve the quantization
problems of any system by presenting the theory of constrained systems,
and classifying constraints into primary, secondary, first and second class
ones [1]. He also expressed that first class constraints are the generators
of gauge transformations [5].
But, the use of the Dirac’s quantization method needs a special care,
because there may be some nonphysical degrees of freedom in the system,
which spoils such an approach. The advent of these nonphysical degrees
of freedom are due to the presence of another kind of constraints, called
second class ones [1].
Hence, in order to gauge a system, these nonphysical degrees of free-
dom must be eliminated by converting second class constraints to first
class ones. In order to do that there has been existed some approaches
such as BFT [6, 7, 8, 9, 10], and FJ formalisms [11, 12, 13]. The main
procedure of these methods is based on the embedding process. This
3procedure is based on this fact that the noninvariant system will be em-
bedded in an extended phase space in order to change the second class
nature of constraints into first class ones. It is very important to know
that the equations of motion of the original system and the final system
obtained via embedding method are equivalent. Also, these methods
divulges all hidden symmetries of the original system.
The BFT approach to gauge the NC relativistic particle has been
studied before [14]. In this article we gauge the mentioned system on
the two dimensional spatial NC plane, i.e.(θ0µ = 0), using the symplectic
formalism, which is a newly updated version of FJ method [12] in order
to investigate the effect of embedding on the NC plane. This formalism
which is based mathematically on the symplectic structure of the phase
space, is existed to keep us away from the consistency problems which
ruins Poisson brackets algebra and consequently spoils any quantization
technique in constrained systems [13].
Unlike its congeners, in the symplectic formalism, all constraints are
assumed to be equivalent and so, there will be no distinction between
first and second class constraints [15]. So, an important feature of this
formalism is its difference from other gauging approaches [16, 17].
To use symplectic formalism, we should start using the first order
Lagrangian, which its corresponding equation of motion does not im-
bue any acceleration. This is necessary to obtain Hamiltonian equation
of motion from the variational principle [13]. Also, any second-order
Lagrangian should be transformed into first order one by expanding
the configuration space, including conjugate momentum and coordinate
variables [18]. Then, in order to enlarge the phase space and start em-
bedding process, a new variables has been introduced to linearize the
system, which is named, as the Wess-Zumino (WZ) variables [11]. At
the end, one can use the Legendre transform to pass from Lagrangian
to Hamiltonian [19].
In current article, we introduce the symplectic Lagrangian in the first
section. Then, in the second part the symplectic formalism is presented
and we show that this method may be failed for some particular cases,
such as the relativistic particle on the NC surface and we present the
proper solution by adding some auxiliary fields to the model and elimi-
nating them at the end of the gauging process. In the third section, we
apply the symplectic formalism on the gauge fixed model, and finally, in
the last section we purify the constraints and quantize the model.
41 Gauged Lagrangian
A gauged Lagrangian of a typical system without gauge symmetry, L˜(1),
will be obtained by adding a Lagrangian depending on the new dynam-
ical variable called WZ variable to the first order Lagrangian,
L˜(1) = L(1) + LWZ , (3)
where, LWZ is a function depending on the original coordinates and WZ
variable.
In order to obtain this added term, there has been driven an iterative
differential equation with the help of symplectic two form zero modes and
the potential of the model [12]. As a matter of fact, for most cases, and
particularly for this studied model, the mentioned iterative procedure
will not continue more than two levels. Thus we introduce a short cut
formula to make the WZ Lagrangian.
Let’s imagine that such models has some primary constraints which
are denoted by φi. To start with, we should find the constraint which
is first class in comparison to other primary constraints. According to
Dirac’s guess, the presence of the first class constraint guarantees the
presence of a gauge symmetry in the model. We call this primary first
class constraint as φ¯j,
{φi, φ¯j} = 0. (4)
By applying the symplectic approach, we will obtain the secondary con-
straint, denoted by φ′i. We construct the WZ Lagrangian by adding two
generators G(1) and G(2), as,
LWZ = G
(1) +G(2), (5)
which are defined by following relations,
G(1) = σφ′i ,
G(2) = −σ2{φ′i, φ¯j}. (6)
In the above equation, σ is the WZ variable, and its conjugate momen-
tum, pσ, which will not be appeared in the gauged model is a first class
constraint. Thus, it is the sign of the presence of the first class constraint
in the obtained model.
2 Symplectic Formalism
To start with, we use the first iterated Lagrangian, L(0),as
L(0) = x˙µv
µ −
1
2
e(vµv
µ −m2) + v˙µθ
µνvν , (7)
5with which we can read off the canonical Hamiltonian as,
Hc = x˙µp
µ + v˙µ℘
µ − L(0),
=
1
2
e(vµv
µ −m2) = V (0). (8)
Obtaining the corresponding constraints,
φ1µ = pµ − vµ,
φ2µ = ℘µ − θµνv
ν . (9)
In order to construct the first order Lagrangian from the free particle
Lagrangian, we add constraints to that, using new dynamical variables
as undetermined Lagrange multipliers, λi.
L(0) = x˙µP
µ + v˙µ℘
µ −Hc − λiφ
i. (10)
In order to remove the constraint from Hamiltonian and add it to
the kinetic part of the Lagrangian, we substitute (9) in the Lagrangian
(10). As a result, the first iterative Lagrangian will be obtained as,
1
2
(vµv
µ −m2)−
2∑
i=1
λ˙iφ
i = x˙µp
µ + v˙µ℘
µ − L(1). (11)
Thus we have,
L(1) = x˙µp
µ + v˙µ℘
µ − V (1) + λ˙1µ(pµ − vµ) + λ˙2µ(℘µ − θµνv
ν), (12)
in which,
V (1) =
1
2
e(vµv
µ −m2). (13)
The first iterated symplectic variables and corresponding conjugate
momenta are now defined as,
ξ(1)α = (xµ, vµ, pµ, ℘µ, λ1µ, λ2µ),
A
(1)
β = (Pν , ℘ν ,0ν ,0ν , φ1ν , φ2ν), (14)
Note; In this article, the Greek indices, α , β, α¯, β¯, α˜, and β˜, are used to
determine the phase space variables, while, µ and ν, (µ, ν = 0, 1, 2),
indicate the dimensions of the space-time. Also, 0µ (or simply 0)
is a vector that all its components are zero, and 0 is a scalar.
Moreover, the number of constraints are counted with the help of
indices i and j.
6Thus, here, α and β are counted form 1 to 18.
Using fαβ = ∂αAβ − ∂βAα, we obtain the corresponding symplectic
two form, f
(1)
αβ .
f
(1)
αβ =


0 0 −δµν 0 0 0
0 0 0 −δµν −δ
µ
ν −θµρ
δνµ 0 0 0 δ
µ
ν 0
0 δνµ 0 0 0 δ
µ
ν
0 δνµ −δ
µ
ν 0 0 0
0 θµρ 0 −δµν 0 0


. (15)
Apparently, this tensor does not have any zero mode. Hence, it does not
generate any extra secondary constraint.
Considering relations (6), we will see that no WZ term will be added
to the first order Lagrangian (12). Thus, all attempts to gauge this
model fails in the usual manner of symplectic gauging.
In order to overcome this problem, we can add some auxiliary fields
to the first order Lagrangian which converts the first class constraints
to second class ones and then the symplectic method can be applied to
the system [10].
The following extensions convert first class constraints to second class
ones,
pi → pi + ηi, (16)
where ηi and pi are auxiliary conjugate variables, while this transforma-
tion in the Lagrangian formalism can be done by the following replace-
ment,
L→ L− ηiq˙i +
1
2
∑
i
η˙2i . (17)
This replacement is a gauge fixing term, inserted in the gauge invariant
Lagrangian. Though, the new Lagrangian gives the same equations of
motion for the gauge invariant quantities, the arbitrariness of the gauge
dependent variables will be destroyed.
If the added variable and its corresponding momentum are second
class in comparison to other constraints, they can be eliminated at the
end of the gauging process, using their constrained equation. This is
a part of calculating procedure of Dirac’s bracket, in which those con-
straints are strongly applied in the Hamiltonian [1].
73 Symplectic formalism for gauge fixed model
To start with, we use the first iterated Lagrangian, L(0),as
L(0) = x˙µv
µ −
1
2
e(vµv
µ −m2) + v˙µθ
µνvν +
1
2
y˙2 − ye˙. (18)
So, the canonical Hamiltonian will be read off as,
Hc = x˙µp
µ + v˙µ℘
µ + e˙Π+ y˙π − L(0),
=
1
2
y˙2 +
1
2
e(vµv
µ −m2),
=
1
2
π2 +
1
2
e(vµv
µ −m2) = V (0). (19)
Comparing (19) with (8), we see that an extra kinetic term for a particle
with unit mass is added to the Hamiltonian, which in the symplectic for-
malism is expressed as the potential term. Obtaining the corresponding
constraints,
φ1µ = pµ − vµ,
φ2µ = ℘µ − θµνv
ν ,
φ3 = Π+ y. (20)
We construct the first iterated Lagrangian,
1
2
π2 +
1
2
(vµv
µ −m2)−
3∑
i=1
λ˙iφ
i = x˙µp
µ + v˙µ℘
µ + e˙Π+ y˙π − L(1). (21)
Thus, we have,
L(1) = x˙µp
µ + v˙µ℘
µ + e˙Π+ y˙π − V (1) + λ˙1µ(pµ − vµ)
+ λ˙2µ(℘µ − θµνv
ν) + λ˙3(Π + y), (22)
in which V (1) is the same as V (0) in (19).
The first iterated symplectic variables and one form are now defined
as,
ξ
(1)
α¯ = (xµ, vµ, e, y, pµ, ℘µ,Π, π, λ1µ, λ2µ, λ3)
A
(1)
β¯
= (pν , ℘ν ,Π, π,0ν ,0ν , 0, 0, φ1ν , φ2ν , φ3). (23)
Here, α¯ and β¯ are counted from 1 to 23.
Now, we obtain the corresponding two form tensor, f¯
(1)
αβ .
8f¯
(1)
α¯β¯
=

 0µν −δµν uTiνδµν 0µν 0µj
−uiν 0iν 0ij

 , (24)
which;
uiµ =
∂φi
∂qµ
. (25)
We see that (24) is a singular tensor. Hence, it has the following zero
mode, which generates one extra secondary constraint.
n
(1)
α¯ = {0µ,0µ,−1, 0,0µ,0µ, 0, 2,0µ,0µ, 1}. (26)
In order to generating new constraints, we use,
φi = n
(1)
α
∂V (1)
∂ξ
(1)
α
. (27)
Substituting the first iterative potential (19) into (27), we obtain the
following secondary constraint.
φ4 = 2π −
1
2
(vµv
µ −m2), (28)
which is also a scalar. This constraint is the correction of the constraint
that imposes the condition of being on the mass shell on the particle.
Thus the second iterated Lagrangian will be
L(2) = x˙µp
µ + v˙µ℘
µ + e˙Π+ y˙π + λ˙1(pµ − vµ) + λ˙2(℘µ − θµνv
ν)
+ λ˙3(Π + y) + λ˙4(2π −
1
2
(vµv
µ −m2))− V (1). (29)
Now, the symplectic variables and one form extend to the following form,
ξ
(2)
α¯ = (xµ, vµ, e, y, pµ, ℘µ,Π, π, λ1µ, λ2µ, λ3, λ4)
A
(2)
β¯
= (pν , ℘ν ,Π, π,0ν ,0ν , 0, 0, φ1ν , φ2ν , φ3, φ4), (30)
where, α¯ and β¯ are counted now from 1 to 24.
Calculating the components of f¯
(2)
α¯β¯
, we will have,
f¯
(2)
α¯β¯
=


0µν −δµν u
T
iν v
T
i′ν
δµν 0µν 0iν w
T
i′ν
−uiν 0µj 0ij 0ij′
−vi′ν −wi′ν 0i′j 0i′j′

 , (31)
9in which, vα and wα are defined as fallow,
vi′µ =
∂φi′
∂qµ
,
wi′µ =
∂φi′
∂pµ
. (32)
We see that (31) is non-singular. The inverse of f
(2)
αβ gives the usual
Dirac brackets among the physical variables.
Now, it is the time to start symplectic embedding process. In this
stage the original phase space of the theory will be expanded by adding
an extra function G, depending on the original phase space and the WZ
variable σ .
G(xµ, vµ, e, y, pµ, ℘µ,Π, π, λi, σ) =
∞∑
n=0
G(n). (33)
The generator of LWZ satisfies the following boundary condition,
G(xµ, vµ, e, y, pµ, ℘µ,Π, π, λi, σ = 0) = G
(0) = 0. (34)
Introducing the new term, G, into the Lagrangian (22), we will have,
L˜(1) = L(1) + LWZ,
= L(1) +G(xµ, vµ, e, y, pµ, ℘µ,Π, π, σ). (35)
The symplectic variables and one form can be read off as,
ξ˜
(1)
α¯ = (xµ, vµ, e, y, pµ, ℘µ,Π, π, λ1µ, λ2µ, λ3, σ),
A˜
(1)
β¯
= (pν , ℘ν ,Π, π,0ν ,0ν , 0, 0, φ1ν , φ2ν , φ3, 0). (36)
Now, α¯ and β¯ are counted now from 1 to 25. Then, we can compute the
symplectic two form f˜
(1)
α¯β¯
,
f˜
(1)
α¯β¯
=
(
f¯
(1)
α¯β¯
0α¯1
01β¯ 01×1
)
. (37)
Desirably, this tensor is obviously singular. Consequently, it has two
independent null vectors as follows,
n˜
(1)
1α¯ = {0,0, 0, 0,0,0, 0, 0,0,0, 0, 1},
n˜
(1)
2α¯ = {0,0,−1, 0,0,0, 0, 2,0,0, 1, 0}. (38)
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We combine n˜α¯ as the linear combination of the corresponding null vec-
tors.
n˜α¯ =
∑
i
n˜
(1)
iα¯
= (n
(1)
α a), (39)
where, a is a constant coefficient which makes a linear combination of
null vectors. It goes without saying that no more constraint is generated
using these null vectors n˜α¯. Thus, the first order correction term in σ,
i.e. G(1) , is determined after an integration process,
n˜α¯
∂V˜ (1)
∂ξ˜
(1)
α¯
=
∂G(1)
∂σ
. (40)
Using the first iterative potential (19), we will have,
n˜α¯
∂V˜ (1)
∂ξ˜
(1)
α¯
= 2π −
1
2
(vµv
µ −m2). (41)
After integration we obtain,
G(1) = [2π −
1
2
(vµv
µ −m2)]σ. (42)
Bringing this result into the first order Lagrangian (35),
L˜
(1)
incomplete = x˙µp
µ + v˙µ℘
µ + e˙Π+ y˙π +
3∑
i=1
λ˙iφ
i
−
1
2
π2 −
1
2
e(vµv
µ −m2) + [2π −
1
2
(vµv
µ −m2)]σ. (43)
Now, we rewrite the V˜ (1) in the following form,
V˜ (1) =
1
2
π2 +
1
2
e(vµv
µ −m2)− [2π −
1
2
(vµv
µ −m2)]σ. (44)
So,
n˜α¯
∂V˜ (1)
∂ξ˜
(1)
α¯
= −4σ. (45)
After an integration process, the second order correction term in σ, will
be determined as,
G(2) = −2σ2 (46)
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Introducing the above result into the (35), we get the desired Lagrangian,
L˜(1) = x˙µp
µ + v˙µ℘
µ + e˙Π+ y˙π +
3∑
i=1
ρ˙iφ
i −
1
2
π2
−
1
2
(vµv
µ −m2) + [2π −
1
2
(vµv
µ −m2)]σ − 2σ2. (47)
We see that in the added terms to the Lagrangian, there is nothing
about the NC parameter. This shows that the terms added to the spatial
part of configuration space is not noncommutative any more, i.e. it is
commutative.
Rewriting the V˜ (1), we will have,
V˜ (1) = V (0) − [2π −
1
2
(vµv
µ −m2)]σ + 2σ2. (48)
Using zero mode (39), we obtain,
n˜α¯
∂V˜ (1)
∂ξ˜
(1)
α
= 0. (49)
The zero mode n˜α¯ does not produce a new constraint. Thus, this model
has a symmetry and it is the generator of an infinitesimal gauge trans-
formation. Therefore, all correction terms G(n) with n ≥ 3 vanish.
Now, it is about time we obtain the invariant canonical Hamiltonian.
L˜(0) = x˙µp
µ + v˙µ℘
µ + e˙Π+ y˙π + λiφ
i − V˜ (1). (50)
Thus,
Hc = V˜
(1) − λiφ
i.
3.1 Gauge transformation generators of the gauged model
In order to obtain gauge symmetries of the model, one can use the Pois-
son brackets of the first class constraints and symplectic variables(36)
via the following relation [20, 21],
δξ˜
(1)
α¯ = {ξ˜
(1)
α¯ , φj}ǫj . (51)
Also, It has been shown that the null vector (39) are the generators
of gauge transformations of the symplectic variables (36) [12, 22].
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δxµ = 0, δpµ = 0,
δvµ = 0, δ℘µ = 0,
δe = −ǫ1, δΠ = 0,
δy = 0, δπ = 0,
δλ1µ = 0,
δλ2µ = 0,
δλ3 = ǫ1,
δσ = ǫ2.
(52)
We can see that the results obtained from (51) is the same as the in-
finitesimal gauge transformations (52) obtained by using the null vector
(39). Apparently, the Lagrangian (47) is invariant under the transfor-
mations (52).
4 Poisson structure of the gauged model
Calculating all constraints corresponding momenta,
pλ1µ =
∂L˜(0)
∂λ˙1µ
:→ φ˜1µ = pλ1µ ,
pλ2µ =
∂L˜(0)
∂λ˙2µ
:→ φ˜2µ = pλ2µ ,
pλ3 =
∂L˜(0)
∂λ˙3
:→ φ˜3 = pλ3 ,
pσ =
∂L˜(0)
∂σ˙
:→ φ˜4 = pσ. (53)
Now, we check out consistency conditions. The total Hamiltonian
defined by adding primary constraints to canonical Hamiltonian as,
H˜T = H˜c + λ
iφ˜i. (54)
Also,
0 =
˙˜
φi = {φ˜i, H˜T },
0 = {φ˜i, H˜c}+ λ
j{φ˜i, φ˜j}. (55)
We know that ψi = {φ˜i, H˜c} and also {φ˜i, φ˜j} = 0, thus,
ψi = 0, (56)
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and:
0 = ψ˙i = {ψ˜i, H˜c}+ λ
j{φ˜i, ψ˜j}. (57)
Considering weakly vanishing of {φ˜iµ, H˜T }, we obtain,
{φ˜1µ, H˜T } = ψ1µ,
{φ˜2µ, H˜T } = ψ2µ,
{φ˜3, H˜T } = ψ3,
{φ˜4, H˜T } = ψ4. (58)
Now, calculating the consistency condition of ψis, we obtain the
complete chain of constraints as,
φ˜1µ → ψ1µ → Λ1µ
φ˜2µ → ψ2µ → Λ2µ
φ˜3 → ψ3 → Λ3
φ˜4 → ψ4 (59)
Computing all corresponding Poisson brackets matrix’s components,
we obtain the following diagram.
φ˜1ν φ˜2ν φ˜3 φ˜4 ψ1ν ψ2ν ψ3 ψ4 Λ1ν Λ2ν Λ3
φ˜1µ 0 0 0 0 0 0 0 0 0 −1 0
φ˜2µ 0 0 0 0 0 0 0 0 - 1 −2θµν 0
φ˜3 0 0 0 0 0 0 0 0 0 0 0
φ˜4 0 0 0 0 0 0 0 -4 0 vµ 2
ψ1µ 0 0 0 0 0 -1 0 0 0 0 0
ψ2µ 0 0 0 0 1 0 0 −vµ 0 (e+ σ)δµν vµ
ψ3 0 0 0 0 1 0 0 -2 0 vµ 1
ψ4 0 0 0 4 0 vµ 2 0 0 0 0
Λ1µ 0 1 0 0 0 0 0 0 0 0 0
Λ2µ 1 −2θµν 0 −vµ 0 −(e+ σ)δµν −vµ 0 0 0 0
Λ3 0 0 0 -2 0 −vµ -1 0 0 0 0
Table 1: Poisson brackets between extended phase space variables of the
gauged model
It is evident that φ˜3 is a first class constraint. Eliminating this con-
straint and calculating the determinant of the Poisson bracket matrix,
we get zero, which shows that there are more first class constraints be-
tween them.
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4.1 Purifying the constraint structure
In order to find the Poisson structure of a second class system, Dirac
presented a new version of Poisson bracket, because in any general case,
there is no way to calculate some phase space coordinates in the form
of others. This is due to the fact that second class constraints are not
necessarily in the form of linear functions of phase space coordinates.
It goes without saying that in the set of obtained constraints, second
class couples (λ2µ, pλ2µ) and (y, π), which are linearly appeared in con-
straints equations. Using these equations, one can impose them directly
in the Hamiltonian, without calculating Dirac’s brackets. Because, these
couples are just appeared in four constraint equations, there will be no
ambiguity to solve them from those equations.
So, we will have,
φ˜1µ = pλ1µ ,
φ˜4 = pσ,
ψ1µ = pµ − vµ,
ψ2µ = ℘µ − θµνv
ν ,
ψ4 = 4σ −
1
2
(vµv
µ −m2),
Λ2µ = −vµ(e+ σ)− λ1µ,
Λ3 = −2σ −
1
2
(vµv
µ −m2). (60)
Now, solving σ from the last equation and putting the result in ψ4,
we obtain,
ψ4 = vµv
µ −m2,
Λ2µ = −vµ(e+ σ)− λ1µ,
Λ3 = σ. (61)
Again, we eliminate the phase space coordinates which are appeared
linearly in (61). Projecting constraints on the surface of others, we
find their pure content. So, we easily find first class and second class
constraints.
Redefining all remained constraints,
Ψ(1)µ = pµ − vµ,
Ψ(2)µ = ℘µ − θµνp
ν ,
Φ(1) = pµp
µ −m2,
Φ(2) = pλ3. (62)
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Thus, we could find a second class constraint couple (Ψ
(1)
µ ,Ψ
(2)
µ ) and a
scalar first class one, (Φ(1),Φ(2)). We notice that Φ(1) is related to the
mass shell gauge symmetry.
Considering these modifications, one can read off the reduced canon-
ical Hamiltonian as,
H˜redc = −4σ
2 − λ1µ(p
µ − vµ)− λ2µ(℘
µ − θµνpν). (63)
Calculating Dirac’s bracket shows that our canonical structure will
not change.
4.2 Quantization of the primary and the gauged model
Taking into the account two primary constraints of the original model,
φ1 and φ2, and two second class constraints, Ψ
(1) and Ψ(2) of the gauged
model, and calculating their corresponding Poisson brackets matrix, we
will have,
∆ij =
(
0 −I
I 0
)
. (64)
In order to determine all Dirac brackets of the original and gauged
model, we put the inverse of ∆ij, in the following formula,
{ξα¯, ξβ¯}
∗ = {ξα¯, ξβ¯} − {ξα¯,Ψ
(i)}∆−1ij {Ψ
(j), ξβ¯}. (65)
{, }∗ Primary Model Gauged Model
(xµ, xν) 2θµν 2θµν
(xµ, pν) δµν δµν
(xµ, vν) δµν δµν
(pµ, ℘ν) δµν δµν
(vµ, ℘ν) δµν δµν
(e,Π) 1 1
(y, π) N/A N/A
(λ1µ, pλ1ν) δµν δµν
(λ2µ, pλ2ν) δµν δµν
(λ3, pλ3) N/A 1
(σ, pσ) N/A 1
Table 2: Dirac brackets between extended phase space variables
By characterizing first class constraints and Dirac brackets of a clas-
sical system, the Hilbert space of the quantum states of the model will
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be fully available. Thus, according to Dirac prescription one can obtain
the quantized version of the model.
{A,B}∗ →
1
ih¯
[A,B], φˆi | phys >= 0. (66)
Here, φˆi is a quantized version of first class constraints. Having two
second class constraints of (62), which transform fundamental commu-
tators to the commutators of table 2, and two first class constraints of
(62) in their quantum form, we get two more quantum equations than
the Schrodinger equation in quantized version.
Also, according to the content of table 2, one can see that in the
quantized model, we derive a NC structure in the momentum part of
the phase space, despite the intact NC intrinsic structure of coordinates.
5 Conclusion
In this article we gauge the relativistic particle model on a NC surface,
using the symplectic formalism of the constrained plane. We introduce
a short cut to construct the gauged Lagrangian without calculating the
whole symplectic procedure. We also show that although this formal-
ism is more reliable than its congeners, we see that it may be defeated
in some cases which the production of secondary constraints is failed.
In order to propose a solution we show that adding an auxiliary field
to impose more second class constraints into the system is remedial.
In continue, we illustrate that the added extra field should be elimi-
nated, using the equation of constraint directly after gauging is applied.
We also extracted the corresponding gauge transformation generators
of the gauged model. At the end, comparing the Poisson structure of
the gauged and ungauged model, we see that noncommutativity remains
intact after gauging is applied.
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