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K-S検定を用いた２ユニット並列システムにおける
従属故障の検知に関する研究






This thesis proposes a statistical test method for 2-unit parallel systems, which discriminates
whether the units failed independently or dependently. The method which makes a system re-
dundant by combining several units is often used in order to construct a highly-reliable system.
However, if the units break down dependently, the reliability of the system would decrease. We
present the statistical test scheme based on the failure occurrence times of the units. It is assumed
that the life time distribution of the survival unit changes if one unit fails. Therefore our scheme
can find dependent failure occurrences by identifying the change of the distribution. The perfor-
mance of the proposed method is shown by simulation studies.















































































ある．確率変数 T の分布関数を F(t)，その密度関数を f (t)と
したとき，T のハザードレート h(t)は
h(t) = f (t)





DFR(decreasing failure rate)；tに依らず h(t)が定数のとき，ハ





F(t) = 1   e tm ( > 0;m > 0): (2)
また，ワイブル分布の密度関数 f (t)とハザードレート h(t)は
それぞれ以下のようになる．
f (t) = mtm 1e tm ; (3)






















jF(x)   S n(x)j: (5)
このとき任意の x > 0に対して，n ! 1で，
Pr[pnDn  x] ! L(x); (6)
が成り立つ．ここで L(x) は連続な分布関数で，x > 0 に対
して
L(x) = 1   2
1X
j=1





帰無仮説 H0：標本が確率分布 F に従っている
対立仮説 H1：標本が確率分布 F に従っていない
手順２：有意水準  の設定（一般に， = 0:5 もしく
は  = 0:01）
手順３： K-S統計量 Dn の計算
Dn = sup0<x<1 jF(x)   S n(x)j．
手順４：有意性の判定p
nDn > 1:36であれば，有意水準 5%で H0 を棄却し，
H1 を採用する．p
nDn > 1:62であれば，有意水準 1%で H0 を棄却し，
H1 を採用する． 
帰無仮説で仮定した確率分布と，標本の経験分布との食い

















h1(t) = 1m1tm1 1 (1;m1 > 0); (8)




F(t) = 1   e 
R t
0 h1(x)dx
= 1   e 1m1 tm1 ; (9)
となる．
仮定 IV：片方のユニットが時刻 t = t f で故障した場合，その
時点から，もう一方の生き残っているユニットの故障
時刻は，新しく t f による条件付きのハザードレート
h2(tjt f ) = g(t)   g(t f ) + h1(t f ) (t > t f ); (10)
に従う．ただし，
g(t) = 2m2tm2 1 (2;m2 > 0): (11)








Chiodo et al.[14]が詳しい．ただし文献 [14]は独立故障のみ
の議論であり，本論文で議論するワイブル型従属故障モデル
の新規性は従属故障を扱うという点である．











 1 = 2 かつ m1 = m2 ならば，独立故障





時刻」，の３つは生成される（それぞれ実現値として，t f ; tl;
そして td とおく．さらにそれらの大文字表記 T f ;Tl;そして





差をとった tl   t f を表す．
先故障時刻 t f がハザードレート h1(t)に従い，差分時刻 tdが
h2(t)に従うように図 2を描いた．左図 (a)のグラフは，h1(t)
が一定であり CFRの故障現象を表している．時刻 t f におい
て先故障が発生したことによって，ハザードレートが h2(t)
に切り替わり IFRの故障に変化している．もしユニット同士
が独立に故障するならば，t f 以降も破線のように h1(t)であ
る．右図 (b) のグラフは，t = 0 からハザードレートが上昇











率変数 T f ;Td そして Tl の分布関数を導出する．
a) 先故障時刻 T f
ハザードレート h1(t)に従う確率変数を T1; T2とすると，先
故障時刻 T f は T f = min(T1;T2)が成り立つ．よって T f の分
布関数を F f (t)とおくと，F f (t)は以下のようになる．
F f (t) = Pr[min(T1; T2)  t]
= 1   Pr[min(T1; T2) > t]
= 1   f1   F(t)g2
= 1   Exp[ 21tm1 ]: (12)
さらに密度関数を f f (t)とおくと， f f (t)は以下のようになる．
f f (t) =
dF f (t)
dt
= 21m1tm1 1Exp[ 21tm1 ]: (13)
式 (12)から，先故障時刻もまたワイブル分布に従う．
b) 差分時刻 Td
差分時刻 Td の分布関数を Fd(tjT f = t f )とする（以下，簡
略化して Fd(tjt f ) と書く）．差分時刻 Td は，先故障時刻の
確率変数 T f の，条件付き確率変数であることに注意して，
Fd(tjt f ) はハザードレートの定義より以下のように導くこと
ができる．
Fd(tjt f ) = 1   e 
R t
0 h2(x+t f jt f )dx
= 1   e 
R t
0 g(x+t f ) g(t f )+h1(t f )dx;
M(t f ) = g(t f )   h1(t f )とおいて，積分を展開すると
= 1   e [2(x+t f )m2 M(t f )x]t0




後故障時刻 Tl は先故障時刻と差分時刻の和 T f + Td であ
るため，その和の分布を求める必要がある．Tl の分布関数を
Fl(t)とすると，Tl = T f + Td より Fl(t)は以下のようになる．








Fd(t   t f jt f ) f f (t f )dt f : (15)
ここで式中の t f は被積分変数であり，Fl(t)は t f に依存しな
い変数 tのみの関数であることに注意する．m1;m2 がそれぞ






を T1;T2 とすると，その分布関数は F(t) = 1  e 1tm1 である．
よって後故障時刻の従う分布関数 Fl(t)は




故障の場合，パラメータは 1 = 2 かつ m1 = m2 であった．




(1   e 2 tm2+2 t
m2








 2 tm2+2 tm2f f f (t f );










 1tm1f dt f ;
２つの積分はそれぞれワイブル分布の分布関数なので
= (1   e 21 tm1 )   2e 1 tm1 (1   e 21 tm1 )
= 1   2e 1 tm1 + e 21 tm1




















(1   Fl(t))dt; (18)
となる．式中の Fl(t)は，式 (15)によって与えられる．
(1) MTTFの導出
a) 尺度パラメータ 2 を変化させた場合
MTTF と尺度パラメータの関係を確認するために，パラ
メータを (1;m1;m2) = (1; 2; 2)で固定し，2 の値を変化させ
る．図 3は 2 によって定められたシステムのMTTFを表し
ている．横軸は底 10の対数スケールとしている．




こでユニット単体の MTTFは 1 = 1;m1 = 2より，0.886と
求められ，図中では破線で示されている．およそ 2=1 > 8
における従属故障する並列システムのMTTFは，ユニット単




並列システムのMTTFは先故障時刻 t f の期待値 E[T f ]に収
束する．その理由は，大まかに言えば，2 ! 1のとき，差分時
刻 tdが 0に漸近するからである．なお E[T f ]は F f (t) = 1 e 2t2
より，0.627である．
パラメータを (1;m1;m2) = (5; 2; 2)で固定し，2 の値を変
化させた場合も，同様の結果が得られた．図 4は 2によって
定められたシステムのMTTFを表している．およそ 2=1 > 8
において，この並列システムの MTTF は，ユニット単体か
らなるシステムの MTTF よりも短い．ここでユニット単体
図 3 : 尺度パラメータ 2 と MTTFの関係（1 = 1）．
図 4 : 尺度パラメータ 2 と MTTFの関係（1 = 5）．
図 5 : 形状パラメータ m2 の変化とMTTFの関係．
のMTTFは F f (t) = 1   e 10t2 より，0.396と求められる．ま
た，E[T f ] = 0:280である．
b) 形状パラメータ m2 を変化させた場合
MTTF と形状パラメータ m2 の関係を，パラメータを
(1; 2;m1) = (1; 1; 2) で固定し，m2 の値を変化させること
で確認する．図 5は m2 によって定められたシステムの平均
故障時間を表している（横軸は図 3と同様に，底 10の対数
スケールである）．























































Fl(t) は後故障時刻の標本 tl を使うことなく，先故障時刻の
標本 t f のみから精度よく推定することができる．なぜなら
ば，それぞれの真の分布関数は
Fl(t) = (1   e 1 tm1 )2; (19)
F f (t) = 1   e 21 tm1 ; (20)
であり，ハザードレート h1(t)のパラメータ 1;m1 を共有し
ているからである．このことから，t f を標本として，最尤法
で bF f (t) = 1  e 2b1 tbm1 を推定することで，同時に bFl(t)を推定
















1. 先故障時刻 t f のデータから，cF f (t) = 1   e 2b1 tbm1 を最尤
法にて推定する
2. 独立故障を仮定して，bFl(t) = (1   e b1 tbm1 )2 とする．
3. K-S統計量 Dn を次のように計算する．
Dn = sup0<t<1 jbFl(t)   S l(t)j,
ただし，S l(t)は観測された後故障時刻の経験分布である．
4. 帰無仮説 H0 と対立仮説 H1 を以下のように設定する．
H0：後故障時刻 tl が bFl(t)に従っている．
H1：後故障時刻 tl が bFl(t)に従っていない．
5. 以上の仮説のもとで K-S検定を行う．p
nDn > 1:36であれば有意水準 5%で H0 を棄却し H1
を採用する．そうでなければ H0 を採用する．p
nDn > 1:62であれば有意水準 1%で H0 を棄却し H1
を採用する．そうでなければ H0 を採用する．




（例１）ハザードレートのパラメータが (1; 2;m1;m2) =
(1; 1; 2; 2)の独立故障の例
データ数を n = 20として，シミュレーションで故障時刻の
データを生成したデータを表 1に示す．このとき，最尤法によ
ってパラメータ 1とm1を推定すると，b1 = 0:866;bm1 = 1:409
である．これより，K-S 統計量が D20 = 0:296 と求められ，p



















障ケースを (1;m1;m2) = (1; 2; 2)で固定し，2 を 1; 2; : : : ; 10
までの 10通りで試す．このときハザードレートのグラフは
表 1：例１で用いた故障時刻のデータ





















図 6のようになる．表 2と表 3は，それぞれ有意水準を 5%
と 1%と設定したときの，この故障ケースにおける検定の検
出力を示す．それぞれ実験１と実験２とする．










定したために，と 1   の値が小さい．すなわち，有意水
準を小さく設定すると，独立故障は正しく判定しやすくなる
が，従属故障を誤って独立故障と判定する確率は上昇する．
図 6 : ハザードレートの振る舞い（ = 1）．
表 2：実験１の結果．検出力 1   （%，シミュレーション
500回）．有意水準  = 5:0%．
検出力 1   
2 n = 20 n = 50 n = 100
1  = 11:4 (7:0)  = 13:6 (6:0)  = 11:2 (4:8)
2 23.0 32.2 58.2
3 39.6 69.2 89.2
4 51.4 85.4 98.6
5 67.6 92.2 99.8
6 68.4 95.8 99.8
7 79.6 98.8 100.0
8 84.6 99.4 100.0
9 84.6 99.8 100.0
10 86.4 99.8 100.0
表 3：実験２の結果．検出力 1   （%，シミュレーション
500回）．有意水準  = 1:0%．
検出力 1   
2 n = 20 n = 50 n = 100
1  = 3:8 (2:0)  = 4:2 (1:4)  = 3:2 (0:6)
2 7.2 15.6 36.6
3 17.6 48.6 75.4
4 25.8 66.6 95.8
5 38.8 79.0 98.2
6 40.4 88.4 99.4
7 53.0 93.6 99.8
8 62.6 97.4 100.0
9 62.6 97.8 100.0
10 70.4 99.0 100.0
【実験３】
パラメータの変化に対する検出力の敏感さを調べるために
実験３を行った．故障ケースを (1;m1;m2) = (5; 2; 2)で固定
し，2 = 5; 6; : : : ; 15 まで変化させる．有意水準は 5% のみ
とする．この結果を表 4 に示す．表ではパラメータの変化
率 2=1 の影響を確認するために，第１列目を 2 ではなく，







障ケースを (1; 1;m1) = (1; 1; 2)で固定し，m2 を 2; 3; : : : ; 10




状パラメータ m2 の値を変化させた場合でも，m2 が大きいほ
ど，またデータ数が大きいほど，検出力が高いことが分かる．
表 4：実験３の結果．検出力 1   （%，シミュレーション
500回）．有意水準  = 5:0%．
検出力 1   
2=1 n = 20 n = 50 n = 100
1  = 12:4 (6:6)  = 11:6 (3:8)  = 11:6 (5:2)
6/5 12.8 16.4 15.4
7/5 14.2 19.0 23.2
8/5 16.8 24.8 32.0
9/5 20.6 31.4 45.6
2 22.6 33.8 53.8
11/5 24.2 45.2 67.4
12/5 27.0 50.0 74.8
13/5 32.6 55.4 79.2
14/5 34.2 62.2 87.0
3 35.2 66.8 91.6
表 5：実験４の結果．検出力 1   （%，シミュレーション
500回）．有意水準  = 5:0%．
検出力 1   
m2 n = 20 n = 50 n = 100
2  = 12:2 (7:0)  = 10:0 (5:8)  = 9:4 (4:4)
3 23.8 43.4 64.4
4 43.6 70.6 96.4
5 61.2 91.2 99.8
6 69.8 97.0 100.0
7 80.0 98.6 100.0
8 84.0 99.2 100.0
9 85.2 99.8 100.0
10 86.8 99.8 100.0
表 6：実験５の結果．検出力 1   （%，シミュレーション
500回）．有意水準  = 1:0%．
検出力 1   
m2 n = 20 n = 50 n = 100
2  = 3:8 (1:2)  = 2:0 (1:0)  = 2:4 (1:0)
3 8.4 23.6 46.8
4 23.4 52.2 87.6
5 37.8 77.6 98.2
6 47.0 92.6 99.4
7 56.2 96.4 100.0
8 64.2 97.8 100.0
9 70.4 98.4 100.0
10 70.4 98.4 100.0
表 6より，実験４と比べて，実験５は有意水準を小さく設











検出力 1   が高くなる条件は（i）有意水準（ii）データ
数（iii）パラメータの変化率，これらが大きいということを
明らかとした．






実際には，データ数が n = 50あれば充分である．検出力が
パラメータの変化率に依存しているため，良い検出力を保つ
ために必要なデータ数は存在しないが，実験結果より，パラ
メータの変化率が，2=1  3または，m2=m1  4の場合は，
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