Facets of the k-partition polytope  by Chopra, Sunil & Rao, M.R.




Facets of the k-partition polytope 
Sunil Chopra”**, M.R. Raob*l 
‘Department of Managerial Economics and Decision Sciences, J.L. Kellogg Graduate School 
of Management, Northwestern University, Evanston, IL 60208, USA 
‘Leonard N. Stern School of Business, New York University, 100 Trinity Place, New York, NY 10006, USA 
Received 10 September 1991; revised 21 September 1993 
Abstract 
We study facets of the k-partition polytope Pk.+, the convex hull of edges cut by r-partitions of 
a complete graph for r < k, k 2 3. We generalize the hypermetric and cycle inequalities (see 
Deza and Laurent, 1992) from the cut polytope to Pk.,, k 2 3. We give some sufficient 
conditions under which these are facet defining. We show the anti-web inequality introduced by 
Deza and Laurent (1992) to be facet defining for Pi,_, k 2 3. We also give lifting procedures for 
constructing facets of Pk., from facets of P k,n for r 2 n + 1 and facets of Pk.r from facets of 
Pk_l.n for r > n + 1. 
Kevwords: k-partition polytope; Valid inequality; Facet; Lifting 
1. Introduction 
In this paper we study the following problem: “Given a connected graph G = (V, E) 
with edge weights c, for all GEE, partition the node set V into at most k nonempty 
subsets o as to maximize the total weight of the edges with end points in two different 
subsets, i.e., the edges cut”. 
For k = 2 this problem is equivalent o the max-cut problem (see [4,9, IO]) that is 
known to be NP-complete. For k = 1 VI this problem has been studied by Griitschel 
and Wakabayashi [133 where G is a complete graph. They give several classes of facet 
defining inequalities. This problem has been studied by Chopra and Rao [S] for 
general graphs G and all values of k. All the papers mentioned above have focussed on 
the polyhedral approach to the solution of this problem. Goldschmidt and Hochbaum 
[ 1 l] have given a polynomial-time algorithm to solve this problem for fixed k if c, < 0 
VeEE. 
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In related work, Conforti et al. [6] have studied the equipartition polytope on 
complete graphs, Padberg [14] has studied the boolean quadratic polytope, and 
Barahona et al. [3] have studied the bipartite subgraph polytope. 
In this paper we restrict attention to complete graphs G, = (I’, E) where n = ( VI. 
Definep=(N,,i= l,..., r)tobeanr-partitionifNic V,i= l,...,r,INinNjl=Ofor 
i # j and u Ni = V. E( 11) is the set of edges cut by the partition p. Define the incidence 
vector x(p) where 
x&L) = 
1 if eeE(p), 
0 otherwise. 
When the context is clear we may refer to x,(p) as x,. We are interested in the 
k-partition polytope Pk.n, where 
Pk.” = conv{x 1 x is the incidence vector of an r-partition p for r < k}. 
For the case k = 2, Deza and Laurent [9, lo] have studied several interesting 
classes of valid inequalities and facets. Our work is motivated by their results. 
They have given conditions under which hypermetric inequalities (see Section 2) 
and cycle inequalities (see Section 4) are facet defining for the cut polytope Pt.,. 
We generalize their results for higher values of k and give new sets of sufficient 
conditions for these inequalities to be facet defining. We also extend the anti-web 
inequalities introduced by Deza and Laurent [9, lo], for the cut polytope P2,“, to the 
case k 2 3. 
An edge with end nodes i and j will be denoted by e or (i, j) depending on the 
context. A vector b indexed by the nodes in V will have elements referred to as bi or 
b(i) ‘die V. A vector x indexed by the edges in E will have elements referred to as x,, 
x(e), Xij, or x(i, j) where e = (i, j). Given weights bi, ViE V and N c V, define 
b(N) = CisN bi. 
We expect the reader to be familiar with basic concepts in graph theory and 
polyhedral theory (see, for instance, Cl]). 
For the case k = 2 it is known that one can obtain a complete inequality description 
of the cut polytope given a complete inequality description of the cut cone, the cone 
defined by the incidence vectors of all 2-partitions (see [4,9]). This is based on the 
observation that the minimal cuts in a graph form the circuits of a matroid. Thus, if El 
and E2 are edges cut by two distinct 2-partitions, the symmetric difference 
E3 = {E, - E2 > u {E2 - El } is the disjoint union of edges cut by 2-partitions. This 
allows one to define a switching operation that takes a facet of the cut polytope to 
a facet of the cut cone and vice versa (see [9]). 
For the case k 2 3 this is not true in general. If El and E2 are edges cut by two 
distinct r-partitions the symmetric difference E3 = (E, - E2 ). u (Et - El > need not 
even be an l-partition for some 1. It cannot be written as a disjoint union of edges cut 
by r-partitions. Thus, one cannot study P k,n by studying only the associated cone since 
we know no switching operations are possible for Pk,n. 
S. Chopra. M.R. Rao 1 Discrete Applied Mathematics 61 (1995) 2748 29 
The problem of finding the maximum weight k-partition of G, can be stated as 
follows: 
Max 1 c,x, 
s.t. XEPk,n. (1.1) 
Given V s V, let E(v) be the set of edges with both end points in I? Assume that 
1 v( = k + 1. Since a feasible partition can have at most k subsets, at least two nodes 
from V must belong to the same subset. Thus, the clique inequality (see [S]) 
1 x,<(k+l)k/2-1, VvsV, IPI=k+l, 
e&(P) 
(1.2) 
is valid for P,_. 
Consider three edges e, , ez, e3 which form a triangle in G,. No partition can cut 
exactly one of the three edges. Thus, the triangle inequality 
-x(el) - x(e2) + x(e3) d 0, V triangles {e1,e2,e3), (1.3) 
is valid for Pk,n. There are three triangle inequalities defined by each triangle but we 
will write only one to represent all the three. Chopra and Rao [S] have shown that 
Pk.” = conv{xE rW”, Ix satisfies (1.2) and (1.3), x integer). 
In Section 2 we generalize hypermetric inequalities (See [g]) to &, k 2 3. SeCtiOn 
3 contains some lifting theorems. In Section 4 cycle inequalities are shown to be facet 
defining for Pk,” and in Section 5 the anti-web inequalities are shown to be facet 
defining for Pk.n, k 2 3. 
2. Hypermetric inequalities 
Deza and Laurent [9] have studied hypermetric inequalities for the case k = 2, i.e., 
the cut-polytope. In this section we generalize their results from P2,” to Pk.“, k 2 3. 
Given a complete graph G, = (V, E) on n nodes define integer node weights 
bi, t/it V. Assume that for integers k, t and I, CieY bi = tk + r = ‘I, t 3 0, 
0 < r < k. Define V+ = {iE VI bi > 0}, V- = {iE VJ bi < 0} and f(q,l)= 
maxIC,<i<j<l xixjlcf=, xi = q, xi > 0, xi integral}. We thus have 
where 
= 0 if a < b. 
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The hypermetric inequality is given by 
C bibjxij d f(~, k). (2.1) 
l<i<j<n 
Lemma 2.1. The hypermetric inequality is valid for the polytope Pk,R if 1 V+ 1 2 k, 
Proof. Consider any feasible partition ,U = (N,, s = 1,2, . . . ,1). We have 
1 bibjxij = 1 b(Nr). b(Nq) = 
i<j PC4 
f(($h(N,$2-~Wp~2). 
Observe that if CI 1, . .., uk are integers with txl + ... + Kk = tk + r, with t integer, 
0 < r < k, then 
CI: + .e. + txz > r(t + 1)’ + (k - r)t’. (2.2) 
Thus, 
C bibjxij < i((tk + r)’ - r(t + 1)’ - (k - r)t2) =f(n, k). 
i<j 
This proves the result. Note that equality solutions to (2.1) correspond to k-partitions 
,u=(N,,s= 1 3 ..*I k) where r subsets N, have b(N,) = t + 1 and k - r subsets N, have 
b(N,) = t. 0 
We give a basic lemma (without proof) that is used several times in the rest of the 
paper. A similar result is proved in [4]. 
Lemma 2.2. Let IIx Q l7, be any valid inequality with respect to Pk,n. Given three 
disjoint sets Mi E V, i = 1,2,3 consider a partition u = (Ni, i = 1,2, . . . , r), r < k, whose 
incidence vector x(u) satisfies L!x(p) = Ll, such that MI v M2 c N1 and M3 E N2. 
DeJine the following partitions: 
PI =(N, - Mz,NzuMz,N~,...,Nr), 
~~=WIUM~-MI,NZUM~ -M3,&,...,N), 
~~=UVJM~MI uM2},N2uM,uM2-M,,N, ,..a, NJ. 
Zf the incidence vectors x(pi), i = 1,2,3 also satisfy nx(~i) = l7, then 
2 D&j) = 1 D(s,j). 
seM,.jcM, seM3,jeM, 
If M3 is the empty set then 
c LI(s, j) = 0. 
sEM,,jcM, 
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Now we identify a basic family of hypermetric facets from which others may be 
obtained by lifting. 
Theorem 2.1. Assume that bi = 1 Vi6 I/+, bi = - 1 ViE V-, V = v+ U V-. Zfl V- 1 2 2, 
1 I/+ 1 2 k, and City bi = tk + r = q, 0 < r < k, t 2 0, then the corresponding hyper- 
metric inequality (2.1) is facet dejiningfor Pk.. for k 2 3. 
Proof. Consider any inequality Ilx < ITO, defining a facet for Pk.” such that 
(x +z Pk.= I x satisfies (2.1) with equality) E {x ) IIx = II, >. 
Equality solutions to (2.1) correspond to k-partitions (N,, N2,. . . , N,), where r subsets 
N, have b(N,) = t + 1 and k - r subsets N, have b(N,) = t. Consider any three nodes 
{il,iz,i3} G V+. Define a k-partition p = (N,, s = 1,2,...,k) where b(N,) = t + 1, 
for s= 1 ,...,I, b(N,) = t, for s = r + l,..., k, (V_nN,l21, IV_nN,(21, 
{ir, i2} c Nr and i3 E Nk. Consider the following partitions: 
~1~ = (NI - {iZ},Nz,...,Nku {i,}), 
cl2 = (Nr u {i3} - {iI},N2,...,Nku {ir} - {is}), 
113 = (NI u (is} - (il,i2),Nz,...,Nku(il,i2} - {is)). 
The incidence vectors x(p) and X(~i), i = 1,2,3 satisfy (2.1) with equality. By Lemma 
2.2 we thus have I7(i,, i2) = 17(i2, i3). Since i 1, i2 and i3 are arbitrary nodes from Vf 
we have 
II(i,j) = a V(i,j} G V+. (2.3) 
Consider Jo V- and (iI, i2} 5 V+. Define a k-partition p = (fls, for s = 1, . . . . k) 
where b(N,)=t, for s=l,..., k-r, b(N,)=t+l, for s=k-r+l,..., k, 
{il,j} E N1, V/- - {j> E A k, i2 E Nk. Define the following partitions: 
ii1 = (4 - {j>,~2,...,aJ (.g>, 
P2 = PI u {i2> - (h>,N2,...,&~ (4) - {i2}), 
ii3 = (N, u {i2} - {il,j>,~2,...,rJku (h,i} - {i2>J 
The incidence vectors x(p) and X(fii), i = 1,2,3 satisfy (2.1) with equality. By Lemma 
2.2 we thus have ZI(i,,j) = n(i,,j). Since j, ir and i2 are arbitrarily chosen we have 
Il(i,j) = bj ViE V+,jE V-. (2.4) 
Consider any node is eN1 n V+. Define the partition 1; = (N, - {i3, j},fi2,..., 
& u { i3, j}). The partitions p and fi satisfy (2.1) with equality. Thus, 
1 ZI(i,i,) + 1 II(i, j) = C Zl(i,i3) + C n&i). 
ieR, - {i3,j) isNl - (i,.j} ieNk icNk 
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Substituting from (2.3) and (2.4) we have bj = - CI. Thus, 
n(i,j) = - CI Vif I/+, jE V-. (2.5) 
Let {jr, jz} c V-. Consider a partition fi = (N_ s = 1,. .., k), b(fls) = t, for 
s=l ,..., k-r, b(fls)=t+l, for s=k-r+l,..., k, N”,nV-={jl,j2} and 
T/- - {jl,j2) c&. Define the partition ii1 =(N”i - {j,},~~,...,~k~{jl}). The 
incidence vectors x(F) and x(pi) satisfy (2.1) with equality. Thus, 
n(ji,jA + C fl(kji) = C n(i,ji). 
iefl, - { jl,j2} ie& 
Substituting from (2.5) we have n( j,, j,) = M. Since jr and j, are arbitrary nodes 
from V-, 
This shows that nx 6 17,, is a multiple of inequality (2.1). Validity implies that it must 
be a positive multiple. Thus, inequality (2.1) is facet defining for P,+ 0 
Remark 2.1. If ) Y- 1 = 1 in Theorem 2.1 the resulting hypermetric inequality is still 
facet defining for Pk,n. 
Now we give another set of sufficient conditions under which hypermetric inequali- 
ties are facet defining. Given G, = (V, E) with integer node weights bi, Vi E V, and any 
integer d > 2, define the folowing node sets: 
R+ = {ie Vlbi = l}, R- = {ie Vlbi = - l}, 
S+ = {iE VI bi = d}, S- = {iE VI bi = - d}. 
Theorem 2.2. Assume that V=R+uR-uS+uS-, lS’l=]S-1, IR-l>,d and 
Cicv bi = tk + r = q, 1 < Y < k - 1, t > 0. The corresponding hypermetric inequality 
(2.1) isfacet deJiningfor Pk.“, k > 3. 
Proof, Consider any inequality nx < II,, defining a facet for P,_, such that 
{x E Pk.” I x satisfies (2.1) with equality} !E {x I l7x = Z7,}. 
Let ieR+, YES+ and IES-. Consider any partition p = (N,, s = 1,2,...,k) where 
b(N,) = t + 1, for s = 1,. ..,r and b(N,) = t, for s = r + 1, . . . . k, R- E N1, S- G N1, 
and {i, j} E N1. Define the following partitions: 
Pi = (Nl - (i},&,...,Nu {i}), 
PZ = (Ni - {i,j,I},N,,...,N,u{i,j,E}), 
c13 = WI - {j,l},&, . . ..Nu (j,l}). 
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The incidence vectors of all four partitions satisfy (2.1) with equality. By Lemma 2.2 
we thus have n(i,j) + n(i, I) = 0. Since i, j and 1 are arbitrarily chosen, we have 
fI(i,j) = a(i) ViER+, j6S’, (2.6) 
n(i,l) = -a(i) VieR+, 1~s~. (2.7) 
Now consider g E R+ and h E R-. Define partitions ,u, pl, pz, p3 as above, with g and 
h replacingj and 1, respectively. The incidence vectors of all four partitions satisfy (2.1) 
with equality. Thus, by Lemma 2.2 we have ZI(i,g) + ZI(i, h) = 0. Interchange the role 
of i and g in defining pl, p2, p3 and repeat the above procedure to get 
n(i, g) + ZI(i, h) = 0. This shows that - n(i, g) = n(i, h) = II(g, h). Since i, g and h are 
arbitrarily chosen, we have 
IZ(i,l)= -/I VicR’, feR_, (2.8) 
IZ(i, j) = /i V {i,j} s R+. (2.9) 
Now consider {i,j,g} G R+, {h,l} c R-, i,eS+ and jigs_. Define a partition 
p = (iy,, s = 1,2,... ,k) where b(fiJ = t, for s = l,..., k - r, b(fiJ = f + 1, for 
s=k-r+l , . . . , k, {i, j, h, 1, iI ,j,} E N, and g E Nk. Define the following partitions: 
ii1 = 0% - {q,N, ..., Ku {I}), 
,h = (13, u is> - {4j,h),%,...,%u (iAh) - (s>), 
ii3=(Nlu{g} -(~,j,h,~},N,,...,N~u{i,j,h,l}-(9)). 
The incidence vectors of all four partitions satisfy (2.1) with equality. Thus, by Lemma 
2.2 we have n&g) = ZZ(i, I) f ZZ( j, 1) + l7(h, 1). Substituting from (2.8) we have 
II(h, 1) = /?. Since h and 1 are arbitrary nodes from R-, we have 
L’(h,l) = fl t’{h,l} z R-. (2.10) 
Once again consider the partition fi defined above. In defining &,ji2, and j.i3, 
replace i, j and h by i1 , j, and j, respectively. The incidence vectors of all four parti- 
tions satisfy (2.1) with equality. Thus, by Lemma 2.2 we have n(l,g) 
= n(i,, I) -+ n( j,, 1) + n( j, I). Substituting from (2.8) we have n(i, 1) = - ZI( j, 1). 
Since i1 , j, and I are arbitrary nodes from S+, S- and R-, respectively, we have 
Il(i,l) = - y(l) Vies+, IER-, (2.11) 
n(j,l)= y(1) VjeS-, IER-. (2.12) 
Now consider icsS+, {ll,...,ld} E R- and gER+. Define the partition p = 
(C s= 1 ,..., k) where b(Es)=& for s=l,..., k-r, b(Rs)=t+l, for 
s=k-r+ l,..., k, {11,12 , . . . . Id} c fli, S+ G fll, S- c fir and gcfik. Define the 
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following partitions: 
ii1 = (fl, - {Q,N”,,...AJ {Ii>), 
i& = (13, u (9) - {i,12,/3,...,Id),~~,...,~~U {~,~2r~3,...Jd) - {g}), 
/& = (fi, u {g} - {i I , 1, 1 2,...,ld},~;,...,~~u{i,I1,12,...,ld} - (9)). 
The incidence vectors of all four partitions satisfy (2.1) with equality. Thus, by Lemma 
2.2, (2.8), (2.10) and (2.11) we have 
Since I1 is arbitrarily chosen we have 
y(l) = d/I VlcR-. (2.13) 
Now consider i E S-, (j, , . . . ,jd+ 1 } G R+. Define a partition CL’ = (Nj, s = 1,. . . , k) 
where b(Ni) = t + 1, for s = l,..., Y, b(Ni) = t, for s = I + l,..., k, S- E N;, 
S+ c N;, (N; n R-1 = d, and (ji ,..., j,+ i > G N; . Define the following partitions: 
A = (N; - {ji},N;,...,N;u {ji>), 
& = (N; - (i,j2,j3,...,jdfl},N;,...,N;u {i,j2,j3,...,jd+i}), 
FL; =(W - (irj*,jZ,...,jd+l),N;,...,N;u (i,jl,jz,...,j,++r)). 
The incidence vectors of all four partitions satisfy (2.1) with equality. From Lemma 
2.2, (2.7) and (2.9) we thus have 
d+l 
-a(j,) = Zl(i,j,) = - 1 n(j,,j,) = - d/i 
r=2 
Since i and j, are arbitrarily chosen, we have 
a(j) = d/I VjER+. (2.14) 
Now consider {i, j} G Sf, YES- and (II, . . . . d c 
1 =(M,, s = I,..., 
k) 
w 
here b(M ) = t + 1 for s =lli - R-e Define the partition 
,r, b(M,) = t, for s = I + 1, 
. . ., k, S+ G Ml, S- c Ml and R’ c Ml. Define the’following partitions: 
A = (Ml - {i,h},Mz,...,Mku {Ch}), 
& = (M, - {j,11,12,...,Id},Mz,.-.,MI,u {j~~1~~29-~~~~d))r 
& = WI - {i,j,h,11,Iz,...,Id},MZ,...,MkU {i,j,h,II,Iz,...,L}). 
The incidence vectors of all four partitions satisfy (2.1) with equality. From Lemma 2.2 
and (2.1 l), (2.12) and (2.13) we thus have ZI( i, j) + l7( j, h) = 0. Interchange i and j in 
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the definitions of Ai,& and A3. This gives L’(i,j) + l7(i,h) = 0. Since i,j and h are 
arbitrarily chosen, we have 
II(i, j) = 6 V {i,j} E S+, (2.15) 
IZ(i,h)= -6 ViES+, hES_. (2.16) 
InthesubsetM,ifweassumethat(i,,j,}~S-,h,~S+and(t,,...,t,}cM,nR+ 
and repeat the above procedure, replacing i, j,h, (II, . . . . Id) by iI, jI,hI, (tI, . . . . t,}, 
respectively, we obtain 
l7(i, j) = 6 V (i, j} E S-. (2.17) 
NowconsideriES’,jES-,{h,,...,h,+,}ER’and{11,...,1~} cR_.Defineapar- 
tition X= (A?,, s = 1, . . . ,k) where b(n;i,) = t + 1, for s = 1, . . . . r, b(Ms) = t, for 
s=r+l , . . . . k, S c n;i,, S- E I\;iI, R- E n;i, and {h,, . . . . hdfl} c I@,. Define the 
following partitions: 
~I=(n;i,-{il 1 , I, 2,...,1~},~;j2,...,Il;iku{i,11,12 . ..Ji>., 
& =(AI - {j,hl,hZ,...,hd+l},l\;j2,...rn;i,u{j,h,,h,,...,h,+,}), 
& =(a1 - {i,j,ll,~Z,...,l~rhl,hZr...,hd+l},~,,..., 
I\;iku{i,j,11,12,...,1~,hl,h2,...,hd+l}). 
The incidence vectors of all four partitions satisfy (2.1) with equality. From Lemma 2.2 
and (2.8) we thus have 
d+l 
l7(i, j) + 1 IZ(i, h,) + i l7( j, 1,) - d(d + 1)/I = 0. 
t=1 1=1 
Substituting from (2.8), (2.12)-(2.14) and (2.17), we have 
6 = d’fi. (2.18) 
Thus, we have proved that nx < i7, is a multiple of (2.1). This shows that the 
hypermetric inequality (2.2) is facet defining for Pk.“. 0 
The next result gives yet another set of sufficient conditions under which hyper- 
metric inequalities are facet defining. It is stated without proof since the proof is 
similar to that of Theorem 2.2. 
Theorem 2.3. Given any integer d 2 2 de$ne the node sets R = {ie T/I bi = l}, 
S={i~VIbi=d}. Assume that ISI=pk+q, ~21, O<q<k-2, 
IRl~(k-q)d+1~2d+1,Cis,bi=tk+r=?,1~r~k-1andV=RuS.The 
corresponding hypermetric inequality (2.1) is facet deJining for Pk,,, for k 2 3. 
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Remark 2.3. If ISI = 4 < k - 1, the hypermetric inequality of Theorem 2.3 is facet 
defining for Pk,n as long as /RI 2 (2k - q)d + 1 and CieV bi = tk + r, 1 < r < k - 1. 
3. Lifting of facets 
In this section we study liftings of facets of Pk,n to facets of Pk,, for r 2 n + 1. Most of 
the liftings given are for hypermetric facets. We also give conditions for lifting facets of 
Pk,n to facets of Pk+l,r for I 2 n + 1. 
The first result shows that lifting by 0 coefficients is always possible. Consider any 
inequality ZZx < n, that is facet defining for P,_ on the complete graph G, = (V,, E,). 
Let G ,, + r = (V, + 1, E, + 1) be the complete graph on n + 1 vertices. Define the vector 
li where 
n(e) = 
n(e) t/e E E,, 
o 
VeEE,+l -E,. 
Theorem 3.1. The inequality 
I?x d no (3.1) 
is facet defining for Pk. n + 1 
Proof. Consider any inequality Ax < Lo, facet defining for Pk,” such that 
b~fL+1 Idx = no> E {xl/lx = A,}. 
Since 17x d no is facet defining for Pk,n there exists a nonsingular matrix B that is an 
incidence matrix of feasible partitions such that HIT = do where fro represents 
a vector with each entry equal to no. Let E(i) represent he edges incident to node i, 
i = 1,2,..., n. Let Ci, i = 1,2, . . . , n, be the matrix where each row is the incidence 
vector of the k-partition of G,+ 1 obtained from the k-partition of G,, given by the 
corresponding row of B, by putting node n + 1 in the same subset as node i. Let Ci(r, s) 
be the column of Ci corresponding to the edge (r, s). We then have 
Ci(r, S) = B(r, s) if {r, s} C V,, r # S, 
Ci(r,n + 1) = B(r,i) if rE V, - {i}, 
Ci(i,n + 1) = 0. 
Each row of Ci, i = 1,2, . . . . n satisfies (3.1) with equality. Thus, 
CiAT=IO Vi= 12 , ,...,n, (3.2) 
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where &, is a vector with each entry &. This implies that 
(Ci-Cj)lT=DIT=O Vl< i<j< n, (3.3) 
where 
D(r,s) = 0 if {r, s} G V,, r # s, 
D(r,n + 1) = B(r, i) - B(r,j) if r E V, - {i, j}, 
D(i, n + 1) = - B(i, j), 
D(j,n + 1) = B(i,j). 
Since the columns of B are linearly independent, (3.3) implies that 
A(i,n + 1) = J.(j,n + 1) and I(r,n + 1) = 0, rE V, - {i,j}. 
Since i and j are arbitrarily chosen nodes, we have 
A(r,n + 1) = 0 VrE V,. 
Substituting into (3.2) shows that 1x < lo is a multiple of (3.1). This proves that (3.1) is 
facet defining for Pk.“+ 1. II 
Deza and Laurent [9] have shown this result to hold for PZ,,. De Simone et al. [7] 
have provided a procedure for nonzero lifting of facet defining inequalities of P,,,. We 
provide a similar nonzero lifting for Pk.“. The results in the rest of this section are 
stated without proofs since these are similar to that of Theorem 3.1. Consider the 
complete graph G, = (V,, E,) and an inequality rcx < n,, that is facet defining for Pk.“. 
Assume that there exist two nodes {jr, jZ} E V, such that rc(i,j,) = x(i, j,), 
Vi~~-{j~,jz}.Assumethat1~~-{j~,jz}.LetG,+~=(V,+,,E,+,)bethecom- 
plete graph obtained on adding the node IZ + 1. Define the vector li where 
1 
fl(i,j) for {i,j} C V,+, - {l,n + l}, 
n&jr) for iE V,,, - {l,jr,n + l}, j = n + 1, 
Zi(i, j) = fl(j,,j2) for i=jl, j=n+ 1, 
IZ(l,j,)-n(j,,j,) for i= 1, j=n+ 1, 
IZ(l,j) - n(j,n + 1) for i = 1, jE V,+, - {l,n + l}. 
Theorem 3.2. Zf the inequality Zix < Z7, is valid for Pk,n, it is also facet dejining. 
The following corollary is obtained for hypermetric inequalities. Consider the 
complete graph G, = (~/,,I$,) with node weights bi Vie V, where C bi = tk + r = I], 
0 < r < k. Assume that the hypermetric inequality (2.1) is facet defining for Pk.,,. Let 
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G ,,+ I = (V,, i, E,, r) be the complete graph obtained on adding the node n + 1. 
Assume that there exist two nodes { j,, j2} c V, such that b( j,) = b( j,) = d. Assume 
that 1 $ {j,, j2}. Define the weights 6 where 
I 
b1 -d if i= 1, 
6~ bi if i # 1, n + 1, 
1 d if i=n+ 1. 
Corollary 3.1. The hypermetric inequality 
c -- btbjxij G f(~v k) 
Igi<jgn+l 
(3.4) 
is facet dejning for Pkvn + 1, k 2 3. 
The lifting in Corollary 3.1 is referred to as d-lifting. Theorem 2.1 and Corollary 3.1 
imply the following corollaries (Corollary 3.2 using - l-lifting and Corollary 3.3 using 
1 -lifting). 
Corollary 3.2. Assume bi = - 1 ViE V-. IfCisv ui = tk + r = n, 0 < r < k then the 
corresponding hypermetric inequality is facet defining for Pk.n, zf 1 V- 1 2 1, 
I VI 2 max{k,q + 2). 
Corollary 3.3. Assume bi = 1, Vi E V+. If C bi = tk + r = n, 0 < r < k, then the corres- 
ponding hypermetric inequality is facet dejining for Pk,n if I V- 1 2 1, I V+ I 2 k. 
Remark 3.2. We give some examples of how these results can be used. The hyper- 
metric inequality is specified just by the vector b in the following discussion. By 
Theorem 2.1, bl = (1, l,l, - 1, - 1) is facet defining for P,,,. It can be lifted (-l- 
lifting) to b2 = (2,2,1, - 1, - 1, - 1, - l), that is facet defining for P2, 7. Lifting again 
(2-lifting) gives b3 = (2,2,2,1, - 1, - 1, - 1, -3) that is facet defining for P2,*. 
So far we have studied liftings that construct hypermetric facets of Pk,r from facets of 
Pk,” for r > n + 1. Now we give a lifting that constructs hypermetric facets of 
Pk+l,, for r 2 n + 1, from facets of Pk,n. Consider the complete graph G, = (V,, E,) 
with node weights bi, i = 1,2, . . . . n where CiEY bi = tk + r = n. Assume that the 
corresponding hypermetric inequality (2.1) is facet defining for Pk.“_ Let Si and S2 be 
two disjoint subsets of V such that b(S,) = b(S,) = t, ISI I = lSzl = I and f :S1 + S2 is 
a l-l mapping such that b(f (i)) = b(i) Vies,. Consider a set of nodes S3 that is 
a replication of S1 (or S,). Give node weights in S3 using a l-l mappingf: S1 --) S3 
such that b(f(i)) = b(i) VIES,. Clearly, b(S,) = t and b(VuS3) = t(k + 1) + r = nI, 
0 < r < k + 1. The complete graph G,+r = (Vu SJ, E u I?) is defined on the nodes 
Vu S3. The result is stated without proof since the proof is similar to that of Theorem 
3.1. 
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Theorem 3.3. The hypermetric inequality 
c bibjxij Gf(ql,k + 1) 
l<i<jgn+l 
(3.5) 
is facet defining for Pk+l,n+l. 
Remark 3.3. In Theorem 3.3 we have assumed that b(S,) = t. This can be changed to 
b(S,) = t + 1. The resulting hypermetric inequality is still seen to be facet defining for 
P k+ l.n+l. 
4. Cycle inequalities 
In this section we introduce a new class of facet defining inequalities of Pk,” for 
values of ye that can be arbitrarily large. This class generalizes the cycle inequalities 
introduced by Deza and Laurent [9, lo] for the case k = 2. 
Consider the complete graph G, = (V, E) with node weights bi Vi E I/. Assume that 
CisV bi = kt + 1 = q for some t 2 2. Assume that V = I’+ u V-. Let C be any cycle 
spanning V+ and assume that 1 Vf 1 2 k. As defined earlier for r = 1, 
t2 + (k - l)(t + 1)t. 
The cycle inequality is given by 
C bibjxij - Cf(V,k) --f(q,k - 1)l C xij 
I<i<j<n U,j)EW) 
Gf(rl,k) - kC.fhk) -fhk - 111. (4.1) 
Lemma 4.1. The cycle inequality is valid for Pk,n, k 2 3. 
Proof. Note that f(q, q) >f(v,q - 1). Also, for q 2 3, f(q, q) -f(v, q - 1) 
< f(q, q - 1) - f(q, q - 2) (for a detailed proof, see the appendix). Thus, 
fhq) -fhq - 1) af(r,k) -f(q,k - 1) Vq < k. (4.2) 
ThefunctionC,Gi,j._, bibjxij has a maximum value for a k-partition where (k - 1) 
subsets have a node sum oft and one subset a sum oft + 1. Thus, each of these subsets 
contains at least one node from V+. At least k edges from C are cut by any such 
partition which thus satisfies (4.1). If we maximize C 1 Q i cj Q n bi bjxij by splitting into 
q partitions for q < k then by (4.2) the maximum value reached can be f(&q) = 
f(rl, k) - If=,+ 1 Cf(% 1) -f(~, 1 - 111 Gf(v, W - (k - d Cfh k) -fh k - Ql. On 
the other hand, the number of edges cut from the cycle is at least q, i.e., 
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C(i,j)EE(C) ‘1 ’ x.. > q. Thus, the cycle inequality (4.1) is valid for all q-partitions, q < k. 
This shows that (4.1) is valid for Pk.“. I7 
Now we give sufficient conditions for the cycle inequality to be facet defining 
for Pk,“. 
Theorem4.1. Assumethatbi=tVi~V’,bj=-lVj~V-.If)Y’(~2k+l,k~3, 
the cycle inequality (4.1) is facet defining for Pk.,,. 
Proof. Note that inequality (4.2) is satisfied with equality by any k-partition 
(N,, s = 1, . ..) k) where b(N,) = t for k - 1 sets, b(N,) = t + 1 for one set and exactly 
k edges from C are cut. Consider any inequality I7x < ZZ,, facet defining for Pk.“, such 
that {x EP~,, 1 x satisfies (4.1) with equality} s (x 1 llx = II,}. Assume that 1 V+ 1 = n, . 
Thus I V- 1 = tnI - (kt + 1). Order the nodes in V+ from 1,2, . . . , nl in the sequence 
they occur in the cycle C. Thus, (i, i + 1) is an edge of C where i E V+ = { 1,2,. . . , n, > 
and the indices are modulo n,. 
For i E V+ consider a partition p = (N,, s = 1,2, . . . , k) where N1 n T/+ = { 1, i}, 
IN, n v- I= t, Nz n V+ = {i + 1, i + 21, IN,nV-l=t-1, N, = {i + s> 
for s = 3, . . . . k - 1 (all node indices are modulo nI) and Nk = V- IJi:: N,. Con- 
sider {j,,j,} E N1 n V- and j,EN2n V-. Define the following partitions: 
PI = (NI - {j2},Nz u (j2},Na, . . . . Nk), pL2 =(Nru{j3) - {jl},N2u{jr) - {j31r 
Nsr . . . . Nk)andP3=(Nru{j3}- {jI,j~},N~u(jl,j2} -(j3},&...,Nk). The in- 
cidence vectors x(p) and x(pi), i = 1,2,3 satisfy (4.1) with equality. Thus, by Lemma 
2.2 we have ZZ( jr, j,) = ZZ( j,, j,). Since jr, j, and j3 are arbitrarily chosen nodes from 
V- we have 
n(jl,j2)= u v{jl,j2) C ff-. (4.3) 
Given {i-2,i-l,i,i+ 11~ V+ and {j,j,,...,j,}z V- consider a partition 
/Ii = (rs,, s = 1, . ..) k)where{i-2,i-l,i}=V+nA,,{j, ,..., j,}GNI,INInV-I 
=2t-1, N,nV+={i+l,i+2}, INznV-I=t, jEN2nV-, iVS={i+s} for 
s=3 , . . . , k - 1 (all node indices are modulo n I ), and Nk = V - U 5: : fi,. Define the 
following partitions: 
P2 = (151 - {i,.h,j2 ,...,jt}7N2 u {i~jl~j2~ ...&>,fl3, ...,~k), 
P3 = (15, u {j} - {i,jl,j2 , ...h>,N2 u (i~jl~j2~ ...,jt> - {j}7N3? ..eyNk). 
The incidence vectors x(p), x(pi), i = 1,2,3 satisfy (4.1) with equality. Thus, by Lemma 
2.2 we have II(i,j) + C:= 1 II( jr, j) = 0. From (4.3) we thus have II&j) = - la. Since 
i and j are arbitrarily chosen, we have 
IZ(i, j) = - tci Vie V+, jE V-. (4.4) 
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Now consider the partition fi = (Ns, s = 1, . . . , k) where fl, A V+ = {i - 1, i}, 
LV~ n V- = (j I,...,jl_l),fis= (i- 1 +s)fors=2,...,k- l(allindicesmodulon,), 
and fik,= V- u::_i Bs. Define the partition fii =(N”i - {i,jl,...,jf_l)r 
fl, u {i,jr, . . .._L1}.N3, . . . . gk). The incidence vectors x( j?) and x(bi ) satisfy (4.1) 
with equality. Thus, 
t-1 t-1 
n(i - 1,i) + 1 II(i - 1, j,) = L!(i,i + 1) + 1 Wi + Ljt). 
1=1 1=1 
From (4.4) we thus have n(i - 1, i) = II(i, i + 1). Since this holds for all i E V+, 
n(e) = y VecE(C). (4.5) 
Consider the partition (fi = is, s = 1,2, . . . . k) where @r n V+ = (i - l,ij, 
N1 n V- = {j 1 ,..., jt},~.2nV+={i+1,i+2},~~~nV-~=t-l,ti~={i+s),for 
s=3 , . . . . k - 1 (all node indices modulo nl) and Gi, = V - ui:: N,. Define the 
partition fil = (il - {i, jI,jz, . . . . jt}, G2 u {i, j,, . . . . j,}, fi3, . . . . fik). The incidence vec- 
tors x(/i) and x(p,) satisfy (4.1) with equality. Thus, after substitution from (4.4) and 
(4.5), we have 
II(i,i+2)=t2fx VieV+. (4.6) 
Assuming that n(i,i+ I) = t2u for 2< I< q <Lni/21 we show that 
n(i,i + q) = t2m Consider A1 c V-, A2 E V-, IAl nA21 = 0, IAll = t, IAll 
= (q - 1)t. Consider a partition fi = (H_ s = 1,2, . . . . k) where &as) = t for 
sbk-1, b(&) = t + 1, fli n V+ = (i - l,i>, G1 n V- = A,, f12 n V+ = 
(i+l,i+2 ,..., i+q}, R2nV- = A2, and exactly k edges of C are cut. One can 
always find such a partition since q < LnI/2]. Define the partition 
fir =(fll - {{i}uAI},f12u{i}u{AI},~3,..., flk). The incidence vectors x(fii) and 
x(j) satisfy (4.1) with equality. Thus, 
n(i - l,i) + 1 IZ(i - 1, j) = 5 n(i,i + 1) + C n&j) 
jEAi I=1 jsA2 
Substituting from (4.4), (4.5) and the induction hypotheses, we have ZI(i, i + q) = t 2cx. 
Since we can increase q to Lr1~/2], this shows that 
IZ(i,j) = t2a V (i, j} E V+, (i, j) f! E(C). (4.7) 
Finally, we prove that y = (t’ - [f(q, k) -f(a, k - l)])a. 
If t + 1 < k - 1, inequality (4.1) is also satisfied with equality by any k - 1 partition 
X=(M,, s=l , . . . . k - 1) where b(M,) = t + 1 for s = 1, . . . . t + 1, b(M,) = t for 
s = t + 2, . ..) k - 1 and exactly k - 1 edges of C are cut. If t + 1 > k - 1, define 
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al = ret + w(k - 1~1, a2 = t + 1 - a,(k - 1). The inequality (4.1) is satisfied with 
equality for any k - 1 partition 1 where b(M,) = t + a, for s = 1, . ...+, 
b(M,)=t+u,-1 fors=u,+l,..., k - 1 and exactly k - 1 edges of C are cut. 
We already know that inequality (4.1) is satisfied with equality by any k-partition A = 
(M,, s = 1, . ..) k) where b(M,) = t + 1, b(M,) = t, s B 2 and exactly k edges of C are 
cut. If we set ZZ(e) = t’cr, VeEE(C) then ZIx(J) =f(q, k)a and ZIx@) =f(q, k - 1)~. In 
reality, n(e) = y VecE(C). Thus, comparing x(a) and x(I) we have 
f(q, k)a - kt’a + ky =f(q, k - 1)a - (k - l)t’a + (k - 1)~. 
This shows that 
Y = Cc2 - Cfhk) -f(~k - l)l)a. 
Thus, nx < n,, is a multiple of (4.1). This proves that (4.1) is facet defining for 
P 0 k,n. 
Theorem 3.2 gives the following lifting for cycle inequalities. Assume that there are 
two nodes { jl, jZ} s V- such that b( j,) = b( j,) = d. Assume that the cycle inequal- 
ity defined by the node weights b and a cycle C spanning V’ is facet defining for Pk.“. 
Add the node n + 1 to get G,, 1. Consider any node i E V+. Assign node weights 
6 where 
I 
b(j) - d if j = i, 
F(j) = b(j) if je V - (i], 
d ifj=n+l. 
The results below follow from Theorem 3.2 and are stated without proofs. 
Corollary 4.1. The cycle inequality on G,, 1 de$ned by the node weights Sand cycle C is 
facet defining for Pk. ,, + 1. 
Corollary 4.2. Assume thut r/ = kt + 1, bi > t ViE V+ and bi = - 1 ViE V-. If 
I V+ I 2 2k + 1, then the cycle inequality (4.1) is facet deJiningfor Pk.“. 
5. Anti-web inequalities 
In this section we consider anti-web inequalities introduced by Deza and Laurent 
[9] and proven to be facet defining for the cut polytope P2,n in [lo]. We prove that the 
anti-web inequalities are facet defining for Pk,n, k > 3. Consider the node set 
V= (1,2,..., n}. The t-anti-web AW,,. = (V,E,) has node set V and edge set 
E,={(i,i+r),r=l,..., t, i E V}. The indices are modulo 1 VI. Each node in V has 
degree 2t. 
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Consider a complete graph G = (V, E) with integer node weights bi E (1, - l> 
VIE V. Assume that CisV bi = kt + 1. Define V+ and V- as before with 
I/+ = (l,..., n, >. Let AW,,1 = (V+, E,) be any t-anti-web spanning V. The anti-web 
inequality is given by 
1 bibjxij - 1 xii < (k - l)(kt + 2)t/2 - k(t + l)t/2. (5.1) 
I<i<j<n (i,j)eE, 
Lemma 5.1. The anti-web inequality is valid for P,_, k 2 2. 
A concise and elegant proof for a generalized version of inequality (5.1) is in [8]. 
Thus, we give no proof of validity. We now identify anti-web inequalities that are facet 
defining for Pk,n, k > 3. 
Theorem 5.1. The anti-web inequality (5.1) isfacet definingfor Pk,” ifnl = ( V+ 1 2 2kt 
and 0 < t < k - 2. 
Proof. Consider any inequality 17x < IT,,, valid for Pk.“, such that 
{x E Pk,_ ( x satisfies (5.1) with equality} E {x I l7x = no}. 
Consider any partition p = (N,, s = 1,2, . . ., k) where b(N,) = t + 1, b(N,) = t, 
1 d s < k - 1 and N, n V’ contains consecutive nodes (modulo nr) from V/+ for all s. 
The incidence vectors of all such partitions satisfy inequality (5.1) with equality. 
Consider any three nodes { j, , jZ, j, } c V-. Consider a partition p = (N,. 
s = 1,2,..., k) where N,nV+={l,...,t+2), N1nV-={j,,j,), N,nV+= 
{t + 3, . ..) 2t + 41, N2 n V- = { j,>, N, = {st + 5, . . . , (s + 1)t + 4), for s = 3, . . . , 
k - 1 and Nk = V - Uiz: N,. Define the following partitions: 
PI = Wl - {.h},N~ u {h),N3, .. ..NJ. 
PZ =(Nlu{_k) - {il>,N~u{jl) - {j3),N3,...,N), 
~3 =(Nlu{j3} - (jl,j2>,N~u{jl,jz} - {j3},N3,...,Nk). 
The incidence vectors x(p) and x(~i), i = 1,2,3 satisfy (5.1) with equality. Thus, by 
Lemma 2.2 we have i7( jr, j,) = II( j,, j,). Since jr, j, and j, are arbitrary nodes from 
V- we have 
n(i,j) = a V{i,j} C I/-. (5.2) 
Given ig V+, assume that A, = (i + r(modulonl), r = 1, . . . . t}, fi, n V+ = 
{i + t + r(modulonr), r=l ,...,t + l}, IV2 n I/- = {j}, fiS = (1 + (s - 1)t 
+r(modulonr),r=2 ,..., t+l},fors=3 ,..., k-landfl~=V-U~::~S.Define 
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the partition jI = (flS, s = 1, . . ..k) and 
p4 = (& u {i + t + l,j}J’, - {i + t + l,j),&, . . . . IQ, 
p5 = (I$ u {i}, &, . . . . & - ii},, 
/&j = (fir u {i,i + t + l,j}& - (i + t + l,j),&, . ..) & - (i>,. 
The incidence vectors of all four partitions satisfy (5.1) with equality. Let Nz = fiz - 
{i + t + 1, j}. Comparing x( ,E) and x( p4) we have 
12, (’ 
Iz 2 + t + 1,l)+ 1 II(j,1) = 1 zI(i+ t + 1,1) + c zI(j,I). 
Icd, IEN, lei72 
Comparing x(~~) and x&) we have 
A, (’ 




n(i + r + l,!) + ,s n(j,O. 
2 
This gives 
IT(i,i+t+l)= -II(i,j) viev+,jev-. (5.3) 
Now consider the partition p = (N,, s = 1,2, . . ..k) where N1nv+ = 
{i + r(modulon,), r = 1,2 ,..., t + l}, &7v-={j,}, N2nV+={i+t+r 
(modulon,), r = 2, . . ..t + 2}, Rz n V- = {j}, Iifs = {i + (s - 1)t + r(modulon,), 
r=3 , . . . , t + 2}, for s = 3, . . . , k - 1 and flk = V - ui:: N,. Define the following 
partitions: 
p1=(N,u{i+t+2,j},N,-{i+t+2,j},N, ,..., Iv,), 
pz = (IT1 u {i},N2, . . . . & - {i}), 
,i&=(NIu{i,i+t+2,j},N~-{i+t+2,j},N3 ,..., Nk-{i}). 
The incidence vectors of all four partitions satisfy (5.1) with equality. Thus 
I7(i, i + t + 2) = - ZI(i,j) ViE V+, Jo V-. Using (5.3) we thus have 
I7(i, j) = /? tliE V+, je V-. (5.4) 
Further we have 
n(i,i + t + 1) = I7(i,i + t + 2) = - p. 
We now assume that ZZ(i,i + t + 1) = - #?, 1 d 1-c r s rzl - 2t and show that 
n(i, i + t + r) = - B. Consider the partition ,I = (M,, s = 1,2, . . . . k) where 
MI n V+ = {i + I(modulon,), I= 1, . . . ,t+r-l},JM1nVV-I=r-l,MZnV+= 
{i+t+r-l++(modulonI), l=l,..., t + l}, M2 n V- = {j}, M, = {i + (s - 1)t 
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+r + l(modulonI), I = l,..., t} for s = 3 ,..., k - 1, Mk = V - IJ,“:: M,. Define the 
following partitions: 
I1 = (Ml u {i + t + r,j},M2 - {i + t + r,j},M3, . . . . Mk), 
& = WI u {i},M,, .. ..Mk - ii>,, 
,I3 = (Ml u (i,i + t + r,j), M2 - {i + r + r,j},M3, . . . . Mk - {i}). 
The incidence vectors x(L) and X(J_i), i = 1,2,3 satisfy (5.1) with equality. Thus, 
I7(i,i + t + r) = - IZ(i,j) = - 8, which implies 
IZ(i,,i,) = - fi V{iI,iz) c V+, (iI,&) $ E,. (5.5) 
Next we show that c1 = - p. Consider the partition ,L = (Hs,, s = 1,2, . . . . k) where 
I?1 n T/+ = {i + r(modulon,), r = O,l,..., t + l}, fi,nV-={j,}, fiznV+ 
= {i + r(modulon,), r = t + 2,..., 2t + 2), I?2 n V- = (j,), & = (i + (s - I)t 
+r(modulonI),r=3 ,..., t+2},fors=3 ,..., k-Land&= 
the partition 81 = (fi, u {j2},@2 - { j2},G3,..., 
V-Ui;:$s.Define 
fik). The incidence vectors x(b) and 
x(fil) satisfy (5.1) with equality. We thus have 
f+l 21+2 
fl(j,,j2) + 1 n(j2, i+r)= 2 If(jz,i+r). 
r=o r=t+2 
Substituting from (5.2) and (5.4) we have a = - fl. 
Finally, we show that IZ(i,, i2) = 0 V(iI, i2)~E,. Define the partition p’ = (Nj, 
s = 1,2, . . ..k) where Nj = {i + (s - 1)t - r(modulo nI), r=l 7 . ..J> for 
s=l , . . . , k - 1 and N; = V - IJi:: Nj. Consider the following partitions: 
PL; = (N; - {i + t}, N; u (i + t}, N;, . . . . N;), 
1.4 = (N; u (i>, N;, . . . . N; - {i]), 
p; = (N; u {i) - {i + t}, N; u {i + t}, Nj, . . . . N; - {i}). 
One can verify that the incidence vectors of all four partitions satisfy (5.1) with 
equality. Thus II(i,i + t) = 0 VIE V’. Now assume that II(i,i + t - I) = 0, 
Odl<r<t-l.WeprovethatIZ(i,i+t-r)=O. 
Given r < t - 1, consider the partition 5 = (h;r,, s = 1,2, . . . . k) where 6i1 = (i + I 
(modulonI), I = 1, . . . . t - r}, A?, = (i - r + (s - 1)t + I(modulonI), I = 1, . . . . t} for 
s=2 ,...,k-r-l, h;l,={i-r+(k-r-l)t+(s-k+r)(t-l)+I(modulon,), 
1=1 ,..., t+l} for s=k-r ,..., k-l and h;rk=I/-u:::G,. Note that 
b(fiI) = t - r, b(h;r,) = t for k - r - 1 subsets, b(I?,) = t + 1 for r subsets and 
consecutive nodes (modulon,) are contained in each subset. We show that the 
incidence vector x(x,) satisfies (5.1) with equality. This is done by induction. The result 
clearly holds for r = 0. Assume that the result holds for r $ q - 1. Consider the 
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partition iq_i. By the induction hypotheses x(&i) satisfies (5.1) with equality. 
Define the partition $ = (&?i - {i + f - q + l}, &?, u {i + t - q + l}, . . . , A?,). We 
have 





hj(&) = (, EE %jClq- 1) - t + tt - 4 + l). 
L I 
Thus x&) also satisfies (5.1) with equality. This shows that the incidence vector x(x,) 
satisfies (5.1) at equality for r < t - 1. Given the partition 5, define the following 
partitions: 
Xi = (&?, - {i + t - r),ti2 u {i + t - r},G3, . . . . Gk), 
1: = (G1 u {i},fi,, . . . . i3, - {i}), 
n;” = (G, u {i} - {i + t - r},ti2 u {i + t - r},ti3, . . . . A?, - {i}). 
The incidence vectors ~(5) and x(x:), i = 1,2,3 satisfy (5.1) with equality. Using 
Lemma 2.2 we have n(i, i + t - r) = 0. Thus, 
IZ(i,,i,) = 0 V(il,iz)EE,. 
This shows that nx < ZI, is a multiple of (5.1) which is thus facet defining for P,_. 0 
Remark 5.1. For k < 3 we are not able to relax the condition t < k - 2. This is 
illustrated by the following example. For k = 3, t = 2, consider the complete graph 
G, = (V, E) where 1 V+ ) = 12,I V- 1 = 5, bi E { 1, - l} Vi E V. It can be verified that the 
resulting anti-web inequality is not facet defining. 
Appendix 
Claim. With f(q, k) as dejined earlier 
f(% 4) -f(% 4 - 1) G f(% 4 - 1) -f(% 4 - 2). 64.1) 
Proof. As discussed in the proof of Lemma 2.1, f(q,q) = max{($ - If+ x2)/2) 
If= 1 xi = r,~, Xi integer}. Define g(q, q) = min { If= 1 xf 1x7 Xi = q, Xi integer}. Notice 
that proving the above result is equivalent o showing that 
9(%4 - 1) - 9(1,4) G s(rl, 4 - 2) - 9(%4 - 1). (A-2) 
If rl = ~(modq), then g(q, q) = q2/q + rl - rf/q. Define g(q,q) = min {cf=, x21 
C:=, xi = q}. Note that g(q,q) = $/q and g(q,q) > S(q,q). The difference 
g(q,q) - &,q) takes its smallest value when rl = 0 and its largest value when 
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rl = q/2. Note that 
-&I, 4) + 9(V, 4 - 1) G - S(tl, 4) + 9(% 4 - 1) - S(% 4 - 1) + S(% 4 - 1). 
As mentioned earlier, the right-hand side is maximized when q (modq - 1) 
= (q - 1)/2. Thus, 
0.4 - 1) - s(vl,q) G - $/q + s2/(q - 1) + (4 - 1)/2 - (4 - 1)/4 
= $/q(q - 1) + (4 - 1)/4. 
On the other hand, 
q(1,q - 2) - 9(%4 - 1) B 9(1,4 - 2) - S(%4 - 1) + S(vl,q - 1) - q(vl, 4 - 1). 
As mentioned earlier, the right-hand side is minimized when ~(mod q - 1) 
= (q - 1)/2. Thus, 
S(% 4 - 2) - 9(%4 - 1) 6 V2/(4 - 2) - q2/(q - 1) - (4 - 1)/4 
= !12/(q - l)(q - 2) - (4 - 1)/4. 
One can verify that if q = Iq + r, then for 1 > 2(q - 2)/3, i.e., q > 2q(q - 2)/3, the 
inequality (A. 1) holds. 
On the other hand, if 1~ 2(q - 2)/3, there are several cases to be considered. For 
the division into q - 1 subsets, there are two cases: 
’ = i 
l(q - 1) + 1 + rl if 1 + rl -c q - 1, 
(I + l)(q - 1) -I- r2 otherwise where r2 = (1 + r,)mod(q - 1). 
For the division into q - 2 subsets, there are three cases: 
I 
l(q - 2) + 21 + r if 21 + rl < q - 2, 
q = ( (1 + l)(q - 2) + r3 if q - 2 d 21 + rI < 2(q - 2), 
, (1 + Nq - 2) + r4 if 2(q - 2) < 21 + r1 < 3(q - 2). 
Note that if 21 + r1 < q - 2 then I+ rI < q - 1, and if 21+ rl > 2(q - 2) then 
1 + rl > q - 1. Thus, there are only four distinct cases for g(q,q - 2) - g(q,q - 1). 
One can verify that 
&I, 4 - 1) - !&,q) = If ’ + r1 < q - l7 
2 if l+r13q-1 
and 
d% 4 - 2) - gh, 9 - 1) 
1 
I2 + 1 if l+rI<q-2, 
1’ + l+ 2r, if 1 + < - 1,q rl q - 2 < 21 + rl < 2(q - 2), 
= 
12+1+2(1+1) if 1 + rl 3 q - 1,q - 2 < 21 + rl < 2(q - 2) 
l2 + I + 2(2l+ 4 - q + rz) if 1 + rl > q - 1,2(q - 2) < 21 + rl < 3(q - 2). 
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If 21+ rl < q - 2, then 1 + rl < q - 1. In this case the inequality (A.l) clearly holds. If 
1+ rl < q - 1 and q - 2 < 21+ ri < 2(q - 2) the inequality (A.l) holds since r3 3 0. 
If I + rl 2 q - 1 and q - 2 < 21+ rl < 2(q - 2) the inequality (A.l) holds since 
r2 Q I- 2 (since r2 = (1+ r,)mod(q - 1)). 
If 1 + rl > q - 1 and 2(q - 2) < 21+ rl the inequality (A.l) holds since 21 + 4 3 q 
(use the fact that r1 < q - 1 and 21+ rl 2 2(q - 2)). 
Since all the cases have been resolved, the result follows. 0 
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