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This aim of this paper is to present a theoretical framework that systematically joint and
ordered, according to realism and complexity, several available models in the specialized
literature useful to estimate the volatility distribution of stock indices. To this end, discrete
ARCH models, and some of its extensions, as well as continuous time di®usion models
are considered. In the discrete case, the models estimate volatility from the conditional
heteroscedasticity. Meanwhile, in the continuous case, the models estimate the volatility
distribution through di®usion stochastic processes, which allows using Monte Carlo Si-
mulation. Finally, the obtained results from the di®erent methodologies are compared for
the capital stock indices: S&P 500 of the U. S. A. , Index of Prices of the Mexican Stock
Market (IPC) , and the General Index of Prices of the Colombian Stock Market (IGBC) .
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En este trabajo se presenta un marco te¶orico que conjunta y ordena sistem¶aticamente,
en cuanto a complej idad y realismo, varios modelos disponibles en la literatura especiali-
zada para estimar la distribuci¶on de la volatilidad de los rendimientos diarios de ¶³ndices
burs¶atiles. Para tal ¯n se consideran los modelos discretos ARCH y algunas de sus ex-
tensiones, as¶³ como los modelos de difusi¶on en tiempo continuo. En el caso discreto, los
modelos estiman la volatilidad por medio de la heterosced¶asticidad condicional. Mientras
que en el caso continuo, los modelos estiman la distribuci¶on de la volatilidad a trav¶es de
procesos estoc¶asticos de difusi¶on, en cuyo caso se utiliza simulaci¶on Monte Carlo. Por ¶ul-
timo se comparan los resultados obtenidos con las diferentes metodolog¶³as para los ¶³ndices
burs¶atiles: S&P 500 de EEUU, ¶Indice de Precios y Cotizaciones de la Bolsa Mexicana de
Valores (IPC) e ¶Indice General de la Bolsa de Valores de Colombia (IGBC)
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1 . In tro d u c c i¶o n
Los modelos ARCH (modelos autorregresivos de heteroscedasticidad condicional) son am-
pliamente utilizados en el estudio de la volatilidad estoc¶astica de series ¯nancieras. El
desarrollo de los modelos ARCH se debe a Engle (1982) y su versi¶on generalizada, cono-
cida como GARCH, se debe a Bollerslev (1986) . Estos modelos suponen rendimientos dis-
tribuidos normalmente con una varianza condicional dependiente del tiempo y, en muchas
ocasiones, describen el comportamiento de las series ¯nancieras mucho mejor que los mo-
delos autoregresivos tradicionales. El ¶exito de los modelos ARCH consiste en capturar no
linealidades de las series de tiempo; situaci¶on que ha propiciado muchas extensiones del
modelo original.
Por otro lado, los modelos de difusi¶on en tiempo continuo que describen el compor-
tamiento de la volatilidad estoc¶astica de los rendimientos de diversos activos ¯nancieros
e ¶³ndices burs¶atiles han tenido mucho ¶exito en la valuaci¶on de opciones; entre los que
destacan los modelos de Hull y White (1987) y Heston (1993) . Sin embargo, salvo casos
muy especiales, los procedimientos num¶ericos asociados con estos modelos, incluyendo los
m¶etodos de diferencias ¯nitas y simulaci¶on Monte Carlo, suelen ser computacionalmente
intensivos lo que representa un serio inconveniente para la mayor¶³a de las aplicaciones.
Un gran n¶umero de series de tiempo ¯nancieras y econ¶omicas presentan media no
constante, as¶³ como per¶³odos de estabilidad seguidos de otros de alta volatilidad, desta-
cando con esto el hecho de que la variabilidad de la serie en torno a un valor medio, medida
por la varianza, es muy alta en determinados tramos de la muestra comparada con otros
per¶³odos en los que, al menos aparentemente, es menor. Entre estas series se encuen-
tran, los agregados monetarios, la tasa de in°aci¶on, los tipos de cambio, las variaciones
porcentuales de los precios de las acciones (rendimientos) , etc. Existen tambi¶en, en la
literatura especializada, modelos en los que la varianza condicional no es constante, sino
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que depende del conjunto de informaci¶on disponible en cada instante; ignorar este hecho
puede conducir a estimadores ine¯cientes, con graves consecuencias, tales como, intervalos
de con¯anza con mayor amplitud para un nivel de con¯anza dado y mayor variabilidad de
en predicciones puntuales.
El desarrollo de esta investigaci¶on es como sigue. En la pr¶oxima secci¶on se presenta,
brevemente, el modelo ARCH y algunas de sus extensiones. A trav¶es de la secci¶on 3 se
discute sobre el modelo GARCH. En la secci¶on 4 se estudian los modelos de volatilidad
asim¶etrica TGARCH y EGARC. En la secci¶on 5 se discute sobre los modelos de volatilidad
en tiempo continuo. A trav¶es de la secci¶on 6 se examinan las implicaciones de la volatilidad
impl¶³cita en la valuaci¶on de productos derivados. En la secci¶on 7 se estudian los procesos
de difusi¶on de volatilidad estoc¶astica. En la secci¶on 8 se establece el modelo emp¶³rico
de volatilidad estoc¶astica. A trav¶es de la secci¶on 9 se presentan los resultados emp¶³ricos.
Por ¶ultimo, en la secci¶on 10 se presentan las conclusiones, as¶³ como las limitaciones y
sugerencias para futuras investigaciones.
2 . E l m o d e lo u n iv a ria d o A R C H
En esta secci¶on se estudian, brevemente, los modelos ARCH (modelos autorregresivos de
heteroscedasticidad condicional) y algunas de sus extensiones. Estos modelos econom¶etri-
cos son ampliamente utilizados para describir el comportamiento de la volatilidad de di-
versas series ¯nancieras y econ¶omicas.
En muchas ocasiones es necesario desarrollar modelos econom¶etricos en los cuales se
permita que la varianza condicional del proceso cambie en el tiempo. M¶as precisamente, si
la varianza de un proceso Y t, dada la informaci¶on disponible hasta el per¶³odo t ¡ 1 , no es
constante, esto es, si V (Y tj−t¡ 1 ) = f (t) , donde V (¢;−t¡ 1 ) denota la varianza condicional
de un proceso, dada la informaci¶on disponible del per¶³odo anterior, entonces una alter-
nativa consiste en emplear los modelos ARCH y sus extensiones, los cuales se describen,
brevemente, a continuaci¶on. Dichos modelos permiten estimar la duraci¶on y la magnitud
de la volatilidad, lo cual es crucial para determinar si las predicciones que se hacen acerca
de los precios son con¯ables o no.
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2 .1 M o d e lo A R C H (1 )
En esta subsecci¶on se presenta el modelo autorregresivo m¶as simple, y tambi¶en m¶as po-
pular, de heteroscedasticidad condicional. El proceso ARCH(1) , introducido por Engle
(1982) , el cual se de¯ne a trav¶es de las siguientes ecuaciones:
¾ 2t = ±0 + ±1 "
2
t¡ 1 ;
" t = ¾ ta t; a t son v:a:i:i:d: N (0;1); ¾ t y a t son independientes;
donde ±0 y ±1 son coe¯cientes tales que ±0 > 0 y 0 · ±1 < 1 (como siempre, v.a. i. i.d.
signi¯ca \variables aleatorias independientes id¶enticamente distribuidas" ) . Observe que
la condici¶on ±0 > 0 corresponde a la m¶³nima varianza condicional observada, mientras
que 0 · ±1 < 1 es una condici¶on necesaria y su¯ciente para la existencia de las varianzas
incondicional y condicional. El coe¯ciente ±1 mide la persistencia de la volatilidad; si
dicho coe¯ciente es cercano a uno, se dice que hay una alta persistencia de los \shocks" de
volatilidad.
En este caso, la distribuci¶on de los errores dado el conjunto de informaci¶on −t¡ 1
tiene distribuci¶on normal con media cero y varianza ¾ 2t , lo cual se denota mediante
" tj−t¡ 1 » N (0;¾ 2t ) y Var (" tj−t¡ 1 ) = ¾ 2t . De esta manera, la varianza condicional de
las perturbaciones depende de la informaci¶on disponible en cada instante t.
2 .2 M o d e lo A R C H (p )
A continuaci¶on se extiende el orden del modelo ARCH(1) . Un proceso ARCH de orden p ,
denotado mediante ARCH (p ) , presenta la siguiente estructura:
¾ 2t = ±0 + ±1 "
2
t¡ 1 + ±2 "
2
t¡ 2 + ¢¢¢+ ±p " 2t¡ p ;
= ±0 +
pX
i= 1
±i"
2
t¡ i;
(1)
donde ±0 > 0, ±i ¸ 0, i = 1;2 :::; p , " t = ¾ ta t, con ¾ t y a t variables aleatorias independi-
entes y a t son v.a. i. i.d. N (0;1) . En este caso, la varianza incondicional de los errores bajo
una estructura ARCH (p ) es
¾ 2² =
±0
1 ¡ (±1 + ±2 + ¢¢¢+ ±p )
: (2)
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Se puede mostrar, en este caso, que la distribuci¶on de los errores dado el conjunto de
informaci¶on −t¡ 1 es una normal con media cero y varianza ¾ 2t = ±0 +
P p
i= 1 ±i"
2
t¡ i.
3 . E l m o d e lo G A R C H u n iv a ria d o (m o d e lo A R C H g e n e ra liz a d o )
La motivaci¶on para emplear una estructura GARCH proviene de la evidencia emp¶³rica
sobre el comportamiento de la volatilidad de los rendimientos de ¶³ndices burs¶atiles en la
d¶ecada de los ochentas analizados por Bollerslev (1986) . Este proceso se introduce para
tratar el exceso de curtosis (la distribuci¶on emp¶³rica de los rendimientos comparada con la
distribuci¶on normal tiene cresta m¶as alta) y el fen¶omeno de agrupamiento de la volatilidad
(eventos de alta volatilidad se agrupan en el tiempo) ; estas dos caracter¶³sticas son muy
comunes en las series ¯nancieras.
Con base en lo anterior, los modelos de volatilidad condicional proporcionan una mejor
alternativa para modelar y pronosticar las varianzas y covarianzas de los rendimientos de
diversos activos. La ausencia de una correlaci¶on lineal signi¯cativa en el incremento de
los precios y el rendimiento de los activos ha sido ampliamente documentada y citada
como respaldo de la hip¶otesis de mercados e¯cientes. Por otro lado, las funciones sim-
ples no lineales de rendimientos, tales como la desviaci¶on absoluta y la cuadrada, exhiben
autocorrelaci¶on positiva signi¯cativa o persistencia. Este fen¶omeno se conoce como agru-
pamiento de la volatilidad y quiere decir que cambios grandes en los precios van seguidos
de m¶as cambios grandes en precios. Este fen¶omeno cuanti¯ca el hecho de que los eventos
de alta volatilidad se agrupan en el tiempo. Una medida com¶unmente usada para medir
el agrupamiento de la volatilidad es la funci¶on de autocorrelaci¶on de los rendimientos al
cuadrado:
C (¿ ) = correlaci¶on(jr (t + ¿ ;¢t)j2 ;jr (t;¢t)j2 ):
Los estudios emp¶³ricos que utilizan los rendimientos de varios ¶³ndices y acciones indican
que esta funci¶on de autocorrelaci¶on decae lentamente, permaneciendo signi¯cativamente
positiva por varios d¶³as e incluso semanas. En la literatura econom¶etrica se le conoce como
\efecto ARCH" dado que es un rasgo de los modelos (G)ARCH. Es importante tener en
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mente que esta propiedad de los rendimientos es independiente del modelo y no recae en
la hip¶otesis GARCH.
Los modelos GARCH se aplican extensivamente en la valuaci¶on de opciones, la ad-
ministraci¶on de portafolios, la asignaci¶on de activos y la determinaci¶on de estructuras de
tasas de inter¶es. Asimismo, Se pueden encontrar un sinn¶umero de aplicaciones del modelo
GARCH para describir el comportamiento de los mercados accionarios, no s¶olo para t¶³tulos
de capital individuales, sino tambi¶en para portafolios accionarios e ¶³ndices. De igual forma
se pueden encontrar aplicaciones en la medici¶on del riesgo del mercado mediante el uso del
VaR (Value at Risk, Valor en Riesgo) . Por ¶ultimo, es importante destacar que los modelos
GARCH se utilizan tambi¶en para examinar la relaci¶on entre las tasas de inter¶es de corto
y largo plazo.
3 .1 M o d e lo G A R C H (1 ,1 )
El proceso GARCH(1,1) , el cual es debido a Bollerslev (1986) , est¶a de¯nido por la siguiente
expresi¶on:
¾ 2t = ±0 + ±1 "
2
t¡ 1 + μ 1 ¾
2
t¡ 1
" t = ¾ ta t; a t son v:a:i:i:d: N (0;1); ¾ t y a t son independientes;
donde ±0 , ±1 y μ 1 son coe¯cientes tales que ±0 > 0, ±1 ¸ 0, μ 1 ¸ 0 y 0 · ±1 + μ 1 < 1 . En
este caso, la varianza condicional heterosced¶astica del proceso GARCH(1,1) , en el periodo
t, depende del cuadrado del choque (perturbaci¶on) y de la varianza condicional, ambos
observados en el periodo t ¡ 1 (efecto GARCH) . El coe¯ciente ±1 captura el efecto ARCH,
es decir, mide la intensidad con la cual los efectos de volatilidades pasadas alimentan
volatilidades presentes; el coe¯ciente μ 1 captura el efecto GARCH; y ±1 + μ 1 mide la tasa
a la cual dichos efectos van disminuyendo en el tiempo, es decir, mide la persistencia en el
tiempo de la volatilidad condicional. Si la suma de los coe¯cientes ±1 + μ 1 es muy cercana
a uno, se dice que hay una elevada persistencia que ocasiona que los efectos del \shock"
tarden en olvidarse; en tanto que la baja persistencia s¶olo tiene efectos de corta duraci¶on.
Por ¶ultimo, la condici¶on 0 · ±1+ μ 1 < 1 garantiza la existencia de la varianza incondicional.
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3 .2 M o d e lo G A R C H (p ,q)
En esta subsecci¶on se generaliza el proceso GARCH(1,1) . Un proceso GARCH de ¶ordenes
(o par¶ametros) p y q , denotado mediante GARCH(p ,q ) , se de¯ne como:
¾ 2t = ±0 +
pX
i= 1
±i"
2
t¡ i +
qX
j= 1
μ j ¾ 2t¡ j ; (3)
donde ±0 > 0, ±i ¸ 0, i = 1;2;:::;p , y μ j ¸ 0, j = 1;2;:::q . Tambi¶en se requiere
que
P p
i= 1 ±i +
P q
j= 1 μ j < 1 y " t = ¾ ta t con ¾ t y a t variables aleatorias independientes
y a t son v.a. i. i.d. N (0;1) . La varianza incondicional de los errores bajo una estructura
GARCH(p ,q ) es
¾ 2² =
±0
1 ¡
³P p
i= 1 ±i +
P q
j= 1 μ j
´ (4)
con
0 ·
pX
i= 1
±i +
qX
j= 1
μ j < 1:
Los procesos ARCH y GARCH son modelos sim¶etricos en el sentido de que los \shocks"
de los rendimientos ya sean positivos o negativos tienen el mismo impacto de volatilidad.
Ahora bien, cuando el rendimiento cae por debajo de lo esperado se genera un escenario
donde las noticias son malas, esto viene asociado con una volatilidad que incrementa;
mientras que cuando las noticias son buenas, se espera que la volatilidad disminuya. Para
modelar una varianza condicional asim¶etrica, dos familias que son muy ¶utiles son EGARCH
y TGARCH. A continuaci¶on se estudiar¶an, brevemente, dicho modelos.
4 . M o d e lo s a sim ¶e tric o s
Una de las principales caracter¶³sticas de los mercados ¯nancieros es que ante malas noti-
cias, se producen ca¶³das en las cotizaciones que tienen una volatilidad mayor, es decir, se
presentan volatilidades de mayor magnitud que cuando se producen alzas en los precios por
buenas noticias, en cuyo caso la volatilidad es de menor magnitud. Para estos escenarios
de volatilidad asim¶etrica se utilizan los modelos TGARCH y EGARCH.
8
4 .1 E l m o d e lo u n iv a ria d o T G A R C H
Un modelo que tiene la capacidad de producir efectos asim¶etricos, es el modelo TGARCH
(\Threshold Heteroscedastic Autoregressive Model" ) , debido a ZakoÄ³an (1994) . Este tipo
de modelos depende de un umbral (\threshold" ) a partir del cual se genera una reacci¶on.
En los mercados burs¶atiles se observa que los movimientos a la baja son, generalmente, m¶as
vol¶atiles que los movimientos al alza. En particular, el modelo TGARCH(1,1) (brevemente
llamado \Threshold ARCH(1,1) " ) para estimar la varianza condicional se de¯ne a partir
de la siguiente ecuaci¶on
¾ 2t = ±0 + ±1 "
2
t¡ 1 + ° d t¡ 1 "
2
t¡ 1 + μ 1 ¾
2
t¡ 1 ; (5)
donde
d t¡ 1 =
½
0 si " t¡ 1 > 0;
1 si " t¡ 1 · 0:
De esta manera, los valores negativos del residuo de la regresi¶on son interpretadas como
malas noticias para el mercado y los valores positivos representan buenas noticias. Las
malas noticias tendr¶an un impacto ±1 + ° sobre la varianza condicional, mientras que
las buenas noticias s¶olo impactar¶an en ±1 . Si ° > 0, se dice que existe un efecto de
apalancamiento (\leverage e®ect" ) . Dicho efecto se re¯ere al hecho de que a rendimientos
negativos corresponde una mayor volatilidad condicional que a rendimientos positivos. El
\efecto apalancamiento" es una medida de dependencia no lineal en los rendimientos y se
de¯ne como la correlaci¶on de los rendimientos con rendimientos subsecuentes al cuadrado:
L (¿ ) = correlaci¶on(r (t;¢t);jr (t + ¿ ;¢t)j2 ) ] :
Esta funci¶on comienza con un valor negativo y decae a cero, sugiriendo que los rendimientos
negativos llevan a un alza en la volatilidad. Sin embargo, este efecto es asim¶etrico, es
decir, L (T ) 6= L (¡ T ) , y en general L (T ) es imperceptible para T < 0. La existencia de
tal dependencia no lineal, opuesto a la ausencia de autocorrelaci¶on en los rendimientos
mismos, indica que hay correlaci¶on en la volatilidad de los rendimientos pero no en los
rendimientos mismos. Sin embargo, hay que tener mucho cuidado con estos estimadores ya
que pueden ser poco con¯ables. Esto es debido a que la funci¶on de autocorrelaci¶on de colas
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pesadas tiene propiedades estad¶³sticas no est¶andares que invalidan muchos procedimientos
de pruebas econom¶etricas utilizados para detectar o medir dependencia. As¶³, si ° 6= 0 , se
tiene que el impacto de las noticias es asim¶etrico.
4 .2 E l m o d e lo u n iv a ria d o E G A R C H
El modelo EGARCH (GARCH Exponencial) es debido a Nelson (1991) quien de¯ne una
curva de impactos asim¶etricos, en la cual las buenas y las malas noticias no repercuten de
la misma forma; los movimientos a la baja en el mercado tienen mayor volatilidad que a la
alza. El modelo EGARCH(1,1) para estimar la volatilidad condicional se de¯ne mediante:
ln ¾ 2t = ±0 + ±1
¯¯¯¯
" t¡ 1
¾ t¡ 1
¯¯¯¯
+ °
" t¡ 1
¾ t¡ 1
+ μ 1 ln ¾ 2t¡ 1 : (6)
En consecuencia,
¾ 2t = (¾
2
t¡ 1 )
μ 1 exp
μ
±0 + ±1
¯¯¯¯
" t¡ 1
¾ t¡ 1
¯¯¯¯
+ °
" t¡ 1
¾ t¡ 1
+ μ 1 ln ¾ 2t¡ 1
¶
: (7)
Por ¶ultimo, observe que al comparar los modelos GARCH y EGARCH, el modelo GARCH
tiene una limitaci¶on importante ya que trata los efectos de modo sim¶etrico pues consid-
era los cuadrados de las innovaciones. Otra limitaci¶on son las restricciones que deben
cumplir los par¶ametros. Observe que en un modelo EGARCH no hay restricciones en los
par¶ametros.
4 .3 M o d e lo s F IG A R C H (G A R C H fra c c io n a lm e n te in te g ra d o s)
En los ¶ultimos a~nos, ha surgido un gran inter¶es por la aplicaci¶on de procesos con memoria
larga en la varianza condicional para el modelado del comportamiento de series ¯nancieras.
Al respecto, Robinson (1991) sugiri¶o la primera extensi¶on del modelo GARCH para pro-
ducir memoria larga en los cuadrados de la serie y Baillie, Bollerslev y Mikkelsen (1996)
concretaron esta idea con el modelo GARCH fraccionalmente integrado (FIGARCH) . En
el modelo GARCH(p ;q ) , la varianza condicional de la serie, ¾ 2t , es una funci¶on lineal de su
pasado y de las observaciones pasadas de una serie y t, de la siguiente forma:
¾ 2t = ® 0 + ® (L ) y
2
t + ¯ (L ) ¾
2
t ;
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donde
® (L ) =
qX
i= 1
® iL
i; ¯ (L ) =
pX
j= 1
¯ j L
j ;
q > 0; p ¸ 0; ® 0 > 0; ® i ¸ 0; i = 1;:::;q ; y ¯ j ¸ 0 j = 1;:::;p :
El modelo GARCH as¶³ de¯nido puede verse como un proceso ARMA para la serie de los
cuadrados, de la forma:
[1 ¡ ® (L ) ¡ ¯ (L ) ] y 2t = ® 0 + [1 ¡ ¯ (L ) ] u t
donde u t es un ruido blanco de¯nido mediante u t = y
2
t ¡ ¾ 2t = ¾ 2t (²2t ¡ 1) . De esta manera,
el modelo FIGARCH es que una extensi¶on del modelo anterior que incluye el operador de
diferencias fraccionales, (1 ¡ L ) d , en la parte autoregresiva de la ¶ultima ecuaci¶on, de tal
forma que el modelo resultante puede reescribirse como un proceso ARFIMA de la serie
de los cuadrados:
Á (L ) (1 ¡ L ) d y 2t = ® 0 + [1 ¡ ¯ (L ) ] u t;
donde d es un n¶umero real 0 · d · 1 y todas las ra¶³ces de los polinomios Á (L ) y 1 ¡ ¯ (L )
est¶an fuera del c¶³rculo unitario. Alternativamente, la ecuaci¶on de la varianza condicionada
en el modelo FIGARCH puede escribirse como:
¾ 2t = [1 ¡ ¯ (1) ] ¡ 1 ® 0 + f1 ¡ [1 ¡ ¯ (L ) ] ¡ 1 Á (L ) (1 ¡ L ) d g y 2t :
Al permitir ¶ordenes de integraci¶on fraccional, el proceo FIGARCH proporciona una gran
°exibilidad en el modelado de la dependencia temporal de la varianza condicional, e in-
cluye como casos particulares el modelo GARCH (d = 0) y el modelo GARCH integrado,
IGARCH (d = 1) . Para que el modelo FIGARCH est¶e bien de¯nido y se garantice la
no negatividad de la varianza, los par¶ametros del modelo deben cumplir una serie de re-
stricciones que, salvo en casos muy concretos, no son f¶aciles de establecer, lo cual es una
limitaci¶on seria en la estimaci¶on del modelo. Respecto a las condiciones de estacionariedad,
el modelo FIGARCH s¶olo es d¶ebilmente estacionario cuando d = 0, en cuyo caso se re-
duce al GARCH est¶andar. No obstante, Baillie, Bollerslev y Mikkelsen (1996) argumentan
que el modelo es estrictamente estacionario y erg¶odico, de la misma forma que lo es el
IGARCH.
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5 . M o d e lo s d e v o la tilid a d e sto c ¶a stic a e n tie m p o c o n tin u o
Algunos modelos cl¶asicos en el estudio de series de precios de activos suponen que la
volatilidad en los rendimientos permanece constante en el tiempo. Bajo este supuesto
pueden encontrarse los modelos de Black y Scholes (1973) y Merton (1973) , en los cuales se
concibe que la serie de precios del activo subyacente sigue un proceso estoc¶astico lognormal.
En estos modelos, el supuesto de volatilidad constante en los rendimientos de la serie
de precios del subyacente, resulta ser inadecuado, puesto que un gran n¶umero de series
¯nancieras re°ejan presencia de heteroscedasticidad y curtosis en los rendimientos (como
lo muestra la evidencia emp¶³rica en los estudios de Mandelbrot (1963) y Fama (1965) ) ,
produciendo curvas de distribuci¶on leptoc¶urticas y de colas anchas. Algunos modelos m¶as
acordes con esta realidad, son los modelos de volatilidad estoc¶astica en tiempo continuo.
En este escenario se considera que tanto el precio como la volatilidad del activo subyacente
siguen procesos estoc¶asticos, cada uno de los cuales est¶a representado por una ecuaci¶on
diferencial estoc¶astica con movimientos brownianos, posiblemente correlacionados. En esta
direcci¶on se orientan los trabajos seminales de Hull y White (1987) , Scott (1987) , Stein y
Stein (1991) y Heston (1993) , entre muchos otros.
Un modelo general de volatilidad estoc¶astica en tiempo continuo puede ser establecido
de la siguiente manera. Suponga que el precio de un activo subyacente sigue una distribu-
ci¶on lognormal y su volatilidad instant¶anea, ¾ t, es una funci¶on del tiempo, de tal manera
que:
dS t = ¹ S tdt + ¾ tS tdU t;
donde el par¶ametro de tendencia, ¹ , representa el rendimiento medio esperado. El proceso
(U t) t2 [0 ;T ] es un movimiento browniano de¯nido sobre un espacio ¯jo de probabilidad con
su ¯ltraci¶on aumentada, (−
U
;F U ;(F Ut ) t2 [0 ;T ];IP
U
) . Suponga, adicionalmente que
d¾ 2t = A (¾
2
t ;t)dt + B (¾
2
t ;t) dW t;
donde A (¢;¢) y B (¢;¢) son funciones \bien" comportadas y el proceso (W t) t2 [0 ;T ] es un
movimiento browniano de¯nido sobre un espacio ¯jo de probabilidad con su ¯ltraci¶on
12
aumentada, (−
W
;F W ;IFW ;IPW ) , IFW = (F Wt ) t2 [0 ;T ] con
Cov(dU t;dW t) = ½ dt:
En el modelo de Hull y White (1987) se tiene que A (¾ 2t ;t) = ® ¾
2
t y B (¾
2
t ;t) = ¯ ¾
2
t donde ®
y ¯ on constantes conocidas. De esta forma, la ecuaci¶on diferencial estoc¶astica que conduce
a la varianza ¾ 2t es un movimiento geom¶etrico browniano. Por otro lado, en el modelo de
Heston (1993) se tiene que A (¾ 2t ;t) = a
¡
b ¡ ¾ 2t
¢
y B (¾ 2t ;t) = ° ¾ t; lo cual produce reversi¶on
a la media en el proceso de la varianza.
6 . V o la tilid a d im p l¶³c ita e n m o d e lo s d e v a lu a c i¶o n d e o p c io n e s
El modelo de Black y Scholes (1973) supone que el precio, S t, del activo subyacente sigue
un movimiento browniano geom¶etrico, en cuyo caso la f¶ormula de valuaci¶on de una opci¶on
europea de compra est¶a dada por
c(S t;t; ¾ ) = S t©(d 1 ) ¡ K e ¡ r (T ¡ t)©(d 2 ) ;
donde la funci¶on ©(d ) es la funci¶on de distribuci¶on acumulada de una variable E » N (0;1) ;
es decir,
©(d ) = IPE f E · d g =
Z d
¡ 1
1p
2¼
e ¡
1
2 ²
2
d² = 1 ¡ ©(¡ d ) ;
d 1 = d 1 (S t;t; ¾ ) =
ln
³
S t
K
´
+ (r + 12 ¾
2 ) (T ¡ t)
¾
p
T ¡ t
y
d 2 = d 2 (S t;t; ¾ ) =
ln
³
S t
K
´
+ (r ¡ 12 ¾ 2 ) (T ¡ t)
¾
p
T ¡ t = d 1 ¡ ¾
p
T ¡ t:
En este caso, T es la fecha de vencimiento del contrato, K es el precio de ejercicio convenido,
r es la tasa de inter¶es libre de riesgo (de incumplimiento) y ¾ es la volatilidad instant¶anea,
la cual se pone constante. El precio de una opci¶on de venta del tipo europeo, p = p (S t;t; ¾ ) ,
est¶a dado por
p = K e ¡ r (T ¡ t)©(¡ d 2 ) ¡ S t©(¡ d 1 ):
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Es importante recordar que el precio de una opci¶on europea de venta tambi¶en se puede
obtener a trav¶es de la condici¶on de paridad \put-call" , a saber, p + S t = c + K e
¡ r (T ¡ t) .
Ahora bien, si V (S t;t; ¾ ) denota la prima de una opci¶on de compra o venta de tipo europeo,
entonces la volatilidad impl¶³cita, denotada por ¾ I , se de¯ne como el valor de la volatilidad
para el cual el precio de la opci¶on generado por el modelo de Black-Scholes es igual al
precio de mercado, esto es,
V (S t;t; ¾ I ) = V m erca d o :
Si se conoce en el mercado un conjunto de precios V de una opci¶on europea sobre un activo
¯jo, correspondientes a diferentes precios de ejercicio K , y se obtienen a partir del modelo
Black-Scholes los respectivos valores de ¾ I , manteniendo los dem¶as par¶ametros ¯jos (este
proceso puede llevarse a cabo con el m¶etodo de Newton-Raphson) . En contradicci¶on con
el modelo de Black-Scholes, el valor de la volatilidad ¾ I var¶³a con el precio de ejercicio K
(cuando la opci¶on est¶a en el dinero) . En el caso de opciones de divisas, frecuentamente, se
tiene que la volatilidad es menor para opciones en el dinero y mayor progresivamente para
aquellas dentro o fuera del dinero, form¶andose lo que se conoce como sonrisa (\smile" )
de la volatilidad; v¶eanse, por ejemplo, Rubinstein (1994) , Dupire (1994) , Derman y Kani
(1994) , Wilmott (2000) y Hull (2005) .
La variaci¶on de ¾ I asociada a los cambios en el precio de ejercicio de la opci¶on, K ,
forma curvas conocidas como efecto sonrisa (\smile" ) o muecas (\skew" ) . La presencia
de una volatilidad impl¶³cita no constante sugiere una distribuci¶on asociada a los precios
del activo subyacente, diferente a la distribuci¶on lognormal considerada en el conjunto de
supuestos del modelo Black-Scholes. La curva de la distribuci¶on de rendimientos reales
tiene frecuentemente forma leptoc¶urtica y de colas m¶as anchas que la distribuci¶on normal.
Por otro parte, la variaci¶on de la volatilidad impl¶³cita ¾ I , tambi¶en se mani¯esta con
la variaci¶on de la fecha de expiraci¶on T . De esta forma se construye una super¯cie de
volatilidad, la cual se obtiene cuando ambos, precio de ejercicio K y fecha de expiraci¶on
T , var¶³an. En la Gr¶a¯ca 1(a) se representa una distribuci¶on normal y una distribuci¶on
emp¶³rica de los rendimientos de un activo ¯nanciero. La Gr¶a¯ca 1(b) muestra el efecto
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sonrisa asociado a la distribuci¶on emp¶³rica mencionada. Esto indica que la distribuci¶on de
los rendimientos para un activo en el mercado, tiene cresta m¶as alta y colas m¶as anchas
en comparaci¶on con la distribuci¶on normal, tal como se muestra en la Gr¶a¯ca 2.
Gr¶a¯ca 1: (a) Distribuci¶on de rendimientos de un activo ¯nanciero y
(b) sonrisa de la volatilidad.
Gr¶a¯ca 2. Distribuci¶on de rendimientos para un activo ¯nanciero.
7 . P ro c e so s d e d ifu si¶o n d e v o la tilid a d e sto c ¶a stic a
Uno de los supuestos fuertes en el modelo de Black-Scholes es considerar la volatilidad ¾
como un par¶ametro constante. Los rendimientos de los precios de un activo en la realidad
exhiben curvas leptoc¶urticas (\high peaks" ) o con una gran desviaci¶on est¶andar (\fat
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tails" ) y por tanto, no siguen una distribuci¶on normal como lo establecen los supuestos en
el modelo de Black-Scholes.
Un proceso estoc¶astico de la volatilidad modela el cambio de la volatilidad impl¶³cita
en el modelo Black-Sholes cuando cambia la fecha de expiraci¶on T o el precio de ejercicio
K . Un proceso de este tipo supone que el precio S t de un activo ¯nanciero satisface un
sistema de ecuaciones diferenciales estoc¶asticas dado por
dS t(S t;¾ t;t) = ¹ S tdt + ¾ t S tdW
(1 )
t (8)
d¾ t(S t;¾ t;t) = p (S t;¾ t;t)dt + q (S t;¾ t;t)dW
(2 )
t (9)
en donde la volatilidad ¾ t del precio S t en (8) es un proceso estoc¶astico descrito por (9)
que en general representa un proceso de reversi¶on a la media, y el coe¯ciente ¹ , el cual es
constante, es la tendencia en la tasa de crecimiento del activo. La notaci¶on ¾ t se hace para
enfatizar que la volatilidad cambia con el tiempo. Las funciones p y q son la tendencia
de la volatilidad y la volatilidad de la volatilidad del precio S t, respectivamente, las cuales
deben ser determinadas. Por el momento puede considerarse que ambas funciones, p y q ,
representan procesos de reversi¶on a la media Wilmott (1998) y Wilmott (2000) . El modelo
incorpora dos fuentes de aleatoriedad, W
(1 )
t y W
(2 )
t , los cuales son procesos de Wiener con
correlaci¶on ½ . De este modo, el proceso de precios S t no est¶a completamente descrito por
la relaci¶on (8) , sino que est¶a condicionado a la trayectoria seguida por la volatilidad ¾ t .
Las ecuaciones (8) y (9) pueden conducir a la implementaci¶on de un algoritmo que
simule una soluci¶on num¶erica para el proceso de precios f S t;0 · t · T g ; v¶ease Kloeden y
Platen (1992) . Por otro parte, si se desea valuar una opci¶on europea bajo el modelo descrito
(8) -(9) , su precio ser¶a V (t;S t;¾ t ; K ;T ; r ) , el cual denotaremos de manera simpli¯cada por
V (t;S t;¾ t) . Si se construye un portafolio libre de riesgo, bajo condiciones de no arbitraje,
es posible mostrar que V satisface la ecuaci¶on diferencial estoc¶astica (cf. Wilmott (2000) )
@ V
@ t
+
1
2
¾ 2 S 2t
@ 2 V
@ S 2t
+ ½ ¾ q S t
@ 2 V
@ S t@ ¾
+
1
2
q 2
@ 2 V
@ ¾ 2
+ r S t
@ V
@ S t
+ (p ¡ ¸ q ) @ V
@ ¾
¡ r V = 0 (10)
para una funci¶on ¸ = ¸ (t;S t;¾ t) , llamada precio en el mercado del riesgo de la volatilidad,
que debe ser determinada. La calibraci¶on de ¸ depende de argumentos econ¶omicos y por
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ejemplo en Wiggins (1987) se considera que ¸ es proporcional a la varianza v t = ¾
2
t .
Otros avances m¶as recientes en la determinaci¶on del precio en el mercado del riesgo de la
volatilidad ¸ se encuentran en Doran y Ronn (2004) .
8 . M o d e lo e m p ¶³ric o d e v o la tilid a d e sto c ¶a stic a
Una alternativa para el estudio de la evoluci¶on de la volatilidad del precio de un activo
¯nanciero fue propuesta por Oztukel y Wilmott (1998) en un estudio que ajusta datos
emp¶³ricos del ¶³ndice Dow Jones a lo largo de 20 a~nos. Este modelo supone que la ecuaci¶on
(9) , de la volatilidad ¾ t , toma la forma
d¾ t(¾ t;t) = ® (¾ t) dt + ¯ (¾ t) dW t (11)
donde la tendencia ® (¾ t) y la volatilidad de la volatilidad ¯ (¾ t) son funciones s¶olo de
¾ t y no del precio S t del activo y del tiempo t; y donde adem¶as los procesos brownianos
asociados con los procesos de volatilidad ¾ t y de precios S t no tienen correlaci¶on. Este
modelo presenta caracter¶³sticas compatibles con los datos hist¶oricos de la volatilidad del
activo subyacente y ha mostrado ser adecuado en el estudio del comportamiento de la
volatilidad en el precio de un activo; s¶olo se requiere la existencia de datos que registren
el valor que toma el activo subyacente a trav¶es del tiempo.
Antes de proceder a la descripci¶on del modelo, es conveniente de¯nir la densidad de
probabilidad en estado estable de un proceso estoc¶astico y la ecuaci¶on de Fokker-Planck
asociada a dicha densidad.
8 .1 D e n sid a d d e p ro b a b ilid a d e n e sta d o e sta b le
Suponga que se tiene un proceso estoc¶astico X = f x t; t 2 I = [0;1 ] g descrito por la
ecuaci¶on diferencial estoc¶astica general para la variable x = x t
dx = A (x ;t)dt + B (x ;t)dW (12)
donde W es un movimiento browniano. Si s ;t 2 I con s · t y B es un conjunto de Borel
sobre IR, entonces la probabilidad de que el proceso estoc¶astico X cambie del estado x a
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un estado y 2 B en el intervalo [s ;t] , se conoce como probabilidad de transici¶on. Esta
probabilidad es denotada IP(s;x ; t;y ) y se determina por la siguiente relaci¶on Kloeden y
Platen (1992)
IP(s ;x ; t;B ) = IP(X t 2 B jX s = x )
= IP
¡f w 2 − : X t(w ) 2 B g jX s = x¢
=
Z
B
p (s;x ; t;y )dy
(13)
donde p (s;x ; t;y ) se denomina densidad de transici¶on y corresponde a la probabilidad de
que la variable x se mueva del estado (s;x ) en el tiempo s al estado (t;y ) en el tiempo
t. As¶³, en la medida de probabilidad IP(s;x ; t;B ) se consideran todas las formas posibles
como un fen¶omeno o sistema puede evolucionar hacia un estado y 2 B , a partir de un
estado anterior x a lo largo de un tiempo ¯nito t ¡ s .
La densidad de probabilidad en estado estable, o tambi¶en llamada estacionaria o
incondicional, Á (r ) , en caso de que exista, es una densidad a largo plazo cuando t ! 1 , y
se calcula como
Á (r ) =
Z 1
¡ 1
Á (x ) p (s ;x ; t;r )dx (14)
resultando independiente del estado inicial del proceso estoc¶astico X .
8 .2 E c u a c i¶o n d e F o k k e r-P la n ck
La ecuaci¶on de Fokker-Planck es una ecuaci¶on diferencial parcial parab¶olica con condici¶on
inicial en el tiempo s y que se resuelve para un tiempo t > s . Esta ecuaci¶on toma la forma
@ p
@ t
=
1
2
@ 2
@ y 2
³
B (y ;t)
2
p
´
¡ @
@ y
(A (y ;t) p ) (15)
en la ecuaci¶on anterior se aprecia el comportamiento probabil¶³stico de la densidad de tran-
sici¶on p (s ;x ; t;y ) asociada al proceso estoc¶astico X . Dicha ecuaci¶on puede ser utilizada
para conocer la distribuci¶on de los valores que el proceso X puede tomar en el tiempo
t, dado que su estado inicial se conoce en el tiempo s . La forma de esta ecuaci¶on puede
deducirse de manera natural a partir de la funci¶on densidad de transici¶on p (s;x ; t;y )
y haciendo una aproximaci¶on trinomial de la caminata aleatoria de¯nida por X (v¶ease
Wilmott (2000) ) .
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8 .3 D e sc rip c i¶o n d e l m o d e lo e m p ¶³ric o d e v o la tilid a d e sto c ¶a stic a
Si se conocen las formas funcionales ® (¾ t) y ¯ (¾ t) , la ecuaci¶on (11) queda completamente
determinada, y con este ob jetivo, el modelo se desarrolla de la siguiente manera:
1: Supone que la forma funcional de ¯ (¾ t) es
¯ (¾ t) = Á ¾
°
t (16)
con Á y ° siendo constantes que se deben hallar a partir de la serie de tiempo de
precios S t del activo subyacente. La forma funcional para ¯ (¾ t) debe ajustarse de la
manera m¶as precisa a los cambios re°ejados a corto plazo por la volatilidad ¾ t .
A partir de (11) , al considerar que dW t =
p
dt³ con ³ » N (0;1) y que si ³ » N (0;1) ,
entonces ³ 2 » Â 21 , se obtienen las siguientes igualdades:
(d¾ ) 2 = ¯ (¾ t)
2 ³ 2 dt
IE(d¾ ) 2 = ¯ (¾ t)
2dt IE
£
³ 2
¤|{z}
= 1
= ¯ (¾ t)
2dt
donde se aplic¶o que (dt) 2 = dtdW t = 0 por tratarse de diferenciales de orden mayor que 1.
Ahora, tomando logaritmo natural en ambos lados de la ¶ultima igualdad, se veri¯ca que
ln IE(d¾ ) 2 = 2 ln ¯ (¾ t) + ln dt
Por otro lado, si a partir de la serie de tiempo de precios del activo subyacente, se hace
una regresi¶on lineal entre las variables ln IE(d¾ ) 2 y ln(¾ t) , entonces la recta de regresi¶on
puede escribirse para a y b constantes del siguiente modo
ln IE(d¾ ) 2 = a + b ln(¾ t) + "
donde " es la perturbaci¶on entre la regresi¶on lineal y los datos observados. La expresi¶on
anterior puede escribirse de manera equivalente como
2 ln ¯ (¾ t) + ln dt = a + b ln(¾ t):
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En diversas series de tiempo ¯nancieras, es frecuente hacer la regresi¶on lineal que se ha
indicado: v¶ease, por ejemplo, Oztukel y Wilmott (1998) y Wilmott (2000) ; en dichas series
se con¯rma emp¶³ricamente un ajuste lineal.
Si de la ¶ultima ecuaci¶on despejamos ¯ (¾ t) se obtienen las siguientes igualdades
ln ¯ (¾ t) =
1
2
(a ¡ ln dt) + b
2
ln ¾ t
¯ (¾ t) = exp
·
1
2
(a ¡ ln dt) ¾¸ b= 2t :
Por ¶ultimo, al comparar la ¶ultima igualdad con la ecuaci¶on (16) resulta que
Á = exp
·
1
2
(a ¡ ln dt)
¸
(17)
y
° =
b
2
(18)
lo cual justi¯ca el supuesto inicial de que ¯ (¾ t) = Á ¾
°
t .
2: Considere la funci¶on densidad de probabilidad para ¾ t, p (¾ t;t) . Si la anterior den-
sidad existe en estado estable y la denotamos por p 1 (¾ t) , y si adem¶as se supone
que p 1 (¾ t) es una densidad lognormal, entonces a partir de conocer p 1 (¾ t) y ¯ (¾ t)
puede calcularse la forma funcional de ® (¾ t) a trav¶es de la denominada ecuaci¶on de
Fokker-Planck.
La ecuaci¶on de Fokker-Planck, satisfecha por la densidad de probabilidad p (¾ t;t)
asociada a la volatilidad ¾ t y que a veces se denomina como ecuaci¶on de Kolmogorov hacia
adelante, se presenta como:
@ p
@ t
=
1
2
@ 2
@ ¾ 2
¡¯
2 p
¢¡ @
@ ¾
(® p )
donde al hacer que t ! 1 , con lo cual p = p 1 (¾ t) y as¶³ @ p = @ t = 0 se llega a:
d (® (¾ t) p 1 )
d¾ t
=
1
2
d2
¡¯
(¾ t)
2 p 1
¢
d¾ 2t
® (¾ t) =
1
2p 1
Z
d2
¡¯
(¾ t)
2 p 1
¢
d¾ 2t
d¾ t
® (¾ t) =
1
2p 1
d
¡¯
(¾ t)
2 p 1
¢
d¾ t
+
c
p 1
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La constante de integraci¶on c resulta ser cero de acuerdo a las condiciones de la distribuci¶on
p (¾ t) en estado estable; v¶eanse Oztukel y Wilmott (1998) y Wilmott (2000) . De esta
manera se obtiene
® (¾ t) =
1
2p 1
d
¡¯
(¾ t)
2 p 1
¢
d¾ t
(19)
Ahora, dado que la distribuci¶on de p 1 es lognormal, su forma es
p 1 (¾ t) =
1p
2¼ % ¾ t
exp
½
¡ 1
2% 2
³
ln
¾ t
¾
2´
¾
(20)
donde los coe¯cientes % y ¾ pueden estimarse por m¶axima verosimilitud para una distribu-
ci¶on lognormal, a partir de la serie de volatilidades m¶oviles anualizadas. Al sustituir (20)
en (19) , se obtiene que
® (¾ t) = Á
2 ¾
2 ° ¡ 1
t
μ
° ¡ 1
2
¡ 1
2% 2
ln
³¾ t
¾
¶´
(21)
En resumen, el modelo emp¶³rico de volatilidad estoc¶astica establece que el comportamiento
en la volatilidad ¾ t de un activo ¯nanciero con precio S t se describe por
d¾ t(¾ t;t) = ® (¾ t) dt + ¯ (¾ t) dW t
¯ (¾ t) = Á ¾
°
t
Á = exp
·
1
2
(a ¡ ln dt)
¸
° =
b
2
® (¾ t) = Á
2 ¾
2 ° ¡ 1
t
μ
° ¡ 1
2
¡ 1
2% 2
ln
³¾ t
¾
¶´
(22)
donde las constantes a y b se calculan por una regresi¶on lineal entre las variables ln IE(d¾ ) 2
y ln(¾ t) ; y las constantes % y ¾ resultan de un ajuste lognormal para la funci¶on densidad
de probabilidad en estado estable p 1 de ¾ t .
9 . R e su lta d o s e m p ¶³ric o s
Para el an¶alisis del S&P 500 de EEUU, el IPC de M¶exico y el IGBC de Colombia, se tom¶o
una muestra desde el 2 de enero de 2003 hasta el 19 de abril de 2007. Las bases de datos
fueron tomadas de Reuters c° .
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9 .1 R e su lta d o s e n tie m p o d isc re to
En el Cuadro 1 se muestran las estimaciones realizadas, a partir de los modelos en tiempo
discreto, para las volatilidades de los rendimientos de las series S&P 500, IPC y el IGBC.
Puede observarse que para la primera serie, el modelo estimado result¶o un EGARCH(2,1) ,
para la segunda, un modelo EGARCH(1,1) y para la tercera, un modelo GARCH(1,1) . Los
anteriores modelos se estimaron bajo el supuesto de innovaciones gaussianas utilizando el
software E V iew s
Par¶ametros estimados S&P 500 IPC IGBC
EGARCH(2,1) EGARCH(1,1) GARCH(1,1)
±0 -0.152974 -0.773267 8.73E-06
±1 -0.176684 0.156517 0.297574
±2 0.235608 NA NA
° -0.078257 -0.137086 NA
μ 0.989314 0.929084 0.695175
Cuadro 1: Estimaci¶on de los Modelos Discretos.
En la Gr¶a¯ca 3, se muestra para cada una de las series mencionadas, la densidad de
probabilidad simulada de la volatilidad de los rendimientos en un posible escenario. Las
simulaciones fueron implementadas en MATLAB c° . En esta gr¶a¯ca se muestra un ajuste
lognormal a las volatilidades de los rendimientos de las series S&P 500, IPC y el IGBC,
como tambi¶en el va lo r p asociado con la prueba de Kolmogorov{Smirnov para una muestra,
donde la distribuci¶on hipot¶etica es la distribuci¶on lognormal. En cada caso, la prueba de
Kolmogorov{Smirnov sugiere que la volatilidad de los rendimientos de las series ¯nancieras
descritas, siguen una distribuci¶on lognormal, a un nivel de signi¯cancia de 0.05, dado que
el va lo r p fue mayor que 0.05 en cada uno de los escenarios simulados.
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Gr¶a¯ca 3: Volatilidad de los rendimientos en el modelo discreto para
las series ¯nancieras S&P 500, IPC, y el IGBC.
En cada gr¶a¯ca se muestra el va lo r p asociado a la prueba de bondad de ajuste de
Kolmogorov-Smirnov para una muestra a un nivel de signi¯cancia de 0.05.
9 .2 R e su lta d o s e n tie m p o c o n tin u o
La metodolog¶³a de estimaci¶on de los par¶ametros Á ;° ;% ; y ¾ en el modelo continuo de
volatilidad estoc¶astica fue implementada en Microsoft c° O±ce Excel y se describe a con-
tinuaci¶on.
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9 .2 .1 Im p le m e n ta c i¶o n e n E x c e l d e la e stim a c i¶o n d e l m o d e lo c o n tin u o
d e v o la tilid a d e sto c ¶a stic a
1: Se obtiene la serie de rendimientos logar¶³tmicos diarios a partir de la serie de precios.
2: Se calcula la serie de volatilidades para los rendimientos mediante media m¶ovil simple
en una ventana de tama~no 15, y se anualiza.
3: Se estiman los par¶ametros % y ¾ por m¶axima verosimilitud para una distribuci¶on
lognormal. Lo anterior se realiza considerando la serie anualizada, ¾ t , de volatilidades
por medias m¶oviles, en ventanas de 15 d¶³as, asociada a la serie de los rendimientos
logar¶³tmicos. Para anualizar dicha serie se toman 250 d¶³as de negociaci¶on por a~no.
4: Se calcula la serie anualizada (d¾ t)
2
, donde (d¾ t) son diferencias simples calculadas a
partir de la serie ¾ t de¯nida anteriormente.
5: Se agrupa en clases la variable ¾ t y se calcula su frecuencia relativa en cada clase.
6: Para dichas clases se calculan las variables ln (¾ t) , a partir de las marcas de clase
de¯nidas antes, y ln
h
IE (d¾ t)
2
i
, de modo usual, y se hace la regresi¶on entre ellas,
sugerida en la secci¶on (8.3) .
7: Se estiman los par¶ametros Á y ° a partir de la regresi¶on realizada.
En el Cuadro 2 se muestran las estimaciones realizadas para la volatilidad de los rendimien-
tos de las series S&P 500, IPC y el IGBC, a partir del modelo continuo de volatilidad
estoc¶astica desarrollado.
Par¶ametros estimados S&P 500 IPC IGBC
Á 0.410750 0.681834 1.133636
° 0.508400 0.664150 0.838150
% 0.327664 0.346323 0.554850
¾ 0.109319 0.152458 0.171367
Cuadro 2: Estimaci¶on del modelo continuo.
Con las estimaciones mostradas en el Cuadro 2 es posible realizar algunas simulaciones
de la volatilidad de los rendimientos para las series establecidas. De esta manera, en
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la Gr¶a¯ca 4 se muestran las funciones densidad de probabilidad, rea l y sim u la d a , para
un posible escenario, de cada una de series ¯nancieras, S&P 500, IPC y el IGBC. Las
simulaciones fueron implementadas en MATLAB c° . Debe notarse que la densidad real
corresponde a la densidad de probabilidad para la serie de la volatilidad anualizada de los
rendimientos, mediante media m¶ovil simple en una ventana de tama~no 15, y la simulada,
corresponde a la densidad de probabilidad para la serie de datos simulados, obtenidos con
las ecuaciones dadas en (22) . La Gr¶a¯ca 4 tambi¶en muestra los ajustes lognormales para
las densidades as¶³ de¯nidas, dado que la construcci¶on del modelo continuo, desarrollado
en la secci¶on 8, considera que la funci¶on densidad de probabilidad de ¾ t existe en estado
estable, y se supone que en tal estado es lognormal.
Gr¶a¯ca 4: Volatilidad de los rendimientos en el modelo continuo para
las series ¯nancieras S&P 500, IPC, y el IGBC.
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En cada gr¶a¯ca se muestra el va lo r p asociado a la prueba de bondad de ajuste de
Kolmogorov-Smirnov para una muestra a un nivel de signi¯cancia de 0.05.
Por otra parte, la Gr¶a¯ca 4 muestra el va lo r p correspondiente a la prueba de bondad
de ajuste Kolmogorov{Smirnov para dos muestras a un nivel de signi¯cancia de 0.05, en
cada escenario simulado. La hip¶otesis nula de la prueba, H 0 , es que ambas muestras, real
y simulada, provienen de una misma distribuci¶on continua y la hip¶otesis alternativa, H 1 ,
es que las muestras provienen de diferente distribuci¶on continua.
Tambi¶en puede observarse, en la Gr¶a¯ca 4, que para los escenarios simulados la prueba
sugiere que las muestras, real y simulada, provienen de una misma distribuci¶on de proba-
bilidad continua, dado que el valor p fue mayor que 0.05 en cada caso.
Por ¶ultimo, la Gr¶a¯ca 5 muestra un ajuste lognormal a las series S&P 500, IPC y el
IGBC, como tambi¶en el va lo r p asociado con la prueba de Kolmogorov{Smirnov para una
muestra, donde la distribuci¶on hipot¶etica es la distribuci¶on lognormal. En cada caso, la
prueba de Kolmogorov{Smirnov sugiere que la volatilidad de los rendimientos de las series
¯nancieras descritas, siguen una distribuci¶on lognormal, a un nivel de signi¯cancia de 0.05,
dado que el va lo r p fue mayor que 0.05 en cada uno de los escenarios simulados.
26
Gr¶a¯ca 5: Volatilidad de los rendimientos en el modelo continuo para
las series ¯nancieras S&P 500, IPC, y el IGBC.
En cada gr¶a¯ca se muestra el va lo r p asociado a la prueba de bondad de ajuste de
Kolmogorov-Smirnov para una muestra a un nivel de signi¯cancia de 0.05.
1 0 . C o n c lu sio n e s
Se estimaron los par¶ametros para los ¶³ndices burs¶atiles S&P 500 de EEUU, IPC de M¶exico
y el IGBC de Colombia, bajo la familia de modelos ARCH, que son en tiempo discreto, y
bajo un modelo emp¶³rico de volatilidad estoc¶astica en tiempo continuo.
27
Es razonable estimar la volatilidad de estos ¶³ndices bajo los modelos ARCH o bajo el
modelo emp¶³rico en tiempo continuo. Estos modelos pueden ser aplicados posteriormente
en la evoluci¶on temporal de la distribuci¶on de la volatilidad y en la valuaci¶on de derivados
sobre dichos ¶³ndices, ya que en un gran n¶umero de escenarios simulados, en ambos casos,
se re°ejan caracter¶³sticas probabil¶³sticas comunes de las series simuladas, concretamente,
que la distribuci¶on de la volatilidad de los rendimientos es lognormal, bajo la prueba de
bondad de ajuste de Kolmogorov-Smirnov.
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