This paper presents a detailed investigation into the calculation of perturbation and beam quality correction factors for ionization chambers in high-energy photon beams with the use of Monte Carlo simulations. For a model of the NE2571 Farmer-type chamber, all separate perturbation factors as found in the current dosimetry protocols were calculated in a fixed order and compared to the currently available data. Furthermore, the NE2571 Farmer-type and a model of the PTW31010 thimble chamber were used to calculate the beam quality correction factor k Q . The calculations of k Q showed good agreement with the published values in the current dosimetry protocols AAPM TG-51 and IAEA TRS-398 and a large set of published measurements. Still, some of the single calculated perturbation factors deviate from the commonly used ones; especially p repl deviates more than 0.5%. The influence of various sources of uncertainties in the simulations is investigated for the NE2571 model. The influence of constructive details of the chamber stem shows a negligible dependence on calculated values. A comparison between a full linear accelerator source and a simple collimated point source with linear accelerator photon spectra yields comparable results. As expected, the calculation of the overall beam quality correction factor is sensitive to the mean ionization energy of graphite used. The measurement setup (source-surface distance versus source-axis distance) had no influence on the calculated values.
Introduction
Current dosimetry protocols for the determination of absorbed dose in radiotherapy beams are based on standards of absorbed dose to water (Almond et al 1999 . The usage of ionization chambers requires the application of beam quality correction factors to account for differences of an ionization chamber response between calibration in a 60 Co beam and measurement in the users' beam of different qualities. The correction factors are ideally determined via measurements (e.g. with a calorimeter) for each ionization chamber and for each beam quality of the user. In many cases the measured correction is not available for a specific chamber type or beam quality, which requires application of calculated values based on cavity theory.
Calculated beam quality correction factors as a product of stopping-power ratios and single perturbation factors have been shown to give an accurate estimate of average measured values (Rogers 1992 , Andreo 1992 . The measurement of single perturbation factors is difficult or even impossible since most of them always occur together. Elaborate Monte Carlo codes allow the calculation of the ionization chamber response, accurate at the 0.1% level normalized to own cross-sections (Kawrakow 2000b (Kawrakow , 2000a . Perturbation factors have been calculated with the use of Monte Carlo simulations in the past; some of the results are used in dosimetry protocols. For example, the central electrode correction factor p cel in TRS-398 and TG-51 protocols is based on the study by Ma and Nahum (1993b) . It was discussed by Sempau et al (2001) that the use of single perturbation factors is based on approximations involved. One of the approximations underlined in their study is the assumed independence of the perturbation effects, which do not influence each other. They therefore calculated an overall correction factor for plane-parallel chambers in electron beams, omitting single perturbation factors.
In this present study, a set of separate perturbation correction factors is calculated for a model of the NE2571 Farmer-type chamber, mimicking the measurement and calibration conditions in a simulation. We compare the results with various published values found in the literature and in the current dosimetry protocols. To our knowledge, no consistent data of this type for all perturbation factors of the NE2571 chamber in high-energy photons exist. Furthermore, values for the beam quality correction factor for the NE2571 model and a PTW31010 chamber are calculated. For NE2571 a large set of measured beam quality correction factors is available (Andreo 2000) , which allows comparison. Uncertainties in the calculated values are investigated, considering constructive details of the chamber model, the particle source, the geometry setup and the principle influence of uncertainties in the used electron cross-section databases.
Background theory
The dosimetry protocols based on absorbed dose to water standards make use of the SpencerAttix cavity theory. This theory relates the dose in an air cavity D air to the absorbed dose to water D w by applying Spencer-Attix stopping-power ratios between water and air s w,air . Further, all deviations of an ionization chamber from the ideal Spencer-Attix cavity, which result in a perturbation of the electron fluence spectrum, are accounted for in separate perturbation correction factors, giving
The above connects the measured dose in the ionization chamber D chamber to the dose to water D w . The factor p cel accounts for the central electrode in a thimble ionization chamber. The wall perturbation factor p wall is applied, since the chamber wall material differs from the surrounding water. This factor might also include p sleeve , which corrects in the same sense for a waterproofing sleeve. The stem correction p stem takes the existence of a chamber stem into account, but is usually ignored or included in some way in the wall correction. The displacement correction p dis accounts for the fact that the air cavity of a cylindrical chamber causes less attenuation or build-up than the water displaced by it and causes the upstream shift of the effective point of measurement. The p cav factor corrects for scattering differences between the air cavity and the water. In high-energy photon beams, p cav is generally assumed to be unity at points where transient electronic equilibrium is achieved. The product of both factors p cav and p dis is referred to as replacement correction in the AAPM TG-51 protocol.
All of the perturbation correction factors are combined by introducing an overall perturbation factor p Q :
The beam quality correction factor k Q is defined as the ratio of the overall perturbation factors at different beam qualities Q normalized to the 60 Co beam during the calibration of the ionization chamber. Under the assumption of a constant mean energy in air per ion pair , k Q can be written as
with
Methods

Calculation of perturbation and beam quality correction factors in a simulation
The calculation of k Q can be achieved by simulating the ionization chambers' cavity dose D chamber and relating it to the dose in water D w at the point of measurement. The separate correction factors can be evaluated by calculating the ratio of chambers' cavity doses with or without constructive details. In figure 1 , a schematic procedure for determination of the above-defined perturbation correction factors for this study is shown. Note that the chain defined here is more or less arbitrary, since no clear definition exists for it. Ionization chamber geometries were modelled with the C++ class library egspp for the EGSnrc code system (Kawrakow 2006a) . NE2571 Farmer-type chamber with a volume of 0.6 cm 3 was used for the calculation of perturbation factors and the beam quality correction factors. The NE2571 is a widely used cylindrical ionization chamber for absolute clinical dosimetry purposes. The dimensions of the chamber were partly taken from the original paper by Aird and Farmer (1972) and the data given in the IAEA TRS-398 dosimetry protocol. The chamber cavity has a diameter of 0.64 cm and a length of 2.4 cm and includes a 2.06 cm aluminium central electrode with 0.1 cm diameter. The wall is made of graphite with 0.061 g cm −2 thickness. The model also includes a waterproofing sleeve made of 1 mm PMMA since NE2571 itself is not waterproof. The chamber stem was modelled with portions of aluminium and graphite and includes a polytetraflourethyln (PTFE) (TEFLON) insulator. Although the central dimensions and materials of NE2571 are given in the dosimetry protocols, the construction of the chamber stem might be different for different Farmer-like chambers. For example Ma and Nahum (1995) modelled the chamber stem of NE2571 as made purely of PMMA, whereas in the original Farmer paper and other publications it is made of PTFE Figure 1 . Principle chain for the determination of perturbation factors used in this study. The various perturbation factors are given by the dose ratios from one step to another in the ionization chambers' cavity (1-4) and the dose to a small portion of water (5). The step from models 3 and 4 can be further subdivided into separate calculation of p wall and p sleeve . (Russa et al 2007) . Hence, we investigated a second NE2571 geometry, with the material of the PTFE stem parts (see figure 2) changed to PMMA.
A model of the PTW31010 'semiflex' thimble chamber with a volume of 0.125 cm 3 was used for the calculation of beam quality correction factors. PTW31010 consists of an almost hemispherical cavity with a graphite-coated (0.065 45 g cm −2 ) wall made of PMMA (0.0123 g cm −2 ). The aluminium electrode inside the air cavity is 0.5 cm long and has a diameter of 0.1 cm. The dimensions of PTW31010 were partly taken from the chambers manual and refined with information given by the manufacturer. In figure 2, a cut view through both models are shown.
In order to calculate the dose to water D w (see equation (3)) at the point of measurement, a reference volume was modelled as a simple disc of water placed in a phantom. The thickness of the disc was chosen with 0.025 cm and the radius with 1 cm. Various sizes were tested and no difference in the calculated dose below the thickness of 0.05 cm was observed within a statistical uncertainty 0.05%. Kawrakow (2006b) theoretically showed in a recent study that those dimensions are adequate for 6 MV and 25 MV photon beams.
The chamber models and the reference volume were placed in a 30 × 30 × 30 cm 3 cubic water phantom. The centre of the chambers' cavity volume and that of the reference volume were located at reference depth. According to the current dosimetry protocols TRS-398 and TG-51, the reference depth of 10 cm in a source-surface distance (SSD)-type setup (see figure 3 ) and for some selected beams in a source-axis distance (SAD) setup was applied. For 60 Co beams, a calibration depth of 5 cm was used. The egs chamber user code for the EGSnrc Monte Carlo code system was applied for the calculation of perturbation factors, cavity dose and dose in the reference water volume. This code is described in detail elsewhere (Wulff et al 2008) . It uses various variance reduction techniques to improve the efficiency for the calculation of perturbation factors and ionization chamber dose by several orders of magnitude. Briefly, a local photon cross-section enhancement technique, a correlated sampling scheme and a Russian Roulette game for (secondary) electrons that cannot reach the cavity are implemented. The correlated sampling technique for the calculation of perturbation factors is described extensively in the literature by Ma and Nahum (1993a) and more recently by Buckley et al (2004) .
The SPRRZnrc (Rogers et al 2005) user code of the EGSnrc system for the calculation of stopping-power ratios between water and air was used within the water phantom in appropriate setups (see figure 3) . The stopping-power ratios are needed for the calculation of p Q and p dis p cav for the NE2571 chamber (see figure 3 and equation (4)). As discussed in the literature, Spencer-Attix stopping-power ratios are sensitive to the selection of the electron cutoff energy , Borg et al 2000 , Buckley et al 2003 . A value of 16 keV was chosen, which is appropriate for the given dimensions of NE2571. The procedure for estimating based on cavity dimensions can be found elsewhere (e.g. Rogers and Kawrakow (2003) ).
The general influence of uncertainties in electron cross-sections was investigated for one parameter under the current discussion, namely the mean ionization energy for graphite . Thestandard data used in EGSnrc are I = 78 eV based on the ICRU Report 37 value (ICRU 1984) , while other authors refer to larger values up to 86.8 eV (Bichsel and Hiraoka 1992) . To analyse the influence of such an extreme change of crosssections, the calculated chamber beam quality correction factor k Q with the changed value of the mean ionization energy was determined for NE2571. The transport cutoff energies in the dose simulations were set to AE = ECUT = 521 keV and AP = PCUT = 10 keV. Some of the perturbation factors (p cel , p stem , p wall ) and the chamber dose were calculated with cutoff energies of 512 keV and 1 keV at 60 Co, where the largest influence of low-energy particles is assumed. No differences in the results were observed within the statistical uncertainties, except for the longer simulation times required. The XCOM photon cross-sections and the NIST bremsstrahlung cross-sections were turned on for all simulations. All other transport parameters were set to their defaults in the current egspp/EGSnrc version.
Photon beams and beam quality specifiers
A set of published photon spectra found in the literature for 60 Co and various linear accelerator beams (Mora et al 1999 , Rogers et al 1988 , Sheikh-Bagheri and Rogers 2002 , Mohan et al 1985 were used as a particle source in the simulations. For consistency, beam quality specifiers %dd(10) x (TG-51) and TPR 20,10 (TRS-398) of those spectra were calculated. %dd(10) x for the spectra was estimated from a depth-dose curve which was calculated with the DOSXYZnrc user code in a homogeneous 50 × 50 × 50 cm 3 water phantom in a SSD setup and from usage of the 'howfarless' option (Walters and Kawrakow 2007) . This option increases the efficiency of simulations by avoiding calculations of geometry-specific distances to voxel boundaries inside a homogeneous phantom. A point source was placed at a 100 cm SSD and collimated to 10 × 10 cm 2 at the phantom surface. For the TPR 20,10 estimation, the doses in the reference volume in 10 cm and 20 cm depths in the water phantom (50 × 50 × 50 cm 3 ) were calculated for each spectrum with the use of the egs chamber user code in a SAD-type setup.
Besides the several published spectra used, a realistic model of another Siemens KD linear accelerator model, simulated with the BEAMnrc package (Rogers et al 1995 , was employed. All dimensions, materials and parameters were set as specified by the manufacturer. Taking this beam model, the corresponding photon spectra were also calculated from a phasespace file at the bottom of the accelerator and averaging over a 10 × 10 cm 2 field for 6 MV and 15 MV beams.
Results and discussion
Calculated beam quality specifiers are given in table 1. In what follows, calculated values are presented as a function of TPR 20, 10 . Still, with the data in table 1 and a fit through one specifier as a function of the other, a consistent conversion between both is possible (Kalach and Rogers 2003) .
Perturbation factors of NE2571
4.1.1. Central electrode. The factor p cel describes the influence of the central electrode on the electron fluence in the cavity. The calculated values in figure 4 are comparable to those of Buckley et al (2004) and Ma and Nahum (1993b) , showing an almost linear trend of the changed chamber response between 0.8% and 0.5%. The two different 60 Co spectra, with a different resolution of energy bins, result in the same perturbation factor within the statistical uncertainty. The remaining minor discrepancies between the published values of p cel might be addressed to different photon cross-sections, transport options, a more detailed model used in this study and the fact that a waterproofing sleeve was present in our calculation (see figure 2) . Further, we used a point source, while the other authors used parallel beams.
Besides the published spectra, results are shown for our Siemens KD linear accelerator model, either as a full BEAM model or as the photon spectra only. Although the calculated spectra do not contain any spatial information of the full phase space, the energy is averaged over the full field size and no contaminant electrons are included, the results follow the same linear trend. The calculated beam quality specifier between the full BEAM source and the collimated point source with the corresponding spectrum merely differs. This observation was made for all other perturbation factors. Thus, the results for the Siemens KD model and corresponding photon spectra are not included in the following figures. Likewise, no difference in the perturbation factors was observed for the two different 60 Co spectra and thus in the following only the results for the more recent spectrum of Mora et al (1999) 
Chamber stem.
The influence for a chamber stem is generally ignored in the calculation of beam quality correction factors in all current dosimetry protocols. This is justified by the perturbation factors as shown in figure 5 . The p stem factor varies in the range of tenth of a per cent in the beam quality range. This fact can be addressed to the larger range of secondary electrons generated within the stem. Although the absolute value of the p stem perturbation factor is different for the two stem implementations (PTFE versus PMMA portions), the shape is almost identical. Hence, due to the normalization of beam quality correction factors k Q relative to 60 Co (see equation (3)), the influence of the actual stem construction for the two investigated materials is negligible.
Chamber wall.
The combined effect of the chamber wall and the waterproofing sleeve is shown in figure 6 , which bares an almost linear decrease of the chamber response and a resulting increased perturbation factor with energy. The influence changes the chamber response by ∼0.6% over the full energy range. The separation of the wall and sleeve perturbation factors reveals the large influence of the sleeve solely. The single perturbation factor p wall shows a more constant distribution as the combined effect of the wall and sleeve.
As discussed by Buckley and Rogers (2006) Monte Carlo-calculated values of p wall do not agree with the ones based on the formalism by Almond and Svensson (1977) and used in current dosimetry protocols, especially at lower energies. We can confirm these findings. According to IAEA TRS-398, the p wall value including a 0.5 mm waterproofing sleeve is 0.992 in 60 Co and therefore smaller than the value of 0.9980 ± 0.0005 presented here for a 1 mm sleeve. Still, one could argue that the stated uncertainty of the IAEA TRS-398 with 0.5% leads almost to an agreement with the calculated value here.
Replacement effect.
Calculated values for the product of p dis and p cav are given in figure 7 . Besides the photon spectra, monoenergetic beams were used for calculations. The figure 1 . Monoenergetic photons are used in a point source incident on the water phantom. The corresponding beam quality specifier was calculated as described in section 3. p cav perturbation correction is assumed to be unity in high-energy photons. The data available on p dis which the current dosimetry protocols are based on are the studies of Cunningham and Sontag (1980) and Johansson et al (1977) . Here, their values differ from the calculated ones significantly. For instance, at 60 Co TRS-398 uses 0.987 ± 0.003 of Johansson et al (1977) , whereas the value calculated here is 0.995 ± 0.001. The replacement correction was also Figure 8 . The overall perturbation factor as defined in section 2 as a function of the beam quality for NE2571. Values were calculated for the published spectra in a SSD setup and for some in a SAD setup (see figure 3) . A linear fit of form p Q = 0.0349· TPR 20,10 +0.9647 is shown.
calculated for monoenergetic photon beams to exclude issues concerning the quality of the photon spectra. It is obvious that the spectra are not the reason for the discrepancies.
The results given here follow a theoretical definition of the perturbation factor (see figure 1) . One can imagine that a measurement of this factor uncoupled from other effects is challenging. As already discussed by Huq et al (2001) , the different approaches for the determination of the replacement correction factor yield a large spread in the range of half a per cent. Kawrakow (2006b) demonstrated that the alternative of using a replacement correction factor, namely the effective point of the measurement approach, is sensitive to chamber details and therefore violates the general assumption made on its magnitude in the dosimetry protocols. Given the uncertainties of the existing experimental data, the results presented here and the deviations from the currently used values are not surprising. Still, these differences deserve further research.
Overall perturbation.
An overall perturbation factor was calculated according to equation (3) with the use of calculated stopping-power ratios. This factor combines the influence of all constructive elements of an ionization chamber. It is obvious from figure 8 that the overall perturbation of the ionization chamber decreases with increasing energy, which results in an increasing factor.
The values were calculated for the two different setups described in figure 3 . Within the statistical uncertainties of about ∼0.1%, there is no difference between the SAD-and SSD-type setups.
Beam quality correction factors
The simulated cavity dose in the detailed model of the ionization chamber and the reference volume yields the beam quality correction factor k Q as defined in equation (3) and circumvents any approximation when using single, possibly not independent factors. In Figure 9 . Beam quality correction factor for NE2571. The solid line represents a cubic polynomial fit through the compiled measurements given by Andreo (2000) . Parameters of the fits are given in table 2. The calculated values of the current dosimetry protocols TG-51 and TRS-398 are taken from these protocols. The Monte-Carlo-calculated values of this study are calculated with two different mean ionization energies I of graphite. Fits to the Monte-Carlo-calculated data are omitted for better visibility, but are given in table 2. figure 9, the resulting values for the NE2571 chamber and the used spectra are given as a function of the beam quality for two mean ionization energies of graphite. A large set of measured data for the beam quality correction factor k Q for the NE2571 chamber is available, compiled by Andreo (2000) with some necessary corrections. An exponential fit through measured data is given in figure 9 as a solid line. One can take these data as a mean value including chamber-to-chamber variations and compare these values with Monte Carlocalculated ones. Obviously, the data of the AAPM protocol give a slightly better agreement, although no sleeve was included in the calculations. The TRS-398 values with a 0.5 mm PMMA sleeve are still within the uncertainty of all measurement data. The Monte Carlo-based data are shown for the two used mean ionization energies for graphite. Both sets differ by ∼0.5% indicating the large influence of the electron crosssections on the calculated values. The best agreement with the fit to measured data would probably be achieved with some value in between. Rogers and Kawrakow (2003) considered the change of the I value by only 3.5 eV instead of the 8.8 eV increase from 78 eV to 86.8 eV used here, which would obviously yield a good match. Figure 10 shows the calculated beam quality correction factor for the PTW31010 ionization chamber in comparison with the values given in TRS-398. A good agreement within the statistical uncertainties is achieved.
Conclusion
This work presents a consistent calculation of perturbation factors for the widely used NE2571 ionization chamber with Monte Carlo simulations. The p cel factor shows good agreement with the currently used values. The effect of a chamber stem was found to be rather small and showing only a small variation with energy, irrespective of the two materials considered. The comparison to the data found in dosimetry protocols for the wall perturbation and the replacement effect reveals some discrepancies. While the deviations of the p wall perturbation factor were investigated by other authors and could be addressed to the underlying models used in the dosimetry protocols, deviations of the replacement correction will need further research. Since the accuracy of the EGSnrc system was demonstrated extensively by other authors, the origin of the discrepancy might be the measurements available to this point and the definition of this factor itself. One could take these deviations in single perturbation factors as a reason for rather directly calculating the beam quality correction factor as proposed by Sempau et al (2001) .
The k Q factors were calculated for NE2571 and PTW31010. Both show a good agreement with the currently available values in the dosimetry protocols. We investigated the principle influence of the electron cross-sections of graphite on the beam quality correction factors. An increase of 11% of the mean ionization energy of graphite resulted in a ∼0.5% change of the calculated correction factors. Although the uncertainty of the I value itself might be less, the influence was the largest source of uncertainties in our calculations. A comprehensive estimation caused by all uncertainties in cross-sections would require a systematic investigation of all possible combinations of uncertainties in photon and electron cross-sections of the various materials found in the ionization chamber. This goes beyond the scope of this paper, but as discussed by Rogers (2006) the uncertainties in cross-sections will remain the largest source of uncertainties in Monte Carlo-calculated correction factors.
Uncertainties in the chamber construction investigated by changing the chamber stem had a negligible effect for this type of calculation. The setup definition was also of no importance for the calculated values. Further, the use of a photon spectrum in a point source instead of a whole phase space of a linear accelerator was sufficient for the calculation of perturbation and beam quality correction factors. This is an important finding, regarding the simulation times involved in this study.
The good agreement between calculated and measured values for the beam quality correction factor encourages the use of Monte Carlo-calculated data if no experimental data are available with at least the same uncertainty as the 'classical' calculations, based on Monte Carlo calculations, experimental measurements and theoretical assumptions. The approach for using single perturbation factors was criticized by Sempau et al (2001) and it was shown in this study that differences to existent values exist. Still, the decomposition into different single perturbation factors in the chain proposed in this study (figure 1) will be helpful whenever a detailed analysis of chamber effects is necessary. This will be the case for understanding the behaviour of ionization chambers under non-reference conditions as in IMRT.
