Abstract -At the LHC energy of √ s = 7 TeV, under various beam and background conditions, luminosities, and Roman Pot positions, TOTEM has measured the differential cross-section for proton-proton elastic scattering as a function of the four-momentum transfer squared t. The results of the different analyses are in excellent agreement demonstrating no sizeable dependence on the beam conditions. Due to the very close approach of the Roman Pot detectors to the beam center (≈ 5σ beam ) in a dedicated run with β * = 90 m, |t|-values down to 5 · 10 −3 GeV 2 were reached. The exponential slope of the differential elastic cross-section in this newly explored |t|-region remained unchanged and thus an exponential fit with only one constant B = (19.9±0.3) GeV −2 over the large |t|-range from 0.005 to 0.2 GeV 2 describes the differential distribution well. The high precision of the measurement and the large fit range lead to an error on the slope parameter B which is remarkably small compared to previous experiments. It allows a precise extrapolation over the non-visible cross-section (only 9%) to t = 0. With the luminosity from CMS, the elastic crosssection was determined to be (25.4 ± 1.1) mb, and using in addition the optical theorem, the total pp cross-section was derived to be (98.6 ± 2.2) mb. For model comparisons the t-distributions are tabulated including the large |t|-range of the previous measurement (TOTEM Collaboration (Antchev G. et al.), EPL, 95 (2011) 41001).
Measurement of proton-proton elastic scattering and total cross-section at √ s = 7 TeV
The TOTEM Collaboration G. Antchev (a) , P. Introduction. -The study of elastic proton-proton scattering reveals many aspects about the structure of the proton, its shape and opacity, i.e., matter density. It also tests the interplay of non-perturbative and perturbative regimes of pp interactions depending on the fourmomentum transfer squared t involved in the scattering process.
In several runs with different beam optics, TOTEM has measured at the center-of-mass energy of 7 TeV the differential elastic cross-section dσ/dt over a wide range of t. The first measurement, reported by the TOTEM Collaboration [1] , covered the |t|-range from 0.36 to 2.5 GeV 2 . These data were taken with the standard 2010 LHC beam optics (with the betatron value at the intersection point β * of 3.5 m). The differential cross-section dσ/dt exhibited an exponential decay at low |t| followed by a significant diffractive minimum and at larger |t|-values a behavior compatible with the power law already observed at lower energies (see refs. [1] to [11] in [1] [2] . This made the extrapolation of the differential cross-section to the optical point at t = 0 possible and enabled, for the first time at the LHC, the determination of the elastic scattering cross-section as well as the total cross-section via the optical theorem.
This article presents an improved t-distribution measurement with higher statistics and a reach to even smaller |t|-values using different data sets taken in October 2011, with several special runs at β * = 90 m. This time, the detectors, housed in Roman Pots (RP), were put very close to the beam center: 4.8 to 6.5 times the transverse beam size σ beam . This was possible since the beams were scraped by the LHC collimators at a distance of 4 σ beam for RP alignment purposes. For the definition of their position, each Roman Pot was brought to touch this sharp beam edge. After retraction by 0.5 to 2 σ beam , TOTEM took data in very clean conditions with only a few colliding bunch pairs and reached |t|-values down to 5 · 10 −3 GeV 2 , enabling the observation of 91% of the elastic cross-section (e) Department of Atomic Physics, Eötvös University -Budapest, Hungary, EU.
(f) SLAC National Accelerator Laboratory -Stanford, CA, USA.
-compared to only 67% previously [2] . By extrapolating the differential elastic cross-section to the optical point t = 0 and using the optical theorem, the total and inelastic cross-sections were also derived. The differential crosssection over the complete t-range combining all available measurements with its statistical and systematic uncertainties is tabulated in this article.
In the same journal issue, a direct inelastic cross-section measurement, based on triggers from the forward inelastic detectors, is reported [3] . This is compared to the inelastic cross-section obtained from elastic scattering via the optical theorem, yielding a cross-section estimate for single diffraction at masses below 3.4 GeV that escape our detection. Another article [4] summarizes the cross-sections obtained with different approaches, including the luminosityindependent method. Since the ρ parameter (the ratio of the real to imaginary part of the hadronic scattering amplitude at t = 0) does not enter in the method from ref. [3] , ρ can be determined by comparing the results from the different methods. Furthermore, the luminosity of the LHC was extracted, confirming the more detector-dependent estimates by CMS.
The proton detectors. -The configuration of the TOTEM Roman Pot system and the silicon detector properties have already been described in detail [1, 2, 5] . For the understanding of the analysis, a few basic system properties are repeated.
The silicon sensors are placed in movable beam-pipe insertions -Roman Pots -located symmetrically on both sides of the LHC interaction point (IP) 5 at distances of 215-220 m from the IP.
Each RP station is composed of two units (near and far) separated by a distance of about 5 m. A unit consists of 3 RPs, two approaching the outgoing beam vertically from the top and the bottom and one horizontally. Each RP is equipped with a stack of 10 silicon strip detectors measuring the proton distance to the beam center in both coordinates perpendicular to the beam with a precision of about 11 μm. The movement and the alignment of all pots are monitored with a precision better than 20 μm based on track reconstruction and external alignment tools.
The large lever arm between the near and the far units allows the determination of the track angle in both projections with a precision of about 5 μrad. The knowledge of both the track positions and angles is vital in the analysis.
LHC optics. -The measurement presented in this article was performed with the β * = 90 m optics, which has been described in detail [2] ; here we repeat only the most important properties. A proton elastically scattered at the vertex (x * , y * , z * = 0) with the horizontal and vertical scattering angles (θ * x , θ * y ) is transported through the LHC magnet lattice and traverses the Roman Pots at points (x, y):
L y = 260 m (far).
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Measurement of pp elastic scattering and total cross-section at Since L x ≈ 0 in the far RP, the corresponding horizontal hit position x F can be used for the vertex x * determination:
The optimal scattering-angle reconstruction formulae differ for the two projections: the vertical angle θ * y is reconstructed from the hit position y (since v y ≈ 0) while the horizontal angle θ * x from the track angle θ x at the RP:
where s denotes the distance from the interaction point.
Data taking. -The presented data were recorded in October 2011. For this analysis, only one colliding bunchpair was used with an average proton population of 6·10 10 protons/bunch producing an instantaneous luminosity of 6 mb −1 s −1 and an average inelastic-interaction rate of 0.03 per bunch crossing.
During the run three data sets were recorded with different RP distances to the beam center corresponding to minimum values of the four-momentum transfer squared between (4.6 and 7.3) · 10 −3 GeV 2 . The different data sets enabled to reduce certain systematic uncertainties (alignment, inefficiency corrections, etc.). A run summary is given in table 1.
The first-level trigger benefits from the 20 possible hits (10 planes in both near and far RP) per proton track and is based on a track segment in the near or the far unit. This redundancy guarantees a high trigger efficiency (over 99% per proton). A coincidence between a proton on the left and the right side of the IP is requested in the elastic double-arm signature in the vertical RP detectors with two diagonals (left top -right bottom or left bottom -right top). The characteristics of the β * = 90 m optics force most of the elastically scattered protons into the vertical RPs, see fig. 1 .
Analysis. -The analysis is very similar to the previous one [2] . Here, advantage was taken of having three data sets (each with two diagonals) analyzed separately, thus leading to a better control over the systematics.
Alignment. Three complementary methods were applied [6] . First, the RP position was approximately given by the beam-based alignment [7] . Second, proton tracks passing through the overlap between the vertical and horizontal RPs were used to determine the relative alignment of the RPs of each unit. Third, since the elastic event tagging does not require a precise alignment, an alignment fine-tuning was performed on a sample obtained from a pre-selection of elastic events (see next paragraph). By exploiting the azimuthal symmetry of elastic scattering, the horizontal and vertical shifts and the tilt of each unit could be adjusted. The effect of residual misalignments on dσ el /dt was thus smaller than 0.3% for every t-bin.
Elastic tagging.
The cuts used to select the elastic events are summarized in table 2. Cuts 1 and 2 require the reconstructed-track collinearity between the left and right arm. Cuts 3 to 6 effectively work as low-ξ cuts (ξ being the fractional momentum loss of a proton). Cuts 3 and 4: if ξ = 0, the vertex reconstruction in eq. (2) 
The right-most column gives the RMS of the cut distribution (≡ 1σ), all the cuts are applied at 3σ-level.
Number
Cut RMS Diagonal Track reconstructed in all 4 diagonal RPs 1 the strongest single cut and is very effective against the beam-halo background, see fig. 1 .
Kinematics reconstruction.
The scattering angles were reconstructed for each arm according to eq. (3). The corresponding uncertainties were 1.3% and 0.8% for θ * x and θ * y , respectively. The former has a more pronounced effect on dσ el /dt and is the leading systematic uncertainty for larger |t| values, cf. table 3.
For elastic events, the angles reconstructed from left and right arms were averaged, which leads to an uncertainty reduction.
Background.
The background contribution (i.e., all non-elastic events passing the selection cuts) was estimated by omitting the strongest single cut (number 7 in table 2) and by analyzing the distribution of x * R − x * L . This distribution can be reasonably described by two Gaussians -one for the signal and one for the background. By interpolating the background tails (|Δx * | > 3σ) into the signal region (|Δx * | < 3σ), the background/signal ratio was determined as (0.8 ± 0.4)%.
Acceptance correction.
Two acceptance limitations were identified: the detector edge (relevant for low |t|) and the LHC aperture limitation shown in fig. 1 , right (relevant for high |t|). Both effects were treated by assuming azimuthal symmetry of the elastic scattering and by correcting for smearing around the limitation edges. In order to keep the uncertainty at a reasonable level, the analysis was constrained into the region where the full acceptance correction was not larger than a factor 7.5.
Unfolding of resolution effects. The angular resolution was determined by comparing the scattering angles reconstructed from the left and right arm. Combining all the three data sets and all the diagonals yields one-arm resolutions of (6.36 ± 0.21) μrad in θ * x and (2.47 ± 0.07) μrad in θ * y . The latter is predominantly due to the beam divergence, whereas the θ * x resolution is deteriorated by a contribution from the finite detector pitch.
The t-resolution impact on dσ el /dt was determined (and eliminated) by an iterative procedure, that starts by taking the observed (smeared) t-distribution as an input to a Monte Carlo calculation of the un-smearing correction. The correction is applied to the observed t-distribution and yields a better estimate of the true t-distribution. These two steps were repeated three times to reach convergence. The systematic uncertainty of this procedure (due to the uncertainty of the θ * x,y resolution) was estimated to be smaller than 0.5%.
Efficiencies. The efficiency of the RP trigger was estimated by using the zero-bias data stream. The selection of elastic events was repeated for these data and the RP trigger was found efficient for all the selected events. Therefore, at 68% confidence level, it was concluded that the trigger efficiency was higher than 99.8%.
The DAQ inefficiency (dead time) was determined by comparing the numbers of triggered and recorded events, yielding (1.858 ± 0.001)%.
Reconstruction inefficiencies occur due to: intrinsic RP detection inefficiency of each silicon sensor, proton interactions with the material of a RP and "pile-up" of several protons in one event (RPs can uniquely reconstruct only one track). For the last case, the most important contribution is a coincidence of an elastic proton and a beam-halo proton, see fig. 1 . Uncorrelated inefficiencies of separate RPs were studied by removing the RP in question from the selection cuts and counting the recovered events. For this study, only cut 2 could be kept -the others require both near and far RP measurements. The result was an inefficiency of (1.5 ± 0.2)% for the near and (3.0 ± 0.2)% for the far RPs. This difference can be explained by the proton interactions in the near RP that affect the far RP too. This near-far correlated inefficiency was determined from data by counting events with corresponding shower signatures, yielding (1.5 ± 0.7)% (this result is confirmed by MC simulations).
The "pile-up" inefficiency was calculated from the probability of finding an additional track (on top of the elastic) in any station of a diagonal. This probability was determined from the zero-bias data stream and was found to increase as the RPs approached the beam. For instance, for the diagonal bottom-left top-right, the probabilities were (3.9 ± 0.3)%, (6.2 ± 0.3)% and (7.9 ± 0.3)% for the data sets 1, 2 and 3, respectively.
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Measurement of pp elastic scattering and total cross-section at Ref. [1] Ref. [2] this publication statistical uncertainties systematic uncertainties Luminosity. In this article, the luminosity measured by CMS (with a 4%-uncertainty estimate) was used. Luminosity-independent results are given elsewhere [4] .
Systematic uncertainty calculation. -For each of the analysis steps above, the systematic uncertainty effect on dσ el /dt was estimated with a Monte Carlo simulation. Table 3 summarizes these uncertainties for several |t|-values, grouping the contributions into three categories: t-dependent, t-independent (normalization) and luminosity uncertainties. Since there are a number of contributions in each category, the uncertainties were combined in quadrature.
The luminosity uncertainty is the leading systematic effect for |t| < 0.2 GeV 2 , above that point it is the uncertainty of dL x /ds. The optics-related error contribution is almost vanishing around |t| = 0.06 GeV 2 and has opposite signs below and above that point. Therefore, there is a partial error cancellation in the integrated elastic crosssection σ el , and consequently the relative error of σ el is significantly lower than the one of dσ el /dt| 0 -see table 7 . Moreover, there is a strong correlation between the errors of σ el and dσ el /dt| 0 -the correlation coefficient is 0.76.
Extrapolation to
over a large |t|-range, see table 6 and the black line in fig. 2 . Since the slope B remains constant even for the lowest |t|-values, one may conclude that the effects of the Coulombhadronic interference (for details see, e.g., [8] ) are smaller than our experimental sensitivity. Therefore, within the uncertainties, the fit can be attributed to the hadronic component of the scattering amplitude. Furthermore, it is assumed that eq. (4) describes the hadronic cross-section pp , Ref. [9] p p , Ref. [9] this publication also for |t| values below our acceptance and thus the fit can be used in the optical theorem to calculate the total cross-section according to eq. (5).
Results. -TOTEM has taken data under various beam and background conditions, luminosities and RP detector positions. The differential elastic cross-section obtained from these different data sets are in excellent agreement with each other. This justifies merging the data from all data sets to obtain a final result for the differential cross-sections presented in table 4. The first two bins suffer from the lower statistics of the data sets 2 and 3. Table 4 gives a representative |t|-value for each bin, determined according to the procedure described elsewhere [10] . The relative uncertainties of the representative points turn out to be negligible (< 10 −4 ). Table 5 presents the dσ el /dt continuation to higher |t| values, measured in a different run with β * = 3.5 m optics and published elsewhere [1] . All TOTEM differential cross-section measurements are given in fig. 2 .
For |t|-values below 0.2 GeV 2 , the differential crosssection falls exponentially with |t|, as expressed in eq. (4). Table 4 : The elastic differential cross-section determined in this analysis. Some details on the systematic uncertainty calculation can be found in table 3, which can also be used to evaluate the correlations of the systematic uncertainties among the bins (the three contributions are independent). |t| Table 5 : The elastic differential cross-section as given in [1] . The systematic uncertainties are almost fully correlated among the bins. |t| 
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Measurement of pp elastic scattering and total cross-section at Due to the closer approach of the RP detectors to the beam center (see table 1 ) in these data, the minimal reachable |t|-value was lowered from 0.02 of the previous measurement [2] down to 0.005 GeV 2 . However, the exponential slope B of the differential elastic cross-section stayed unchanged in this newly explored |t|-region. As presented in table 6, the slope does not change with the chosen fit intervals. Consequently, the exponential dependence can be fitted over the large |t|-interval from 0.005 to 0.2 GeV 2 resulting in a high-precision determination of B. Compared to previous collider experiments at lower energies ( fig. 3) , B rises steadily with the collision energy √ s. In order to derive the elastic and total cross-sections, the extrapolation to the optical point t = 0 was performed (see eq. (4)). The fact that 91% of the elastic cross-section was visible gives high confidence to the derived cross-sections, all summarized in table 7 with their statistical and systematic uncertainties. The elastic data were integrated up to |t| = 0.415 GeV 2 , where the effect of the larger |t|-contributions is small compared to the other uncertainties. The optical theorem can be used to calculate the total and inelastic cross-sections:
For the ρ parameter the COMPETE [11] preferred-model extrapolation of 0.141 ± 0.007 was chosen.
Outlook. -The above measurements will be repeated this year at the energy of √ s = 8 TeV. Furthermore, in the spirit of the 90 m optics, a larger β * optics (β * = 500 to 1000 m) is presently under development. With such an optics at the energy of √ s = 8 TeV, minimum reachable |t|-values around 5 · 10 −4 GeV 2 (where Coulomb and hadronic contributions to the differential cross-sections are about equal) will allow the study of the Coulomb-hadronic interference and consequently the determination of the ρ parameter. Likewise, measurements of large |t| elastic scattering are under study. Such measurements might reveal further diffractive minima as predicted by some phenomenological models. * * * We are indebted to the beam optics development team for the design, the thorough preparations and the successful commissioning of the β * = 90 m optics. We congratulate the CERN accelerator groups for the very smooth operation in 2011. We thank the LHC machine coordinators for scheduling the dedicated fills.
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