Abstract
Introduction
In pervasive and ubiquitous computing applications such as smart homes, offices, hospitals, and spaces [36] , [42] , [59] , [61] , [88] , [107] , some fusion techniques have been proposed to reduce uncertainty and achieve reliable data processing and analysis in a fusion system as shown in Figure 1 . However, it is still open problem to obtain the reliable contextual information in specific applications using the proposed fusion technique. First, no commonly accepted approaches, which can estimate uncertainty in a fusion system, exist. Second, raw-level data or input-output characteristics of each device may cause the total uncertainty of estimation or inference. Third, a higher inference can not correct possible errors that may occur in a lower level of data processing. And last, identification tasks and decision makings based on multiple classifications may suffer from the wrongly selected data set [60] , [87] .
Figure 1. A Fusion System consists of Three Layers
Therefore, in this survey, first we review the related fusion concepts: 1) terminologies, 2) objectives, and 3) advantages and limitations. Second, we compare wellknown models, algorithms, systems, and applications based on different approaches to discuss uncertainty in estimation. Finally, we introduce related current issues and research directions that support to obtain reliable contextual information by adapting different methods. For instance, heterogeneous sensor management [71] , a multiple classifier [81] , an ensemble method [72] , and an adaptive multi-level fusion [11] , [39] are adapted to pervasive and ubiquitous computing areas.
The remainder of the paper is organized as follows. In section 2, concepts about some fusion techniques are introduced. Fusion models are discussed in section 3. In section 4, we compare famous fusion algorithms and theories that are applied to the estimation or inference methods. We discuss related systems for specific areas in section 5. Section 6 deals with issues and suggests research directions for fusion techniques. In section 7, we then conclude the survey.
Concept

Terminology
Fusion means the combination of sensory data that merges heterogeneous sources into a union. Integration
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Figure 2. Fusion Types based on the Definition
The two concepts are similar to each other. However, the definition of "fusion" has a different meaning by depending on whether a machine or a user processes the events. As described in Figure. 2, "Machine fusion" is the integration by computers for obtaining data from multiple sources. This fusion is utilized to get a unified, a completed, and an accurate representation for objects [26] . For instance, the fusion of a signal processing of sensor measurements, which is used for identification, gets information from objects. Among machine fusion techniques, "Data fusion" considers a dynamic process such as the raw data association or correlation for fused product [101] . This fusion improves the accuracy than any product which utilizes separate raw data elements. "Sensor fusion" aggregates data from multi-sensors to provide an improved accuracy when it compared with only a single sensor value [42] . This fusion achieves a reliable inference by predicting the entity states and by reducing uncertainty. "Information fusion" is a multilevel process. This fusion supports data mining and the integration of information from selected multi-sources to produce the fused information [88] . It has a greater value than any of its parts. "Cognitive fusion" is one of user processes for integrating and combining contexts to generate knowledge about the situation. This fusion helps to make a decision for the situation awareness in pervasive computing applications [13] .
Goals of Fusion in Pervasive Computing
The goal of fusion is that applied fusion techniques increase reliability of obtained information by reducing uncertainty. Some books [90] , [100] formalize fusion processes then apply them into appropriate applications. For instance, they model uncertainties of sensory data with the range of a temporal change. They then control and manage the fusion processes actively. In order to formalize the fusion process, three procedures operate as below: Low-Vulnerability Misapplication 1) Related approaches will be defined when no predefined rule, which satisfies a set of contexts, exists. We have knowledge about which contexts a particular fusion operator satisfies and which fusion operators satisfy a set of contexts. For characterizing the fusion process, functional equations of the fusion process are used as a fundamental tool.
2) For deciding the most appropriate fusion process in the given situations, we select methods. The selected method determines the modeling capability of a fusion process. In this case, the selection of the fusion process corresponds to the trade-off between expressivity and simplicity. We then consider the fusion operator which will be utilized to build universal approximators.
3) We determine algorithms or mechanisms to find the best parameterization of the given fusion operators. In addition, most fusion operators are parametric and their behavior strongly depends on the parameters. We should consider the relationship between operators and parameters.
Advantages and Limitations
It is difficult to achieve reliable information based on the fusion process for some reasons even though we understand the fusion process and the existing methods correctly. There exist reduction, detection, association, correlation, estimation, data combining and controlling, dimensional reduction of uncertain data, and so on [88] . Therefore, we categorize some important performance factors for information fusion as shown in Table 1 to overview merits and demerits of information fusion. In this case, the advantages and limitations are defined by the utilized multi-data resources instead of the utilized single data resource. We explain the definition of each performance factor as below. 
Models
Information Fusion (IF) Models
IF models are expected to play a crucial role in the support systems for aiding decision making and public security operation in home-based care or intelligent home security, since these models provide an extended spatial or temporal coverage. To present a coherent representation of an evolving situation, they allow for the management of large volumes of information or the correlation of unrelated deceptive information. Three models: JDL fusion model (JDL), visual fusion model (VDF), and united fusion model (UDF) are involved in IF models.
Joint Directors of Laboratories (JDL) model
JDL model is one of famous models [104] in fusion system. The purpose of this model is unifying research terminology to promote technology and co-operation among six levels processing: the source processing (0), the object refinement (1) , the situation refinement (2) , the threat refinement (3), the resource management (4), and the cognitive refinement (5) . The goal of the model is to serve as a functional model by diverse elements of the data fusion community. Hence, this model should clarify the elements of the problems and the solutions to facilitate the recognition of commonalities [16] . The extensions of JDL model refine any generalized data fusion model description by adapting important issues [57] . This model is used for target tracking or location tracking. The level 0, 1, and 2 are adapted to process data among objects and users in pervasive computing areas.
Visual Data Fusion (VDF) model
VDF model is one of models which use the integral part of human visual system for computing data and for extracting knowledge from complex data [98] . This is critical to the integration of multiple resources, without the beneficiaries of such data would be overwhelmed by volume or complexity. We will understand complex auditory and visual information that is often using one to disambiguate the others. For instance, the automated analysis based on VDF model faces severe challenges such as the lack of accurate statistical models for the signals and the high dimensionality for sampling rates at a low level [77] . However, VDF model is useful in a secured smart space where the volume and complexity of data is bigger than others, since it can disambiguate one from the others.
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Unified Data Fusion (UDF) model
UDF model utilizes a Bayesian method (Bm) which maintains the probability density on joint target statespaces [4] . This model handles nonlinear motions, nonGaussian state distributions, measurement error, or nonlinear relationships between state and measurement in [94] by computing true Bayesian posterior on joint state spaces. This model is used for pattern recognition of some users in smart spaces by learning the recursive patterns.
Decision Making (DM) Models
Depending on the selected criteria, DM models can be separated into different types of categories. In this survey, we introduce three types of models: Rational Decision Making (RDM) model, Naturalistic Decision Making (NDM) model, and related Cognitive Decision Making (CDM) model. The DM activity performed in a command and control environment is represented in these models.
Rational Decision Making (RDM) model
RDM model comes from the organizer behavior and the logical process follows the path from problems through solutions using seven steps orderly as shown in Figure 3 . However, many assumptions exist in steps. Thus, the assumptions should be considered in terms of the quality, quantity, or accuracy [38] . Prospect theory [8] , regret theory [85] , expected utility theory [56] , and the heuristic multi-attribute decision making [48] are used to support the RDM model related areas.
Naturalistic Decision Making (NDM) model
The framework of the NDM model has emerged to perform complex functions cognitively in demanding situation [99] . This model studies information, which addresses initial stages of observing events and those of developing descriptive explanations. The situation marked by time pressure, uncertainty, organizational constraints, unclear objectives, changing conditions, or different experiences are involved in this NDM model. Recognition-primed model [20] and Image theory [6] are utilized to support the NDM model.
Cognitive Decision Making (CDM) model
CDM model has a human-like decision making that does not include some complex optimization methods and numerical calculations [65] . CDM model includes information about the possibility of their applications. This model uses a continuous integrated process for the approximation of comprehension and prediction in the interaction with the environment [97] . 
Situation Analysis (SA) Models
The lack of knowledge in cognitive engineering has created new problems regarding trust in designed tools and human-in-the-loop concerns. Thus, it is necessary for balancing human perspective factors with that of the system designer using the SA models. SA models allow for the design of systems taking into account the human role in a dynamic decision making process like the command and the control in pervasive computing. Endsley's model [35] , [79] and Prescriptive Situation Awareness (PSA) model [3] , [68] are involved in this category.
Endsley model
According to Endsley [35] , "Situation awareness is the perception of the elements in the environments within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future." Endsley model consists of three levels. The key events are identified in the environment to define the situation in the level 1. Key events of the situation semantically for higher level of abstraction of current situation are tagged. In level 2, events of the level 1 are combined to make a comprehensive holistic pattern. The level 2 serves to define current status and to support rapid decision making and action. In level 3, Fusion Techniques for Reliable Information: A Survey Hyun Lee, Byoungyong Lee, Kyungseo Park and Ramez Elmasri current situation of the level 2 is projected into the future to make a prediction of the evolution of situation. The level 3 can support a short-term planning and an option evaluation when time permits. This model is a descriptive model that can identify some basic issues in dynamic environments with uncertainty. However, this model is difficulty to support a quantitative simulation process, which makes cues for actual emulation of the human-like decision making behaviors with embedded simulation studies [79] .
Prescriptive Situation Awareness (PSA) model
A situation is assessed by the rule. If a set of event "E" occurs, then the situation is "S". A hypothesized situation "S" is used to generate the expected event set "E*", which is compared with the observed event set "E". Fundamentally, the situation assessment is an inferential diagnostic reasoning process in which the situations are represented as hypothesized reasons, the events are considered as effects, and the sensory data are considered as symptoms [68] . PSA model starts with the detection of the event occurrences. After the events are detected, the belief impacts on the situations are evaluated by backward tracing the relation between situation and event by using Bayesian belief networks. And then the updated situation assessments drive the projection of future event occurrences by forwarding an inferential reasoning to the next step of the event detection. Based on this model, the situation awareness simply means that one knows what is going on around oneself. Maintaining coherent awareness of situation is essential to successful task completion. A formal basis for situation awareness draws on sources is proposed. This model utilizes techniques from the logic, humancomputer interaction and data fusion [3] . Even though Endsley model is useful to predict the future directions of users in smart spaces, PSA model is more adaptable to activate actuators in smart spaces.
Algorithms and Theories
Fusion processes deal with knowledge in pervasive computing applications. While a quantitative approach is candidate for uncertainty representation, a qualitative symbolic approach seems better suite to reasoning on knowledge. A hybrid approach combines merits of two approaches: the quantified evaluations of uncertainty and high reasoning capabilities. Figure 4 shows three categories of theoretical frameworks to distinguish the characteristics of each algorithm and theories based on applied applications. 
Qualitative and Symbolic (QS) approach
The aggregation of information is a very important task for many tasks in high-level data fusion. 
Propositional Logic (PL)
PL is a formal system that represents propositions using formulae F = F (A; Ω; Z; I). PL is formed based on the combination of atomic propositions. The system of the formal proof rules allows certain formulae to be established as theorems. The alpha set A is a finite set of elements called propositional variables or atomic formulae. The omega set Ω is a finite set of elements called logical connectives. The zeta set Z is a finite set of transformation rules whenever they acquire logical applications. The iota set I is a finite set of initial points when they receive logical interpretations. This theorem is used for data fusion in [93] . However, some inconsistencies may arise in this theorem. For instance, this theorem requires new additional propositions to existing formulas in order to restore consistency. It is one of open problems in pervasive computing areas, which need dynamic logical connectivity.
First Order Logic (FOL)
FOL is a deductive system that extends the PL by allowing the quantification over individuals of a given domain of discourse. The PL formula can be translated into the FOL equivalently by replacing a propositional variable with a zero arity predicate. Variables in FOL represent not propositions that can be true or false but objects the formula is referring to. This theorem is used for context-aware in [1] . However, the representation of information within FOL is not modular in [1] . It is difficult to express all possible exceptions with FOL.
Modal Logic (ML) & Knowledge Logic (KL)
ML is any system of formal logic that attempts to treat modalities (e.g., possibility, probability, and necessity). A formal ML represents modalities using a modal operator. The basic modal operators are usually written L for "Necessity" and M for "Possibility" [25] . In addition, KL is a logical definition in multi-modal logic systems. KL is a special kind of knowledge for group agents. KL represents the state of knowledge of the agent in given state using set theory [43] . However, it is difficult to define how many modalities are used in the same situation and new modalities may arise in the middle of a decision support task.
Non-Monotonic Logic (NML)
NML is the logic which consequence relation is not monotonic. It is a formal devised framework to capture and to represent defeasible inference. The set of the conclusions based on the given knowledge can not increase with the size of the knowledge itself. This NML is in contrast to the FOL case, which inferences being deductively valid can never be undone by new information. It adds a formula to a theory that never produces reductions of its set of consequences [23] . This is a very important framework and an active field of research in Artificial Intelligence (AI).
Quantitative approach
Numerical frameworks are described for knowledge processing and uncertainty in the view of their use in the domain of contextual information fusion & analysis. To represent and manage uncertainty in fusion process, Probabilistic Theory (PrT), Fuzzy-Set Theory (FST), Possibility Theory (PoT), Dempster-Shafer Theory (DST), Rough-Set Theory (RoST), Conditional Event Theory (CET), and Random Set Theory (RaST) are introduced in this section.
Probabilistic Theory (PrT)
Random variables, stochastic processes, and related events are combined to analyze random phenomena. A mathematical abstraction of non-deterministic event or quantities may either be simply occurrences or evolves over time in an apparently random fashion [40] . The sequence of the random events shows certain statistical patterns after repeating many times. The system studies and predicts the context or the situation. To resolve uncertain reasoning in human activities, this model is used with "Possible Theory (PoT)" [34] or "Fuzzy Set Theory (FST)" [30] . In pervasive computing areas, it seems well adapted to problems involving independent random variables, which are essentially arisen at low levels of the fusion process.
Fuzzy Set Theory (FST)
FST has a set, whose elements have degrees of a membership. It is represented by a pair (A; m) where A is a set and m: A [0; 1]. It permits gradual assessments of the membership of elements in a set [54] . It defines set membership as a possibility distribution in real unit interval [0, 1] . This is used for modeling which needs more than the PrT with uncertainty. For instance, the FST is used to capture a clinical uncertainty in medical data of pervasive computing applications [2] .
Possibility Theory (PoT)
PoT treats uncertainty in incomplete information. It is a complement for PrT. The possibility distribution is a mapping from a set of states of affairs S to the real unit interval [0, 1]. A function represents actual states of affairs. For example, S = 0 means that the state S is rejected as impossible. Also, S = 1 means that the state S is accepted as possible [33] . A general possibilitybased optimization method that handles the possible variables in reliable estimation is suggested in [67] . In practice, this theory is used to model and to combine expert opinion into database interrogation systems.
Dempster-Shafer Theory (DST)
DST is a generalization of Bayesian Theory (BT) of subjective probability. It allows us to base degrees of belief for one question on probabilities for the related question. How much they differ from the probabilities depend on how closely two questions are related [9] , [21] . DST is applied as a sensor fusion technique for managing uncertainty and for inferring mechanisms, which analogous to human reasoning process in [105] .
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This theory deals with the most kinds of uncertainty. However, this rule must be manipulated, since this rule produces the exponential increase of the number of focal elements and this rule can lead to non-intuitive results whenever the belief functions to be combined are not independent.
Rough-Set Theory (RoST)
RoST is a formal approximation space ordered pair A = (U; R), where U is nonempty set of objects called universe. R is equivalence relation on U called indiscernibility relation that is difficult or impossible to perceive. RoST gives lower and upper approximation of an original set [109] . It deals with vague information and obtains decision attribute's class from multi-class cases. However, this theory can deal only with discrete values as it uses the granularity structure of the given data. Medical data analysis, image processing, or voice recognition utilizes this theory for their data analysis. Thus, RoST seems to be appropriate for data analysis.
Conditional Event Theory (CET)
CET deals with conditional probability of an event B in relationship to an event A. Event B occurs given that event A has already occurred. The notation is P (B\A) called as the probability of B given A. The formula for CET is P (B\A) = P (A and B) = P (A). The CET is used for treating uncertainty with the belief and inference methods in [55] , [70] . However, these rules are modeled by conditional events implication, which is incompatible with conditional probabilities. The aim of CET is to find a suitable mathematical framework in which rules can be consistently modeled as conditional events.
Random-Set Theory (RaST)
RaST deals with the object with values being sets. Random elements take values as a subset of spaces and serve as a model for set-valued observations and irregular patterns. The random set direct estimation is used for multi-user detection [10] . DST is combined to clarify independence of the confidence degrees from multi-sources based on RaST in [110] . RaST provides a general framework for representing and manipulating different uncertainty. It also appears to be a unifying framework where most theories of uncertain reasoning can be justified. However, the formalism is rarely used since it requires the large size of memory.
Hybrid approach
Hybrid approaches such as Incidence Calculus (IC), Bayesian Networks (BN), and Valuation-Based Theory (VBT) are used for a global modelization of a situation. This approach mixes above two approaches. In recent, this approach is frequently used to represent contextual information in pervasive computing applications, since this approach express the spatial-temporal dependency, which represents the correlation of different contexts.
Incidence Calculus (IC)
IC is a mechanism for automatic reasoning that uses a logical formula and manipulates these formulas with rules of inference for uncertain knowledge [19] . It is a probabilistic logic to manage uncertainty in numerical methods and in symbolic methods. Incidence functions not only represent the uncertain state of propositions but also represent absolute true states of propositions.
Bayesian Network (BN)
BN, a probabilistic graphical model, solves decision problems under uncertainty. It represents probabilistic relationships between variables set and independencies. The goal of BN is to make estimations and inferences in multisensor fusion based knowledge-based situation aware of pervasive computing [106] , [112] . The local computation technique provides a solution to problem of computational complexity which is involved in joint probability distributions. Medical diagnosis is a main application of BN. However, the BN is difficult to deal with temporal variations that should be considered in decision-supporting systems. The dynamic BN, which considers temporal dimensions, is more useful theory in pervasive computing areas [69] .
Valuation-Based Theory (VBT)
VBT is a map from the class of open sets of the topological space to the set of positive real numbers including infinity. VBT system, which is an axiomatic framework, may represent the uncertain knowledge in different domains including the BN, the DST of belief function, epistemic beliefs, and the PoT [45] . Based on VBT, the knowledge is represented by the valuations associated graph, with nodes and links corresponding to dependencies between variables.
Systems and Applications
Systems
To process the fused data, Distributed system (DS), Knowledge based decision support system (KDSS), Blackboard system (BS), or Multi-agent system (MAS) is used. As shown in Figure 5 , a pervasive healthcare monitoring system (PHMS) is one of MAS. 
Distributed System (DS)
Multiple sensors, platforms, or information sources, which are fused to generate information over networks, have led to develop DS. The key problem for fusion in DS is to determine the coefficient of the data [44] . In [108] , sequential filtering and consensus algorithms are provided for scalable sensor fusions with dynamic DS networks. In [114] , efficient algorithms for an optimal linear estimation fusion are used with DS. Underlying relationships among objects are assumed to unknown to the automated system or human.
Knowledge-based Decision Support System
KDSS has a potential to transform the knowledge of a human decision making into the intelligent expert systems [80] . ARTMAP information system [22] uses distributed code representations for producing the selforganizing expert systems.
Blackboard System (BS)
BS are designed for data storing in sensor systems, which surrounded by software modules operated on the blackboard. BS is implemented as the communication medium among modules within the sensor nodes in [7] . Distributed algorithmic and rule-based system has been used to manage the processing and the interpretation of the image data for context-aware [96] .
Multi-Agent System (MAS)
MAS is composed of multiple interacting intelligent agents to solve problems, which has a difficulty to be solved by an individual agent or a monolithic system.
Figure 6. The example of Pervasive Computing
Applications with Fusion Techniques MAS deals with heterogeneous sensor data in different applications. For instance, MAS is adopted to support a reliable healthcare monitoring in [113] . Different types of a MAS have currently utilized to process contextual information of between the users and the environments.
Applied Applications
Fusion techniques are used in pervasive application areas as shown in Figure 6 . Multi-sensor fusion is used for detecting and localization of the objects. A unified framework for robust shape tracking [115] is a general application for data fusion. This framework optimally fuses uncertainties or noise from the system dynamics, measurements, and a sub-space model. The problem of jointly tracking and classifying several targets within sensor networks where false detections are presented is addressed in [103] . In addition, a data fusion is used in conditional monitoring for integrating detected data and medical applications. The on-line state monitoring and fault diagnosis system is developed to transform the power during its running [46] . A tool condition in CNC milling machine is used for online monitoring based on neural networks [24] and a home-used sleep condition inference and monitoring in multi-modality sensor systems is used in [76] . A pervasive healthcare is the famous data fusion applications. An ensemble of classifiers that contains complementary information Fusion Techniques for Reliable Information: A Survey Hyun Lee, Byoungyong Lee, Kyungseo Park and Ramez Elmasri based on information fusion approach is researched for early diagnosis of Alzheimer's disease [82] . A contextaware fusion system for enhancing healthcare privacy is presented in [73] . In [74] , a robust framework, which integrates an ear-worn activity recognition sensor with ambient blob-based vision sensors, is proposed for enhanced activity recognition.
Figure 7. Issues in Fusion Techniques
Issues and Research Directions
Issues
As shown in Figure 7 , we deal with fusion issues as sensor managements (SM), performance measurements (PM), multiple classifiers (MC), multi-metrics (MM), knowledge discovery (KD), ensemble methods (EM), and hybrid sensor networks (HSN).
Sensor Management (SM)
SM will give a sense of the control over the sensors and brings out an efficient use of the sensors. It brings all sensors into one family. It combines sensor systems to accomplish specific and dynamic mission objectives [71] . The ultimate goals are to optimize the overall performance of the tracking or the classification system in situation aware environments as described in [12] .
Performance Measurements (PM)
Many questions about concepts such as probability, statistics, decision, estimation, approximate reasoning techniques, image processing and pattern recognition are included in fusion issues. These concepts can use a fuzzy logic, an evidential reasoning, a neural network, or artificial emulating tools [28] . The question that is often ignored is "when not to fuse" question. Fusion system requires the definition of PM for designing the system. This characteristic has received relatively less attention relative to its importance [29] . This is very difficult to conceive a global PM of the fusion system admittedly. In terms of defining the Fusion Algorithm Measure of Effectiveness (FAME), a beginning has been made in this direction in [27] .
Multiple Classifiers (MC)
Diversity and fusion of multiple classifiers (MC) are necessary for fusing information. Despite of the proved utility of multiple classifier systems, no general answer to questions about the possibility of exploiting the strengths while avoiding the weakness of different classifier designs has yet emerged [81] . Diversity is not related to the ensemble accuracy unequivocally [18] .
Multiple Metrics (MM)
We can apply multiple metrics into image fusion as a fusion process method. MM is suited for cases where the feature values are continuous variables [17] . Fusion at higher levels designed for situation awareness can be expected to encounter a spectrum of the different types of features, which include integer valued and symbolic valued data, which require more complex metrics [66] . The main objective of image fusions is to minimize the uncertainty and the redundancy while maximizing the relevant information particular to applications [41] .
Knowledge Discovery (KD)
KD is a potential objective multisensor information fusion process [92] . Data mining can be viewed as a means of accomplishing the objective of the KC. It is generally associated with only a single data source. A real intelligent decision system should able to not only fuse the information coming from multiple sensors, but offer the conceptual information and knowledge [47] .
Ensemble Methods (EM)
There is no perfect match whenever we try to match models to information. So, a reasonable match requires that models have to be modified to fit the data. This requires that models and data have to be considered in various combinations. Numbers of combinations grows International Journal of Digital Content Technology and its Applications Volume 4, Number 2, April 2010 very fast with the complexity of model and the amount of data. In [15] , [78] , powerful new mathematical ideas are researched. EM issues, which come from modern data mining problems, are necessary for more reliable data processing. The data consists of distributed, noisy, and sampled variations on non-stationary environments. EM should examine different applications that lead to these modern data mining problems and how novel ensemble methods aid in solving these problems [72] , [89] .
Hybrid Sensor Networks (HSN)
Fusion assists in the seamless integration of smart sensors, actuators, devices and capabilities, softwarehardware agents, and sensor network applications for emerging hybrid sensor networks (HSN). It facilitates the information networks by integrating sensor nodes, distributed algorithms, different communication, and network architectures towards timely and intelligent decision making [11] , [39] .
Research Directions
There are many efforts of researchers to progress fusion methods. Among them, we will introduce four important directions of fusion techniques as shown in Figure 8 . These categories are concurrently considered by researchers to obtain reliable contextual information in pervasive computing areas.
Multi-Level Sensor Fusion
There is a clear need for multi-level sensor fusion for advanced systems, which have a higher robustness and flexibility [49] , [64] , since a single level fusion limits the capacity and the robustness of the systems due to the weaknesses caused by uncertainty, missing observation, or incompleteness of the sensors. To make this goal, a general architecture is designed for decision makings from fusion levels of the time-varying data, features and decisions. A low-level fusion fuses multisensor raw data. A medium level fusion fuses low level data and the feature data to obtain fused feature. And last, a high level fusion fuses a feature to obtain a final decision. As shown in Figure 1 , the hierarchical layer composed of data capture layer, data processing layer, and data analysis layer is needed for fusion [83] .
Fault Diagnosis and Detection
A fault diagnosis and detection has become one of critical aspects of the advanced fusion system design in pervasive computing areas. Failures normally produce the change in system dynamic and pose a significant risk [5] . Some multiple sensor fault detection methods, which include distributed online methods, neural fuzzy networks, or Bayesian methods are proposed currently to increase the reliability of information [50] , [63] , [86] .
Figure 8. Research directions of Fusion Techniques
for reliable contextual information
Robust, Consensus and Fault Tolerant Fusion
Robust, consensus, or fault-tolerant is an important factor for research on fusion. Precise information about the sensed environment is scarce in the real world then the sensors are not always perfectly functional even if a multi-sensor fusion requires exact information about the sensed environment. A robust, consensus, or faulttolerant fusion technique should apply to the pervasive system. Some research progresses are performed. For instance, a robust fusion algorithm in the presence of the various forms of uncertainty is necessary in fusion systems [31] , [37] , [84] . The practical activity maps information in [58] shows ambient intelligence-related context information gathered from both humans and their surrounding environments. Principal strategies of the incorporating reliability into fusion operators are over-viewed in [87] . Fault-tolerant information fusion algorithms are proposed based on the generic statement of the Sensor Managements in [75] .
Conflict Managements
Conflict managements are performed to reduce the error rates of information. Different measurements and methods have been proposed for the fusion. A general unified decision theory is still missing in the areas of decision making from reasoning under uncertainty for Fusion Techniques for Reliable Information: A Survey Hyun Lee, Byoungyong Lee, Kyungseo Park and Ramez Elmasri all kinds of sources. The management and combination of high conflicting sources of information is difficult to solve because of uncertain, imprecise, and paradoxical sources of information [111] . So, Dezert-Smarandache Theory (DSmT) is proposed to solve these problems when conflict between sources becomes a higher and information becomes ambiguous and imprecise [32] . A generalization of the conflict repartition rules and the mixed combination rule (conjunctive and disjunctive rule) may be discussed in belief function theory. The unification of the evidence theoretic fusion algorithms, the combination of the particle filtering and the DSmT for conflict information handling, and a qualitative belief condition rule are studied from many researchers to solve complex, static or dynamic fusion problems beyond the limits of the DST [62] , [91] , [95] , [102] . As one of researches, we also work on evidential networks for multisensor context reasoning in home-based care [51] , [52] , [53] to reduce the conflict information in uncertainty levels as shown in Figure 9 . 
Conclusions
We survey for data, multi-sensors, and information fusions in pervasive computing application areas to get reliable contextual information. In general, fusion is a critical technique to estimate and infer the situation of human in different smart applications. However, there is no general accepted approach in those applied areas. Therefore, we review some generated concepts, models, algorithms, theories, systems, and applications in this survey. Moreover, we discussed famous current issues and suggested research directions for fusion techniques, which reduce uncertainty and improve the accuracy of fusion in pervasive environments.
