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Abstract
This thesis presents demonstrations of the storage and manipulation of single photons in
a room-temperature diamond quantum memory using a Raman memory protocol. We
report on results from four experiments.
In the first we demonstrate single photon storage and, upon retrieval, verify the quan-
tum nature of the light with a Hanbury Brown Twiss measurement of g(2)(0) = 0.65±0.07.
A measurement of g(2)(0) < 1 is indicative of quantum light. This is the first demonstration
of single photon storage where the bandwidth of the stored light is greater than 1 THz. The
diamond memory stores light for over 13 times the duration of the input wavepacket. In
the second experiment, we report the storage and retrieval of polarization-encoded qubits
and demonstrate qubit storage above a classical bound. We also verify that entanglement
between the input photon and an auxiliary persists through storage and retrieval.
We then turn to additional uses of a Raman quantum memory. We demonstrate that
a photon stored in the diamond memory can, upon retrieval, have its frequency and band-
width converted. We report frequency conversion over a range of 4.2 times the bandwidth of
the input photon (4.1 nm, 2.3 THz), and bandwidth modulation between 0.5 to 1.9 times
the bandwidth of the input. We verify that the output light from storage and spectral
manipulation is still non-classical in nature.
Finally, we demonstrate both single- and two-photon quantum interference mediated
by the diamond memory, where the memory acts as a beamsplitter between photon and
optical phonon modes in the diamond lattice. In a first experiment, a single photon is split
into two time-bins. The first time-bin is stored in the memory, then recalled and made to
interfere with the second time-bin producing fringes. In a second experiment, a photon
from a weak coherent state is stored in the memory and, upon retrieval, undergoes Hong-
Ou-Mandel interference with a second photon. We measure Hong-Ou-Mandel interference
with a visibility of 59% giving a signature of non-classical interference (> 50%).
This collection of experiments establishes the diamond memory as a prime candidate for
certain quantum communication and processing applications. These results demonstrate
the potential for the diamond memory to be an integrated platform for photon storage,
spectral conversion, and information processing.
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Chapter 1
Quantum information
Very simply... normal computers
work, either there’s power going
through a wire or not — a one, or a
zero. They’re binary systems. What
quantum states allow for is much
more complex information to be
encoded into a single bit...
Right Honourable Justin Trudeau,
23rd Prime Minister of Canada
For over a century now, quantum mechanics has both baﬄed and dazzled scientists. The
quantum theory challenges our intuition of how the world around us works like no other,
and yet is also the most accurate description of the physical world ever produced. As
intuition has developed, scientists have transitioned from observing the bizarre features
of quantum systems to harnessing them. On the coattails of massive developments in
information technology in the past century, quantum information theory has emerged as
powerhouse of potential. Quantum computing, which promises solutions to problems cur-
rent computers find entirely intractable; quantum cryptography, which offers information
security guaranteed by the laws of physics; along with quantum simulators and quantum
sensors are all consequences of quantum information theory.
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In many emerging quantum technologies it is a prerequisite to distribute fragile quantum
states between two parties. These parties can be distant people trying to communicate,
or nearby components in a quantum computer. In either scenario, single photons are a
natural choice for carrying the information. In many cases, buffering qubits is necessary to
synchronize events. This task is performed by an optical quantum memory which stores
photonic qubits, releasing them on demand as a faithful recreation of the input.
In this thesis I present experimental results showing room-temperature diamond as
such a quantum memory. I show that diamond is capable of storing photonic qubits with
THz bandwidths, three orders of magnitude higher than any previous memory demonstra-
tion. I also present results showing additional features of the diamond quantum memory,
namely spectral manipulation and mediating two-photon interference. I believe this work
firmly establishes the diamond quantum memory as the candidate for many applications
in quantum information.
The thesis has nine chapters. In the first we will overview concepts of quantum infor-
mation that are relevant for the main results. In Chapter 2 we discuss quantum optics in
some detail, especially pertaining to the production and manipulation of single photons.
Next, we will look at concepts of quantum communication and carve out the role that an
optical quantum memory can play in quantum networks. We will also discuss different
quantum memory implementations. In Chapter 4 we discuss diamond, its properties and
potential as a quantum memory. We then turn to the experiments. Chapter 5 shows that
a high-bandwidth single photon can be stored and retrieved from the diamond memory
while retaining its quantum nature. Chapter 6 shows the storage of a photonic qubit,
including the case when the stored qubit is entangled with another. Chapters 7 and 8
experimentally explore additional features of the diamond memory: Chapter 7 presents
results on frequency and bandwidth conversion of the stored photon; and Chapter 8 shows
results of two-photon interference mediated by the quantum memory. Finally, we conclude
in Chapter 9 with some suggestions for further developments.
Let us begin then with some basic notions of quantum information. In this chapter
we will cover quantum states that are used in quantum information, namely qubits and
entangled states, how they evolve, and how we measure them. We begin with the qubit.
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σx
σy
σz
|ψ
Figure 1.1: The Bloch sphere can be used to visualize a qubit. The black dots on the x,
y, and z axes correspond to the ±1 eigenvectors of the Pauli operators σx, σy and σz. A
qubit state is represented as a vector from the origin to a point in the sphere.
1.1 The qubit
Modern computers function by processing bits of information. A bit can occupy one of
the two binary states: 0 or 1. However, the state of a quantum bit, or “qubit”, has far
more possibilities. A two-level quantum system, for example, the spin of an electron, can
be used as a qubit since it is not restricted to being 0 or 1 but can be any superposition of
the two. We call the quantum states |0〉 and |1〉 the computational basis, where the “kets”
are defined as vectors
|0〉 ≡
(
1
0
)
, |1〉 ≡
(
0
1
)
(1.1)
Physically, the qubits in this thesis are the polarization of a single photon, with |0〉 defined
as the horizontal polarization and |1〉 as the vertical polarization. A superposition of the
two computational basis states gives a state of the form
|ψ〉 = α|0〉+ β|1〉 (1.2)
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where α and β are complex amplitudes which have the constraint |α|2 + |β|2 = 1. However,
Equation 1.2 does not encapsulate the whole essence of a qubit. In general, a qubit ρ is
defined as a probabilistic mixture of two-level states like those in Equation 1.2,
ρ =
∑
i
pi|ψi〉〈ψi| (1.3)
where the probabilities pi ≥ 0 and
∑
i pi = 1. The operator ρ is called the density matrix
which is Hermitian and has trace equal to one. The diagonal entries of the density matrices
directly correspond to measurement probabilities in the expressed basis. We can visualize
a qubit as vector ~r on the Bloch sphere (Fig. 1.1),
ρ =
1
2
+
1
2
~r · ~σ (1.4)
where 1 is the two-dimensional identity matrix, and ~σ = σxxˆ + σyyˆ + σz zˆ is the vector of
Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (1.5)
Each component of ~r is then the overlap of the density matrix with a Pauli matrix, ri =
Tr(ρσi). States with vectors reaching to the surface of the Bloch sphere, |~r| = 1, are called
pure states. These are the states that can be expressed as in Equation 1.2, while mixed
states, |~r| < 1, fill the volume of the Bloch sphere.
1.2 Entanglement
Quantum entanglement is perhaps where our classical intuition of how the world works
breaks down the most. When two particles are entangled we can no longer think of them
as separate entities – each particle can be indefinite while the state as a whole is entirely
definite. This means that the two particles can share correlations – even if separated by a
long distance – beyond what is possible in a solely classical physics world [1, 2, 3, 4].
Because of these strong correlations, entanglement is the work horse of quantum com-
puting. Universal quantum computing can be achieved with single qubit control and an
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entangling operation between qubits [5]. Conversely, with multi-particle entanglement as
a resource, universal quantum computing can be achieved with measurement and feedfor-
ward techniques [6, 7]. In this thesis we will be interested in entanglement in the context of
quantum communication between two parties. We will elaborate on this in Chapter 3, but
for know let us introduce some key concepts. An example of a pure two-qubit entangled
state is
|Φ+〉 = 1√
2
(|0〉A ⊗ |0〉B + |1〉A ⊗ |1〉B) (1.6)
Notice that we can not factor the state into the form of a state describing system A and
one describing system B, i.e. |ψ〉A ⊗ |φ〉B. Formally, we say that a state is entangled
when it is not separable, where a separable state can be written as a sum of its individual
subsystems
ρAB =
∑
i,j
pijρ
A
i ⊗ ρBj , pij ≥ 0 (1.7)
In this thesis we will be concerned with two-photon states entangled in their polarization
degree of freedom. Perhaps the most common examples of two-qubit entangled states are
the “Bell” basis states:
|Φ±〉 = 1√
2
(|00〉 ± |11〉) (1.8)
|Ψ±〉 = 1√
2
(|01〉 ± |10〉) (1.9)
where we have dropped the superscripts and tensor product symbols to write the multi-
qubit state vector in a more compact way, |00〉 = |0〉A ⊗ |0〉B. The Bell states form an
orthonormal basis for two qubits.
We are interested in quantifying the amount of entanglement between two qubits. In
Chapter 6 we will explore the storage of one qubit of a two-qubit entangled state in a
quantum memory. Since the storage process in the quantum memory is inherently noisy,
the quality of the entangled state will degrade. We would therefore like to measure the
difference in the quality of entanglement between the qubits, both before and after the
storage process.
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One way to quantify entanglement is to measure how indeterminate one subsystem
of the entangled state is when the others are ignored. This is done mathematically by
performing a partial trace. For example, if we have a state ρ comprised of subsystems A
and B, taking the partial trace over subsystem B gives ρA = Tr [
∑
k(1⊗ |k〉〈k|)ρ]. For
maximally entangled states, such as the one in Eq. 1.6, one can verify that taking the partial
trace of over one subsystem leaves the remaining system in the maximally mixed state, i.e.
ρA = 1/2 for qubits. For less than maximal entanglement, the remaining subsystem will
not be totally mixed. This can be quantified using the von Neumann entropy defined as
S(ρ) = −Tr (ρ log2 ρ) . (1.10)
For a pure entangled state |ψ〉, the entanglement of formation [8] is given by
E(|ψ〉) = −Tr (ρA log2 ρA) = −Tr (ρB log2 ρB) (1.11)
where ρB has the parallel meaning to ρA. For a mixed state ρ, the entanglement of
formation involves a minimization over all possible decompositions ρ =
∑
i pi|ψi〉〈ψi|,
E(ρ) = min
∑
i
piE(|ψ〉i). (1.12)
Following Ref. [9], in the two-qubit case this minimization reduces to a simpler formula
shown below.
1.2.1 Concurrence
The concurrence of a two-qubit state ρ is defined as C(ρ) = max{0, λ1 − λ2 − λ3 − λ4},
where λi are the eigenvalues, in decreasing order, of the matrix R =
√√
ρρ˜
√
ρ; here
ρ˜ = (σy⊗σy)ρ∗(σy⊗σy). Maximally entangled states have C = 1, whereas separable states
have C = 0. The entanglement of formation is related to concurrence in the following way:
E(ρ) = E (C(ρ)), where E (C) = h ((1 +√1− C2)/2)), with h(x) being the binary entropy
function, h(x) = −x log2 x− (1− x) log2(1− x). However, for our use it will suffice to just
quote the concurrence of a quantum state.
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Let’s look at an example for concurrence. In Chapter 6 we will model the output from
our quantum memory as a so-called Werner state [10]. A Werner state ρW(p) is defined as
the probabilistic mixture of a maximally entangled state — we usually use the |Φ+〉 Bell
state — and white noise represented by the maximally mixed state 1/4. The Werner state
is written as
ρW(p) = p|Φ+〉〈Φ+|+ (1− p)1/4 (1.13)
where p is a probability, i.e. it has a value between 0 and 1. The fidelity of a Werner
state ρW(p) with the maximally entangled state |Φ+〉 is (1 + 3p)/4. (As a side note, the
fidelity between two Werner states ρW(p1) and ρW(p2) is equal to (
√
(1 + 3p1)(1 + 3p2) +
3
√
(1− p1)(1− p2))2/16.) It turns out that for the Werner state in Eq. 1.13 we can
analytically evaluate the concurrence. Since ρW(p) is entirely real and since |Φ+〉 is an
eigenstate of σy ⊗ σy, we get that ρ˜W(p) = ρW(p). The matrix R is then equal to ρW(p),
which is diagonal in the Bell state basis {|Φ+〉, |Φ−〉, |Ψ+〉, |Ψ−〉} with eigenvalues {(3p −
1)/4, (1− p)/4, (1− p)/4, (1− p)/4} respectively. The concurrence is then simply C(ρW) =
max{0, (3p− 1)/2}. We see here that as p decreases below 1/3 the entanglement “breaks”
and ρW(p) becomes separable.
1.3 Measurement
Measuring a quantum state disturbs it in such a way that complete information can never
be obtained. In general, a quantum measurement is defined by a set of measurement
operators {Mk}, such that the probability of measuring the kth outcome is
P (k) = Tr(M †kMkρ) (1.14)
We require here that the set of measurement operators have the property
∑
kM
†
kMk = 1.
This is to ensure that the probabilities of outcomes across all measurements sum to 1,
meaning that something must happen when we perform a measurement.
While measurements are in general described theoretically as positive operator-valued
measures (POVMs) [5], we will restrict ourselves to a subset of measurement operators that
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describe projective measurements. A projective measurement is associated with a physical
observable M which is a Hermitian operator with spectral decomposition
M =
∑
k
λkPk (1.15)
where Pk projects the state |ψ〉 onto the eigenstates ofM with associated eigenvalues mk.
The probability of getting the measurement result mk is then
p(mk) = 〈ψ|Pk|ψ〉 (1.16)
There is then some measurement M where Pk = |ψ〉〈ψ|, giving p(mk) = 1 for one value
of k and 0 otherwise. Let’s look at an example. Suppose we wish to measure the physical
observable σx. By its spectral decomposition we have that σx = (+1)|+〉〈+|+ (−1)|−〉〈−|,
meaning the projectors are |+〉〈+| and |−〉〈−| with respective eigenvalues +1 and −1.
The probability of measuring the +1 eigenvalue is then p(+1) = |〈+|ψ〉|2. In Chapter 2 we
will see how to perform projective measurements on polarization-encoded qubits in single
photons. Finally, we can measure the expectation value of an observable by summing over
its eigenvalues with their associated probabilities 〈M〉 = ∑kmkpk.
1.3.1 Quantum State Tomography
One cannot characterize an unknown quantum state with a single measurement. However,
in many experiments we wish to know the final state of our qubit(s) after some quantum
process has occurred. We can use quantum state tomography. By running the experiment
many times and assuming each run is identical, we can measure the output qubit in different
bases to reconstruct the density matrix describing the state.
Recall our picture of a single qubit in Fig. 1.1. The density matrix of the qubit, ρ, is a
vector from the origin to some point within the Bloch sphere, expressed as
ρ =
1
2
[1 + Tr(ρσx)σx + Tr(ρσy)σy + Tr(ρσz)σz] (1.17)
=
1
2
∑
i={0,x,y,z}
Tr(ρσi)σi
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where the Pauli matrices are the unit vectors in the x, y, and z directions, and we have
used the label σ0 to signify the identity matrix 1. This also extends to higher dimensions.
The two-qubit version is simply
ρ =
1
4
∑
i,j={0,x,y,z}
Tr [ρ(σi ⊗ σj)]σi ⊗ σj (1.18)
We won’t consider any more than two-qubit states in this thesis. Thinking about the
single qubit case again, determining the state ρ is akin to finding the projection of the
state vector onto each of the three axes, given by Tr(ρσi). We will describe in more
detail how these measurements work with photons in Chapter 2, but for now it will suf-
fice to say that we project the state onto the +1 and −1 eigenstates of σi and measure
the number of “counts” over a given time. In the single qubit case we have six projec-
tive measurements {|0〉, |1〉, |+〉, |−〉, |+y〉, |−y〉}, producing a set of six measured counts
{N0, N1, N+, N−, N+y, N−y}, respectively. (Note: this is a tomographically over-complete
set of measurements. In the two-qubit case we typically perform 36 measurements.)
Following Ref. [11] we use a maximum likelihood technique to reconstruct ρ. We do this
by first parametrizing the density matrix with a vector ~t using the Cholesky decomposition
of a Hermitian matrix as follows
ρ(~t) = T †T, where T =
(
t1 0
t2 + it3 t4
)
, (1.19)
ρ(~t) = T †T, where T =

t1 0 0 0
t2 + it3 t8 0 0
t4 + it5 t9 + it10 t13 0
t6 + it7 t11 + it12 t14 + it15 t16
 (1.20)
for the one- and two-qubit cases respectively. We can enforce ρ(~t) to have a trace of one
by restricting the parameters along the diagonal. We assume that each measured count is
an independent event so that with sufficiently large counts we can estimate the probability
of measuring Nk given a density matrix ρ(~t) as a normal distribution
p(Nk) = exp
{
−(Nk/N − n¯k)
2
2σ2k
}
(1.21)
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where n¯k = 〈ψk|ρ(~t)|ψk〉, such that a projective measurement |ψk〉 taken from the set
above results in Nk counts. Also here σk is the standard deviation for the k
th measurement.
Assuming Poissonian error statistics, σk =
√
n¯k. Lastly, N is the total number of measured
counts in the respective basis, e.g., for N+ we take N = N+ + N−. The likelihood that a
density matrix ρ(~t) could result in a set of counts {N1, ..., N6} (for two qubits {N1, ..., N36})
is
p(N1, ..., N6) =
6∏
k=1
exp
{
−(Nk/N − 〈ψk|ρ(~t)|ψk〉)
2
2〈ψk|ρ(~t)|ψk〉
}
(1.22)
To find the truest representation of ρ from the experiment we maximize this likelihood
function over parameters ~t. It is mathematically equivalent to instead maximize the loga-
rithm of this above equation which, since the logarithm brings down the minus sign from
the exponential, is equivalent to minimizing the following function
f(N1, ..., N6) =
6∑
k=1
exp
{
−(Nk/N − 〈ψk|ρ(~t)|ψk〉)
2
2〈ψk|ρ(~t)|ψk〉
}
(1.23)
We perform this minimization numerically, and for the work in this thesis we used the
NMinimize function in Wolfram Mathematica 10. The resulting ρ(~t) is what we take to be
the experimental density matrix. To extend this routine to two-qubit state reconstruction
we sum over all 36 measurement settings which for each qubit are again chosen from the
±1 eigenstates of the Pauli operators.
We quantify the uncertainty in the reconstructed density matrix using a Monte Carlo
error estimation [12, 13, 14, 15]. We first assume that the measured counts in our experi-
ment can be described with Poissonian error, which goes as the square root of the number
of counts. We then sample from Gaussian probability distributions for each measurement,
and for each set of samples perform a density matrix reconstruction. We repeat this process
numerous times (in this thesis we use on the order of 100 iterations) to find a standard
deviation from the measured density matrix.
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1.3.2 State Fidelity
In this section we discuss a method for comparing the density matrix we reconstruct from
experiment with the ideal state we expect. While there exist a few ways of quantifying
distances between two quantum states [5], we will use the state fidelity [16]. A natural
way to compare to pure quantum states |ψ〉 and |φ〉 is to calculate their overlap |〈φ|ψ〉|2.
In any realistic scenario, the quantum state we measure is mixed. However, in many cases
the ideal state we wish to compare to is still pure. The overlap between pure and mixed
states |ψ〉 and ρ is given by 〈ψ|ρ|ψ〉.
To compare to mixed states ρ1 and ρ2 we use the formula from Ref. [16], originally
introduced in Ref. [17], which gives the state fidelity as
F(ρ1, ρ2) =
(
Tr
√√
ρ1ρ2
√
ρ1
)2
(1.24)
One can verify that if one, or both, of ρ1 and ρ2 are pure that F(ρ1, ρ2) reduces to the
overlaps stated above.
1.4 Quantum processes
How a quantum system evolves in time is determined by its Hamiltonian. The Hamiltonian
is a Hermitian operator, meaning it has orthogonal eigenvectors and real eigenvalues. For
a Hamiltonian H, the time evolution of a state |ψ〉 (where we assume the system is closed)
is governed by the Schro¨dinger equation
i~
d|ψ〉
dt
= H|ψ(t)〉 (1.25)
After evolving under the Hamiltonian for a time t, an initial quantum state |ψ(0)〉 is then
unitarily mapped to
|ψ(t)〉 = U(t)|ψ(0)〉 (1.26)
where U(t) = exp
{−i
~
∫ t
0
dt′H(t′)
}
(1.27)
11
The fact that H is Hermitian ensures that U is unitary, i.e., U †U = 1. Unitary processes
describe reversible quantum evolution. A unitary operation has the important property
that it conserves the magnitude of a state’s Bloch vector. That is to say, a unitary operation
will maintain the purity of the state it acts on.
However, unitaries alone do not tell us the complete picture of how quantum states
can evolve. For that we need to define the quantum channel. Here, channel and process
are synonymous terms. In general, a quantum channel is a completely-positive and trace-
preserving (CPTP) map [5], which is to say that it transforms a density matrix to another
density matrix. Recall that to describe a physical state a density matrix ρ must have all
eigenvalues greater than or equal to zero, and must have trace equal to one. A positive map
is one that takes a positive semi-definite matrix, like ρ, to another positive semi-definite
matrix. However, we require that a quantum channel, E(ρ) be completely positive. This
extra condition means that regardless of how many auxiliary systems we add, the resulting
output must still be positive semi-definite — i.e., (E ⊗ 1d)(ρ⊗ ρ′d) ≥ 0 for any dimension d
of the auxiliary system. Second, the quantum channel must be trace-preserving, meaning
that since the input to the channel is a density matrix with trace one, the output must
also have trace one.
There are a few different ways to represent the action of a quantum channel E on a
density matrix ρ: the Kraus decomposition [18]; the Choi matrix [19, 20]; and the Stine-
spring dilation [21] (Ref. [22] is a useful resource for showing the relationships between all of
these). Here we will focus on the Kraus representation since it will influence our subsequent
discussion on reconstructing experimental quantum processes. The Kraus decomposition
models a quantum channel as the probabilistic sum of operations on a density matrix ρ,
much in the same way that a mixed quantum state is the probabilistic sum of pure states.
In this description, the channel is defined by a non-unique set of d-dimensional square
Kraus operators {A1, ..., Ad2}, where d is the dimension of the quantum system (d = 2 for
a single qubit). A quantum channel is then given by
E(ρ) =
∑
i
AiρA
†
i (1.28)
Complete positivity of the channel is ensured by the fact that both the left- and right-acting
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operators are the same. Trace preservation is ensured by the additional criterion∑
i
A†iAi = 1d (1.29)
In general, a set of up to d2 operators are sufficient to describe any process. One quantum
process we will be particularly interested in is the partially depolarizing channel, in which
a qubit ρ with probability p remains unchanged, but with probability (1 − p) is mapped
to the maximally mixed state,
ρ→ pρ+ (1− p) 1/2 (1.30)
One Kraus representation of this channel is given by the Pauli operators with appropriate
scalings,
A1 =
√
1 + 3p
2
1, A2 =
√
1− p
2
σx, A3 =
√
1− p
2
σy, A4 =
√
1− p
2
σz. (1.31)
It is straightforward to verify that the trace preservation criterion stated above is satisfied
for these operators. In Chapter 6 we will be interested in characterizing the quantum
process that our quantum memory performs on a stored qubit. In order to do this we must
do something similar to state tomography but for a whole process, which leads us to our
next discussion.
1.4.1 Quantum Process Tomography
In order to reconstruct a quantum state using tomography, as discussed in Section 1.3.1,
we needed to perform a complete set of measurements. Now in order to determine a
quantum process, i.e., how states get transformed, we will need to input each state from
a complete basis set to the process and again measure each output with a complete set
of measurements. Then we will have all the information needed to reconstruct how the
process transforms an unknown state. This is called quantum process tomography [5].
For our purpose in this thesis, we will prepare and measure states in the Pauli basis.
For a single-qubit quantum process, we input the ±1 eigenstates of the σx, σy, and σz
operators. Upon output from the process we project onto the same ±1 eigenstates, the
same we used for quantum state tomography.
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The process matrix χ
We mentioned above that the Kraus decomposition for a quantum process is not unique.
Now we will use that fact to express a process in the Pauli basis. A good resource for this
is Chapter 8 of Ref. [5]. The Pauli operators {σ0 = 1, σx, σy, σz} form an orthogonal basis,
meaning that Tr(σiσj) = 2δij. Because of this each Kraus operator Ai can be expressed as
linear combination of Paulis
Ai =
∑
m
ci,mσm. (1.32)
We then write the whole process as
E(ρ) =
∑
i
(∑
m
ci,mσm
)
ρ
(∑
n
c∗i,nσn
)
(1.33)
=
∑
m,n
(∑
i
ci,mc
∗
i,n
)
σmρσn (1.34)
=
∑
m,n
χm,nσmρσn (1.35)
χmn =
∑
i ci,mc
∗
i,n is called the process matrix. It is a d
2 × d2 square matrix with the rows
and columns labelled by the Pauli operators. It is also Hermitian and has trace equal to
one (Note: some definitions take χ to have trace equal to d2). These properties are very
similar to those of a density matrix, and we will draw upon this connection soon. It is the
goal of quantum process tomography to reconstruct the experimental χ using many copies
of the input states.
An example χ matrix may be of use here. In the previous section we looked at the
partially depolarizing channel. The Kraus representation we wrote down, Eq.1.31, for
the channel was conveniently already in the basis of Pauli operators. Since the Kraus
representation models the process as a probabilistic sum of unitaries, the corresponding χ
matrix will be “mixed” in the same fashion that a mixed quantum state is a probabilistic
sum of pure states. If we think about the Pauli operators as vectors in the operator
space, then χ is given by a sum of the outer products of its Kraus operators – just as a
density matrix ρ =
∑
i pi|ψi〉〈ψi|. For example, the first Kraus operator is
√
1 + 3p/2 · 1,
14
so its corresponding outer product will give a matrix with just one non-zero entry: χ11 =
(1 + 3p)/4. The total process matrix for the partially depolarizing channel is
χ(p) =
1
4

1 + 3p 0 0 0
0 1− p 0 0
0 0 1− p 0
0 0 0 1− p
 (1.36)
Experimentally, we can reconstruct χ with a complete set of d2 input states, each measured
in a complete set (d2 measurements). As was the case for quantum state tomography,
in this work we use over-complete sets of inputs and measurements, giving a total of
6 × 6 = 36 total measurements for a single-qubit process. We should mention here that
other quantum process tomography techniques exist, which can be advantageous depending
on available resources. For example, ancilla-assisted quantum process tomography [23, 24]
uses one qubit from a two-qubit entangled state as the input to the process. We could then
reconstruct χ by performing two-qubit state tomography on the output. This still requires
d2 measurements, but the work is shifted from preparation and measurement to solely
measurement. In thesis we use the method of preparing 6 inputs states and measuring
each with 6 projections.
Maximum likelihood revisited
In very much the same fashion as Section 1.3.1 we use a maximum likelihood method for
reconstructing the process matrix χ [25]. We will make the same assumptions, namely that
we have many identical copies the input states ρi which give output states E(ρi), and that
our measured “counts” are independent events allowing us to use Poissonian statistics. We
will parametrize the χ matrix for a single-qubit process in the same way as we did for the
density operator,
χ(~t) =

t1 t2 + it3 t4 + it5 t6 + it7
t2 − it3 t8 t9 + it10 t11 + it12
t4 − it5 t9 − it10 t13 t14 + it15
t6 − it7 t11 − it12 t14 − it15 t16
 (1.37)
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Then, in analogy to what we did in the state tomography case, we look at the square
of the difference between expected and measured counts for each input state |ψa〉 and
measurement setting |φb〉,
∑
a,b
[
Nab/N − 〈φb|
(∑
m,n χ(~t)mnσm|ψa〉〈ψa|σn
)
|φb〉
]2
2〈φb|
(∑
m,n χ(~t)mnσm|ψa〉〈ψa|σn
)
|φb〉
(1.38)
where we divide the counts byN , the total counts across a basis, to convert to probabilities.
At this point the method does deviate from quantum state tomography as we need to add
another term to form our likelihood function. Since the Kraus representation of a channel
requires that
∑
iA
†
iAi = 1, we need to add a term that to our likelihood function that will
enforce trace preservation. By switching to the Pauli basis this condition becomes∑
mn
χmn(~t)σnσm = 1. (1.39)
We can add a constraint to the likelihood function of the form [Tr(
∑
mn χmn(~t)σnσm) −
Tr(1)]2. However, including exactly this in the likelihood function would only address the
diagonal entries of χ(~t). Instead, we can multiply both sides of Eq. 1.40 by a sum over the
Paulis giving ∑
k
σk
∑
mn
χmn(~t)σnσm =
∑
k
σk. (1.40)
We then take the trace of both sides and take the square of the difference between them.
Our likelihood function is now
f(~t) =
∑
a,b
[
Nab/N − 〈φb|
(∑
m,n χ(~t)mnσm|ψa〉〈ψa|σn
)
|φb〉
]2
2〈φb|
(∑
m,n χ(~t)mnσm|ψa〉〈ψa|σn
)
|φb〉
(1.41)
+λ
∑
k
[∑
mn
χmn(~t)Tr(σnσmσk)− Tr(σk)
]2
(1.42)
where λ is a Lagrange multiplier term to give more weight to the trace preservation and
complete positivity constraints. For the process matrix reconstructions in this thesis we
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use λ = 103. As with state tomography, we perform a numerical minimization of f(~t) using
the NMinimize function in Wolfram Mathematica 10.
To quantify the uncertainty in the reconstructed process matrix, we again use a Monte
Carlo technique. Recall that in the state tomography case we assumed that the mea-
sured counts in our experiment can be described with Poissonian error. We do the same
thing here. We sample from Gaussian probability distributions for each preparation and
measurement, using each set of samples to perform a maximum likelihood process matrix
reconstruction. We repeat this process numerous times (in this thesis we use 100 iterations)
to find a standard deviation from the measured process matrix.
1.4.2 Process Fidelity
We wish to compare the quantum process we measure in experiment to the expected, or
ideal, process from theory. There are multiple ways to quantify the distance between two
processes (e.g., the maximum trace distance [5]). Here we look at the process fidelity.
We use the same formula for the process fidelity as for the state fidelity, discussed in
Section 1.3.2, given by
F(χ1, χ2) =
(
Tr
√√
χ1χ2
√
χ1
)2
(1.43)
In analogy to the state fidelity we can think of the process fidelity to be an overlap between
two processes.
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Chapter 2
Quantum optics
In this chapter we will introduce the photon, what it is and how we generate, manipulate
and measure photons for uses in quantum information. We’ll begin with the polarization
of light, since it is how we will encode quantum information in a photon. We then move on
to some important quantum states of light and how to discriminate between them, before
discussing interference effects between single photons and weak laser pulses. We’ll finish
this chapter by discussing the generation of single photon states using nonlinear optics,
specifically the photon source used for the experiments in this thesis.
2.1 Polarization
In later chapters of this thesis we will encode a qubit in the polarization of a single photon,
by which we mean the transverse direction of its electric field. There are multiple reasons
for using polarization qubits. First, optical elements such as waveplates and polarizing
beamsplitters are readily available and make state preparation, local gates, and measure-
ments very straightforward. Secondly, the polarization of light propagating in free space
is very stable over time. In the polarization encoding we define the computational basis
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Figure 2.1: Visualization of (a) linearly and (b) circularly polarized light.
{|0〉, |1〉} using the horizontal (|H〉) and vertical (|V 〉) polarizations,
|H〉 = |0〉, (2.1)
|V 〉 = |1〉. (2.2)
To be clear, horizontally polarized light looks like a wave wiggling parallel to the floor;
vertically polarized light wiggles perpendicular to the floor, like water waves. Having
defined the eigenstates of the Pauli σz operator we can move on to the eigenstates of σx
and σy. We take the diagonal (D) and anti-diagonal (A) linear polarizations to be the +1
and −1 eigenstates of σx respectively, and the left- (L) and right-circular (R) polarizations
to be the +1 and −1 eigenstates of σy, giving
|D〉 = 1√
2
(|H〉+ |V 〉), (2.3)
|A〉 = 1√
2
(|H〉 − |V 〉), (2.4)
|L〉 = 1√
2
(|H〉+ i|V 〉), (2.5)
|R〉 = 1√
2
(|H〉 − i|V 〉). (2.6)
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2.1.1 Manipulating polarization
A general unitary operation on a polarization qubit can be achieved using birefringent
waveplates (WP). Birefringence, the difference in refractive indices for ordinary and ex-
traordinary polarizations in a material, allows us to delay one polarization with respect
to the other resulting in a rotation in the Bloch sphere. Here, the terms ordinary and
extraordinary refer to the polarizations aligned perpendicular to, and along the material’s
optic axis, respectively. The Jones matrix, which maps between initial and final polariza-
tion states, for an arbitrary waveplate with birefringent phase φ and its optic axis at angle
θ to the horizontal plane is
WP(φ, θ) =
(
cos2 θ + eiφ sin2 θ (1− eiφ) cos θ sin θ
(1− eiφ) cos θ sin θ eiφ cos2 θ + sin2 θ
)
. (2.7)
The two most common waveplates are the half-waveplate (HWP) and the quarter-waveplate
(QWP). A half-waveplate delays one polarization by half a wavelength with respect to the
other, meaning that φ = pi. The Jones matrix for a half-waveplate is then
HWP(θ) = WP(pi, θ) =
(
cos 2θ sin 2θ
sin 2θ − cos 2θ
)
. (2.8)
A quarter-waveplate is similar except that it delays one polarization by a quarter wave-
length, meaning that φ = pi/2. The Jones matrix for a quarter-waveplate is then
QWP(θ) = WP(
pi
2
, θ) =
(
cos2 θ + i sin2 θ (1− i) cos θ sin θ
(1− i) cos θ sin θ i cos2 θ + sin2 θ
)
. (2.9)
It will be useful to describe some of the important cases of half- and quarter-waveplates
we use in later chapters. Two of the Pauli gates, σx and σz, can be achieved using a
half-waveplate at θ = pi/4 and θ = 0, respectively. The σy operation can be performed by
using σz and σx gates in succession. In general, any rotation on the Bloch sphere can be
achieved by the combination QWP-HWP-QWP.
We are also interested in using waveplates in perform measurements for quantum state
tomography. When a half- and quarter-waveplate are used in conjunction with a polarizing
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Measurement basis HWP angle QWP angle
σx
pi
4
0
σy 0 −pi4
σz 0 0
Table 2.1: Waveplate settings for tomographic measurements. An incoming photon passes
through the HWP, QWP and then the PBS.
beamsplitter, we can perform an arbitrary projective measurement on a single qubit. We
will return to the beamsplitter later in this chapter, but for this purpose it will suffice to
know that a polarizing beamsplitter will transmit horizontally polarized light and reflect
vertically polarized light. By itself, the polarizing beamsplitter can be used for projective
measurements in the computational basis: with detectors at both the transmitted and
reflected outputs of the beamsplitter we can collect statistics to obtain the expectation
value 〈σz〉.
To perform a measurement in the σx basis, we use a half-waveplate at θ = pi/4 which
maps |D〉 → |H〉 and |A〉 → |V 〉. For the σy basis, we use a quarter-waveplate at θ = pi/4
which maps |L〉 → |H〉 and |R〉 → |V 〉. However, since in practice we will always have a
HWP-QWP combination, and since for any angle the half-waveplate maps |R〉 → |L〉, we
take θ = −pi/4 to make measurements in the σy basis. These settings are summarized in
Table 2.1.
2.2 Quantum states of light
In this section we will introduce some important states of light in quantum optics. To do
this we must first review the quantum harmonic oscillator and the ladder operators. The
quantum harmonic oscillator has the Hamiltonian, with mass m = 1,
H = pˆ
2
2
+
1
2
ω2xˆ2 (2.10)
= ~ω
(
aˆ†aˆ+
1
2
)
, (2.11)
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Figure 2.2: The energy levels of the harmonic oscillator with frequency ω. The energy
eigenstates |ψn〉 are equally spaced by ~ω. The lowest state on the ladder, |ψ0〉, has energy
~ω/2, and the nth state, |ψn〉, has energy (n+ 1/2)~ω. The raising and lowering operators,
a† and a, map between the eigenstates of the oscillator.
where aˆ and aˆ† are the raising and lowering operators, defined as
aˆ =
1√
2~ω
(ipˆ+ ωxˆ) , (2.12)
aˆ† =
1√
2~ω
(−ipˆ+ ωxˆ) . (2.13)
Note that the operators aˆ and aˆ† have the commutation relation [aˆ, aˆ†] = 1. We label
the eigenstates of the harmonic oscillator are |ψn〉, such that H|ψn〉 = En|ψn〉. Using the
commutation relation it can be shown that aˆ|ψn〉 and aˆ†|ψn〉 are also eigenstates of H with
energy eigenvalues En−~ω and En+~ω respectively. The eigenstates are then energetically
separated by ~ω, and the raising and lowering operators map between eigenstates as follows
aˆ†|ψn〉 =
√
n+ 1|ψn+1〉, aˆ|ψn〉 =
√
n|ψn−1〉 (2.14)
We enforce |ψ0〉 as the lowest energy state by setting aˆ|ψ0〉 = 0. The “ladder” structure of
the harmonic oscillator is shown in Fig. 2.2.
We write the quantized electric field in a single mode k and single frequency ωk as
~Ek = i
√
~ωk
20V
(
aˆke
i(~k·~r−ωkt) + aˆ†ke
−i(~k·~r−ωkt)
)
~εk. (2.15)
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where the field propagates along ~r with polarization defined by ~εk, and V is the mode
volume. See Appendix B for a somewhat involved treatment of the quantization. Later
in this chapter we will refer to the positive and negative frequency components of ~Ek
separately. We’ll define them here, respectively, as
~E
(+)
k = i
√
~ωk
20V
aˆke
i(~k·~r−ωkt)~εk, (2.16)
~E
(−)
k = i
√
~ωk
20V
aˆ†ke
−i(~k·~r−ωkt)~εk. (2.17)
We also note that the ladder operator commutation relation across modes k and j is
[aˆj, aˆ
†
k] = δj,k. (2.18)
The definition of the ladder operators leads us to a discussion of a few important states
of light in quantum optics: namely the Fock state, the coherent state, and the thermal
state. From this point on we will refer to the eigenstates of the harmonic oscillator using
the number, or Fock, states |n〉. The ladder operators work in exactly the same fashion:
aˆ†|n〉 = √n+ 1|n+ 1〉, (2.19)
aˆ|n〉 = √n|n− 1〉, (2.20)
aˆ|0〉 = 0. (2.21)
Here we define the vacuum state |0〉 as the lowest rung on the harmonic oscillator ladder.
Note that the vacuum state still has nonzero energy, E0 = ~ω/2. A single photon, one
quantum of light, is the first excitation of the electric field above the vacuum, |1〉 = aˆ†|0〉.
A state with n identical photons is written as |n〉.
2.2.1 Single photon states
So far we have limited our discussion to single modes. In reality, the single photon states
we produce will be a superposition of many modes, say time and frequency, or position and
momentum. In the experiments we’ll discuss in later chapters we are able isolate single
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spatial modes using fibre optic cables with small cores. However, since the main results
in this thesis are that we store and manipulate single photons with THz bandwidths, i.e.,
very large spreads of frequencies, we will need to express a single photon as a superposition
of frequencies .
Suppose that a single photon aˆ†|0〉 is in a superposition of multiple frequencies ωj each
with an amplitude weighting f(ωj),
|ψ〉 =
∑
j
f(ωj)aˆ
†(ωj)|0〉, (2.22)
where to be normalized we require
∑
j |f(ωj)|2 = 1. The frequency-specific ladder operator
aˆ†(ωj) follows the commutation relation [aˆ(ωi), aˆ†(ωj)] = δi,j. Since we are dealing with
a spread of densely packed frequencies, instead of distinct single frequencies, we take the
continuum limit of this sum to obtain
|ψ〉 =
∫
dωjf(ωj)aˆ
†(ωj)|0〉, (2.23)
where the integration is taken over all frequencies, and we have the same normalization
condition
∫
dωj|f(ωj)|2 = 1.
2.2.2 Coherent states
Next we look at the eigenstate of the lowering operator aˆ, the coherent state. A coherent
state |α〉 can be expressed as an infinite sum in the number basis:
|α〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|n〉, (2.24)
where one can verify that Eq. 2.24 is indeed the eigenstate of the lowering operator, aˆ|α〉 =
α|α〉. We can also check what the average number of photons in the coherent state is by
evaluating the expectation value of the number operator n = aˆ†aˆ,
〈n〉 = 〈α|aˆ†aˆ|α〉 (2.25)
= |α|2. (2.26)
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Coherent states are often used in quantum memory experiments [26, 27, 28, 29, 30, 13, 31,
32] since they are easy to produce: the output of a laser can be described by a coherent
state.
2.2.3 Thermal states
We also discuss the thermal state, which is defined as being in thermal equilibrium with a
bath. Following Ref. [34], we express this as the mixed state:
ρth =
∑
n
n¯n
(n¯+ 1)n+1
|n〉〈n|, (2.27)
where the average photon number n¯ can be connected to the temperature of the bath by
n¯ = (e
~ω
kBT − 1)−1, where T is the bath temperature and kB is Boltzmann’s constant. For
a fixed amount of energy, this state has the highest entropy. One example of a thermal
state of light is the output from a blackbody emitter such as an incandescent light bulb.
However, examples of thermal states more relevant to the work in this thesis are sponta-
neous Stokes and anti-Stokes emission, and the state output from spontaneous parametric
downconversion when only one of the downconverted modes is observed.
2.3 The beamsplitter
Now that we have a good understanding of what a single photon state in a single mode looks
like, we want to know how to map it into other modes. Such an operation can be achieved
with a beamsplitter, which can be thought of as a partial mirror: it reflects a portion of
a light beam and transmits the rest. The beamsplitter then has two input “ports” and
two output ports which can be used to overlap different spatial modes of light. The same
formalism applies to mapping between modes of any kind, temporal or otherwise.
If an input state of light has complex amplitudes α and β in modes a and b respectively,
then a lossless beamsplitter that reflects an amount R (and transmits 1 − R) of the light
25
dˆcˆ
bˆ
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Figure 2.3: A beamsplitter with reflectivity r and transmittivity t, such that |r|2+|t|2 = 1,
maps an input mode aˆ→ tcˆ+rdˆ, and an input mode bˆ→ tdˆ−rcˆ. Alternatively, the relations
can be written as aˆ→ tcˆ+ irdˆ, and bˆ→ tdˆ+ ircˆ.
will map the input amplitudes to output amplitudes γ and δ in respective spatial modes c
and d such that
γ → √1−Reiφacα +
√
Reiφbcβ (2.28)
δ →
√
Reiφadα +
√
1−Reiφbdβ (2.29)
We want a lossless beamsplitter to be a unitary transformation, meaning that it must
preserve the total population of the inputs,
|α|2 + |β|2 → |γ|2 + |δ|2 (2.30)
= R|α|2 + (1−R)|β|2
+ 2
√
R(1−R)Re{αβ∗ei(φac−φbc)}
+ (1−R)|α|2 +R|β|2
+ 2
√
R(1−R)Re{αβ∗ei(φad−φbd)}. (2.31)
To be unitary we then require ei(φac−φbc) +ei(φad−φbd) = 0. One choice of phases that satisfies
this is φac = φad = φbd = 0 and φbc = pi. Turning to the quantum context, the beamsplitter
will then map input mode ladder operators aˆ and bˆ to output operators cˆ and dˆ as
aˆ → tcˆ+ rdˆ, (2.32)
bˆ → tdˆ− rcˆ (2.33)
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where r and t are the reflection and transmission amplitudes such that |r|2 + |t|2 = 1.
We will take r and t to be real numbers from here on. We will apply the beamsplitter to
different scenarios soon, but first we need to introduce photon detection.
2.4 Photon detection and statistics
In this section we will discuss a model for how we detect photons, and how the different
quantum states of light can be differentiated via their detection statistics. Glauber’s model
for photodetection [33] is based upon an atom coupled to the optical field to be detected.
When, through the optical coupling, the atom transitions to one of its excited states, we
assume that free electrons are generated, which are subsequently amplified and measured
as a current. Glauber’s treatment uses first-order perturbation theory to arrive at the
probability of the atom transitioning to its excited state as
P (t) =
2pi
~2
∑
µ,ν
sµ,ν
∫ t
t0
dt′Tr
(
ρE(−)µ (~r, t
′)E(+)ν (~r, t
′)
)
(2.34)
where ρ is the input state of the optical field and E
(+)
ν (~r, t′) and E
(−)
µ (~r, t′) are the positive
and negative frequency components of the quantized electric field (Eqs. 2.16 and 2.17
respectively). The subscripts µ and ν label the polarization modes of the electric field
and sµ,ν is the detector sensitivity. The integral over time marks how long the interaction
Hamiltonian which drives the dipole transition is active for. This can be thought of as
a shutter for the detector that opens at time t0 and closes at t. This implies that the
photodetector measures the expectation value of the intensity operator Iˆ = 2c0E
(−)E(+).
By using Eq. 2.34 we are making a number of assumptions. First, we are assuming that
only the positive frequency components of the electric field contribute to the transition
amplitude. This is generally a safe assumption since the negative frequency portions result
in oscillations which average out very quickly. This is called the rotating wave approxi-
mation. Second, we are assuming the detector sensitivity sµ,ν is constant over the excited
states of the atom, meaning that the excited states are inherently broad band.
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We can simplify the detection probability for the two extremes of shutter speeds. When
the shutter speed is very fast compared to the wavepacket envelope, the transition proba-
bility can be taken as the instantaneous value Pfast(t) ∝ Tr(ρE(−)(~r, t)E(+)(~r, t)). However,
we will be primarily concerned with the other extreme. When the shutter speed is very
slow the transition probability becomes
Pslow ∝ (2pi)4 ~ωk
20V
Tr
(
ρ
∑
k
aˆ†kaˆk
)
(2.35)
where we are making a few more assumptions. After substituting the positive and negative
frequency electric field components (Eqs. 2.16 and 2.17) into the transition probability
(Eq. 2.34) we integrated over the detector volume by assuming it to be much larger than
the field mode volume (∼ λ3). We also pulled ωk out of the sum over all modes k by
assuming that the bandwidth of the light is much smaller than its frequency (∆ω  ω);
in this thesis we use photons with a central wavelength of 723 nm (ω ≈ 415 THz) with
bandwidths ∆ω ≈ 2.3 THz. Eq. 2.35 tells us that a slow detector measures the expectation
value of the number operator summed over all modes k.
2.4.1 Photon statistics
How can one verify that they are observing single photons, i.e., Fock states |n〉 with n = 1,
rather than a coherent state |α〉 with a small average photon number |α|2 ≈ 1, or even a
thermal state? We would like a way to differentiate between these different states of light
and, following Glauber’s work [33], it turns out that correlations in their intensities will
provide a way to do just that.
The second-order coherence function g(2)(τ) is defined classically using average inten-
sities
g(2)(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉2 (2.36)
=
〈E∗(t)E∗(t+ τ)E(t)E(t+ τ)〉
〈E∗(t)E(t)〉 〈E∗(t+ τ)E(t+ τ)〉 (2.37)
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We can place a lower bound on g(2)(τ) in the following way [34](
1
N
N∑
i=1
I(ti)
)2
=
1
N2
N∑
i=1
I(ti)
2 +
2
N2
N∑
i=1
N∑
j>i
I(ti)I(tj) (2.38)
≤ 1
N2
N∑
i=1
I(ti)
2 +
N − 1
N2
N∑
i=1
I2(ti) (2.39)
≤ 1
N
N∑
i=1
I2(ti) (2.40)
where in the 2nd step we used I2(ti) + I
2(tj) ≥ 2I(ti)I(tj). Eq. 2.40 implies that the
expectation value of the intensity follows
〈I(t)〉2 ≤ 〈I2(t)〉 (2.41)
which in turn tells us that g(2)(0) ≥ 1. As we will see next, quantum states of light can
give g(2)(0) values that violate this inequality giving us a contrast between quantum and
classical theories of light.
In the quantum case we define g(2)(τ) in an analogous way
g(2)(τ) =
〈
E(−)(t)E(−)(t+ τ)E(+)(t)E(+)(t+ τ)
〉
〈E(−)(t)E(+)(t)〉 〈E(−)(t+ τ)E(+)(t+ τ)〉 (2.42)
where following from our discussion on photodetection, we use just the positive frequency
component of the electric field. We also write the electric field operators normally ordered
in the expectation value, i.e., all the raising operators aˆ† precede the lowering operators aˆ.
Normally ordering the ladder operators prevents unphysical events in our detection model
like driving the atom transition when the optical field is strictly vacuum.
For the following discussion we will assume we have a single-mode state of light. Then,
substituting the electric field terms for a single mode into Eq. 2.42 we get
g(2)(τ) =
〈
aˆ†(t)aˆ†(t+ τ)aˆ(t)aˆ(t+ τ)
〉
〈aˆ†(t)aˆ(t)〉 〈aˆ†(t+ τ)aˆ(t+ τ)〉 (2.43)
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For the τ = 0 case, which is what we are interested in here, we get
g(2)(0) =
〈
aˆ†aˆ†aˆaˆ
〉
〈aˆ†aˆ〉2 (2.44)
Let’s work out g(2)(0) for the important states of light we discussed in Section 2.2. We will
start with the number state |n〉. We simplify the algebra with the commutation relation
for the raising and lower operators, [aˆ, aˆ†] = 1, and using the fact that the number state is
an eigenstate of the number operator nˆ = aˆ†aˆ,
g(2)n (0) =
〈n|aˆ†aˆ†aˆaˆ|n〉
〈n|aˆ†aˆ|n〉2 (2.45)
=
〈n|aˆ†aˆaˆ†aˆ|n〉 − 〈n|aˆ†aˆ|n〉
〈n|aˆ†aˆ|n〉2 (2.46)
=
〈n|nˆ2|n〉 − 〈n|nˆ|n〉
〈n|nˆ|n〉2 (2.47)
= 1− 1
n
(2.48)
Importantly, for a pure number state 0 < g
(2)
n (0) < 1 for all |n〉. This is a firm departure
from the lower bound of 1 in the classical case. For a single photon n = 1, we get that
g
(2)
n (0) = 0.
The coherent state |α〉 value of g(2)(0) is very straightforward since it is the eigenstate
of the lowering operator,
g(2)α (0) =
〈α|aˆ†aˆ†aˆaˆ|α〉
〈α|aˆ†aˆ|α〉2 (2.49)
=
|α|4
|α|4 (2.50)
= 1 (2.51)
Regardless of the strength of the coherent state we get the same result, the lowest possible
classical value of g(2)(0). This means the coherent state can be viewed as a classical state
of light.
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Lastly, we look at thermal states. Recall that a thermal state has an average photon
number n¯. We begin with calculating the expectation value of nˆ2,〈
nˆ2
〉
= Tr(nˆ2ρth) (2.52)
=
∑
n
n¯n
(n¯+ 1)n+1
n2 (2.53)
= n¯+ 2n¯2 (2.54)
Then substituting this into the formula for the g(2)(0),
g
(2)
th (0) =
〈nˆ2〉 − 〈nˆ〉
〈nˆ〉2 (2.55)
=
n¯+ 2n¯2 − n¯
n¯2
(2.56)
= 2 (2.57)
The g(2)(0) function then allows us to distinguish between these states based on their
underlying statistical nature. We can gain some intuition into the physical meaning behind
these statistical differences if we rewrite g(2)(0) in terms of the mean and variance of the
number operator,
g(2)(0) = 1 +
∆nˆ2 − 〈nˆ〉
〈nˆ〉2 (2.58)
where ∆nˆ2 = 〈nˆ2〉 − 〈nˆ〉2 is the variance. The coherent state |α〉 then offers an intuitive
explanation: its variance is equal to its mean |α|2, cancelling out the second term. This
is characteristic of Poissonian statistics, and so the coherent state can be thought of as a
collection of identical and independent photons. The thermal state ρth has the property
that its variance is greater than its mean n¯, indicative of a chaotic light source. Lastly,
the photon number state |n〉 has a variance strictly equal to zero. This behaviour is often
referred to as sub-Poissonian [35].
Hanbury Brown and Twiss (HBT) arrangement
Next, we will discuss how we can measure g(2)(0) in experiment. We use a Hanbury Brown
and Twiss (HBT) configuration [36], which splits an incoming light beam into two, with
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dˆcˆaˆ
τ
Figure 2.4: A 50:50 beamsplitter splits an incoming light beam in mode a. The two
output ports, c and d, are each detected and coincidence detections, as a function of a time
delay τ in one arm, are counted.
equal intensities, which are then incident on two detectors. This is shown in Figure 2.4.
When the output ports, labelled with ladder operators cˆ and dˆ, are detected, we look at
coincidence detections as a function of a timing delay τ in one arm. The experiment then
measures the expectation value 〈cˆ†dˆ†(τ)cˆdˆ(τ)〉. Propagating this backwards through the
beamsplitter we can find an expression in terms of the input mode aˆ,
〈
cˆ†dˆ†(τ)cˆdˆ(τ)
〉
→
〈
(aˆ† − bˆ†)√
2
(aˆ†(τ) + bˆ†(τ))√
2
(aˆ− bˆ)√
2
(aˆ(τ) + bˆ(τ))√
2
〉
(2.59)
=
1
4
〈
aˆ†aˆ†(τ)aˆaˆ(τ)
〉
(2.60)
where in the second step we have dropped any term with bˆ or bˆ† since we are assuming
that the b mode is the vacuum. Eq. 2.60 gives us the numerator of the g(2)(τ) function. A
single photon, for which g(2)(0) = 0, will never produce a coincidence detection. We can
normalize it by dividing the coincidence rate by the number of single detections in each
arm, 〈cˆ†cˆ〉 → 〈aˆ†aˆ〉/2, and 〈dˆ†(τ)dˆ(τ)〉 → 〈aˆ†(τ)aˆ(τ)〉/2. The measured g(2)(0) is then
g(2)(0) =
Nc&d
NcNd
(2.61)
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aˆ1
aˆ2
τ
Figure 2.5: Using coincident photon detections in modes 1 and 2, we can tell if the
statistical correlations between two light fields is beyond what is allowed classically.
where Ni is the number of detections in mode i. In our experiments we produce photons
in pairs, detecting one of them to trigger the experiment. We then incorporate the trigger
detection into our g(2)(0) calculation as
g(2)(0) =
Nc&d&tNt
Nc&tNd&t
(2.62)
In order to accumulate statistically significant results we must measure many three-fold
coincidences, which can take a long time. There is another, faster avenue.
Cross-correlation between two light fields
There is another distinction we can make between classical and quantum states of light. As
we will explore further in an upcoming section, pairs of photons generated by spontaneous
parametric downconversion possess strong timing correlations. By detecting the pair of
photons in coincidence, shown in Figure 2.5, we can determine if a cross-correlative version
of the g(2) function lies outside of a classical limit.
We define the normalized cross-correlative second-order coherence function between
light fields in modes 1 and 2 as
g
(2)
1,2(τ) =
〈I1(t+ τ)I2(t)〉
〈I1(t)〉 〈I2(t)〉 , (2.63)
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where τ is a timing delay between the two detection events. Clauser [37] showed that
classically the numerator of this function obeys a Cauchy-Schwarz inequality. In general,
the Cauchy-Schwarz inequality requires that inner products obey 〈f |g〉2 ≤ 〈f |f〉〈g|g〉. We
then have that
〈I1(t)I2(t)〉2 ≤ 〈I1(t)I1(t)〉 〈I2(t)I2(t)〉 . (2.64)
Notice that the right side of this inequality has the numerators of the g(2)(0) functions for
modes 1 and 2. Dividing each side by 〈I1(t)〉 〈I2(t)〉 we find a classical upper bound for
g
(2)
1,2(0),
g
(2)
1,2(0) ≤
√
g
(2)
1 (0)g
(2)
2 (0) (2.65)
where the subscripts on the right side of the inequality refer to the g(2)(0) function, as
defined in the previous section, for modes 1 and 2. The quantum version of this function
is
g
(2)
1,2(τ) =
〈
aˆ†1(τ)aˆ1(τ)aˆ
†
2aˆ2
〉
〈
aˆ†1aˆ1
〉〈
aˆ†2aˆ2
〉 (2.66)
which is unbounded from above. In terms of measured counts, we get that g
(2)
1,2(0) =
N1,2/N1N2. As an example, let’s consider a photon pair generated by spontaneous para-
metric downconversion. The joint quantum state of the two light fields produced takes the
form |00〉+ ξ|11〉+ ξ2|22〉+ ... (as we will see in Section 2.6), but if one of the two modes
is ignored the other takes the form of a thermal state ρth. The classical limit, or right-
hand-side of the inequality, would then be 2, since g
(2)
th (0) = 2. In contrast, the output of
a realistic SPDC photon source can easily have g
(2)
1,2(0) ∼ 100. Because this measurement
only requires two coincident detections, rather than three, statistically significant results
can be collected much quicker. As such, this measurement is frequently used over the
“three-click” version [38, 39, 40].
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bˆr
dˆ
cˆaˆ τ
Figure 2.6: Hong-Ou-Mandel (HOM) interference occurs between two indistinguishable
photons arriving at the beamsplitter, with reflectivity r, from input ports a and b. Signa-
tures of HOM interference can be observed by measuring coincident detections in output
ports c and d.
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2.5 Hong-Ou-Mandel (HOM) interference
Hong-Ou-Mandel (HOM) interference occurs when two indistinguishable photons from
different input ports are incident on a beamsplitter. If we measure coincidence detections
between the two output ports, we find that coincidence detections drop to zero when the
two photons hit the beamsplitter at the same time. Classically, in this context, only a
50% drop can be attained, making HOM interference one of the hallmark quantum optical
effects. Making two photons interact with one another is generally very difficult, so this
type of two-photon interference is the basis for many linear optical quantum computing
protocols [41].
2.5.1 HOM dip
Suppose the two-photon state |ψ〉 = ∫∫ dω1dω2f(ω1, ω2)eiω1τ |ω1〉a|ω2〉b is incident on a
beamsplitter of reflectivity r (transmittivity t, such that r2 + t2 = 1), where f(ω1, ω2) is
the joint spectral function, there is a time delay of τ on photon 1, and where the photons
are initially in spatial modes a and b. Here we have shifted notation. Instead of showing
the numbers of photons in the signal and idler modes, the kets now refer to single photons
with frequencies ωs and ωi. The state is transformed as
|ψ〉 =
∫∫
dω1dω2f(ω1, ω2)e
iω1τ aˆ†(ω1)bˆ†(ω2)|00〉 (2.67)
→
∫∫
dω1dω2f(ω1, ω2)e
iω1τ [tcˆ†(ω1) + rdˆ†(ω1)][tdˆ†(ω2)− rcˆ†(ω2)]|00〉 (2.68)
=
∫∫
dω1dω2f(ω1, ω2)e
iω1τ (t2|ω1〉c|ω2〉d − r2|ω2〉c|ω1〉d
−rt|ω1, ω2〉c|0〉d + rt|0〉c|ω1, ω2〉d) (2.69)
The term |ω1, ω2〉c|0〉d implies that there are two photons in the same spatial mode with
different frequencies. The probability of a coincidence measurement in ports c and d has
the form
Pc&d =
∫∫
dωdω′〈cˆ†(ω)cˆ(ω)dˆ†(ω′)dˆ(ω′)〉 (2.70)
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We can evaluate it, noticing that the last two terms in Equation 2.69 are will not contribute,
Pc&d =
∫∫
dωdω′〈ψ|
∫∫
dω1dω2f(ω1, ω2)e
iω1τ (2.71)
× [t2δ(ω − ω1)δ(ω′ − ω2)|ω1〉c|ω2〉d − r2δ(ω − ω2)δ(ω′ − ω1)|ω2〉c|ω1〉d]
=
∫∫
dω1dω2f(ω1, ω2)e
iω1τ 〈ψ| (t2|ω1〉c|ω2〉d − r2|ω2〉c|ω1〉d) (2.72)
Substituting in 〈ψ| we continue,
Pc&d =
∫∫∫∫
dω′1dω
′
2dω1dω2f
∗(ω′1, ω
′
2)f(ω1, ω2)e
i(ω1−ω′1)τ (2.73)
× (t2〈ω′1|c〈ω′2|d − r2〈ω′2|c〈ω′1|d)× (t2|ω1〉c|ω2〉d − r2|ω2〉c|ω1〉d)
=
∫∫∫∫
dω′1dω
′
2dω1dω2f
∗(ω′1, ω
′
2)f(ω1, ω2)e
i(ω1−ω′1)τ (2.74)
× [(t4 + r4)δ(ω′1 − ω1)δ(ω′2 − ω2)− 2r2t2δ(ω′1 − ω2)δ(ω′2 − ω1)]
=
∫∫
dω1dω2
[
(t4 + r4)|f(ω1, ω2)|2 − 2r2t2f ∗(ω2, ω1)f(ω1, ω2)ei(ω1−ω2)τ
]
(2.75)
We will assume that the joint spectral amplitude is invariant under exchange of its argu-
ments, f(ω1, ω2) = f(ω2, ω1). This simplifies the coincidence rate to
Pc&d = t
4 + r4 − 2r2t2
∫∫
dω1dω2|f(ω1, ω2)|2ei(ω1−ω2)τ (2.76)
where we have used the fact that
∫∫
dωdω′|f(ω, ω′)|2 = 1. We note that both integra-
tions are over all frequencies, meaning that each pair of frequencies ω1 and ω2 is counted
twice. We group these re-occurring pairs together, and divide the whole integral by 2 to
compensate for double counting. We find that
Pc&d = t
4 + r4 − r2t2
∫∫
dω1dω2|f(ω1, ω2)|2(ei(ω1−ω2)τ + e−i(ω1−ω2)τ ) (2.77)
= t4 + r4 − 2r2t2
∫∫
dω1dω2|f(ω1, ω2)|2 cos[(ω1 − ω2)τ ] (2.78)
= (t2 − r2)2 + 4r2t2
∫∫
dω1dω2|f(ω1, ω2)|2 sin2
[
(ω1 − ω2)
2
τ
]
(2.79)
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Figure 2.7: (a) The coincidence detection rate between output modes c and d as a
function of the delay between the photon arrival times at the beamsplitter, τ . The dip in
coincidences is due to Hong-Ou-Mandel interference. (b) The two-photon detection rate in
one of the output modes, c, as a function of the difference between photon arrival times, τ .
The peak in two-photon events is also due to Hong-Ou-Mandel interference. Both (a) and
(b) are calculated using a 50-50 beamsplitter, and separable Gaussian spectral functions.
where in the last step we used the trigonometric identity cos 2θ = 1 − 2 sin2 θ. When the
delay τ is away from zero, we observe a constant coincidence rate of t4 + r4. When the
delay τ equals zero, the integral term disappears leaving just the (t2 − r2)2 term. This
produces the characteristic HOM dip, see Figure 2.7(a). For a 50-50 beamsplitter, i.e.,
r = t, the whole coincidence rate goes to zero at τ = 0. We also see that in order for
complete destructive interference to occur, the joint spectral function of the input state,
f(ω1, ω2) must be compatible. We will discuss this more in Section 2.6.4.
A figure of merit for the quality of interference between two photons is the visibility of
the HOM dip. Ideally, the visibility reaches 100% for a perfectly indistinguishable single
photons. As we will see here though, the visibility of the dip also depends on the reflectivity
of the beamsplitter. We define the dip visibility as the amplitude of the dip divided by
the baseline coincidence rate when the delay is far from zero. Note that this is different
than the traditional definition of visibility in signal analysis: the signal amplitude divided
by the average. As we can see from Eq. 2.79, when |τ |  0, the integral evaluates to 1/2
and the baseline coincidence rate is t4 + r4. At τ = 0 the integral term is zero and so the
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amplitude of the dip is t4 + r4 − (t2 − r2)2 = 2r2t2. The dip visibility is then
V =
2r2t2
t4 + r4
(2.80)
which equals 1 for t = r, but falls off as the beamsplitter deviates from 50-50. This is not
usually a concern since beamsplitters can be manufactured with reflectivities close to 50%.
However, in Chapter 8 we will explore the quantum memory in analogy to a beamsplitter
between photon and phonon modes. We use it to observe HOM interference between a
stored photon and a second incoming photon, however the “reflectivity” of the memory
beamsplitter falls short of 50%. In the next section we will look at another way to observe
HOM interference that does not depend on the beamsplitter reflectivity.
2.5.2 HOM peak
Suppose we only had access to one of the output ports from the beamsplitter, say the c
mode. We would then no longer be able to observe HOM interference using coincidence
counting. Fortunately though we can still observe HOM interference by looking for an
increase in two-photon events in our lone output port. This can be done using a photon-
number resolving detector. As the input photons become indistinguishable and interference
occurs, there will be an increase in the amplitudes of the |20〉 and |02〉 states. The evidence
of HOM interference would then no longer be a dip, but a peak.
We will go through similar math to the above section on the HOM dip, but this time
look at two-photon events in mode c. The two-photon detection rate, P2c, can be found
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using the state of Equation 2.69,
P2c =
∫∫
dωdω′〈cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)〉 (2.81)
= −rt
∫∫
dωdω′〈ψ|
∫∫
dω1dω2f(ω1, ω2)e
iω1τ (2.82)
× [δ(ω − ω1)δ(ω′ − ω2) + δ(ω′ − ω1)δ(ω − ω2)] |ω1, ω2〉c|0〉d
= −2rt〈ψ|
∫∫
dω1dω2f(ω1, ω2)e
iω1τ |ω1, ω2〉c|0〉d (2.83)
= 2r2t2
∫∫∫∫
dω1dω2dω
′
1dω
′
2f
∗(ω′1, ω
′
2)f(ω1, ω2)e
i(ω1−ω′1)τ (2.84)
×〈ω′1, ω′2|ω1, ω2〉c〈0|0〉d
= 2r2t2
∫∫∫∫
dω1dω2dω
′
1dω
′
2f
∗(ω′1, ω
′
2)f(ω1, ω2)e
i(ω1−ω′1)τ (2.85)
× [δ(ω′1 − ω1)δ(ω′2 − ω2) + δ(ω′1 − ω2)δ(ω′2 − ω1)]
= 2r2t2
∫∫
dω1dω2|f(ω1, ω2)|2 ×
[
1 + ei(ω1−ω2)τ
]
(2.86)
where in the last step we made the same assumption about the invariance of the joint
spectral function as for the HOM dip calculation. Next, just as for the HOM dip, we
collect terms with the same pairs of frequencies and account for double counting with a
1/2 factor,
P2c = 2r
2t2 + 2r2t2
∫∫
dω1dω2|f(ω1, ω2)|2 cos [(ω1 − ω2)τ ] (2.87)
= 4r2t2
∫∫
dω1dω2|f(ω1, ω2)|2 cos2
[
(ω1 − ω2)
2
τ
]
(2.88)
where in the last step we used the trigonometric identity cos 2θ = 2 cos2 θ − 1. What we
see here is very similar to the HOM dip. Away from τ = 0 there is baseline two-photon
detection rate of 2r2t2. At τ = 0 the integral evaluates to 1 giving a two-photon rate of
4r2t2, and producing the HOM peak. This is shown in Figure 2.7(b). We can see that the
visibility of the peak, using the same definition as for the dip, is
V =
4r2t2 − 2r2t2
2r2t2
= 1 (2.89)
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Importantly, the visibility of the HOM peak is always 1 regardless of the reflectivity of
the beamsplitter, assuming perfect spectral overlap. This means that the two-photon rate
will always double at τ = 0. In this scenario there is also a 50% limit on the interference
visibility of classical light.
2.5.3 Interference between a single photon and a coherent state
In Chapter 8 we investigate HOM interference between a single photon and a coherent
state of phonons stored in the quantum memory. For a weak coherent state with average
photon |α|2  1, the single photon component of |α〉 dominates and HOM interference can
be observed [42]. In Appendix C we derive both the HOM dip and peak for interference
between a single photon and a coherent state. Here, we will look at the two limiting cases
for interference, i.e., when τ = 0 and when τ is far from zero. We expect to find that both
the dip and peak visibilities depends on the average photon number of the coherent state,
|α|2, with decreasing visibility as |α|2 increases.
HOM dip with a photon and coherent state
When a coherent state |α〉b is incident from mode b onto a beamsplitter, the state is
split into modes c and d as | − rα〉c|tα〉d, where the output amplitudes are determined
by the beamsplitter reflectivity r and transmittivity t. A single photon |1〉a entering the
beamsplitter from mode a is transformed in the usual way giving the joint state
|1〉a|α〉b → (tcˆ† + rdˆ†)| − rα〉c|tα〉d. (2.90)
For the HOM dip we look at coincidence detections between modes c and d,
〈cˆ†cˆdˆ†dˆ〉 = 〈−rα|c〈tα|d
(
tcˆ+ rdˆ
)
cˆ†cˆdˆ†dˆ
(
tcˆ† + rdˆ†
)
| − rα〉c|tα〉d (2.91)
= 〈−rα|c〈tα|d
[
t2cˆcˆ†cˆcˆ†dˆ†dˆ+ rt(cˆcˆ†cˆdˆ†dˆdˆ† + cˆ†cˆcˆ†dˆdˆ†dˆ) + r2cˆ†cˆdˆdˆ†dˆdˆ†
]
×| − rα〉c|tα〉d (2.92)
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Using the commutation relations [cˆ, cˆ†] = 1 and [dˆ, dˆ†] = 1, we find the normal ordering of
each term
t2cˆcˆ†cˆcˆ†dˆ†dˆ = t2(1 + 3cˆ†cˆ+ cˆ†cˆ†cˆcˆ)dˆ†dˆ (2.93)
rtcˆcˆ†cˆdˆ†dˆdˆ† = rt(cˆ+ cˆ†cˆcˆ)(dˆ† + dˆ†dˆ†dˆ) (2.94)
rtc†cˆcˆ†dˆdˆ†dˆ = rt(cˆ† + cˆ†cˆ†cˆ)(dˆ+ dˆ†dˆdˆ) (2.95)
r2cˆ†cˆdˆdˆ†dˆdˆ† = r2cˆ†cˆ(1 + 3dˆ†dˆ+ dˆ†dˆ†dˆdˆ) (2.96)
The coincidence rate becomes
〈cˆ†cˆdˆ†dˆ〉 = t2 (t2|α|2 + 3r2t2|α|4 + r4t2|α|6)
+r2
(
r2|α|2 + 3r2t2|α|4 + r2t4|α|6)
+rt
(−rα− r3α|α|2) (tα∗ + t3α∗|α|2)
+rt
(−rα∗ − r3α∗|α|2) (tα + t3α|α|2) (2.97)
=
(
t2 − r2)2 |α|2 + r2t2|α|4 (2.98)
where all the |α|6 terms cancel out. Here we see that the HOM interference occurs due
to the single-photon term of the coherent state, ∝ |α|2, matching our intuition. Again,
for r = t this term disappears. Also, we see the coincidence rate increases as the average
photon number of the coherent state increases.
Let’s now consider the case where no interference occurs, e.g., if the single photon and
coherent state arrive at the beamsplitter at different times. We take the coherent state
and single photon to be in separate modes, marked by the subscripts 1 and 2 on the ladder
operators, such that cˆ†1|0, 0〉 = |1, 0〉c and cˆ†2|0, 0〉 = |0, 1〉c. The state after the beamsplitter
is
|ψ〉 = t|1,−rα〉c|0, tα〉d + r|0,−rα〉c|1, tα〉d. (2.99)
To calculate the coincidence rate we sum over the different detection modes∑
i,j
〈cˆ†i cˆidˆ†j dˆj〉 = 〈cˆ†1cˆ1dˆ†1dˆ1〉+ 〈cˆ†1cˆ1dˆ†2dˆ2〉+ 〈cˆ†2cˆ2dˆ†1dˆ1〉+ 〈cˆ†2cˆ2dˆ†2dˆ2〉 (2.100)
= 0 + t4|α|2 + r4|α|2 + r2t2|α|4 (2.101)
= (r4 + t4)|α|2 + r2t2|α|4 (2.102)
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Figure 2.8: The HOM dip (a) and peak (b) visibilities for different beamsplitter reflectiv-
ities as a function of the coherent state strength.
We can now evaluate the dip visibility as dip amplitude over the baseline rate,
V =
2r2t2|α|2
(r4 + t4)|α|2 + r2t2|α|4 (2.103)
For |α|2  1 we can ignore the |α|4 term and the visibility returns to the same as for
the photon-photon case. As we would expect, a higher average photon number in the
coherent state degrades the visibility. Figure 2.8(a) shows HOM dip visibility as a function
of the average photon number in the coherent state, |α|2, for a few different beamsplitter
reflectivities.
HOM peak with a photon and coherent state
We can do the same treatment for the HOM peak. The two-photon detection rate is
〈cˆ†cˆ†cˆcˆ〉 = 〈−rα|c〈tα|d
(
tcˆ+ rdˆ
)
cˆ†cˆ†cˆcˆ
(
tcˆ† + rdˆ†
)
| − rα〉c|tα〉d (2.104)
= 〈−rα|c〈tα|d
[
t2cˆcˆ†cˆ†cˆcˆcˆ† + rt(cˆcˆ†cˆ†cˆcˆdˆ† + cˆ†cˆ†cˆcˆcˆ†dˆ) + r2cˆ†cˆ†cˆcˆdˆdˆ†
]
×| − rα〉c|tα〉d (2.105)
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Using commutation relations we can find the normal ordering of each term
t2cˆcˆ†cˆ†cˆcˆcˆ† = t2(4cˆ†cˆ+ 5cˆ†cˆ†cˆcˆ+ cˆ†cˆ†cˆ†cˆcˆcˆ) (2.106)
rtcˆcˆ†cˆ†cˆcˆdˆ† = rt(2cˆ†cˆcˆ+ cˆ†cˆ†cˆcˆcˆ)dˆ† (2.107)
rtcˆ†cˆ†cˆcˆcˆ†dˆ = rt(2cˆ†cˆ†cˆ+ cˆ†cˆ†cˆ†cˆcˆ)dˆ (2.108)
r2cˆ†cˆ†cˆcˆdˆdˆ† = r2cˆ†cˆ†cˆcˆ(1 + dˆ†dˆ) (2.109)
Substituting this into the two-photon rate we get
〈cˆ†cˆ†cˆcˆ〉 = t2 (4r2|α|2 + 5r4|α|4 + r6|α|6)− 2r4t2 (2|α|4 + r2|α|6)
+r6|α|4 (1 + t2|α|2) (2.110)
= 4r2t2|α|2 + r4|α|4 (2.111)
where the |α|6 term has cancelled out. We see here that the one-photon portion of the
coherent state offers us the same interference term as for the photon-photon interference
case. We also see that the two-photon rate increases quickly with the higher-order coherent
state term, which matches our intuition. Finally, we look at the case where the photon and
coherent state do not interfere. To calculate the coincidence rate we sum over the different
detection modes to find ∑
i,j
〈cˆ†i cˆ†j cˆicˆj〉 = 2r2t2|α|2 + r4|α|4 (2.112)
This gives a HOM peak visibility of
V =
2r2t2|α|2
2r2t2|α|2 + r4|α|4 (2.113)
We see again that for low average photon numbers in the coherent state we can ignore
the |α|4 term, and the visibility returns to the photon-photon case where the beamsplitter
reflectivity does not matter. As the coherent state strength increases the reflectivity of
the beamsplitter does become important. This makes sense since a higher reflectivity will
introduce more of the coherent state to the detector. In our setup then, a lower reflectivity
will preserve the HOM peak visibility for higher coherent state amplitudes. This can be
seen in Figure 2.8(b).
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2.6 Spontaneous parametric downconversion
In this section we turn to a discussion on nonlinear optics [43] and how we can generate
single photons in the lab. In general, nonlinear optics deals with cases where light fields
travel through a medium which has a nonlinear response. From Maxwell’s equations in a
medium we know that the electric field ~E(z, t) is related to the material polarization ~P (t)
by
∂2
∂z2
E(z, t)− n
2
c2
∂2
∂t2
E(z, t) =
1
0c2
∂2
∂t2
P (z, t). (2.114)
where n is the index of refraction in the medium, and where we are only considering beams
co-propagating along the z axis. The polarization of the medium has a series expansion
in terms of the incident electric field ~P (t) = 0[χ
(1) ~E(t) + χ(2) ~E2(t) + χ(3) ~E3(t) + ...]. The
quantities χ(i) are the ith-order susceptibilities which govern the strengths of the linear
and nonlinear optics processes. If the electric field incident on the medium is comprised of
multiple frequency components, E(z, t) =
∑
iEi(z, t), where each Ei(z, t) = Aie
ikize−iωit +
c.c., various optical processes can occur. Similarly, the polarization P (z, t) can include
different frequency components. In this thesis we will be concerned with both χ(2) and χ(3)
nonlinear processes. Second-order (χ(2)) materials in our photon source facilitate three-
wave mixing such as sum-frequency generation (SFG, sometimes called “upconversion”)
and spontaneous parametric downconversion (SPDC). The third-order nonlinearity χ(3)
in diamond is responsible for the memory storage process, which we will explore more in
Chapter 4. We begin with a discussion on three-wave mixing.
2.6.1 Three-wave mixing
While third-order nonlinearities are very common, second-order nonlinearities only arise
in materials, bulk crystals in our context, that are non-centrosymmetric; their crystal
lattices lack an inversion centre. The polarization of the medium ~P = 0χ
(2) ~E2(t), and in
a centrosymmetric material if we flip the sign of the electric field the polarization must
also change sign, −~P = 0χ(2)(− ~E(t))2. This leads us to ~P = −~P , which requires that
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Figure 2.9: (a) Sum-frequency generation (SFG) between two fields of frequencies ω1 and
ω2 in a χ
(2) nonlinear material produces a field at a third frequency, ω3 = ω1 + ω2. (b)
Spontaneous parametric downconversion (SPDC) occurs when a higher energy pump pho-
ton, frequency ωp, “splits” into two lower energy photons, called the signal and idler, with
frequencies ωs and ωi. Energy conservation requires that ωp = ωs + ωi.
χ(2) = 0. (A fuller discussion on this can be found in Chapter 1 of Ref. [43].) The second-
order susceptibility tensor, χ(2), is a 3× 6 matrix which maps terms from the expansion of
[Ex(ω1) +Ey(ω1) +Ez(ω1)]× [Ex(ω2) +Ey(ω2) +Ez(ω2)] to the x, y, and z components of
the material polarization. Based on the crystal lattice symmetries of a given material the
tensor simplifies greatly, and we can consider an effective nonlinearity χ
(2)
eff based on the
direction of the propagation in the material.
In sum-frequency generation (see Fig. 2.9(a)) two incident fields at frequencies ω1 and
ω2 produce a third field at frequency ω3 = ω1 + ω2. We take P (ω3) = 20χ
(2)
eff E(ω1)E(ω2).
Since Eq. 2.114 must hold for each frequency component of the electric field, we first look
at the ω3 equation,(
∂2
∂z2
− n
2
c2
∂2
∂t2
)
(A3e
i(k3z−ω3t) + c.c.) = (2.115)
2χ
(2)
eff
c2
∂2
∂t2
(A1e
i(k1z−ω1t) + c.c.)(A2ei(k2z−ω2t) + c.c.)
This wave equation must also independently hold for the complex conjugate terms, so we
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drop them from here on. Working out the partial derivatives we get(
∂2A3
∂z2
+ 2ik3
∂A3
∂z
− k23A3 +
n2ω23
c2
A3
)
eik3ze−iω3t = −2χ
(2)
eff ω
2
3
c2
A1A2e
i(k1+k2)ze−iω3t
(2.116)(
∂2A3
∂z2
+ 2ik3
∂A3
∂z
)
= −2χ
(2)
eff ω
2
3
c2
A1A2e
i∆kz (2.117)
where the A3 terms cancelled due to the fact that k = nω/c. We have also defined
the phase mismatch ∆k = k1 + k2 − k3. Lastly, we make the slowly varying envelope
approximation, |∂2A3
∂z2
|  |k3 ∂A3∂z |, reducing the coupled-wave equation even further. As
mentioned above, the wave equation is satisfied for each frequency component of the electric
field independently. We then have coupled-wave equations for A1 and A2 as well. The
collection of all three coupled-wave equations is:
∂A1
∂z
=
iχ
(2)
eff ω
2
1
k1c2
A3A
∗
2e
−i∆kz (2.118)
∂A2
∂z
=
iχ
(2)
eff ω
2
2
k2c2
A3A
∗
1e
−i∆kz (2.119)
∂A3
∂z
=
iχ
(2)
eff ω
2
3
k3c2
A1A2e
i∆kz (2.120)
These equations tell us that the amplitude of the field at frequency ω3 increases over the
length of the material in proportion to the strength of the other two fields at frequencies
ω1 and ω2. Correspondingly, the amplitudes of the ω1 and ω2 components will decrease
over the length of the material. Importantly, we can also see from the above coupled-
wave equations why the reverse process, spontaneous parametric downconversion, is not
possible in the classical theory of nonlinear optics. Downconversion (see Fig.2.9) is the
time-reversed version of sum-frequency generation. A pump field with frequency, ωp = ω3,
will “split” into two fields of lower frequency components, ωs = ω1 and ωi = ω2, such
that ωs + ωi = ωp. Here the subscripts s and i refer to the traditional names signal and
idler. (In this thesis the names idler and herald are used interchangeably.) Initially there
is vacuum in the signal and idler modes. Looking at first two coupled-wave equations it is
impossible for the signal and idler amplitudes to build up when they depend on non-zero
initial amplitudes from one another. We require a new approach.
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2.6.2 Downconversion Hamiltonian
A quantum mechanical description for the SPDC has the Hamiltonian
HSPDC =
∫
V
d3rχ(2)
{
E(+)p E
(−)
s E
(−)
i + E
(−)
p E
(+)
s E
(+)
i
}
(2.121)
= −χ
(2)~√ωsωi
20V
∫
V
d3rα˜p(t)e
i ~kp·~r
×
∫ ∞
0
dωsaˆ
†(ωs)e−i(
~ks·~r−ωst) ×
∫ ∞
0
dωiaˆ
†(ωi)e−i(
~ki·~r−ωit) + h.c. (2.122)
where the Hamiltonian integrates over the interaction volume, i.e., the nonlinear crystal,
and where we have substituted in Eqs. 2.16 and 2.17 in the signal and idler modes. We
have also pulled the slowly varying envelope portion of the photon fields, ~√ωsωi/20V ,
out of the integral. We take the pump field to be a classical transform-limited Gaussian
pulse with envelope α˜p(t) = e
−t2/4σ2p . The interaction time of the Hamiltonian is therefore
determined by the temporal length of the pump pulse [44]. We will also assume that the
pump field is undepleted by the downconversion process.
2.6.3 Phase matching
In order for the downconversion process to be efficient we must also have momentum
conservation, or phase matching, between the pump and downconverted fields,
~kp ≈ ~ks + ~ki (2.123)
When this condition is met the phases of the three waves involved will constructively
interfere as the pump field propagates through the nonlinear medium. This condition
allows for downconverted photons to be emitted in a conical pattern about the pump
propagation axis [45]. Here we are interested in a simple case for the generated photons’
directions: we would like them to be emitted collinearly in the same direction as the input
pump pulse. We take the pump, signal and idler momenta to be solely in the z direction:
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~kj = kj zˆ. The Hamiltonian then simplifies to
HSPDC = −χ
(2)~√ωsωi
20V
∫∫ ∞
0
dωsdωi
∫ L
0
dzei∆kzα˜p(t)e
i(ωs+ωi)taˆ†(ωs)aˆ†(ωi) + h.c.
(2.124)
where the integration over the interaction region is limited by the crystal dimension, length
L in the z direction. We have also re-written the phase mismatch as ∆k = kp − ks − ki,
and define a phase matching function φ(ωp, ωs, ωi) as
φ(ωp, ωs, ωi) =
∫ L
0
dzei∆kz (2.125)
= Lei∆kL/2sinc
∆kL
2
. (2.126)
Each momentum term incorporates the dispersion in the nonlinear medium, kj = n(ωj)ωj/c.
We can also begin to see the important role that the medium length plays in our pho-
ton source. The width of the sinc(∆kL/2) function will determine the bandwidth of our
downconverted photons. Shorter crystals (small L) result in a broader photon spectrum.
However, a greater medium length will increase the amplitude of the downconverted state
and increase our photon rates.
Due to material dispersion, phase matching does not come for free. One way to engineer
a phase-matched process is to use a birefringent medium to compensate for the dispersion
relation. The photon source in this work employs collinear type-I phase matching, meaning
that an extraordinarily-polarized pump photon downconverts to two ordinarily-polarized
daughter photons. We will find that for the photon frequencies we are interested in that
we can use a very common nonlinear material, a β-barium borate crystal.
β-Barium Borate
BBO is a negative uniaxial crystal, meaning that the ordinary index of refraction no > nE,
the extraordinary index. This implies that extraordinary polarized light will travel faster
through the medium than ordinary polarized light. Figure 2.10 shows an example of a
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Figure 2.10: The pump field enters the nonlinear crystal BBO with wavevector momentum
~kp. Inside the box shows the refractive index ellipsoid for a negative uniaxial crystal, such
as BBO. The indices of refraction in the x and z directions are ordinary, no, while the
index in the y direction is extraordinary, nE. Phase matching conditions be achieved by
rotating the crystal about the x-axis producing the output fields marked by ~ks and ~ki.
negative uniaxial crystal. For an incident beam propagating along the z-axis, we can tune
the effective extraordinary index by tilting the crystal about the x-axis. For a rotation by
an angle θ, the effective extraordinary index, ne(θ) follows
1
n2e
=
cos2 θ
n2o
+
sin2 θ
n2E
. (2.127)
The ordinary and extraordinary indices at the relevant wavelengths can be found using the
Sellmeier equation,
n2i = Ai +
Bi
λ2 − Ci +Diλ
2 (2.128)
where the coefficients for the ordinary and extraordinary indices of refraction shown in
Table 2.6.3 were provided by the crystal manufacturer (Newlight Photonics [46]). The
relevant wavelengths for our photon source are 400 nm (pump), 723 nm (signal), 895 nm
(idler). By substituting in the values of the refractive index for each wavelength, we find
that a crystal angle of θ = 29.1◦ minimizes ∆k.
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Ordinary Extraordinary
A 2.7359 2.3753
B 0.01878 0.01224
C 0.01822 0.01667
D 0.01354 0.01516
Table 2.2: Sellmeier coefficients for BBO.
2.6.4 Downconverted state
The quantum state coming out of downconversion is shown below. We take the interaction
Hamiltonian, Eq. 2.124, and evaluate the evolution of the signal and idler modes, which
we initially take to be the vacuum.
|Ψ(t)〉 = e− i~
∫ t
0 dt
′HSPDC(t′)|Ψ(0)〉 (2.129)
=
(
1− i
~
∫ t
0
dt′HSPDC(t′) + ...
)
|0s〉|0i〉 (2.130)
We will only be interested in the second term. Our experimental results depend on photon
detection, and so the vacuum component is removed. While higher-order terms involving
two or more photons do occur, in the experiments we discuss in this thesis the photon
rates are sufficiently low such that multi-pair emissions from the photon sources are not a
dominating source of error. The second-order term is then
|Ψ(2)(t)〉 = iχ
(2)√ωsωi
20V
∫ t
0
dt′
∫∫ ∞
0
dωsdωiφ(ωs, ωi)α˜p(t
′)ei(ωs+ωi)t
′|ωs〉|ωi〉 (2.131)
Since the Hamiltonian is a function of the pump envelope timing, the interaction only
occurs when the pump envelope is nonzero. This allows us to expand the limits of the
temporal integral to be over all time [44]. We also take the Fourier transform of the pump
envelope α˜p(t
′) =
∫
dωpαp(ωp)e
−iωpt. The state becomes
|Ψ(2)(t)〉 = iχ
(2)√ωsωi
20V
∫∫∫ ∞
0
dωpdωsdωiαp(ωp)φ(ωs, ωi)
∫ ∞
−∞
dt′e−i(ωp−ωs−ωi)t
′|ωs〉|ωi〉
(2.132)
51
Figure 2.11: The calculated pump envelope, phase matching function, and joint spectral
intensity about the relevant signal (723 nm) and idler (895 nm) wavelengths in our photon
source. The 400 nm pump beam has a 1.3 nm bandwidth. The phase matching function is
calculated for type-I collinear downconversion in a 1 mm BBO crystal. The resulting joint
spectrum has strong anti-correlations between the signal and idler wavelengths.
The time integral in Eq. 2.134 can be evaluated to give 2piδ(ωp − ωs − ωi). Physically,
this enforces the conservation of energy in the downconversion process. The energies of
the signal and idler photons must add to a frequency that is within the spectrum of the
pump pulse. This leads to an anti-correlation between signal and idler frequencies that
is stronger for narrow bandwidth pump fields. Next we perform the integration over the
pump frequency which gives the state
|Ψ(2)〉 = ipiχ
(2)√ωsωi
0V
∫∫ ∞
0
dωsdωiαp(ωs + ωi)φ(ωs, ωi)|ωs〉|ωi〉 (2.133)
= N
∫
dωsdωif(ωs, ωi)|ωs, ωi〉 (2.134)
where we have rewritten the coefficients as a normalization factor N . The function
f(ωs, ωi) = αp(ωs + ωi) × φ(ωs, ωi) is the joint spectral amplitude (JSA). In Fig. 2.11
we show the pump envelope, phase matching, and joint spectral intensity (the square of
the amplitude) using the relevant parameters for our experiment.
As can be seen from the joint spectral intensity in Fig. 2.11, the signal and idler wave-
lengths in the downconverted state are anti-correlated. This means that a higher energy
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Figure 2.12: The joint spectral intensity when 5 nm wide Gaussian-shaped frequency
filters have been applied to both photons. The wavelength anti-correlations are reduced
from the unfiltered case.
signal photon is paired with a low energy idler photon, and vice versa. This is an indica-
tion that the two photons are entangled in the frequency-time degrees of freedom. These
anti-correlations in wavelength (or frequency) also indicate that the times-of-arrival for the
signal and idler are correlated: an earlier signal photon is paired with an earlier idler pho-
ton. This has a negative effect on our experiment. The time-of-arrival of the signal photon
at the quantum memory must be accurate to within ∼ 100 fs, and strong timing correla-
tions introduce timing jitter which would degrade the storage efficiency in the quantum
memory. It will also degrade the quality of our polarization-entangled states since it adds
a distinguishing feature. We are therefore interested in eliminating this spectral entangle-
ment in our downconverted state. This can be accomplished through frequency filtering.
Of course filtering will also reduce our photon rates. (It is rare to find a nonlinear medium
that can produce spectrally separable states at the relevant wavelengths for your exper-
iment, though it is an active field of research [47].) Fig. 2.12 shows the theoretical joint
spectral intensity (using experimental parameters) when 5 nm wide Gaussian-shaped fre-
quency filters have been applied to both photons. While some wavelength anti-correlation
still exists it is clearly reduced from the unfiltered case in Fig. 2.11.
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Figure 2.13: The SPDC photon source. Laser light is frequency-doubled in β-barium
borate (BBO) and refocussed onto a second BBO crystal for type-I collinear downcon-
version. The signal and idler photons are filtered from the pump and split into their
respective spatial modes by a dichroic mirror, frequency filtered and collected in single
mode fibres (SMF). Photons are detected on avalanche photodiodes (APD) and measured
in coincidence. See the text for more details. (HWP – half-waveplate; PBS – polarizing
beamsplitter; aBBO – α-barium borate).
2.6.5 Our photon source
The laser we use to pump the photon source is a Coherent Chameleon Ultra II. Initially,
some laser light is taken for the control beams in the memory experiment. Light for the
source, 190 fs pulses at 800 nm, is tightly focussed, with 50 mm focal length, on a BBO
crystal for type-I second harmonic generation (a special case of sum-frequency generation
where pump light is frequency doubled). The power conversion efficiency to 400 nm light
is approximately 15%. For the experiments in this thesis we produce approximately 190
mW of 400 nm light. The resulting 400 nm light is filtered from leftover 800 nm light
using dichroic mirrors and a 440 nm short-pass filter. It is refocussed using two 400 mm
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cylindrical lenses onto a second BBO crystal for downconversion. The focal length of the
cylindrical lenses was used to give a focussed beam waist of approximately 100µm.
Before it reaches the BBO crystal, the 400 nm pump pulse passes through a half-
waveplate, which either leaves the pump polarization vertical or rotates it to diagonal
for entangled pair generation. The pump then also travels through birefringent α-BBO
and quartz crystals for temporal compensation between horizontal and vertical polariza-
tion of the downconverted light (Newlight Photonics [46]). This is vital for producing
polarization entanglement. The crystal in which SPDC occurs is actually two 1 mm BBO
crystals sandwiched together such that their optical axes are 90◦ with respect to each other
in the transverse direction. When the first crystal is tilted by 29.1◦ with respect to the
incident pump beam, and the pump vertically polarized, 400 nm pump light downconverts
to signal and idler photons with centre wavelengths of 723 nm and 895 nm respectively.
The same process occurs in the second crystal when the pump is vertically polarized.
After the BBO, 400 nm pump light is filtered with a dichroic mirror and a long-pass
715 nm filter (Semrock [48]). The signal and idler photons are generated in the same spatial
mode, but since there is a sizeable frequency difference between them they can be split
into separate spatial modes with a 801 nm long-pass dichroic mirror (Semrock [48]). Both
photons then pass through ∼5 nm bandpass filters (Foreal Spectrum Inc. [49]) and are
coupled into single mode fibres. Plugging each fibre into an avalanche photodiode (APD),
with detection efficiency ∼60% at 723 nm (Excelitas [50]), we can measure the coincidence
detection rate by matching detection delay times. Note that in this thesis we define a
coincidence as being two detections that occur within a window of 3 ns, unless otherwise
stated.
If we instead plug the signal fibre into a 50-50 fibre beamsplitter (Gooch & Housego [51])
and then into the APDs, we can measure the triggered g(2)(0) of the signal photon. We
find that the g(2)(0) depends near-linearly on the amount of 400 nm pump power used, see
Fig. 2.14. For a two-photon downconverted state of the form |ψ〉 = √1− p∑∞n=0 p1/2|nn〉,
where p is the probability of producing a photon pair, a heralded g(2)(0) measurement
takes the form 2p(2+p)/(1+p)2. As the pump power increases so does p, and higher-order
terms in the downconverted state contribute more to g(2)(0). At the pump power used in
the memory experiments, we measure g(2)(0) = 0.04 out of the source, heralded by the
55
0 200 400 600 800 1000 1200
0.0
0.2
0.4
0.6
Power (mW)
g
(2
)
(0
)
Figure 2.14: The g(2)(0) of the signal photon, triggered by the detection of the idler
photon. As the pump power is increased the amplitude of the next-order term in the
downconversion state grows, thereby increasing g(2)(0). For a downconverted state of the
form |ψ〉 = √1− p∑∞n=0 p1/2|nn〉, the heralded g(2)(0) = 2p(2 + p)/(1 + p)2.
detection of the 895 nm photon.
If we plug each fibre into a spectrometer (Princeton Instruments [52]) we can measure
the spectrum of each photon. The signal and idler photon spectra are shown in Fig. 2.15
as well as the pump spectrum.
2.6.6 Temporal compensation for polarization entanglement
Downconversion sources have been the workhorses for studying entanglement in quan-
tum optics experiments. Since the first bright SPDC sources of entangled photons [45]
their use has become ubiquitous. Our source produces entangled photon pairs by making
the two possible paths in which downconversion can occur indistinguishable: a vertically-
polarized pump downconverts to two horizontally-polarized photons in the first crystal,
or a horizontally-polarized pump downconverts to two vertically-polarized photons in the
second crystal. However, due to different group velocities for the two polarizations these
two processes can occur at very different times. The group velocity v
(i)
g for polarization i
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Figure 2.15: A 400 nm, 1.3 full width at half maximum, pump beam downconverts to
broadband signal and idler photons at 723 nm and 895 nm wavelengths. The signal and
idler are both spectrally filtered resulting in wavelength spreads of approximately ≈ 5 nm
and ≈ 12 nm respectively.
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400 nm pump power 300 mW
Coincidence rates (Hz) 31000
g(2)(0) of signal photon 0.04
Entangled state rates in HH basis (Hz) 8000
Fidelity of entangled state with |Φ+〉 0.939
Concurrence 0.912
Table 2.3: Photon source statistics. Each of these numbers was measured while the source
was integrated in the memory experiment. As such the signal photon was first spatially
filtered in a 7 cm fibre, traversed the diamond memory setup, collected again into single-
mode fibre and then detected. This decreased rates significantly. Also important to note
here is that all of the laser power is used to pump the photon source, where as in the
memory experiments 1.4 W of laser power is used for control beams.
can be calculated as
v(i)g (λ) =
c
ni(λ)− λ ∂∂λni(λ)
. (2.135)
The group velocity mismatch (GVM) is then the difference between group velocities for
ordinary and extraordinary polarizations, 1/v
(o)
g − 1/v(e)g , which has units fs of walkoff per
mm of material. Using the Sellemeier equations for BBO (Eq. 2.128 and coefficients from
Table 2.6.3) we find the GVM for 723 nm light to be 105 fs/mm. If we assume that both
of the downconversions occur in the centre of each crystal then we can find the timing
difference between the two processes, and therefore how much temporal compensation is
needed.
In the first crystal a vertically (extraordinarily) polarized 400 nm pump travels 1/2 mm
(on average) before splitting into horizontally (ordinarily) polarized 723 nm and 895 nm
photons. The downconverted photons travel the remaining 1/2 mm with the ordinary
polarization, but are extraordinarily polarized in the second crystal. The other case is that
a horizontally polarized pump, ordinary in the first crystal, travels 1/2 mm into the second
crystal before downconverting to two ordinarily polarized 723 nm and 895 nm photons. The
timing difference between these two processes is not the same for 723 nm and 895 nm. For
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Figure 2.16: Tomographic measurements can be made on a two-photon polarization state,
using half- and quarter-waveplates (HWP and QWP) followed by a projective measurement
by a polarizing beamsplitter (PBS). Photons are then collected in single-mode fibre and
detected in coincidence.
723 nm we find the difference to be 1/v
(o)
g (400 nm)− 1/v(e)g (723 nm)) = 412 fs. For 895 nm
the difference is 1/v
(o)
g (400 nm) − 1/v(e)g (895 nm) = 445 fs. This means we cannot entirely
compensate for the temporal walkoff beforehand, but an additional correction is required
after the 723 nm and 895 nm photons are separated. We place 1 mm of αBBO and 2 mm
of quartz in the 400 nm beam, which have GVM of 522 fs and 76 fs of birefringent walkoff
respectively (see Ref. [46] for Sellemeier coefficients). This compensates very nicely for the
895 nm light, but we have an additional 33 fs to deal with for the 723 nm light. This is very
nicely accomplished with a 1 mm quartz crystal.
We have successfully compensated for the temporal walkoff in the entangled photon
source. (Strictly speaking there is also spatial walkoff in the crystals but it is small enough
that we can neglect it.) With balanced coupling efficiencies, i.e., the downconversions from
each crystal are detected with equal rates, we have a polarization entangled state of the
form (|HH〉+ eiφ|V V 〉)/√2. We can set the phase φ to zero by placing a waveplate at 0◦
in one arm and tilting it to adjust the delay between horizontal and vertical polarizations.
We can perform tomographic measurements using a combination of half- and quarter-
waveplates and a polarizing beamsplitter before detecting them on APDs (see Fig. 2.16).
By reconstructing the two-qubit density matrix using the maximum likelihood techniques
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discussed in Chapter 1, we find a state that has 0.939 fidelity with the maximally entangled
state, and has a concurrence of 0.912. The real part of the density matrix for this state is
shown in Fig. 6.5(a).
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Chapter 3
Quantum memories
In order to realize quantum technologies using photons there are a number of practical
devices that will be required. We have already discussed photon sources and detectors
in Chapter 2. Another essential component is the frequency converter; many photonic
components (e.g., fibre optics, waveplates, detectors) are optimized for different optical
frequencies which the same qubit must travel through. Finally, we will require a quantum
memory, a buffer for a single photons. A quantum memory stores a photon and releases it
on demand, preserving its encoded quantum information. By reversibly mapping between
propagating and stationary qubits, a quantum memory allows for the synchronization
of distant or spontaneous events. Quantum memories are key enablers for deterministic
photon sources, long-distance quantum communication [53, 54], and much more.
In this chapter we will first give an introduction to quantum repeaters, the traditional
use for a quantum memory. We will then overview some of the myriad of methods to
implement quantum memories in different physical systems. Lastly, we will discuss some
additional applications that quantum memories can be useful for.
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3.1 Quantum repeaters
The chief goal of quantum communication [55] is to distribute unknown quantum states
between distant or disparate parties. The successful sharing of quantum information across
a widespread network enables disruptive quantum technologies such as quantum cryptog-
raphy [56, 57]. However, imperfect transmission across quantum channels prevents the
faithful communication of fragile quantum states. Just as for the transmission of classical
data, there are physical limits on the distance quantum information can be sent before it
degrades beyond recovery. Long-distance classical transmissions, either radio or optical,
use devices called repeaters to amplify signals that have grown weak. Unfortunately, a
simple analogue for quantum transmissions does not exist. While strategies such as her-
alded quantum amplifiers [58] and qubit certification [59] are active fields of research, here
we will discuss quantum repeaters based on entanglement swapping [53, 60].
The goal of quantum repeaters is to establish a long-distance entanglement link by
connecting many shorter links together. A quantum memory is crucial component to
the quantum repeater, storing entangled qubits to be synchronized with those arriving at
different times from other locations. With a shared entangled state, quantum states can
be transferred using quantum teleportation [61, 62] outlined below.
3.1.1 Quantum teleportation
The simplest version of the teleportation protocol goes as follows: Alice wishes to send a
qubit |ψ〉A = α|0〉A + β|1〉A to Bob. They share the maximally entangled state, |Φ+〉A′B =
(|00〉A′B + |11〉A′B)/
√
2. Here the subscripts A and A′ refer to Alice’s subsystems and B
refers to Bob’s.
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Figure 3.1: If Alice and Bob share the entangled state |Φ+〉, Alice can teleport her qubit
|ψ〉 to Bob by performing a Bell state measurment (BSM) with her qubit and half of the
entangled pair, communicating the result to Bob. Bob then performs a simple correction
to recover the qubit |ψ〉.
Writing out the whole system and rearranging term, we get:
|ψ〉A|Φ+〉A′B = (α|0〉A + β|1〉A)(|00〉A′B + |11〉A′B)/
√
2 (3.1)
=
1√
2
(α|0〉A|00〉A′B + α|0〉A|11〉A′B + β|1〉A|00〉A′B + β|1〉A|11〉A′B)
=
1
2
[(|Φ+〉AA′ + |Φ−〉AA′)α|0〉B + (|Ψ+〉AA′ + |Ψ−〉AA′)α|1〉B
+(|Ψ+〉AA′ − |Ψ−〉AA′)β|0〉B + (|Φ+〉AA′ − |Φ−〉AA′)β|1〉B]
=
1
2
[|Φ+〉AA′(α|0〉B + β|1〉B) + |Φ−〉AA′(α|0〉B − β|1〉B)
+|Ψ+〉AA′(α|1〉B + β|0〉B) + |Ψ−〉AA′(α|1〉B − β|0〉B)]
=
1
2
[|Φ+〉AA′ |ψ〉B + |Φ−〉AA′σz|ψ〉B + |Ψ+〉AA′σx|ψ〉B + |Ψ−〉AA′σxσz|ψ〉B]
What we see here is that when Alice looks at her two-qubit state in the Bell basis, Bob’s
state looks like Alice’s original state |ψ〉 (up to a unitary correction). Alice can then
perform a Bell measurement on her two-qubit state and communicate her result to Bob
with two classical bits a and b. (She would label the measurement outcomes as follows:
|Φ+〉 → a = 0, b = 0; |Φ−〉 → a = 0, b = 1; |Ψ+〉 → a = 1, b = 0; |Ψ−〉 → a = 1, b = 1).
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Figure 3.2: Two possible Bell state analyzer setups using linear optics. Using a 50-50
beamsplitter, setup (a) can distinguish |Ψ+〉 and |Ψ〉 from one another and from the other
two Bell states. Setup (b) can distinguish |Φ+〉 and |Φ〉 from each other and from the other
two.
Bob then performs the correction σaxσ
b
z on his qubit to map it back to the intended |ψ〉.
Then, with shared entanglement and just a classical communication, Alice can “teleport”
her qubit to Bob.
Bell state measurements
In order to enact the teleportation protocol we require a Bell state measurement, i.e., a two-
qubit measurement which projects onto the Bell state basis {|Φ+〉, |Φ−〉, |Ψ+〉, |Ψ−〉}. This
could be done using a controlled-NOT gate (|i, j〉 → |i, i⊕ j〉, for i, j ∈ {0, 1}). However,
in the absence of a deterministic controlled-NOT gate using linear optics, we typically use
Bell state analyzers which can only distinguish two out of the four Bell states at a time.
The first Bell analyzer, shown in Fig. 3.2(a), can distinguish |Ψ−〉 and |Ψ+〉, but cannot
distinguish between |Φ+〉 and |Φ−〉. The two polarization qubits being measured, in modes
a and b, are incident on a 50-50 beamsplitter at the same time. If they are spectrally
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indistinguishable, so that they undergo HOM interference, the |Ψ−〉, |Ψ+〉 and |Φ±〉 Bell
states behave differently,
|Ψ−〉a,b = 1√
2
(|HV 〉a,b − |V H〉a,b) (3.2)
=
1√
2
(
aˆ†H bˆ
†
V − aˆ†V bˆ†H
)
|00〉 (3.3)
→ 1√
2

(
cˆ†H + dˆ
†
H
)
√
2
(
dˆ†V − cˆ†V
)
√
2
−
(
cˆ†V + dˆ
†
V
)
√
2
(
dˆ†H − cˆ†H
)
√
2
 |00〉 (3.4)
=
1√
2
(
cˆ†H dˆ
†
V − cˆ†V dˆ†H
)
|00〉 (3.5)
|Ψ+〉a,b = 1√
2
(|HV 〉a,b + |V H〉a,b) (3.6)
→ 1√
2
(
dˆ†H dˆ
†
V − cˆ†H cˆ†V
)
|00〉 (3.7)
|Φ±〉a,b = 1√
2
(|HH〉a,b ± |V V 〉a,b) (3.8)
→ 1
2
√
2
[
±(cˆ†H)2 ∓ (cˆ†V )2 ∓ (dˆ†H)2 ± (dˆ†V )2
]
|00〉 (3.9)
The |Ψ−〉 state anti-bunches at the beamsplitter, whereas the other three states bunch.
Notice from above that with polarizing beamsplitters in modes c and d, followed by detec-
tion in each port, we can distinguish between |Ψ−〉 and |Ψ+〉. The |Ψ−〉 state will produce
coincidence detections between c and d whereas the |Ψ+〉 state will give coincidence detec-
tions between the two polarization ports within c and d. Also notice that both the |Φ+〉
and |Φ−〉 states do not produce coincidences and so we cannot tell them apart.
To distinguish between |Φ+〉 and |Φ−〉 we can use a different setup, shown in Fig. 3.2(b).
The initial beamsplitter is now polarizing
(
aˆH → cˆH , aˆV → dˆV , bˆH → dˆH , bˆV → −cˆV
)
, and
we add half-waveplates at 22.5◦ to perform the polarization measurement in the diagonal
basis. It can be shown, similar to above, that |Φ+〉 will result in coincidence detection
between c and d modes, |Φ−〉 will result in coincidence detection in the two polarization
ports c or d, and that the |Ψ±〉 states will not produce coincidences.
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Figure 3.3: With two entangled states, one entangling modes A and B and the other
entangling modes C and D, we can “swap” the entanglement to modes A and D by
performing a Bell state measurement on modes B and C. Entanglement swapping is
identical to the teleportation protocol where the state to be transmitted is one photon of
an entangled pair.
3.1.2 Entanglement swapping
Fig. 3.3 shows the basic concept of entanglement swapping. Suppose we have two separate
sources of entangled photon pairs, each producing the state |Φ+〉 in modes A,B and C,D.
We send one photon from each pair, say modes B and C, to a midpoint between the source
where they are jointly measured in the Bell basis. By rewriting the 4-qubit state as a
collection of A,D and B,C modes we can see the effect,
|Φ+〉AB|Φ+〉CD = 1
2
(|HH〉AB + |V V 〉AB) (|HH〉CD + |V V 〉CD) (3.10)
=
1
2
(|Φ+〉AD|Φ+〉BC + |Φ−〉AD|Φ−〉BC
+|Ψ+〉AD|Ψ+〉BC + |Ψ−〉AD|Ψ−〉BC). (3.11)
By performing a Bell state measurement on modes B and C, entanglement is swapped
to be between modes A and D. The result of the Bell state measurement tells us which
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Figure 3.4: The quantum repeater architecture. Entanglement swapping steps generate
long distance entanglement between photons that never interacted. Spatially separated
entangled photon sources send each of their photons to entanglement swapping stations.
In order to synchronize photons coming from separate source each node (grey circles) have
a quantum memory. Before entanglement swapping (steps implied by black arrows) an
entanglement purification step is required between existing entangled links.
entangled state A and D share. In this way, two photons that have never interacted
become entangled and two distant parties now share an entangled state. The concept of
entanglement swapping is identical to teleportation where the qubit to be teleported is one
half of an entangled pair. In principle this process can be extended to arbitrary distance,
and, along with intermediary steps of entanglement purification [8, 63, 64], help constitute
a quantum repeater, see Fig. 3.4.
Due to the practical limitations of entangled photon sources, e.g., spontaneous emission
and loss, photons from separate sources will in general not arrive at entanglement swapping
nodes at the same time. This matters a great deal since entanglement swapping requires
that the interfering photons be temporally and spectrally indistinguishable. In order syn-
chronize incoming photons we need to be able to reversibly map between stationary and
“flying” qubits. This is the role of a quantum memory. Quantum memories map pho-
tonic qubits onto a material or atomic excitation which can be re-addressed when needed,
e.g., for the entanglement swapping step. Before discussing various ways to implement a
quantum memory, we will overview another example of how they can be used in quantum
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Figure 3.5: The DLCZ scheme. Alice and Bob both have atomic ensembles. An incident
laser on each ensemble stimulates the emission of a single photon and creates an atomic
spin wave. When Alice and Bob’s generated photons interfere on a 50-50 beamsplitter a
photon detection heralds entanglement between their atomic spin waves.
communication.
3.1.3 DLCZ scheme
Duan, Lukin, Cirac and Zoeller (DLCZ) [54] introduced a scheme to establish an entangled
link between two parties, Alice and Bob, which realizes a quantum repeater. Suppose Alice
and Bob each have an atomic ensemble which when stimulated with a laser, generate long-
lived excitations and forward propagating single photons (see Fig. 3.5). This process is
governed by an interaction Hamiltonian
Hdlcz = ~
√
NaΩgc
∆
Sˆ†aˆ† + h.c (3.12)
where Na is the number of atoms in the ensemble, Ω is the Rabi frequency of the laser, gc is
a light-atom coupling constant, ∆ is the frequency detuning from resonance (see the inset
in Fig. 3.5), and Sˆ† is the creation operator for the atomic spin wave. This Hamiltonian
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is of similar form to that in Section 2.6 in that a squeezed state is generated between two
modes. If both Alice and Bob’s atomic clouds undergo this interaction Hamiltonian their
joint quantum state, initially the atomic ground state and vacuum |g, 0〉, evolves to
|ψ〉AB = e− i~HAdlcz |g, 0〉A ⊗ e− i~HBdlcz |g, 0〉B (3.13)
=
(
1− iκSˆ†Aaˆ† + ...
)
|g, 0〉A ⊗
(
1− iκSˆ†Bb† + ...
)
|g, 0〉B (3.14)
= |g, 0〉A|g, 0〉B − iκ
(|s, 1〉A|g, 0〉B + eiφ|g, 0〉A|s, 1〉B) (3.15)
where κ =
√
NaΩgc/∆, and we have assumed Alice and Bob have identical ensembles for
simplicity. We have also neglected terms of higher order than κ2. Notice that we used bˆ†
for Bob’s photon creation operator. Now suppose that Alice and Bob both direct their
generated photons, in modes a and b respectively, to a 50-50 beamsplitter. After the
beamsplitter the state in Eq. 3.15 becomes, where we have post-selected out the lowest-
order term,
κ
(
Sˆ†Aaˆ
† + Sˆ†B bˆ
†
)
|g, 0〉A|g, 0〉B → κ√
2
[
Sˆ†A
(
cˆ† + dˆ†
)
+ eiφSˆ†B
(
dˆ† − cˆ†
)]
|g〉A|g〉B|00〉cd
(3.16)
=
κ√
2
[
(|s〉A|g〉B − eiφ|g〉A|s〉B) |10〉cd
+
(|s〉A|g〉B + eiφ|g〉A|s〉B) |01〉cd]. (3.17)
A detection in either the c or d mode then entangles Alice and Bob’s atomic ensembles in
one of two possible states. This protocol has been realized experimentally in many physical
systems [65, 38, 66, 67, 68]. We can imagine that, when ready, each atomic ensemble can
be transitioned back to its ground state with a second laser beam, emitting an anti-Stokes
photon which can be furthered manipulated or distributed. What we have then is a method,
using a quantum memory, to generate long-distance entanglement between two parties. We
now turn to a discussion of some specific examples of quantum memories.
3.2 Implementations of quantum memories
In this section we overview various implementations of quantum memories. For the context
of this thesis we will be interested in evaluating quantum memories with a few specific
69
figures of merit. The first is the efficiency of the memory, i.e., the probability that a
photon incident on the memory is stored and retrieved at a later time. Next we look
at the storage time of the memory. We also look at the bandwidth of the stored light.
The multiplication of these two figures, the time-bandwidth product, tells us how many
coherence times a photon is stored for, or to put it another way, how many operational
time-bins a photon can be mapped between. Lastly, we’ll look at the state fidelity of
qubits retrieved from the memory. We require that this fidelity be above 2/3 [69] to ensure
that the quantum memory outperforms a classical measurement-and-resend strategy (see
Appendix D).
As we will soon see, certain quantum memory implementations will be better-suited to
long-distance communication than others. In Section 3.3 we will discuss other potential
applications for quantum memories besides quantum repeaters. Refs. [70, 71, 72] give
excellent overviews of the broad field of quantum memories. In what follows we discuss
various implementations of quantum memories giving a brief cross section of their current
state of development.
3.2.1 Electromagnetically-induced transparency
Electromagnetically-induced transparency [43, 73] (EIT) is the quantum effect where the
presence of a strong laser field in a medium can drastically change the absorption profile
of that medium. A signal field in resonance with an absorption line can, when the control
field is present, fly through the medium unabsorbed. Instead the signal will experience a
large reduction in group velocity, leading to the slow light phenomenon. When the control
field is slowly turned off the signal field remains in the medium, storing the light. It can
be retrieved by ramping up the control field again to induce transparency. The interaction
Hamiltonian for the Λ-level system shown in Fig. 3.6(a) is given by the electric dipole
coupling −~d · ~E,
HEIT = −~
2
 0 0 Ωs0 0 Ωc
Ω∗s Ω
∗
c −2∆
 (3.18)
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Figure 3.6: The EIT quantum memory scheme. (a) The Λ-level diagram for the storage
medium. A signal field and strong control field are in near-resonance (detuning ∆) with
the energy level |2〉. (b) The eigenstates of the interaction Hamiltonian. With the control
field present, |2〉 splits into two levels |+〉 and |−〉, with a splitting related to the Rabi
frequencies Ωs and Ωc. (c) The signal pulse to be stored is long in duration but, (d), is
compressed by the EIT effect in the medium. With the signal pulse inside the medium the
control field is turned off, stopping the signal. (e) When the control field is turned back
on the signal pulse continues to propagate.
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in the basis {|0〉, |1〉, |2〉}, where |0〉 = (1, 0, 0)T (here T is the transpose), ∆ is the detuning
of the signal and control fields from resonance with |2〉. The Rabi frequencies, Ωs and Ωc,
the signal and control fields are defined as Ωj = ~d ·Ej/~, where ~d is the dipole moment for
the corresponding transition. The eigenvalues (E0, E+, E−), and respective eigenvectors
(|ψ0′〉, |ψ+〉, |ψ−〉), of the interaction Hamiltonian are
E0 = 0, |ψ0′〉 = − sin θ|0〉+ cos θ|1〉 (3.19)
E+ =
~
2
(
∆s +
√
∆2 + |Ωs|2 + |Ωc|2
)
, |ψ+〉 = sin θ sinφ|0〉+ cos θ sinφ|1〉+ cosφ|2〉
E− =
~
2
(
∆s −
√
∆2s + |Ωs|2 + |Ωc|2
)
, |ψ−〉 = sin θ cosφ|0〉+ cos θ cosφ|1〉 − sinφ|2〉
where tan θ = Ωc/Ωs and tanφ =
√
Ω2s + Ω
2
c/(∆ +
√
∆2 + |Ωs|2 + |Ωc|2). We can see here
that due to the presence of the control field the energy level |2〉 splits into two energy
levels |+〉 and |−〉; the levels are split by energy ~√∆2 + |Ωs|2 + |Ωc|2. We assume that
∆ ≈ 0 so that the signal field is resonant with |2〉 and absorbed when no control field is
present. However, the effect of the control field is a splitting of |2〉 into two separate levels
so that the signal field is no longer in resonance with an absorption line. The medium is
now transparent to the signal field provided a large enough splitting, which is determined
by the control field Rabi frequency.
The absorption profile then changes from a peak centred on E2 (energy eigenvalue of
|2〉) to having two sharp peaks at energies E+ and E− with zero absorption at E2. By
the Kramers-Kronig relation any features in the absorption profile produces features in
the dispersion relation. Hence there will be a steep positive slope through E2 indicating a
very low group velocity. The consequences of this are as follows. As the signal propagates
into the medium its pulse contracts such that, though the pulse was initially much longer
than the medium to ensure coupling to the atomic line |2〉, it can now entirely fit within
the medium. Once it has fully entered the medium we can ramp down the control field,
returning the energy spectrum and absorption profile to its original configuration. This
traps the signal pulse inside the medium. To retrieve the pulse the control field is ramped
up, inducing transparency, and freeing the signal.
Quantum memory experiments based on EIT have been performed using cold atomic
ensembles [38, 67, 74], warm vapours [27, 75] and solid state media [76]. Experimenters
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Figure 3.7: The photon echo phenomenon. (a) A photon is absorbed into an ensemble of
two-level atoms with ground states |g〉 and excited states |e〉j. The photon has a different
different detuning δj from each atom’s transition. (b) Once the photon is absorbed the
different excitation frequencies each dephase at a different rate, but (c) after a time t the
frequencies rephase causing (d) the re-emission, or echo, of the photon.
have demonstrated non-classical light storage [38, 75], as well as the storage of entangled
photons [67, 74]. The bandwidth of the stored signal field is typically limited to MHz,
though slowed light with ultra-broadband pulses has recently been demonstrated [77].
Single-photon demonstrations have shown storage times up to 0.5µs [38] with efficiencies
as high as 10% [75]. Demonstrations where one photon of an entangled pair is stored have
shown efficiencies up to 17% [67] and have shown violations of Bell’s inequality for up to
200 ns of storage time, keeping an average state fidelity of approximately 0.92 [74]. With
a photon spectrum 5 MHz wide this results in a time-bandwidth product of 1.
3.2.2 Photon echo memories
The photon echo phenomenon [78] has produced a few strategies for photon storage. The
typical context for photon echoes is an ensemble of two-level atoms. Suppose the N -atom
ensemble is initially prepared in its ground state |ψ0〉 = |g1...gN〉. After the absorption of
a photon, travelling through the ensemble along the z direction, the state of the ensemble
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becomes
|ψ1〉 =
∑
j
cje
i(kzj−δjt)|g1...ej...gN〉, (3.20)
where zj is the position of the j
th atom which has transitioned to the excited state |e〉,
and δj is its detuning from the photon frequency. Though the ensemble phase is initially
aligned with the photon wavevector k, this quickly changes since δj is different for each
atom. A photon echo occurs when these phases re-collect at a later time producing a
re-emission of the photon, see Fig. 3.7. There are two primary strategies by which the
initial distributions of detunings in the ensemble are engineered: continuous reversible
inhomogeneous broadening (CRIB); and atomic frequency combs (AFC).
First, let’s touch briefly on CRIB. Photon echo memories are typically implemented
with rare-earth doped crystals cooled to below 10K. The atomic line of interest has some
inhomogeneous broadening which can be removed by optically pumping atomic population
into an auxiliary level. This leaves a single absorption line which is then controllably
broadened using an electric (or in some cases magnetic) field applied across the medium
which prepares the initial distribution of spectral detunings. An incident resonant photon
whose bandwidth matches the broadening is then absorbed into the ensemble.
Next we need to perform some action to recall the photon from the ensemble. We
need to map the frequency detuning δj,1 → δj,2 such that between times t1 and t2 the
phase δj1t1 + δj2(t2 − t1) is constant across all atoms. One way to do this is by reversing
the direction of the electric field applied across the medium, mapping each detuning to
its negative. The detunings then rephase and the photon is emitted. Proof-of-principle
implementations of the CRIB memory have been performed [79]. In Ref. [29] a laser field,
attenuated to single-photon level, was stored for 2.6µs, and a memory efficiency of 69%
was demonstrated. With a 1.6 MHz bandwidth, this a gives time-bandwidth product of
4. Experiments using a gradient echo memory (GEM) [80] have used a Raman transition
between the excited state and a long-lived state to enable on-demand readout.
We now turn to atomic frequency comb memories [81]. A frequency comb is a set
of discrete, evenly spaced frequency elements (see Fig. 3.8). Starting with a naturally
inhomogeneously broadened ground state |g〉, the frequency comb is prepared with optical
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Figure 3.8: The AFC quantum memory scheme. A frequency comb with spacing ∆ is
prepared in the ground state |g〉 by removing atoms to an auxiliary state |aux〉 by optical
pumping. A photon impinging on the medium is absorbed, exciting one of the atoms in
the ensemble. A photon echo naturally occurs, and the photon re-released, after a storage
time of 2pi/∆. To increase, and control, the storage time a control field transitions the
atom to a long-lived state |s〉, freezing the dephasing process until the reverse transition is
performed.
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pumping to an auxiliary state |aux〉. Notice that here the comb is prepared by removing
atoms from an already broad absorption line, instead of by broadening a thin absorption
line, which was the case for CRIB. This means that the optical depth of each element
in the comb remains high, whereas the efficiency of CRIB suffers from spreading out the
remaining atoms. With a spacing of ∆ between each frequency comb element, an absorbed
photon will naturally echo after a time 2pi/∆. This is due to the discrete nature of the
frequency comb.
Both CRIB and AFC memories have the capability of storing high-dimensional time-
bin states [28], which makes them well-suited for quantum repeaters. The storage of
entangled time-bin qubits in an AFC memory has been demonstrated in recent years. One
demonstration [82] showed 21% memory efficiency over 200 ns of storage time with 120 MHz
bandwidth photons (time-bandwidth product of 24) and violating Bell’s inequality. Other
demonstrations [83, 84] showed 0.2% efficient storage with light of over 5 GHz bandwidth.
After a storage time was 7 ns (time-bandwidth product of 35), the retrieved state had a
fidelity of 0.954 with the entangled input state.
Since the photon echo automatically re-emits the photon after a predetermined time,
an additional action is required to have on-demand retrieval from an AFC memory. Some
of the doped crystals used have an additional, long-lived, storage state |s〉 addressable
with extra optical control fields. After absorption of the photon an applied pi-pulse drives
the transition |e〉 → |s〉, effectively freezing the evolution of the phase and preventing
the photon echo. By applying a second pi-pulse to drive the reverse transition, the re-
phasing continues from where it left off and the photon is re-emitted by the echo. This
complete version of the AFC storage protocol was recently demonstrated using heralded
single photons [85]. With 11% memory efficiency, a storage time of 4.5µs was observed for
2.3 MHz bandwidth photons giving a time-bandwidth product of 10.
3.2.3 Single atom in a cavity
Single Rubidium atoms are also a promising platform for quantum information process-
ing. (Ensembles of Rubidium atoms have also been shown, demonstrating single photon
storage up to ∼1 ms [39].) By trapping single atoms and exploiting their strong coupling
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with light fields, realizations of entangling quantum gates [86], non-destructive detection
of photons [87] and non-linear phase gates [88] have been shown. Additionally multiple
demonstrations of quantum memories have been shown. We will discuss two such imple-
mentations, which both use a single 87Rb atom trapped in a cavity, though in slightly
different fashions. Because these demonstrations couple light to hyperfine atomic lines the
photon bandwidths are necessarily narrow. The experiments discussed in this section all
use photon bandwidths < 1 MHz.
A first scheme
The first demonstration we discuss is that of Ref. [89], see Fig. 3.9. A single 87Rb atom
trapped in a cavity is prepared in the |F = 1,mF = 0〉 hyperfine level. An incoming
signal photon, which is resonant with the cavity frequency, has an arbitrary polarization
state |ψ〉 = α|L〉 + β|R〉. The left- and right-circular polarizations have spins along the
propagation direction z, which we label as follows: |L〉 = | ↑z〉 and |R〉 = | ↓z〉. Because of
this, they each couple to a different hyperfine level in the Rubidium energy structure. The
left-circular component couples to the Stark-shifted state |F ′ = 1,mF = +1〉, whereas the
right-circular state couples to |F ′ = 1,mF = −1〉. A pi-pulse from a control field, geometri-
cally perpendicular to the signal beam, stimulates a transition from the |F ′ = 1,mF = ±1〉
states to the long-lived states |F = 2,mF = ±1〉 for storage. The polarization state of the
photon is mapped to the spin polarization of the atom. For retrieval, another pi-pulse is
used to drive the reverse transition where either |F ′ = 1,mF = +1〉 or |F ′ = 1,mF = −1〉
decays back to the ground state accompanied by the re-emission of the photon with either
left- or right-circular polarization, respectively. Experimental demonstrations [89, 90] have
confirmed that re-emitted light is quantum in nature (i.e., g(2)(0) < 1), and have also
shown average qubit state fidelities 93%. A memory efficiency of 9.3% was reported with
a storage time of 184µs. With a bandwidth of ∼ 630 KHz, the time-bandwidth product is
116.
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Figure 3.9: Storage and retrieval scheme for a single 87Rb atom in a cavity (trapping
laser in grey) from Ref. [89]. (a) The atom is prepared in the |F = 1,mF = 0〉 state. An
incoming photon (blue) has a polarization state |ψ〉 = α|L〉+ β|R〉 that, when incident on
the atom-cavity system, transfers the populations of its right- and left-circular polarizations
to the |F ′ = 1,mF = 1〉 and |F ′ = 1,mF = −1〉 levels of the atom, respectively. A control
field (red) stimulates a Raman transition from the |F ′ = 1,mF = ±1〉 states to the long-
lived |F = 2,mF = ±1〉. (b) For retrieval, the control fields drive the reverse process, and
a photon is emitted from the cavity with the populations of its two polarizations preserved
by the memory.
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Figure 3.10: A second memory using a single atom in a cavity. (a) When preparing the
atom in the state | ↓az〉 it is not coupled to the cavity. A photon of any polarization enters
and exits the cavity without incident. (b) When the atom is prepared in | ↑az〉 and strong
coupling with the cavity mode occurs, the excited state |e〉 splits into two levels |e+〉 and
|e−〉. An incident photon with polarization |L〉 does not enter the cavity, but reflects off
of the first mirror, picking up a pi phase difference than the case in (a).
A second scheme
The second demonstration [91] exploits an energy level splitting given by the strong cou-
pling with the cavity to map the polarization state of a photon onto the atom. Uniquely,
the photon is not absorbed in this technique and is subsequently detected to herald the
quantum transfer to the atom. The three relevant energy levels in this scheme are the
hyperfine states |F = 1,mF = 1〉, |F = 2,mF = 2〉 and |F ′ = 3,mF = 3〉 which we label
| ↓az〉, | ↑az〉 and |e〉, respectively.
The cavity frequency is in resonance with the | ↑az〉 → |e〉 transition, up to a detuning
∆. The transition between | ↓az〉 and | ↑az〉 is accessible using additional control fields but is
uncoupled from the cavity. The simplified Hamiltonian for the coupled atom-cavity system
follows a Jaynes-Cummings form
HJC = Hatom +Hcavity +Hint (3.21)
= ~(ωc + ∆)|e〉〈e|+ ~ωcaˆ†aˆ+ ~g
(|e〉〈↑az |aˆ+ | ↑az〉〈e|aˆ†) (3.22)
where ~ωc is the energies of the cavity, and g is the coupling strength between the atom and
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cavity. The coupling strength g is proportional to the dipole moment of the atom, which
is very high for Rubidium. The coupling of the atom and cavity results a splitting of the
level |e〉 in to the dressed eigenstates |e+〉 and |e−〉 with an energy splitting ~√(2g)2 + ∆2.
By incorporating the cavity loss rate κ and atomic decay rate γ into the Lindblad master
equation, it can be shown [92] that the cavity lowering operator aˆ is
∂
∂t
aˆ(t) = −i[aˆ,HJC]−
(
i∆ +
κ
2
)
aˆ−√κaˆin(t) (3.23)
aˆout(t) ≈ i∆− κ/2
i∆ + κ/2
aˆin(t) (3.24)
where aˆin and aˆout mark the input and output photon modes respectively. There are now
a few cases to work through. First, when the atom is prepared in the uncoupled state | ↓az〉
the Hamiltonian in Eq. 3.23 is irrelevant. If the detuning ∆ ≈ 0, Eq. 3.24 gives aˆout ≈ −aˆin.
The same is true when the atom is initially in | ↑az〉 but the polarization of the incoming
photon is orthogonal, | ↓pz〉 = |R〉. In these cases the output light has a pi phase shift from
the associated input.
The last case to look at is where the atom is prepared in | ↑az〉 and the incoming
photon is left-circularly polarized, | ↑pz〉 = |L〉. Here the level |e〉 splits into |e+〉 and |e−〉
separated by ∼ 2g. The relevant detuning ∆ is then close to the coupling strength g. The
strong coupling regime is defined as where g  κ, in which case we get from Eq. 3.24 that
aˆout ≈ aˆin. Effectively, the photon never enters the cavity but reflects off of the first mirror.
Importantly, the output light does not pick up the pi phase shift here, distinguishing it from
the other cases. This effect is the basis for building a controlled-phase gate in Ref. [86].
To use this as quantum memory we can initialize the atom in the superposition | ↓ax〉 =
(| ↑az〉 − | ↓az〉)/
√
2. An incident photon with arbitrary polarization |ψp〉 = α|H〉 + β|V 〉,
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undergoes the transformation
|ψp〉| ↓ax〉 = α
(|L〉+ |R〉)√
2
(| ↑az〉 − | ↓az〉)√
2
+ β
(|L〉 − |R〉)√
2
(| ↑az〉 − | ↓az〉)√
2
(3.25)
→ α
2
(|L〉| ↑az〉+ |L〉| ↓az〉 − |R〉| ↑az〉+ |R〉| ↓az〉)
+
β
2
(|L〉| ↑az〉+ |L〉| ↓az〉+ |R〉| ↑az〉 − |R〉| ↓az〉) (3.26)
=
α√
2
(i|V 〉| ↑az〉+ |H〉| ↓az〉) +
β√
2
(|H〉| ↑az〉+ i|V 〉| ↓az〉) (3.27)
=
1√
2
(|H〉σx|ψa〉+ |V 〉|ψa〉) (3.28)
where the atomic qubit is |ψa〉 = α| ↑az〉+ β| ↓az〉. The photon can then be measured in the
computational basis, transferring the qubit on the atomic spins. The σx correction for the
atomic can be applied with optical control pulses.
This memory, of all the examples we look at in this chapter, is unique in that the
photon itself is not absorbed by the medium but simply transfers its quantum information.
Therefore, in order to retrieve the qubit from the memory we need another photon to be
incident on the memory. By a similar protocol, an incoming photon prepared as (|H〉 +
|V 〉)/√2, together with the atom in the state |ψa〉 will be transformed to
(|H〉+ |V 〉)√
2
→ 1√
2
(|ψp〉| ↑ax〉+ σx|ψp〉| ↓ax〉) (3.29)
A measurement of the atom, using fluorescence, transfers the qubit back on to a photon.
The photon-to-atom state mapping was demonstrated with 39% efficiency and 0.86 state
fidelity. The reverse process, atom-to-photon, was 69% efficient with fidelity of 0.88, giving
a projected overall efficiency of 27%. These were performed as separate experiments and
so the storage time was not studied.
3.2.4 Off-resonant Raman memories
The off-resonant Raman memory scheme uses an atomic ensemble, or solid-state medium,
with a Λ-level energy structure. Since the diamond quantum memory is in this category
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Figure 3.11: The off-resonant Raman quantum memory. (a) The energy structure of
a Raman memory. The signal and control fields are in two-photon resonance with the
storage state |1〉. Large detuning ∆ from the intermediate state |2〉, in conjunction with
large energy splitting between |0〉 and |1〉, allow for the storage of broadband signal photons.
(b) A write control pulse absorbs a signal photon in the medium via the Raman transition.
A read pulse later retrieves the photon from the medium by the reverse transition.
we will discuss this system in depth in Chapter 4. As we will see (also refer to Appendix E)
the dynamics of this system [93] are similar to those for the EIT memory. The essence of
the scheme goes as follows (see Fig. 3.11). The memory ensemble of N atoms is initially
prepared with each atom in its ground state |01...0N〉. An incoming signal photon which,
along with a strong control field, is in two-photon resonance with the storage state |1〉.
The ensemble is then transitioned to the superposition over all atoms
|ψ1〉 =
∑
j
cje
ikjz|01...1j...0N〉, (3.30)
where the jth atom is at position z. Notably in this scheme the signal photon and control
field are far-detuned from the excited intermediate state |2〉. This large detuning, ∆,
together with a large energy splitting the ground and storage states, allows for large signal
bandwidths to be stored. The Raman coupling of the light, which is a function of the
dipole moment of the medium and the strength of the control field, must then be large to
overcome decreased efficiency with large ∆. A strong control pulse, called the write pulse,
stimulates the Raman transition which absorbs the signal photon. After an on-demand
storage time the reverse transition is driven by a read pulse, retrieving the photon. The
input and output photons are often in the same spatial mode, in which case they can be
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distinguished with either detection timing or polarization. It is also possible to retrieve
the photon in the reverse propagation direction.
The first demonstration of a Raman quantum memory used room-temperature Ce-
sium atomic vapour [30]. An initial experiment [94] showed single-photon-level storage
of 1.5 GHz bandwidth light for 4µs with a memory efficiency of 30%. This gives a time-
bandwidth product of 6000. Polarization states using single-photon level pulses were stored
with 8% efficiency and a process fidelity of 0.86 for 1.5µs of storage. More recent exper-
iments [95] have used Cesium vapour trapped in a hollow-core fibre to increase coupling
strength, with efficiencies as high as 27% at the single-photon level. Strategies to charac-
terize [96] and reduce [97] noise in the memory have also been investigated.
A Raman memory using the vibrational states of hydrogen molecules was also recently
demonstrated [31]. The memory stored attenuated laser pulses, with bandwidth exceeding
over 4 THz, for up to 1 ns with an efficiency of 18%. This gave a time-bandwidth product
of ∼4000.
Another demonstration of a Raman quantum memory [98] has shown storage of single
photons as well as polarization-entangled photons in an ensemble of trapped Rubidium
atoms. A Bell inequality was violated with retrieved light and a fidelity of 0.85 with the
input state was measured. An efficiency of ∼21% was reported for 140 MHz bandwidth
light with a storage time of 1.4µs, giving a time-bandwidth product of 196.
3.3 Beyond long distance applications
In this section we explore applications of quantum memories beyond the traditional use
for synchronization of entanglement swapping in quantum repeaters. Specifically we will
look at their use in controlling the spectral-temporal modes of single photons, and their
use in recent quantum information processing protocols. A helpful review for this subject
is Ref. [72].
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3.3.1 Optical signal processing
Quantum frequency conversion [99] is the act of changing the centre frequency of a photon
while preserving its quantum nature; this also implies preserving the state of any quan-
tum information encoded in the photon. Large frequency shifts are desirable for coupling
components that function optimally at disparate optical frequencies, e.g., fibre optic ca-
bles and coupling to atomic systems. Meanwhile, small frequency shifts can be useful for
wavelength-division multiplexing. Both small [100, 101] and large [102, 103, 104, 105, 106]
frequency shifts, as well as bandwidth manipulation [107], have been demonstrated with
second- and third-order nonlinear optical materials. However, for full control over spectral
and temporal modes a single photon buffer is required, i.e., a quantum memory.
Some implementations of quantum memories have shown the dual functions of storage
and spectral conversion, providing an avenue towards full spectral-temporal control. Mem-
ories based off of photon echo techniques have capability for manipulation of the frequency
and bandwidth of a stored photon [108, 109]. In Ref. [108] a weak coherent signal field was
frequency converted over a ∼1 MHz range. In Ref. [109] a stored input photon pulse could
be compressed or stretched for arbitrary re-shaping. Raman memories have also been pro-
posed as means to convert the centre frequency and bandwidth of the stored photon [93].
This is the main result of Chapter 7. As we will see, by changing the spectrum of the
read pulse, the spectrum of the retrieved photon follows correspondingly, to within phase
matching conditions.
Mapping between temporal modes
By reversibly mapping between stationary and flying qubits, quantum memories naturally
act as a means to re-arrange temporally, or time-bin, encoded quantum states. Some
quantum memories have shown the capability to perform arbitrary sorting of temporal
modes as a built in function [80]. Through directional flips of the external magnetic
field, which controls the photon echo, the retrieval times of each input time-mode can be
controlled.
For Raman memories, the failure mode of the write process is simply the transmission
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of the signal photon through the medium. Similarly once stored, if the read process fails
the material excitation remains and a photon is not re-emitted. We can then think of
the storage and retrieval operations in a quantum memory as beamsplitters between the
optical and storage modes. With multiple read pulses we can then distribute a stored
photon over multiple time-bins. Ref. [110] demonstrated this concept with the use of the
Cesium vapour memory as a beamsplitter network between time-bins. In Chapter 8 we
demonstrate the use of a quantum memory as the beamsplitter between photons in separate
temporal modes.
3.3.2 Quantum information processing
Linear-optical quantum computing requires a two-photon entangling gate that is inher-
ently probabilistic [41]. In order to synchronize these gates with parallel processes storage
of the photons in a quantum memory is necessary. Also, by storing the successful output
of probabilistic gates quantum memories allow repeat-until-success strategies to be used,
enhancing the success rate of the computation. In a similar fashion quantum memories can
store the output of inherently spontaneous photon sources, such as those based on sponta-
neous parametric downconversion, for later use. This counteracts the probabilistic nature
of photon sources and allows parallel sources to be synchronized providing a more efficient
avenue to building high photon number states [111]. Controllable, high-fidelity light-matter
interactions, which quantum memories fall under the umbrella of, are highly useful for the
development of quantum information processors. We have already discussed one quantum
memory, a single Rubidium atom in a cavity, that doubles as both an entangling gate and
a non-destructive photon detector.
In recent years there have been proposals for quantum information processing that
require the use of quantum memories [112, 113, 114]. A protocol introduced in Ref. [112]
gives a technique for performing a universal set of quantum gates on optical time-bin qubits
propagating in a single spatial mode. The technique requires arbitrary control of time-bin
ordering, which has been demonstrated with quantum memories [80]. By appropriately
shuﬄing time-bins they can be coupled, using the polarization degree of freedom, by a
waveplate. Single-qubit operations can be implemented with some ease, and an entangling
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Figure 3.12: N signal frequencies, each having detuning ∆i from the excited state |2〉
are each mapped to the storage mode |1〉 by complementary controls fields. Information
carried between the signal frequency modes can mapped to the coherences between levels
|0〉 and |1〉 in a series of quantum memories. By tuning the control fields for each mode, an
arbitrary quantum logic gate can be performed on the frequency-multiplexed information.
gate can be implemented using ancilla photons, mode couplings and post-selection [41].
Arbitrary quantum logic gates on frequency-multiplexed qubits using quantum memo-
ries have also been proposed [114]. Using a series of frequency selective quantum memories,
such as Raman memories, we could encode and manipulate information in the frequency
degree of freedom, see Fig. 3.12. With multiple frequency bins, each far-detuned from the
memory’s excited state |2〉, appropriately chosen control pulses frequencies will coherently
map the frequency-bin quantum information into the series of quantum memories, perform-
ing a logic gate in the process. A second logic gate can be performed upon retrieval from
the memories. The authors in Ref. [114] give an explicit scheme for performing a controlled
Z-gate between frequency-bin qubits which, similar to that of KLM [41], requires ancilla
qubits and postselection.
Building time-frequency encoded cluster states
Another approach to quantum computing is measurement-based quantum computing [6, 7].
Here the idea is to construct cluster states, large entangled states, to use as a resource.
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Figure 3.13: (a) The Hamiltonian for an off-resonant Raman process with coupling con-
stant κ. For a photon annihilated in the aˆ1 mode, one is created in the aˆ2 mode along
with a material excitation in the bˆ mode. (b) A strong field of amplitude γ in the aˆ2 mode
turns the process into one analogous to a beamsplitter (BS) between aˆ1 and bˆ modes. (c)
A strong field of amplitude γ in the aˆ2 mode gives two-mode squeezing (Sq) between the
aˆ2 and bˆ modes.
Then, universal quantum computations can be performed solely with measurement and
feed-forward techniques. The challenge of implementation is shifted from realizing entan-
gling gates to generating large initial entangled states. For optics, this is a good trade-off
since generating entangled states with spontaneous parametric downconversion is gener-
ally easier than making photons interact with one another in entangling gates. That being
said, the current record for a photonic cluster state is 8 qubits [115]; building larger states
remains a challenge.
Recently a scheme [113] based on Raman quantum memories presented a method to
construct large cluster states in the frequency-time degrees of freedom of photons. A
simplified Hamiltonian for the Raman memory has the form
HRaman = κaˆ1aˆ†2bˆ† + κ∗bˆaˆ2aˆ†1 (3.31)
Where optical modes aˆ1 and aˆ2 are in two-photon resonance with energy level |1〉, producing
a material excitation in mode bˆ with coupling strength κ. By using a strong classical pulse in
either the aˆ1 or aˆ2 modes can give either a squeezing (Sq.) or beamsplitter (BS) interaction
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between photon and memory modes, see Fig. 3.13. Replacing aˆ1 or aˆ2 with the classical
field amplitude γ we find
HSq = κγaˆ†2bˆ† + κ∗γ∗bˆaˆ2 (3.32)
HBS = κγ∗aˆ1bˆ† + κ∗γbˆaˆ†1 (3.33)
Using a combination of the beamsplitter and two-mode squeezing interactions we can
construct a series of two-mode entangled time-bin states. Then with another combination
of beamsplitters and squeezers, time-bin states with different central frequencies can be
entangled to construct a large two-dimensional cluster. It has been shown that to build
a cluster state across d frequency modes we would require 7d − 3 quantum memories.
We could perform the necessary measurements and feed-forward can be performed with
additional quantum memory interactions.
Though we have given only a brief overview it is clear that there is a growing bounty
of applications for quantum memories, particularly those which have control over spectral
degrees of freedom.
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Chapter 4
Diamond as a quantum memory
Diamond has been identified as a promising material for quantum information applica-
tions [116]. Defect centres in the diamond lattice have been used for processing, single-
photon sources, and to demonstrate a loophole-free Bell test [4]. However, our work in this
thesis is not concerned with defect centres, but with the vibrational properties of the bulk
diamond crystal. Diamond is a well-understood material; its electronic and vibrational
band structure have been thoroughly studied. High purity, low-birefringence diamond
crystals can be grown by chemical vapour deposition.
In recent years, the optical phonon mode in diamond has been demonstrated to be
promising for quantum information processing by two initial experiments [68, 40]. A Ra-
man interaction makes the optical phonon mode addressable with light fields, with very
high bandwidths. This allows ultrafast laser pulses to be used to drive the interaction.
In Ref. [40] the authors reported the generation of non-classical light, i.e., photon pairs.
A strong laser pulse, with 800 nm centre wavelength, pumped the Raman transition pro-
ducing a spontaneous Stokes photon, with 895 nm centre wavelength, and exciting an
optical phonon. A second 800 nm laser pulse, arriving before the phonon decays, probes
the phonon level producing a spontaneous anti-Stokes photon at 723 nm. Detecting the
forward-propagating Stoke and anti-Stokes photons in coincidence showed g
(2)
s,as > 2, where
the second-order coherence cross-correlation function is as defined in Eq. 2.66.
In Ref. [68] this process was used in two separate diamond crystals simultaneously to
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enact the DLCZ protocol (see Section 3.1.3). The spontaneous Stokes photons from each
diamond were interfered on a beamsplitter. A detection upon output from the beamsplitter
entangled the optical phonon modes between the two diamonds. Probing each diamond
to produce the anti-Stokes photons “read-out” the entanglement to light modes where it
could be verified.
These two experiments sparked interest in the light-matter interaction in the diamond
vibration modes, particularly for use as a quantum memory. An initial experiment [32]
demonstrated the reversible mapping between a single-photon level laser pulse and the
optical phonon, constituting an optical memory. In this thesis we extend this work for the
storage of single photons.
The remainder of this chapter is laid out as follows. We will first discuss the structure
of the diamond crystal lattice and review the concept of optical phonons. We will discuss
the Raman transition to the optical phonon mode, and the requirements on the light fields
involved. We then shift to how our quantum memory functions with some experimental
discussion. We will discuss noise processes that arise in the diamond. We conclude with
some theoretical background for how diamond can be used as a frequency converter.
4.1 The diamond crystal
The diamond crystal is two interlaced face-centred cubic (FCC) lattices of 12C atoms.
The size of the unit cell, see Fig. 4.1, is a = 3.57 A˚ [117]. We can picture the lattice as
a single FCC lattice where each point is comprised of two 12C atoms offset by a vector
~r = a/4(xˆ+ yˆ+ zˆ). The electronic band structure of diamond is well studied [118, 119]; the
bandgap between its valence and conduction bands, 5.4 eV (∼1300 THz), is large compared
to the energies of the optical fields we use in our experiment (∼450 THz).
The conduction band acts as the intermediate state in a Raman transition to a vibra-
tional mode in the lattice, which is what we are interested in here. The vibrational band
structure of diamond is also well studied. Early experiments on the vibrational energy
spectrum of diamond were performed by Raman [120, 121]. Ref. [122] gives a nice review
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Figure 4.1: (a) A face-centred cubic lattice is defined by primitive vectors, aˆ1 = a/
√
2(xˆ+
yˆ), aˆ2 = a/
√
2(xˆ+ zˆ), aˆ3 = a/
√
2(yˆ + zˆ). For diamond a = 3.57 A˚. Translation by a vector
~Rn = n1aˆ1 +n2aˆ2 +n3aˆ3 will land on another atom in the lattice for any integers n1,2,3. (b)
The diamond crystal structure can visualized as the joining of tetrahedral arrangements
of Carbon atoms (white and black dots are both Carbon, semi-transparent black dots are
to visualize depth). (c) Diamond is two inter-lacing face-centred cubic (FCC) lattices (one
sub-lattice is shown with black dots, the other with white dots) offset by basis vector
~r = a/4(xˆ+ yˆ + zˆ).
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on the subject. Specifically, we are interested in a vibrational excited state of the diamond,
the optical phonon level.
4.2 Vibrational modes and phonons
There are various vibrational modes that can arise in diamond. Vibrational proper-
ties of highly symmetric systems, like crystal lattices, can be solved with group the-
ory [123, 124, 125, 126] (see Appendix F). However, here we will introduce the conceptual
differences between different vibrational modes using Newton’s second law. We will explic-
itly work through the case for a one-dimensional chain of atoms, the results of which are
very analogous to the three-dimensional case. Ref. [117] is an excellent resource for this
discussion.
4.2.1 One-dimensional lattice
First, we will consider a linear chain of N atoms, each of mass M , separated by spacing
a and connected by springs with constant K, shown in Fig. 4.2(a). When the system is
in equilibrium, i.e., no vibrations, the nth atom in the chain is in the position na. When
perturbed from equilibrium, the atom is displaced by an amount u(na). For this discussion
we assume the displacements are small relative to the atom spacing a. This is referred to
as the harmonic approximation. The total potential of the chain is
U = 1
2
∑
n,m
ξ {u(na)− u[(n+m)a]} (4.1)
where here ξ{u(na)− u[(n+m)a]} is the potential between the nth and (n+m)th atoms.
Under the harmonic approximation the displacements u(na) are small enough that we
can Taylor expand the potential about equilibrium positions and only consider the first
few terms. (In practice this approximation works well, however the lifetime of the vibra-
tional level we are interested in for diamond is largely limited by the breakdown of this
92
−pi
a
pi
a
k k
2
K
M
0 −pi
a
pi
a
0
K
K
M
u(na)
[n− 1]a [n+ 1]ana [n+ 1]ana
(a) (b)
(c) (d)
a− dd
[n+ 2]a
K˜
ω(k) ω(k)
2
K
M
2
K˜
M 2(K + K˜)
M
Figure 4.2: (a) A linear chain of atoms of mass M spaced a distance a apart and connected
by springs with constant K. The nth atom has an equilibrium position na, and a small
displacement from equilibrium given by u(na). (b) A linear chain of atoms with a basis.
The atoms all have mass M but now each basis, marked by dashed boxes, has two atoms
connected by a spring of constant K˜, whereas each group of two is connected with a spring
of constant K. At equilibrium black dots are separated by distance a and the separation in
each basis is d. (c)-(d) The respective dispersion relations for the cases in (a) and (b). (d)
The addition of a basis adds a second vibrational mode, with energy splitting given by the
spring constants. The original mode is the acoustic phonon branch; the new mode is the
optical phonon branch. If K = K˜ the two branches meet at the zone boundary, k = ±pi/a.
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approximation.) The potential expands to
U ≈ N
2
∑
n
ξ (na−ma) + 1
2
∑
n,m
[u(na)− u(ma)] ∂
∂x
ξ (na−ma)
+
1
4
∑
n,m
[u(na)− u(ma)]2 ∂
2
∂2x
ξ (na−ma) + ... (4.2)
The zero-order term is the potential when the chain is in equilibrium which we label
Ueq. The first-order term gives the first derivative of the potential between two atoms at
equilibrium, which equals the negative of the force between them. This is summed over the
whole chain giving the net force on one atom due to every other. However, with the chain
in equilibrium there is no net force between any atoms, and so the first-order term must
be equal to zero. The second-order term we will refer to as Uharm and drives the dynamics
we want to look at.
To simplify matters we only consider nearest-neighbour interactions in the chain. We
can then label the second derivative of ξ by its more frequently known form, the spring
constant K. We have
Uharm = K
2
∑
n
{u(na)− u[(n+ 1)a]}2 (4.3)
We now solve the dynamics for the nth atom using Newton’s second law.
Mu¨(na) = − ∂Uharm
∂u(na)
(4.4)
= −K
2
{2u(na)− u[(n− 1)a]− u[(n+ 1)a]} (4.5)
We guess a plane wave solution u(na) = c1e
i(kna−ωt) with wavevector k and frequency ω,
and where c1 is constant with units of position. Since we care about the dynamics in
the bulk of the material and not near the edges, we take the boundary solutions to be
periodic, eikNa = 1. The effect of this is that kn = 2pin/aN which sets the boundaries
−pi/a < k < pi/a for −N/2 < n < N/2. Substituting our solution into Eq. 4.5 we get
−Mω2 = −K
2
{
2− e−ika − eika} (4.6)
ω(k) = 2
√
K
M
∣∣∣∣sin ka2
∣∣∣∣ (4.7)
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Equation 4.7 is known as a dispersion relation. It gives the energy of a vibration for
a wavevector k. We can see that for small k the dispersion increases linearly from 0,
and tapers off to a maximum of 2
√
K/M at the boundaries. This relation is plotted in
Fig. 4.2(c).
4.2.2 One-dimensional lattice with a basis
Next we consider a scenario much closer to that of the diamond, though still one-dimensional.
Suppose each atom in the linear chain above was really compromised of two smaller con-
stituents separated by a distance d and themselves connected by a spring with constant K˜.
A schematic of this is shown in Fig. 4.2(b). This scenario is referred to as a lattice with a
basis. We can think of each two-atom unit as we did above, and recover the same dispersion
relation. However by considering vibrations within the basis, e.g., the two atoms beating
out of phase from one another, we can see some additional physics (see Fig. 4.2(d)).
To solve the dynamics of this system we consider again only nearest neighbour in-
teractions. The displacement of the first atom in the basis, shown as the black dot in
Fig. 4.2(b), is given by u1(na). The displacement of the second atom, white dot, is u2(na).
The harmonic potential is then given by
Uharm = K˜
2
∑
n
[u1(na)− u2(na)]2 + K
2
∑
n
[u2(na)− u1([n+ 1]a)]2 (4.8)
where the first term describes the potential within a basis and the second is between
neighbouring bases. We can substitute this into Newton’s second law for each of the two
atoms,
Mu¨1(na) = − ∂Uharm
∂u(na)
= −K˜ {u1(na)− u2(na)} −K {u1(na)− u2([n− 1]a)} (4.9)
Mu¨2(na) = − ∂Uharm
∂u(na)
= −K˜ {u2(na)− u1(na)} −K {u2(na)− u1([n+ 1]a)} (4.10)
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We guess the plane wave solution again,
u1(na) = c1e
i(kna−ωt), u2(na) = c2ei(kna−ωt) (4.11)
where c1 and c2 are constants with units of position. Solving the system of equations we
find the dispersion relation
ω(k) =
[
K + K˜
M
± 1
M
√
K2 + K˜2 + 2KK˜ cos ka
] 1
2
(4.12)
requiring that c2/c1 = ±(Keika + K˜)/|(Keika + K˜)|. The dispersion relation is plotted
in Fig. 4.2(d). We can see that there are two distinct values of ω for each k. We have
the same values as in the simple linear chain, increasing linearly from 0 and reaching
a value of
√
2K/M at the boundary. This is called the acoustic phonon band, since it
refers to travelling vibrational waves, sound waves. But we also have a second band of
values, starting from
√
2(K + K˜)/M and decreasing as 1 − cos(ka). The band decreases
to
√
2K˜/M at the boundary, giving a bandgap when K 6= K˜. The vibrations giving rise to
this band are standing waves within a basis, the beating of the white and black dots against
one another in Fig. 4.2(b). This is called the optical phonon mode since their energies are
often close to those of optical frequencies.
4.2.3 Phonon: the quantum of vibration
We have used the term phonon a few times without giving a definition. By treating the
harmonic potential quantum mechanically we add together many single-mode harmonic
oscillators to form a crystal Hamiltonian
Hcrystal = P
2
2M
+ Uharm (4.13)
where P 2/2M represents the sum of the kinetic energy terms over all single-mode har-
monic oscillators in the crystal. As with the single-mode harmonic oscillator we can write
Hcrystal =
∑
k ~ωk(bˆ
†
kbˆk + 1/2), where the sum is over all vibrational modes k. We then
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have energy eigenvalues of En,k = ~ωk(nk + 1/2) where there are n excitations in the kth
normal mode. The operator bˆk is the lowering operator for a single vibrational excitation
in mode k, and has all the same properties as the lowering operator for photons. Due
to this similarity with photons, and since the vibrational modes are related to sound, the
term phonons was adopted. One phonon is then a single excitation of a vibrational mode
in the crystal.
4.2.4 Vibrational modes in diamond
The vibrational modes in diamond follow the same general pattern as what we have just
look at in the one-dimensional case. The two inter-lacing face-centred cubic lattices in
the diamond structure can be thought of as a single FCC lattice with a basis. Because
of the two-atom basis, we expect two types of vibrations to occur: acoustic and optical.
Since the crystal is three-dimensional we also expect that there will be three branches
of each type, one for each direction. It is also important to note that the wavevector ~k
is three-dimensional and so the phonon dispersion relation ω(~k) will look different along
the various axes (see Fig. 4.4). The energies of all three optical phonon branches at the
zone centre, i.e., k = 0, are equal to 2pi~ × 40 THz [122]. Away from k = 0 the optical
branch splits into longitudinal and transverse branches with different energies. We are
concerned with the longitudinal phonon branch, which we can address with the appropriate
polarizations of incident light (discussed in Section 4.3). We are also concerned with the
k = 0 phonon mode; the difference in energies of phonons at k = 0 and the zone boundary
is approximately 2pi~× 4 THz.
We are now in a position introduce the relevant three-level system for our quantum
memory (see Fig. 4.4). The ground of the state crystal, |0〉, has no vibrations. The storage
state, |1〉, is the optical phonon level. Strictly speaking the optical phonon branch is a
continuum, however near the zone centre (k = 0) its energy is well defined as 40 THz above
the ground state, with a linewidth of ∼ 0.3 THz. While the crystal will not be free of
acoustic vibrations at room temperature, the large energy splitting ensures a low popula-
tion (∼ 1.6 × 10−3) of optical phonons at room temperature. This means that to a good
approximation the memory is initialized in the ground state, and as we will discuss later,
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Figure 4.3: Reproduced from Solin & Ramdas, Physical Review B, 1 1670 (1970) with per-
mission from the American Physical Society (License Number 3895380446931). Measured
phonon dispersion curve in diamond across important wavevector directions. In the first
pane, there is a 40 THz (2.51× 1014 rad/s) splitting between acoustic and optical branches
at the zone centre (000). Away from the zone centre each branch splits into longitudi-
nal and transverse modes: longitudinal optical (LO); transverse optical (TO); longitudinal
acoustic (LA); transverse acoustic (TA). At the zone boundary (001) the longitudinal opti-
cal and acoustic branches are equal, which is equivalent to the one-dimensional case where
the two spring constants are equal. Greek letters label the symmetry that each branch has.
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Figure 4.4: The relevant energy levels for the diamond quantum memory. The optical
phonon |1〉 is the storage state, which has a 40 THz splitting from the ground state, where
there are no vibrations in the crystal. The light fields used to address |1〉 are detuned by
∼ 950 THz from the conduction band, |2〉, which acts as an intermediate state.
suppresses the generation of noisy photons that can degrade our memory functionality.
Lastly, we will need an intermediate state for the Raman transition. The electron conduc-
tion band, |2〉, plays this role, which is far above the ground state, ∼1300 THz. This means
that the incident optical fields, 800 nm and 723 nm wavelengths, are detuned by ∼950 THz
from |2〉. This large detuning, in tandem with the 40 THz splitting between ground and
storage states, is the basis for the large acceptance bandwidth of the memory.
4.2.5 Decay of optical phonon
So far we have assumed that the crystal vibrations are perfect harmonic oscillations. We
also assumed that atoms only interact with their nearest neighbours. However, this is
not the reality. Deviations from the harmonic approximation, anharmonicity, will cause
more complex lattice vibrations. Both these effects will produce a coupling between the
optical phonon vibrations and lower-energy acoustic vibrations. By treating the deviation
from harmonic oscillation as a first-order perturbation, it has been shown [127] that the
dominant mechanism for the decay of the optical phonon produces two acoustic phonons
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with equal and opposite ~k 6= 0. In other words, the standing wave formed by the two
sub-lattices beating out of phase against one another decays into two travelling waves in
opposite directions. Conservation of energy requires that the two acoustic phonon energies
add to 2pi~× 40 THz.
The 1/e decay time of the optical phonon mode in diamond is 3.5 ps which defines the
lifetime of our quantum memory. Unfortunately, this effect decay time doesn’t significantly
decrease at lower temperatures, and will still occur at absolute zero. However, we will see
in the next few chapters that though this lifetime is very short, we can use ultrafast laser
pulses to perform all of our operations before the phonon decay.
4.3 Raman transition in diamond
Raman spectroscopy is a rich field which has enabled the exploration of atomic, molecular
and crystal energy levels which are inaccessible through one-photon transitions. The reason
for this is due to the parities of the initial and final states of the transition, |ψi〉 and |ψf〉.
A dipole transition between these state involves the Hamiltonian ~E · ~d, where ~d = −e~r
is the dipole moment operator. The probability of mapping between these states with an
incident electric ~E depends on the matrix element, 〈ψf |~r|ψi〉. Since the dipole operator is
negative under inversion about the origin, the transition probability
Pif ∝
∫
V
d3~rψ∗f (~r)× ~r × ψi(~r) (4.14)
is only non-zero if |ψf〉 and |ψi〉 have different parity, under the dipole approximation. For
example, if ψi(~r) is an even function then for Pif to be non-zero ψ
∗
f (~r) must be odd, since ~r
is odd. Using a single electric field we can only dipole transition between states of different
parity. Raman spectroscopy explores two-photon transitions. With two electric fields and
two dipole moments present, states can be accessed that have the same parity as the
initial state. Beyond spectroscopy, it is a relatively recent notion that Raman transitions
can be exploited for photon storage in vibrational and/or rotational excitations of various
media [128].
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The Hamiltonian of the Raman process is
H = Hcrystal +Hlight +Hdip (4.15)
While the microscopic Hamiltonian for the diamond crystal is quite complex (see Chapter
9 of Ref. [129] for an in-depth discussion) we will use the simplified model of the three-level
system introduced above (see Fig. 4.4), expressed as Hcrystal = ~
∑
i ωi|i〉〈i|. We write
the projection on the optical phonon level as |1〉〈1| = b†(t)b(t). Here, we define a phonon
ladder operator in the same manner as for the photon, b(t) =
∫
dωbδ(ωb−ωph)e−iωbt, where
we take ωph = 2pi × 40 THz and the width of the phonon line to be negligibly narrow
(∼ 0.3 THz). Applying the lowering operator bˆ(t) annihilates an optical phonon until the
lowest rung on the ladder is reached, which here is the ground state of the crystal (|0〉).
The Hamiltonian for freely propagating light has the same form as outlined at the
beginning of Chapter 2,
Hlight =
∫
dω~ω
[
aˆ†(ω)aˆ(ω) +
1
2
]
. (4.16)
The dipole Hamiltonian, Hdip = − ~E · ~d, where the electric field is the sum of two parts:
the signal ~Es and the control ~Ec. The signal field is our single photon to be stored, so we
treat it quantum mechanically
~Es = iAsaˆs(ωs)ei(ksz−ωst)~εs + h.c. (4.17)
where we express only a single spatial mode k, frequency mode ωs and collinear propagation
along the z-axis. The slowly-varying envelope term is As =
√
~ωs/20 . The control field
is a strong laser pulse which we treat classically,
~Ec = α˜(t)e
i(kcz−ωct)~εc + c.c. (4.18)
where α˜(t) is the pulse shape in time, which will be Gaussian. With expressions for all
the terms in the Hamiltonian we wish to find the Maxwell-Bloch equations that describe
the coupling between photon and phonon fields as a function of propagation through the
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diamond. This treatment begins with Heisenberg’s equation of motion, i~∂tAˆ = [Aˆ,H],
choosing Aˆ to be each of the coherences between energy levels in the diamond crystal,
|0〉〈1|, |0〉〈2|, etc. This is described in detail in Appendix E, and does not include decoher-
ence and decay. Here we write the resulting coupled equations[
∂
∂z
+
1
c
∂
∂t
]
aˆs = −κ∗Pˆ , (4.19)
∂Pˆ
∂t
= i∆Pˆ − κaˆs + iΩcbˆ, (4.20)
∂bˆ
∂t
= iΩ∗cPˆ , (4.21)
where Pˆ is the amplitude of the material polarization, which expresses the coherence
between levels |0〉 and |2〉. Here we express the phonon ladder operator b(t) as the coherence
between levels |0〉 and |1〉. The Rabi frequency of the control field is Ωc = ~d12 ·~εcα˜/~, where
~d12 is the dipole moment between levels |1〉 and |2〉. The term ∆ is the frequency detuning
between level |1〉 and the electric fields. Lastly, there is a coupling term κ = ~d∗02 · ~εsAs/~,
which depends on the dipole moment between levels |0〉 and |2〉.
We notice above that the polarizations of the signal and control field must be parallel
to the dipole moments ~d02 and ~d12, respectively. Using a group theory approach (see
Appendix F) we can also learn that given the specific symmetries of the diamond lattice
these two dipole moments must be orthogonal to one another. This can be written in the
form of a Raman tensor R which, to excite the optical phonon vibrating in the x, y or z
direction, has matrix components
Rx =
0 0 00 0 1
0 1 0
 , Ry =
0 0 10 0 0
1 0 0
 , Rz =
0 1 01 0 0
0 0 0
 , (4.22)
where the matrices act on the three-dimensional polarization vectors. For an optical phonon
vibrating in the z-direction we then require that the control polarization relates to the signal
polarization by ~εc = Rz~εs, from which we get the rule that the two must be orthogonal. In
other words, to store a horizontally-polarized signal field we require a vertically-polarized
control field, and vice versa.
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We can use an adiabatic approximation for the transition between levels |0〉 and |1〉,
meaning that we assume any change in the amplitude Pˆ is negligibly small. The conditions
to make this approximation are that the Rabi frequency Ω  ∆, and the bandwidth of
the control field δc  ∆. Both these conditions are well satisfied in diamond since the
detuning (∆) from the conduction band is so large. We then take ∂Pˆ /∂t = 0, meaning
that we have i∆Pˆ = κaˆs − iΩcbˆ. The coupled equations become[
∂
∂z
+
1
c
∂
∂t
− i |κ|
2
∆
]
aˆs =
κ∗Ωc
∆
bˆ, (4.23)[
∂
∂t
+ i
|Ωc|2
∆
]
bˆ =
κΩ∗c
∆
aˆs, (4.24)
Ref. [93] solves these equations for a general Raman memory with large detuning ∆, and
shows that high efficiencies can be achieved in the transition |0〉 ↔ |1〉. We note here
that after the adiabatic approximation the system takes the form of a two-level system
where |1〉 has been dressed with the control field. Importantly, the spectral width of the
dressed state is then the same as that of the control field, in our experiment on the order
of 1 THz, allowing the signal photon to have the same bandwidth. The two-level effective
Hamiltonian has the form
Heff. = ζ
∫ L
0
dzE(−)c E
(+)
s bˆ
†eiωpht + ζ∗
∫ L
0
dzE(+)c E
(−)
s bˆe
−iωpht (4.25)
where the coupling term ζ will be a function of the signal coupling κ and the detuning ∆.
However, we keep the control electric field separate to show how the state of the stored
and retrieved photon can change as a function of the control field frequency. This looks
like a three-wave mixing Hamiltonian where one of the waves is the vibrational excitation.
If we transition the crystal into and out of the phonon level all in one step, such that we
ignore the phonon operators, then the process takes on the form of four-wave mixing.
4.4 State of the retrieved photon
Using the effective Hamiltonian in Eq. 4.25 we can express the state of the excited phonon,
as well as the retrieved photon. We take the input state as a single photon in mode a
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with spectral shape f(ωi), and no phonon initially in mode b. The input state is |ψ〉input =∫
dωif(ωi)|ωi〉a|0〉b, where here |0〉 refers to the n = 0 Fock state. We will apply the
effective Hamiltonian to the input state twice, one for the “write” process, and the second
for the “read” process. First we express the write process, which stores the photon in the
memory. Following the same logical steps as for the downconverted state in Chapter 2, we
find
|ψ〉ph = exp
{−i
~
∫ t
0
dt′Heff.(t′)
}
|ψ〉input (4.26)
=
{
1− i
~
∫ t
0
dt′ζ
∫ L
0
dzα˜∗w(t
′)e−ikwz
∫
dωsAsaˆ(ωs)ei(ksz−ωst)bˆ†eiωpht + ...
}
×
∫
dωif(ωi)|ωi〉a|0〉b (4.27)
≈ − i
~
ζAi
∫ t
0
dt′
∫∫
dωwdωiα
∗
w(ωw)f(ωi)e
−i(ωi−ωw−ωph)t
∫ L
0
dzei(ks−kw)z|0〉a|1〉b
(4.28)
≈ −2pii
~
ζAi
∫
dωiα
∗
w(ωi − ωph)f(ωi)
∫ L
0
dzei(ks−kw)z|0〉a|1〉b (4.29)
where we have ignored the zero-order process, 1, since we are going to post-select on
detecting a photon in the readout mode. We have labelled the first control pulse (write)
using the subscript w. We made the substitution of the write pulse temporal envelope
with its spectral shape using a Fourier transform. The spectral shape will be Gaussian,
α(ωw) = exp[−(ωw − ω0w)2/4σ2w], centred around 800 nm wavelength. To match, the input
pulse spectrum f(ωi) will also be Gaussian with centre wavelength at 723 nm. In the third
step above, we acted the lowering operator on the single photon aˆ(ωs)|ωi〉a, producing
a delta function δ(ωs − ωi)|0〉a. In the last step we performed the time integral which
produced a delta function 2piδ(ωi − ωw − ωph) which we then evaluated with the integral
over ωw.
Once the photon has been written into the phonon state, the state will evolve with
a phase corresponding to the phonon frequency ωph. When we apply the read pulse to
retrieve the photon after a time τ , the state has accumulated a phase eiωphτ . To express
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the state of the retrieved photon we apply the Hamiltonian to the state in Eq. 4.29,
|ψ(t)〉ret. ≈ −2pii~ e
iωphτζ∗Ao
∫∫
dωrdωoαr(ωr)δ(ωo − ωr − ωph)
×
∫ L
0
dz′e−i(ko−kr)z
′
aˆ†(ωo)bˆ|ψ〉ph (4.30)
≈ −
(
2pi
~
)2
|ζ|2AoAieiωphτ
∫∫
dωodωiα
∗
w(ωi − ωph)αr(ωo − ωph)f(ωi)
×
∫ L
0
dzei(ki−kw)z
∫ L
0
dz′e−i(ko−kr)z
′|ωo〉a|0〉b (4.31)
where we have used the subscript r to refer to the read pulse, and the subscript o to refer to
the output photon. The spectral shape of read pulse will be of interest to us in a discussion
coming shortly. The integrals over z and z′ each produce a sinc((k1 − k2)L/2) function.
However, if we think of the whole memory process as a four-wave mixing, i.e., write and
read occurring all in one time step, then we would have a single phase matching function
sinc(∆kL/2) with ∆k = ki − kw + kr − ko. Our state would then be expressed as
|ψ(t)〉ret. ≈ −
(
2pi
~
)2
|ζ|2AoAiLei(ωphτ+∆kL/2)
∫∫
dωodωiαr(ωo − ωph)α∗w(ωi − ωph)f(ωi)
×sinc
(
∆kL
2
)
|ωs〉a|0〉b (4.32)
We can learn a few important lessons by looking at the output state in Eq. 4.32. First,
the amplitude of our state, and thus the efficiency of the process, depends on how well
the spectrum of the input photon matches that of the write field. We take the input
photon spectrum to be Gaussian in shape, f(ωi) = exp{−(ωi − ω0i )2/2σi}. If the centre
frequency of the input photon ω0i does not equal ω
0
w + ωph then the storage efficiency will
suffer. Similarly the spectral shape of the photon and write fields should be appropriately
matched in order to maximize the storage efficiency, which is proportional to the integral∫
dωiα
∗
w(ωi − ωph)f(ωi). For example, if the photon bandwidth σi > σw then some of the
photon spectrum cannot be stored in the memory.
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Figure 4.5: The normalized intensity of the output state as a function of the input
and output photon wavelengths, λi and λo. We take the write wavelength to be centred
at 800 nm, meaning that efficiency is maximized when the input photon is centred at
λ0i = 723 nm. The intensity is maximized when the input wavelength is such that the
condition ωi = ωw + ωph is met. By changing the centre frequency of the read field, λ
0
r,
the centre wavelength of the output photon spectrum can be tuned to both red and blue
wavelengths. The different spectral peaks are traced out by sinc2(∆kL/2), meaning that
the range for frequency conversion is set by phase matching.
4.4.1 Frequency conversion in the diamond memory
The second thing we can see in Eq. 4.32 is that the spectrum of the output photon is directly
influenced by the envelope of the read field, αr(ωo − ωph). This implies that changing the
centre frequency of the read field, ω0r , will also change the centre frequency of the output
photon spectrum. The consequence of this is that we can store a photon in the memory at
one frequency, ω0i , and read it out with a new frequency ω
0
o = ω
0
r + ωph. We can also see
that the range over which we can frequency shift is limited by the phase matching term
sinc(∆kL/2). The range over which we can shift the frequency of the input beam is plotted
in Fig. 4.5. We explore this concept experimentally in Chapter 7.
Finally, the control over the output photon spectrum extends beyond frequency shifting.
We have not yet committed to a specific shape for the read pulse envelope, αr. Eq. 4.32
implies that regardless of the shape of the read spectrum that the output photon spectrum
will follow it. In Chapter 7 we explore this experimentally, and though we keep the shape
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Figure 4.6: A horizontally-polarized input photon (blue outline) is absorbed into the
optical phonon level of diamond via a Raman transition stimulated by a strong vertically-
polarized laser pulse (write). After a time delay τ , a horizontally-polarized read laser
pulse stimulates the reverse Raman transition resulting in the emission of a vertically-
polarized output photon. The output can be distinguished from an un-stored input photon
by polarization.
of the read envelope a Gaussian, we show that the output photon spectrum can be both
narrowed or broadened from the input spectrum, by controlling the bandwidth of the read
field, σr.
4.5 Experimental quantum storage
We now transition to discussing how to demonstrate quantum storage in diamond with
an experiment. We will leave most of the details for each of the following chapters which
each present a different experiment. The scheme is laid out in Fig. 4.6. An input photon,
which is horizontally-polarized, is stored in the memory via the Raman transition discussed
above. A vertically-polarized strong laser pulse, labelled write, stimulates the absorption
of the photon into the optical phonon level in diamond.
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4.5.1 Absorption
In Ref. [32] the memory protocol was demonstrated using single photon-level laser pulses
as the input. These pulses, with centre wavelength 723 nm, were generated using an optical
parametric oscillator (OPO). Results showed a nearly linear trend of absorption efficiency,
ηw, as a function of energy in the write pulse. As much as 30% of the input light could be
absorbed using all available laser power – for this efficiency there was ∼ 20 nJ of energy in
each write pulse which translates to 1.6 W given the 80 MHz repetition rate of the laser.
Other than the orthogonal polarization rule it is important that the write pulse and
photon spectra be appropriately matched, and that the timing delay between the two pulses
is set so that they arrive at the diamond simultaneously. In practice, we scan the delay of
the write pulse using a motorized stage to find the proper delay. If we measure detection
of the input light after the diamond we expect to observe a reduced detection rate when
this delay is matched, resulting in a Gaussian-shaped dip. The width of the absorption dip
will depend on the pulse lengths of both the input photon and write pulse.
Absorption of single photons
For the work in this thesis we generated single photons for the input signal using the
source described in Section 2.6. The single photon is filtered to a spectral bandwidth of
4.1 nm FWHM and then passes through a 7 cm-long single-mode fibre optic cable (Thorlabs
custom order). We find that the length of the single photon pulse, affected by group
velocity mismatch in the nonlinear crystals for SHG and SPDC, affects the efficiency of its
absorption in the diamond.
As outlined in Section 2.6.5, we used 1 mm Barium Borate (BBO) crystals for both SHG
and SPDC. This combination of crystals was chosen to optimize the absorption efficiency
of single photons. The group velocity mismatch (GVM) of BBO for SHG from 800 nm to
400 nm is 187 fs/mm, and for SPDC from 800 nm to 723 nm is 176 fs/mm. For comparison,
Bismuth Borate (BiBO) has a GVM of 430 fs/mm for SHG from 800 nm to 400 nm.
A large GVM in the SHG step results in a 400 nm pump pulse with a smeared temporal
envelope. In turn, this affects the single photon wave packet as well. If the photon is more
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SHG crystal SPDC crystal Measured FWHM of dip
3 mm BiBO 1 mm BBO 453 fs
3 mm BiBO 2 mm BBO 461 fs
3 mm BiBO 3 mm BBO 442 fs
1 mm BBO 1 mm BBO 325 fs
1 mm BBO 3 mm BBO 441 fs
Table 4.1: Absorption dip widths for different nonlinear crystals in the photon source. The
combination of 1 mm BBO crystals for both second harmonic generation and downconver-
sion produced single photons with shorter durations, more closely matched to the temporal
envelope of the write pulse.
dispersed than the write pulse at the diamond then the resulting absorption dip will be
wide and shallow, i.e., a less efficient write process. One strategy to compensate for this
is to match this dispersion with the write laser. However, we found that the choice of
nonlinear crystals in the source had the largest impact, see Table 4.1.
We can estimate the length of the 723 nm photon as the sum in quadrature of the
initial laser pulse length, the GVM in the SHG crystal, and the GVM in the SPDC crystal.
Using a 1 mm BBO crystal for SHG and a 1 mm BBO crystal for SPDC, we calculate a
photon pulse length of 319 fs. Calculating the expected absorption dip width as the sum
in quadrature of the photon pulse length and the write pulse length, we get 372 fs, which is
comparable with the observed absorption dip width. Using all control field power for the
write process, we measured a typical photon absorption efficiency of 20%. Using 723 nm
pulses generated in an OPO for the signal field, we measured a 29% absorption dip with a
width of 272 fs.
4.5.2 Readout
Once the photon is absorbed, we wait a time delay τ before applying a second strong laser
pulse, read, to retrieve the photon. In the proof-of-concept experiment of Ref. [32] the read
pulse, derived from the same laser as the write pulse using a Michelson interferometer, was
scanned in energy producing a linear trend in efficiency, ηr. The total memory efficiency
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ηm = ηwηr then increases quadratically as a function of energy in the read and write
pulses. When both the read and write pulses had energies of 10 nJ (0.8W) a total memory
efficiency of ∼ 4% was reported. Of course, the quadratic trend in efficiency does not
continue forever — eventually the efficiency is saturated as seen in the Raman memory
based on hydrogen molecules [31].
In our demonstrations of the storage and retrieval of single photons, Chapters 5 and
6, the read pulse is derived from the same laser as the write pulse in the same manner as
Ref. [32]. However, to demonstrate frequency and bandwidth conversion upon retrieval,
we use a separate laser for the read pulse in Chapter 7. These results are reported in the
following chapters.
4.6 Sources of noise
As a final note, we discuss the two main sources of noise on our experiment: spontaneous
Stokes and anti-Stokes emission through four-wave mixing (4WM), and spontaneous anti-
Stokes scattering off of thermally-populated phonons. Both these processes produce 723 nm
light, and contribute detections in the retrieved signal mode even when no input single
photon was present.
4.6.1 Four-wave mixing
The Stokes and anti-Stokes noise production is described by the Hamiltonian
H = ζ
∫ L
0
dzE
(+)
1 E
(−)
S bˆ
†eiωpht + ζ∗
∫ L
0
dzE
(+)
2 E
(−)
aS bˆe
−iωpht (4.33)
where the subscripts 1 and 2 refer to either read or write fields at 800 nm (often called
pump (1) and probe (2) in Raman spectroscopy), S refers to the Stokes photon at 895 nm,
and aS to the anti-Stokes at 723 nm. By evaluating the state of the anti-Stokes photon, we
find the efficiency of this process depends on sinc2(∆kL/2), where ∆k = k1−kS +k2−kaS.
Since ∆k 6= 0 for collinear propagation we can use a longer diamond crystal to suppress
the four-wave mixing noise.
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(a) Four-wave mixing noise (b) Thermal noise
|0 |0
Figure 4.7: The two primary types of noise in the memory. (a) Four-wave mixing noise
occurs when an incident control pulse (read or write) pumps spontaneous Stokes scattering.
This produces a Stokes photon at 895 nm and populates the optical phonon level. The
reverse transition, probed by either the same pulse or the read pulse, emits a spontaneous
anti-Stokes photon of the same wavelength and polarization as a retrieved signal photon.
(b) At any time, and at room temperature, there is a 0.0016 probability per pulse that
there is an optical phonon present. An incident control pulse can scatter off of the phonon
producing a spontaneous anti-Stokes emission of a 723 nm photon.
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The four combinations of the read and write (pump-probe) fields that will produce an
anti-Stokes photon are: (1) write-write; (2) write-read; (3) read-write; (4) read-read. When
the vertically-polarized write pulse is the probe, the anti-Stokes photon will be horizontally
polarized according to the memory selection rules. We will then only see two 4WM noise
combinations: write-read, and read-read.
When the write field excites the optical phonon and the read pulse produces the anti-
Stokes photon, the noise rate will decay with the phonon lifetime e−τ/τph for τ ≥ 0, and 0
for τ < 0. Here τph = 3.5 ps is the 1/e lifetime of the phonon level. When the Stokes and
anti-Stokes are both produced by the same read pulse there will be no time dependence. If
the write and read pulses have the same energy we expect that the four-wave mixing noise
will have a constant rate N which doubles at τ = 0 and exponentially decays,
N4WM = N (1 + e−τ/τph). (4.34)
4.6.2 Thermally-populated phonons
Though the 40 THz frequency splitting between the ground and optical phonon states
allows for low-noise room-temperature operation, we still find a non-negligible contribution
of initial excitations in the phonon level. We can calculate the probability of having an
excitation in the optical phonon level, Pph, using Bose-Einstein statistics for bosons,
Pph(E) =
1
eE/kBT − 1 (4.35)
where E = 2pi~×40 THz for the optical phonon, kB is Boltzmann’s constant, and T = 298 K
at room temperature. We find the probability that an optical phonon is present in the
relevant mode to be Pph = 0.0016 per laser pulse. Though this seems negligible, recall
that we probe the memory with a laser repetition rate of 80 MHz. Since these phonons
have random phases they will be scattered into a solid angle of 4pi. With a typical readout
efficiency of∼ 0.1, and herald photon detection rate of∼ 100 KHz, the expected coincidence
detection rate due to thermal noise is ∼ 1 Hz. This will be compared to a retrieved photon
coincidence rate on the order of 10 Hz, and so is not negligible. In the next Chapter we
discuss a strategy for suppressing this noise with cooling.
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Chapter 5
Experimental storage and retrieval of
single photons from the diamond
quantum memory
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5.2 Abstract
We report the storage and retrieval of single photons, via a quantum memory, in the op-
tical phonons of room-temperature bulk diamond. The THz-bandwidth heralded photons
are generated by spontaneous parametric downconversion and mapped to phonons via a
Raman transition, stored for a variable delay, and released on demand. The second-order
correlation of the memory output is g(2)(0) = 0.65 ± 0.07, demonstrating preservation
of non-classical photon statistics throughout storage and retrieval. The memory is low-
noise, high-speed and broadly tunable; it therefore promises to be a versatile light-matter
interface for local quantum processing applications.
5.3 Introduction
Single photons are challenging to create, manipulate and measure, yet are essential for a
diverse range of quantum technologies, including cryptography [56], enhanced measure-
ment [130], and information processing [41]. Quantum memories, which act as buffers for
photonic states, are a key enabling component for these future technologies [131]. They
allow repeat-until-success strategies to counteract the intrinsically probabilistic nature of
quantum mechanics, thereby providing scalable quantum technologies. An ideal quantum
memory would store a single photon, maintain the quantum state encoded in the pho-
ton, and release it, on-demand, as a faithful recreation of the input. Efforts to implement
optical quantum memories have used a number of platforms including single atoms in a
cavity [89], ultracold atoms [67], atomic vapours [30], molecular gases [31] and rare-earth
doped crystals [29].
The potential for quantum storage in optical memories is often investigated using laser
pulses attenuated to the single-photon level [28]. However, the transition between storing
weak coherent states and true single photons produces two significant obstacles. Firstly,
to achieve high efficiency, most memories must operate near resonance with a dipole tran-
sition, typically limiting storage bandwidths to ∼GHz or below [30, 83]. Single photon
sources compatible with such devices require careful engineering to match the frequency
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and bandwidth of the photons to that of the memory [67, 83, 109, 38, 74, 82, 85]. Secondly,
the intense read and write beams used to mediate storage and retrieval may introduce noise
which obscures the quantum properties of the signal [96]. Where non-classical memory
operation has been demonstrated, laser-cooled [67, 38, 74] or cryogenic [83, 109, 82, 85]
substrates are often required to reduce noise.
In this letter, we demonstrate the storage and retrieval of broadband single photons us-
ing a room-temperature solid-state quantum memory. The THz-bandwidth heralded single
photons are created by spontaneous parametric downconversion (SPDC) and are stored,
via an off-resonant Raman transition, in the optical phonon modes of a room-temperature
bulk diamond. As the Raman interaction occurs far from any optical resonances, the mem-
ory can operate at a range of visible and near-infrared wavelengths. The bandwidth of the
memory is limited only by the 40 THz splitting between the ground and storage states [122].
This broad bandwidth and large tuning range makes the memory compatible with ultra-
fast SPDC photon sources [132]. Furthermore, the memory exhibits a quantum-level noise
floor, even at room temperature [32].
The memory utilized a high-purity, low-birefringence synthetic diamond manufactured
by Element Six Ltd. The diamond, which is 2.3 mm thick, was grown by chemical vapour
deposition and is cut along the 〈100〉 face of the diamond lattice. The relevant energy
levels can be described by a Λ-level system consisting of the crystal ground state |0〉, an
optical phonon acting as the storage state |1〉 and an off-resonant intermediate state |2〉
representing the conduction band. Single photons are stored to, and retrieved from, the
optical phonon by strong write and read pulses via an off-resonant Raman interaction [93,
30]. The photons and read/write pulses are in two-photon resonance with the optical
phonon energy (see Fig. 5.1(b)). In the 〈100〉 configuration, the Raman interaction couples
fields of orthogonal polarization [126] such that the H-polarized input photons are stored by
a V-polarized write pulse and V-polarized output photons are retrieved using a H-polarized
read pulse.
The high carrier frequency of the optical phonon (40 THz [122]) and a large detuning
from the conduction band (∼ 950 THz) are the key features allowing storage of THz-
bandwidth photons. These features also provide an intrinsically low noise floor: the large
detuning from optical resonance eliminates fluorescence noise, and the high energy of the
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Figure 5.1: Experimental concept, energy level diagram, and setup. (a) The memory
protocol. A horizontally (H) polarized single photon (green, 723 nm) is written into the
quantum memory with a vertically (V) polarized write pulse (red, 800 nm). After a delay
τ an H-polarized read pulse recalls a V-polarized photon. (b) Energy levels in the memory.
The ground state |0〉 and storage state |1〉 correspond to the crystal ground state and an
optical phonon respectively. The signal photon and the read/write pulses are in two-photon
resonance with the optical phonon (40 THz) and are far detuned from the conduction band
|2〉. (c) The experimental setup. The laser output is split to pump the photon source and
to produce the orthogonally-polarized read and write beams. The photons are produced
in pairs with one (signal) at 723 nm and the other (herald) at 895 nm. The signal photon
is stored in, and recalled from, the quantum memory. The herald and signal photons are
detected using APDs and correlations between them are measured using a coincidence logic
unit.
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optical phonon results in low thermal phonon population at room temperature. Four-wave
mixing noise, which is a pervasive problem in many Λ-level systems [133, 96], is suppressed
in diamond due to the large splitting and high optical dispersion [32]. Following excitation,
the optical phonons decay into a pair of acoustic phonons with a characteristic timescale
of 3.5 ps [40], which sets the storage lifetime of the memory. The advantage of the rapid
acoustic decay is that it returns the crystal lattice to the ground state, resetting the memory
such that it is ready to store the next photon. This sub-nanosecond reset time permits
GHz repetition rates in the diamond phonon system.
The high bandwidth and rapid reset time of our memory may benefit local quantum
processing applications such as quantum frequency conversion [101], memory-enhanced
optical non-linearities [134], or programmable linear-optical components [110]. However,
the lifetime is too short for quantum communication protocols [135]. The diamond memory
is complementary to existing atomic [67] or rare-earth-doped [29] quantum memories: the
long storage times of the latter benefiting long-distance quantum communication and the
high bandwidth of the former providing advantages for small-scale quantum processing.
To leverage the full bandwidth of this memory, we require multiple operational time bins
during storage. This could be achieved by creating multiple time-delayed replicas of an
80 MHz laser pulse train to generate bursts of pulses separated by1 ps [136]; these bursts
could be used to pump an SPDC source.
5.4 Experiment
The master laser for the experiment is a mode-locked Ti:sapphire laser producing pulses
of 190 fs duration at a repetition rate of 80 MHz, central wavelength of 800 nm and a pulse
energy of 28 nJ. The laser beam is split between the photon source and the memory with
12.5 nJ used to generate the orthogonally-polarized read and write pulses (read/write panel,
Fig. 5.1(c)). The remaining energy for the photon source is frequency-doubled in a 1 mm β-
barium borate (BBO) crystal to produce pulses at 400 nm (pulse energy 2.4 nJ). In a second
1 mm BBO crystal, angle tuned to phase-match type-I non-degenerate SPDC, the pump
field at 400 nm produces horizontally-polarized photon pairs at 723 nm (signal) and 895 nm
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(herald). The photon pairs are emitted collinearly from the BBO and, after the remaining
400 nm pump light has been removed by interference filters, the signal and herald photons
are spatially separated by an 801 nm long-pass dichroic mirror. The herald photons pass
through a polarizing beam splitter (PBS) and a 5 nm bandwidth interference filter before
being coupled into a single-mode fiber and detected on an avalanche photodiode (APD).
The signal photons are coupled into a 7 cm long single-mode fiber for spatial filtering before
being directed to the memory.
The horizontally-polarized signal photon is spatially and temporally overlapped on a
dichroic mirror with the vertically-polarized write pulse and focused into the diamond for
storage by a 6 cm focal length achromatic lens. After a time delay τ the horizontally-
polarized read pulse arrives at the memory and the photon is re-emitted, this time with
vertical polarization. We can thus distinguish between the input and the output states of
the memory by their polarization (Fig. 5.1(a)). Following the memory, the signal photons
are spectrally filtered from the read/write pulses using interference filters1 and coupled into
a single-mode fiber. By rotating the polarization basis we collect either the memory output
or the unabsorbed memory input (memory panel, Fig. 5.1(c)). The photons are detected
by an APD and correlations in photon detection events are measured using coincidence
counting logic.
Storage of the signal photons is demonstrated by scanning the delay of the write pulse
with respect to the signal photon. With 12.5 nJ in the write pulse, a 20% reduction in
signal-herald coincidences at zero delay indicates that signal photons are being written to
the memory (inset, Fig. 5.2). The full width at half maximum of the absorption profile is
wa = 326 fs. Deconvolving this width with that of the write pulse (ww = 190 fs) using the
expression w2a = w
2
w + w
2
γ returns an estimated photon duration of wγ = 260 fs, assuming
transform limited pulses with Gaussian spectra.
Readout of the signal photons is observed by rotating the polarization filter to measure
the vertically-polarized output of the memory. With 6.25 nJ in each pulse, we scan the
delay between the write and read pulses; the sharp step in signal-herald coincidences at
1The read/write pulses were removed using 4 angle-tuned notch filters (Semrock NF03-808E-25). The
single photons were spectrally-isolated from other noise photons using a 723 nm bandpass filter (Foreal
Inc., 5 nm bandwidth).
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Figure 5.2: Measured coincidences between the signal and herald photons as a function
of read-write delay (blue bars). An exponential decay of half-life 3.5 ps (solid blue fit)
is characteristic of the optical phonon lifetime. The background noise (red bars) shows
a SNR of 3.8:1 for single photon retrieval. The estimated noise due to thermal phonon
population is shown by the dotted line. Inset: Transmission through the diamond in the
presence of the write pulse, showing memory absorption. The profile width of 326 fs (solid
red fit) indicates the large bandwidth of the photons stored in the memory. All error bars
are from poissonian counting statistics. Signal and herald detection events are defined as
coincident if the time delay between them falls within a 1 ns window.
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zero delay indicates that signal photons are being retrieved from the memory (Fig. 5.2).
The exponential decay in read efficiency has a half-life of 3.5 ps which is characteristic of
the optical phonon lifetime [40]. We have therefore demonstrated that the memory stores
a single photon for over 13 times its duration. The maximum total memory efficiency is
ηt = 0.9% and the write efficiency is ηw = 9% from which we extract a read efficiency
of ηr = ηw/ηt = 10%. The memory efficiency was limited by available laser power, but
could be improved using high-energy read/write pulses as has been demonstrated in other
Raman memories [31], or by exploiting enhanced coupling in a waveguide structure [137].
5.5 Results and Discussion
By blocking the input signal photons we can measure the background noise of the memory
(see Fig. 5.2), the maximum signal-to-noise ratio (SNR) is 3.8:1; it is important to note
that this is a raw measurement and no background subtraction has been performed. This
noise has two origins: spontaneous anti-Stokes scattering from thermally-excited phonons
and spontaneous four-wave mixing (FWM). The FWM noise process is intrinsic to the
memory and cannot be completely eliminated, however in a dispersive material such as
diamond it is strongly suppressed due to phase-matching conditions [32]. From Boltzmann
statistics we calculate that around 5 coincidence counts per second can be attributed to
thermal noise (dashed line in Fig. 5.2), we note that the thermal noise could be reduced by
an order of magnitude by cooling the diamond to −60◦C. The photon heralding efficiency
at the memory is 16% meaning that a single photon is present at the memory in only 16%
of the heralded experiments; despite this, we still observe a high contrast between signal
and noise. At −60◦C, with an ideal heralding efficiency, the SNR in this memory could be
70:1.
Correlations between the memory output and the herald photon can be seen in their
coincidence statistics, as shown in Fig. 5.3. The coincidence rate as a function of the
electronic delay between the memory output and the herald photon shows periodic peaks
due to accidental coincidences between the memory noise and the herald photon; the
time period of these peaks is 12.5 ns corresponding to the repetition period of the laser
120
−25 −12.5 0 12.5 250
1
2
3
4
5
Electronic delay [ns]
Co
inc
ide
nc
es
/s
Heralded input
No input
Figure 5.3: Detection coincidences between the herald photon and the signal photon re-
trieved from the memory as a function of electronic delay (blue). A peak of five times
the accidental rate at zero delay demonstrates strong correlations between the herald and
signal photons after readout from the memory. The memory noise (red, offset by 2 ns for
clarity) shows no increase at zero delay. Signal and herald detection events are defined as
coincident if the time delay between them falls within a 156 ps window. The width of the
peaks is due to the timing jitter (∼500 ps) of the APDs.
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oscillator. The largest peak, at zero delay, indicates retrieval of signal photons which have
been written to the memory. These coincidence rates exceed the accidental rate by a factor
of five, a clear indication that the non-classical correlations between herald and signal are
maintained during storage and retrieval from the quantum memory.
A stringent test for non-classical photon statistics is to measure the second-order cor-
relation function g(2)(0) [138]. Using the Hanbury Brown and Twiss configuration [36],
the input light field is partitioned between two detectors using a 50:50 fiber beamsplitter,
as shown in Fig. 5.1(c). The triggered g(2)(0) function of the heralded SPDC source is
calculated as [139]:
g(2)(0) =
Nh,1,2Nh
Nh,1Nh,2
, (5.1)
where Nh is the number of herald photons detected in a given time window, Nh,1 (Nh,2) is
the number of two-fold coincident detections between the herald and output port 1 (2) of
the beam splitter and Nh,1,2 is the number of three-fold coincidences between the herald
and both ports of the beamsplitter. A correlation function of g(2)(0) < 1 is a direct measure
of sub-poissonian statistics which cannot be explained classically, and is evidence of single
photons.
At the memory input, we measure g
(2)
in (0) = 0.04 ± 0.01; after the memory the cor-
relation function g
(2)
out(0) depends on the storage time, as shown in Fig. 5.4. When the
storage time is 0.5 ps, we measure g
(2)
out(0) = 0.65 ± 0.07, five standard deviations below
the classical limit of 1. The measured g
(2)
out(0) function increases with increasing storage
time as the noise comprises a larger fraction of the measured counts, however the memory
output maintains non-classical statistics for >2.5 ps. A g
(2)
out(0) correlation of 0.65 confirms
non-classicality, but the storage and readout has introduced noise thereby degrading the
correlation measured directly from the source, g
(2)
in (0). For completeness, we point out that
a g
(2)
out(0) > 0.5 cannot distinguish between a state comprised of single photons mixed with
thermal noise, and a different non-classical state comprised entirely of n = 2 and larger
Fock states. However the latter state is unlikely given the physics of the system.
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Figure 5.4: The heralded second-order correlation function of the memory output as a
function of storage time. Values below the classical limit of g
(2)
out(0) = 1 demonstrate the
quantum characteristics of the output field. Non-classical statistics are observed for storage
times up to ∼3 ps. Error bars are from Poissonian counting statistics.
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5.6 Conclusion
In conclusion, we have demonstrated a THz-bandwidth quantum memory for light using
the optical phonon modes of a room-temperature diamond. The unique features of the
memory enable storage of single photons produced by ultrafast spontaneous parametric
downconversion — the most widespread source of single and entangled photons. The
heralded second-order correlation function of the memory output was g
(2)
out(0) = 0.65±0.07
which is five standard deviations below the classical limit. This result confirms the quantum
nature of our memory by mapping a single photon to and from a single phonon maintaining
non-classical photon statistics. Future work will focus on developing a multi-mode memory
capable of storing dual-rail or polarization qubits and entangled photons. The device
requires no cooling or optical preparation before storage and is a few millimetres in size;
diamond is therefore a robust, convenient and high-speed testbed system in which to
evaluate operational memory parameters, study the effects of noise, and develop quantum
protocols.
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Chapter 6
Storage and retrieval of entangled
qubits from the diamond quantum
memory
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6.2 Abstract
A quantum memory, which stores and releases a photonic qubit on demand, is a key
enabling component for emerging quantum technologies. However many implementations
of quantum memories place strict bandwidth limitations on the photons to be stored. Here
we store and retrieve THz-bandwidth photons in a room-temperature diamond quantum
memory, preserving their polarization states. Performing a quantum process tomography
we observe qubit storage above the classical bound for 3 ps, over 11 times longer than the
input photon coherence time. We also store one photon from an entangled photon pair
and show that the quantum memory preserves entanglement for over 7 times the input
coherence time. We expect the diamond quantum memory to find use in many ultrafast
applications where long storage times are not necessary.
6.3 Introduction
Photons are the natural choice to transmit quantum information. They play a vital role in
many emerging quantum technologies such as quantum computing [41], communication [53,
54, 140], and cryptography [56]. The full realization of these technologies necessitates the
development of quantum memories [70, 131]. For example, by acting as a buffer for photonic
qubits, quantum memories can synchronize random events, counteracting the probabilistic
nature of many quantum light sources.
An ideal quantum memory stores and releases a single photon on demand while faith-
fully preserving its quantum information. Quantum storage has been demonstrated in
various physical systems using heralded [85, 96] and entangled [67, 74, 83, 82, 98] single
photons, as well as attenuated laser pulses [89, 13, 141]. Quantum storage times have been
demonstrated as long as hours [142], however achieving long storage times for photons
often limits their acceptance bandwidth to GHz or below [30, 83].
Demonstrations of THz-bandwidth [31, 32, 143] storage have been achieved using Ra-
man transitions [93], increasing the operational speeds of quantum memories by several
orders of magnitude. Raman memories have also demonstrated additional features such as
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constructing tunable beamsplitter networks [110] and spectral manipulation [144]. These
aspects of quantum memories enable applications such as rapidly reconfigurable quantum
logic gates [114], and generating time-frequency domain entangled states for cluster-state
quantum computing [113]. Room-temperature diamond is a candidate for such applica-
tions: it is a robust system for the generation of non-classical states [68] and macroscopic
entanglement [68], as well as the storage [143] and manipulation [144] of single photon
wave-packets.
In this work we store ultrafast photonic qubits in the vibrational excitations of room-
temperature diamond using the Raman memory protocol. Recently we demonstrated the
storage of single photon in diamond [143], however, since the Raman process in diamond
precludes multi-mode storage, the transition to storing qubits is non-trivial. Here we
achieve qubit storage by employing a second memory — we use two spots at separate
times in the same diamond crystal to provide multimode storage. The two modes forming
the qubit are then coherently recombined after retrieval from the memory. We characterize
the performance of the memory with a quantum process tomography. We observe faithful
storage above a classical bound for many times longer than the input photon coherence
time. Additionally, we store one photon from a polarization-entangled photon pair and
observe that the entanglement between the stored photon and a herald persists for multiple
durations of the photon.
6.4 Experiment
The memory functions as follows. A signal photon is stored in the optical phonon modes
of the diamond lattice (|s〉 in Figure 6.1(c)) via a Raman transition stimulated by a strong
write pulse. The 40 THz splitting between the ground (|g〉) and optical phonon states
produces a quantum-level noise floor when operating at room temperature [32]. The storage
of THz-bandwidth photons is made possible by the large detunings of the signal and write
frequencies from the conduction band (|c〉); the signal photons have 2.4 THz bandwidth
(4.1 nm at center wavelength 723 nm). (Note that in this chapter we have changed the
labelling of the diamond energy levels from {|0〉, |1〉, |2〉} to {|g〉, |s〉, |c〉} to avoid confusion
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Figure 6.1: (a) Pulses for the read, write and photon source pump are derived from the
same laser. A photon pair (signal, herald) is generated via SPDC pumped by the second-
harmonic (SHG) of the laser. A polarization qubit is prepared in the signal arm, converted
to a dual-rail qubit and sent to the memory. (When generating entangled photon pairs in
the source the signal preparation step is removed.) Read and write pulses are prepared in
displaced Mach-Zehnder and Michelsen interferometers (not shown), and are overlapped
with the qubit modes on a dichroic mirror. After retrieval, the qubit is converted back
to polarization. Half- (HWP) and quarter-waveplates (QWP) are used in each mode to
correct polarization and phase rotations, and the state is analyzed by a HWP, QWP and
polarizing beamsplitter (PBS). After passing through an interference filter (IF), coincident
photon detections with the herald are counted. (b) A qubit, α|0〉 + β|1〉, (hollow blue) is
stored in dual-rail modes by two write pulses (solid red). Two read pulses retrieve each
mode after time τ . (c) Λ-level diagram for diamond. Input and write fields transition the
crystal from its ground state (|g〉) to the optical phonon level (|s〉); read and output fields
drive the reverse the transition. All frequencies are far detuned from the conduction band
(|c〉).
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with the state of the stored qubit defined by |0〉 and |1〉.) After a time τ , the photon is
retrieved from the memory by a read pulse. Propagating along the z-direction in diamond,
Raman selection rules require that write and signal pulses have orthogonal polarizations.
Similarly, the photon retrieved from the memory has orthogonal polarization to the read
pulse. Our memory is intrinsically single mode in polarization; in order to store polarization
qubits spatial or temporal multiplexing is required. The two modes for the qubit memory
must function independently, each requiring a set of write and read pulses, see Figure 6.1(b).
Figure 6.1(a) shows the experimental setup. A mode-locked Ti:sapphire oscillator op-
erating at 80 MHz outputs 190 fs pulses at 800 nm center wavelength. The laser power is
divided between read/write pulses and the pump for the photon source. The source gener-
ates photon pairs by pumping type-I spontaneous parametric downconversion (SPDC) in
a 1 mm Barium Borate (BBO) crystal with the second harmonic of the pump pulse. The
detection of an 895 nm photon heralds the presence of a 723 nm photon in the signal mode.
With the quantum memory not active — no control pulses are present and input pho-
tons are transmitted through the diamond — we measure a coincidence rate of ∼1100 Hz
between signal and herald detections, using a coincidence detection window of 1 ns. The
polarization state of the signal photon is prepared using a polarizing beamsplitter (PBS),
quarter- (QWP) and half-waveplate (HWP) which is then mapped into spatial modes using
a calcite beam displacer which separates horizontal (|H〉) and vertical (|V〉) polarizations
by 4 mm in the transverse direction. The two signal modes, |H〉 and |V〉, are overlapped
spatially and temporally with their corresponding write pulses and are incident on the
diamond. The 2.3 mm-long, high-purity diamond was grown by chemical vapour deposi-
tion. With 4.4 nJ of energy in each write pulse we observe a write efficiency of ηw = 6.2%
marked by a dip in signal-herald coincidences in both memory modes due to absorption.
We note that though the signal spatial modes are separated by 4 mm, they are focussed
to the same point in the diamond crystal. To avoid cross-talk between the two memory
modes we separate the two write processes in time by 16.7 ps such that the first signal
mode is stored, retrieved, and the memory restored to its ground state before the second
signal mode arrives at the diamond.
After time τ , two 4.4 nJ read pulses are incident on the memory. Half- and quarter-
waveplates in each spatial mode correct for polarization rotations. Retrieved signal modes
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are coherently recombined on a polarizing beam displacer, converting the quantum infor-
mation back to polarization, and the phase is corrected using a QWP-HWP-QWP combi-
nation. Any light that is not stored in the memory is transmitted through the diamond,
but has orthogonal polarization to the retrieved light and is removed by the beam displacer.
The polarization state of the retrieved photon is analyzed using an HWP-QWP-PBS com-
bination before collection in single-mode fibre and detection by an avalanche photodiode;
joint detections of signal and herald photons are recorded by coincidence counting logic.
Figure 6.2(a) shows the coincidence rate of retrieved signal photons as a function of
storage time when preparing and measuring the horizontal polarization. At the peak we
measure a retrieval coincidence rate of 8.33 Hz. The memory efficiency is then ηM =
(0.76 ± 0.03)%, implying a retrieval efficiency of ηr = ηM/ηw = 12.2%. The efficiency of
our memory is limited by the amount of available laser power for write and read pulses.
An exponential fit Nc/2 + (S0 + N0/2)e
−τ/τM yields a memory lifetime of τM = 3.5 ps
which is limited by acoustic decay of the optical phonon [127]. Spurious noise processes
in the memory can trigger counts when no photon is input to the memory. We measure
a constant noise rate of Nc = 3.737 ± 0.004 Hz, a time-dependent noise rate N0e−τ/τM ,
where N0 = 0.464 ± 0.008 Hz, and an initial retrieved signal rate S0 = 6.2 ± 0.3 Hz. A
factor of 2 in the noise rate compensates for the fact that though noise is generated in
both memory modes, half is removed by polarization analysis. The probability that a
photon detection corresponds to a successful storage and retrieval from the memory is
then p(τ) = S0e
−τ/τM/[Nc + (N0 + S0)e−τ/τM ].
6.5 Results and Discussion
6.5.1 Quantum state tomography
To characterize the performance of the quantum memory we prepare and store each of the
following input states: |0〉 = |H〉, |1〉 = |V〉, |±〉 = (|H〉±|V〉)/√2, |±y〉 = (|H〉±i|V〉)/
√
2,
which is a tomographically overcomplete set. Retrieving the photon from the memory we
perform a maximum likelihood quantum state [11] and process tomographies [25]. Fig-
ure 6.3 shows the reconstructed density matrices for all six input states after storage in
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Figure 6.2: (a) Measured herald-signal (blue) coincidences after the memory, where the
input state is prepared as |0〉 and the output is projected onto |0〉. Error bars show one
standard deviation assuming Poissonian noise. Coincidences due to noise photons (red),
i.e., when there is no input signal, are also present in the retrieved signal which degrade
stored qubits. The function Nc/2 + (S0 +N0/2)e
−τ/τM is fit to the data (dashed lines). (b)
Average state fidelity of the memory output as a function of storage time. The quantum
memory operates above the 2/3 classical bound for 3 ps, over 11 durations of the 270 fs input
photon (shown for reference). Modelling the memory with noise as a partially depolarizing
channel (Eq. 1) the average fidelity is [1 + p(τ)]/2 (dashed line).
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the the quantum memory. The fidelity of the output state ρo with an ideal input ρi is
calculated [16] as F(ρo, ρi) =
(
Tr
√√
ρi · ρo · √ρi
)2
(see Section 1.3.2). The fidelity aver-
aged over the six input states is 0.784 ± 0.004, where the uncertainty is calculated using
Monte Carlo simulations by adding Poissonian noise to measured counts. By contrast a
classical memory, i.e., measuring and re-preparing the qubit, can function with an aver-
age state fidelity of 2/3 [69] (see Appendix D). As shown in Figure 6.2(b), our quantum
memory beats this bound up to 3 ps of storage, which is over 11 durations of the input
photon coherence time. From these measurements we can also reconstruct the process
matrix for the memory, χM, using a maximum likelihood quantum process tomography
(see Section 1.4.1), shown in Fig. 6.4. We compare χM with the process matrix when the
memory is inactive, χinactive, i.e., with no read and write pulses present, and find a process
fidelity (see Section 1.4.2) of F(χM, χinactive) = 0.761± 0.006.
The primary limitation on memory fidelity is noise produced by the read and write
pulses. Reconstructing the process matrix when no input photon is present we find a
process fidelity > 0.999 with the completely depolarizing channel, producing the maximally
mixed state 12/2. This implies the noise is completely unpolarized and so the memory
operating in the presence of noise can be modelled as a partially depolarizing channel
E(ρ) = p(τ)ρ+ [1− p(τ)] 12/2, (6.1)
where is p(τ) is as stated above. The average state fidelity of the channel output is
[1 + p(τ)]/2 which is plotted alongside the data in Figure 6.2(b). We find the process
fidelity between χM, reconstructed for a storage time τ , and the channel in Eq. 6.1 to be
> 0.99 for all measured storage times. This suggests that our simple model describes the
memory process well.
6.5.2 Entanglement storage
We now turn to the storage of one photon of an entangled pair. To prepare a two-photon
polarization-entangled state we pump type-I SPDC in two orthogonally oriented 1 mm BBO
crystals, using a diagonally-polarized pump pulse. With appropriate temporal compensa-
tion and phase correction, this ideally generates the state |Φ+〉 = (|0〉s|0〉h + |1〉s|1〉h)/
√
2,
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Figure 6.3: Reconstructed density matrices for each of the six input states after storage in
the quantum memory. The average of the state fidelities with corresponding ideal inputs
(dashed black) is 0.784± 0.004.
133
0
0.5
-0.5
1
0
0.5
-0.5
Re(χM ) Im(χM )
σ0
σx
σy
σz
σ0
σx
σy
σz
σ0
σx
σy
σz
σ0
σx
σy
σz
Figure 6.4: The real and imaginary parts of χM , the reconstructed process matrix de-
scribing the quantum memory. The process matrix is represented in the basis of Pauli
operators {σ0 = 1, σx, σy, σz}. The process fidelity with the ideal memory, i.e., the identity
process (dashed black), is 0.677± 0.006. The process fidelity with the same optical setup
when the memory is not active, i.e., control beams not present, is 0.761± 0.004.
where the subscripts s and h refer to signal and herald modes, respectively. In order to
store the entangled signal photon we remove the state preparation apparatus from the
signal path shown in Figure 6.1(a); otherwise the procedure is identical to above. Using a
two-qubit maximum likelihood state tomography we reconstruct the density matrix of the
retrieved signal-herald state. We perform quantum state tomography on the initial state,
before storage, and find a fidelity of 0.939± 0.001 with |Φ+〉 — the real part of the input
state density matrix is shown in Figure 6.5(a). We measure an input coincidence rate of
360 Hz in both |0〉s|0〉h and |1〉s|1〉h bases when the memory is inactive, and retrieval rates
of 2.32 Hz in each basis. The state after retrieval has 0.562± 0.007 fidelity with |Φ+〉, and
0.764 ± 0.005 fidelity with the input state (see Figure 6.5(b)). (The discrepancy between
these two fidelities is explained in Section 1.2.1.) The retrieved state fidelities as a function
of storage time are shown in Figure 6.5(c).
When the channel in Eq. 6.1 acts one qubit of the maximally entangled state |Φ+〉
the result is a Werner state ρW(τ) = p(τ)|Φ+〉〈Φ+| + [1 − p(τ)]14/4 (see Section 1.2.1).
The fidelity of ρW with the maximally entangled state is F(ρW, |Φ+〉〈Φ+|) = [1 + 3p(τ)]/4,
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which is plotted in Figure 6.5(c) (dashed line). Here we found the initial retrieved signal
rate to be S0 = 1.39 ± 0.07 Hz, the constant noise rate to be Nc = 1.41 ± 0.04 Hz and
the time-dependent noise rate to be initially at N0 = 0.46± 0.09 Hz. Over all investigated
storage times output states show high overlap with the Werner state ρW(τ), averaging to
0.990± 0.001.
We use concurrence [9] (see Section 1.2.1) to quantify the amount of entanglement
remaining in the state after storage. The concurrence of a state ρ is C(ρ) = (max{0, λ1−λ2−
λ3 − λ4}), where λi are the eigenvalues, in decreasing order, of the matrix R =
√√
ρρ˜
√
ρ;
here ρ˜ = (σy ⊗ σy)ρ∗(σy ⊗ σy). Maximally entangled states have C = 1, whereas separable
states have C = 0. The concurrence of the input state is 0.912±0.002. Figure 6.5(d) shows
the concurrence of the retrieved signal as a function of storage time. The concurrence for
the Werner state is C(ρW (τ)) = max{0, [3p(τ)− 1]/2}. This is plotted alongside the data
in Figure 6.5(d) (dashed line). We can see that though the state is diminished due to noise,
entanglement between the stored and herald photons persists for up to 2 ps of storage time.
As a final note, we return to the result in Fig.6.2(a), which shows the retrieved signal and
associated noise. Noise photons are generated by one of two processes: four-wave mixing
between read, write and Stokes pulses [32]; and read pulses scattering off of thermally
populated phonons [143]. While thermal noise will not depend on the delay between read
and write pulses, four-wave mixing noise is equal parts constant and time-dependent from
read-read scattering and write-read scattering, respectively. We estimate that 80% of the
observed noise is thermal. While four-wave mixing noise can be mitigated through phase
matching conditions, thermal noise can be reduced with cooling. For instance at −40◦C,
which is achievable with Peltier cooling, thermal noise should be reduced by a factor of 6.
From our model we expect that the peak average state fidelity (Fig.6.2(b)) would increase
to 0.91 and would remain above the classical bound for 7.6 ps of storage, over 28 times
longer than the input photon. In the entangled state case, the output fidelity of the with
|Φ+〉 would increase to 0.787 and the concurrence would remain above zero for 6 ps of
storage.
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Figure 6.5: The real parts of the reconstructed input (a) and output (b) density matrices
show entanglement between signal and herald photons. The input state has 0.939± 0.001
fidelity with |Φ+〉, and at the peak the output of the quantum memory has 0.562± 0.007
fidelity with |Φ+〉, and 0.764± 0.005 with the input state. (c) Fidelity of the joint output-
herald state with |Φ+〉 (blue dots, left axis) and fidelity with the input state (red dots, right
axis) as a function of storage time. (d) Concurrence of the joint output-herald state (dots)
and for the Werner state (dashed) as a function of storage time. Entanglement persists for
up to 2 ps of storage.
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6.6 Conclusion
We have shown that the diamond memory supports non-classical storage of ultrafast pho-
tonic qubits. To our knowledge, this study demonstrates the highest storage bandwidth
of an entangled photon to date. While the storage time remains prohibitively short for
many long-distance applications, we expect that the diamond memory will find use in com-
munication architectures where long-lived storage is not required. This includes rapidly
reconfigurable quantum logic gates [114], and processing spectral properties of photonic
qubits [144]. That the diamond memory can also support polarization qubit storage es-
tablishes it as an key enabler for future quantum technologies.
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Chapter 7
Frequency and bandwidth conversion
of single photon in the diamond
quantum memory
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7.2 Abstract
The spectral manipulation of photons is essential for linking components in a quantum
network. Large frequency shifts are needed for conversion between optical and telecom-
munication frequencies, while smaller shifts are useful for frequency-multiplexing quantum
systems, in the same way that wavelength division multiplexing is used in classical commu-
nications. Here we demonstrate frequency and bandwidth conversion of single photons in
a room-temperature diamond quantum memory. Heralded 723.5 nm photons, with 4.1 nm
bandwidth, are stored as optical phonons in the diamond via a Raman transition. Upon
retrieval from the diamond memory the spectral shape of the photons is determined by
a tunable read pulse through the reverse Raman transition. We report central frequency
tunability over 4.2 times the input bandwidth, and bandwidth modulation between 0.5
and 1.9 times the input bandwidth. Our results demonstrate the potential for diamond,
and Raman memories in general, as an integrated platform for photon storage and spectral
conversion.
7.3 Introduction
The fragility of the quantum state is a challenge facing all quantum technologies. Great
efforts have been undertaken to mitigate the deleterious effects of decoherence by isolating
quantum systems, for example, by cryogenically cooling and isolating in vacuum. State-
of-the-art decoherence times are now measured in hours [142]. An alternative approach is
to build quantum technologies that execute on ultrafast time scales – as short as femtosec-
onds – such that operations can be completed before decoherence overwhelms unitarity.
A shining example is the Raman quantum memory [93, 30, 31, 96] which can absorb
single photons of femtosecond duration and release them on demand several picoseconds
later [143]. While picosecond storage times are not appropriate for conventional quan-
tum memory applications such as long distance communication, it has been suggested [93]
that Raman quantum memories can find additional uses such as frequency and bandwidth
conversion.
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Controlling the spectral properties of single photons is essential for a wide array of
emerging optical quantum technologies spanning quantum sensing [130], quantum com-
puting [41], and quantum communications [54]. Essential components for these technolo-
gies include single photon sources [145], quantum memories [128], waveguides [146], and
detectors [147]. The ideal spectral operating parameters (wavelength and bandwidth) of
these components are rarely similar; thus, frequency conversion and spectral control are key
enabling steps for component hybridization [148]. Beyond hybridization, frequency conver-
sion is an area of emerging interest in quantum optical processing. The frequency degree
of freedom can be used along side conventional encoding in, for example, polarization, or
time-bin, to build quantum states of higher dimensionality [113].
Spectral control is a mature field in ultrafast optics where phase- and amplitude-shaping
of a THz-bandwidth pulse can be achieved using passive pulse-shaping elements in the
Fourier plane [149]. Meanwhile, a range of nonlinear optical techniques [43] such as sec-
ond harmonic generation, sum- and difference-frequency generation, four-wave mixing, and
Raman scattering are routinely employed to shift the frequency of laser pulses. Extend-
ing these frequency conversion techniques into the quantum regime is a critical task for
many quantum technologies but is made difficult by the low intensity of single photons,
and the sensitivity of quantum states to loss and noise. Despite these challenges, quan-
tum frequency conversion [99] has been demonstrated in a number of systems including
waveguides in nonlinear crystals [150, 100, 102, 103, 104, 105], photonic crystal fibres [101],
and atomic vapour [106]. Similarly, photon bandwidth compression has been shown us-
ing chirped pulse upconversion [107]. Full control over the spectral properties of single
photons [151] has been proposed using second- [148, 152] and third-order [153] optical
nonlinearities.
Large frequency shifts, such as those achieved using sum- and difference-frequency
generation, are desirable to convert photons to, and from, the telecommunication band.
Meanwhile, smaller shifts can be useful for frequency-multiplexing in several closely spaced
bins. This concept is widely used in classical fiber optics where wavelength division multi-
plexing (WDM) is employed to achieve data rates far beyond that which could be achieved
with monochromatic light [154]. However, in quantum optics the utility of frequency mul-
tiplexing has only recently been explored [155, 113, 114, 156]. In a frequency-multiplexed
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quantum architecture, it will be critical to build components that can add, drop, and ma-
nipulate different frequency bins: it has been proposed that frequency-selective quantum
memories can perform this task [113, 114]. As with classical WDM, the frequency bins will
likely be closely spaced so that small shifts around a central frequency will be required.
In this article, we demonstrate the use of a Raman quantum memory to perform quan-
tum frequency conversion: we manipulate the spectral properties of THz-bandwidth pho-
tons using a memory in the optical phonon modes of diamond [143]. Crucially, the quan-
tum properties of the photon must be maintained even while the carrier frequency and
bandwidth are modified. In our demonstration, a signal photon is mapped into an op-
tical phonon by the write pulse, and then retrieved with its spectral properties modified
according to the properties of the read pulse.
7.4 Results
7.4.1 Experiment
The frequency converter is based on a quantum memory [143] modeled by the Λ-level
system shown in Fig. 7.1(b), where an input signal photon (723.5 nm centre wavelength
and bandwidth δ = 4.1 nm full width at half maximum (FWHM)) and a strong write pulse
(800 nm, 5 nm FWHM) are in Raman resonance with the optical phonon band (frequency
40 THz). The large detuning of both fields from the conduction band (detuning ∆ ≈
950 THz) allows for the storage of high-bandwidth photons while the memory exhibits a
quantum-level noise floor even at room temperature [143]. The input signal photon is stored
in the memory by Raman absorption with the write pulse, creating an optical phonon. After
a delay τ , the read pulse annihilates the phonon and creates a modified output photon. By
tuning the wavelength and bandwidth of the read pulse, we convert the wavelength of the
input signal photon over a range of 17 nm as well as performing bandwidth compression to
2.2 nm and expansion to 7.6 nm (FWHM). The diamond memory is ideally suited to this
task, offering low-noise frequency manipulation of THz-bandwidth quantum signals at a
range of visible and near-infrared wavelengths in a robust room-temperature device [32].
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Figure 7.1: Concept and experiment. (a) Input signal photons stored in the diamond
by the strong write pulse can be retrieved with modified spectral properties upon the
output. The output spectrum is controlled by that of the read pulse. (b) Photons are
Raman-absorbed to create optical phonons (|1〉), 40 THz above the ground state (|0〉).
A read pulse of tunable wavelength and bandwidth retrieves the photon, determining its
spectrum. Here, ∆ is the detuning from the conduction band (|2〉), δ is the input photon
bandwidth, ∆ω is the detuning between input and output frequencies. (c) The master laser
(red) is split between the write field and photon source. In the photon source, frequency-
doubled laser light pumps spontaneous parametric downconversion and heralded input
signal photons (green) are generated. Signal photons are Raman-absorbed into the optical
phonon modes in the diamond via the write field. The slave laser (orange) emits the read
field which retrieves the photon from the diamond after time τ . The output signal photon
(blue) spectrum is measured on a monochromator. The sum-frequency generation (SFG)
of read and write pulses triggers the experiment. Coincident detections of output, herald
photons and SFG events are measured by a coincidence logic unit.
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The experimental setup is shown in Fig. 7.1c. The master laser for the experiment
is a Ti:sapphire oscillator producing 44 nJ pulses at a repetition rate of 80 MHz and a
central wavelength of 800 nm. This beam is split in two parts: the photon-source pump
and the write field. In the photon source, the second harmonic generation (SHG) of the
laser light pumps collinear type-I spontaneous parametric downconversion (SPDC) in a
β-barium borate (BBO) crystal, generating photons in pairs, with one at 723.5 nm (input
signal) and the other at 894.6 nm (herald). The herald photon is detected on an avalanche
photodiode (APD) while the input is spatially and spectrally filtered, and overlapped with
the orthogonally polarized write pulse on a dichroic mirror. The input signal photon and
write field are incident on the 〈100〉 face of the diamond and the input is Raman-absorbed.
The photon is retrieved from the diamond using a read pulse produced by a second
Ti:sapphire laser (slave), whose repetition rate is locked to the master, but whose fre-
quency and bandwidth can be independently modified. In this experiment we vary the
read field wavelength between 784 nm and 814 nm, and its bandwidth between 2.1 nm and
12.1 nm FWHM. In order to narrow the bandwidth of the read pulse, a folded-grating
4f -system [149] with a narrow slit is used, while in all other configurations the 4f line is
removed. The read pulse is then overlapped with the write on a polarizing beamsplitter
(PBS), arriving at the diamond a time τ after storage. The horizontally polarized read
pulse retrieves a vertically polarized photon (output) from the diamond with spectral shape
close to that of the read pulse, blue-shifted by the phonon frequency (40 THz).
The read and write pulses are separated from the signal photons after the diamond
by a dichroic mirror; sum-frequency generation (SFG) of the pulses is detected on a fast-
photodiode (PD) and used to confirm their successful overlap. Frequency-converted output
photons are separated from any unstored input photons by a PBS, coupled into a single-
mode fibre, and directed to a monochromator. The spectrally filtered output from the
monochromator is coupled into a multi-mode fibre and detected on an APD. Coincident
detections between output, herald, and read-write SFG events are measured; the experi-
ment is triggered by the joint detection of a herald photon and an SFG signal. (See Methods
for further details.)
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Figure 7.2: Frequency conversion. (a) The measured blue- and red-shifted output photon
spectra (hollow circles), and noise (dots), when the read beam is tuned to 792 nm and
808 nm respectively. Corresponding read beam spectra, blue-shifted by the phonon fre-
quency, are shown (solid lines) for reference along with the input photon spectrum (green).
(b) Retrieved blue- and (c), Red-shifted signal (hollow circles), and noise (dots), as read-
write delay is scanned. An exponential fit gives a phonon lifetime of 3.5 ps. (d) Coincidence
detection events between blue- and (e), red-shifted output and herald photons while scan-
ning the electronic delay between them, as measured at the peak of the spectrum. (a)–(e)
Error bars show one standard deviation calculated assuming Poissonian noise.
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7.4.2 Frequency shifts
Frequency conversion of the signal photon is observed by tuning the slave laser wavelength.
We vary this from 784 nm to 812 nm and measure the output photon wavelength using the
monochromator, recording three-fold coincidence events. The resulting output spectra,
with the read pulse centred at 792 nm and 808 nm, are shown in Fig. 7.2a (hollow circles).
The spectrum of each read pulse (solid lines), blue-shifted by the phonon frequency, is
plotted alongside the relevant output photon spectrum to show how the photon spectrum
is determined by the read pulse. We find the peaks of the output spectra to be 716 nm
and 728 nm with bandwidths 3.3 nm and 3.5 nm, FWHM respectively, making the output
spectrally distinguishable from the input (green).
Following retrieval, the time-correlations characteristic of SPDC photon-pairs are pre-
served. This is measured by scanning the electronic delay between the signal and herald
detection events in steps of 12.5 ns (the time between adjacent oscillator pulses) and count-
ing coincident detections. Results are shown in Fig. 7.2d-e for blue- and red-shifted cases
respectively. We quantify this using the two-mode intensity cross-correlation function be-
tween output signal and herald fields given by g
(2)
s,h = Ps,h/(PsPh). Here, Ps(Ph) is the
probability of detecting a photon in the signal (herald) mode, and Ps,h is the probability
of measuring a joint detection. A measurement of g
(2)
s,h > 2 indicates non-classical correla-
tion [157, 37] (see Methods), whereas uncorrelated photon detections, e.g., from noise, give
g
(2)
s,h = 1. We calculate the values of g
(2)
s,h at the peak of the blue- and red-shifted spectra to
be 2.7± 0.2 and 3.4± 0.3, respectively.
Figure 7.2b(c) shows the blue-(red-)shifted photon retrieval rate as a function of the
optical delay τ between read and write pulses. An exponential function is fit to the data
and we find a memory lifetime of 3.5 ps as expected from the lifetime of the optical
phonon [40, 32]. This exceeds 12 times the duration of the input photon (see Methods).
Also plotted in Fig. 7.2a-c are the measured coincidences due to noise (dots), which are
measured by taking the average of the ±12.5 and ±25 ns time-bins as shown in Fig. 7.2d
and e. Noise comes from two processes: four-wave mixing [32]; and read pulses scattering
from thermally-populated phonons producing anti-Stokes light [143, 32]. The latter can be
reduced by an order of magnitude by cooling the diamond to −60◦C.
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Figure 7.3: Range of frequency conversion. Measured g
(2)
s,h of frequency-shifted photons.
Frequency conversion, tuning the read beam over a 30 nm range, is observed. Non-classical
statistics, i.e., g
(2)
s,h > 2, are maintained over a 18 nm range. The estimated g
(2)
s,h (solid line)
which depends on sinc2(∆kL/2) agrees well with experimental data suggesting that the
range of frequency conversion is determined by phase matching conditions. Error bars
show one standard deviation calculated assuming Poissonian noise.
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Figure 7.3 shows g
(2)
s,h measured at the peak of each output signal spectrum as the read
wavelength is tuned over a 30 nm range. We find that blue- and red-shifted single photons
maintain non-classical correlations over a 17 nm range. Since noise is uncorrelated with
herald photons, we expect the noise to have cross-correlation g(2) = 1. The g
(2)
s,h will increase
from 1 in proportion to the signal-to-noise ratio (see Methods for further details),
g
(2)
s,h ≈ 1 +
ηhηfc(∆ω)
Pn
. (7.1)
Here ηh = Ps,h/Ph = 0.13% is the photon heralding efficiency in the signal arm including
the monochromator, Pn = 3.8 × 10−6 is the probability of detecting a noise photon, and
ηfc(∆ω) is the conversion efficiency as a function of frequency detuning, ∆ω, between
input and output photons. The conversion efficiency ηfc(∆ω) = ηfc(0) × sinc2(∆kL/2),
where L = 2.3 mm is the length of the diamond along the propagation axis, and ∆k =
ki − ko + kr − kw is the phase mismatch between the input signal (i), output signal (o),
read (r), and write (w) fields due to material dispersion in diamond [32]. The conversion
efficiency was measured to be ηfc(0) = 1.1%, inside the diamond at zero detuning. As the
diamond is not anti-reflection coated, a 17% reflection loss occurs at each face.
Inserting experimental parameters into Eq. 7.1 returns g
(2)
s,h ≈ 1 + 3.7 × sinc2(∆kL/2)
which is plotted along side data in Fig. 7.3 (solid line). The close agreement with exper-
iment suggests that the limitation on frequency conversion comes primarily from phase-
matching conditions. We then expect that the range of frequency conversion in diamond
can be extended by modifying the phase-matching conditions. This could be achieved by
shortening the diamond crystal, or by employing non-collinear beam geometries [158]. In
the current configuration, the maximum conversion efficiency is limited to ∼ 1% due to
the efficiency of the quantum memory [143]. However, we note that this could be improved
with increased intensity in read and write pulses, or by increasing the Raman coupling, for
example by use of a waveguide.
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Figure 7.4: Bandwidth conversion. (a) Narrowed output spectrum (hollow circles) and
noise (dots) with read beam FWHM at 2.1 nm. (b) Expanded output photon spectrum
(hollow circles) and noise (dots) with read beam FWHM at 12.1 nm. (a)–(b) Correspond-
ing read beam spectra, blue-shifted by the phonon frequency, are shown (solid lines) for
reference along with the input photon spectrum (green). (c) Coincidence detection events
between bandwidth narrowed and (d), expanded output photons and heralds while scan-
ning the electronic delay between them, as measured at the peak of the spectrum. (a)–(d)
Error bars show one standard deviation calculated assuming Poissonian noise.
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7.4.3 Bandwidth manipulation
Bandwidth conversion is observed by tuning the slave laser bandwidth. With the read
pulse wavelength centred at 801 nm, its bandwidth could be tuned from 12.1 nm FWHM
to 2.1 nm FWHM using a slit in a grating 4f line. Figure 7.4a(b) shows the resulting nar-
rowed (expanded) output photon spectrum with the corresponding read pulse spectrum,
blue-shifted by the phonon frequency, and the input signal photon spectrum for refer-
ence. The resulting narrowed and expanded photon bandwidths are 2.2 nm and 7.6 nm,
FWHM respectively. Figure 7.4c(d) shows the conservation of timing correlations between
bandwidth-narrowed (-expanded) photons and herald photons, respectively. We measure
g
(2)
s,h = 2.6 ± 0.2 in the narrowed bandwidth case, g(2)s,h = 2.9 ± 0.2 in the expanded band-
width case, showing that bandwidth-converted output light from the diamond maintains
non-classical correlations with herald photons.
7.5 Discussion
We have demonstrated ultrafast quantum frequency manipulation by adjusting the central
wavelength and spectrum, of THz-bandwidth heralded single photons. We achieve this
spectral control using a modified Raman quantum memory in diamond. The single pho-
tons are written to the memory from one spectral mode, and recalled to another. Critically
– and unlike frequency conversion based on, e.g., amplification – the non-classical photon
statistics in our demonstration were retained after spectral manipulation. Diamond there-
fore offers low-noise THz-bandwidth storage and frequency control of single photons on a
single, robust, room-temperature platform. We have demonstrated frequency conversion
of a single polarization; two memories could be used in parallel to convert a polarization
qubit. Quantum memories for long-distance quantum communication typically demand
long storage times at the expense of high bandwidth; this application leverages a high-
bandwidth memory where long storage time is not relevant. We believe that this system
could find use in a number of applications, including entangling two photon pair-sources of
different colour; reducing the bandwidth of the ubiquitous ultrafast SPDC photon source,
without losing photons (as occurs in passive filtering); broadening the bandwidth of an
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SPDC photon source to match a chosen material system (not possible with a passive fil-
tering system); and increasing the dimensionality of quantum encoded information [113].
Ultimately, we believe that arbitrary optical function generation [159] – with both classi-
cal and quantum light – and associated signal processing capabilities will be a platform
for future technology development. We expect that the large-bandwidth nonlinear optical
conversion of Raman-based quantum memories will find use in implementations of these
generators.
7.6 Methods
7.6.1 Photon source
Laser light is frequency-doubled by type-I SHG in a 1 mm BBO crystal before pumping
collinear type-I SPDC in a second 1 mm BBO crystal. Horizontally-polarized photon pairs
are generated at 894.6 nm and 723.5 nm. Remaining pump light is filtered out and photon
pairs are separated by a 801 nm long-pass dichroic mirror. The 894.6 nm photon passes
through a 5 nm interference filter, is coupled into a single-mode fibre, and detected on an
APD. A detection heralds the presence of the 723.5 nm photon, which is spatially filtered in
a single-mode fibre and spectrally filtered by an interference filter with bandwidth of 5 nm
(FWHM). The input and write pulses are overlapped using a 750 nm shortpass dichroic
mirror. The input and write pulses are focused into the diamond by an achromatic lens of
focal length 6 cm.
7.6.2 Diamond
The diamond is a high-purity, low birefringence crystal grown by chemical vapour deposi-
tion by Element Six Ltd. The crystal is 2.3 mm long, cut along the 〈100〉 lattice direction,
and polished on two sides.
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7.6.3 Storage time
Absorption of the input photon by the diamond lattice is observed by an 18% dip in
input-herald coincidences when the input photon and write field arrive at the diamond
simultaneously. The duration of the input photon can be deconvolved from the width of
the absorption dip, 346 fs. With write pulses 190 fs in duration, the input photon pulse
duration time is
√
3462 − 1902 = 289 fs, assuming transform-limited Gaussian pulses. The
characteristic storage time of the diamond memory is 3.5 ps, found from an exponential fit
to storage data, over 12-times the duration of the input pulse.
7.6.4 Laser locking
The repetition rate of the slave laser is locked to that of the master using a Spectra Physics
Lok-to-Clock device. We send read and write beams through a cross-correlator (type-II
sum-frequency generation (SFG) in a 1 mm BBO crystal) and detect the resulting signal
on a fast-photodiode (PD) confirming that the time difference between the two pulses is
≤ 200 fs. We measure a typical SFG signal rate of 2.5 MHz; we use this signal to trigger
the experiment.
7.6.5 Monochromator
The monochromator (Acton SP2300) is comprised of a 1200 g/mm grating between two
30 cm focal length spherical mirrors. The output is coupled to a multi-mode fibre (105µm
core). The apparatus has a spectral resolution of 1.1 nm and an overall efficiency of 10%
at 723 nm.
7.6.6 Cross-correlation function
The cross-correlation function between the herald and frequency-converted light is given
by g
(2)
s,h = Ps,h/(PsPh). Classically, g
(2)
s,h is upper-bounded by a Cauchy-Schwarz inequal-
ity [157, 37] g
(2)
s,h ≤
√
g
(2)
s,s g
(2)
h,h. Here, the terms on the right-hand side are the intensity
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auto-correlation functions for the output signal and herald fields, which we assume, being
produced by spontaneous parametric downconversion, follow thermal statistics and have
g
(2)
s,s = g
(2)
h,h = 2. Adding any uncorrelated noise would strictly lower terms on the right-hand
side toward 1. To model the effect of noise on this measurement, we assume that the signal
is made up of a mixture of noise photons (detected with probability Pn = 3.8× 10−6) and
frequency-converted photons (probability Pγ), such that
Ps = Pγ + Pn ≈ Phηhηfc(∆ω) + Pn, (7.2)
Ps,h = Pγ,h + Pn,h ≈ Phηhηfc(∆ω) + PnPh, (7.3)
where ηh = 1.3× 10−3 is the heralding efficiency which equates to the collection efficiency
of the entire signal arm, including the monochromator, and ηfc(∆ω) is the efficiency of the
quantum frequency conversion. This returns:
g
(2)
s,h =
ηhηfc(∆ω) + Pn
Phηhηfc(∆ω) + Pn
, (7.4)
from which Eq. 7.1 follows, given that Phηhηfc(∆ω) Pn.
7.6.7 Background subtraction
When measured at the photon source the input and herald photon cross-correlation is
g
(2)
in,h = 164. Due to imperfect polarization extinction the input photon can, with low
probability, traverse the monochromator and be detected, thereby artificially inflating the
measured g
(2)
s,h of the converted output. For this reason we make a measurement with no
read/write pulses present and subtract these counts from the output signal when read/write
pulses are present to portray an accurate value of g
(2)
s,h . As an example, in Figure 7.3, the
peak count rate is 19 × 10−6 photons per pulse compared to a background of 3 × 10−6
photons per pulse.
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Chapter 8
Two-photon interference mediated by
the diamond quantum memory
8.1 Notes and acknowledgements
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classical interference in diamond, Physical Review Letters, 117, 073603 (2016).
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8.2 Abstract
Quantum interference of single photons is a fundamental aspect of many photonic quantum
processing and communication protocols. Interference requires that the multiple pathways
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through an interferometer be temporally indistinguishable to within the coherence time of
the photon. In this Letter, we use a diamond quantum memory to demonstrate interference
between quantum pathways, initially temporally separated by many multiples of the optical
coherence time. The quantum memory can be viewed as a light-matter beamsplitter,
mapping a THz-bandwidth single photon to a variable superposition of the output optical
mode and stored phononic mode. Because the memory acts both as a beamsplitter and as a
buffer, the relevant coherence time for interference is not that of the photon, but rather that
of the memory. We use this mechanism to demonstrate non-classical single-photon and two-
photon interference between quantum pathways initially separated by several picoseconds,
even though the coherence time of the photons themselves is just ∼250 fs.
8.3 Introduction
Single photons are an attractive choice of qubit because they are robust against environ-
mental decoherence and their state can be manipulated using linear optics. However, the
interaction between two single photons is weak, making the implementation of deterministic
two-photon gates between two photons challenging [160]. One path forward is to exploit the
interference of single photons at optical beamsplitters, combined with feed-forward tech-
niques, to build logic gates which operate in a probabilistic fashion [41]. The probabilistic
nature of these gates is a barrier to the scalability of linear-optical quantum processors and,
thus far, demonstrations have been limited to small numbers of qubits [161]. Quantum
memories, devices that can store a quantum state of light and release them on demand,
have been proposed as a solution to the scalability problem of linear-optical quantum pro-
cessing [131, 72]. By acting as a buffer for single photons, a quantum memory allows storage
during feed-forward operations [162, 163], and the synchronization of multiple probabilistic
quantum events [111].
Beyond acting as a buffer, it has been shown that a quantum memory can behave
as a light-matter beamsplitter which partitions an excitation between the light mode, a
photon, and the matter mode, a material excitation (see Fig. 8.1 (a,b)). In the classical
regime, this functionality has previously been exploited to investigate interference between
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atomic spin coherences and an optical field [164], and to develop new capabilities such as
reconfigurable optical components [110] and a mirror-less optical resonator [165]. At the
quantum level, it has been proposed that quantum memories could be used for continuous-
variable quantum computing in the time domain [113], or to perform unitary transforms
and linear logic gates [114]. In these proposals, the quantum memory both stores the single
photons and performs linear operations upon them and therefore offers a promising route
toward scalable linear-optical quantum computing.
In this Letter, we investigate using the beamsplitter functionality of a diamond quantum
memory [32, 143] to demonstrate quantum interference phenomena with THz-bandwidth
single photons. We use the quantum memory to mediate non-classical single- and multi-
photon interference effects between quantum pathways which, in the absence of the mem-
ory, would otherwise be temporally distinguishable. In the first experiment, a single photon
is partitioned between two time-bin modes. The first time-bin mode (B1) is written, with
efficiency R1, into the memory; when a read pulse retrieves this excitation while simul-
taneously writing time-bin mode B2 into the memory (with efficiecny R2) interference is
detected in the output optical mode. In the second experiment, a weak coherent state is
written into the memory in time-bin B1; when a read pulse retrieves this excitation while
simultaneously writing a heralded single photon into the memory, non-classical photon
bunching is observed in the output optical mode.
The quantum memory dynamics can be modelled as a beamsplitter interaction, where
the single photon mode with creation operator a† is partially mapped to a phonon mode
with creation operator b†, thereby creating a superposition:
a†eiωat −→ i
√
R1b
†eiωbt +
√
1−R1a†eiωat. (8.1)
Here the write efficiency of the memory R1 is analogous to the reflectivity of the beam-
splitter [166], and ωa, ωb are the oscillation frequencies of the photon and phonon respec-
tively. Similarly, the retrieval of a photon from the memory can be written as:
b†eiωbt −→ i
√
R2a
†eiωat +
√
1−R2b†eiωbt, (8.2)
where R2 is the read efficiency of the memory. Between the write and read interactions,
the photon is stored in the memory for a storage time τ ; during this time the phase of the
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Figure 8.1: (a) The write interaction of the diamond quantum memory is analogous to
a beamsplitter partitioning an input photon between the photon and phonon modes. (b)
Similarly, the read interaction also behaves as a beamsplitter. (c) Energy level diagram of
the diamond memory. The diamond crystal is initially in the ground state |0〉. The signal
photon (723 nm) and the read/write pulses (800 nm) are in two-photon resonance with the
optical phonon mode |1〉, but far detuned from the conduction band |2〉.
phonon evolves, and its amplitude decays, resulting in loss from the memory. We model
the loss as a beamsplitter with time-dependent transmission T (τ):
b†eiωbt −→
√
T (τ)b†eiωb(t+τ) +
√
1− T (τ)d†, (8.3)
where T (τ) = e−τ/τ0 , and τ0 = 3.5 ps [40]. The operator d† encompasses any form of loss
during storage, the predominant mechanism being acoustic decay [127].
8.4 Experiment
The diamond quantum memory is described by the Λ-level system shown in Fig. 8.1 (c)
where the initial state |0〉 corresponds to the ground state of the crystal lattice and the
storage state |1〉 is the optical phonon band. A signal photon (wavelength 723 nm) is
stored to, and retrieved from, the optical phonon modes by the write and read pulses
(wavelength 800 nm). The signal and read/write pulses are in two-photon Raman resonance
with the optical phonon frequency (40 THz) and are far-detuned from the conduction
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band, |2〉. The diamond, which is 2.3 mm thick, was grown by chemical vapor deposition
and is cut on the 〈100〉 face. In this configuration, the Raman interaction couples fields
of orthogonal polarization such that a vertically polarized write pulse is used to store
horizontally polarized light and a horizontally polarized read pulse is used to retrieve a
vertically polarized output [32].
The master laser for the experiment is a mode-locked titanium:sapphire laser oscillator
with a central wavelength of 800 nm, pulse duration of 190 fs, and a pulse repetition rate of
80 MHz. The read and write pulses, each of energy ∼6 nJ, are derived from the oscillator.
Single photons are produced by a non-degenerate spontaneous parametric downconversion
(SPDC) photon pair source where the detection of a herald photon (895 nm) implies the
presence of the signal photon (723 nm) and triggers the experiment. At the output of the
memory, photons are measured on an avalanche photodiode (APD), and timing correlations
with the herald are measured using coincidence counting logic.
8.5 Single-photon interference
To demonstrate single-photon interference in this system, the photon from the SPDC source
is partitioned into two orthogonally polarized time-bins B1 and B2 by a polarization-
dependent optical delay line (see Fig. 8.2). The 800 nm pulse is also sent through the delay
line to generate the read and write pulses. The signal photon is horizontally polarized at
B1 and vertically polarized at B2; in each time-bin the write (B1) or read (B2) pulse is
orthogonally polarized to the signal to enable the necessary Raman coupling. The delay τ
between the two time-bins is coarsely tuned by a motorized delay stage, and fine control
is achieved using a piezoelectric actuator 1. After the diamond, the photons are spectrally
isolated from the control pulses by interference filters, and a polarizer is used to select the
horizontally (vertically) polarized photons in B1 (B2).
We begin with a horizontally polarized signal photon such that all of the photons arrive
in B1. When we apply the write pulse at B1, a dip of 11.0 ± 0.8% in the signal-herald
1The displacement of the piezoelectric actuator as a function of applied voltage was calibrated using
optical interferometry.
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Figure 8.2: (a): Experimental diagram for single photon interference. A single photon
from the SPDC photon source (dashed blue) is split into two time-bins, in the first (B1)
the photon is horizontally polarized, and in the second (B2) vertically. Each time-bin
is overlapped with orthogonally polarized read and write pulses (solid red) resulting in
interference in the second time bin. BBO: β-barium borate, HWP/QWP: half/quarter-
wave plate, PBS: polarizing beamsplitter, DC: dichroic mirror, IF: interference filter, POL:
polarizer, SMF: single-mode fiber, APD: avalanche photodiode.(b) Conceptual setup. The
single photon is partitioned into two time-bins by an optical beamsplitter (blue). Each
time-bin then impinges upon a memory beamsplitter (red) separated by a time delay τ .
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Figure 8.3: Signal-herald coincidences (blue dots) and memory noise (red crosses) as a
function of time delay τ between B1 and B2, with an exponential fit to the envelope
(green line). Inset: High-resolution scan around delay τ = 2 ps exhibiting interference
fringes of frequency 39.8±0.9 THz, extracted via a sinusoidal fit.
coincidence rate is observed due to Raman absorption of the signal photons. The reflectivity
of the first memory beamsplitter is therefore R1 = 11%. We then set the delay τ between
the two time bins to be 1 ps and apply the read pulse in B2 to retrieve vertically polarized
photons from the memory with overall memory efficiency of η = 1.20 ± 0.04%. We can
therefore calculate the reflectivity of the second beamsplitter to be R2 = η/R1 = 11± 1%.
It should be noted that the reflectivity of each memory beamsplitter can be tuned by
adjusting the read/write pulse energy [110] and is limited to 11% by the available laser
power.
Next, we rotate the polarization of the input signal photon such that a small fraction of
the photons arrive at the memory in time-bin B2. There are two ways in which a photon
can be detected in time-bin B2 at the memory output: either the photon originated in B2
and was simply transmitted by the memory, or the photon originated in B1, was stored,
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and then recalled into B2 by the read pulse. These two pathways constructively and
destructively interfere resulting in a detection probability that oscillates as a function of
the time delay τ between the two time-bins, as can be seen in Fig. 8.3. By adjusting the
polarization so that ∼ 1% of the photons arrive in B2 we balance the amplitudes of the
two pathways resulting in maximum interference visibility.
The functional form of the interference pattern in Fig. 8.3 can be derived by considering
the action of transformations (8.1-8.3) on initial photon input state (p1a
†
B1 + p2a
†
B2)|0〉.
Where p1 and p2 are the input population amplitudes in time-bin B1 and B2 respectively.
We apply transformation (8.1), then (8.3), and then (8.2) to a†B1, and transformation (8.1)
to a†B2 returning:
a†B1e
iωat → −Ra†B2eiωbτeiωate−τ/2τ0 +
√
1−Ra†B1eiωat,
a†B2e
iωat → i
√
Rb†eiωbte−t/2τ0 +
√
1−Ra†B2eiωat. (8.4)
Here, R = R1 = R2 = 11%. The expected photon number in B2 is therefore:〈
a†B2aB2
〉
=
∣∣∣−p1Reiωbτe−τ/2τ0 + p2√1−R∣∣∣2 ,
= R2p21e
−τ/τ0 + (1−R)p22
−2R√1−Rp1p2e−τ/2τ0 cos(ωbτ). (8.5)
This shows the two key features of the phonon-mediated interference. Firstly, the interfer-
ence visibility decreases with storage time due to the decay of the optical phonon, as can
be seen in Fig. 8.3. Secondly, the interference fringes oscillate at the phonon frequency
ωb/2pi = 40 THz, rather than the optical frequency of the photon (ωa/2pi = 415 THz) as
can be seen in the inset of Fig. 8.3. The read and write steps are phase-preserving pro-
cesses [128], therefore the only phase difference between the two pathways is due to the
evolution of the phonon during storage.
The memory output includes noise photons (shown in red crosses in Fig. 8.3), which
are present even when no photon is stored [133, 143]. The noise photons are generated
spontaneously so they do not contribute to the interference and simply degrade the visibil-
ity. The visibility is extracted by fitting the envelope of the interference pattern in Fig. 8.3
(green line) and reaches a peak of 73%. It is important to note that interference persists for
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over 60 times the duration of the photon (264 fs). The longevity of the interference pattern
demonstrates that the quantum memory can be used to mediate interference between two
temporally distinct quantum pathways traversed by a single photon. In the next experi-
ment, we show that this technique can be extended to multi-photon quantum interference
effects.
8.6 Two-photon interference
The archetypal multi-photon interference effect is Hong-Ou-Mandel (HOM) interference,
the signature of which is photon bunching, where identical single photons, incident upon
the two input ports of a beamsplitter, emerge together from the same output port due
to quantum interference. HOM interference is often detected by measuring a ‘dip’ in
coincident detections between the two output modes [167]. Alternatively, when one of the
output modes cannot be accessed, interference can be observed by measuring a ‘peak’ in
the number of two-photon events in the accessible output mode [168, 169]. Here we use
the beamsplitter functionality of the memory to investigate HOM-type interference, where
bunching results in either two photons exiting the memory, or two phonons remaining in
storage, in the ideal case. Using an optical beamsplitter, HOM interference can be observed
between a single photon and a weak coherent state [42]; we show the same to be true using
the memory beamsplitter.
To investigate two-photon interference we use two light sources: the SPDC source and
an optical parametric oscillator (OPO) which is synchronously pumped by the master
laser oscillator. The OPO output can be modeled by a coherent state [138], |αl〉, which
is attenuated such that the mean photon number at the diamond is |αl|2 ≈ 2.5 per pulse.
The coherent state and single photon are combined on a polarizing beamsplitter (PBS) and
coupled into the same single-mode fiber before being sent to the memory (see Fig. 8.4).
The horizontally polarized coherent state arrives first at the memory and is stored with
efficiencyR1 = 10%. The resulting phonon excitation |αm〉 =
√
R1|αl〉 contains, on average,
|αm|2 ≈ 0.25 phonons per laser pulse. The vertically polarized single photon arrives at the
memory 1 ps after the coherent state, along with the read pulse. The output from the
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Figure 8.4: (a) Experimental setup figure for two-photon interference. The master laser
pumps two independent sources of photons. The SPDC source produces single photons
|1〉, and an optical parametric oscillator (OPO) produces a coherent state of amplitude
|αl|2 = 2.5 photons per pulse. The coherent state is stored into the memory by the write
pulse creating a phonon excitation. After a delay of τ = 1 ps, the single photon and the read
pulse arrive at the memory and the photon interferes with the phonon excitation resulting
in HOM-type bunching. The 2-photon component of the optical output field is detected
using a 50:50 fibre beamsplitter and 2 APDs. (b) Conceptual setup. A coherent state of
light |αl〉 is reflected at the first memory beamsplitter creating a phonon excitation |αm〉.
The phonon excitation combines with a single photon on the second memory beamsplitter
resulting in bunching.
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Figure 8.5: Three-fold coincident detections of a herald photon and two photons in the
output of the quantum memory as a function of delay ∆T between the single photon
and the memory read pulse. A peak at zero delay is evidence of Hong–Ou–Mandel-type
bunching.
second time-bin is isolated using interference filters and a polarizer as before; it is then
coupled into a single-mode fiber for photon counting.
We measure the peak in two-photon detection in the optical output of the memory as
our accessible signature of HOM interference. In the absence of photon-number-resolving
detectors [170], we measure two-photon events by splitting the optical mode on a 50:50
fibre beamsplitter and detecting on two separate APDs, as shown in Fig. 8.4. Our metric
is therefore the rate of 3-fold coincident detections of a herald photon and a photon in each
arm of the fibre beamsplitter. Fig. 8.5 shows three-fold detection rates as a function of
delay between the single photon and the read pulse, ∆T ; a peak at zero delay demonstrates
HOM interference between single photons and the weak coherent state mediated by the
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quantum memory. The width of the peak is 330± 10 fs, in good agreement with the cross-
correlation between the single photon and the read/write pulses as measured by photon
absorption (326 fs [143]).
The raw visibility of the HOM peak is 59 ± 2%, whereas the noise-subtracted visi-
bility is 65 ± 3%. The HOM peak visibility is a measure of the indistinguishability of a
photon generated by SPDC and one retrieved from the memory or, equivalently, the indis-
tinguishabilty of the phonon in the memory and one created by Raman absorption of the
single photon. In this experiment, spatial overlap between the photons and the coherent
state was ensured by the use of single-mode fibers, but HOM visibility could be degraded
by multi-photon components in |αl〉, and by spectral and temporal mismatch between |1〉
and |αl〉.
8.7 Conclusion
In conclusion, we have demonstrated single-photon and two-photon non-classical interfer-
ence effects via a diamond quantum memory. The quantum memory acts as a buffer,
and as a beamsplitter, allowing interference between quantum pathways that would oth-
erwise be temporally distinguishable — a functionality that is not possible using only
optical beamsplitters. In the future, quantum memories of this type could be used to build
rapidly reconfigurable optical components for linear-optical quantum processing applica-
tions [171, 114, 113].
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Chapter 9
Conclusions and outlook
We have demonstrated in this thesis that room-temperature diamond can function as a
memory for qubits comprised of single photons. The large detuning in the Raman process,
along with the large energy splitting between ground and storage states, allows for the
storage of THz-bandwidth photons with low noise. After confirming that the retrieved
light from the memory was still single photon in nature, we then demonstrated the storage
of polarization-entangled qubits. We confirmed that the retrieved qubit was still entangled
with a herald, and we showed that the noise processes in diamond are well-understood.
Next we explored additional functionalities of the diamond memory. We demonstrated
that by tuning the spectral properties of the read pulse the photon retrieved from the
memory could be shifted in central frequency and modulated in bandwidth. We found
that frequency shifts could be performed within a range set by the phase matching of the
four involved fields (write, input, read, output). Lastly, we demonstrated that the quantum
memory acts as a beamsplitter between light and matter modes. Using this property we
demonstrated both one- and two-photon interference effects, each mediated by the phonon
mode in the memory.
The optical phonon level in diamond decays with a characteristic lifetime of just 3.5 ps,
decohering any quantum information. In this thesis we have demonstrated that despite
this short timescale, the quantum properties of the diamond lattice can still be harnessed
using ultrafast optical pulses. It is clear that the diamond will not find use for photon
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storage in the traditional quantum repeater architecture. However, there is a growing list
of potential uses for quantum memory that range from spectral manipulation to acting
as building blocks for quantum computation. In these contexts, the diamond quantum
memory has great potential.
The time-bandwidth products displayed in the experiments here were on the order of
∼10, where the bandwidth of the stored light was 2.3 THz. The fundamental limit on
storage bandwidth in the optical phonon level in diamond is ∼20 THz. Beyond this the
control pulses will begin to excite the phonon level by themselves degrading the memory
functionality. We also expect that with reduced noise, and increased storage efficiency, that
retrieved photon rates will be detectable above the background noise for storage times well
beyond 3.5 ps. Our results in Chapter 8 showed coherence between two time-bins, in the
form interference fringes, beyond 15 ps of storage in the diamond. We expect that the
time-bandwidth product of the diamond quantum memory could be improved to ∼200.
The experiments in this thesis are also a proof-of-concept for Raman memories in
general. Other Raman quantum memories, such as Cesium vapour and molecular Hydro-
gen, have shown time-bandwidth products orders of magnitude higher than what we have
demonstrated here and other memory schemes. Given that the operations of these memo-
ries are the same as for diamond we expect that additional functionalities, such as spectral
conversion and mediating two-photon interference, will also exist in these systems.
9.1 HOM interference with spectrally distinct pho-
tons
In Chapter 8 we demonstrated two-photon interference of photons initially separated in
time. This interference was displayed by storing the first photon (from a weak coherent
state) in the diamond memory, and performing the readout operation at the same time
that the second photon was incident on the memory. Hong-Ou-Mandel (HOM) interference
was observed by measuring a increase in two-photon events due to bunching.
Our experiment in Chapter 7, where a stored photon could be frequency converted
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upon retrieval from the memory, suggests an immediate extension to the HOM interference
experiment. We showed that the frequency of the stored photon could be red- or blue-
shifted across a range of 4.1 times the bandwidth of the input. Over this range of frequency
tuning, the retrieved photons can be made spectrally distinguishable from the input.
We can then imagine storing a photon in the diamond memory and having a second
photon, which is spectrally distinct from the first, interfere with the first via frequency
conversion upon retrieval. The read pulse, derived from a second laser as in Chapter 7,
would perform the frequency conversion and retrieval of the first photon while simultane-
ously storing the second photon. Here the spectrum of the second photon would have to
match that of the retrieved photon. This could be ensured by spectral filtering and by the
spectral envelope of the read pulse.
One difficulty in performing this experiment come from low photon detection rates. Use
of the optical parametric oscillator for the experiment in Chapter 8 reduced the amount of
laser power available for both the source, and for the memory. This is not a great problem
since in the frequency conversion experiment of Chapter 7 we used a second laser for the
readout process. However, the laser-locking mechanism used in Chapter 7 would have to
be drastically improved. The timing jitter of pulses from the two lasers would need to be
significantly reduced in order for the readout control pulse to be overlapped with the second
photon wavepacket – jitter on the order of 100 fs would be significant to the experiment.
Nonetheless, these hurdles are not fundamental in nature and can be overcome with
minor technological improvements. A demonstration such as this would be a strong step
forward for developing an entangling gate between frequency-multiplexed photons, having
implications in quantum communications as well as the quantum memory applications
discussed in Chapter 3.
9.2 Long term development
For the diamond quantum memory to enable the various quantum technologies we have
discussed in this thesis, a few developments are needed. First, and foremost, the coupling
strength needs improvement. In this thesis we demonstrated an overall memory efficiency
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on the order of 1%, with an average gate fidelity of 0.761. Higher coupling strengths,
and therefore efficiencies, could be attained by confining the spatial modes of the signal
and control fields was used. This could be realized with a diamond waveguide [137], as
demonstrated in Ref. [95] for the Cesium vapour memory. The dimensions of the diamond
waveguide would have to be ∼450 nm to restrict propagation of the 723 nm light to a
single mode (400 nm to also restrict 800 nm light to a single mode), when the surrounding
material is air.
With larger coupling strengths, allowing for a higher memory efficiency using less laser
power, we can start to think about realizing protocols which require multiple memories,
such as linear optical quantum computing in a single spatial mode. Multiple, tightly packed
photon time-bins could be manipulated via an efficient beamsplitter network mediated by
the quantum memory.
An additional feature of a waveguide structure is the further suppression of four-wave
mixing noise. With mode confinement, the memory can be made longer, exploit the phase
mismatch in the four-waving mixing process. It is also possible that if the waveguide sup-
ports single-mode propagation at 800 nm, the Stokes field in the four-wave mixing process,
wavelength 895 nm, would not be supported by the waveguide and then further suppressed.
This could be combined with a Pelletier cooling apparatus to reduce the thermal noise in
the memory. As we have mentioned in previous chapters, cooling by as little as 60◦C would
increase the functionality of the memory immensely. Efforts to manufacture diamond-based
waveguides structures are currently underway in research groups around the world.
With these developments, the author of this thesis believes that the future of the
diamond quantum memory is promising, and that it will be a play a role in emerging
quantum optical networks and computers.
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Appendix B
Quantization of the electric field
In this appendix we will begin with the well-known equations for electromagnetic fields
travelling through free-space, and relate the the energy of the light to the energy of the
harmonic oscillator. We will then make the connection with the quantum harmonic os-
cillator and use it to define a quantized electric field. The treatment here follows that of
Ref. [34].
B.1 Maxwell’s equations
Maxwell’s equations in free-space are:
~∇ · ~E = 0, (B.1)
~∇ · ~B = 0, (B.2)
~∇× ~E = −∂
~B
∂t
, (B.3)
~∇× ~B = µ00∂
~E
∂t
(B.4)
The speed of light c is related to the permittivity and permeability of free space by the
relation c = 1/
√
µ00. We can introduce a vector potential ~A such that the magnetic field
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is equals the curl of the vector potential,
~B = ~∇× ~A. (B.5)
In order for Maxwell’s equations to still be satisfied some conditions need to be met. Eq. B.2
is still satisfied by the vector identity ~∇ · (~∇ × ~A) = 0 for any ~A. To satisfy Eq. B.3 we
require that
~E = −∂
~A
∂t
. (B.6)
Plugging the magnetic field relation into Maxwell’s 4th equation (Eq. B.4), and using the
vector calculus identity ~∇× (~∇× ~A) = ~∇(~∇ · ~A)−∇2 ~A we find that
~∇× (~∇× ~A) = 1
c2
∂ ~E
∂t
(B.7)
∇2 ~A = − 1
c2
∂ ~E
∂t
=
1
c2
∂2 ~A
∂t2
(B.8)
where we have used the Coulomb gauge condition ~∇ · ~A = 0. Let’s consider ~A to be a
superposition of forward and backward travelling plane waves labelled by modes k,
~A =
∑
~k
~Ak(t)e
i~k·~r + ~A∗k(t)e
−i~k·~r. (B.9)
Substituting this into Eq. B.8 looks daunting, but since the solution must work for all
modes independently, we can just consider an arbitrary mode k:
∇2 ~Ak(t)ei~k·~r = 1
c2
∂2
∂t2
~Ak(t)e
i~k·~r (B.10)(
∂2
∂t2
+ (ck)2
)
~Ak(t) = 0 (B.11)
~Ak(t) = ~Ake
−iωkt (B.12)
where ωk = ck. This solution can be substituted back into Eq. B.9 to give the full solution
for the vector potential as a function of space and time, ~A(r, t). Let’s continue, however,
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with the expressions of the electric and magnetic fields in a single mode k:
~Ek = − ∂
∂t
(
~Ake
i(~k·~r−ωkt) + ~A∗ke
−i(~k·~r−ωkt)
)
(B.13)
= iωk
(
~Ake
i(~k·~r−ωkt) + ~A∗ke
−i(~k·~r−ωkt)
)
(B.14)
~Bk = ~∇×
(
~Ake
i(~k·~r−ωkt) + ~A∗ke
−i(~k·~r−ωkt)
)
(B.15)
= i~k ×
(
~Ake
i(~k·~r−ωkt) − ~A∗ke−i(~k·~r−ωkt)
)
(B.16)
We can use these the expressions for ~Ek and ~Bk to find the energy of a single mode k,
Hk =
1
2
∫
V
dV (0E
2
k +
1
µ0
B2k) (B.17)
= 20V ω
2
k
~Ak · ~A∗k (B.18)
where V is volume of a single mode. Here, Eq. B.18 is where we can first see how we
will quantize electric field. The energy of the electromagnetic field resembles that of the
harmonic oscillator
Hk =
1
2
(P 2k + ω
2
kX
2
k), (B.19)
which we obtain by rewriting the vector potential ~Ak in terms of canonical positions X
and momenta P , and a polarization vector ~εk as
~Ak =
1√
40V ω2k
(iPk + ωkXk)~εk. (B.20)
B.2 Quantum harmonic oscillator
Recall that the quantum harmonic oscillator has the Hamiltonian
H = ~ω (pˆ2 + ωxˆ2) (B.21)
= ~ω
(
aˆ†aˆ+
1
2
)
, (B.22)
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where aˆ and aˆ† are the raising and lowering operators, defined as
aˆ =
1√
2~ω
(ipˆ+ ωxˆ) , (B.23)
aˆ† =
1√
2~ω
(−ipˆ+ ωxˆ) . (B.24)
We are now set to quantize the electric field. We do this by replacing the single mode
position and momentum variables of Eq. B.20 with the position and momentum operators
in a single mode xˆk and pˆk,
~Ak → 1√
40V ω2k
(ipˆk + ωkxˆk)~εk (B.25)
=
√
~
20V ωk
aˆk~εk (B.26)
~A∗k →
√
~
20V ωk
aˆ†k~εk. (B.27)
The quantized electric field in a mode k is then
~Ek = i
√
~ωk
20V
(
aˆke
i(~k·~r−ωkt) + aˆ†ke
−i(~k·~r−ωkt)
)
~εk. (B.28)
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Appendix C
HOM interference between a photon
and coherent state
In this appendix we give a more complete treatment of Hong-Ou-Mandel (HOM) interfer-
ence between a single photon and a weak coherent state of strength α. We will go through
the cases for both the HOM dip and the HOM peak, deriving the interference visibilities
when the wavepackets are coincident on a beamsplitter from different ports.
C.1 HOM dip
The initial state incident on the beamsplitter, |ψ〉, is a single photon with a spectral shape
given by f(ω1) in input port a, and a coherent state comprised of |α|2 photons with spectral
shape g(ω2) in port b. We write the separable joint spetrum as F (ω1, ω2) = f(ω1)g(ω2).
There is a time delay between the photon and coherent state given by eiωτ . Recall that the
beamsplitter mappings are aˆ→ tcˆ+ rdˆ, and bˆ→ tdˆ− rcˆ. The state after the beamsplitter
is described by
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|ψ〉 =
∫∫
dω1dω2F (ω1, ω2)e
iω1τ |ω1〉a ⊗ |α(ω2)〉b (C.1)
→
∫∫
dω1dω2F (ω1, ω2)e
iω1τ [tcˆ†(ω1) + rdˆ†(ω1)]| − rα(ω2)〉c ⊗ |tα(ω2)〉d
where the coherent state, being classical in nature, follows the convenient beamsplitter
mapping |α〉b → | − rα〉c ⊗ |tα〉d. The expected coincidence detection rate between the
two output ports is given by the integral over frequency ω of the expectation value of the
number operators in ports c and d:
Pc&d =
∫∫
dωdω′
〈
cˆ†(ω)cˆ(ω)dˆ†(ω′)dˆ(ω′)
〉
(C.2)
=
∫∫
dωdω′
∫∫∫∫
dω1dω2dω
′
1dω
′
2F
∗(ω′1, ω
′
2)F (ω1, ω2)e
i(ω1−ω′1)τ (C.3)
×〈−rα(ω′2)|c ⊗ 〈tα(ω′1)|d[tcˆ(ω′1) + rdˆ(ω′1)]cˆ†(ω)cˆ(ω)dˆ†(ω′)dˆ(ω′)[tcˆ†(ω1) + rdˆ†(ω1)]
×| − rα(ω2)〉c ⊗ |tα(ω2)〉d
=
∫∫
dωdω′
∫∫∫
dω1dω2dω
′
1dω
′
2F
∗(ω′1, ω
′
2)F (ω1, ω2)e
i(ω1−ω′1)τ (C.4)
×〈−rα(ω′2)|c ⊗ 〈tα(ω′1)|d[t2cˆ(ω′1)cˆ†(ω)cˆ(ω)cˆ†(ω1)dˆ†(ω′)dˆ(ω′)
+rtcˆ(ω′1)cˆ
†(ω)cˆ(ω)dˆ†(ω′)dˆ(ω′)dˆ†(ω1) + rtcˆ†(ω)cˆ(ω)cˆ†(ω1)dˆ(ω′1)dˆ
†(ω′)dˆ(ω′)
+r2cˆ†(ω)cˆ(ω)dˆ(ω′1)dˆ
†(ω′)dˆ(ω′)dˆ†(ω1)]| − rα(ω2)〉c ⊗ |tα(ω2)〉d
We see here four terms to work out with the coefficients t2, rt, rt, r2. We can write each of
192
these terms in there normal-ordered form, remembering that [c(ωi), c
†(ωj)] = δ(ωi − ωj),
t2 × cˆ(ω′1)cˆ†(ω)cˆ(ω)cˆ†(ω1)dˆ†(ω′)dˆ(ω′) = t2 × [δ(ω′1 − ω)δ(ω − ω1) + δ(ω′1 − ω)cˆ†(ω1)cˆ(ω)
+ δ(ω − ω1)cˆ†(ω)cˆ(ω′1) + δ(ω′1 − ω1)cˆ†(ω)cˆ(ω)
+ cˆ†(ω1)cˆ†(ω)cˆ(ω)cˆ(ω′1)]× dˆ†(ω′)dˆ(ω′) (C.5)
rt× cˆ(ω′1)cˆ†(ω)cˆ(ω)dˆ†(ω′)dˆ(ω′)dˆ†(ω1) = rt× [δ(ω′1 − ω)cˆ(ω) + cˆ†(ω)cˆ(ω)cˆ(ω′1)] (C.6)
× [δ(ω′ − ω1)dˆ†(ω′) + dˆ†(ω1)dˆ†(ω′)dˆ(ω′)]
rt× cˆ†(ω)cˆ(ω)cˆ†(ω1)dˆ(ω′1)dˆ†(ω′)dˆ(ω′) = rt× [δ(ω − ω1)cˆ†(ω) + cˆ†(ω1)cˆ†(ω)cˆ(ω)] (C.7)
× [δ(ω′1 − ω′)dˆ(ω′) + dˆ†(ω′)dˆ(ω′)dˆ(ω′1)]
r2 × cˆ†(ω)cˆ(ω)dˆ(ω′1)dˆ†(ω′)dˆ(ω′)dˆ†(ω1) = r2 × cˆ†(ω)cˆ(ω)× [δ(ω′1 − ω′)δ(ω′ − ω1) (C.8)
+ δ(ω′1 − ω′)dˆ†(ω1)dˆ(ω′) + δ(ω′ − ω1)dˆ†(ω′)dˆ(ω′1)
+ δ(ω′1 − ω1)dˆ†(ω′)dˆ(ω′) + dˆ†(ω1)dˆ†(ω′)dˆ(ω′)dˆ(ω′1)]
We can now evaluate the expectation value by acting the ladder operators to the left and
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right, using the fact that cˆ(ω)| − rα(ω2)〉c = (−rα)δ(ω − ω2)| − rα(ω2)〉c, to give
Pc&d =
∫∫
dωdω′
∫∫∫∫
dω1dω2dω
′
1dω
′
2F
∗(ω′1, ω
′
2)F (ω1, ω2)e
i(ω1−ω′1)τ (C.9)
× {t4|α|2δ(ω′ − ω′2)δ(ω′ − ω2)× [δ(ω′1 − ω)δ(ω − ω1)
+r2|α|2δ(ω′1 − ω)δ(ω1 − ω′2)δ(ω − ω2)
+r2|α|2δ(ω − ω1)δ(ω − ω′2)δ(ω′1 − ω2)
+r2|α|2δ(ω′1 − ω1)δ(ω − ω′2)δ(ω − ω2)
+r4|α|4δ(ω1 − ω′2)δ(ω − ω′2)δ(ω − ω2)δ(ω′1 − ω2)]
− r2t2|α|2δ(ω − ω2)δ(ω′ − ω′2)× [δ(ω′1 − ω) + r2|α|2δ(ω − ω′2)δ(ω′1 − ω2)]
×[δ(ω′ − ω1) + t2|α|2δ(ω1 − ω′2)δ(ω′ − ω2)]
− r2t2|α|2δ(ω − ω′2)δ(ω′ − ω2)× [δ(ω − ω1) + r2|α|2δ(ω − ω2)δ(ω1 − ω′2)]
×[δ(ω′ − ω′1) + t2|α|2δ(ω′ − ω′2)δ(ω′1 − ω2)]
+ r4|α|2δ(ω − ω′2)δ(ω − ω2)× [δ(ω′1 − ω′)δ(ω′ − ω1)
+t2|α|2δ(ω1 − ω′2)δ(ω′ − ω2)
+t2|α|2δ(ω′ − ω1)δ(ω′ − ω′2)δ(ω′1 − ω2)
+t2|α|2δ(ω′1 − ω1)δ(ω′ − ω′2)δ(ω′ − ω2)
+t4|α|4δ(ω1 − ω′2)δ(ω′ − ω′2)δ(ω′ − ω2)δ(ω′1 − ω2)]}
This looks awful, but as we evaluate some of the delta functions it will simplify a fair bit.
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First, we integrate over ω2 and ω
′
2 to find
Pc&d =
∫∫
dωdω′
∫∫
dω1dω
′
1e
i(ω1−ω′1)τ (C.10)
× {t4|α|2F ∗(ω′1, ω′)F (ω1, ω′)× [δ(ω′1 − ω)δ(ω − ω1)
+r2|α|2δ(ω′1 − ω)δ(ω1 − ω′)δ(ω − ω′)
+r2|α|2δ(ω − ω1)δ(ω − ω′)δ(ω′1 − ω′)
+r2|α|2δ(ω′1 − ω1)δ(ω − ω′)
+r4|α|4δ(ω1 − ω′)δ(ω − ω′)δ(ω′1 − ω′)]
− r2t2|α|2F ∗(ω′1, ω′)F (ω1, ω)δ(ω′1 − ω)δ(ω′ − ω1)
×[1 + r2|α|2δ(ω − ω′)]× [1 + t2|α|2δ(ω′ − ω)]
− r2t2|α|2F ∗(ω′1, ω)F (ω1, ω′)δ(ω − ω1)δ(ω′ − ω′1)
×[1 + r2|α|2δ(ω − ω′)]× [1 + t2|α|2δ(ω′ − ω)]
+ r4|α|2F ∗(ω′1, ω)F (ω1, ω)× [δ(ω′1 − ω′)δ(ω′ − ω1)
+t2|α|2δ(ω1 − ω)δ(ω′ − ω)
+t2|α|2δ(ω′ − ω1)δ(ω′ − ω)δ(ω′1 − ω)
+t2|α|2δ(ω′1 − ω1)δ(ω′ − ω)
+t4|α|4δ(ω1 − ω)δ(ω′ − ω)δ(ω′1 − ω)]}
Next, we integrate over ω1 and ω
′
1 to get
Pc&d =
∫∫
dωdω′ × { (C.11)
t4|α|2 × [|F (ω, ω′)|2
+3r2|α|2F ∗(ω, ω′)F (ω′, ω′)ei(ω′−ω)τδ(ω − ω′)
+r4|α|4|F (ω′, ω′)|2δ(ω − ω′)]
− 2r2t2|α|2F ∗(ω, ω′)F (ω′, ω)ei(ω′−ω)τ
×[1 + r2|α|2δ(ω − ω′)]× [1 + t2|α|2δ(ω′ − ω)]
+ r4|α|2 × [|F (ω′, ω)|2
+3t2|α|2F ∗(ω, ω)F (ω′, ω)ei(ω′−ω)τδ(ω′ − ω)
+t4|α|4F (ω, ω)|2δ(ω′ − ω)]}
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The joint spectrum is normalized so that
∫∫
dωdω′|F (ω, ω′)|2 = 1. We then perform
the integrations over ω and ω′ where possible, and write remaining spectral functions as
S = ∫ dω|F (ω, ω)|2, which we take to be equal to 1 when perfect spectral overlap between
f(ω) and g(ω) is attained. We write the simplified coincidence probability in orders of |α|2
Pc&d = |α|2 ×
{
t4 + r4 − 2r2t2
∫∫
dωdω′F ∗(ω, ω′)F (ω′, ω)ei(ω
′−ω)τ
}
(C.12)
+|α|4 × r2t2S
where the |α|6 order terms have cancelled. For the |α|2 order term we have the same result
as we saw for the HOM dip between single photon in Chapter 2. When the spectra of
the two states perfectly match the spectral function is invariant under exchange of the
arguments, F (ω, ω′) = F (ω′, ω), and including a factor of 2 to compensate for double
counting of each frequency during the integration, we get the result
Pc&d = |α|2 ×
{
t4 + r4 − 2r2t2
∫∫
dωdω′|F (ω′, ω)|2 cos [(ω′ − ω)τ ]
}
(C.13)
+|α|4 × r2t2S
Here we can see the crux of what we wish to show. The HOM interference takes place in
the |α|2 order which corresponds to a single photon from the coherent state. When |τ |  0
we see the frequency integrals will give fast oscillations that average to 0, resulting in a
baseline coincidence rate of |α|2(t4 + r4) + |α|4r2t2, where we take S = 1. When τ ≈ 0 the
integral approaches 1 and we get a coincidence rate of |α|2(t2 − r2)2 + |α|4r2t2, producing
the characteristic dip. This results in a dip visibility of
V = 2r
2t2|α|2
(t4 + r4)|α|2 + r2t2|α|4 (C.14)
When the coherent state is very weak, |α|2  1, when can neglect the |α|4 term and the
visibility returns to that of HOM interference between two single photons. As the coherent
state increases in photon number we can no longer neglect term and we see that it serves
to degrade the dip visibility as expected.
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C.2 HOM peak
Here we go through the same treatment as above to derive a formula for the visibility of the
HOM peak, which we plot in Chapter 2. Recall that for the HOM peak we look at multi-
photon events in just one of the beamsplitter output ports. The two-photon expectation
value in mode c, P2c, is given as
P2c =
∫∫
dωdω′
〈
cˆ†(ω)cˆ(ω)cˆ†(ω′)cˆ(ω′)
〉
(C.15)
=
∫∫
dωdω′
∫∫∫∫
dω1dω2dω
′
1dω
′
2F
∗(ω′1, ω
′
2)F (ω1, ω2)e
i(ω1−ω′1)τ (C.16)
×〈−rα(ω′2)|c ⊗ 〈tα(ω′2)|d × [tcˆ(ω′1) + rdˆ(ω′1)]× cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)
×[tcˆ†(ω1) + rdˆ†(ω1)]× | − rα(ω2)〉c ⊗ |tα(ω2)〉d
=
∫∫
dωdω′
∫∫∫
dω1dω2dω
′
1dω
′
2F
∗(ω′1, ω
′
2)F (ω1, ω2)e
i(ω1−ω′1)τ (C.17)
×〈−rα(ω′2)|c ⊗ 〈tα(ω′2)|d × [t2cˆ(ω′1)cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)cˆ†(ω1)
+rtcˆ(ω′1)cˆ
†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)dˆ†(ω1)
+rtdˆ(ω′1)cˆ
†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)cˆ†(ω1)
+r2dˆ(ω′1)cˆ
†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)dˆ†(ω1)]× | − rα(ω2)〉c ⊗ |tα(ω2)〉d
In similar fashion to the HOM dip treatment, we find the normal-ordered expressions for
197
each of the four terms above, finding that
t2 × cˆ(ω′1)cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)cˆ†(ω1) = t2 × [δ(ω − ω′1)δ(ω′ − ω1)cˆ†(ω′)cˆ(ω) (C.18)
+δ(ω − ω′1)δ(ω − ω1)cˆ†(ω′)cˆ(ω′)
+δ(ω′ − ω1)δ(ω′ − ω′1)cˆ†(ω)cˆ(ω)
+δ(ω′ − ω′1)δ(ω − ω1)cˆ†(ω)cˆ(ω′)
+δ(ω − ω′1)cˆ†(ω′)cˆ†(ω1)cˆ(ω)cˆ(ω′)
+δ(ω′ − ω1)cˆ†(ω)cˆ†(ω′)cˆ(ω′1)cˆ(ω)
+δ(ω′ − ω′1)cˆ†(ω)cˆ†(ω1)cˆ(ω)cˆ(ω′)
+δ(ω − ω1)cˆ†(ω)cˆ†(ω′)cˆ(ω′1)cˆ(ω′)
+δ(ω1 − ω′1)cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)
+cˆ†(ω)cˆ†(ω′)cˆ†(ω1)cˆ(ω′1)cˆ(ω)cˆ(ω
′)]
rt× cˆ(ω′1)cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)cˆ†(ω1) = rt× [δ(ω − ω′1)cˆ†(ω′) + δ(ω′ − ω′1)cˆ†(ω)
+cˆ†(ω)cˆ†(ω′)cˆ(ω′1)]× cˆ(ω)cˆ(ω′)dˆ†(ω1)
(C.19)
rt× dˆ(ω′1)cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)cˆ(ω1) = rt× cˆ†(ω)cˆ†(ω′)dˆ(ω′1)× [δ(ω′ − ω1)cˆ(ω)
+δ(ω − ω1)cˆ(ω′) + cˆ†(ω1)cˆ(ω)cˆ(ω′)]
(C.20)
r2 × cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′)dˆ(ω′1)dˆ†(ω1) = r2 × cˆ†(ω)cˆ†(ω′)cˆ(ω)cˆ(ω′) (C.21)
×[δ(ω1 − ω′1) + dˆ†(ω1)dˆ(ω′1)]
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The two-photon rate in mode c is then,
P2c =
∫∫
dωdω′
∫∫∫∫
dω1dω2dω
′
1dω
′
2F
∗(ω′1, ω
′
2)F (ω1, ω2)e
i(ω1−ω′1)τ × { (C.22)
t2 × [r2|α|2 × δ(ω − ω′1)δ(ω′ − ω1)δ(ω′ − ω′2)δ(ω − ω2)
+r2|α|2 × δ(ω − ω′1)δ(ω − ω1)δ(ω′ − ω′2)δ(ω′ − ω2)
+r2|α|2 × δ(ω′ − ω1)δ(ω′ − ω′1)δ(ω − ω′2)δ(ω − ω2)
+r2|α|2 × δ(ω′ − ω′1)δ(ω − ω1)δ(ω − ω′2)δ(ω′ − ω2)
+r4|α|4 × δ(ω − ω′1)δ(ω′ − ω′2)δ(ω′ − ω1)δ(ω − ω2)δ(ω − ω′)
+r4|α|4 × δ(ω′ − ω1)δ(ω − ω′2)δ(ω − ω2)δ(ω − ω′1)δ(ω − ω′)
+r4|α|4 × δ(ω′ − ω′1)δ(ω − ω′2)δ(ω − ω1)δ(ω − ω2)δ(ω − ω′)
+r4|α|4 × δ(ω − ω1)δ(ω − ω′2)δ(ω′ − ω2)δ(ω′ − ω′1)δ(ω − ω′)
+r4|α|4 × δ(ω1 − ω′1)δ(ω − ω′2)δ(ω − ω2)δ(ω − ω′)
+r6|α|6 × δ(ω − ω′2)δ(ω − ω′)δ(ω − ω1)δ(ω − ω2)δ(ω − ω′1)]
− r4t2|α|4 × δ(ω − ω2)δ(ω − ω′)δ(ω1 − ω′2)× [δ(ω − ω′1)δ(ω′ − ω′2)
+δ(ω′ − ω′1)δ(ω − ω′2) + r2|α|2 × δ(ω − ω′2)δ(ω′ − ω′2)δ(ω′1 − ω2)]
− r4t2|α|4 × δ(ω − ω′2)δ(ω − ω′)δ(ω′1 − ω2)× [δ(ω′ − ω1)δ(ω − ω2)
+δ(ω − ω1)δ(ω′ − ω2) + r2|α|2 × δ(ω1 − ω′2)δ(ω − ω2)δ(ω − ω′)]
+ r6|α|4 × δ(ω − ω′2)δ(ω − ω2)δ(ω − ω′)
×[δ(ω1 − ω′1) + t2|α|2 × δ(ω1 − ω′2)δ(ω′1 − ω2)]}
199
We can start to simplify this beast by integrating over ω2 and ω
′
2. This produces,
P2c =
∫∫
dωdω′
∫∫
dω1dω
′
1e
i(ω1−ω′1)τ × { (C.23)
t2 × [r2|α|2 × δ(ω − ω′1)δ(ω′ − ω1)× F ∗(ω′1, ω′)F (ω1, ω)
+r2|α|2 × δ(ω − ω′1)δ(ω − ω1)× F ∗(ω′1, ω′)F (ω1, ω′)
+r2|α|2 × δ(ω′ − ω1)δ(ω′ − ω′1)× F ∗(ω′1, ω)F (ω1, ω)
+r2|α|2 × δ(ω′ − ω′1)δ(ω − ω1)× F ∗(ω′1, ω)F (ω1, ω′)
+r4|α|4 × δ(ω − ω′1)δ(ω′ − ω1)δ(ω − ω′)× F ∗(ω′1, ω′)F (ω1, ω)
+r4|α|4 × δ(ω′ − ω1)δ(ω − ω′)δ(ω − ω′1)× F ∗(ω′1, ω)F (ω1, ω)
+r4|α|4 × δ(ω′ − ω′1)δ(ω − ω1)δ(ω − ω′)× F ∗(ω′1, ω)F (ω1, ω)
+r4|α|4 × δ(ω − ω1)δ(ω − ω′)δ(ω′ − ω′1)× F ∗(ω′1, ω)F (ω1, ω′)
+r4|α|4 × δ(ω1 − ω′1)δ(ω − ω′)× F ∗(ω′1, ω)F (ω1, ω)
+r6|α|6 × δ(ω − ω′)δ(ω − ω1)δ(ω − ω′1)× F ∗(ω′1, ω)F (ω1, ω)]
− r4t2|α|4 × δ(ω − ω′)× [δ(ω − ω′1)δ(ω′ − ω1)
+δ(ω′ − ω′1)δ(ω − ω1) + r2|α|2 × δ(ω − ω1)δ(ω′ − ω1)δ(ω′1 − ω)]
×F ∗(ω′1, ω1)F (ω1, ω)
− r4t2|α|4 × δ(ω − ω′)× [δ(ω′ − ω1)δ(ω − ω′1)
+δ(ω − ω1)δ(ω′ − ω′1) + r2|α|2 × δ(ω1 − ω)δ(ω − ω′1)δ(ω − ω′)]
×F ∗(ω′1, ω)F (ω1, ω′1)
+ r6|α|4 × δ(ω − ω′)× [δ(ω1 − ω′1) + t2|α|2 × δ(ω1 − ω)δ(ω′1 − ω)]
×F ∗(ω′1, ω)F (ω1, ω)}
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Next, we can perform integrations over ω1 and ω
′
1 to give
P2c =
∫∫
dωdω′ × { (C.24)
t2 × [r2|α|2 × |F (ω, ω′)|2ei(ω′−ω)τ
+r2|α|2 × |F (ω, ω′)|2
+r2|α|2 × |F (ω′, ω)|2
+r2|α|2 × |F (ω, ω′)|2ei(ω−ω′)τ
+r4|α|4 × δ(ω − ω′)× |F (ω, ω′)|2ei(ω′−ω)τ
+r4|α|4 × δ(ω − ω′)× |F (ω, ω′)|2ei(ω′−ω)τ
+r4|α|4 × δ(ω − ω′)× |F (ω, ω′)|2ei(ω−ω′)τ
+r4|α|4 × δ(ω − ω′)× |F (ω, ω′)|2ei(ω−ω′)τ
+r4|α|4 × δ(ω − ω′)×
∫
dω1|F (ω1, ω)|2
+r6|α|6 × δ(ω − ω′)× |F (ω, ω)|2]
− r4t2|α|4 × δ(ω − ω′)× [F ∗(ω, ω′)F (ω′, ω)ei(ω′−ω)τ
+F ∗(ω′, ω)F (ω, ω)ei(ω−ω
′)τ + r2|α|2 × |F (ω, ω)|2]
− r4t2|α|4 × δ(ω − ω′)× [F ∗(ω, ω)F (ω′, ω)ei(ω′−ω)τ
+F ∗(ω′, ω)F (ω, ω′)ei(ω−ω
′)τ + r2|α|2 × |F (ω, ω)|2]
+ r6|α|4 × δ(ω − ω′)×
[∫
dω1|F (ω1, ω)|2 + t2|α|2 × |F (ω, ω)|2
]
}
where we have made the assumption that the spectral function is invariant under exchange
of its arguments F (ωi, ωj) = F (ωj, ωi). Evaluating some of the ω and ω
′ integrals, and
using the fact that the spectral function is normalized
∫∫
dωidωj|F (ωi, ωj)|2 = 1, we get
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the simplified expression
P2c = t
2 × [2r2|α|2 ×
∫∫
dωdω′|F (ω, ω′)|2ei(ω′−ω)τ
+2r2|α|2 × S
+4r4|α|4 × S
+r4|α|4
+r6|α|6 × S]
− r4t2|α|4 × [2 + r2|α|2]× S
− r4t2|α|4 × [2 + r2|α|2]× S
+ r6|α|4 × [1 + t2|α|2 × S]}
where we have again labelled the integral S = ∫ dωF (ω, ω), which we take equal to 1
when the spectral function f(ω) and g(ω) are overlapped. The first term in this expression
carries the time-dependent interference pattern. Collecting terms we find,
P2c = 2r
2t2|α|2 ×
[
1 +
∫∫
dωdω′|F (ω, ω′)|2ei(ω′−ω)τ
]
+ r4|α|4 (C.25)
From here we can see the effect of the HOM peak. When τ is large, i.e., the delay is far
from zero, the ei(ω
′−ω)τ term will oscillate quickly and average to zero over the ω and ω′
integrations. This leaves a baseline two-photon rate of 2r2t2|α|2 + r4|α|4. When the delay
τ = 0, the integral is equal to 1 and we get a two-photon rate of 4r2t2|α|2 + r4|α|4, the |α|2
portion doubles. This returns a HOM peak visibility of
V =
2r2t2|α|2
2r2t2|α|2 + r4|α|4 (C.26)
as we saw in Section 2.5.
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Appendix D
Classical memory fidelity
In this appendix we would like to discuss the fidelity bound that a quantum memory must
surpass for the process to be worthwhile. By this we mean that the quantum memory
must outperform a measure-and-resend technique. In this appendix we derive the average
fidelity for a measure-and-resend strategy on qubits which provides the fidelity bound on
memory storage to be 2/3.
Suppose we have a given qubit |ψ〉 = cos θ
2
|0〉 + eiφ sin θ
2
|1〉. The measure-and-resend
straregy is to perform a measurement in the computational basis and to re-emit the of the
measurement result. Here, the angle θ is measured from the z-axis of the Bloch sphere,
0 < θ < pi, and the angle φ 0 < φ < 2pi. One can see how this constitutes a type of memory:
we can wait any amount of time before preparing the new qubit. All that remains is if the
re-emitted qubit is a faithful recreation of the input. If turns out that 2/3 of the time it
will be. The re-emitted qubit is given by
ρ = cos2
θ
2
|0〉〈0|+ sin2 θ
2
|1〉〈1| (D.1)
The fidelity with original state is calculated as
F(ρ, |ψ〉〈ψ|) = 〈ψ|ρ|ψ〉 (D.2)
= cos2
θ
2
〈ψ|(|0〉〈0|)|ψ〉+ sin2 θ
2
〈ψ|(|1〉〈1|)|ψ〉 (D.3)
= cos4
θ
2
+ sin4
θ
2
(D.4)
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Next we want to find the average fidelity over all pure states |ψ〉, i.e., those on the surface
of the Bloch sphere,
Favg = 1
4pi
∫ pi
0
dθ sin θ
∫ 2pi
0
dφF (ρ, |ψ〉〈ψ|) (D.5)
=
1
4pi
∫ pi
0
dθ sin θ
∫ 2pi
0
dφ
(
cos4
θ
2
+ sin4
θ
2
)
(D.6)
Evalauting the integral over φ we find
Favg = 1
2
∫ pi
0
dθ sin θ
(
cos4
θ
2
+ sin4
θ
2
)
(D.7)
=
1
2
∫ pi
0
dθ sin θ cos4
θ
2
+
1
2
∫ pi
0
dθ sin θ sin4
θ
2
(D.8)
Using the trigonometric identity sin θ = 2 sin θ
2
cos θ
2
we get
Favg =
∫ pi
0
dθ sin
θ
2
cos5
θ
2
+
∫ pi
0
dθ cos
θ
2
sin5
θ
2
(D.9)
The first term can be evaulated using the chain rule: d
dθ
cos6 θ = −3 cos5 θ
2
sin θ
2
. Similarly
for the second term d
dθ
sin6 θ
2
= 3 sin5 θ
2
cos θ
2
. This produces
Favg =
[
−1
3
cos6
θ
2
]pi
θ=0
+
[
1
3
sin6
θ
2
]pi
θ=0
(D.10)
=
1
3
+
1
3
(D.11)
=
2
3
(D.12)
We have shown that the output from the measure-and-resend memory will, on average,
have 2/3 overlap with the original qubit. Any implementation of a quantum memory must
outperform this to be worthwhile.
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Appendix E
Maxwell-Bloch equations for
three-level system
The three-level Hamiltonian for the relevant process in diamond is
H = Hatom +Hlight +Hdip (E.1)
=
∑
i
~ωi|i〉〈i|+
∫
dω~ω
(
aˆ†aˆ+
1
2
)
− ~E · ~d (E.2)
where the electric field ~E is
~E = ~Ec + ~Es (E.3)
~Ec = α˜e
iωcτ~εc + c.c. (E.4)
~Es = iAsaˆseiωsτ~εs + h.c. (E.5)
where τ = t − z/c. Recall that ks = ωs/c, which relates to the form we are used to. We
also have the slowly-varying envelope term labelled as As =
√
~ωs/20. We are also only
considering a single frequency mode – the result can be integrated over the frequency ωs
to consider finite spectra. Refer to Chapter 2 for the full expression of quantized electric
field. The dipole moment can be expressed as ~d = ~d02σ02 + ~d21σ21 + h.c., where we ignore
the |0〉 → |1〉 transition since it is forbidden by parity. We have introduced the notation
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σjk = |j〉〈k|. We want to find out how these operators σjk evolve in our system, and so we
use the Heisenberg equation of motion
i~∂tσjk = [σjk,H] (E.6)
where ∂t is shorthand for ∂/∂t. We need to work out all the cases σjk for j, k = 0, 1, 2.
i~∂tσ00 = [σ00,Hatom] + [σ00,Hlight] + [σ00,Hdip] (E.7)
= 0 + 0 + ~E ·
(
~d02σ02 − ~d∗02σ20
)
(E.8)
i~∂tσ11 = ~E ·
(
~d21σ21 − ~d∗21σ12
)
(E.9)
i~∂tσ22 = ~E ·
[
~d21σ21 + ~d
∗
02σ20 − (~d02σ02 + ~d∗21σ10)
]
(E.10)
= −i~(∂tσ00 + ∂tσ11) (E.11)
i~∂tσ02 = ω20σ02 − ~E ·
[
~d∗02(σ00 − σ22) + ~d21σ01
]
(E.12)
i~∂tσ01 = ω10σ01 − ~E ·
[
~d∗21σ02 − ~d∗02σ21
]
(E.13)
i~∂tσ21 = −ω21σ21 − ~E ·
[
~d∗21(σ22 − σ11)− ~d02σ01
]
(E.14)
Here we used ωjk = ωj−ωk, and keep the ordering such that this term is positive. Now we
make the approximation that the crystal starts, and stays, predominately in the ground
state, such that σ00 → 1, σ22 → 0, σ11 → 0. This is justified by the 40 THz splitting
between states |0〉 and |1〉. This simplifies the coupled equations to
i~∂tσ02 = ω20σ02 − ~E ·
[
~d∗02 + ~d21σ01
]
(E.15)
i~∂tσ01 = ω10σ01 − ~E ·
[
~d∗21σ02 − ~d∗02σ21
]
(E.16)
i~∂tσ21 = −ω21σ21 + ~E · ~d02σ01 (E.17)
Next we switch to the rotating frame and make the rotating wave approximation, which
states that high frequency terms oscillate so fast that they average out and do not con-
tribute. Therefore we only keep the lower frequency terms, and make the substitution
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σ˜jk = σjke
iωjkτ . Our three equations become
i~∂tσ˜02 = − ~E ·
[
~d∗02e
−iω20τ + ~d21σ˜01e−iω21τ
]
(E.18)
i~∂tσ˜01 = − ~E ·
[
~d21σ˜02e
iω21τ − ~d∗02σ˜21e−iω20τ
]
(E.19)
i~∂tσ˜21 = ~E · ~d02σ˜01eiω20τ (E.20)
Now we are in a position to plug in our electric field terms, ~E = ~Ec + ~Es.
i~∂tσ˜02 = −~d∗02 · {~εc
[
α˜e−i(ω20−ωc)τ + α˜∗e−i(ω20+ωc)τ
]
+i~εsAs
(
aˆse
−i(ω20−ωs)τ − aˆ†se−i(ω20+ωs)τ
)}
−~d21 · {~εc(α˜e−i(ω21−ωc)τ + α˜∗e−i(ω21+ωc)τ )
+i~εsAs
[
aˆse
−i(ω21−ωs)τ − aˆ†e−i(ω21+ωs)τ]}σ˜01 (E.21)
i~∂tσ˜01 = −~d21 · {~εc(α˜ei(ω21+ωc)τ + α˜∗ei(ω21−ωc)τ )
+iεsAs
[
aˆse
i(ω21+ωs)τ − aˆ†ei(ω21−ωs)τ]}σ˜02
−~d∗02 · {~εc
[
α˜e−i(ω20−ωc)τ + α˜∗e−i(ω20+ωc)τ
]
+i~εsAs
[
aˆse
−i(ω20−ωs)τ − iaˆ†se−i(ω20+ωs)τ
]}σ˜21 (E.22)
i~∂tσ˜21 = ~d02 · {~εc
[
α˜ei(ω20+ωc)τ + α˜∗ei(ω20−ωc)τ
]
+i~εsAs
[
aˆse
i(ω20+ωs)τ − aˆ†sei(ω20−ωs)τ
]}σ˜01 (E.23)
In the same vein as the rotating wave approximation, we can neglect terms that are sums
of frequencies since they will oscillate much faster than the terms that are differences of
frequencies. At the same time we define
∆c = ω21 − ωc (E.24)
∆s = ω20 − ωs (E.25)
∆1 = ω20 − ωc (E.26)
∆2 = ω21 − ωs (E.27)
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Since we are concerned with two-photon resonance here, we take ∆c = ∆s = ∆. Our
coupled equations become
i~∂tσ˜02 = −~d∗02 ·
[
~εcα˜e
−i∆1τ + i~εsAsaˆse−i∆τ
]
−~d21 ·
[
~εcα˜e
−i∆τ + i~εsAsaˆse−i∆2τ
]
σ˜01 (E.28)
i~∂tσ˜01 = −~d21 ·
[
~εcα˜
∗ei∆τ − i~εsAsaˆ†sei∆2τ
]
σ˜02
−~d∗02 ·
[
~εcα˜e
−i∆1τ + i~εsAsaˆse−i∆τ
]
σ˜21 (E.29)
i~∂tσ˜21 = ~d02 ·
[
~εcα˜
∗ei∆1τ − i~εsAsaˆ†sei∆τ
]
σ˜01 (E.30)
Terms with ∆2 are associated with the photon as the pump for spontaneous anti-Stokes
emission. This process is very weak and can be neglected. Terms with ∆1 are associated
with the control beam pump spontaneous Stokes emission. While this process does occur we
will neglect it here in order to focus on the memory dynamics. We therefore set ~d02 ·~εc = 0
and ~d21 · ~εs = 0. Our equations simplify to
i~∂tσ˜02 = −i~d∗02 · ~εsAsaˆse−i∆τ − ~d21 · ~εcα˜e−i∆τ σ˜01 (E.31)
i~∂tσ˜13 = −~d21 · ~εcα˜∗ei∆τ σ˜02 − i~d∗02 · ~εsAsaˆse−i∆τ σ˜21 (E.32)
i~∂tσ˜21 = −i~d02 · ~εsAsaˆ†sei∆τ σ˜01 (E.33)
The last simplication we do is another linear approximation. We assume that both the
photon ladder operators and the crystal coherences are weak perturbations on the system,
which is predominately in the ground state. Then terms that have both a ladder operator
and a crystal coherence term are higher order perturbations which are safe to neglect. The
equations simplify once more to
i~∂tσ˜02 = −i~d∗02 · ~εsAsaˆse−i∆τ − ~d21 · ~εcα˜e−i∆τ σ˜01 (E.34)
i~∂tσ˜01 = −~d21 · ~εcα˜∗ei∆τ σ˜02 (E.35)
where the equation for ∂tσ˜21 is neglected entirely.
We can now consider the propagation of the electric fields in the medium. Recall that
the electric field is related to the material polarization ~P by(
∂2
∂z2
− 1
c2
∂2
∂t2
)
~E = µ0
∂2
∂t2
~P (E.36)
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We will assume that the strong control field is largely unaffected by propagation through
the medium, and so we just consider the wave equation for the signal field ~Es,(
∂2
∂z2
− 1
c2
∂2
∂t2
)(
i~εAsaˆseiωs(t−z/c)
)
= µ0
∂2
∂t2
~˜Pse
iωs(t−z/c) (E.37)
where ~˜Ps = ~Pse
−iωsτ and ~Ps is the source term for the signal field. We have only written
the positive frequency component of the electric here since it was the only one included in
the coupling equation. Taking the derivatives we find
~εs
[(
∂2
∂z2
aˆs
)
− 2iωs
c
(
∂
∂z
aˆs
)
− ω
2
s
c2
aˆs
]
eiωs(t−z/c) (E.38)
− 1
c2
~εs
[(
∂2
∂t2
aˆs
)
+ 2iωs
(
∂
∂t
aˆs
)
− ω2s aˆs
]
eiωs(t−z/c)
=
−iµ0
As
[(
∂2
∂t2
~˜Ps
)
+ 2iωs
(
∂
∂t
~˜Ps
)
− ω2s ~˜Ps
]
eiωs(t−z/c)
Next we will divide both sides by eiωs(t−z/c) and make the slowly-varying envelope approx-
imation, in the same manner as in Section 2.6.1, and drop the terms involving ∂2/∂z2 and
∂2/∂t2 from both sides, and the ∂/∂t term from the right-hand-side. This results in the
simplified wave equation,
~εs
ωs
c
[
∂
∂z
+
1
c
∂
∂t
]
aˆs = −µ0ω
2
s
2As
~˜Ps (E.39)
Now we want to relate this to the coupled equations we derived from the Hamiltonian. The
material polarization is related to the dipole moment ~d, taking the form ~P =
∑
ij
~dijσij.
Recall that only the ~d02 term will appear since ~d01 = 0 and the coherence σ21 was neglected
in Eq. E.35. The polarization vector is then simply ~˜Ps = ~d02Pˆ = ~d02σ˜02e
i∆τ . Before
plugging this into the coupled equations will be also define a ladder operator for the
phonon “spin wave” which is equal to the coherence term, bˆ = σ˜01. The ladder operator
bˆ follows the usual commutation relations. We can now connect the wave equation to the
coupled equations for the coherences σ˜02 and σ˜01.
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[
∂
∂z
+
1
c
∂
∂t
]
aˆs = − µ0ω
2
s
2Asks (~εs)
∗ · ~d02Pˆ (E.40)
∂tPˆ = i∆Pˆ −
~d∗02 · ~εsAs
~
aˆs + i
~d21 · ~εc
~
α˜bˆ (E.41)
∂tbˆ = i
~d21 · ~εc
~
α˜∗Pˆ (E.42)
We can clean it up by defining a few constants such as the control Rabi frequency Ωc =
~d21 · ~εcα˜/~, and a signal coupling constant κ = ~d∗02 · ~εsAs/~, resulting in[
∂
∂z
+
1
c
∂
∂t
]
aˆs = −κ∗Pˆ (E.43)
∂tPˆ = i∆Pˆ − κaˆs + iΩcbˆ (E.44)
∂tbˆ = iΩ
∗
cPˆ (E.45)
These coupled field equations can be numerically solved, as in Ref. [93] which shows that
high storage efficiencies are possible in this system.
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Appendix F
Group theory explanation for
selection rules
We can use elements of group theory and representation theory to understand a great deal
about the vibrational modes in diamond by considering the symmetries of the physical
system. It will take some work to get there, but will hopefully be quite insightful. Most of
what we will cover here is outlined in “Applied Group Theory” by Crackwell.
A group is defined by a set of group elements {E,P,Q,R, ...} (here E refers to the
identity operation), and a group operation ◦, such that:
1. The product of any two group elements is itself a group element, e.g., Q = P ◦R.
2. The product of any group element with the identity is itself, E ◦ P = P .
3. Every group element has an inverse which is also in the group, P−1 ◦ P = E.
4. Multiplication is associative, P ◦ (Q ◦R) = (P ◦Q) ◦R.
5. (Bonus!) A group is called Abelian if all elements commute, P ◦Q = Q ◦ P .
An example of a group is invariance of a square under rotations. Another example is the
integers from 0 to 3 under addition modulo 4. As an in-depth example, let’s look at the
invariance of a square under rotations and reflections.
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b a
c d
c b
d a
a d
b c
d c
a b
σx σy σ1 σ2
x
y
z
a b
d c
b c
a d
c d
b a
d a
c b
E C
+
4z C2z C
−
4z
Figure F.1: The elements of the group describing the square are: E, the identity, where
no change occurs to the square; C+4z, a 90 degree rotation about the z-axis (out of the
page); C2z, a 180 degree rotation about z; , C
−
4z, a 90 degree rotation the other direction
about z; σx, a reflection about the y-axis (an inversion of x-coordinates); σy, a reflection
about the x-axis (inversion of y-coordinates); σ1, a reflection about the line joining b-d;
and σ2, a reflection about the line joining a-c.
F.1 Symmetries of the square
Fig. F.1 shows all the possible rotation and reflection operations on the square (corners
labelled a, b, c, d) that leave the square invariant except for re-labelling of its corners. The
multiplicative property of the group can be seen: any two operations (rotations/reflections
on the square) in succession give another operation on the square. For example, a 90
degree rotation (C+4z) followed by a reflection in x (σx) equals a reflection about the line
a-c (σx ◦ C+4z = σ2). In this manner we can build a group multiplication table where the
elements in rows and columns are ordered to match with their inverses giving the identity
(E) along the diagonal. Table F.1 can be read as the element in the ith row acting on the
element in the jth column.
There are some things that pop out at us from looking at Table F.1. First, notice that
each group element appears only once in each row and column. This is true in general, and
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E C+4z C
−
4z C2z σx σy σ1 σ2
E E C+4z C
−
4z C2z σx σy σ1 σ2
C−4z C
−
4z E C2z C
+
4z σ1 σ2 σy σx
C+4z C
+
4z C2z E C
−
4z σ2 σ1 σx σy
C2z C2z C
−
4z C
+
4z E σy σx σ2 σ1
σx σx σ1 σ2 σy E C2z C
+
4z C
−
4z
σy σy σ2 σ1 σx C2z E C
−
4z C
+
4z
σ1 σ1 σy σx σ2 C
−
4z C
+
4z E C2z
σ2 σ2 σx σy σ1 C
+
4z C
−
4z C2z E
Table F.1: Multiplication table for the square’s symmetry group
is quite helpful to know when filling out a group multiplication table. Second, notice that
the table has structure: the rotational elements appear in either the top-left or bottom-right
blocks, and the reflection elements appear in the other quadrants. This type of behaviour
can tell us a lot about how the group symmetry works in different scenarios, which we will
come back to later.
F.2 Operations for the diamond group
The diamond crystal has two-interpenetrating face-centred cubic (FCC) lattices. This
means it has two Carbon atoms in each until cell. It can be thought of as a single FCC
lattice with a basis, i.e., an atom at the origin and one displaced by a vector ~r = a/4(xˆ+
yˆ + zˆ). To find the symmetries of the FCC lattice we go about a similar process as with
the square. It turns out that the FCC lattice symmetry falls into the octahedral group,
denoted Oh. This group combines all the rotation operations on a cube with an inversion
operation about the centre of the cube. The group has 48 elements (24 rotations times 2
with inversion). Fig. F.2 gives some examples of these operations.
The multiplication table for this group has 2308 elements so we won’t write it out.
Instead we note that, just as for the square, the table will have distinct patterns which we
discuss next.
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E C+4z
1 2
3 4
5 6
7 8
2 4
1 3
6 8
5 7
4 3
2 1
8 7
6 5
x
y
z
5 7
6 8
1 3
2 4
C2(x+y)
7 3
8 4
5 1
6 2
8 7
6 5
4 3
2 1
7 5
8 6
3 1
4 2
5 6
7 8
1 2
3 4
4 2
3 1
8 6
7 5
2 6
1 5
4 8
3 7
C2(x+y) ◦ JC+4z ◦ JJ C+3(x+y+z) ◦ J
C+3(x+y+z)C
2
4z
C24z ◦ J
Figure F.2: 10 of the 48 group operations in the Oh group, each from a different conjugacy
class. E is the identity; C+4z is a 90 degree rotation about the z axis; C
2
4z is a 180 degree
rotation about z; C2(x+y) is a 180 degree rotation about xˆ + yˆ; C
+
3(x+y+x) is a 120 degree
rotation about xˆ + yˆ + zˆ; J is an inversion about the centre of the cube; the remaining
operations are rotations on the previously inverted cube.
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F.3 Conjugacy classes
Suppose we pick a group element R and look at the product P−1◦R◦P , where P is any other
element in the group. What we find is something interesting. If we let P run through all
the group elements the product gives only a select few outcomes. These outcomes, together
with R, form a conjugacy class. Each element in a conjugacy class uses a similar symmetry,
so that we can often just look at one element in a class to gain intuition on the system.
There are some important results from representation theory involving conjugacy classes
that we will use shortly.
Let’s work out an example with the square. Take R = C+4z. Then for any P in the
group we find P ◦C+4z ◦ P to be equal to either C+z4 or C−4z. So the group elements C+4z and
C−4z form a conjugacy class. There are 5 conjugacy classes in total for the square group,
E = {E} (F.1)
C4z = {C+z4, C−4z} (F.2)
C2z = {C2z} (F.3)
σ = {σx, σy} (F.4)
σ′ = {σ1, σ2} (F.5)
The breakdown of the group elements into classes matches with some of our intuition. The
rotations and reflections are separated into different classes as could be expected by the
group multiplication table. That the 180 degree and 90 degree rotations fall into separate
classes might be surprising, but they are fundamentally different in that the C2z commutes
with every element in the group, while C±4z do not.
There are a few important factors to make note of here. The number of conjugacy
classes in a group is meaningful. Also the order of a class, which is the number of group
elements within it. Commonly, when seeing a list of all the classes in a group, the order
is often written in front of the name. For example, the list of conjugacy classes for the
square is {E, 2C4z, C2z, 2σ, 2σ′}.
The conjugacy classes for the Oh group, the symmetry group of the diamond lattice, are
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EC+4z
C2z
C−4z
σx
σy
σ1
σ2
(x, y)(−x, y)
(x,−y)(−x,−y)
(−y,−x) (−y, x)
(y,−x) (y, x)
Figure F.3: Operations from the symmetry group of the square acting on a two-dimensional
vector
{E, 6C4, 3C24 , 6C2, 8C3, J, 6C4 ◦ J, }, where an example operation from each class is shown
in Fig. F.2.
F.4 Representations of a group
So far, we have kept the discussion strictly pictorial. While we know how some group
elements might transform a square or a cube, we cannot yet write down an expression for
them. The same is true for the group operation, ◦. We might know what C+4z ◦ σx does
to the square, but beyond that the group operation seems confusing. Giving the group a
context to work in, or a representation, is our next topic of discussion. Representations of
groups can vary from being a scalar quantity to a three-dimensional (or higher) system.
The commonality between representations is that they are all invariant in the same manner.
There are infinitely many representations of a group. It is the subject of representation
theory to find an expression for any them as a linear combination of some base set called
the irreducible representations. By decomposing the symmetries of a physical system into
its irreducible representations we can learn which processes can occur, like the normal
modes of vibration in molecules and crystals, and even selection rules for them.
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We are usually interested in representing group elements by matrices, with the group
operation then being matrix multiplication. Let’s work out a two-dimensional representa-
tion for the square. Consider a vector (x, y). Each of the group operations on (x, y) can
be found in a straightforward way, see Fig. F.3,
E =
(
1 0
0 1
)
, C+4z =
(
0 1
−1 0
)
, C−4z =
(
0 −1
1 0
)
, C2z =
(
−1 0
0 −1
)
,
σx =
(
−1 0
0 1
)
, σy =
(
1 0
0 −1
)
, σ1 =
(
0 −1
1 0
)
, σ2 =
(
1 0
0 1
)
. (F.6)
It is straightforward to verify that these matrices produce the same multiplication table as
shown in Table F.1. Something we can make note of here is that matrices within the same
conjugacy class have the same trace, which we call its character. Following the notation
of Ref. [125], we label the character of a conjugacy class p by χ
(i)
p , where i labels which
representation we used. For the two-dimensional matrices above we have the characters
χ2-dimE = 2, χ
2-dim
C4z
= 0, χ2-dimC2z = −2, χ2-dimσ = 0, χ2-dimσ′ = 0 (F.7)
The character of a class is very much dependent on the representation being used. If
fact, the character of the conjugacy classes will play a vital role in finding the irreducible
representations of a group. There are some important results from representation theory
that we will state here, but not prove. (For a non-intimidating explanation see Ref. [125]).
1. The number of conjugacy classes = the number of irreducible representations.
2. The dimensions of the irreducible representations can be found using the formula∑
k l
2
k = N , where N is the total number of elements in the group and lk is the
dimension of the kth representation. The dimension of a representation implies we
are expressing the elements as matrices.
3. Irreducible representations follow an orthogonality relation
∑r
p=1 hp(χ
(i)
p )∗χ
(j)
p = δijN .
Here the sum is over the conjugacy classes p, of which there are r, and lastly hp is
the order of the class.
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E C4z C2z σ σ
′
χ(1) 1 1 1 1 1
χ(2) 1 1 1 -1 -1
χ(3) 1 -1 1 1 -1
χ(4) 1 -1 1 -1 1
χ(5) 2 0 -2 0 0
Table F.2: Character table for the square
F.4.1 Character table for the square
For the square we know there are 8 group elements and 5 conjugacy classes. This means
there are 5 irreducible representations and using item 2 in the list above we find their
dimensions
l21 + l
2
2 + l
2
3 + l
2
4 + l
2
5 = 8 (F.8)
From this we see that 4 of the irreducible representations are one-dimensional, and 1 will
be two-dimensional. One-dimensional representations of group elements are just equal to
their characters, the trace of a 1 × 1 matrix. Using the orthogonality condition, we can
construct a table to find what the characters of each class in each irreducible representation
will be. For the square this is shown in Table F.2.
Notice that the first representation χ(1) has characters of 1 in every class. As it turns
out, every group will have this irreducible representation. Also notice that in every repre-
sentation the character of the identity operation E is simply the dimension of the represen-
tation. As we might have anticipated, the identity operation in any matrix representation
is the identity matrix, 1. Lastly, notice that the two-dimensional irreducible representation,
χ(5), is the same as our two-dimensional matrix representation from above.
A simple example of a reducible representation is the regular representation. To express
a group element in the regular representation we take the Table F.1 and set every entry
equal to zero, except the element we are representing which we set to 1. For example, the
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C+4z element is
C+4z =

0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0

. (F.9)
By looking at the multiplication table we can imagine the other elements and see that
they will all have a trace of zero, except the identity which gives a trace of 8. In this
representation χreg the classes have the following characters,
E C4z C2z σ σ
′
χreg 8 0 0 0 0
By staring at the character table (Table F.2) we can find that χreg = χ(1) +χ(2) +χ(3) +
χ(4) + 2χ(5). This can be confirmed by adding up the characters of each class.
F.4.2 Character table for the diamond, Oh group
In the case of the Oh group we have 10 irreducible representations (4 one-dimensional, 2
two-dimensional, 3 three-dimensional), found using the relation stated in the second list
item above. Table F.3 shows the characters of the conjugacy classes in each irreducible
representation.
F.4.3 Basis functions
We have seen both pictorial and matrix representations for groups. Next we will discuss
representing group symmetries with functions. Knowing how a function correspond to the
irreducible representations of a group is extremely useful, as it gives us a tool to understand
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E 6C4 3C
2
4 6C2 8C3 J 6C4 ◦ J 3C24 ◦ J 6C2 ◦ J 8C3 ◦ J
χ(1) 1 1 1 1 1 1 1 1 1 1
χ(2) 1 -1 1 -1 1 1 -1 1 -1 1
χ(3) 2 0 2 0 -1 2 0 2 0 -1
χ(4) 3 1 -1 -1 0 3 1 -1 -1 0
χ(5) 3 -1 -1 1 0 3 -1 -1 1 0
χ(6) 1 1 1 1 1 -1 -1 -1 -1 -1
χ(7) 1 -1 1 -1 1 -1 1 -1 1 -1
χ(8) 2 0 2 0 -1 -2 0 -2 0 1
χ(9) 3 1 -1 -1 0 -3 -1 1 1 0
χ(10) 3 -1 -1 1 0 -3 1 1 -1 0
Table F.3: Character table for the Oh group.
the physical processes that can occur in the system. What does it mean for a function to
possess symmetries? A simple example are even and odd functions, which when inverted
about the origin are either invariant or have a sign change.
Examples basis functions in the square symmetry
Consider the function x2 + y2, which describes a circle, and is an even function. Since all
the symmetry operations of the square leave this function invariant, they all act as the
identity. This means the x2 + y2 is associated with the first representation χ(1).
Next consider the vector (x, y). We already know that the operations (x, y) → (x′, y′)
are described by the two-dimensional matrix representation χ(5). If we take a function
f(x, y), we can look at f(x′, y′) for each group operation, and determine the character of
each operation. Knowing the characters we can find a linear combination of irreducible
representations which describe the function. As an example, let’s consider the function
f(x, y) = xy. Recall from the two-dimensional matrix representation, Eq. F.6, that
C+4z(x, y) = (y,−x). We then have that f(x′, y′) = f(y,−x) = −xy, and so C+4zf(x, y) =
−f(x, y). By doing the same using a group operation from each of the conjugacy classes
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we find the characters of the representation for f(x, y) = xy, denoted χxy,
E C4z C2z σ σ
′
χxy 1 -1 1 -1 1
These are the same characters as the χ(4) representation. This means that the function
f(x, y) = xy transforms in the same way as the represention χ(4) under the group opera-
tions. Next let’s find some basis functions for the diamond symmetry group, Oh, using the
same logic outlined here.
Basis functions for Oh
Just as the circle function, x2 +y2, remained invariant under the symmetries of the square,
the spherical function x2 + y2 + z2 will remain invariant for the cube symmetries. We can
see this by the fact that the Oh operations map between corners of the cube, all of which
have the same distance from the origin, x2 + y2 + z2. The spherical function transforms
according to the χ(1) irreducible representation from Table F.3.
To find the representation of a general function f(x, y, z), or a vector of functions
(f(x, y, z), g(x, y, z), h(x, y, z)), we follow the same logic as for the square. First, we want
to find how a three-dimensional vector (x, y, z) transforms in the Oh group. Below we write
out the 3×3 matrix representations for one group operation from each conjugacy class (we
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will only need to look at 1 per class to determine the character),
E =
1 0 00 1 0
0 0 1
 , C+4z =
0 −1 01 0 0
0 0 1
 , C24z =
−1 0 00 −1 0
0 0 1
 ,
C2 =
−1 0 00 0 −1
0 −1 0
 , C3 =
0 0 −11 0 0
0 −1 0
 , J =
−1 0 00 −1 0
0 0 −1
 ,
C+4z ◦ J =
 0 1 0−1 0 0
0 0 −1
 , C24z ◦ J =
1 0 00 1 0
0 0 −1
 , C2 ◦ J =
1 0 00 0 1
0 1 0
 ,
C3 ◦ J =
 0 0 1−1 0 0
0 1 0
 . (F.10)
This produces the character table
E 6C4 3C
2
4 6C2 8C3 J 6C4 ◦ J 3C24 ◦ J 6C2 ◦ J 8C3 ◦ J
χ3-dim 3 1 -1 -1 0 -3 -1 1 1 0
which is equal to the χ(9) irreducible representation. Let’s work out one more example,
which will be important for us. Consider the vector of functions ~f = (yz, xz, xy). The
operation C+4z maps x→ y, y → −x and z → z, so our functions become
~f ′ =
 xz−yz
−xy
 =
 0 1 0−1 0 0
0 0 −1

yzxz
xy
 . (F.11)
The 3×3 matrix written is the expression for the C+4z element in this representation. Below
we have worked out the 3×3 matrix representations, for one group element from each class,
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for how our vector ~f = (yz, xz, xy) transforms.
E =
1 0 00 1 0
0 0 1
 , C+4z =
 0 1 0−1 0 0
0 0 −1
 , C24z =
−1 0 00 −1 0
0 0 1
 ,
C2 =
1 0 00 0 1
0 1 0
 , C3 =
0 0 −11 0 0
0 1 0
 ,
J = E, C+4z ◦ J = C+4z, C24z ◦ J = C24z, C2 ◦ J = C2, C3 ◦ J = C3. (F.12)
We construct the character table for this representation as follows,
E 6C4 3C
2
4 6C2 8C3 J 6C4 ◦ J 3C24 ◦ J 6C2 ◦ J 8C3 ◦ J
χ(yz,xz,xy) 3 -1 -1 1 0 3 -1 -1 1 0
which is equal to the irreducible representation χ(5). We have covered what will be useful
for our discussion on the vibration in diamond, so let’s get to it.
F.5 Application to diamond lattice
Fig. F.4 shows the diamond crystal lattice. As stated previously, it is an FCC lattice with
a two-atom basis. We would like to consider the normal modes of vibration for the atoms
in the lattice. By considering mappings between the atom sites along with displacements
of each atom we can find which irreducible representations form the normal modes of
vibration. Before we combine them we need a representation for the atom sites, denoted
χatom sites, and a representation for displacement χ3-dim. A good resource for this discussion
is Ref. [172].
F.5.1 Representation for mapping between atom sites, χatom sites
We have a few things to consider when searching for the irreducible representations that
map between atom sites. The first is the periodicity of the crystal lattice. While we are
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xˆ
yˆ
zˆ
rˆ
xˆ
yˆ
zˆaˆ1
aˆ2
aˆ3
xˆ
yˆ
zˆ
xˆ
yˆ
zˆ
(a) (b)
(d) (e)
(c)
Figure F.4: (a) A tetrahedral arrangement of Carbon atoms (half transparent black dots
imply depth). (b) Stacking four of the tetrahedral blocks form the diamond lattice, (c).
The diamond is two inter-lacing face-centred cubic lattices, one marked with black dots,
the other with white dots. (d) The primitive lattice vectors, aˆ1, aˆ2, aˆ3 for a face-centred
cubic lattice. Translation by a vector ~Rn = n1aˆ1 + n2aˆ2 + n3aˆ3 will land on another atom
for any integers n1,2,3. (e) The two face-centred cubic sub-lattices in diamond are separated
by a basis vector ~r = a/4(xˆ+ yˆ + zˆ).
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considering the unit cell of an FCC lattice, we should remember that the bulk crystal is
comprised of a vast amount of these cells. We consider atom sites equivalent if we translate
by a lattice vector ~Rn = n1aˆ1 + n2aˆ2 + n3aˆ3 to get back to the original site, where the
primary lattice vectors aˆ1, aˆ2, aˆ3 define the FCC lattice (shown in Fig. F.4(d)).
Second, each point on the FCC lattice is two atoms, joined by the basis vector ~r =
a/4(xˆ+ yˆ + zˆ). As can be seen in Fig. F.4(e), each Carbon atom in sub-lattice 1, marked
by the black dots, has 4 bonds to neighbouring Carbon atoms in sub-lattice 2, marked by
white dots. As we can see in Fig. F.5 each group operation will then either preserve the
lattice orientation (i.e., the identity), up to translation by ~Rn, or invert the orientation. The
inversion is equivalent to a switch of the sub-lattices, i.e., mapping from sub-lattice 1→ 2,
or vice versa. This makes our representation χatom sites two-dimensional, with the group
operations acting on a vector representing the order of the sub-lattices (1, 2). The group
operations are either the identity, or have 0 on the diagonal and 1 on the anti-diagonal.
The character table for the representation is
E 6C4 3C
2
4 6C2 8C3 J 6C4 ◦ J 3C24 ◦ J 6C2 ◦ J 8C3 ◦ J
χatom sites 2 0 2 0 2 0 2 0 2 0
We have that χatom sites = χ(1) + χ(7). Let’s think about these two irreducible representa-
tions. The first, χ(1), we expect from an FCC lattice with a single atom at each point.
This is the representation for mapping between atoms on the same sub-lattice. The sec-
ond irreducible representation, χ(7), can be thought of as which way the basis vector ~r is
pointing, i.e., from sub-lattice 1→ 2 or 2→ 1. We can see this from the group operations
in Fig. F.5. Operations which invert the whole unit cell are equivalent to ones that change
the direction of ~r, and will be equal to −1 in the representation χ(7).
F.5.2 Displacement
We have already solved this. In our basis function section we asked how a displacement
vector ~d = xxˆ + yyˆ + zzˆ would transform in the symmetry group. We found that it is
associated with the χ(9) irreducible representation which is odd under inversion about the
origin.
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E C+4z C2(x+y)
C+3(x+y+z)
C24z
C2(x+y) ◦ J
C+4z ◦ JJ
C+3(x+y+z) ◦ J
C24z ◦ J
rˆ
xˆ
yˆ
zˆ rˆ
Figure F.5: One group operation from each conjugacy class acting on the diamond lattice.
Half of the operations change the orientation of the lattice which can be thought of as an
inversion, or more simply a switch from one sub-lattice to another (swap of black and white
dots, plus translation).
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F.5.3 Lattice vibrations and selection rules
Our goal is to find the irreducible representations that describe vibrations between the
atom sites on the lattice. We find these by building a representation, χvibe that combines
the mapping between atom sites, χatom sites, and that which describes a displacement vector,
χ(9).
We build the new representation by taking the tensor product of each group operation
in χatom sites with the corresponding group operation in χ(9). Thankfully we don’t need to
crunch all that math out. Since all we really care for is the character, i.e., the trace of each
group operation, we can use the property of the trace that Tr(P ⊗Q) = TrP × TrQ. We
can then simply multiply the characters of corresonding conjugacy classes together from
each representation to find the new one. We have the following relation for the character
of the ith conjugacy class,
χvibei = χ
atom sites
i × χ(9)i (F.13)
= (χ
(1)
i + χ
(7)
i )× χ(9)i (F.14)
= χ
(1)
i × χ(9)i + χ(7) × χ(9)i (F.15)
Using the character table of the Oh group (Table F.3), we can see that the first term results
again in the χ(9) irreducible representation, and the second term has the character table
E 6C4 3C
2
4 6C2 8C3 J 6C4 ◦ J 3C24 ◦ J 6C2 ◦ J 8C3 ◦ J
χ(7) 1 -1 1 -1 1 -1 1 -1 1 -1
χ(9) 3 1 -1 -1 0 -3 -1 1 1 0
χ(7) ⊗ χ(9) 3 -1 -1 1 0 3 -1 -1 1 0
This equals the χ(5) representation, and so we have our answer χvibe = χ(9) + χ(5). We
know that the χ(9) representation describes displacements of the atoms within the same sub-
lattice. This corresponds to the acoustic phonon branch which take the form of travelling
vibrational waves through the lattice.
We know that the second term χ(5) describes displacements between the two sub-
lattices. This representation describes the optical phonon branch, the two sub-lattices
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beating against each other out of phase. Strictly speaking there are three normal modes
describing the optical phonon branch, one for a vibration in each direction. Because the
χ(5) representation is invariant under inversion about the origin, a property it shares with
the crystal ground state (all atoms stationary) it is “Raman-active”. A Raman involves two
electric dipole terms, each of which changes sign under inversion, and so is invariant under
inversion. In general, Raman processes can map between states that have the same parity.
(Levels with opposite parities can be addressed with a single electric dipole transition.)
The Raman process requires two electric dipole terms.
F.5.4 Polarization selection rules
Lastly, we return to our brief discussion on basis functions. We have found that the χ(5)
irreducible representation describes the Raman process we wish to use in diamond. We
found above that the vector ~f = yzxˆ+xzyˆ+xyzˆ is associated with the χ(5) representation.
Each component of the vector is then associated with the optical phonon vibration in
that direction. This tells us that the two electric dipole moments which excite the optical
phonon mode in the z-direction must be polarized along the x- and y-directions. This gives
the polarization selection rule for our quantum memory.
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