Abstract. This paper is concerned with application of the theory of Fredholm integral equations to Sturm-Liouville problems with discontinuous coefficients. Such problems occur naturally in many areas of application involving mechanics of heterogeneous media. Due to the nonsmoothness of the coefficients, the eigenvalue spectrum may exhibit severe irregularities. Lower bounds for eigenvalues are obtained which reflect this behavior. Numerical results are presented for example problems previously treated using other methods.
1. Introduction. Eigenvalue problems with discontinuous coefficients have been the subject of much recent attention. The widespread interest in such problems stems from their natural appearance in diverse fields of application. For example, the propagation of harmonic waves in elastic composites with periodic structure gives rise to Sturm-Liouville problems with discontinuous coefficients subject to quasi-periodic boundary conditions (see e.g. [1] [2] [3] and the references cited therein). Also, vibration problems arising in geophysics lead to consideration of Sturm-Liouville problems with discontinuous coefficients [4, 5] . Other examples include heat conduction in layered media [6] [7] [8] and vibration problems in structural mechanics [9] , Considerable emphasis has been placed on the development of computational schemes for estimating eigenvalues and eigenfunctions for such problems. These efforts have met with serious difficulties due to nonsmoothness of the coefficients and the resulting spectral irregularities. Early attempts [1, 2] were focused mainly on variational techniques (e.g., Rayleigh-Ritz approximation and mixed variational schemes) with emphasis on obtaining upper bounds for eigenvalues. Alternative methods, such as finite difference and finite element methods, leading to matrix eigenvalue problems have been investigated [10, 11] , as well as direct variational schemes [12] . More recently, results from classical SturmLiouville theory and eigenvalue optimization techniques have been adapted for these problems [3, 7, 8 ] to obtain upper and lower bounds for eigenvalues. Lower bounds using Weinstein's method of intermediate problems have also been established [13] . It is the purpose of this paper to present an integral equation approach for investigation of eigenvalue problems with discontinuous coefficients, with emphasis on obtaining lower bounds1 for eigenvalues. We confine our attention to the simplest prototype Sturm-Liouville problem (Eqs. (1), (2), Sec. 2) arising in heat conduction in a layered composite. This problem is first converted to Liouville normal form (Eqs. (5), (6) ). In Sec. 3, using a standard technique involving a Green's function, we transform this problem to a Fredholm integral equation of the second kind. The kernel, though discontinuous, is symmetric and square-integrable. Standard results from integral equation theory are then adapted in Sec. 4 to provide lower bounds for eigenvalues. A direct lower bound is found for the smallest eigenvalue (Eq. (20)), while lower bounds are obtained for higher eigenvalues (Eq. (21)) by employing a set of upper bounds from other methods. Alternative lower bounds [8] based on eigenvalue optimization techniques are briefly discussed. Illustrative examples are described in Sec. 5, with numerical results presented in Sec. 6. The results suggest that integral operator techniques, with inherent " smoothing " properties, may be particularly appropriate for investigation of the problems of concern here.2 2. Sturm-Liouville problems with discontinuous coefficients. We consider the eigenvalue problem (Ku')' + Acu = 0, 0 < X < 1 (1)
where k(x), c(x) are positive functions, bounded on [0, 1]. We assume that the coefficients /c(x), c(x) have step discontinuities at a finite set of points x1; ...,x" on (0, 1), are continuous elsewhere and are such that the eigenvalue problem (1), (2) admits an infinite set of distinct eigenvalues 0 < < A2 ... . In the context of heat conduction in layered composites, for example, k(x) is the heat conductivity and c(x) the heat capacity, both subject to possibly large discontinuities at material interfaces.
A complete spectral theory for Sturm-Liouville problems with discontinuous coefficients has not yet been established. Several phenomena not found in the classical case have been observed, however. The asymptotic behavior of the eigenvalues has been shown to have a " solotone " effect [5] , a result of major significance for geophysical inverse problems. The eigenvalue spectrum may exhibit severe irregularities, depending on the coefficients (see the numerical results in Sec. 6 here). Many results from the continuous case do carry over formally to the discontinuous case, but these may be difficult (or inefficient) in implementation. An example of this concerns the classical Rayleigh-Ritz procedure for obtaining upper bounds on eigenvalues. It has been shown that a direct application of this approach to the problem (1), (2) in general yields poor results, particularly when the coefficients have large discontinuities. An alternative scheme, based on mixed variational principles and leading to a modified Rayleigh quotient (" new quotient"), has been developed (see e.g. [2] and the references cited therein). The underlying numerical analysis, with rigorous convergence estimates, has been discussed in [15] .
It has been demonstrated recently [7] that conversion of the problem (1), (2) to Liouville normal form leads to computational advantages. Thus, we let
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Then the eigenvalues A; (i = 1,2,...) are the eigenvalues of v + Xfv = 0, 0 < t < 1, i*0) = 0, d(1) = 0, (5, 6) where the superposed dot represents differentiation with respect to t. The coefficient /(t) is positive and bounded on [0, 1] and has discontinuities at the points tt = T'1 Jg' K_1(s) ds. The effect of the foregoing transformation has been to remove the discontinuous coefficient k from its position subject to differentiation in (1) . It is shown in [7] that application of the Rayleigh-Ritz technique to the transformed problem (5), (6) leads to accurate upper bounds for Aj with minimal computational effort. Explicit lower bounds for in terms of the coefficients have also been obtained in [7] , [8] . Our primary purpose in this paper is to provide an integral equation formulation for the basic problem (1), (2) (or equivalently (5), (6)) and thereby develop alternative lower-bound estimates, particularly for higher eigenvalues for which few results are known.
3. Integral equation formulation. The eigenvalue problem (5), (6) is readily transformed to the integral equation
is the Green's function for the problem
Note that if we view the kernel of the integral equation as
then the kernel is not symmetric. However, we may obtain an integral equation with a symmetric kernel by multiplying (7) by sj f if) and so obtaining
We may write (11) in the form
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•A(t) = x/TW v(t), K(t, s) = JJ(t)G(t, s)JJ{s). (13, 14) Eq. (12) 
The trace and L2 norm of K are 
If 0 < ^! < A2,..., is the complete sequence of eigenvalues of (12), then [17] tr(Kn) = £ (£)", n > 2.
4. Lower bounds for eigenvalues. A lower bound for follows directly from (18), (19):
If {Ii}f= i is any set of upper bounds to the least N eigenvalues, (18), (19) give
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In the next two sections, we consider some particular example problems and provide numerical results to assess the accuracy of the bounds (20), (21). Alternative lower bounds have been obtained in [7] , [8] based on the Liouville normal form (5), (6) and using results of Krein [18] on eigenvalue extremization. In [18] , Krein is concerned with the problem of maximizing and minimizing the eigenfrequencies /"(/) of a string of variable density/(i.e., problem (5), (6) 
Under conditions (22), (23)2 the minimum Aj is attained by the singular function
which may be viewed as a uniform string with a bead at the center. Under conditions (22), (23)j the minimum is attained by
The minimizing functions for the higher eigenvalues Xn have n equally spaced beads or dense intervals placed at the antinodal points of the nth eigenfunction of a uniform string [18] . Thus we see that Krein's work [18] is directly related to investigation of eigenvalue problems with discontinuous coefficients and this relationship was exploited in [7] , [8] .
Under the conditions (22), (23) 
The lower bounds (26), (27) may be made explicit on obtaining bounds for the lowest root of (28). Thus Krein shows that
This result, in conjunction with (26), was utilized in [8] for n = 1, and will be further considered in Sees. 5,6 here.
Illustrative examples.
To assess the accuracy of the lower bounds discussed in Sec. 4 we now consider some specific examples. The case of heat conduction through a composite composed of two identical homogeneous outer layers enclosing an inner homogeneous layer has been treated in [6] [7] [8] 
The eigenvalue problem (1), (2) with coefficients given by (30), (31) has been solved exactly in [6] . Solutions to Eq. (1) were obtained in each region, satisfying the boundary conditions (2) and then matched by ensuring continuity of u and ku' at the interfaces. In this way, transcendental equations governing the exact eigenvalues were found and solved numerically for various combinations of the constants , Ke, /? = 1, 2. It is convenient to introduce the following notation:
and so, using the normalization ic = 1, c = 1, we obtain 
For given values of the geometric parameters nlf n2, the effect of the material discontinuities on v is conveniently analyzed through consideration of the dependence of v on the dimensionless material parameters y and 0. For continuous conductivities y = 1 while for continuous capacities 0 = 1. Henceforth, we will setfe = i(«j = n2 = j) and so the jumps in k, c occur at = 4 and x2 = f. The transcendental equations for the exact eigenvalues v referred to above are then given by y/yG sin /?v sin av -cos /Jv cos av = 0, yfyd cos /?v sin av + sin /2v cos av = 0, 
Substitution of (39), (40) in (20) yields an explicit lower bound for the dimensionless eigenvalue vt(y, 0) as
where || K || is given by (39). When/is given by (37), we find that M as defined in (22) is
Thus, from (26), (27) (on using (29)) we obtain, for yd > 1, (21), a number of bounds were computed for various combinations of material properties. The lower bound (41) for the least eigenvalue from the integral equation is compared to the lower bound (43) (when n = 1) and the actual3 least eigenvalue in Table 1 . The lower bounds (21) for higher eigenvalues are obtained using upper bounds from Galerkin's method with trigonometric test functions applied to the differential equation (5) . The results for five-term eigenfunction approximations are shown in Table 2 . The best possible lower bounds for higher eigenvalues obtainable from (21) for a given number of upper bounds are presented in Table 3 . It should be noted that the bounds (43) for higher eigenvalues do not reflect irregularities in the spectrum and so will not be considered further in this paper. Table 1 provides a comparison between th^. lower bound (41) for the least eigenvalue obtained from the integral equation and the bounds (43) using constrained eigenvalue minimization methods [8] , In all cases where the Liouville normal form (5) has a centerweighted density /(f), that is, when the product of the discontinuity ratios, yd, exceeds or equals one, the bounds based on (43) are quite accurate. When both ratios y and 9 exceed one,4 the bounds based on (41) compare favorably with those from (43). In mixed cases where either y or 6, but not both, and the product yd are greater than or equal to one, the bounds (43) are somewhat better than (41). However, in the edge-weighted cases where the product y6 is less than one, the coefficient/(£) in (37) is no longer similar to the extremizing density (25) of Krein, and the bounds (43) are quite poor. In these cases, the accuracy of (41) is also less than when yd exceeds one but for quite a different reason.
The error in the bound (20) (and thus (41)) depends on the appropriateness of truncation of the series (19) which adds to ||K||2, and thus depends on the distribution of the spectrum. The closer the least eigenvalue is to the rest of the spectrum, the less accurate the bound (41) can be. Table 1 shows that the accuracy of (41) is exceptional for highly center-weighted cases (yd > 1) and falls off for the edge-weighted cases (yd < 1). The string analogy allows an interpretation of this phenomenon. In the center-weighted cases, the concentration of the mass in the center near the antinodal point of the first mode significantly lowers the fundamental frequency compared to that of a uniform string of the lower density near the ends. However, the mass at the nodal point of the second mode affects the second frequency of the light uniform string much less. Thus the first two frequencies are well separated (see e.g., Table 2 , Case 3). In contrast, in the edge-weighted cases where yd is less than 1, the motion of the concentrated mass at the ends is comparable in the first and second mode, and the frequencies are correspondingly closer than those of the uniform string (see e.g., Table 2 (5). (Alternatively, upper bounds may be found using the methods of [6] [7] [8] , [12] . Of course, integral equation methods may also prove particularly effective in obtaining upper bounds, but we do not pursue this in the present paper.) These five upper bounds are then used in (21) to obtain lower bounds for the first six eigenvalues, as shown in Table 2 .
The error in the lower bound (21) comes from two sources: truncation of the series and approximation of the second (correction) term in (21). The error due to series truncation depends on the number of terms used in the correction term as well as the distribution of the spectrum. The error due to approximation of the correction term depends primarily on the accuracy of the upper bound for the least eigenvalue used in the correction term. In Table 2 , Case 1, the eigenvalues are nearly equally spaced and the upper bounds are quite accurate. In this case, the error in (21) is primarily due to truncation after the fifth term of
We remark that these are the only cases considered in [8] , the series, and the accuracy of the lower bounds is quite good. In Case 2, the spectral distribution is similar to Case 1, but the upper bound to the least eigenvalue is less accurate. The errors in the lower bounds are correspondingly greater, excepting the lower bound for the least eigenvalue, since it is independent of the less accurate upper bound to vt. In Cases 3 and 4, there is significant irregularity in eigenvalue spacing and the upper bounds are much less accurate than in Cases 1 and 2. The accuracies of lower bounds to corresponding eigenvalues are quite different in Cases 3 and 4, however. Within each case, the accuracies of lower bounds within a cluster of closely spaced eigenvalues are comparable. In Case 3, the lower bound to the isolated least eigenvalue is accurate, and the lower bounds to the cluster v3 -v5 are of 77-81% relative error. In Case 4, one cluster is vt -v3 and the corresponding lower bounds are of 9.7-27% relative error, v4 is isolated with 56% relative error in the lower bound, and v5 -v7 (v7 is not tabulated) is another cluster with 68-72% relative error in the lower bounds. Table 3 presents another examination of Case 4 designed to isolate the effects of the number of bounds used and of the spectral distribution from that of the accuracy of the upper bounds used. Thus in Table 3 to obtain sequences of lower bounds. Again, within a cluster of closely spaced eigenvalues, the error is seen to be comparable, for a given number of upper bounds. One obvious effect of the number of upper bounds used is the increase in accuracy of the lower bounds. A more subtle effect is the interaction with the effects of clustering. When upper bounds for all members of a cluster are used, there is a significant improvement in the accuracy of the lower bounds in that cluster which is greater than the improvement obtained when adding a bound to an isolated eigenvalue. For example, examine the relative error changes down the columns in Table 3 . When the third upper bound is added, the relative error in columns 1 and 2 drops sharply; the addition of the fourth bound cuts the error by a more typical rate. One other source of error in these series approximations which must be mentioned is that of the numerical truncation errors inherent in summing numbers of disparate magnitudes and in taking smaller differences of larger numbers. Both problems occur in using (21) to bound the higher eigenvalues. Any use of this method must take account of these sources of error by summing from small to large and using as many digits as possible.
