Gaussian approximations for transition paths in molecular dynamics by Lu, Yulong et al.
ar
X
iv
:1
60
4.
06
59
4v
1 
 [m
ath
.PR
]  
22
 A
pr
 20
16
GAUSSIAN APPROXIMATIONS FOR TRANSITION PATHS IN
MOLECULAR DYNAMICS
YULONG LU, ANDREW STUART, AND HENDRIK WEBER
Abstract. This paper is concerned with transition paths within the frame-
work of the overdamped Langevin dynamics model of chemical reactions. We
aim to give an efficient description of typical transition paths in the small
temperature regime. We adopt a variational point of view and seek the best
Gaussian approximation, with respect to Kullback-Leibler divergence, of the
non-Gaussian distribution of the diffusion process. We interpret the mean of
this Gaussian approximation as the “most likely path” and the covariance op-
erator as a means to capture the typical fluctuations around this most likely
path.
We give an explicit expression for the Kullback-Leibler divergence in terms
of the mean and the covariance operator for a natural class of Gaussian ap-
proximations and show the existence of minimisers for the variational problem.
Then the low temperature limit is studied via Γ-convergence of the associ-
ated variational problem. The limiting functional consists of two parts: The
first part only depends on the mean and coincides with the Γ-limit of the
Freidlin-Wentzell rate functional. The second part depends on both, the mean
and the covariance operator and is minimized if the dynamics are given by a
time-inhomogenous Ornstein-Uhlenbeck process found by linearization of the
Langevin dynamics around the Freidlin-Wentzell minimizer.
MSC 2010: 28C20, 60G15, 60F10.
Keywords: Transition path, Kullback-Leibler approximation, Onsager-Machlup
functional, large deviations, Gamma-convergence.
1. Introduction
Determining the behavior of transition paths of complex molecular dynamics
is essential for understanding many problems in physics, chemistry and biology.
Direct simulation of these systems can be prohibitively expensive, mainly due to
the fact that the dynamical systems can exhibit the phenomenon of metastability,
which involves disparate time scales: the transition between metastable states is
logarithmic in the inverse temperature, whilst ﬂuctuations within the metastable
states have durations which are exponential in the inverse temperature. In many
systems interest focusses on the transition between metastable states and not the
local ﬂuctuations within them. This paper addresses the problem of characterizing
the most likely transition paths of molecular models of chemical reactions.
Consider the Langevin stochastic diﬀerential equation
(1.1) dx(t) = −∇V (x(t))dt +
√
2εdW (t),
subject to the end-point conditions
(1.2) x(0) = x−, x(T ) = x+.
The authors are grateful Frank Pinski for helpful discussions and insights. YL is is sup-
ported by EPSRC as part of the MASDOC DTC at the University of Warwick with grant No.
EP/HO23364/1. The work of AMS is supported by DARPA, EPSRC and ONR. The work of HW
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Here V : Rd → R is the potential function, W is a standard Brownian motion
in Rd and ε > 0 is a small parameter related to the temperature of the thermal
system. The process x(t), t ∈ [0, T ] of (1.1) satisfying the two-point boundary
condition (1.2) is understood as the process starting from x(0) = x− conditioned
on x(T ) = x+ [16]. In molecular dynamics, a sample path of this conditioned
process describes the temporal evolution of molecules making a transition between
two atomistic conﬁgurations x±. In this paper, we will assume that x± are critical
points of V ; indeed most interest focusses on the case where both endpoints are
chosen to be local minima of V .
When the temperature ε is small and when the end-point condition on x(T ) is
removed, typical realisations of (1.1) exhibit ﬂuctuations around the local minima
of V for long stretches of time (exponential in ε−1) while the occasional rapid
transitions between diﬀerent minima occur on a much shorter time scale which is
only logarithmic in ε−1. The diﬀerence between these time scales makes it diﬃcult
to sample transition paths when ε is small. As an alternative to direct sampling,
several notions of “most likely transition paths” have been proposed; of particular
interest here are the Freidlin-Wentzell and Onsager-Machlup theories.
In the zero temperature limit ε → 0, the behaviour of transition paths can be
predicted with overwhelming probability using large deviation theory [14]. For any
ﬁxed T , the solution processes x(t) to (1.1), (1.2) satisfy a large deviation principle
with rate (or action) functional given by
(1.3) S(ϕ) :=
1
4
∫ T
0
|ϕ′(t) +∇V (ϕ(t))|2dt
with ϕ ∈ H1±(0, T ;Rd) := {x ∈ H1(0, T ;Rd) : x(0) = x−, x(T ) = x+}. Loosely
speaking the large deviation principle states that for any small δ > 0, the probability
that the solution x lies in a tube of width δ around a given path ϕ is approximately
given by
P{x : sup
t∈[0,T ]
|x(t)− ϕ(t)| ≤ δ} ≈ exp(−ε−1S(ϕ))
for ε small enough. Here P denotes the law of the process deﬁned in (1.1), (1.2).
Note that P depends on ε. The boundary conditions on ϕ imply that S can be
rewritten as
S(ϕ) :=
1
4
∫ T
0
|ϕ′(t) +∇V (ϕ(t))|2dt
=
1
4
∫ T
0
|ϕ′(t)|2 + |∇V (ϕ(t))|2dt+ 1
2
∫ T
0
ϕ′(t) · ∇V (ϕ(t))dt
=
1
4
∫ T
0
|ϕ′(t)|2 + |∇V (ϕ(t))|2dt+ 1
2
((V (x+)− V (x−)) .
The last term in this expression only depends on the boundary conditions and not
on the speciﬁc choice of ϕ. Hence minizing S(ϕ) is equivalent to minimizing the
following Freidlin-Wentzell action functional
S(ϕ) :=
1
4
∫ T
0
|ϕ′(t)|2 + |V (ϕ(t))|2dt
overH1±(0, T ;R
d). The Freidlin-Wentzell viewpoint has been enormously inﬂuential
in the study of chemical reactions. For example the string method [10, 11] is based
on minimization of the action functional (1.3) over paths parameterized by arc-
length. See the the review article [28] for recent development of transition path
theory.
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At ﬁnite temperature ε > 0, optimal transition paths can be deﬁned as minimiz-
ers of the Onsager-Machlup functional [9]. This functional is deﬁned by maximizing
small ball probabilities for paths x(·) solving (1.1), (1.2). To be more precise, we
denote by P0 the law of the Brownian bridge on [0, T ] connecting x− and x+, cor-
responding to vanishing drift (V = 0) in (1.1), (1.2), which depends on ε. Then
under certain conditions on V (see (ii) of Remark 2.2), the measure P is absolutely
continuous with respect to P0 and the Radon-Nikodym density is given by
(1.4)
dP
dP0
(x) =
1
Z
exp
(
− 1
2ε
∫ T
0
Ψε(x(t))dt
)
where
(1.5) Ψε(x) :=
1
2
|∇V (x)|2 − ε△V (x).
Equation (1.4) follows from Girsanov formula and Itoˆ’s formula, see [25, Section 2].
We deﬁne the Onsager-Machlup functional Iε over the space H
1
±(0, T ;R
d) by
(1.6) Iε(x) :=
1
2
∫ T
0
(
1
2
|x′(t)|2 +Ψε(x(t))
)
dt = S(x)− 1
2
ε
∫ T
0
△V (x(t))dt.
In [9] it was shown that for any x1, x2 ∈ H1±(0, T ;Rd)
lim
δ→0
P(Bδ(x1))
P(Bδ(x2))
= exp
(
1
ε
(Iε(x2)− Iε(x1))
)
where Br(x) denotes a ball in C([0, T ];R
d) with center x and radius r. Hence for
any ﬁxed x2, the above ratio of the small ball probability, as a function of x1, is
maximized at minimizers of Iε. In this sense minimizers of Iε are analogous to
Maximum A Posterior (MAP) estimators which arise for the posterior distribution
P in Bayesian inverse problems; see [8].
The Onsager-Machlup functional (1.6) diﬀers from the Freidlin-Wentzell func-
tional only by the integral of the Itoˆ correction term ε△V . This diﬀerence arises
because of the order in which the limits ε → 0 and δ → 0 are taken: in Freidlin-
Wentzell theory the radius of the ball δ is ﬁxed and limit ε → 0 is studied while
in Onsager-Machlup theory ε is ﬁxed and limit δ → 0 is studied. For ﬁxed T > 0,
it is clear that Iε(ϕ) → S(ϕ) as ε → 0. Hence for ﬁxed time scale T the Onsager-
Machlup theory agrees with the Freidlin-Wentzell theory in the low temperature
limit. However, this picture can be diﬀerent for large T , more precisely when
T →∞ as ε→ 0. In fact, as demonstrated in [24], it is possible that when T ≫ 1,
the MAP transition path spends a vast amount of time at a saddle point of V
rather than at minima; moreover, for two paths with the same energy barrier, the
one passing through steeper conﬁning walls is always preferred to the other since a
larger value of △V gives rise to a lower value of Iε. The discussion about the order
of limits gives a clue as to why this apparent contradiction occurs: by studying
the limit δ → 0 in Onsager-Machlup theory, for ﬁxed temperature ε, we remove
entropic eﬀects.
Both minimizing the Onsager-Machlup functional (1.6) or ﬁnding MAP estima-
tors are attempts to capture key properties of the distribution P by identifying a
single most likely path. This can be viewed as approximating the measure P by a
Dirac measure in a well-chosen point. The key idea in this paper is to ﬁnd better
approximations to ν by working in a larger class of measures than Diracs. We will
study the best Gaussian approximations with respect to Kullback-Leibler diver-
gence. The mean of an optimal Gaussian should capture the concentration of the
target measure while its ﬂuctuation characteristics are described by the covariance
of the Gaussian. Furthermore the ﬂuctuations can capture entropic eﬀects. Thus
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by using the Gaussian approximation we aim to overcome the shortcomings of the
Onsager-Machlup approach. The idea of ﬁnding Gaussian approximations for non-
Gaussian measures by means of the Kullback-Leibler divergence is not new. For
example, in the community of machine learning [26], Gaussian processes have been
widely used together with Bayesian inference for regression and prediction. Similar
ideas have also been used to study models in ocean-atmosphere science [18] and
computational quantum mechanics [2]. Recently, the problem of minimizing the
Kullback-Leibler divergence between non-Gaussian measures and certain Gaussian
classes was studied from the calculus of variation point of view [23] and numerical
algorithms for Kullback-Leibler minimization were discussed in [22].
The present paper builds on the theory developed in [23] and extends it to transi-
tion path theory. More speciﬁcally, the set of Gaussian measures for approximations
is parameterized by a pair of functions (m,A), where m represents the mean and
A (deﬁned in (3.1)) is used to deﬁne the covariance operator for the underlying
Gaussian measure. For a ﬁxed temperature ε, the Kullback-Leibler divergence is
expressed as a functional Fε depending on (m,A) and existence of minimizers is
shown in this framework. Then the asymptotic behaviour of the best Gaussian ap-
proximations in the low temperature limit is studied in terms of the Γ-convergence
of the functionals {Fε}. The limiting functional (4.13) is identiﬁed as the sum of
two parts. The ﬁrst part, depending only on m, is identical to the Γ-limit of the
rescaled Freidlin-Wentzell action functional, implying that for ε→ 0 the most likely
transition paths deﬁned as the best Gaussian mean m coincide with large deviation
paths. The second part expresses the penalty for the ﬂuctuations in terms of A,
which is minimized when A is identical to D2V (m). This has the natural interpre-
tation that the ﬂuctuations are described by an inhomogeneous OU process found
by linearizing about the large-deviations path.
This paper is organized as follows. In the next section we introduce a time-
rescaling of the governing Langevin equation, in terms of ε, in which the undesirable
eﬀects of the Onsager-Machlup minimization are manifest; we also introduce some
notation used throughout the paper. Furthermore, assumptions on the potential
V are discussed. In Section 3, we deﬁne the subset of Gaussian measures over
which Kullback-Leibler minimization is conducted; the existence of minimizers to
the variational problem is established at the end of this section. Then in Section
4, we study the low temperature limit of the Gaussian approximation using Γ-
convergence. The main Γ-convergence result is given in Theorem 4.7. Proofs of
Theorem 4.7 and related results are presented in Section 5.
2. Set-up and Notation
2.1. Set-up. As discussed in the previous section, the key issue which motivates
our work is the diﬀerence in behaviour between minimizers of the Freidlin-Wentzell
action and the Onsager-Machlup functional. This diﬀerence is manifest when T ≫ 1
and is most cleanly described by considering the time scale T = ε−1. The Γ-limit
of the Onsager-Machlup functional (1.6) is studied, as ε → 0, under this time-
rescaling, in [25]; the limit exhibits the undesirable eﬀects described in the preced-
ing section. Our objective is to characterize the Γ-limit for the variational problems
arising from best Gaussian approximation with respect to Kullback-Leibler diver-
gences, under the same limiting process.
Applying the time scaling t 7→ ε−1t to the equation (1.1) and noticing the bound-
ary conditions (1.2), yields
(2.1)
dx(t) = −ε−1∇V (x(t))dt +
√
2dW (t),
x(0) = x−, x(1) = x+.
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The transformed SDE has an order one noise but a strong drift; it will be our object
of study throughout the remainder of the paper. For technical reasons, we make
the following assumptions on the potential V .
Assumptions 2.1. The potential V appearing in (2.1) satisfies:
(A-1) V ∈ C5(Rd);
(A-2) the set of critical points
(2.2) E := {x ∈ Rd,∇V (x) = 0}
is finite.
(A-3) coercivity condition:
(2.3) ∃R > 0 such that inf
|x|>R
|∇V (x)| > 0;
(A-4) growth condition:
(2.4)
∃C1, C2 > 0 and α ∈ [0, 2) such that for all x ∈ Rd and 1 ≤ i, j, k ≤ d,
lim sup
ε→0
max
(∣∣ ∂3
∂xi∂xj∂xk
Ψε(x)
∣∣, |Ψε(x)|) ≤ C1eC2|x|α ;
(A-5) V (x)→∞ when |x| → ∞ and there exits R > 0 such that
(2.5) 2△V (x) ≤ |∇V (x)|2 for |x| ≥ R;
(A-6) monotonicity condition:
(2.6) ∃R > 0 such that |∇V (x1)| ≥ |∇V (x2)| if |x1| ≥ |x2| ≥ R;
Remark 2.2. (i) Conditions (A-2)-(A-3), are typical assumptions when proving
Γ-convergence results for Ginzburg-Landau and related functionals [13, 17].
The smoothness condition (A-1) is needed because our analysis involves a
Taylor expansion of order three for Ψε. Furthermore, we will use con-
ditions (A-4)-(A-6) to analyze the Γ-convergence problem in this paper.
These assumptions will be employed to simplify the expectation term in
the Kullback-Leibler divergence (see the expression (3.24)).
(ii) The condition (A-5) is a Lyapunov type condition which guarantees that
at small temperature (ε ≤ 1) the solution to the SDE in (2.1) does not
explode in ﬁnite time. The probability measure determined by this process
is absolutely continuous with respect to the reference measure of the Brow-
nian bridge. See [27, Chapter 2] for more discussions about the absence
of explosion. Moreover, by the deﬁnition of Ψε, (A-5) implies that for any
δ ∈ R there exists a constant C > 0 depending only R and δ such that
(2.7) |∇V (x)|2 − εδ△V (x) ≥ −Cε for any x ∈ Rd.
Such lower bound will be used to prove the compactness of the functionals
of interest (see Proposition 4.6).
(iii) These conditions are not independent. For instance, the coercivity con-
dition (A-3) can be deduced from the monotonicity condition (A-6) when
V (x) is non-constant for large |x|. Hence particularly (A-5) and (A-6) imply
(A-3).
(iv) The set of functions satisfying conditions (A-1)-(A-7) is not empty: they are
fulﬁlled by all polynomials. Therefore many classical potentials, such as the
Ginzburg-Landau double-well potential V (x) = 14x
2(1 − x)2 are included.

For ε > 0 we denote by µε the law of the above bridge process x deﬁned in (2.1)
and µ0 the law of the corresponding bridge for vanishing drift (V = 0) in (2.1).
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Then, by identical arguments to those yielding (1.4), µε is absolutely continuous
with respect to µ0 and the Radon-Nikodym density is given by
(2.8)
dµε
dµ0
(x) =
1
Zµ,ε
exp
(
− 1
2ε2
∫ 1
0
Ψε(x(t))dt
)
where Ψε is given by (1.5) and Zµ,ε is the normalization constant. Note that the
extra factor 1ε with respect to (1.4) is due to the time rescaling.
2.2. Notation. Throughout the paper, we use C (or occasionally C1 and C2) to
denote a generic positive constant which may change from one expression to the
next and is independent of the temperature and any quantity of interest. We
write A . B if A ≤ CB. Given an interval I ⊂ R, let Lp(I) and Wm,p(I) with
m ∈ N, 1 ≤ p ≤ ∞ be the standard Lebesgue and Sobolev spaces of scalar functions
respectively. Let Hm(I) = Wm,2(I). For s ∈ [0, 1], we set Hs0 (I) to be the closure
of C∞0 (I) in H
s(I) and equip it with the topology induced by Hs(I). Deﬁne its dual
space H−s(I) := (Hs0 (I))
′. For s > 1/2, a function of Hs0(I) has zero boundary
conditions. Thanks to the Poincare´ inequality, the H1-semi-norm is an equivalent
norm on H10 (I). In the case that I = (0, 1), we simplify the notations by setting
Hs0 = H
s
0(0, 1) and H
−s = H−s(0, 1).
We write scalar and vector variables in regular face whereas matrix-valued vari-
ables, function spaces for vectors and matrices are written in boldface. Denote by
S(d,R) the set of all real symmetric d × d matrices and by Id the identity ma-
trix of size d. Let Lp(0, 1;Rd) and Lp(0, 1;S(d,R)) be the spaces of vector-valued
and symmetric matrix-valued functions with entries in Lp(0, 1) respectively. Sim-
ilarly one can deﬁne H1(0, 1;Rd), Hs0(0, 1;R
d) and H1(0, 1;S(d,R)). For simplic-
ity, we use the same notation Lp(0, 1) (resp. H1(0, 1)) to denote Lp(0, 1;S(d,R))
and Lp(0, 1;Rd)(resp. H1(0, 1;S(d,R)) and H1(0, 1;Rd)). For any A = (Aij) ∈
Lp(0, 1;S(d,R)) with 1 ≤ p ≤ ∞, we deﬁne its norm
‖A‖Lp(0,1) :=
 d∑
i=1
d∑
j=1
‖Aij‖2Lp(0,1)

1
2
.
For A = (Aij) ∈ H1(0, 1;S(d,R)), the norm is deﬁned by
‖A‖H1(0,1) :=
 d∑
i=1
d∑
j=1
‖Aij‖2H1(0,1)

1
2
.
We also deﬁne H1±(0, 1) := H
1
±(0, 1;R
d) := {x ∈ H1(0, 1;Rd) : x(0) = x−, x(1) =
x+}. Denote by BV(I) the set of Rd-valued functions of bounded variations on an
interval I ⊂ R.
For matrices A,B ∈ S(d,R) we write A ≥ B when A − B is positive semi-
deﬁnite. The trace of a matrix A is denoted by Tr(A). Denote by AT the trans-
pose of A and by |A|F the Frobenius norm of A. Given A ∈ S(d,R) with the
diagonalized form A = PTΛP, we deﬁne the matrix matrix |A| := PT |Λ|P. For
matrices A = (Aij) and B = (Bij), we write
A : B = Tr(ABT ) =
d∑
i=1
d∑
j=1
AijBij .
Deﬁne the matrix-valued operator ∂2t := ∂
2
t · Id. For a > 0, we deﬁne
L1a(0, 1) := L
1
a(0, 1;S(d,R)) =
{
A ∈ L1(0, 1;S(d,R)) : A(t) ≥ a · Id a.e. on (0, 1)
}
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and
H1a(0, 1) := H
1
a(0, 1;S(d,R)) =
{
A ∈ H1(0, 1;S(d,R)) : A(t) ≥ a · Id a.e. on (0, 1)
}
.
We write An ⇀ A in L
1(0, 1) when An converges to A weakly in L
1(0, 1). Let
H10(0, 1) = H
1
0 (0, 1;R
d). Deﬁne Hs0 =
d︷ ︸︸ ︷
Hs0 × · · · ×Hs0 and let H−s be the dual. In
addition, we deﬁne product spaces H := H1±(0, 1) × H1(0, 1),Ha := H1±(0, 1) ×
H1a(0, 1),X := L1(0, 1)× L1(0, 1) and Xa := L1(0, 1)× L1a(0, 1).
For a vector ﬁeld v = (v1, v2, · · · , vd), let ∇v = (∂ivj)i,j=1,2,··· ,d be its gradient,
which is a second order tensor (or matrix). Given a potential V : Rd → R, denote
by D2V the Hessian of V . Given a second order tensor T = (Tij)i,j=1,2,··· ,d, we
denote by ∇T its gradient, which is a rank 3 tensor with (∇T)ijk = ∂Tij∂xk . In
particular, we use D3V to denote the gradient of the Hessian D2V .
Finally we write ν ≪ µ when the measure ν is absolutely continuous with respect
to µ and write ν ⊥ µ when they are singular. Throughout the paper, we denote by
N(m,Σ) the Gaussian measure on L2(0, 1) with mean m and covariance operator
Σ. Moreover, the Gaussian measures considered in the paper will always have the
property that, almost surely, draws from the measure are continous functions on
[0, 1] and thus that point-wise evaluation is well-deﬁned. Given h ∈ L2(0, 1), deﬁne
the translation map Th by setting Thx = x + h for any x ∈ L2(0, 1). Denote by
T ∗h µ the push-forward measure of a measure µ on L2(0, 1) under the map Th.
3. Kullback-Leibler Minimization
3.1. Parametrization of Gaussian Measures. In this subsection, we describe
the parametrization of the Gaussian measures that we use in our Kullback-Leibler
minimization. To motivate our choice of parameterization we consider the SDE
(2.1). This equation has order-one noise, but with a strong gradient-form drift which
will, most of the time, constrain the sample path to the neighbourhood of critical
points of V . The size of the neighbourhood will be deﬁned by small ﬂuctuations
whose size scales with ε
1
2 . To capture this behaviour we seek an approximation to
(2.1) of the form x = m + z, where m is a path connecting x± in unit time and
where z describes the small ﬂuctuations. We aim to ﬁnd m from an appropriate
class of functions, and z as time-inhomogenous Ornstein-Uhlenbeck process
(3.1)
dz(t) = −ε−1A(t)z(t)dt+
√
2dW (t),
z(0) = z(1) = 0.
The time-dependent functions (m,A) become our unknowns. For subsequent dis-
cussions, we require m ∈ H1±(0, 1). For A we assume that A ∈ H1(0, 1), i.e.
A ∈ H1(0, 1;Rd×d) and A(t) is symmetric for any t ∈ (0, 1). The symmetry
property will simplify the the calculation of the change of measures below, and will
also help when estimating the Greens functions used to show the Γ-convergence in
Section 4.
Let νε be the distribution of the process z deﬁned by (3.1) and let µ0 be the
corresponding Brownian bridge (with A = 0). The lemma below shows that νε is
a centred Gaussian with the covariance operator given by the inverse Schro¨dinger
operator Σε := 2(−∂2t + Bε)−1 with Bε = ε−2A2 − ε−1A′. Here 2(−∂2t + Bε)−1
denotes the inverse of the Schro¨dinger oprator 12 (−∂2t+Bε) with Dirichlet boundary
condition. Let Mε(t; s) be the fundamental matrix satisfying
(3.2)
d
dt
Mε(t, s) = −ε−1A(t)Mε(t, s), Mε(s, s) = Id.
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Lemma 3.1. Let A ∈ H1(0, 1). Then the Radon-Nikodym density of νε with respect
to µ0 is given by
(3.3)
dνε
dµ0
(z) =
1
Zν,ε
exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt
)
where Bε = ε
−2A2 − ε−1A′ and the normalization constant
(3.4) Zν,ε = exp
(
− 1
2ε
∫ 1
0
Tr(A(t))dt
)
·
(∫ 1
0
Mε(t)M
T
ε (t)dt
)−1/2
,
where Mε(t) =Mε(1, t). It follows that νε = N(0, 2(−∂2t +Bε)−1).
Proof. Let z be the unconditioned Ornstein-Uhlenbeck process that satisﬁes
(3.5) dz(t) = −ε−1A(t)z(t)dt+
√
2dW (t), z(0) = 0.
Denote by ν˜ε the law of z(t), t ∈ [0, 1] solving (3.5) and by µ˜0 the law of the process√
2W (t). It follows from Girsanov’s theorem that
(3.6)
dν˜ε
dµ˜0
(z) = exp
(
− 1
2ε
∫ 1
0
A(t)z(t) · dz(t)− 1
4ε2
∫ 1
0
|A(t)z(t)|2dt
)
.
Simplifying the exponent on the right side of the above by Itoˆ’s formula gives
(3.7)
dν˜ε
dµ˜0
(z) = exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt+
1
2ε
∫ 1
0
Tr(A(t))dt − 1
4ε
z(1)TA(1)z(1)
)
.
After conditioning on z(1) = 0 and using [16, Lemma 5.3], (3.3) follows from (3.7).
We now calculate the normalization constant Zν,ε. Let ρ1 be the density of the
distribution of z(1) under the measure νε. Let µ˜y be law of the conditioned process
(
√
2W (t)|√2W (1) = y). From (3.7), one can see that for any bounded measurable
function f : Rd → R,
(3.8)
E
ρ1 [f(z(1))] = Eν˜ε [f(z(1))]
= Eµ˜0
[
exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt
)
× exp
(
1
2ε
∫ 1
0
Tr(A(t))dt − 1
4ε
z(1)TA(1)z(1)
)
f(z(1))
]
=
1
(4π)d/2
∫
Rd
exp
(
1
2ε
∫ 1
0
Tr(A(t))dt − 1
4ε
yTA(1)y − 1
4
|y|2
)
f(y)
× Eµ˜y
[
exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt
)]
dy,
where we have used the fact that z(1) ∼ N(0, 2 ·Id) when z is distributed according
to µ˜0. Then we can read from (3.8) that
(3.9)
ρ1(0) = E
µ0
[
exp
(
− 1
4
∫ 1
0
z(t)TBε(t)z(t) dt
)]
exp
( 1
2ε
∫ 1
0
Tr(A(t)) dt
) 1
(4π)d/2
.
On the other hand, we know from Appendix B that the solution of (3.5) can be
represented as
z(t) =
√
2
∫ t
0
Mε(t, s)dW (s),
where Mε is the fundamental matrix. In particular, by Itoˆ’s isometry the random
variable z(1) is a centred Gaussian with covariance
E[z(1)z(1)T ] = 2
∫ 1
0
Mε(t)Mε(t)
T dt,
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where Mε(t) = Mε(1, t). Therefore we obtain an alternative expression for ρ1,
namely
(3.10) ρ1(0) =
1
(4π)d/2
[
det
(∫ 1
0
Mε(t)Mε(t)
T dt
)]− 12
.
Comparing the expressions (3.9) and (3.10) yields (3.4). Finally, by the same
arguments used in the proof of [23, Lemma C.1], one can see that νε = N(0, 2(−∂2t+
Bε)
−1). 
We remark that the covariance operator Σε = 2(−∂2t +Bε)−1 is bounded from
L2(0, 1) to H2(0, 1) and is trace-class on L2(0, 1); see Lemma C.5 and Remark C.6.
The sample paths z are almost surely continuous and the covariances are given by
(3.11) Eνε [z(t)T z(s)] = 2Gε(t, s), t, s ∈ [0, 1].
Here Gε(t, s) is the Green’s tensor (fundamental matrix) of the elliptic operator
(−∂2t +Bε) under Dirichlet boundary conditions, i.e. for any s ∈ (0, 1),
(3.12)
(−∂2t + ε−2A2(·)− ε−1A′(·))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) = Gε(1, s) = 0.
With a description of the centered ﬂuctuation process z in hand we now move
on to discuss the non-centered process x = m + z, whose law is denoted by νε. It
is clear that νε = N(m,Σε). Because of (3.1), νε can also be viewed as the law of
the following conditioned Ornstein-Uhlenbeck process
(3.13)
dx(t) =
(
m′(t)− ε−1A(t)(x(t) −m(t))) dt+√2dW (t),
x(0) = x−, x(1) = x+.
Hence the Gaussian measure νε is parametrized by the pair of functions (m,A).
To conclude, recalling the space H = H1±(0, 1)×H1a(0, 1), we deﬁne the family of
Gaussian measures as
(3.14) A =
{
N
(
m, 2(−∂2t +Bε)−1
)
: (m,A) ∈ H
}
where Bε = ε
−2A2 − ε−1A′. For a > 0, we denote by Aa the set of Gaussian
measures deﬁned in the same way as (3.14) but with H replaced by Ha.
3.2. Calculations of Kullback-Leibler divergence. To quantify the closeness
of probability measures, we use the Kullback-Leibler divergence, or relative entropy.
Given two probability measures ν and µ, with ν absolutely continuous with respect
to µ, the Kullback-Leibler divergence of ν and µ is
DKL(ν||µ) = Eν log
(
dν
dµ
)
where Eν denotes the expectation taken with respect to the measure ν; if ν is
not absolutely continuous with respect to µ, then the Kullback-Leibler divergence
is deﬁned as +∞. Sometimes it is convenient to evaluate the Kullback-Leibler
divergence through a reference measure µ0. If the measures µ, ν and µ0 are mutually
equivalent, then the Kullback-Leibler divergence can be expressed as
(3.15) DKL(ν||µ) = Eν log
(
dν
dµ0
)
− Eν log
(
dµ
dµ0
)
.
In this section, we calculate the Kullback-Leibler divergence between the non-
Gaussian measure µε (deﬁned by (2.8)) and the parametrized Gaussian measure
νε = N(m,Σε). Recall that νε is the law of the time-inhomogeneous Ornstein-
Uhlenbeck process (3.1). Recall also that µ0 is the law of the Brownian bridge
process corresponding to vanishing drift in the SDE (2.1). It is clear that µ0 =
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N(m0, 2(−∂2t )−1) with m0(t) = x−(1 − t) + x+t. In order to evaluate the above
Kullback-Leibler divergence by using (3.15), we need to calculate the Radon-Nikodym
derivative dνε/dµ0.
Lemma 3.2. Let m ∈ H1±(0, 1) and A ∈ H1(0, 1). Then the Radon-Nikodym
density of νε with respect to µ0 is given by
(3.16)
dνε
dµ0
(x) =
1
Zν,ε
exp (−Φν,ε(x))
where
(3.17)
Φν,ε(x) =
1
4
∫ 1
0
(x(t)−m(t))TBε(t)(x(t) −m(t))dt
− 1
2
∫ 1
0
m′(t) · dx(t) + 1
4
∫ 1
0
|m′(t)|2dt.
and the normalization constant
(3.18)
Zν,ε = exp
( |x1 − x0|2
4
)
· exp
(
− 1
2ε
∫ 1
0
Tr(A(t))dt
)
·
(∫ 1
0
Mε(t)M
T
ε (t)dt
)−1/2
,
where Mε(t) =Mε(1, t).
Proof. First by deﬁnitions of νε and µ0, we know that νε = T ∗mνε and µ0 = T ∗m0µ0.
Then we have
(3.19)
dνε
dµ0
(x) =
dT ∗mνε
dT ∗m0µ0
(x) =
dT ∗mνε
dT ∗mµ0
(x) · dT
∗
mµ0
dT ∗m0µ0
(x).
Observe that for any Borel set A ⊂ L2(0, 1),
T ∗mνε(A) = νε(A−m) = Eµ0
[
dνε
dµ0
(x)1A−m(x)
]
= ET
∗
mµ0
[
dνε
dµ0
(x−m)1A(x)
]
.
This together with Lemma 3.1 implies that
(3.20)
dT ∗mνε
dT ∗mµ0
(x) =
dνε
dµ0
(x−m).
=
1
Zν,ε
exp
(
−1
4
∫ 1
0
(x(t) −m(t))TBε(t)(x(t) −m(t))dt
)
.
Since m ∈ H1±(0, 1), m −m0 ∈ H10(0, 1) and hence T ∗mµ0 ≪ T ∗m0µ0. Furthermore,
by the Cameron-Martin formula we have
(3.21)
dT ∗mµ0
dT ∗m0µ0
(x) = exp
(1
2
∫ 1
0
(
m′(t)−m′0(t)
) · d(x(t)−m(t))
− 1
4
∫ 1
0
|m′(t)−m′0(t)|2dt
)
.
Recall that m0(t) = x−(1 − t) + x+t. Using the fact that x(0) = x−, x(1) = x+
when x is distributed according to T ∗mµ0 (or T ∗m0µ0), we can simplify the exponent
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of above as follows:
(3.22)
1
2
∫ 1
0
(
m′(t)−m′0(t)
) · d(x(t) −m0(t))− 1
4
∫ 1
0
|m′(t)−m′0(t)|2dt
=
1
2
∫ 1
0
m′(t) · dx(t)− 1
4
∫ 1
0
|m′(t)|2dt− 1
2
∫ 1
0
m′0(t) · d
(
x(t)−m0(t)
)
− 1
4
∫ 1
0
|m′0(t)|2dt
=
1
2
∫ 1
0
m′(t) · dx(t)− 1
4
∫ 1
0
|m′(t)|2dt− |x+ − x−|
2
4
.
Hence one can obtain (3.16) from (3.19)-(3.22) where the normalization constant
Zν,ε = Zν,ε · exp
( |x+ − x−|2
4
)
.
This together with (3.4) implies (3.18). 
According to the deﬁnition of µε (given by (2.8)), Lemma 3.2 and the expression
(3.15) for the Kullback-Leibler divergence we obtain that
(3.23) DKL(νε||µε) = D˜KL(νε||µε)− |x1 − x0|
2
4
+ log(Zµ,ε),
where
(3.24)
D˜KL(νε||µε) = 1
2ε2
E
νε
∫ 1
0
Ψε(z(t) +m(t))dt+
1
4
∫ 1
0
|m′(t)|2dt
− 1
4
E
νε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
+
1
2ε
∫ 1
0
Tr(A(t))dt
+
1
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
T dt
))
.
Here νε = N(0, 2(−∂2t +Bε)−1) and Mε(t) = Mε(1, t) with Mε deﬁned by (3.2).
The form of D˜KL(νε||µε) is interesting: the ﬁrst two terms comprise a “fattened”
version of the Onsager-Machlup functions (1.6), where the fattening is characterized
by the entropic ﬂuctuations of the process z. The remaining terms penalize those
entropic contributions. This characterization will be particularly clear in the small
noise limit – see Remark 4.10.
3.3. Variational Problem. Recall the set of Gaussian measures
A =
{
N(m, 2(−∂2t +Bε)−1) : (m,A) ∈ H
}
where Bε = ε
−2A2−ε−1A′ and that Aa is deﬁned in the same way with H replaced
by Ha for some a > 0. Given the measure µε deﬁned by (2.8), i.e. the law of transi-
tion paths, we aim to ﬁnd optimal Gaussian measures νε from A or Aa minimizing
the Kullback-Leibler divergence DKL(νε||µε). To that end, ﬁrst in view of (3.23),
the constants |x1−x0|
2
4 and log(Zµ,ε) can be neglected in the minimization process
since they do not depend on the choice of νε. Hence we are only concerned with
minimizing the modiﬁed Kullback-Leibler divergence D˜KL(νε||µε). Furthermore,
instead of minimizing D˜KL(νε||µε), we consider the variational problem
(3.25) inf
ν∈A
(
εD˜KL(νε||µε) + εγ‖A‖2H1(0,1)
)
.
where γ > 0 and A is given by (3.14). We will also study the minimization problem
over the set Aa. The reasons why the problem (3.25) is of interest to us are the
following. First, multiplying D˜KL(νε||µε) by ε does not change the minimizers. Yet
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after this scaling the m-dependent terms of D˜KL(νε||µε) (the ﬁrst two terms on the
right hand side of (3.24)) and the A-dependent terms (middle line of (3.24)) are
well-balanced since they are all order one quantities with respect to ε. Moreover,
the regularization term εγ‖A‖2
H1(0,1) is necessary because the matrix Bε, along any
inﬁmizing sequence for εD˜KL(νε||µε), will only converge weakly and the minimizer
may not be attained in A. This issue is illustrated in [23, Example 3.8 and Example
3.9] and a similar regularization is used there.
Remark 3.3. The normalization constant Zµ,ε in (3.23) is dropped in our minimiza-
tion problem. This is one of the advantages of quantifying measure approximations
by means of the Kullback-Leibler divergence. However, understanding the asymp-
totic behavior of Zµ,ε in the limit ε → 0 is quite important, even though this is
diﬃcult. In particular, it allows us to study the asymptotic behavior of the scaled
Kullback-Leibler divergence εDKL(νε||µε), whereby quantitative information on the
quality of the Gaussian approximation in the small temperature limit can be ex-
tracted. In the next section we study behavior of the minimizers of Fε in the limit
ε → 0; we postpone study of εDKL(νε||µε), which requires analysis of Zµ,ε in the
limit ε→ 0, to future work. 
Remark 3.4. We choose the small weight εγ with some γ > 0 in front of the regu-
larization term with the aim of weakening the contribution from the regularization
so that it disappears in the limit ε→ 0. For the study of the Γ-limit of Fε, we will
consider γ ∈ (0, 12 ); see Theorem 4.7 in the next section. 
Remark 3.5. The Kullback-Leibler divergence is not symmetric in its arguments.
We do not study D˜KL(µε||νε) because minimization of this functional over the class
of Gaussian measures leads simply to moment matching and this is not approprpri-
ate for problems with multiple minimizers, see [3, Section 10.7]. 
The following theorem establishes the existence of minimizers for the problem
(3.25).
Theorem 3.6. Given the measure µε defined by (2.8) with fixed ε > 0. There
exists at least one measure ν ∈ A (or Aa) minimizing the functional
(3.26) ν 7→ εD˜KL(ν||µε) + εγ‖A‖2H1(0,1).
over A (or Aa).
Proof. We only prove the theorem for the case where the minimizing problem is
deﬁned over Aa since the other case can be treated in the same manner. First
we show that the inﬁmum of (3.26) over Aa is ﬁnite for any ﬁxed ε > 0. In fact,
consider A∗ = a · Id with a > 0 and m∗ being any ﬁxed function in H1±(0, 1). Then
we show that F (m∗,A∗) is ﬁnite. For this, by the formula (3.24), we only need to
show that
E
νε
∫ 1
0
Ψε(z(t) +m
∗(t))dt <∞.
Since A∗ = a · Id, from (3.11) one can see that z(t) ∼ N(0, 2Gε(t, t)) under the
measure νε. In addition, it follows from (5.14) that |Gε(t, t)|F ≤ Cε a.e. on (0, 1)
for some C > 0. Then from the growth condition (A-4) on Ψε and the fact that
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m∗ ∈ L∞(0, 1),
E
νε
∫ 1
0
Ψε(z(t) +m
∗(t))dt
=
∫ 1
0
∫
Rd
1√
(4π)ddet(Gε(t, t))
e−
1
4x
T
Gε(t,t)
−1xΨε(x+m
∗(t))dxdt
=
∫ 1
0
∫
Rd
1
(4π)d/2
e−
1
4 |x|
2
Ψε
(
(Gε(t, t)
1/2)x+m∗(t)
)
dxdt
≤ C1exp
(
‖m∗‖α
L∞(0,1)
)∫
Rd
e−
1
2 |x|
2+C2ε
α|x|αdx <∞
since α ∈ [0, 2).
Next, we prove that the minimizer exists. By examining the proof of [23, The-
orem 3.10], one can see that the theorem is proved if the following statement is
valid: if a sequence {An} ⊂ H1a(0, 1) satisﬁes supn ‖An‖H1(0,1) < ∞, then the
sequence {Bn} with Bn = ε−2A2n − ε−1A′n, viewed as multiplication operators,
contains a subsequence that converges to B = ε−2A2 − ε−1A′ in L(Hβ ,H−β) for
some A ∈ H1a(0, 1) and some β ∈ (0, 1). Hence we only need to show that the
latter statement is true. In fact, if supn ‖An‖H1(0,1) < ∞, then there exists a
subsequence {Ank} and some A ∈ H1(0, 1) such that Ank ⇀ A in H1(0, 1). By
Rellich’s compact embedding theorem, Ank → A in L2(0, 1) and passing to a fur-
ther subsequence we may assume that Ank → A a.e. on [0, 1]. This implies that
A is symmetric and A ≥ a · Id a.e. and hence A ∈ H1a(0, 1). In addition, it is
clear that Bnk ⇀ B in L
2(0, 1). According to Lemma C.3, for any α, β > 0 such
that β > max(α, α/2 + 1/4), a matrix-valued function in H−α(0, 1) can be viewed
as a multiplication operator in L(Hβ ,H−β). Thanks to the compact embedding
from L2(0, 1) to H−α(0, 1), we obtain Bnk → B in L(Hβ ,H−β). The proof is
complete. 
Remark 3.7. Minimizers of (3.26) are not unique in general. The uniqueness issue is
outside the scope of this paper; see more discussions about uniqueness of minimizing
the Kullback-Leibler divergence in [23, Section 3.4]. 
4. Low Temperature Limit
In this section, we aim to understand the low temperature limit of the best
Gaussian approximations discussed in the previous section. This will be done in
the framework of Γ-convergence. First we recall the deﬁnition of Γ-convergence (see
[4, 20]) and introduce some functionals which are closely related to the Gaussian
approximations.
4.1. Notion of Γ-convergence and preliminaries.
Definition 4.1. Let X be a topological space, ε > 0 and Fε : X → R a family of
functionals. We say that Fε Γ-converges to F : X → R as ε → 0 if the following
two conditions hold:
(i) (Liminf inequality) for every u ∈ X and every sequence uε ∈ X such that
uε → u,
F (u) ≤ lim inf
ε→0
Fε(uε);
(ii) (Limsup inequality) for every u ∈ X there exists a sequence uε such that
uε → u and
F (u) ≥ lim sup
ε→0
Fε(uε).
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For studying the low temperature limit of the Gaussian approximations, we
consider the following family of functionals:
(4.1) Fε(m,A) :=
{
εD˜KL(νε||µε) + εγ‖A‖2H1(0,1), if (m,A) ∈ H,
∞, otherwise in X
on the space X = L1(0, 1)× L1(0, 1). Then minimizing (3.26) over A is equivalent
to the following problem
(4.2) inf
(m,A)∈X
Fε(m,A).
In order to study the Γ-limit of Fε, we equip the space X with a product topology
such that the convergence (mε,Aε)→ (m,A) in X means that mε → m in L1(0, 1)
and that Aε ⇀ A in L
1(0, 1). The reason for choosing the weak topology for A
is that the functional Fε is coercive under such topology only, see Proposition 4.6.
Now before we proceed to discussing the Γ-convergence of Fε, we ﬁrst state a useful
Γ-convergence result for the classical Ginzburg-Landau functional
(4.3) Eε(m) :=
{
ε
4
∫ 1
0
|m′(t)|2dt+ 14ε
∫ 1
0
|∇V (m(t))|2dt if m ∈ H1±(0, 1),
∞, otherwise in L1(0, 1).
Notice that in the above deﬁnition, any m such that Eε(m) is ﬁnite should satisfy
the Dirichlet boundary conditions m(0) = x− and m(1) = x+. To deﬁne the Γ-
limit, we introduce the following further notations. Recall that E deﬁned in (2.2)
is the set of critical points of V. For each pair x−, x+ ∈ E , we deﬁne the set of
transition paths
X(x−, x+) := {m ∈ BV(R) | lim
t→±∞
m(t) = x± and m
′ ∈ L2(R)}.
Deﬁne the functional
JT (m) = 1
4
∫ T
−T
(
|m′(t)|2 + |∇V (m(t))|2
)
dt
and set J (m) := J∞(m). We also deﬁne the function
Φ(x−, x+) := inf{J (m) | m ∈ X(x−, x+)}.
Denote by BV(0, 1; E ) the set of functions in BV(0, 1) taking values in E a.e. on
[0, 1]. For any u ∈ BV(0, 1; E ), let J(u) be the set of jump points of u on (0, 1),
and let u(t±) the left and right sided limits of u at time t ∈ [0, 1]. Given x± ∈ E , if
either x− or x+ is a local minimum or maximum of potential V and if V satisﬁes
(A-1)-(A-3) of Assumption 2.1, it was shown in [25, Lemma 2.1] that the inﬁmum
Φ(x−, x+) is attained by the heteroclinic orbits m∗ of the Hamiltonian system
m′′∗(t)−D2V (m∗)∇V (m∗) = 0, limt→±∞m(t) = x±.
In this case,
(4.4) Φ(x−, x+) =
1
2
|V (x+)− V (x−)|.
Remark 4.2. Suppose that V satisﬁes the Assumption (2.1). For any x−, x+ ∈ E ,
according to [13, Lemma 3.2], the lowest energy cost Φ(x−, x+) has the following
equivalent form:
(4.5)
Φ(x−, x+) = inf
T,m
{
JT (m) : T > 0,m ∈ H1(−T, T ) and m(−T ) = x−,m(T ) = x+
}
.
The equivalent formulation is an important ingredient for proving the Γ-convergence
of Eε; see e.g. [13, 4]. 
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The following lemma, concerning the compactness of Eε, will be very useful in
identifying its Γ-limit. Its proof can be found in [17, Theorem 1.2].
Lemma 4.3. Assume that the potential V satisfies (A-1)-(A-3). Let εn → 0 and
let {mn} ⊂ H1±(0, 1) be such that
lim sup
n→∞
Eεn(mn) <∞.
Then there exists a subsequence {mnk} of {mnk} and an m ∈ BV(0, 1; E ) such that
mnk → m in L1(0, 1) as k →∞.
We remark that we incorporate the boundary conditions mn(0) = x−,mn(1) =
x+ in the statement of the lemma since mn ∈ H1±(0, 1). The following Proposition
identiﬁes the Γ-limit of Eε with respect to L
1-topology; this is based upon Lemma
4.3 and the standard Modica-Mortola type arguments (see [21, 1, 25]). The proof
is given in Appendix D. The same Γ-convergence result was claimed in [25], but
the proof there was actually carried out with respect to the topology in the space
of bounded variations.
Proposition 4.4. Assume that V satisfies the conditions (A-1)-(A-3), the Γ-limit
of Eε is
(4.6)
E(m) :=

Φ(x−,m(0
+)) +
∑
τ∈J(m) Φ(m(τ
−),m(τ+))
+Φ(m(1−), x+) if m ∈ BV(0, 1; E ),
+∞ otherwise in L1(0, 1).
4.2. Main results. This subsection presents the main results about the Γ-convergence
of the functional Fε; the proofs will be presented in the next section. Roughly
speaking, our arguments indicate that the Γ-limit of Fε on X should be
(4.7) F (m,A) := E(m) +
1
4
∫ 1
0
(
D2V (m(t))− |A(t)|)2 : |A−1(t)|dt
where E(m) is deﬁned by (4.6). However, for technical reasons, we are only able
to prove the claim under the condition that the matrix A is positive deﬁnite; see
Remark 4.11. To make this clear, let us ﬁrst redeﬁne Fε to be
(4.8) Fε(m,A) :=
{
εD˜KL(νε||µε) + εγ‖A‖2H1(0,1), if (m,A) ∈ Ha,
∞, otherwise in Xa
with some a > 0. Then we can show that Fε as deﬁned in (4.8) Γ-converges to
F deﬁned by (4.7) on the space Xa for any a > 0; see Theorem 4.7. Recall that
Xa = L1(0, 1) × L1a(0, 1) and that convergence of (mn,An) in Xa means that the
mn converge strongly in L
1(0, 1) and the An converge weakly in L
1
a(0, 1).
By the deﬁnition of Fε (by (4.8)) and the expression (3.23) for D˜KL(νε||µε), we
can write
(4.9) Fε(m,A) = F
(1)
ε (m,A) + F
(2)
ε (A) + ε
γ‖A‖2
H1(0,1)
for (m,A) ∈ Ha where
(4.10)
F (1)ε (m,A) :=
ε
4
∫ 1
0
|m′(t)|2dt+ 1
2ε
E
νε
[∫ 1
0
Ψε(z(t) +m(t))dt
]
,
F (2)ε (A) := −
ε
4
E
νε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
+
1
2
∫ 1
0
Tr(A(t))dt
+
ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
T dt
))
,
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where Ψε is given by (1.5) and Mε is deﬁned by (3.2). To identify the Γ-limit
of Fε, we need to study the liminf or limsup of the sequence {Fε(mε,Aε)} with
mε ∈ H1±(0, 1) and Aε ∈ H1a(0, 1). This is non-trivial in our case, mainly because
the functional Fε depends on m and A in an implicit manner through the two
expectation terms. Therefore in the ﬁrst step we shall simplify Fε. The follow-
ing proposition examines the limiting behavior of the functional Fε from which a
simpliﬁed and more explicit expression is obtained.
Proposition 4.5. Let (mε,Aε) ∈ Ha. Assume that for some γ ∈ (0, 12 ),
lim sup
ε→0
εγ‖Aε‖2H1(0,1) <∞ and lim sup
ε→0
‖mε‖L∞(0,1) <∞.
Then for ε > 0 small enough we have
(4.11)
Fε(mε,Aε) = Eε(mε) +
1
4
∫ 1
0
(
D2V (mε(t)) −Aε(t)
)2
: A−1ε (t)dt
+
∫ 1
0
D3V (mε(t)) : A
−1
ε (t)dt+ ε
γ‖Aε‖2H1(0,1) +O(ε
1
2 ).
The proof of Proposition 4.5 requires several technical lemmas and is referred to
Section 5.3. The basic idea for proving Proposition 4.5 is as follows. First one can
express the expectation term in F
(2)
ε (Aε) in terms of the Dirichlet Green’s tensor of
some Schro¨dinger operator (see (5.2)). Careful asymptotic analysis of this Green’s
tensor implies that
(4.12) F (2)ε (Aε) ≈
1
4
∫ 1
0
Tr(Aε(t))dt,
see Corollary 5.2 for the precise statement. For the expectation term in F
(1)
ε (mε,Aε),
we approximate Ψε(X) by its second order Taylor expansion around the mean mε.
The zero order term of the expansion is Ψε(mε) =
1
2 |∇V (mε)|2 − ε△V (mε). Then
Eε(mε) is obtained by combining the term
ε
4
∫ 1
0
|m′(t)|2dt in F (1)ε (mε, Aε) with the
integral over 14ε |∇V (mε)|2. Additionally, the Itoˆ correction term−ε△V (mε), which
is the other zero order term of the Taylor expansion, can be combined with one of
the second order terms of the expansion and (4.12) to complete the full quadratic
term in (4.11).
As a consequence of Proposition 4.5, we get the following interesting compactness
result for the functional Fε.
Proposition 4.6. Let εn → 0 and let {(mn,An)} be a sequence in Ha such that
lim sup
n
Fεn(mn,An) <∞.
Then there exists a subsequence {(mnk ,Ank)} of {(mn,An)} such that mnk → m
in L1(0, 1) and Ank ⇀ A in L
1(0, 1) with m ∈ BV(0, 1; E ) and A ∈ L1a(0, 1).
This compactness result is slightly weaker than the usual compactness property
relevant to Γ-convergence (see e.g. the conclusion in Lemma 4.3), because only weak
convergence is obtained for the variable A. Building upon the Γ-convergence result
of Eε, Proposition 4.5 and Proposition 4.6, the following main theorem establishes
the Γ-convergence of Fε.
Theorem 4.7. Suppose that V satisfies the assumptions (A-1)-(A-6). Let γ ∈
(0, 12 ) in (4.9). Then the Γ-limit of Fε defined by (4.8) on Xa is
(4.13) F (m,A) = E(m) +
1
4
∫ 1
0
(D2V (m(t)) −A(t))2 : A−1(t)dt
where E(m) is defined by (4.6).
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Γ-convergence of Fε implies convergence of minima.
Corollary 4.8. Let (mε,Aε) ∈ Ha be minimizes of Fε. Then up to extracting
a subsequence, mε → m in L1(0, 1) and Aε ⇀ A in L1(0, 1) for some m ∈
BV(0, 1; E ) and A ∈ L1a(0, 1). Furthermore, the limit (m,A) is a minimizer of
F on Xa.
Remark 4.9. In general convergence of minima requires both (strong) compactness
and Γ-convergence; see e.g. [4]. In our case we only have weak compactness with
respect to Aε for Fε; see Proposition 4.6. However, weak convergence of Aε suﬃces
to pass to the limit because the leading order term of the functional Fε(mε,Aε)
is convex with respect to Aε. See the analysis of the functional (5.41) in the next
section. 
Remark 4.10. The Γ-limit of the functional Fε given in (4.7) consists of two parts.
The ﬁrst part E is closely linked with large deviation theory since it is the Γ-
limit of the scaled Freidlin-Wentzell functional Eε. This part favours a choice of m
at minimizers of E, which demonstrates consistency between our approach based
on Gaussian approximation and large deviation theory. However, large deviation
theory does not give any information on the positions of jumps and it does not
exclude paths which spend long stretches of time near saddles. The second part
of the Γ-limit (4.7), based on the Ornstein-Uhlenbeck ﬂuctuations of the Gaussian,
takes the location of jumps into account. This part is minimized if m is located
primarily near local minima of V , and away from the saddles. In this sense, our
approach represent an enhancement of the predictions based purely on the large
deviation principle.
Remark 4.11. Theorem 4.7 shows the Γ-convergence of Fε to F (given by (4.13))
under the assumption that A is bounded away from zero, i.e. A(·) ≥ a · Id for some
a > 0. However, this assumption is unlikely to be sharp. In fact, under the weaker
positivity assumption that |A(·)| ≥ a · Id, one can at least prove the liminf part of
the Γ-convergence of Fε to F deﬁned in (4.7). This is mainly because the leading
order of the Green’s function Gε (deﬁned by (3.12)) depends only on |A|; see (A.6)
of Lemma (A.2). Although the positivity assumption is essential in our arguments
for proving Theorem (4.7), we conjecture that the Γ-convergence result is still valid
without any positivity assumption. This is to be investigated in future work.
5. Proofs of main results
5.1. Asymptotics of F
(2)
ε (Aε). Let Gε(t, s) be the Green’s tensor (fundamental
matrix) of the elliptic operator (−∂2t + Bε) under Dirichlet boundary conditions,
i.e. for any s ∈ (0, 1),
(5.1)
(−∂2t + ε−2A2ε(·)− ε−1A′ε(·))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) = Gε(1, s) = 0.
Then by the deﬁnition of covariance operator, the expectation term in F
(2)
ε (Aε)
can be calculated in terms of the Green’s tensor Gε. More precisely,
(5.2) − ε
4
E
νε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
= −ε
2
∫ 1
0
Bε(t) : Gε(t, t)dt.
To simplify F
(2)
ε we need the asymptotic estimates of Gε for small ε, which we
show in the following.
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5.1.1. Asymptotic estimates of the Green’s tensor. For ﬁxed s ∈ (0, 1), the Green’s
tensor Gε(·, s) solves the linear elliptic PDE system (5.1) with variable coeﬃcient.
We want to approximate Gε by a simple Green’s tensor, for which an explicit
asymptotic formula is available. To do this, for any s ∈ (0, 1), we deﬁne Gε(·, s)
such that
(5.3)
(−∂2t + ε−2A2ε(s))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) =Gε(1, s) = 0.
According to Lemma A.2, when ε is small
(5.4) Gε(t, t) =
ε
2
(A−1ε (t) +Rε(t))
with |Rε(t)| ≤ C
(
e−
2at
ε + e−
2a(1−t)
ε
)
. Remember that a is the constant for which
we have Aε(t) ≥ a · Id a.e. by assumption. Furthermore, the diﬀerence R˜ε(t, s) =
Gε(t, s)−Gε(t, s) admits the following bound for small ε.
Lemma 5.1. Let γ ∈ (0, 12 ) in (4.8). Let {Aε} ⊂ H1a(0, 1) such that
lim sup
ε→0
εγ‖Aε‖2H1a(0,1) <∞.
Then for ε sufficiently small we have that
(5.5) sup
s∈(0,1)
‖R˜ε(·, s)‖L∞(0,1) . ε
3
2−γ ,
and that
(5.6) sup
s∈(0,1)
‖R˜ε(·, s)‖L2(0,1) . ε2−γ .
Proof. According to (5.1) and (5.3), R˜ε satisﬁes(−∂2t + ε−2A2ε(t)− ε−1A′ε(t)) R˜ε(t, s) = Fε(t, s),
R˜ε(0, s) = R˜ε(1, s) = 0,
with
Fε(t, s) :=
(
ε−2(A2ε(s)−A2ε(t)) + ε−1A′ε(t)
)
Gε(t, s).
Let R˜iε, G
i
ε, F
i
ε be the i-th column of the matrices R˜ε,Gε,Fε respectively.
(5.7)
(−∂2t + ε−2A2ε(t)− ε−1A′ε(t)) R˜iε(t, s) = F iε(t, s),
R˜iε(0, s) = R˜
i
ε(1, s) = 0.
We only need to prove estimates (5.5) and (5.6) for each column R˜iε, i = 1, · · · , d.
To this end, we ﬁrst bound the L1-norm of the right hand side F iε . In fact, by
Morrey’s inequality (see e.g. [12, Chapter 5]), it holds that
|Aε(t)−Aε(s)|F . ‖A′ε‖L2(0,1) · |t− s|
1
2
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for any t, s ∈ [0, 1]. This together with (A.5) implies that
(5.8)
‖F iε(·, s)‖L1(0,1)
≤ 2ε−2‖Aε‖L∞(0,1)
∫ 1
0
|(Aε(s)−Aε(t))Giε(t, s)|dt+ ε−1
∫ 1
0
|A′ε(t)G
i
ε(t, s)|dt
. ε−1‖Aε‖L∞(0,1) · ‖A′ε‖L2(0,1) ·
∫ 1
0
|t− s| 12 e−a|t−s|ε dt
+ ‖A′ε‖L2(0,1) · ‖e−
a|·−s|
ε ‖L2(0,1)
. ε
1
2
(‖Aε‖L∞(0,1) + 1) ‖A′ε‖L2(0,1)
. ε
1
2
(‖Aε‖H1(0,1) + 1) ‖Aε‖H1(0,1) . ε 12−γ
where we have used the Sobolev embedding H1(0, 1) →֒ L∞(0, 1) and the assump-
tion that εγ‖Aε‖2H1(0,1) < ∞ in the last two inequalities. Now taking the dot
product of the equation (5.7) and G
i
ε(·, s) and integrating over (0, 1), one obtains
that
(5.9)
|G˜iε(·, s)|2H1(0,1) +
a2
ε2
‖G˜iε(·, s)‖2L2(0,1) ≤ ε−1
∫ 1
0
|(G˜iε(t, s))TA′ε(t)G˜iε(t, s)|dt
+
∫ 1
0
|Fε(t, s) · G˜iε(t, s)|dt.
We claim that the ﬁrst term on the right side can be neglected when ε is small.
In fact, using the Sobolev embedding H
1
4 (0, 1) →֒ L4(0, 1) and the interpolation
inequality of Lemma (C.1), we obtain that
ε−1
∫ 1
0
|(G˜iε(t, s))TA′ε(t)G˜iε(t, s)|dt ≤ ε−1‖A′ε‖L2(0,1)‖G˜iε(·, s)‖2L4(0,1)
≤ Cε−1‖A′ε‖L2(0,1)‖G˜iε(·, s)‖2
H
1
4 (0,1)
≤ Cε−1‖A′ε‖L2(0,1)‖G˜iε(·, s)‖
1
2
H1(0,1)|G˜iε(·, s)‖
3
2
L2(0,1)
≤ Cε−1− γ2 ‖G˜iε(·, s)‖
1
2
H1(0,1)‖G˜iε(·, s)‖
3
2
L2(0,1)
≤ 1
2
‖G˜iε(·, s)‖2H1(0,1) + Cε−
4
3 (1+
γ
2 )‖G˜iε(·, s)‖2L2(0,1)
where we have used again the assumption that εγ‖Aε‖2H1(0,1) < ∞ in the penulti-
mate inequality and Young’s inequality and equivalence of norm on H10(0, 1) in the
last inequality. Hence for γ ∈ (0, 12 ) and ε suﬃciently small, the ﬁrst term on the
right side of (5.9) can be absorbed by the left hand side. This implies that
(5.10)
|G˜iε(·, s)|2H1(0,1) +
a2
ε2
‖G˜iε(·, s)‖2L2(0,1) .
∫ 1
0
|Fε(t, s) · G˜iε(t, s)|dt
≤ ‖Fε(·, s)‖L1(0,1)‖G˜iε(·, s)‖L∞(0,1).
In addition, according to Lemma C.2,
a
ε
‖G˜iε(·, s)‖2L∞(0,1) ≤
2a
ε
|G˜iε(·, s)|H1(0,1)‖G˜iε(·, s)‖L2(0,1)
≤ |G˜iε(·, s)|2H1(0,1) +
a2
ε2
‖G˜iε(·, s)‖2L2(0,1)
. ‖Fε(·, s)‖L1(0,1)‖G˜iε(·, s)‖L∞(0,1).
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Therefore we have
(5.11) ‖G˜iε(·, s)‖L∞(0,1) . ε‖Fε(·, s)‖L1(0,1).
This together with (5.8) yields the estimate (5.5). Finally, the estimate (5.6) follows
from (5.10), (5.11) and (5.8). 
As a consequence of Lemma 5.1,
(5.12) Gε(t, t) =
ε
2
A−1ε (t) + εRε(t) + R˜ε(t, t)
where
(5.13) |Rε(t)|F ≤ C(e− 2atε + e−
2a(1−t)
ε )
and R˜ε satisﬁes the estimates in Lemma 5.1. In particular, we have
(5.14) |Gε(t, t)|F ≤ Cε for any t ∈ (0, 1).
Furthermore, we obtain an asymptotic formula for the expectation term in F
(2)
ε (Aε).
Corollary 5.2. Let γ ∈ (0, 12 ). Let {Aε} ⊂ H1a(0, 1) such that
lim sup
ε→0
εγ‖Aε‖2H1a(0,1) <∞.
Then for ε small enough we have
(5.15) − ε
4
E
νε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
= −1
4
∫ 1
0
Tr(Aε(t))dt +O(ε1−2γ).
Proof. Inserting (5.12) into the equation (5.2) and noting that Bε = ε
−2A2ε −
ε−1A′ε, we get
(5.16)
− ε
4
E
νε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
= −1
4
∫ 1
0
Tr(Aε(t))dt
+
ε
4
∫ 1
0
Tr(A′ε(t)A
−1
ε (t))dt−
1
2ε
∫ 1
0
Tr
((
A2ε(t)− εA′ε(t)
) (
εRε(t) + R˜ε(t, t)
))
dt.
Now we bound the last three terms on the right hand side. First, using the trace
inequality
(5.17) Tr(CD) . |C|F |D|F
which holds for any matrices C,D, we obtain that
(5.18)
∣∣∣∣ε4
∫ 1
0
Tr(A′ε(t)A
−1
ε (t))dt
∣∣∣∣ . ε ∫ 1
0
|A′ε(t)|F |A−1ε (t)|F dt . ε1−γ .
In the second inequality we used the assumption that Aε ≥ a ·Id so that Tr(A−1ε ) ≤
d/a and hence |A−1ε (t)|F . 1. Next, applying Cauchy-Schwarz inequality to the last
two terms on the right of (5.16) and using the assumptions on Aε, the inequality
(5.13) and Lemma (5.1), we have
(5.19)
∣∣∣∣ 12ε
∫ 1
0
Tr
((
A2ε(t)− εA′ε(t)
) (
εRε(t) + R˜ε(t, t)
))
dt
∣∣∣∣
. ε−1‖Aε‖2L∞(0,1)
(
ε‖Rε‖L1(0,1) +
∫ 1
0
|R˜ε(t, t)|dt
)
+ ‖A′ε‖L2(0,1)
(
ε‖Rε‖L2(0,1) +
(∫ 1
0
|R˜ε(t, t)|2dt
) 1
2
)
. ε−1−γ(ε2 + ε2−γ) + ε−
γ
2 (ε
3
2 + ε2−γ) . ε1−2γ ,
where we have also used the assumption that γ ∈ (0, 12 ). This ﬁnishes the proof. 
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We proceed to proving bounds for the logarithmic term appearing in F
(2)
ε (Aε).
Lemma 5.3. Let γ ∈ (0, 12 ). Let {Aε} ⊂ H1a(0, 1) such that
lim sup
ε→0
εγ‖Aε‖2H1(0,1) <∞.
Then when ε is small enough
(5.20) Cε log ε ≤ ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
T dt
))
≤ 0.
Proof. We ﬁrst prove the non-positiveness. Since Mε(t) = Mε(1, t) where the
fundamental matrix Mε satisﬁes (3.2) with A replaced by Aε. Then the i-th
column of Mε, denoted by M
i
ε, satisﬁes
∂tM
i
ε(t, s) = −ε−1Aε(t)M iε(t, s), M iε(s, s) = ei,
where ei is the unit basis vector of Rd in the i-th direction. Taking the dot product
of the above equation with M iε(t, s) and then integrating from s to t implies that
|M iε(t, s)|2 = −
2
ε
∫ t
s
M iε(r, s)
TAε(r)M
i
ε(r, s)dr ≤ −
2a
ε
∫ t
s
|M iε(r, s)|2dr.
Consequently, |M iε(t, s)| ≤ e−
a(t−s)
ε for any 0 ≤ s ≤ t ≤ 1. Hence each entry of
Mε(t) can be bounded from above by e
−
a(1−t)
ε . As a result, for suﬃciently small ε,
we have
det
(∫ 1
0
Mε(t)Mε(t)
T dt
)
≤ Cε < 1.
The upper bound of (5.20) thus follows. On the other hand, applying the determi-
nant inequality (B.5) to the matrix function Mε(t)Mε(t)
T and the equality (B.3)
yields
(5.21)
ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
T dt
))
≥ εd
2
log
(∫ 1
0
det
(
Mε(t)
) 2
d dt
)
=
εd
2
log
(∫ 1
0
exp
(
− 2
εd
∫ 1
t
Tr(Aε(s))ds
)
dt
)
.
Moreover, from the assumption that εγ‖Aε‖2H1(0,1) <∞ and the fact that H1(0, 1)
is embedded into L∞(0, 1), we obtain that∫ 1
t
Tr(Aε(s))ds ≤ (1− t)‖Aε‖L∞(0,1) ≤ Cε−
γ
2 (1 − t).
Combining this with (5.21) gives
(5.22)
ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
Tdt
))
≥ εd
2
log
(∫ 1
0
exp
(
− 2C
ε1+
γ
2 d
(1− t)
)
dt
)
=
εd
2
log
(
ε1+
γ
2 d
2C
(
1− e−
2C
ε
1+
γ
2 d
))
≥ Cε log ε
for suﬃciently small ε. This completes the proof. 
Recall that the deﬁnition of F
(2)
ε in (4.10). Then the following proposition, con-
taining the asymptotic expression for F
(2)
ε (Aε), is a direct consequence of Corollary
5.2 and Lemma (5.3).
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Proposition 5.4. Let {Aε} ⊂ H1a(0, 1) such that lim supε→0 εγ‖Aε‖2H1(0,1) < ∞
with γ ∈ (0, 12 ). Then it holds that
(5.23) F (2)ε (Aε) =
1
4
∫ 1
0
Tr(Aε(t))dt +O(ε1−γ).
when ε is small enough.
5.2. Asymptotics of F
(1)
ε (mε,Aε). In this subsection, we seek an asymptotic
expression for F
(1)
ε (mε,Aε) when it is uniformly bounded with respect to ε. We
start by showing that the boundedness of F
(1)
ε (mε,Aε) implies the boundedness of
‖mε‖L∞(0,1).
Lemma 5.5. Assume that (mε,Aε) ∈ H and that lim supε→0 F (1)ε (mε,Aε) < ∞.
Then we have lim supε→0 ‖mε‖L∞(0,1) <∞.
Proof. Recalling that Ψε(x) =
1
2 |∇V (x)|2 − ε△V (x) and that νε = N(mε,Σε), we
can rewrite F
(1)
ε (mε,Aε) as
F (1)ε (mε,Aε) =
ε
4
∫ 1
0
|m′(t)|2dt+ 1
2ε
E
νε
[∫ 1
0
Ψε(z(t) +mε(t))dt
]
:= F (3)ε (mε,Aε) + F
(4)
ε (mε,Aε)
where
F (3)ε (mε,Aε) :=
ε
4
∫ 1
0
|m′ε(t)|2dt+
1
8ε
∫ 1
0
E
νε
[|∇V (z(t) +mε(t))|2] dt
and
F (4)ε (mε,Aε) :=
1
8ε
∫ 1
0
E
νε
[|∇V (z(t) +mε(t))|2 − 4ε△V (z(t) +mε(t))] dt
=
1
8ε
∫ 1
0
E
νε
[|∇V (x(t))|2 − 4ε△V (x(t))] dt.
First, from (2.7) of Remark 2.2 we can obtain immediately that
lim inf
ε→0
F (4)ε (mε,Aε) > −∞.
This together with the assumption that lim supε→0 F
(1)
ε (mε,Aε) <∞ implies
lim sup
ε→0
F (3)ε (mε,Aε) <∞.
We now show that this implies the uniformly boundedness of ‖mε‖L∞(0,1).
We prove a lower bound for F
(3)
ε (mε,Aε). Given any R > 0, deﬁne T
R
ε := {t ∈
(0, 1) : |mε(t)| > R} which is an open set on (0, 1). By restricting the second
integral and expectation over a smaller set, we have
(5.24)
F (3)ε (mε,Aε) ≥
ε
4
∫ 1
0
|m′ε(t)|2dt+
1
8ε
∫
TRε
E
νε
[|∇V (mε(t) + z(t))|21{|z(t)|≤ε1/4}] dt.
Consider (t, ω) such that |mε(t)| > R and |z(t, ω)| ≤ ε 14 . If ε > 0 is small enough
to satisfy ε
1
4 < R/2, then
|mε(t) + z(t, ω)| ≥ |mε(t)| − |z(t, ω)| ≥ |mε(t)|/2.
GAUSSIAN APPROXIMATIONS FOR TRANSITION PATHS IN MOLECULAR DYNAMICS 23
Combining this with the monotonicity condition (A-6) yields that
(5.25)
1
8ε
∫
TRε
E
νε
[
|∇V (mε(t) + z(t))|21
{|z(t)|≤ε
1
4 }
]
dt
≥ 1
8ε
∫
TRε
|∇V (mε(t)/2)|2νε
(
{|z(t)| ≤ ε 14 }
)
dt ≥ 1
16ε
∫
TRε
|∇V (mε(t)/2)|2dt
when ε > 0 is small enough. We have used the fact that νε
(
{|z(t)| ≤ ε 14 }
)
≥ 1/2
for any t ∈ (0, 1) and small ε. This is because z(t) is a centred Gaussian random
variable with covariance 2Gε(t, t) (see (3.11)). In addition, we know from (5.14)
that |Gε(t, t)|F ≤ Cε for any t ∈ (0, 1) and hence νε
(
{|z(t)| ≤ ε 14 }
)
→ 1 when
ε → 0. Let m˜ε = mε/2. From (5.24), (5.25) and the uniform boundedness of
F
(3)
ε (mε,Aε) we obtain
lim sup
ε→0
ε
∫
TRε
|m˜′ε(t)|2dt+
1
16ε
∫
TRε
|∇V (m˜ε(t))|2dt <∞.
Then application of the elementary inequality 2ab ≤ a2 + b2 yields
lim sup
ε→0
∫
TRε
|m˜′ε(t)||∇V (m˜ε(t))|dt <∞.
Choosing a suﬃciently large R and by the coercivity condition (A-3), we have
(5.26) lim sup
ε→0
∫
TRε
|m˜′ε(t)| <∞.
Now we conclude the uniform boundedness of ‖mε‖L∞(0,1) by applying the same
argument used for proving Theorem 1.2 in [17]. Speciﬁcally, since mε is continuous
on (0, 1), TRε is open on (0, 1) and we can write T
R
ε = ∪∞i=1(aiε, biε). Suppose that
TRε is empty, then |mε(t)| ≤ R for all t ∈ (0, 1). Otherwise, consider m˜ε(t) with
t ∈ (aiε, biε). Obviously at least one of the end points of the subinterval, say aiε is not
an endpoint of (0, 1). Then we should have |mε(aiε)| = R and hence |m˜ε(aiε)| = 2R.
Thus we get from the fundamental theorem of calculus that
lim sup
ε→0
sup
t∈(aiε,b
i
ε)
|m˜ε(t)| ≤ lim sup
ε→0
(
|m˜ε(aiε)|+ sup
t∈(aiε,b
i
ε)
∣∣∣ ∫ t
aiε
m˜ε(s)ds
∣∣∣)
≤ 2R+ lim sup
ε→0
∫
TRε
|m˜′ε(t)| <∞
where the last inequality follows from (5.26). Therefore lim supε→0 ‖mε‖L∞(0,1) <
∞. 
Next, the expectation term of F
(1)
ε (mε,Aε) can be simpliﬁed under the condition
that ‖mε‖L∞(0,1) is uniformly bounded.
Lemma 5.6. Let (mε,Aε) ∈ H. Assume that lim supε→0 εγ‖Aε‖2H1(0,1) <∞ with
γ ∈ (0, 12 ) and that lim supε→0 ‖mε‖L∞(0,1) < ∞. Then for ε > 0 small enough we
have
F (1)ε (mε,Aε) = Eε(mε)−
1
2
∫ 1
0
△V (mε(t))dt
+
1
4
∫ 1
0
(
D2V (mε(t))
2 +D3V (mε(t)) · ∇V (mε(t))
)
: A−1ε (t)dt+O(ε
1
2 ).
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Proof. Remember that
F (1)ε (mε,Aε) =
ε
4
∫ 1
0
|m′(t)|2dt+ 1
2ε
E
νε
[∫ 1
0
Ψε(mε(t) + zε(t))dt
]
.
To evaluate the expectation term of F
(1)
ε (mε,Aε), we use the following multi-
variable Taylor’s formula for Ψε:
Ψε(x(t)) = Ψε(mε(t)) +∇Ψε(mε(t)) · zε(t) + 1
2
zε(t)
TD2Ψε(mε(t))zε(t) + rε(t),
where the reminder term rε is given in integral form by
rε(t) =
∑
|α|=3
zαε (t)
α!
∫ 1
0
∂αΨε(mε(t) + ξzε(t))(1 − ξ)3dξ.
Here α = (α1, α2, · · · , αd) is a multi-index and we use the notational convention
xα = xα11 x
α2
2 · · ·xαdd and ∂αf = ∂α11 ∂α22 · · · ∂αdd f . Then using again the fact that
zε(t) ∼ N(0, 2Gε(t, t)), we obtain that
(5.27)
1
2ε
E
νε
[∫ 1
0
Ψε(mε(t) + zε(t))dt
]
=
1
2ε
∫ 1
0
Ψε(mε(t))dt +
1
2ε
∫ 1
0
D2Ψε(mε(t)) : Gε(t, t)dt+
1
2ε
∫ 1
0
E
νε [rε(t)] dt.
Recalling that Ψε(x) =
1
2 |∇V (x)|2 − ε△V (x), we have
D2Ψε(x) = (D
2V (x))2 +D3V (x) · ∇V (x) − εD2(△V (x)).
From this equation, the expression (5.12) for Gε(t, t) and the uniform boundedness
of ‖mε‖L∞(0,1), the second term on the right side of (5.27) becomes
(5.28)
1
2ε
∫ 1
0
D2Ψε(mε(t)) : Gε(t, t)dt
=
1
4
∫ 1
0
((
D2V (mε(t))
)2
+D3V (mε(t)) · ∇V (mε(t))
)
: A−1ε (t)dt+O(ε).
Next we claim that the last term on the right hand side of (5.27) is of order O(ε 32 ).
Indeed, from the assumption (2.4) and the fact that zε(t) = N(0, 2Gε(t, t)) with
Gε(t, t) satisfying the estimate (5.14), we have
(5.29)
E
νε [rε(t)] ≤
∑
|α|=3
1
α!
max
ξ∈[0,1]
{
E
νε
[|zε(t)|3∂αΨε(mε(t) + ξzε(t))]}
≤ C1√
(4π)d det(2Gε(t, t))
max
ξ∈[0,1]
{∫
Rd
|x|3eC2|mε(t)+ξx|α · e− 14xTGε(t,t)−1xdx
}
≤ C1√
(4π)d det(Gε(t, t))
e2C2‖mε‖
2
L∞(0,1)
∫
Rd
e2C2|x|
α |x|3e− 14xTGε(t,t)−1xdx
≤ C2√
(4π)d
|Gε(t, t)|
3
2
F · e2C2‖mε‖
2
L∞(0,1) ·
∫
Rd
|x|3e− |x|
2
4 dx ≤ Cε 32 .
when ε is small enough. Notice that in last two inequalities of above we used the
fact that α ∈ [0, 2) and that |Gε(t, t)|F ≤ Cε so that e2C2|x|α can be absorbed by
e
1
4x
T
Gε(t,t)
−1x for large x. Then the desired result follows from (5.27), (5.28) and
(5.29). 
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5.3. Proof of main results.
Proof. The proposition follows directly from the deﬁnition of Fε, Proposition 5.4,
Lemma 5.6 and the following equalities
(5.30)
− 2△V + (D2V )2 : A−1 +Tr(A)
= −2Tr(D2V ) + Tr ((D2V )2A−1)+Tr (A2A−1)
= −Tr ((AD2VA−1)− Tr (A−1D2VA)+Tr ((D2V )2A−1)+Tr (A2A−1)
= (D2V −A)2 : A−1,
which are valid for any V ∈ C2(Rd) and any positive deﬁnite matrix A. 
The following lemma shows that ε log(Zµ,ε) is bounded from above.
Lemma 5.7. There exists C > 0 depending only on the potential V such that the
following holds:
(5.31) lim sup
ε→0
ε log (Zµ,ε) ≤ C.
Proof. Recall that
Zµ,ε = E
µ0
[
exp
(
− 1
2ε2
∫ 1
0
|∇V (x(t))|2 − ε△V (x(t))dt
)]
.
From (2.7) of Remark 2.2,
Zµ,ε ≤ exp
(
C
ε
)
with some C > 0. This proves (5.31). 
Proof. Assume that lim supn Fεn(mn,An) <∞. Since the Kullback-Leibler diver-
gence DKL(νεn ||µεn) is always non-negative, it follows from (3.23) and Lemma 5.7
that
(5.32) lim sup
n→∞
εnD˜KL(νεn ||µεn) ≥ −C
for some C > 0. This together with the assumption that lim supn Fεn(mn,An) <∞
implies that lim supn ε
γ
n‖An‖2H1(0,1) < ∞. Then from Proposition 5.4 and noting
that A(·)− a · Id ≥ 0, we obtain
lim sup
n
F (2)εn (An) ≥ lim sup
n
1
4
∫ 1
0
Tr(An(t))dt ≥ da
4
.
Hence we have lim supn F
(1)
εn (mn,An) <∞. Then Lemma 5.5 implies that
lim sup
n
‖mn‖L∞(0,1) <∞.
Hence as a consequence of Lemma 5.6,
(5.33)
Fεn(mn,An) = Eεn(mn) +
1
4
∫ 1
0
(
D2V (mn(t))−An(t)
)2
: A−1n (t)dt
+
∫ 1
0
D3V (mn(t)) · ∇V (mn(t)) : A−1n (t)dt+ εγn‖An‖2H1(0,1) +O(ε
1
2
n ).
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The second term on the right side of above is nonnegative. In addition, owing to
the trace inequality (5.17) and the fact that An ≥ a · Id,
(5.34)
lim sup
n
∣∣∣∣14
∫ 1
0
D3V (mn(t)) · ∇V (mn(t)) : A−1n (t)dt
∣∣∣∣
≤ lim sup
n
∫ 1
0
∣∣∣(D3V (mn(t)) · ∇V (mn(t)))2∣∣∣
F
∣∣A−1n (t)∣∣F dt <∞.
This implies from (5.33) that lim supnEεn(mn) < ∞. By the compactness result
of Lemma 4.3, there exists m ∈ BV(0, 1; E ) and a subsequence mnk such that
mnk → m in L1(0, 1). Moreover, we know from the above reasoning that
(5.35) lim sup
n
1
4
∫ 1
0
(
D2V (mn(t))−An(t)
)2
: A−1n (t)dt <∞
from which we can conclude that supn ‖An‖L1(0,1) <∞. Indeed,
(5.36)∫ 1
0
(
D2V (mn(t)) −An(t)
)2
: A−1n (t)dt
=
∫ 1
0
Tr
((
D2V (mn(t))
)2
A−1n (t)
)
dt− 2
∫ 1
0
Tr
(
D2V (mn(t))
)
dt+
∫ 1
0
Tr(An(t))dt.
The ﬁrst term on the right of above is non-negative. The second term is clearly
bounded since ‖mn‖L∞(0,1) is uniformly bounded. Hence supn ‖An‖L1(0,1) < ∞
follows from (5.35), (5.36) and the inequality |A|F ≤ Tr(A) which holds for any
positive deﬁnite matrix A. 
The proof of Γ-limit of Fε is presented in what follows.
Proof. We start by proving the liminf inequality, i.e.
F (m,A) ≤ lim inf
ε→0
Fε(mε,Aε)
for any sequence {(mε,Aε)} such that (mε,Aε) → (m,A) in X , or equivalently
mε → m and Aε ⇀ A in L1(0, 1). We may assume that lim infε→0 Fε(mε,Aε) <
∞ since otherwise there is noting to prove. Then by the same argument used
in the proof of Proposition 4.6, one can get lim supε→0 ε
γ‖Aε‖2H1(0,1) < ∞. Let
{εk} be a sequence such that εk → 0 as k → ∞ and limk→∞ Fεk(mεk ,Aεk) =
lim infε→0 Fε(mε,Aε) < ∞. Since Aεk ≥ a · Id a.e., it follows from Aεk ⇀ A and
Mazur’s lemma (Lemma C.9) that the limit A ≥ a·Id a.e. According to Proposition
5.4 and Aεk ⇀ A in L
1(0, 1), it holds that
lim
k→∞
F (2)εk (Aεk) =
1
4
∫ 1
0
Tr(A(t))dt ≥ da
4
.
Then it follows that limk→∞ F
(1)
εk (mεk ,Aεk) <∞. From Lemma 5.5 we obtain that
‖mεk‖L∞(0,1) is uniformly bounded. Hence as a consequence of Lemma 5.6,
F (1)εk (mεk ,Aεk) = Eε(mεk)−
1
2
∫ 1
0
△V (mεk(t))dt
+
1
4
∫ 1
0
(
D2V (mεk(t))
2 +D3V (mεk(t)) · ∇V (mεk(t))
)
: A−1εk (t)dt +O(ε
1
2
k ).
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In addition, it follows from the uniform boundedness of ‖mεk‖L1(0,1) and Aεk ⇀ A
in L1(0, 1) that
lim sup
k→∞
{∣∣∣− 1
2
∫ 1
0
△V (mεk(t))dt
+
1
4
∫ 1
0
(
D2V (mεk(t))
2 +D3V (mεk(t)) · ∇V (mεk(t))
)
: A−1εk (t)dt
∣∣∣} <∞.
This in turn implies that lim supk→∞ Eεk(mεk) <∞. By the compactness result in
Lemma 4.3, we havem ∈ BV((0, 1); E ). Furthermore, by passing to a subsequence,
we may assume further that mεk → m a.e. on [0, 1]. Since m takes value in E a.e.
on [0, 1], we use the deﬁnition of D3V and the dominated convergence theorem to
conclude that
(5.37)
∫ 1
0
D3V (mεk(t)) · ∇V (mεk(t)) : A−1εk (t)dt→ 0.
In fact, similar to (5.34), we have∫ 1
0
∣∣∣D3V (mεk(t)) · ∇V (mεk(t)) : A−1εk (t)∣∣∣dt <∞.
In addition, since ∇V (mεk(t))→ 0 a.e. on [0, 1] and Aεk ≥ a · Id, we have
(5.38)
∣∣∣D3V (mεk(t)) · ∇V (mεk(t)) : A−1εk (t)∣∣∣
≤
∣∣∣D3V (mεk(t)) · ∇V (mεk(t))∣∣∣
F
∣∣∣A−1εk (t)∣∣∣F → 0.
a.e. on [0, 1]. This proves (5.37). Now we claim that
(5.39)
∫ 1
0
(
D2V (m(t)) −A(t))2 : A−1(t)dt
≤ lim inf
k→∞
∫ 1
0
(
D2V (mεk(t))−Aεk(t)
)2
: A−1εk (t)dt.
when mεk → m in L1(0, 1) with m(·) ∈ E a.e. and Aεk ⇀ A in L1(0, 1). To prove
(5.39), it suﬃces to prove
(5.40)
∫ 1
0
D2(m(t))2 : A−1(t)dt ≤ lim inf
k→∞
∫ 1
0
D2V (mεk(t))
2 : A−1εk (t)dt =: θ.
To that end, let B(·) := D2V (m(·))2. Noting that m(·) ∈ E a.e, we know from
(A-2) of Assumptions (2.1) that B(·) is positive deﬁnite a.e. Deﬁne the functional
(5.41) M (A) =
∫ 1
0
B(t) : A−1(t)dt
over the set L1a(0, 1). Then (5.40) becomes
(5.42) M (A) ≤ lim inf
k→∞
M (Ak).
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Note that L1a(0, 1) is a convex subset of the space L
1(0, 1). We ﬁrst claim that the
functional M is convex on L1a(0, 1). In fact, for any A1,A2 ∈ L1a(0, 1), α ∈ (0, 1),
M (αA1 + (1− α)A2) =
∫ 1
0
Tr
(
B(t)
(
αA1(t) + (1− α)A2(t)
)−1)
dt
=
∫ 1
0
Tr
(
αA1(t)B
−1(t) + (1− α)A2(t)B−1(t)
)
dt
≤ α
∫ 1
0
Tr
(
A1(t)B
−1(t)
)
dt+ (1− α)
∫ 1
0
Tr
(
A2(t)B
−1(t)
)
dt
= αM (A1) + (1 − α)M (A2),
where we used the trace inequality Tr((C+D)−1) ≤ Tr(C−1)+Tr(D−1) for positive
deﬁnite matrices C,D. Now we prove (5.42) by employing the convexity of M .
First by passing a subsequence (without relabeling), we may assume that M (Ak)
converges to θ. According to Mazur’s Lemma C.9, there exits a convex combination
of {Ak}, deﬁned by
Aj =
N(j)∑
k=j
αj,kAk, αj,k ∈ [0, 1],
N(j)∑
k=j
αj,k = 1,
such that Aj → A strongly in L1(0, 1). Note that we applied Mazur’s Lemma C.9
to the sequence {Ak}k≥j at step j. Since M is convex, we obtain
M (Aj) = M
N(j)∑
k=j
αj,kAk
 ≤ N(j)∑
k=j
αj,kM (Ak).
Letting j →∞, since k ≥ j in the sum and M (Ak)→ θ, we have
(5.43) lim inf
j→∞
M (Aj) ≤ θ = lim inf
k→∞
M (Ak).
In addition, it holds that
(5.44) M (Aj)→ M (A).
Indeed, since m ∈ BV(0, 1; E ) and Aj → A in L1(0, 1),∣∣M (A−Aj) ∣∣ = ∣∣∣ ∫ 1
0
Tr
(
D2V (m(t))
(
A−1(t)−A−1j (t)
))
dt
∣∣∣
≤
∫ 1
0
∣∣∣Tr(D2V (m(t))A−1(t)(Aj(t)−A(t))A−1j (t))∣∣∣dt
.
∫ 1
0
∣∣∣D2V (m(t))A−1(t)(Aj(t)−A(t))A−1j (t)∣∣∣
F
dt
.
∫ 1
0
|D2V (m(t))|F |A−1(t)|F |Aj(t)−A(t)|F |A−1j (t)|F dt
. ‖Aj(t)−A(t)‖L1(0,1) → 0.
Therefore (5.42) follows from (5.43) and (5.44) and thereby proves (5.39).
Taking account of the fact that Eε Γ-converges to E, we obtain from Proposition
4.5, (5.37) and (5.39) that
lim inf
ε→0
Fε(mε,Aε) = lim
k→∞
Fεk(mεk ,Aεk)
≥ E(m) + 1
4
∫ 1
0
(
D2V (m(t))−A(t))2 : A−1(t)dt = F (m,A).
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Next we prove the limsup inequality, i.e. for a subsequence εk → 0, we want to
ﬁnd a pair of recovering sequence (mk,Ak) converging to (m,A) such that
lim sup
k→∞
Fεk(mk,Ak) ≤ F (m,A).
It suﬃces to deal with the case where F (m,A) <∞ and hencem(t) ∈ E . Otherwise
the limsup inequality is automatically satisﬁed. First thanks to the Γ-convergence of
Eε to E, one automatically obtains a recovering sequence mk ∈ H1±(0, 1) such that
mk → m in L1(0, 1), lim supk ‖mk‖L∞(0,1) < ∞ and lim supk→∞ Eε(mk) ≤ E(m).
We construct a recovering sequence Ak ∈ H1a(0, 1) explicitly by using convolution
approximation. Speciﬁcally ﬁxing any α < γ/3, we deﬁne
(5.45) Ak := K˜εαkA
where K˜ε is the convolution operator deﬁned in (C.8). It is proved in (C.8) that
Ak ∈ H1a(0, 1) and Ak → A in L1(0, 1). More importantly, by deﬁnition we have
(5.46) εγk‖Ak‖2H1(0,1) . εγ−3αk → 0.
With the above choices for mk and Ak, we get from Proposition 4.5 that
lim sup
k→∞
Fεk(mk,Ak) = lim sup
k→∞
{
Eεk(mk,Ak)
+
1
4
∫ 1
0
(
D2V (mk(t))−Ak(t)
)2
: A−1k (t)dt
+
∫ 1
0
D3V (mk(t)) · ∇V (mk(t)) : A−1k (t)dt+ εγk‖Ak‖2H1(0,1)
}
≤ E(m) + 1
4
∫ 1
0
(
D2V (mk(t))−Ak(t)
)2
: A−1k (t)dt = F (m,A),
where we used (5.46), the dominated convergence theorem and the fact that m(t) ∈
E in the inequality. The proof is now complete. 
Proof. Let (mε,Aε) ∈ H be a minimizer of Fε. We ﬁrst argue that lim supε Fε(mε,Aε) <
∞. In fact, for any ﬁxed m ∈ BV(0, 1; E ) and A ∈ L1a(0, 1), we know from the
proof of the limsup inequality of Theorem 4.7 that there exists a recovering se-
quence (m˜ε, A˜ε) such that lim supε Fε(m˜ε, A˜ε) <∞. Since (mε,Aε) minimizes Fε,
we have
lim sup
ε→0
Fε(mε,Aε) ≤ lim sup
ε→0
Fε(m˜ε, A˜ε) <∞.
Then by Proposition (4.6), there exists a subsequence εk and the corresponding
{(mk,Ak)} ⊂ H such that mk → m in L1(0, 1) and Ak ⇀ A in L1(0, 1) with some
m ∈ BV(0, 1; E ) and A ∈ L1a(0, 1). We now show that (m,A) minimizes F . In
fact, given any m˜ ∈ BV(0, 1; E ) and A˜ ∈ L1a(0, 1), thanks to the Γ-convergence of
Fε to F , one can ﬁnd a recovering sequence (m˜k, A˜k) ∈ H such that
lim sup
k
Fεk(m˜k, A˜k) ≤ F (m˜, A˜).
Since (mk,Ak) minimizes Fεk , we have Fεk(mk,Ak) ≤ Fεk(m˜k, A˜k). Then using
the liminf inequality part of the Γ-convergence of Fε to F , we obtain
F (m,A) ≤ lim inf
k→∞
Fεk(mk,Ak) ≤ lim sup
k→∞
Fεk(m˜k, A˜k) ≤ F (m˜, A˜).
Since m˜, A˜ is arbitrary, (m,A) is a minimizer of F .

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Appendix A. Estimates for the constant coefficient Green’s
functions
Assume that function |λ(t)| ≥ a almost everywhere in [0, 1] with some a > 0.
For any s ∈ (0, 1), let Gλε be the solution to the equation
(A.1)
(−∂2t + ε−2λ2(s))Gλε (t, s) = δ(t− s), t ∈ (0, 1),
G
λ
ε (0, s) = G
λ
ε (1, s) = 0.
where δ is the Dirac function. The solution G
λ
ε is given explicitly as follows
G
λ
ε (t, s) =
ε
|λ(s)| sinh(|λ(s)|/ε) ×
{
sinh(|λ(s)|s/ε) sinh(|λ(s)|(1 − t)/ε) s ≤ t;
sinh(|λ(s)|t/ε) sinh(|λ(s)|(1 − s)/ε) s ≥ t.
Notice that G
λ
ε (t, s) is not a standard Green’s function as it is not symmetric with
respect to permutation of its arguments. According to the deﬁnition of sinh, a few
elementary calculations yield the following estimates.
Lemma A.1. Let |λ(t)| ≥ a a.e. on (0, 1) for a fixed a > 0. Then for sufficiently
small ε > 0, the solution G
λ
ε to the equation (A.1) satisfies the following.
(i) There exists C = C(a) > 0 such that
(A.2) 0 ≤ Gλε (t, s) ≤ Cεe−
a
ε |s−t|
for any t, s ∈ [0, 1].
(ii) There exists C = C(a) > 0 such that
G
λ
ε (t, t) =
ε
2
(
1
|λ(t)| +R(t)
)
, t ∈ [0, 1]
with
(A.3) |R(t)| ≤ C
(
e−
2at
ε + e−
2a(1−t)
ε
)
.
Considering the Green’s tensor Gε(t, s) that solves the matrix equation
(A.4)
(−∂2t + ε−2A(s))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) =Gε(1, s) = 0,
with A ∈ H1(0, 1) and |A| ≥ a a.e. on (0, 1), we have the following similar
estimates.
Lemma A.2. Let A ∈ H1(0, 1) and |A| ≥ a a.e. on (0, 1). For sufficiently small
ε > 0, the solution Gε to the equation (A.4) satisfies the following.
(i) there exists C = C(a) > 0 such that
(A.5) |Gε(t, s)| ≤ Cεe−aε |s−t|
for any t, s ∈ [0, 1].
(ii) there exists C = C(a) > 0 such that
(A.6) Gε(t, t) =
ε
2
(|A−1(t)|+R(t))
with
(A.7) |R(t)| ≤ C
(
e−
2at
ε + e−
2a(1−t)
ε
)
.
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Proof. Since A(s) is symmetric for any s ∈ (0, 1) (by the deﬁnition of H1(0, 1)),
there exists an orthogonal matrix P(s) such that A(s) = P−1(s)Λ(s)P(s) where
Λ(s) = diag(λ1(s), · · · , λd(s)). Moreover, by assumption we have |λi(s)| ≥ a a.e.
on (0, 1) for any i = 1, · · · , d. Therefore, the problem (A.4) can be diagonalized so
that one obtains
(A.8) Gε(t, s) = P
−1(s) · diag(Gλ1ε (t, s), · · · , G
λd
ε (t, s)) ·P(s),
where G
λi
ε (·, s) solves (A.1) with λ replaced by λi. Then (A.5) follows directly from
(A.8) and equation (A.2), and (A.6) can be deduced from (A.8) and (A.3). 
Appendix B. Fundamental matrix of linear systems
Given f : R→ Rd and A : R→ Rd×d, consider the following linear diﬀerential
equation
(B.1) dxε(t) = −ε−1A(t)xε(t)dt+ f(t)dt, xε(t0) = 0.
The solution to (B.1) can be found via the variation of constants method provided
its fundamental matrix is determined.
Definition B.1 (Fundamental matrix). The fundamental matrix Mε(t, t0) is the
solution matrix that solves the problem
(B.2)
d
dt
Mε(t, t0) = −ε−1A(t)Mε(t, t0), Mε(t0, t0) = Id.
Suppose that A and are both continuous, then the solution to the ODE (B.1) f ???
can be written in the form
xε(t) =
∫ t
t0
Mε(t, s)f(s)ds.
We comment that the above formula is still valid when f(s)ds is replaced by dW (s),
in which case the integral is understood as Itoˆ’s stochastic integration. In the case
that d = 1 or if A does not depend on t, we haveMε(t, s) = exp
(−ε−1 ∫ t
s
A(r)dr
)
.
In general, there is no closed form expression for the fundamental matrix Mε and
hence the solution to (B.1) has no explicit formula. Nevertheless, Mε has some
nice properties which are useful to study the asymptotic behavior of the solution
to (B.1) when ε→ 0.
Lemma B.2. Let Mε be the fundamental matrix defined by (B.2). Then we have
(i) For all t, t0, t1 ∈ R, Mε(t, t0) =Mε(t, t1)Mε(t1, t0).
(ii) For all t, t0 ∈ R, Mε(t, t0) is non-singular and M−1ε (t, t0) =Mε(t0, t).
(iii) For all t, t0 ∈ R,
(B.3) det(Mε(t, t0)) = exp
(
− ε−1
∫ t
t0
Tr(A(s))ds
)
.
Proof. The proof can be found in [5, Chapter 6]. 
We ﬁnish this appendix with two useful inequalities about the determinants of
symmetric positive deﬁnite matrices.
Lemma B.3. If A,B are real symmetric positive definite matrices of size d, then
(B.4) (det(A+B))
1
d ≥ (det(A)) 1d + (det(B)) 1d .
A proof of this lemma can be found in [19, Page 115]. It shows that the function
A 7→ det(A) 1d is concave. As a consequence, we have the following corollary.
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Corollary B.4. Suppose that A ∈ C([0, 1];Rd×d) is a matrix-valued function and
that A(t) is symmetric positive definite for any t ∈ [0, 1]. Then we have
(B.5)
[
det
(∫ 1
0
A(t)dt
)] 1
d
≥
∫ 1
0
det(A(t))
1
d dt.
Proof. Deﬁne ti = i/N with i = 0, 1, · · · , N . Since A is continuous on [0, 1], it
holds that[
det
(∫ 1
0
A(t)dt
)] 1
d
= lim
N→∞
[
det
(
1
N
N∑
i=1
A(ti)
)] 1
d
= lim
N→∞
1
N
[
det
(
N∑
i=1
A(ti)
)] 1
d
≥ lim
N→∞
1
N
N∑
i=1
det(A(ti))
1
d =
∫ 1
0
det(A(t))
1
d dt.
We have used (B.4) in the inequality. 
Appendix C. Useful inequalities and lemmas
Lemma C.1 (Interpolation inequality). Let u ∈ H10 (0, 1). Then
(C.1) ‖u‖Hs . ‖u‖sH1‖u‖1−sL2
for any s ∈ [0, 1].
Proof. See [15, Corollary 6.11] for the proof. 
Lemma C.2. Let u ∈ H10 (0, 1). Then ‖u‖2L∞ ≤ 2‖u‖L2|u|H1 .
Proof. It suﬃces to prove the inequality when u ∈ C∞0 (0, 1). For any t ∈ (0, 1), it
follows from the fundamental theorem of calculus and Cauchy-Schwarz inequality
that
(C.2) u2(t) = 2
∫ t
0
u(s)u′(s)ds ≤ 2‖u‖L2|u|H1 .
The lemma then follows by taking the supremum over t. 
Lemma C.3. Let α, β ∈ (0, 1) be such that β > max(α, α/2 + 1/4). Then any
matrix-valued function B ∈ H−α(0, 1) can be viewed as a bounded multiplication
operator from Hβ0 to H
−β. Furthermore we have
(C.3) ‖B‖L(Hβ0 ,H−β) . ‖B‖H−α(0,1).
Proof. It suﬃces to consider the proof in the scalar case. Let B ∈ H−α and ϕ ∈ Hβ0 .
Assume that β > α, then one can deﬁne the multiplication Bϕ as a distribution in
the sense that for any ψ ∈ C∞0 (0, 1)
〈Bϕ,ψ〉 = 〈B,ϕψ〉
Moreover, if β − α/2 > 1/4, we have
|〈Bϕ,ψ〉| = |〈B,ϕψ〉| ≤ ‖B‖H−α‖ϕψ‖Hα . ‖B‖H−α‖ϕ‖Hβ‖ψ‖Hβ
where the last estimate follows from the following Lemma. Therefore the desired
estimate (C.3) holds. 
Lemma C.4. Let α, β and γ be positive exponents such that min(α, β) > γ and
α+ β > γ+1/2. Then, if ϕ ∈ Hα and ψ ∈ Hβ, the product ϕψ belongs to Hγ and
‖ϕψ‖Hγ . ‖ϕ‖Hα‖ψ‖Hβ .
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Proof. The proof can be found in [15, Theorem 6.18]. 
Lemma C.5. Let A ∈ H1(0, 1) and let f ∈ L2(0, 1). Set B = A2−A′. Then there
exits a unique solution u ∈ H10 (0, 1) solving the problem
(C.4)
(−∂2t +B)u = f on (0, 1),
u(0) = u(1) = 0.
Moreover, it holds that
(C.5) ‖u‖H2(0,1) ≤ C‖f‖L2(0,1),
and (−∂2t +B)−1 is a trace-class operator on L2(0, 1).
Proof. Let G0(s, t) be the Dirichlet Green’s function of −∂2t on (0, 1). In fact,
G0(s, t) = s(1 − t) ∧ t(1 − s) for all s, t ∈ [0, 1]. From Green’s ﬁrst identity, it is
easy to observe that a solution u ∈ H10 (0, 1) solving (C.4) is a solution u ∈ L2(0, 1)
that solves the Lippmann-Schwinger integral equation
(C.6) u(t) +
∫ 1
0
G0(t, s)B(s)u(s)ds =
∫ 1
0
G0(t, s)f(s)ds
and vice versa. Now we apply the Fredholm alternative theorem to prove the
existence and uniqueness of solution to (C.6). First the operator
(T u)(t) := (−∂2t )−1(Bu)(t) =
∫ 1
0
G0(t, s)B(s)u(s)ds
is compact from L2(0, 1) to itself. There are several ways to prove this, but the
simplest argument is perhaps the observation that T is bounded from L2(0, 1) to
W 1,∞(0, 1). Indeed, since G0(t, ·) ∈ W 1,∞(0, 1) for any t ∈ [0, 1], we can apply
Cauchy-Schwarz inequality twice to get
(C.7)
‖T u‖W 1,∞(0,1) ≤ sup
t∈[0,1]
‖G0(t, ·)‖W 1,∞(0,1)‖Bu‖L1(0,1)
≤ sup
t∈[0,1]
‖G0(t, ·)‖W 1,∞(0,1)‖B‖L2(0,1)‖u‖L2(0,1).
Then the compactness of T follows from the compact embedding W 1,∞(0, 1) →֒
L2(0, 1). We are left to show the uniqueness of (C.6) or equivalently (C.4). To see
this, setting f = 0, we multiply the equation (C.4) by u, integrate, use Green’s ﬁrst
identity and get
0 =
∫ 1
0
u′(t)2dt+
∫ 1
0
(A2(t)−A′(t))u2(t)dt
=
∫ 1
0
u′(t)2dt+
∫ 1
0
A2(t)u2(t)dt + 2
∫ 1
0
A(t)u(t)u′(t)dt
=
∫ 1
0
(u′(t) + A(t)u(t))2dt.
Therefore we should have u′(t) = −A(t)u(t). The only solution to this equation
with the Dirichlet boundary conditions is zero. Hence by the Fredholm alternative
theorem, the integral equation (C.6) has a unique solution in L2(0, 1). Then the es-
timate (C.5) follows from (C.7), (C.6) and estimate that ‖Rf‖H2(0,1) ≤ C‖f‖L2(0,1)
where
(Rf)(t) =
∫ 1
0
G0(t, s)f(s)ds.
Finally observe that
(−∂2t +B)−1 =
(
I + (−∂2t )−1B
)−1
(−∂2t )−1 =
(
I + T )−1(−∂2t )−1.
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Then it follows from the fact that (−∂2t )−1 is a trace-class operator on L2(0, 1) and
the boundedness of (I + T )−1 that (−∂2t +B)−1 is trace-class.

Remark C.6. Lemma C.5 can be easily extended to the matrix-valued case. More
precisely, assume that A ∈ H1(0, 1) and A(t) is a symmetric matrix for any t ∈
[0, 1]. Let B = A2−A′. Then the inverse of the matrix-valued Schro¨dinger operator
(−∂2t +B)−1 is bounded from L2(0, 1) to H2(0, 1) and is a trace-class operator on
L2(0, 1). 
The next lemma discusses some properties of approximation by convolution.
Lemma C.7. Let K ∈ C∞0 (R) such that K ≥ 0 and
∫
R
K = 1. Denote by
Kε(·) = ε−1K(x/ε). Suppose that f ∈ L1(R) and define Kεf = Kε ∗ f . Then
Kεf ∈ L1(R) ∩ C∞(R). Moreover, we have
(C.8) Kεf → f in L1(R)
and
(C.9) ‖Kεf‖H1(R) ≤ Cε−
3
2 ‖f‖L1(R).
Proof. The property (C.8), often termed as the approximation of identity in  L1(R),
has been proved in many books, e.g. [7]. We now show that Kεf ∈ H1(R) and
that (C.9) is valid. This can be seen from the observation that
‖Kεf‖2H1(R) = ‖Kεf‖2L2(R) + ‖K′εf‖2L2(R)
= ‖ε−1K(·/ε) ∗ f‖2L2(R) + ε−2‖ε−1K ′(·/ε) ∗ f‖2L2(R)
≤ ε−1‖K‖2L2(R)‖f‖2L1(R) + ε−3‖K ′‖2L2(R)‖f‖2L1(R) ≤ Cε−3‖f‖2L1(R).
Note that we have used Young’s inequalities in the penultimate inequality. 
We continue to adapt Lemma (C.7) to matrix functions deﬁned on a bounded
domain. For this purpose, we deﬁne two useful operators. Given a function f ∈
L1(0, 1), we deﬁne its extension
Ef(x) :=
{
f(x) if x ∈ (0, 1)
0 otherwise .
Conversely, for a function g ∈ L1(R), we deﬁne the restriction Rf := f |(0,1). Like-
wise, we can deﬁne the convolution, extension or restriction of a matrix function
through entry-wise operations. The following lemma concerns the convolution ap-
proximation of matrix-valued functions.
Lemma C.8. Let A ∈ L1a(0, 1). Define
(C.10) K˜εA := R (Kε (E(A − a · Id)) + a · Id) .
Then K˜εA ∈ H1a(0, 1). Moreover, K˜εA→ A in L1(0, 1) and ‖K˜εA‖H1(0,1) ≤ Cε−
3
2
with the constant C depending on A and a.
Proof. First it follows from Lemma (C.7) that K˜εA ∈ H1(0, 1). To show K˜εA ∈
H1a(0, 1), it suﬃces to show Kε (E(A− a · Id)) is positive semi-deﬁnite. Indeed, for
any ﬁxed x ∈ Rd,
xTKε
(E(A− a · Id))x = Kε (E(xT (A− a · Id)x))
= Kε(·) ∗ E
(
xT (A(·)− a · Id)x
) ≥ 0
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where we have used the assumption that A(·) − a · Id is positive semi-deﬁnite a.e.
on (0, 1). Next from Lemma (C.7) and the fact that E(A−a ·Id) ∈ L1(R), we have
‖K˜εA−A‖L1(0,1) = ‖R
(Kε (E(A− a · Id))− E(A− a · Id)) ‖L1(0,1)
≤ ‖Kε
(E(A− a · Id))− E(A− a · Id)‖L1(R) → 0.
By similar arguments one can show that ‖K˜εA‖H1(0,1) ≤ Cε− 32 . 
Finally the following Mazur’s Lemma is useful to obtain a strong convergent
subsequence from a weakle convergent sequence. The proof can be found in [6,
Corollary 3.8].
Lemma C.9. (Mazur’s lemma) Let X be a Banach space and let {un}n∈N be
a sequence in X that converges weakly to u ∈ X. Then there exists a sequence
{uj}j∈N defined by the convex combination of {un}n∈N, namely
(C.11) uj =
N(j)∑
n=1
αj,nun, αj,n ∈ [0, 1],
N(j)∑
n=1
αj,n = 1,
such that uj converges to u strongly in X.
Appendix D. Proof of Proposition 4.4
We ﬁrst show the liminf inequality. Suppose that {mε} ⊂ H1±(0, 1) and that
mε → m in L1(0, 1), we want to prove that E(m) ≤ lim infε→0 Eε(mε). We may
assume that lim infε→0Eε(mε) <∞ since otherwise there is nothing to prove. Let
{εn} and {mn} ⊂ H1±(0, 1) be subsequences such that εn → 0 and that
lim
n→∞
Eεn(mn) = lim inf
ε→0
Eε(mε) <∞.
By Lemma 4.3, m ∈ BV(0, 1; E ) and one can extract a further subsequence (with-
out relabeling) such that mn(t) → m(t) a.e. t ∈ (0, 1). It is suﬃcient to deal with
the case where m only has a single jump at τ ∈ (0, 1), i.e.
(D.1) m(t) =
{
m(τ−), if t ∈ (0, τ),
m(τ+), if t ∈ [τ, 1).
Let 0 < t1 < τ < t2 < 1 and mn(t1)→ m(t1) = m(τ−),mn(t2)→ m(t2) = m(τ+).
Deﬁne m˜n = mn(ε
−1
n (t− (t1 + t2)/2)). Then it follows from the equality (4.5) that
lim
n→∞
1
4
∫ t2
t1
εn
∣∣m′n(t)∣∣2 + 1εn ∣∣∇V (mn(t))∣∣2dt
= lim
n→∞
1
4
∫ t2−t1
2εn
t1−t2
2εn
|m˜′n(t)|2 + |∇V (m˜n(t))|2dt
≥ inf
T,m
{1
4
∫ T
−T
|m′(t)|2 + |∇V (m(t))|2dt : T > 0,m ∈ H1(−T, T ) and
m(−T ) = x−,m(T ) = x+
}
= Φ(m(τ−),m(τ+)).
Similarly, taking into account that mn satisﬁes the end point conditions, one can
obtain
lim
n→∞
1
4
∫ t1
0
εn
∣∣m′n(t)∣∣2 + 1εn ∣∣∇V (mn(t))∣∣2dt ≥ Φ(x−,m(0+))
and
lim
n→∞
1
4
∫ 1
t2
εn
∣∣m′n(t)∣∣2 + 1εn ∣∣∇V (mn(t))∣∣2dt ≥ Φ(m(1−), x+).
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Therefore the liminf inequality E(m) ≤ lim infε→0 Eε(mε) follows.
Now we prove the limsup inequality, and again it suﬃces to consider m deﬁned
by (D.1). According to Remark 4.2, for any small η > 0, there exists T > 0 and
mi ∈ H1(−T, T ), i = 1, 2, 3 such that
m1(−T ) = x−,m1(T ) = m(0+) and JT (m1) ≤ Φ(x−,m(0+)) + η/3,
m2(−T ) = m(τ−),m2(T ) = m(τ+) and JT (m2) ≤ Φ(m(τ−),m(τ+)) + η/3,
m3(−T ) = m(1−),m3(T ) = x+ and JT (m3) ≤ Φ(m(1−), x+) + η/3.
Then for ε > 0 small enough, we deﬁne the recovery sequence
mε(t) =

m1
(−T + ε−1t) if t ∈ (0, 2εT ),
m(0+) if t ∈ (2εT, τ − εT ),
m2
(
ε−1(t− τ)) if t ∈ (τ − εT, τ + εT ),
m(1−) if t ∈ (τ + εT, 1− 2εT ),
m3
(
ε−1(t− 1) + T ) if t ∈ (1− 2εT, 1).
It is clear that mε ∈ H1±(0, 1) and mε → m in L1(0, 1) as ε→ 0. Furthermore, we
have
lim sup
ε→0
Eε(mε)
= lim sup
ε→0
{
1
4
∫ 1
0
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt
}
= lim sup
ε→0
{1
4
∫ 2εT
0
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt
+
1
4
∫ τ+εT
τ−εT
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt+ 1
4
∫ 1
1−2εT
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt
}
≤ Φ(x−,m(0+)) + Φ(m(τ−),m(τ+)) + Φ(m(1−), x+) + η.
Since η is arbitrary, the limsup inequality follows.
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