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ABSTRACT 
Matrix multiplication is one of the important 
operations in scientific and engineering 
application. However, it is also one of the 
operations that are time consuming. Continuous 
researches have been conducted to improve this 
operation. One of the alternatives is to have the 
operation performed in parallel. However, these 
types of algorithms often carried out on 
expensive supercomputers or multiprocessing 
systems. With the advancement of personal 
computers and networking, the use of network of 
computers has become an advantage to the 
computing community. Although programming 
in such environment is relatively harder 
compared to that of in shared memory 
multiprocessing environment, its advantages 
outweigh its complexity. In this paper, we 
introduce the concept of Network of Computers 
(NOW) or Cluster computing and present its 
advantages. We discuss matrix-multiplication 
algorithm and highlight one of the parallel 
matrix--multiplication algorithms. We present the 
comparison in terms of speed between serial 
algorithm and the parallel algorithm when we 
run them on our cluster. We end our discussion 
by outlining our future works. 
Keyword: Matrix-Multiplication, Parallel 
Computing, Cluster. 
1.0 INTRODUCTION 
Matrix multiplications are used in many 
applications in scientific or high performance 
computing. Some of the applications are signal 
and image processing, weather prediction, and 
finite element analysis [7]. These applications 
often need more computing power than a 
sequential computer can provide. One way to 
provide the need to these types of computational 
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intensive applications is to use super computers or 
massively parallel systems. However, the cost of 
these machines often burdens many organizations 
such as universities and research institutions. 
A viable and cost-effective alternative solution is 
to connect an existing cheaper computers using 
iast network connection. This pool of computers 
is known its Network of Workstations (NOW) or 
Cluster of Workstations (COW). The use of 
cluster of workstations to solve large and long 
running-tirne scientific problems has been the 
focus of today high performance computing. 
These autonomous computing units, which we 
called nodes and interconnected using high 
broadband Local Area Networks (LAN), provide 
a good infrastructure for parallel computing, 
hence support the above needs. There are few 
factors that spurred the idea of using cluster of 
workstations. Firstly, workstation has a large 
memory arid significant computing power, which 
can be combined to tackle large scientific 
application. Secondly, the availability of new 
programming systems such as PVM, MPI, 
E:xpress and Linda have made it easier to program 
in such heterogeneous environment. 
IJsing NOW for computing needs a different 
programming paradigm. A parallel programming 
technique has to be used in order to spread the 
task into number of processes that can be handled 
simultaneously. One has to redesign the 
sequential program so as to take the advantages of 
parallel computing. Writing a parallel computing 
on super computer and massively parallel system 
is said to tie much easier compared to writing a 
parallel program on NOW. In NOW, one has to 
use a message-passing technique compared to 
using shared memory in the case of 
supercomputer or massively parallel system. 
In this paper, we show the block cyclic technique 
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in resolving matrix-matrix multiplication 
problem. We start by describing the concept of 
NOW and its parallel programming requirements. 
We also discuss about our cluster which we have 
used. We explain in detail the parallel algorithm 
of matrix-multiplication and analyze its 
complexity. Next, we show the comparison in 
speed of a sequential algorithm verses the parallel 
algorithm. We present the graph showing the 
speed when different sizes of matrix are used and 
also performance increase when we add more 
nodes to the cluster. 
2.0 NETWORK OF WORKSTATIONS 
A network of workstations or a cluster is a 
collection of interconnected stand-alone 
computers that can be made to work together as 
single, integrated computing resources. The 
typical architecture [4] of a cluster is shown in 
figure 1 .  
Sequential Applicntiiina Parallel Prirnrdmmine Eniirirnment 
Fioire I Cluster comlruter architecture 
Interconnection network provides mechanism for 
data transfer among processing nodes or among 
processor and memory modules. A wide variety 
of network topologies has been used in 
interconnection network such as Bus-Based, 
Crossbar, Multistage, Star-connected and Mesh 
network, to name a few. Perhaps the simplest is 
Bus-Based Neturork which consists of shared 
transmission medium that is common to all nodes. 
Some of the desirable properties [5] of this 
network are:- 
i) The cost of the network scales linearly as 
the number of nodes. 
ii) The distant between any two nodes in 
network is constant (0( 1)). 
iii) Little overhead associated with 
broadcasting, hence ideal for 
broadcasting information among nodes 
due to shared medium. 
One of the major overheads in the execution of 
parallel programs arises from communication of 
information between nodes. The cost of 
transferring a message between two nodes on a 
network is given by: 
Where t.\. are a startup time and t , ,  is the time 
taken by the message to traverse the network to 
its destination. The detail discussion on 
communication time can be found in chapter 2 of 
PI. 
The cluster middleware is responsible for offering 
an illusion of a unified system image and 
availability infrastructure. In can be in the form of 
hardware such as DEC Memory Channel and 
hardware DSM(Distributed Shared Memory). In 
the form of Operating System or Gluing Layer, 
we have Solaris MC and GLUnix as an example. 
I t  can be also in the form of application and 
subsystems system management tools, software 
DSM, parallel file system etc. 
Programming environment offers portable, 
efficient, and easy-to-use tools for development 
of application. This includes message passing 
libraries such as PVM, MPI, Express and Linda. 
In this experiment we build an adhoc cluster 
consists of 1 Compaq notebook and 5 Pentium I 1 1  
Serindit computers connected through 1 OOMbps 
Ethernet using TCP/IP protocol. Serindit is our 
university own assembled computers. Each of the 
nodes is iiistalled with Linux operating system. 
We configured the Compaq notebook as a server 
and use others as clients. We did not use special 
cluster middleware but we configure the Linux 
operating system remote procedure call (rpc) so 
that a process can spawn and execute other 
process on the clients. We use PVM as our 
parallel programming environment which 
provides message passing mechanism among 
nodes. Our applications are written using C 
programming language. 
3.0 PARAILLEL MATRIX- 
M U LT I P L, I CAT I 0  N A LGO R IT H M 
The dot product of two matrices is computed by 
multiplying the corresponding elements of two 
vectors and adding the results. Thus, the 
computation of each single element in the matrix 
product re'quires the use of the entire row of 
matrix A and the entire column of matrix B. 
Sequential code for computing the product of two 
matrices shown in the figure, is said to have a 
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complexity of O(n3) [5,9], since for each element 
C,! of C. We must compute 
k=O 
Due to their regular structure, parallel 
computations involving matrices lend themselves 
to data-decomposition techniques. The 
decomposition may be induced by partitioning the 
input, the output, or the intermediate data. 
Procedure mat rix-mult  ( A ,  B ,  C )  
begin 
f o r  i :=  0 t o  n - 1  do 
f o r  j :=  0 t o  n - 1  do 
begin  
C[i,j] : =  0; 
f o r  k :=  0 t o  n - 1  do 
C [ i , j ]  : =  C[i,j] + 
“ ,kI  * “ , k l  
end 
end mat rix-mult  
Sequential Algorithm 
for Matrix Multiplication 
3.1 One-Dimensional Data-Partitioning 
In this first parallel algorithm we use what is 
called 1 -dimensional row data blocking. To 
compute one row of C, we need one row of A ,  and 
an entire matrix B (see figure 2). 
A B C 
Figure 2 : 1 Dimensional Blocking by Row 
This algorithm multiplies two n x n matrices by 
spawning n numbers of processes. Each process 
will have one row’ of A ,  entire matrix B, and will 
compute one row of C. If there are p numbers of 
node that equal to n numbers of processes, this 
mean each process will execute on one node that 
have a complete matrix of B in their memory. 
However, this is not always the case. Often we 
have p far lesser than n. In this case, more than 
one process will be running in any one node 
which means that each node will hold more than 
one copies of complete matrix B. 
To overcome this. we group numbers of rows in 
block so that we will have p number of blocks. 
Each block will have n/p numbers of rows. With 
this, the algorithm will only need to spawn p 
number of  processes, each on one node that will 
compute one block of rows of C. This mean only 
one copies of matrix B is needed for each node. 
For the purpose of this paper, we use p=lO for 
different sizes of matrix n=ZOO, 500 and 1000. 
We run this program on our cluster using different 
number of nodes. 
3.2 Two-Dimensional Data Partitioning 
,4 bad partitioning method will lead to excessive 
data requirements at the processors. For example, 
1 -D partitioning above will cause each processor 
need a full copy of the matrix B. If each processor 
computes a single row and single column of C, 
then each processor will need full copies of both 
A and B. 
To minim:ize the amount of data needed at each 
processor in the cluster, the best technique is to 
partition C into a two-dimensional array of square 
partitions as shown in figure 3.  There are many 
variance o f  algorithm that manipulates data in this 
fashion [ l ,  2, 3, 111. In this experiment, we used 
Canon’s algorithm [ 5 ] .  
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Figure 3 : 2 Dimensional Blocking by Row 
The n x n matrix is divided into an fix 6 
array of square partitions. Each partition will have 
(. / f i > 2  elements. The rows and columns of 
the partitions for p=9 are labeled as shown in 
figure 3.  The computation of each partition of C 
can be assigned to a different process. Each 
process that responsible for computing partition 
C,/ will require access to the corresponding row 
partitions of i and column partitions o f j ,  of the 
matrices A and B. 
Instead of duplicating data in matrices A and B, 
the partitions will be split among p processes 
which we label as poO to pmm where m = fi. 
Initially, process p, /  will be assigned partition A,, 
and B,, to compute C,/. Since each process p,/ need 
3 
all f i  submatrix Alk and B ,  (where 0 5 k < 
-JP ), it is possible to schedule the computations 
ofp,, such that, at any given time, each process is 
using a different Alk and B , .  These blocks can 
systematically rotate so that no process holds 
more than one block of each matrix at any time. 
This will reduce the memory requirement of the 
algorithm. 
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The first communication step of the algorithm 
aligns the blocks of A and B in such a way that 
each process multiplies its local submatrices. 
Figure 4(a) and (b) shows this alignment where 
matrix A by shifting all submatrices A ,  to the left 
(with wraparound) by i steps and matrix B by 
shifting all submatrices B,  upward (with 
wraparound) b y j  steps. 
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Figure 4 : The communication steps in Cannon's algorithm on 9 processes 
Figure 4(c) shows the blocks of A and B after the 
initial alignment, when each process is ready for 
the first submatrix multiplication. After each 
submatrix multiplication steps, each block of A 
moves one step left and each block of B moves 
one step up for sequence of -JP . 
3.3 Performance Analysis 
The two-dimensional matrix-multiplication 
involve the two initial alignment of matrices A 
and B (figure 4a and b) and -JY single-step 
shifts in the compute-and-shift phase(figure 4c, d 
and e). If we apply communication model ( l ) ,  the 
two initial shift operations require a total time of 
t ,  + t ,  (n / 6). Thus the total communication 
time is 
(4) 
Since each process performs -JP multiplications 
of (,7 6). (. ,)submatrices, the total 
time that each process spends in computation is 
. 'Thus, the approximate overall parallel 
run time of this algorithm is 
/ 
7 7 
n" nL TP = - + 2Jpt ,y  + 2t,, - 
P JF 
4.0 FINDING 
'The first graph (figure 5) shows the performance 
comparison between serial algorithm and 1 -D 
parallel algorithm in terms of time completion 
with different matrix size NxN.  
I t  shows that to gain the benefits of parallel 
computing, the size of jobs must be big enough. 
For big matrix size, there is tremendous different 
in completion times. 
The second graph shows the completion time 
using different number of processors and different 
matrix sizes. Increase number of nodes will 
increase the speed of the program. 
Each of the -JP single-step shifts in the 
compute-and-shift phase takes time 
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Figure 6: Parallel I - D  Algorithm 
5.0 FUTURE WORK 
What we shows just a simple experiment of 
parallel algorithm. There are other many 
numerical application that can be rewritten to take 
the advantages of this cluster of workstations. 
Matrix-multiplication often used in long-running 
scientific application. When this application runs 
on cluster, there is high possibility of any node to 
fail. Failure of any node may cause the whole 
application aborted. To avoid rerunning of this 
application, some fault-tolerance mechanisms 
have to be included. We will extend this 
algorithm to include a technique called 
Algorithm-Based Fault-Tolerance (ABFT) [S]. 
6.0 CONCLUSION 
With the advancement of networking and the 
availability of existing computer, parallel 
computing can become a good paradigm to 
speedup mathematical and statistical problem. We 
have shown that the parallel computing on NOW 
can increase the performance of matrix- 
multiplication problem. 
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