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vRE´SUME´
L’analyse des protocoles de se´curite´ pre´sentant un comportement probabiliste et non
de´terministe ne´cessite, afin d’e´valuer les proprie´te´s probabilistes, l’introduction d’un objet
appele´ ordonnanceur re´solvant tout le non de´terminisme existant dans le mode`le. La se´curite´
des protocoles e´tant e´value´e dans un environnement hostile, il est tout naturel que l’ordon-
nanceur soit conside´re´ sous le controˆle de l’adversaire ayant le controˆle complet de tout le
re´seau de communications. Cette conside´ration confe`re ge´ne´ralement une puissance trop forte
a` l’adversaire du fait que certains choix re´sultent des actions internes devant rester invisibles
a` l’adversaire. Nous proposons une me´thode de restriction des ordonnanceurs base´e sur la re-
lation d’e´quivalence observationnelle de´finie sur l’ensemble des actions du protocole mode´lise´
sous-forme de processus de de´cision markovien (MDP) en de´finissant deux niveaux d’ordon-
nancement. L’ordonnanceur interne ou coope´ratif re´sout a` l’avance le non de´terminisme entre
les actions observationnellement e´quivalentes avec une distribution de probabilite´s uniforme
et le reste du non de´terminisme dans le mode`le est re´solu par les ordonnanceurs externes
mode´lisant ceux conside´re´s sous le controˆle de l’attaquant lors de l’analyse du protocole.
Nous imple´mentons ensuite cette me´thode dans le model checker PRISM en utilisant des
algorithmes base´s sur les structures de donne´es symboliques tout en pre´servant les fonction-
nalite´s initiales de PRISM. Enfin, nous illustrons notre me´thode par des e´tudes de cas de
protocoles de se´curite´, le protocole de dˆıner de cryptographes de David Chaum et le protocole
de signature de contrat de Michael Rabin.
Mots-cle´s : Protocole de se´curite´, syste`me probabiliste, non de´terminisme, ordonnanceur,
processus de de´cision markovien, model checking probabiliste, diagramme de de´cision.
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ABSTRACT
Analysis of security protocols which exhibit both probabilistic and non-deterministic be-
havior require an object called scheduler to solve all non-determinism in the model for eval-
uating probabilistic properties. In the context of analysis of security protocols running into
a hostile environment, it’s quite natural to consider the scheduler to be under control of
the adversary having full control of all the communications network. This assumption gives
the adversary an unreasonably strong power of the fact that certain choices result from
internal actions which must remain invisible to the attacker. We propose a method for lim-
iting the power of the schedulers based on an observational equivalence relation defined on
the actions set of the protocol modeled as Markov decision process (MDP) by defining two
levels of scheduling. A (static) internal or cooperative scheduler resolves uniformly the non-
determinism over observationally equivalent actions and the remaining non-determinism in
the model is resolved by external or adversarial schedulers which model partial capabilities of
the adversary during the security analysis of the protocol. We then implement our method
in PRISM model checker by using algorithms based on symbolic data structures and by pre-
serving basic functionalities of PRISM. Finally we illustrate our idea by applying the method
on David Chaum’s dining cryptographers protocol and Michael Rabin’s probabilistic contract
signing protocol.
Keywords: Security protocol, probabilistic system, non-determinism, scheduler, Markov
decision process, probabilistic model checking, decision diagram.
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1CHAPITRE 1
INTRODUCTION
La se´curite´ de l’information est devenue primordiale avec l’essor de plus en plus gran-
dissant des technologies de l’information qui accroˆıt la de´pendance de notre socie´te´ a` des
e´changes d’informations par ordinateurs. Les informations sensibles telles que les nume´ros
de cartes de cre´dit, les informations me´dicales, les informations de vote, etc. transitent tous
les jours sur l’Internet qui s’est impose´ au fil des anne´es comme un outil incontournable de
communication et d’e´change. Malheureusement, malgre´ que l’Internet soit un outil pratique,
il pre´sente des faiblesses de taille en matie`re de se´curite´. Les e´changes sur Internet s’effec-
tuant a` travers des canaux non se´curise´s, les personnes ou organisations malveillantes peuvent
profiter de ces failles pour intercepter les nume´ros de cartes de cre´dit, voler les informations
prive´es, modifier les votes, etc. Ces informations doivent donc eˆtre prote´ge´es ade´quatement.
L’efficacite´ d’un syste`me offrant des me´canismes de protection est relative aux re´ponses que
le concepteur donne aux questions suivantes : “Quel(s) objectif(s) le syste`me est-il suppose´ at-
teindre en terme(s) de se´curite´ ?”, “le syste`me assure la se´curite´ contre qui ou contre quoi ?”.
La premie`re question ne´cessite de spe´cifier les proprie´te´s que le syste`me doit satisfaire et
la seconde exige de de´finir un mode`le permettant de spe´cifier l’interaction de tous les com-
posants du syste`me et de l’environnement ainsi que les menaces conside´re´es. La de´finition
d’un mode`le muni d’une se´mantique bien de´finie nous permet de ve´rifier formellement les
proprie´te´s de se´curite´ vis-a`-vis du syste`me et son contexte.
1.1 Proprie´te´s de se´curite´ et protocoles de se´curite´
Dans cette section, nous pre´sentons les principales proprie´te´s de se´curite´ qui sont ge´ne´ra-
lement de´sirables lors des communications a` travers les re´seaux puis nous allons essayer de
donner une de´finition informelle d’un protocole de se´curite´. Les proprie´te´s de se´curite´ peuvent
se regrouper en six grandes cate´gories :
• Confidentialite´ : C’est la mieux connue et la plus de´sire´e des proprie´te´s de se´curite´.
Elle assure qu’une personne non autorise´e ne puisse prendre connaissance d’une infor-
mation sensible devant rester secre`te. Nous pouvons citer comme exemples les nume´ros
de cartes de cre´dit ou les informations me´dicales qui doivent toujours rester secrets
durant des transactions e´lectroniques.
2• Authenticite´ : Cette proprie´te´ assure que l’origine d’une information est identifie´e. Par
exemple lors du te´le´chargement d’une application sur Internet, il faut toujours s’assurer
que l’application provient d’une source de confiance et qu’elle n’a pas e´te´ remplace´e par
une application malveillante qui usurpe son identite´. Dans certains cas l’authenticite´
doit eˆtre de´pendante du temps, c.-a`-d. que chaque message doit avoir une dure´e de vie
pour e´viter que des messages pe´rime´s puissent eˆtre re´envoye´s.
• Inte´grite´ : Cette proprie´te´ assure que les donne´es contenues dans un message sont
comple`tes et exactes apre`s que ce message ait transite´ d’un expe´diteur vers un re´ce´pteur.
L’inte´grite´ doit alors eˆtre maintenue afin de pre´venir toute falsification du message par
des intrus.
• Non-re´pudiation : Elle assure qu’une personne ne peut nier eˆtre l’auteur d’un mes-
sage qu’elle a envoye´ ou le re´cipiendaire d’un message qu’elle a rec¸u durant un e´change.
Conside´rons l’exemple d’un achat d’une application logicielle sur Internet. Cette pro-
prie´te´ assure que l’acheteur ne peut frauduleusement nier avoir rec¸u la bonne applica-
tion.
• Anonymat : L’anonymat est une proprie´te´ permettant de garantir qu’un re´cepteur
d’un message ou n’importe quel observateur ne puisse connaˆıtre l’identite´ de l’auteur
du message. Cette proprie´te´ doit eˆtre garantie par exemple par les syste`mes de vote
e´lectronique afin d’e´viter une quelconque infe´rence possible entre un e´lecteur et son
vote.
• E´quite´ : Cette proprie´te´ est indispensable pour une transaction entre personnes ou en-
tite´s ne se faisant pas confiance afin de pre´venir toute situation d’arnaque. Elle assure
par exemple que lors d’une signature de contrat e´lectronique, il ne puisse pas y avoir
une telle situation ou` une fois qu’un des participants rec¸oit un contrat signe´ par l’autre
partenaire, il refuse d’envoyer le contrat portant sa signature.
Afin d’assurer ces diffe´rentes proprie´te´s de se´curite´, des me´canismes associe´s a` des outils
cryptographiques tels que les fonctions de chiffrement/de´chiffrement, les fonctions de hachage
cryptographiques ou les signatures digitales doivent eˆtre mis en oeuvre. Nous assumons que
le lecteur connaˆıt quelques notions de la cryptographie. Toutefois, le lecteur inte´resse´ peut
consulter les de´tails sur les techniques cryptographiques dans Stallings (2002).
Nous de´finissons les protocoles de se´curite´ ou protocoles cryptographiques comme e´tant des
petites applications distribue´es utilisant des primitives cryptographiques afin d’assurer les
proprie´te´s de se´curite´ dans n’importe quel environnement hostile. La fiabilite´ de tels syste`mes
3de´pend de l’efficacite´ des techniques d’analyse et de validation utilise´es. Nous nous inte´ressons
particulie`rement aux me´thodes formelles sur lesquelles repose notre me´moire.
1.2 Me´thodes formelles et adversaire a` la Dolev-Yao
Les syste`mes exigeant une haute fiabilite´ comme les syste`mes de navigation des avions
ou engins spatiaux, les protocoles de se´curite´ assurant les transactions bancaires, etc. sont
difficiles a` e´valuer en utilisant des techniques classiques de test ou de simulation. Les tech-
niques de ve´rification formelle sont utilise´es afin de garantir un haut degre´ de fiabilite´ de tels
syste`mes. Ces techniques base´es sur les mathe´matiques assurent une ve´rification rigoureuse
et comportent trois e´tapes essentielles :
• Mode´lisation du syste`me : La mode´lisation est incontestablement la premie`re e´tape
dans la ve´rification formelle. Elle consiste a` re´pondre a` la question suivante :“Com-
ment repre´senter formellement le syste`me a` analyser ?”. La re´ponse a` cette question
consiste a` convertir un syste`me re´el en un mode`le mathe´matique en utilisant des objets
suffisamment expressifs de´crivant de fac¸on abstraite tous les aspects du syste`me. Plu-
sieurs familles de mode`les formels existent dont les mode`les ope´rationnels parmi lesquels
les automates (LTS (Labeled Transition System) de Keller (1976), IOA (Input/Output
Automata) de Lynch et Tuttle (1989), PIOA (Probabilistic Input/Output Automata)
de Segala (1995), etc.) qui mode´lisent l’e´volution du syste`me en termes d’e´tats et de
transitions.
• Spe´cification des proprie´te´s : La spe´cification des proprie´te´s permet de re´pondre a` la
question : “Comment exposer les proprie´te´s que le syste`me doit satisfaire ?”. Re´pondre
a` cette question revient a` de´finir un formalisme permettant de de´crire les proprie´te´s des
syste`mes. Nous pouvons citer les logiques temporelles qui sont les plus populaires dans
la spe´cification des proprie´te´s des syste`mes mais aussi les e´quivalences de comportement
des syste`mes (simulation Milner (1989), bisimulation Park (1981), e´quivalence de traces
Hoare (1985), etc.).
• Validation : La validation prouve si oui ou non une spe´cification de proprie´te´ est ve´-
rifie´e sur un syste`me repre´sente´ par un mode`le. Cela revient a` re´pondre a` la question
suivante :“E´tant donne´e une repre´sentation d’un syste`me sous forme d’un mode`le, com-
ment pouvons-nous ve´rifier les diffe´rentes proprie´te´s que doit satisfaire le syste`me ?”.
Les techniques de ve´rification peuvent eˆtre manuelles ou comple`tement automatise´es.
Parmi les me´thodes automatisables, nous pouvons citer le model checking propose´ ini-
tialement par Clarke et Emerson (1984) et qui ve´rifie la validite´ de la proprie´te´ exprime´e
4en logique temporelle dans tous les e´tats du syste`me. Des outils automatise´s tels que
SPIN de Holzmann (1997), Murϕ de Mitchell et al. (1997) ou PRISM de Kwiatkowska
et al. (2002) utilisent cette approche de ve´rification.
Les me´thodes formelles se sont progressivement implante´es dans les processus de de´velop-
pement des applications industrielles. Les me´moires des ordinateurs n’e´tant pas illimite´es,
des techniques de repre´sentation symbolique et compacte utilisant les diagrammes de de´-
cision en l’occurrence des BDDs (Binary Decision Diagrams) Bryant (1986) et MTBDDs
(Multi-Terminal Binary Decision Diagrams) Fujita et al. (1997) permettent de faire face au
proble`me d’explosion combinatoire d’e´tats lors de l’analyse de grands syste`mes. L’application
des me´thodes formelles dans la ve´rification des syste`mes de se´curite´ est apparue depuis les
anne´es 80. Toutefois, le contexte de leur ve´rification est quelque peu diffe´rent des syste`mes
classiques car il doit tenir compte de l’environnement hostile dans lequel e´volue le syste`me.
Autrement dit, la proprie´te´ de se´curite´ doit rester valide sur le syste`me e´voluant dans n’im-
porte quel environnement.
L’environnement hostile suppose une entite´ malicieuse qui cherche a` casser la se´curite´ du
syste`me. Nous conside´rons le mode`le de l’adversaire de´crit par Dolev et Yao (1983) et qui
est assume´, avec quelques fois des extensions, par l’ensemble de la communaute´ utilisant les
me´thodes formelles dans la ve´rification des protocoles de se´curite´. Le mode`le a` la Dolev-
Yao suppose un adversaire ayant le controˆle complet de tout le re´seau de communications,
pouvant intercepter tous les messages, introduire de nouveaux messages a` partir de sa base
de connaissance, changer l’ordre des messages, etc.. L’adversaire est conside´re´ aussi comme
pouvant eˆtre n’importe quel participant parmi ceux implique´s dans l’e´change a` travers le
protocole. L’approche formelle dans les protocoles de se´curite´ consiste donc a` abstraire les
primitives cryptographiques en un syste`me formel de re`gles et a` faire l’hypothe`se de la cryp-
tographie parfaite en rejettant toute forme de cryptanalyse (c.-a`-d. il est impossible de de´-
chiffrer un message chiffre´ ou avoir connaissance des informations sur le message en clair a`
partir du message chiffre´ sans connaˆıtre la cle´ de de´chiffrement). Cette abstraction quoique
simplificatrice ouvre toujours la voie a` l’automatisation de l’analyse. Les autres techniques
que nous pouvons citer dans l’approche formelle sont les logiques de croyances et le theo-
rem proving Paulson (1989). Les logiques de croyances tels que la logique BAN Burrows
et al. (1990) permettent de de´duire les croyances des principaux participants au protocole
concernant l’origine et l’usage de l’information. La logique BAN est utilise´e pour de´terminer
lesquelles de ces croyances peuvent eˆtre de´duites a` partir d’une ide´alisation du protocole.
Ce mode`le ne dicte pas quelles croyances un protocole doit ve´rifier, c’est plutot a` celui qui
5analyse le protocole de de´cider lesquelles doivent eˆtre satisfaites et de de´terminer si le pro-
tocole permet de le garantir. Le theorem proving qui est une technique semi-automatique de
de´duction de preuves de the´ore`mes, peut e´galement eˆtre utilise´ pour ve´rifier les proprie´te´s de
protocoles de se´curite´. La technique repose sur les concepts de traces qui sont des e´ve´nements
qui surviennent sur le re´seau lors de l’exe´cution du protocole Giampaolo (2000). Le syste`me
et les proprie´te´s de se´curite´ sont exprime´s en logique mathe´matique donne´ par un syste`me
formel base´ sur un ensemble d’axiomes et de re`gles d’infe´rence. Les preuves de proprie´te´s
sont effectue´es par induction sur une trace ge´ne´rique du mode`le repre´sentant la proprie´te´ du
protocole. Des outils interactifs tels que Isabelle Paulson (1994) et HOL Gordon et Melham
(1993) supportent la mode´lisation inductive des protocoles en utilisant la logique d’ordre
supe´rieur. Diffe´rentes me´thodes de theorem proving sont discute´s en de´tail dans Gawanmeh
(2008).
Une autre approche utilise´e dans l’analyse des protocoles de se´curite´ est l’approche compu-
tationnelle Goldwasser et al. (1988) qui traite les primitives cryptographiques comme des
algorithmes ope´rant sur les chaˆınes de bits et l’adversaire comme une machine de Turing
ope´rant en temps polynomial. Cette approche traite correctement et efficacement les primi-
tives cryptographiques mais malheureusement les preuves de se´curite´ sont souvent manuelles
et tre`s difficiles a` ve´rifier.
1.3 Probabilite´ vs. non de´terminisme
Certains protocoles de se´curite´ utilisent des me´canismes ale´atoires pour atteindre leurs
objectifs de se´curite´. De tels protocoles sont appele´s des protocoles de se´curite´ probabilistes.
La validation des protocoles de se´curite´ probabilistes exige alors un formalisme permettant
de repre´senter l’aspect probabiliste de ces syste`mes. Ce formalisme doit e´galement eˆtre ca-
pable de mode´liser le non de´terminisme. La notion de non de´terminisme est essentielle pour
mode´liser les phe´nome`nes tels que :
• Les actions que l’environnement peut exercer sur le syste`me ;
• La liberte´ d’imple´mentation du syste`me ;
• La concurrence entre processus (entite´s) du syste`me ou` le choix d’un processus effec-
tuant une action est libre.
Pour e´claircir la diffe´rence entre les notions de probabilite´ et de non de´terminisme, conside´rons
l’exemple de jet d’une pie`ce de monnaie de la Figure 1.1. Cet exemple montre les probabilite´s
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Figure 1.1 Jet d’une pie`ce de monnaie.
de voir apparaˆıtre les e´ve´nements Pile ou Face selon que la pie`ce jete´e est e´quitable ou biaise´e.
La probabilite´ de choisir une quelconque pie`ce (e´quitable ou biaise´e) n’e´tant pas connue, cette
situation est mode´lise´e par le non de´terminisme. Sans e´liminer ce non de´terminisme, il est
impossible de donner par exemple la probabilite´ exacte associe´e a` l’e´ve´nement Pile mais nous
pouvons affirmer que la probabilite´ de voir apparaˆıtre Pile est situe´e entre 1
2
et 2
3
(c.-a`-d. dans
l’intervalle [1
2
,2
3
]). Afin de pouvoir e´valuer les proprie´te´s probabilistes sur de tels syste`mes,
il faut d’abord e´liminer tout le non de´terminisme pre´sent dans le mode`le graˆce a` un objet
appele´ ordonnanceur.
1.4 Approches de ve´rification des syste`mes probabilistes
Plusieurs techniques sont propose´es dans la litte´rature pour la ve´rification de syste`mes
probabilistes. Des algorithmes de model checking probabilistes ont e´te´ propose´s dans Baier
et Kwiatkowska (1998); Bianco et de Alfaro (1995) et e´tendent l’algorithme de Clarke et
Emerson (1984) en y inte´grant les me´canismes ale´atoires. La technique prend un mode`le
exprime´ sous-forme d’un syste`me de transitions et d’une formule exprime´e en logique tem-
porelle probabiliste puis retourne le re´sultat de ve´rification sous forme d’un ensemble d’e´tats
satisfaisant la formule. Diffe´rents model checkers probabilistes ont e´te´ propose´s (p.ex. PRISM
Kwiatkowska et al. (2002), ETMCC (Erlangen-Twente Markov Chain Checker) Hermanns
et al. (2000), MRMC (Markov Reward Model Checker) Katoen et al. (2005), YMER Etessami
et al. (2005), VESTA Sen et al. (2005)). Une e´tude comparative des ces diffe´rents outils est
expose´e dans Oldenkamp (2007). Parmi tous ces outils, notre choix a porte´ sur PRISM, le
seul supportant la notion de non de´terminisme qui est au centre de la proble´matique de notre
projet.
La technique de theorm proving Paulson (1989) est e´galement utilise´e pour l’analyse des
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las (1990). Elle ne´cessite la formalisation des variables ale´atoires utilise´es pour de´crire le
syste`me. Parmi les logiques supporte´es par le theorem proving, seule la logique d’ordre supe´-
rieure permet de formaliser l’analyse des syste`mes probabilistes. Cette technique est base´e sur
la mode´lisation du syste`me a` analyser et des proprie´te´s a` ve´rifier en termes de logique d’ordre
supe´rieure. L’e´tape suivante consiste a` ve´rifier les the´ore`mes correspondant aux proprie´te´s
probabilistes du mode`le a` l’aide d’un theorem prover. L’expressivite´ en logique d’ordre supe´-
rieure permet de venir a` bout de la limitation lie´e aux syste`mes tre`s larges comme l’explosion
combinatoire dans le cadre du model checking probabiliste. Plusieurs approches de theorem
proving sur les systa`mes probabilistes ont e´te´ propose´es (p.ex. Hurd et al. (2005), Audebaud
et Paulin-Mohring (2006), etc.) et une e´tude comparative des diffe´rentes approches est expo-
se´e dans Hasan (2008).
Diffe´rentes autres technniques sont utilise´es pour la ve´rification des syste`mes probabilistes.
La me´thode de ve´rification base´e sur les e´quivalences de test a e´te´ formalise´e par De Nicola
et Hennessy (1983). L’ide´e derrie`re cette me´thode est de de´finir le comportement du syste`me
en terme de capacite´ a` passer des tests. Cela ne´cessite de de´finir la notion de test et la ma-
nie`re dont le test inte´ragit avec le syste`me e´tudie´. Le test est un processus spe´cial pouvant
effectuer une action spe´ciale repre´sentant le succe`s. Si les inte´ractions du syste`me avec le test
se terminent dans un e´tat de succe`s, le syste`me se comporte de fac¸on de´sire´e et dans le cas
contraire le syste`me posse`de des de´fauts de spe´cification a` corriger. Une extension probabiliste
de cette me´thode a e´te´ propose´e par Christoff (1990) en de´finissant trois e´quivalences de test,
chacune base´e sur la probabilite´ des traces issues de l’inte´raction entre le syste`me et le test.
Le comportement du syste`me teste´ est ainsi e´value´ en terme de probabilite´s que le syste`me
re´ussit a` passer des tests. Nous pouvons citer e´galement d’autres me´thodes de ve´rification
telles que la simulation probabilistes Segala et Turrini (2007), la bisimulation probabiliste
Larsen et Skou (1989) et l’analyse de traces Segala (1995).
1.5 Proble´matique et objectifs du me´moire
D’une part, l’e´valuation des proprie´te´s probabilistes des syste`mes ne´cessite la re´solution
(e´limination) de tout le non de´terminisme existant dans les mode`les repre´sentant ces syste`mes.
D’autre part, l’e´valuation des proprie´te´s de se´curite´ des protocoles suppose un environnement
hostile ou` l’adversaire controˆle tout le re´seau de communications. Il est ainsi tout a` fait nor-
mal que l’ordonnanceur soit conside´re´ sous le controˆle de l’adversaire lors de la ve´rification
formelle des protocoles de se´curite´. Or dans certains cas, le non de´terminisme pouvant re´sul-
ter des actions internes (invisibles a` l’environnemment externe) des agents participant dans
8le protocole, l’attribution du controˆle du tel non de´terminisme a` l’adversaire lui confe`re une
puissance trop forte impossible a` atteindre dans les conditions re´elles d’utilisation du proto-
cole. Cette conside´ration a pour conse´quences de fausser la ve´rification de certains protocoles
de se´curite´ durant la phase de validation.
L’objectif principal de notre projet consiste a` re´aliser dans le cadre d’un outil de model che-
cking tout usage un mode`le d’attaquant calibre´ pour les protocoles de se´curite´ probabilistes
afin de l’utiliser pour la ve´rification de leurs proprie´te´s de se´curite´. Notre objectif principal
se subdivise en trois objectifs spe´cifiques :
1. Adapter dans le cadre des automates probabilistes, le mode`le de restriction des ordon-
nanceurs de´fini par Hamadou et Mullins (2010) sur les alge`bres de processus probabi-
listes e´tendus avec des primitives cryptographiques.
2. Implanter le mode`le de restriction de l’adversaire propose´ dans l’outil PRISM base´ sur
les automates probabilistes.
3. E´valuer le mode`le implante´.
1.6 Calibration de la puissance des ordonnanceurs
Le proble`me des ordonnanceurs trop forts pour l’analyse de certains protocoles de se´curite´
a fait l’objet de plusieurs travaux dans la communaute´ de ve´rification formelle des protocoles
de se´curite´. Ces travaux ont propose´ diffe´rentes me´thodes pour calibrer la puissance des
ordonnanceurs afin d’e´viter d’attribuer une puissance excessive a` l’adversaire impossible a`
atteindre dans les conditions re´elles d’utilisation de ces protocoles.
Canetti et al. (2006) montrent dans leurs travaux que les techniques de ve´rification des algo-
rithmes distribue´s peuvent eˆtre applique´es pour analyser les protocoles de se´curite´ mais en y
ajoutant certains me´canismes mode´lisant efficacement les secrets et limitant la connaissance
ainsi que la puissance de calcul des attaquants. Les auteurs proposent un mode`le d’automates
probabilistes appele´ Task -PIOA (Task-structured Probabilistic Input/Output Automata) une
extension des PIOAs de Segala (1995) inte´grant un me´canisme de re´duction de la puissance
des ordonnanceurs en utilisant une approche base´e sur la division des actions de chaque com-
posant du syste`me en classes d’e´quivalence appele´es ”tasks”. L’ordre d’exe´cution de ces tasks
est de´cide´ a` l’avance par un ordonnanceur hors de controˆle de l’adversaire appele´ ”tasks sche-
duler”. Le reste du non de´terminisme a` l’inte´rieur de chaque task est re´solu par un second
ordonnanceur appele´ ”adversarial scheduler” mode´lisant l’adversaire classique a` la Dolev-
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connaissance limite´e a` propos des autres composants du fait que seules les informations qu’ils
communiquent durant l’exe´cution lui sont visibles. Les auteurs de´finissent comme me´thode de
ve´rification, la relation d’imple´mentation permettant de simuler tout comportement possible
d’un protocole re´el a` l’aide d’un syste`me abstrait contenant une fonctionnalite´ ide´ale.
D’autres travaux re´alise´s par Scedrov et al. (2006) proposent un mode`le d’alge`bres de pro-
cessus appele´ PPC (Probabilistic Polynomial-time process Calculus) une variante de CCS
(Calculus of Communicating Systems) de Milner (1989) permettant de spe´cifier les proto-
coles et leurs composants tout en limitant la puissance des ordonnanceurs. Les termes de leur
langage ont e´te´ restreints et ne peuvent repre´senter que des protocoles probabilistes dont les
calculs s’effectuent en temps polynomial. Les auteurs proposent une me´thode de spe´cification
des proprie´te´s utilisant l’e´quivalence observationnelle sur les termes et les preuves de se´curite´
sont base´es sur la relation de bisimulation. La se´mantique ope´rationnelle de PPC est de´finie
de telle sorte que les calculs internes sont toujours priorise´s par rapport aux communications
externes et si le non de´terminisme apparaˆıt entre les transitions internes, il est re´solu avec
une distribution uniforme. Cette approche empeˆche l’ordonnanceur de controˆler les actions
internes du protocole mais aussi peut beaucoup l’affaiblir et ainsi ne pas re´ve´ler certaines
failles durant l’analyse du protocole.
Hamadou et Mullins (2010) proposent le mode`le d’alge`bres de processus PPCσ une variante
de PPC de Scedrov et al. (2006) utilisant les e´tiquettes pour indexer les actions. Chaque ac-
tion partielle est indexe´e par une e´tiquette de´notant le composant auquel elle appartient et les
actions de communications par une paire d’e´tiquettes de´notant les composants auxquels les
actions comple´mentaires partielles appartiennent. Pour diffe´rencier les actions du protocole
et celles de l’attaquant, ils partitionnent l’ensemble des e´tiquettes en deux sous-ensembles
disjoints. Pour restreindre la puissance de l’adversaire, les auteurs proposent des ordonnan-
ceurs qui choisissent un ensemble de transitions devant rester indistinguables par l’attaquant.
Cette technique consiste a` de´finir deux niveaux d’ordonnanceurs suivant une relation d’e´qui-
valence comme dans Canetti et al. (2006). A la diffe´rence de ces derniers, une fois de´fini les
classes d’actions indistinguables par l’adversaire, les ordonnanceurs internes re´solvent le non
de´terminisme dans chaque classe avec une distribution de probabilite´s pre´de´termine´e, ge´ne´-
ralement la distribution uniforme. Le reste du non de´terminisme dans le mode`le est re´solu
par les ordonnanceurs externes conside´re´s sous le controˆle de l’adversaire.
D’autres travaux dans le meˆme sens ont e´te´ re´alise´s par Chatzikokolakis et Palamidessi (2007).
Les auteurs proposent le langage CCSσ, une extension probabiliste du langage CCS de Milner
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(1989) dans lequel l’ordonnanceur est spe´cifie´ syntaxiquement pour ne pas re´ve´ler les choix
probabilistes du protocole. Ils utilisent une technique e´tiquetant les actions du protocole
comme dans Hamadou et Mullins (2010) afin d’indiquer les choix visibles a` l’adversaire et
ceux qui ne le sont pas. L’ordonnanceur se comporte ainsi comme un processus et son roˆle est
de guider l’exe´cution du protocole en utilisant les e´tiquettes. La composition paralle`le entre le
protocole et l’ordonnanceur syntaxique est comple`tement probabiliste permettant ainsi l’e´va-
luation des proprie´te´s du protocole. Leur me´thode d’e´valuation est base´e sur les e´quivalences
de tests. Ce syste`me d’e´tiquetage permet a` l’ordonnanceur syntaxique de re´soudre tout le non
de´terminisme sans faire appel a` l’ordonnanceur se´mantique au niveau de l’automate obtenu
via la se´mantique ope´rationnelle de leur alge`bre de processus.
D’autres travaux inte´ressants ont e´te´ effectue´s par Garcia et al. (2007) qui proposent, lors
de l’analyse des protocoles de se´curite´, de restreindre la classe de tous les ordonnanceurs
possibles a` la classe des ordonnanceurs admissibles qui ordonnancent en fonction de l’histo-
rique des informations observables du syste`me (c.-a`-d. sans les informations cache´es comme
les actions internes dont l’ordonnanceur ne devrait pas avoir acce`s). Toutesfois, les auteurs
n’e´tablissent pas clairement une me´thode permettant de de´finir cet ensemble d’ordonnanceurs
admissibles.
Toutes les approches propose´es par ces diffe´rents travaux cite´s pour re´soudre le proble`me de
la puissance des ordonnanceurs se limitent a` l’aspect the´orique et aucun d’eux n’a propose´
un outil de ve´rification automatise´ des syste`mes probabilistes inte´grant cette fonctionnalite´
de restriction de la puissance des ordonnanceurs. Notre projet s’efforce de poser des briques
dans ce sens.
1.7 Me´thodologie et contribution
La mode´lisation d’applications probabilistes et concurrentes exige un formalisme suppor-
tant a` la fois l’aspect probabiliste et non de´terministe de certains protocoles de se´curite´.
Parmi les formalismes utilise´s par PRISM seuls les MDPs (Markov Decision Processes) Baier
(1998); Baier et Katoen (2008) supportent les deux aspects. Nous construisons donc notre
mode`le de restriction de l’adversaire sur ces MDPs. Une fois le mode`le de restriction de´fini,
l’e´tape suivante consiste a` l’implanter dans l’outil PRISM. L’implantation du mode`le de res-
triction dans PRISM doit respecter les conditions suivantes :
• Cette fonctionnalite´ doit eˆtre optionnelle afin de pre´server le comportement original de
PRISM. Elle doit ainsi eˆtre activable et de´sactivable depuis les interfaces externes ;
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• Les proprie´te´s probabilistes doivent eˆtre e´value´es sur le mode`le issu de la restriction de
l’adversaire avec les meˆmes algorithmes de model checking implante´s dans PRISM ;
• L’imple´mentation du mode`le de restriction de l’adversaire doit respecter les principes
de repre´sentation symbolique utilisant les diagrammes de de´cision (BDDs et MTBDDs)
puisque les algorithmes de model checking de PRISM sont de´finies sur ces structures
symboliques.
La dernie`re e´tape consiste a` e´valuer le mode`le sur e´tudes de cas de protocoles de se´curite´
probabilistes. Ces protocoles sont spe´cifie´s avec le langage de spe´cification de PRISM puis les
proprie´te´s a` ve´rifier avec la logique temporelle PCTL (Probabilistic Computation Tree Logic).
Une e´tude comparative est ensuite effectue´e sur chaque cas de protocole en conside´rant deux
situations : adversaire trop fort (sans restriction) et adversaire re´aliste (en tenant compte du
mode`le de restriction des ordonnanceurs propose´).
A notre connaissance, tous les travaux relie´s au proble`me de la puissance des ordonnanceurs
pour l’e´valuation des protocoles de se´curite´ proposent des solutions ou` les preuves de proprie´-
te´s s’effectuent manuellement dans un cadre the´orique. Notre principale contribution consiste
en la re´alisation de la premie`re solution automatise´e inte´grant un mode`le de restriction de
l’adversaire dans un outil automatise´ de ve´rification des syste`mes probabilistes.
1.8 Organisation du me´moire
Le reste du me´moire est organise´ comme suit : Le Chapitre 2 pre´sente les syste`mes de
transitions probabilistes dont les MDPs et DTMCs que nous utilisons comme formalismes
de mode´lisation des protocoles, le model checking PCTL utilise´ dans leur ve´rification ainsi
que les structures de donne´es symboliques utilise´es par PRISM dans leur repre´sentation en
me´moire. Le Chapitre 3 est consacre´ a` la pre´sentation du mode`le de se´curite´ re´sultant de
l’adjonction au MDP de la fonction d’observation de l’adversaire en vue de restreindre sa
puissance ainsi que les algorithmes l’implantant dans l’outil PRISM. Dans le Chapitre 4, une
e´valuation du mode`le propose´ est effectue´e sur des e´tudes de cas de protocoles de se´curite´.
Enfin, le Chapitre 5 pre´sente la conclusion et les travaux futurs.
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CHAPITRE 2
SYSTE`MES DE TRANSITIONS PROBABILISTES ET REPRE´SENTATION
SYMBOLIQUE
Dans ce chapitre, nous introduisons d’abord les syste`mes de transitions probabilistes et
les principes du model checking probabiliste que nous utilisons dans l’analyse des protocoles
de se´curite´. Ensuite, nous proce´dons a` un bref passage en revue des langages de spe´cification
dans le model checker PRISM et enfin, nous pre´sentons les principes des structures de donne´es
de base utilise´es dans PRISM appele´es diagrammes de de´cision.
2.1 Rappel sur les notions des probabilite´s
Dans cette section nous pre´sentons une bre`ve introduction sur quelques notions et ter-
minologies standards utilise´es dans la the´orie des probabilite´s. Ces concepts sont importants
pour l’e´tude et l’analyse des syste`mes probabilistes que nous exposons dans ce chapitre. Ils
sont tire´s de Reischer et al. (2002); Bagacher (2007). Les preuves de propositions que nous
pre´sentons dans cette section peuvent eˆtre trouve´es dans ces deux manuels ou tout autre
traitant la the´orie des mesures.
2.1.1 Espace mesurable
Soit un ensemble non vide Ω. Une tribu ou σ-alge`bre sur Ω est un ensemble non vide
F ⊆ P(Ω) ou` P(Ω) est l’ensemble des parties de Ω tel que :
1. Ω ∈ F
2. A ∈ F implique A¯ ∈ F
3. si {Ai}i∈N est une suite d’e´le´ments de F , alors ∪iAi ∈ F
Les trois conditions impliquent qu’une σ-alge`bre est stable par rapport a` la re´union et a` la
comple´mentarite´. {∅,Ω} est la plus petite tribu sur Ω tandis que l’ensemble P(Ω) des parties
de Ω est la plus grande tribu sur Ω. Les e´le´ments d’une tribu sont appele´s des ensembles
mesurables.
Nous appellons espace mesurable, tout couple (Ω,F) forme´ d’un ensemble non vide Ω et d’une
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tribu F sur Ω.
Soit C une collection non vide de sous-ensembles de Ω. La σ-alge`bre engendre´e par C est
la plus petite σ-alge`bre contenant C. Elle est de´note´e par σ(C). La collection C est appele´e
ge´ne´rateur pour σ(C).
2.1.2 Mesure de probabilite´ et espace probabilise´
Soit C une collection de sous-ensembles de Ω. Une mesure µ sur C est une fonction qui
assigne une valeur re´elle positive a` chaque e´le´ment de C telle que :
1. Si ∅ est un e´le´ment de C, alors µ(∅) = 0
2. Si (Ci)i∈N forme une se´quence d’e´le´ments de C deux a` deux disjoints et ∪iCi est un
e´le´ment de C, alors µ(∪iCi) =
∑
i µ(Ci)
Si (Ω,F) est un espace mesurable, alors une mesure sur F est appele´e mesure sur (Ω,F).
Une mesure sur une collection C de sous-ensembles de Ω est finie si la mesure de chaque
e´le´ment de C est finie.
Un espace mesure´ est un triplet (Ω,F , µ) ou` (Ω,F) est un espace mesurable et µ une mesure
sur (Ω,F). L’espace mesure´ est conside´re´ discret si F = 2Ω et si la mesure de chaque ensemble
mesurable est la somme des mesures de ses e´le´ments.
Un espace probabilise´ est un triplet (Ω,F ,P) ou` (Ω,F) est un espace mesurable et P une
mesure sur (Ω,F) telle que P(Ω) = 1. La mesure P est appele´e aussi mesure de probabilite´
discre`te ou distribution de probabilite´s. Les e´le´ments de F sont appele´s des e´ve´nements.
L’ensemble de toutes les distributions de probabilite´s de´finies sur Ω est note´ D(Ω).
Proposition 2.1.1 Soit {(Ωi,Fi,Pi)}i≥0 un ensemble d’espaces probabilise´s et soit {ai}i≥0
un ensemble de nombres re´els dans [0, 1] tels que
∑
i≥0 ai = 1. La combinaison
∑
i≥0(Ωi,Fi,Pi)
correspondant au triplet (Ω,F ,P) ou` Ω = ∪i≥0Ωi, F = 2Ω, et ∀x ∈ Ω, P(x) =∑
i≥0|x∈Ωi aiPi(x), est un espace probabilise´.
2.1.3 Fonction mesurable
Soient (Ω,F) et (Ω′,F ′) deux espaces mesurables. Une fonction f : Ω → Ω′ est appele´e
fonction mesurable de (Ω,F) vers (Ω′,F ′) si pour chaque e´le´ment C de F ′, l’image inverse
de C note´e f −1(C) est un e´le´ment de F .
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Soient µ une mesure sur (Ω,F) et f une fonction mesurable de (Ω,F) vers (Ω′,F ′). La
fonction µ′ de´finie sur F ′ telle que µ′(C) = µ(f −1(C)) pour chaque e´le´ment C ∈ Ω′ est une
mesure sur (Ω′,F ′), note´e e´galement f (µ), appele´e mesure induite par la fonction f .
Proposition 2.1.2 Soit f une fonction mesurable de (Ω1,F1) vers (Ω2,F2) et soit g une
fonction mesurable de (Ω2,F2) vers (Ω3,F3). Alors f ◦g est une fonction mesurable de (Ω1,F1)
vers (Ω3,F3).
2.1.4 Espace mesure´ produit
Soient (Ω1,F1, µ1) et (Ω2,F2, µ2) deux espaces mesure´s et le produit carte´sien Ω1×Ω2 = Ω.
Nous appelons pave´s mesurables de Ω les sous-ensembles de la forme A1×A2 tels que ∀i = 1, 2,
Ai ∈ Fi. La tribu F sur Ω, note´e F1⊗F2, engendre´e par les pave´s mesurables de Ω s’appelle
la tribu produit.
Proposition 2.1.3 Soient (Ω1,F1, µ1) et (Ω2,F2, µ2) deux espaces mesure´s ou` µ1 et µ2 sont
des mesures finies. Alors il existe une mesure unique sur F1 ⊗ F2 note´e µ1 ⊗ µ2 telle que
∀A1 ∈ F1 et ∀A2 ∈ F2, µ1 ⊗ µ2(A1 × A2) = µ1(A1) · µ2(A2).
Un espace mesure´ produit de deux espaces mesure´s (Ω1,F1, µ1) et (Ω2,F2, µ2), note´ (Ω1,F1, µ1)
⊗(Ω2,F2, µ2), est l’espace mesure´ (Ω,F , µ) tel que Ω = Ω1×Ω2, F = F1⊗F2 et µ = µ1⊗µ2.
2.2 Les syste`mes de transitions probabilistes
Comme nous l’avons de´ja` signale´ dans l’introduction de notre me´moire, l’e´tude des syste`m-
es probabilistes ne´cessite l’adoption d’un formalisme pouvant nous permettre de mode´liser
l’aspect ale´atoire des syste`mes. Plusieurs mode`les ont e´te´ propose´s dont les syste`mes de
transitions probabilistes de Glabbeek et al. (1990) classifie´s en trois cate´gories : les mode`les
re´actifs, ge´ne´ratifs et stratifie´s. Parmi ces trois types de mode`les seuls les mode`les re´actifs
supportent les aspects probabiliste et non de´terministe. Les mode`les de chaˆınes de Markov
concurrentes de Vardi (1985) supportent e´galement les deux aspects et distinguent les e´tats
probabilistes des e´tats non de´terministes. Les e´tats probabilistes sont du style des mode`les
ge´ne´ratifs de Glabbeek et al. (1990) et les e´tats non de´terministes sont du style de ceux
des syste`mes de transitions e´tiquete´s non probabilistes de Keller (1976). Un autre mode`le
supportant les probabilite´s et le non de´terminisme est le mode`le de PIOA de Segala (1995)
qui e´tend le mode`le de IOA de Lynch et Tuttle (1989) avec des notions de probabilite´s. Dans
les PIOAs de Segala, chaque composant du syste`me est mode´lise´ sous-forme d’un automate
avec des transitions probabilistes et le syste`me entier re´sulte de la composition paralle`le
entre les automates repre´sentant les processus et les automates repre´sentant les canaux de
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communications entre processus.
Dans la suite de ce me´moire, nous nous inte´ressons particulie`rement aux chaˆınes de Markov
et aux processus de de´cision markoviens Baier (1998); Parker (2002); Baier et Katoen (2008)
qui sont supporte´s par le model checker PRISM.
2.2.1 Chaˆınes de Markov a` temps discret
Les chaˆınes de Markov a` temps discret (DTMC) sont des syste`mes de transitions ou` la
transition d’un e´tat vers un autre est choisie suivant une certaine distribution de probabilite´s.
Une DTMC peut eˆtre de´finie comme un tuple (S, sinit,∆, L, Act) ou` :
• S est un ensemble fini d’e´tats ;
• sinit est un e´tat initial ;
• Act est un ensemble fini d’actions ;
• ∆ : S −→ Act×D(S) est une fonction de transitions ;
• L : S −→ 2AP est une fonction d’e´tiquetage ou` AP est l’ensemble des propositions
atomiques valides dans les e´tats.
Par abus de notation µ(s′), ou` ∆(s) = (α, µ), est de´note´ par ∆(s, α, s′). Les propositions
atomiques jouent le meˆme roˆle que dans les syste`mes de transitions non probabilistes de
Keller (1976). Elles permettent d’indiquer quels e´tats satisfont quelles proprie´te´s parmi un
ensemble de proprie´te´s d’inte´reˆt. Un exemple de DTMC et sa fonction de transitions ∆ est
donne´ a` la Figure 2.1. Il s’agit d’un syste`me de transitions probabiliste simple mode´lisant une
machine distributrice de cafe´ et de the´. Dans ce petit mode`le, nous assumons que le prix d’une
tasse de cafe´ et de the´ est le meˆme. L’e´tat initial s0 mode´lise l’e´tat de la machine au moment
ou` elle est preˆte a` recevoir de la monnaie. Une fois la monnaie inse´re´e, la machine passe a`
l’e´tat preˆt au service (e´tat s1) avec probabilite´ 1. A ce niveau, le ditributeur choisit l’e´tat
suivant probabilistiquement. Il peut soit restituer la monnaie avec probabilite´ 1
3
, soit servir
du cafe´ avec probabilite´ 1
3
ou soit servir du the´ avec probabilite´ 1
3
. Les proprie´te´s atomiques
tea dans l’e´tat s2 et coffee dans l’e´tat s3 mode´lisent respectivement le service de the´ et de
cafe´ par la machine. Une fois le service effectue´, la machine retourne a` l’e´tat initial en attente
de la monnaie pour un nouveau service. Certes, cet exemple paraˆıt tre`s simple mais prouve
l’e´le´gance du formalisme a` repre´senter des syste`mes meˆme complexes.
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1
s0
s1
s2
{tea}
s3
{coffee}
β, 13 β,
1
3
α, 1β, 13
γ, 1 γ, 1
∆ =

0 1 0 0
1
3 0
1
3
1
3
1 0 0 0
1 0 0 0

α
β
γ
γ
Figure 2.1 DTMC mode´lisant un distributeur de cafe´ et de the´ et sa matrice des transitions
Chemin d’exe´cution dans une DTMC
L’exe´cution d’un syste`me mode´lise´ sous-forme d’une chaˆıne de Markov est repre´sente´e par
un chemin d’exe´cution a` travers le mode`le. Un chemin d’exe´cution note´ pi est une se´quence
non vide d’e´tats et d’actions s0 α0 s1 α1 s2 α2 s3 · · · ou` si ∈ S et ∆(si, αi, si+1) > 0, ∀i ≥ 0.
L’e´le´ment pi(i) repre´sente l’e´tat si dans le chemin d’exe´cution pi. Un chemin d’exe´cution peut
eˆtre fini ou infini. E´tant donne´e une chaˆıne de Markov M, nous de´notons par Path(M) l’en-
semble de tout les chemins d’exe´cution, Paths(M) l’ensemble de tous les chemins d’exe´cution
partant de l’e´tat s et Pathsfin(M) l’ensemble des chemins d’exe´cution finis partant de l’e´tat s.
Dans la mesure ou` un chemin repre´sente une exe´cution d’un syste`me, de´terminer le compor-
tement probabiliste d’une certaine exe´cution ne´cessite de calculer la probabilite´ avec laquelle
le chemin d’exe´cution a e´te´ pris. Hansson et Jonsson (1994); Baier (1998); Parker (2002) de´-
finissent pour chaque e´tat s ∈ S une mesure de probabilite´ pour tous les chemins d’exe´cution
partant de cet e´tat. Cette mesure est simple a` de´finir puisqu’elle est induite par la fonction
de transitions ∆. Dans le cas d’un chemin d’exe´cution fini pi = s0 α0 s1 α1 s1 · · ·αn−1 sn, la
probabilite´ de pi est de´finie comme suit :
P(pi) =
{
1 si pi a un seul e´tat
∆(s0, α0, s1) ·∆(s1, α1, s2) · · ·∆(sn−1, αn−1, sn) sinon
Par souci de simplicite´, nous omettons par la suite les actions dans la notation d’un chemin
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d’exe´cution sur une DTMC du fait que dans chaque e´tat, il n’y a qu’une seule action dispo-
nible. Conside´rons le chemin pi = s0 s1 s0 s1 s2 dans l’exemple de la Figure 2.1. La probabilite´
correspondant a` ce chemin est calcule´e ci-dessous :
P(pi) = ∆(s0, α, s1) ·∆(s1, β, s0) ·∆(s0, α, s1) ·∆(s1, β, s2)
= 1 · 1
3
· 1 · 1
3
=
1
9
L’e´valuation de la satisfaction d’une spe´cification de proprie´te´ par une chaˆıne de Markov M
ne´cessite l’identification de tous les chemins d’exe´cution partant de l’e´tat initial du syste`me
et satisfaisant la proprie´te´. Segala (1995); Baier (1998); Parker (2002) de´finissent la notion
de “cylinder set” correspondant a` un chemin d’exe´cution fini pi et note´ C (pi) comme e´tant
l’ensemble de tous les chemins d’exe´cution ayant comme pre´fixe le chemin d’exe´cution fini pi.
Conside´rons le chemin d’exe´cution fini pi = s0 s1 s0 sur la chaˆıne de Markov de la Figure 2.1.
Le chemin infini (s0 s1)
ω constitue un chemin d’exe´cution de C (pi) n’aboutissant jamais au
service de the´ ou de cafe´ et retournant toujours la monnaie inse´re´e.
La notion de cylinder set permet de de´finir une mesure de probabilite´ sur l’ensemble de
tous les chemins d’exe´cution de la chaˆıne de Markov M. Soit la σ-alge`bre Σs associe´e a` la
chaˆıne de Markov M comme e´tant la plus petite σ-alge`bre contenant tous les cylinder sets
C (pi) ou` pi est un chemin de l’ensemble Pathsfin. Une mesure de probabilite´ P
M
s peut eˆtre
de´finie sur la σ-alge`bre Σs comme une mesure unique avec P
M
s (C (pi)) = P(pi) Kemeny et al.
(1966). Cette mesure nous permet de quantifier la probabilite´ avec laquelle une chaˆıne de
Markov M satisfait une certaine proprie´te´. Conside´rons l’e´ve´nement ev associe´ a` la σ-alge`bre
Σs0 de M a` la Figure 2.1 ou` le cafe´ est servi apre`s au plus deux retours de monnaie. La
probabilite´ correspondant a` cette e´ve´nement revient a` calculer la somme des probabilite´s
associe´es aux cylinder sets C (pi1), C (pi2) et C (pi3) ou` pi1 = s0 s1 s2, pi2 = s0 s1 s0 s1 s2 et
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pi3 = s0 s1 s0 s1 s0 s1 s2, ce qui e´quivaut a` :
P(ev) = P(C (pi1)) + P(C (pi2)) + P(C (pi3))
= ∆(s0, α, s1) ·∆(s1, β, s2)
+ ∆(s0, α, s1) ·∆(s1, β, s0) ·∆(s0, α, s1) ·∆(s1, β, s2)
+ ∆(s0, α, s1) ·∆(s1, β, s0) ·∆(s0, α, s1) ·∆(s1, β, s0) ·∆(s0, α, s1) ·
∆(s1, β, s2)
= 1 · 1
3
+ 1 · 1
3
· 1 · 1
3
+ 1 · 1
3
· 1 · 1
3
· 1 · 1
3
=
1
3
+
1
9
+
1
27
=
13
27
En proce´dant aux calculs de probabilite´s associe´es aux e´ve´nements de cette fac¸on, certains
peuvent ne´cessiter d’effectuer des sommes infinies, ce qui devient pratiquement infaisable.
D’ou` la ne´cessite´ de spe´cifier de tels e´ve´nements en utilisant la logique temporelle dont la
ve´rification s’effectue avec des techniques efficaces que nous pre´sentons dans les prochaines
sections.
Spe´cification des proprie´te´s sur une DTMC
Nous pre´sentons un formalisme permettant de spe´cifier des proprie´te´s sur une chaˆıne de
Markov. Il s’agit de la logique temporelle probabiliste PCTL de Hansson et Jonsson (1994).
PCTL est une extension probabiliste de la logique arborescente CTL (Computation Tree Lo-
gic) de Clarke et al. (1986). La principale diffe´rence entre les deux logiques re´side dans la
pre´sence de l’ope´rateur probabiliste P./p(ϕ) pour les formules PCTL ou` ϕ est une formule de
chemin et ./ p est une expression avec ./ un ope´rateur de l’ensemble {<,≤, >,≥} et p ∈ [0, 1].
Les formules PCTL se classent en deux cate´gories :
• Les formules d’e´tat
• Les formules de chemin
Les formules d’e´tat sur un ensemble AP de propositions atomiques suivent la syntaxe ci-
dessous :
Φ ::= vrai | a | Φ1 ∧ Φ2 | ¬ Φ | P./p(ϕ)
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ou` a ∈ AP l’ensemble des propositions atomiques, ./∈ {<,≤, >,≥}, p ∈ [0, 1] et ϕ est une
formule de chemin.
Quant aux formules de chemin la syntaxe suit :
ϕ ::= XΦ | Φ1 U Φ2 | Φ1 U≤n Φ2
ou` Φ, Φ1 et Φ2 sont des formules d’e´tat et n ∈ N
Un e´tat satisfait P./p(ϕ) si la probabilite´ de choisir un chemin partant de cet e´tat et satisfai-
sant la formule de chemin ϕ est situe´e dans l’intervalle repre´sente´ par ./ p. La formule XΦ est
vraie dans un e´tat s de l’ensemble S des e´tats du mode`le si Φ est vraie dans l’e´tat suivant ;
Φ1 U Φ2 est vraie dans un e´tat s si Φ2 est vraie dans un futur e´tat du chemin partant de s
et Φ1 est vraie dans tous les autres e´tats du chemin avant l’e´tat satisfaisant Φ2. Φ1 U≤n Φ2
a la meˆme signification que pre´ce´demment sauf que Φ2 doit eˆtre satisfait apre`s au plus n
pas. La satisfaction d’une formule Φ par un e´tat s est note´e par s |= Φ. Formellement nous
re´sumons la relation de satisfaction des formules PCTL sur un syste`me mode´lise´ sous-forme
d’une chaˆıne de Markov M comme suit :
- Pour un e´tat s ∈ S :
s |= vrai ∀s ∈ S
s |= a ⇐⇒ a ∈ L(s)
s |= ¬Φ ⇐⇒ s 6|= Φ
s |= Φ1 ∧ Φ2 ⇐⇒ s |= Φ1 et s |= Φ2
s |= P./p(ϕ) ⇐⇒ P({pi ∈ Paths(M)| pi |= ϕ}) ./ p
ou` P est calcule´e graˆce a` la mesure de probabilite´ sur l’ensemble des chemins de M partant
de s.
- Pour un chemin pi ∈ Path(M) :
pi |= XΦ ⇐⇒ pi(1) |= Φ
pi |= Φ1UΦ2 ⇐⇒ ∃j ≥ 0 | (pi(j) |= Φ2 ∧ (∀0 ≤ k < j : pi(k) |= Φ1))
pi |= Φ1 U≤n Φ2 ⇐⇒ ∃0 ≤ j ≤ n | (pi(j) |= Φ2 ∧ (∀0 ≤ k < j : pi(k) |= Φ1))
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Nous pouvons aussi facilement de´river a` partir de cette syntaxe d’autres ope´rateurs classiques
de la logique temporelle F (fatalement) et G (toujours). En effet :
FΦ ≡ vrai U Φ
F≤nΦ ≡ vrai U≤n Φ
GΦ ≡ ¬F¬Φ
G≤nΦ ≡ ¬F≤n¬Φ
Conside´rons par exemple la proprie´te´ suivante sur la DTMC de la Figure 2.1 :
“La probabilite´ que le cafe´ ou le the´ soit servi par la machine est supe´rieure ou
e´gale a` un tiers”
Cette proprie´te´ peut s’exprimer en PCTL simplement comme P≥ 1
3
F(coffee ∨ tea) et se
ve´rifie en utilisant l’un des algorithmes de model checking de Hansson et Jonsson (1994);
Baier (1998) que nous discutons brie`vement a` la Section 2.2.3.
2.2.2 Processus de de´cision markovien
Contrairement aux chaˆınes de Markov, les processus de de´cision markoviens (MDP) sup-
portent a` la fois le comportement non de´terministe et probabiliste des syste`mes. Ce mode`le
est plus expressif que la DTMC car il permet de mode´liser facilement la communication entre
les processus probabilistes tels que les agents ou participants de la plupart des protocoles de
se´curite´.
Un processus de de´cision markovien Mp est un tuple (S, sinit,∆, L, Act) ou` :
• S est un ensemble fini d’e´tats ;
• sinit est un e´tat initial ;
• Act est un ensemble fini d’actions ;
• ∆ : S × Act −→ D(S) ∪ {√} est une fonction de transitions telle que ∀α ∈ Act, ∀s ∈
S : ∆(s, α) =
{ √
si α 6∈ Act(s)
µ sur S sinon
• L : S −→ 2AP est une fonction d’e´tiquetage ou` AP est l’ensemble des propositions
atomiques valides dans les e´tats.
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Nous de´notons par Act(s) l’ensemble des actions disponibles dans l’e´tat s. Dans cette de´-
finition, nous retrouvons les meˆmes e´le´ments que dans les DTMCs excepte´e la fonction ∆
qui est e´tendue en permettant l’expression du non de´terminisme dans les MDPs. La fonction
∆ du MDP associe une distribution de probabilite´s a` chaque action de l’ensemble d’actions
disponibles dans un e´tat. Chaque distribution repre´sente les probabilite´s de transitions d’un
e´tat vers un ensemble d’e´tats comme dans les DTMCs.
La Figure 2.2 repre´sente un exemple de processus de de´cision markovien. Dans ce syste`me
1
s0 s1 s2
s3s4
α, 1
β, 13
γ, 14
β, 23
λ2, 1
α1, 1
β1, 1
α1
α
β
β1
λ2
λ1
γ
∆ =

1 0 0 0 0
0 1 0 0 0
0 13
2
3 0 0
0 0 0 1 0
0 0 0 1 0
0 0 0 0 1
0 14 0
3
4 0

λ1, 1
γ, 34
Figure 2.2 MDP a` 5 e´tats et la fonction de transitions correspondante
de transitions, deux e´tats s0 et s1 posse`dent plus d’une action, chacune associe´e a` une dis-
tribution de probabilite´s. Dans l’e´tat s0 le non de´terminisme apparaˆıt entre les actions α et
α1. Quant a` l’e´tat s1, il apparaˆıt entre les actions β et β1. La fonction ∆ est repre´sente´e
dans la Figure 2.2 sous-forme d’une superposition de 5 matrices, chacune correspondant a`
un e´tat parmi les e´tats du mode`le. Intuitivement, le nombre de lignes dans chaque matrice
indique le nombre de distributions de probabilite´s, chacune correspondant a` une action parmi
les actions du syste`me, dans l’e´tat correspondant. Les transitions non de´terministes existent
dans les e´tats correspondant aux matrices ayant plus d’une ligne.
Chemin d’exe´cution dans un MDP
Pour de´terminer le chemin d’exe´cution dans un MDP, les re´solutions des choix non de´ter-
ministes et probabilistes doivent eˆtre effe´ctue´es. Un chemin d’exe´cution se pre´sente sous-forme
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d’une se´quence non vide de la forme :
pi = s0
α0−→ s1 α1−→ s2 α2−→ s3 α3−→ · · ·
ou` ∀i ≥ 0, αi est l’action exe´cute´e a` l’e´tat si du MDP.
Contrairement aux chaˆınes de Markov ou` nous pouvons de´finir une σ-alge`bre et une mesure
de probabilite´ sur l’ensemble des chemins, les processus de de´cision markoviens n’offrent pas
directement cette possibilite´ du fait de la pre´sence du non de´terminisme ou` aucune contrainte
n’est impose´e pour sa re´solution. Plusieurs re´solutions sont ainsi possibles et a` chaque re´so-
lution correspond une mesure de probabilite´. La premie`re e´tape avant de de´finir une mesure
de probabilite´ consiste alors a` re´soudre le non de´terminisme dans le MDP. Cette re´solution
est effectue´e par un ordonnanceur appele´ aussi strate´gie ou adversaire qui choisit une action
parmi plusieurs actions possibles (actives) dans chaque e´tat.
Ordonnanceur (adversaire)
L’analyse des proprie´te´s du MDP passe par la re´solution de tout le non de´terminis-
me pre´sent dans le mode`le graˆce a` un ordonnanceur. Soit le MDP Mp = (S, sinit,∆, L,
Act). Un ordonnanceur sur Mp est de´fini comme une fonction
ζ : S+ −→ Act
telle que ∀s0s1 · · · sn ∈ S+, ζ(s0s1 · · · sn) ∈ Act(sn).
Cet ordonnanceur est conside´re´ historiquement de´pendant puisque son choix dans l’e´tat sn
est effectue´ en fonction de l’historique de l’exe´cution du syste`me depuis l’e´tat initial s0 jus-
qu’a` l’e´tat sn. Nous de´notons par Scheds l’ensemble de tous les ordonnanceurs possibles sur
le MDP. Une fois tout le non de´terminisme re´solu dans le MDP, le syste`me est purement
probabiliste et devient une chaˆıne de Markov sous-forme d’un arbre d’exe´cution ou` les e´tats
sont constitue´s par des se´quences d’e´tats du MDP.
Formellement, nous de´finissons une telle chaˆıne de markov obtenue a` partir du MDP Mp =
(S, sinit,∆, L, Act) sous l’ordonnanceur ζ comme e´tant un tuple Mpζ = (S
+, sinit,∆ζ , L
′, Act)
tel que :
∀t = s0 s1 · · · sn ∈ S+ et α ∈ Act, nous avons
{
∆ζ(t, α, sn+1) = ∆(sn, α, sn+1)
L′(t) = L(sn)
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La Figure 2.3 repre´sente une portion de l’arbre d’exe´cution du MDP de la Figure 2.2 sous
1
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· · ·
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Figure 2.3 Arbre d’exe´cution du MDP sous l’ordonnanceur ζ1
l’ordonnanceur ζ1 qui choisit toujours l’action α dans l’e´tat s0 et l’action β ou β1 dans l’e´tat
s1 selon que le nombre d’e´tats s1 dans l’historique est impair ou non.
En de´notant Paths(Mp) l’ensemble de tous les chemins partant d’un e´tat s du MDP Mp, nous
de´finissons Pathsζ(Mp) comme e´tant le sous-ensemble des chemins partant de s et apre`s que
tout le non de´terminisme soit re´solu par l’ordonnanceur ζ. Pour chaque e´tat s, une mesure
de probabilite´ P
Mpζ
s sur le MDP sous l’ordonnanceur ζ peut eˆtre de´finie sur l’espace Pathζs.
Specification des proprie´te´s sur un MDP
Comme pour les DTMCs dans la Section 2.2.1, le langage PCTL est utilise´ pour spe´cifier
les proprie´te´s sur les MDPs. La seule diffe´rence re´side dans le fait que pour les MDPs, la
relation de satisfaction est de´finie en quantifiant sur tous les ordonnanceurs de l’ensemble
Scheds. En effet, nous re´sumons la relation de satisfaction dans un e´tat s d’une formule
d’e´tat sur un MDP comme suit :
s |=Scheds vrai ∀s ∈ S
s |=Scheds a ⇐⇒ a ∈ L(s)
s |=Scheds ¬Φ ⇐⇒ s 6|=Scheds Φ
s |=Scheds Φ1 ∧ Φ2 ⇐⇒ s |=Scheds Φ1 ∧ s |=Scheds Φ2
s |=Scheds P./p(ϕ) ⇐⇒ P({pi ∈ Pathsζ(Mp)| pi |= ϕ}) ./ p ∀ζ ∈ Scheds
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ou` P est calcule´ graˆce a` la mesure de probabilite´ sur l’ensemble des chemins de Mp partant
de l’e´tat s et sous la re´solution de l’ordonnanceur ζ de l’ensemble Scheds.
Quant aux formules de chemins, elles sont syntaxiquement et se´mantiquement les meˆmes que
dans les DTMCs, et c’est pour cette raison que nous ne les reprenons pas dans cette section.
2.2.3 Model checking probabiliste pour MDPs et DTMCs
Le model checking PCTL sur MDP Bianco et de Alfaro (1995) et DTMC Hansson et
Jonsson (1994) est une extension probabiliste de celui pre´sente´ par Clarke et al. (1986) sur
CTL. Pour les formules sans ope´rateur probabiliste, le model checking s’effectue de la meˆme
manie`re sur les DTMCs et MDPs. Il s’agit de de´terminer l’ensemble des e´tats satisfaisant la
formule. Cette proce´dure consiste a` de´composer la formule et a` l’organiser sous-forme d’un
arbre Clarke et al. (1986). La racine constitue la formule comple`te, les noeuds interme´diaires
sont des sous-formules et les feuilles sont des propositions atomiques ou des valeurs boo-
le´ennes “vrai”. La de´termination des e´tats satisfaisant la formule se fait des feuilles vers la
racine et a` la fin le re´sultat est trivial.
Pour les formules comportant l’ope´rateur probabiliste le model checking ne´cessite, pour
Tableau 2.1 Me´thodes de calcul des probabilite´s de satisfaction pour les formules de chemin
Type de mode`le XΦ Φ1UΦ2 Φ1U≤n Φ2
Une multiplication Me´thodes directes ou n multiplications de
DTMC de matrice/vecteur me´thodes ite´ratives matrice/vecteur
Deux ope´rations : Optimisation line´aire n ite´rations de :
- Multiplication de par la me´thode du - Multiplication de
MDP matrice/vecteur simplexe matrice/vecteur
- Ope´ration de max - Ope´ration de max
ou de min dans ou de min dans
chaque e´tat chaque e´tat
chaque e´tat, le calcul de la probabilite´ qu’un chemin partant de l’e´tat satisfait la formule.
Le calcul de ces probabilite´s s’ope`re diffe´remment suivant la nature de la formule de chemin.
Le Tableau 2.1 re´sume les me´thodes de calcul des probabilite´s utilise´es pour les trois types
25
de formules de chemin selon que le mode`le est une DTMC ou un MDP. La grande diffe´rence
entre les deux c’est que pour les MDPs nous avons besoin de calculer la probabilite´ maximale
ou la probabilite´ minimale, de´pendamment de l’ine´galite´ de la formule et en conside´rant tous
les ordonnanceurs, qu’un chemin partant de l’e´tat satisfait la formule. Une fois calcule´es les
probabilite´s pour tous les e´tats, la de´termination de l’ensemble des e´tats satisfaisant la for-
mule est trivial. Il suffit de comparer les probabilite´s calcule´es avec l’ine´galite´ de la formule.
Exemple : Conside´rons le MDP de la Figure 2.2 tel que AP = {a, b}, L(s0) = {}, L(s1) = {},
L(s2) = {a}, L(s3) = {b} et L(s4) = {}. Nous voulons calculer les e´tats satisfaisant la formule
P≤ 1
4
(X(a ∨ b)).
Soit φ = a ∨ b. Les e´tats ou` Xφ est ve´rifie´e sont s1, s2 et s4. Dans s1 la probabilite´ associe´e
a` Xφ est 2
3
si l’ordonnanceur choisit l’action β et 1 si l’ordonnanceur choisit l’action β1. La
probabilite´ maximale que s1 satisfait Xφ en conside´rant tous les ordonnanceurs est donc 1.
Dans l’e´tat s2 la probabilite´ associe´e a` Xφ est 1 en exe´cutant l’action λ2. Dans l’e´tat s4 Xφ
est valide en exe´cutant γ avec probabilite´ 3
4
. Dans le reste des e´tats (s0 et s3) la probabilite´
correspondant a` Xφ est 0 car la formule de chemin est invalide dans ces e´tats quelque soit
l’action exe´cute´e. Les seuls e´tats du mode`le ou` la probabilite´ est infe´rieure ou e´gale a` 1
4
sont
s0 et s3. Nous pouvons alors conclure que la formule P≤ 1
4
(X(a ∨ b)) est valide uniquement
dans ces deux e´tats.
Le calcul peut s’effectuer aussi simplement par multiplication de matrice/vecteur. Nous
construisons d’abord le vecteur Vφ de taille |S| tel que ∀i = 0 . . 4, Vφ(i) = 1 si si |= φ
et 0 sinon. La probabilite´ de satisfaction de Xφ pour chaque e´tat si est de´termine´e par la
variable xi. Ces probabilite´s de satisfaction sont ainsi calcule´es en effectuant la multiplication
de la matrice des probabilite´s de transition par le vecteur Vφ puis en prenant le maximum
dans chaque e´tat car l’ine´galite´ dans la formule est “≤”. En effet :

x0
x1
x2
x3
x4
 =

1 0 0 0 0
0 1 0 0 0
0 1
3
2
3
0 0
0 0 0 1 0
0 0 0 1 0
0 0 0 0 1
0 1
4
0 3
4
0

·

0
0
1
1
0
 =

0
0
2
3
1
1
0
3
4

Max
=⇒

0
1
1
0
3
4

Le re´sultat des ope´rations montre que la formule est ve´rifie´e uniquement dans les e´tats s0 et
s3 du mode`le ou` la probabilite´ maximale est infe´rieure ou e´gale a`
1
4
. Pour plus de´tails sur les
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algorithmes de model checking PCTL et leur imple´mentation dans PRISM voir Hansson et
Jonsson (1994); Bianco et de Alfaro (1995); Baier (1998); Parker (2002).
2.2.4 Composition paralle`le dans les MDPs
Dans nombreux des cas, les syste`mes re´sultent de la composition d’un ensemble de proces-
sus communicant et/ou e´voluant inde´pendamment. Leur spe´cification et ve´rification ne´ces-
sitent de de´finir un ensemble de re`gles de composition a` partir des diffe´rents processus impli-
que´s. Ces re`gles sont ge´ne´ralement de´finies sous-forme d’alge`bres de processus (par exemple
CCS de Milner (1989), CSP (Communicating Sequential Processes) de Hoare (1985), etc.)
ou` les termes repre´sentent les processus et les ope´rateurs la manie`re dont ils sont combine´s.
Dans cette section, nous discutons brie`vement de la composition paralle`le style CSP ou` les
syste`mes de transitions se synchronisent uniquement sur les actions identiques et e´voluant
inde´pendamment sur les autres actions. Nous couvrons uniquement la composition paralle`le
entre MDPs. Sachant qu’une DTMC peut eˆtre conside´re´e comme un MDP ou` dans chaque
e´tat une seule action est disponible, les meˆmes re`gles peuvent eˆtre applique´es.
La composition paralle`le entre deux processus de de´cision markoviens Mp1 = (S1, sinit,
∆1, L1, Act1) et Mp2 = (S2, tinit,∆2, L2, Act2) note´e Mp1 ‖ Mp2 est un MDP Mp = (S1 ×
S2, (sinit, tinit),∆, L) avec les fonctions ∆ et L de´finies ci-dessous.
En effet, ∀s ∈ S1, ∀t ∈ S2, ∀α ∈ Act, nous avons les re`gles suivantes :
1. si ∃µ1 ∈ D(S1) tel que (s, α, µ1) ∈ ∆1 et si @µ2 ∈ D(S2) tel que (t, α, µ2) ∈ ∆2, alors
((s, t), α, µ) ∈ ∆ avec µ = µ1 ;
2. si @µ1 ∈ D(S1) tel que (s, α, µ1) ∈ ∆1 et si ∃µ2 ∈ D(S2) tel que (t, α, µ2) ∈ ∆2, alors
((s, t), α, µ) ∈ ∆ avec µ = µ2 ;
3. si ∃µ1 ∈ D(S1) tel que (s, α, µ1) ∈ ∆1 et si ∃µ2 ∈ D(S2) tel que (t, α, µ2) ∈ ∆2, alors
((s, t), α, µ) ∈ ∆ avec µ = µ1 ⊗ µ2 ;
4. L((s, t)) = L1(s) ∪ L2(t).
Les re`gles (1), (2) et (3) concernent la fonction de transitions tandis que la re`gle (4) concerne
la fonction d’e´tiquetage du MDP Mp. Les re`gles (1) et (2) montrent que deux MDPs e´voluent
inde´pendamment sur des actions diffe´rentes et la re`gle (3) correspond a` la synchronisation
de deux processus de de´cision markoviens sur des actions identiques. Enfin, avec la re`gle (4),
l’ensemble des propositions atomiques valides dans chaque e´tat du MDP re´sultant correspond
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a` la re´union des ensembles des propositions valides dans les e´tats partiels implique´s dans la
composition de cet e´tat.
1
s0
s1
s2
(a) Mp1
α, 1α1, 1
β, 12
β, 12
t0
t1
t2
(b)Mp2
β1, 1
α1,
1
2
α1,
1
2
γ, 1 s0t0
s1t0
s2t0
s0t1
s1t1
s2t1
s0t2
s1t2
s2t2
(c) Mp1 ‖Mp2
γ, 1
γ, 1
γ, 1
α, 1α1, 1
β, 12
β, 12
β1, 1
β1, 1
β1, 1
α1,
1
2
α, 1α1,
1
2
β, 12
β, 12α1,
1
2
α1,
1
2
α1,
1
2
α1,
1
2
β, 12
β, 12
α, 1α1, 1
Figure 2.4 Deux MDPs en (a) et (b) et leur composition paralle`le en (c)
La Figure 2.4 repre´sente le re´sultat de la composition paralle`le entre deux processus de
de´cision markoviens Mp1 et Mp2. Toutes les transitions de la composition paralle`le sont
obtenues avec les re`gles (1) et (2) excepte´e la transition e´tiquete´e par α1 sortant de l’e´tat
s1 qui se synchronise avec la transition etiquete´e par α1 sortant de l’e´tat t1. La transition
re´sultante est e´tique´te´e par l’action α1 et correspond a` la distribution {12 , 12} qui est le produit
des distributions des actions implique´es dans la synchronisation c.-a`-d. {1} pour α1 de Mp1
et {1
2
, 1
2
} pour α1 de Mp2.
2.3 PRISM et formalismes de spe´cification
PRISM Kwiatkowska et al. (2002) supporte trois types de mode`les probabilistes dont les
chaˆınes de markov a` temps discret (DTMCs) et les processus de de´cision markoviens (MDPs)
pre´sente´s dans les sections pre´cedentes ainsi que les chaˆınes de markov a` temps continu
(CTMCs) qui ne font pas l’objet de notre me´moire. Cet outil ne´cessite deux types d’entre´es,
la description du syste`me a` analyser et celle de l’ensemble des proprie´te´s a` ve´rifier relatives au
syste`me. Le comportement du syste`me a` analyser est spe´cifie´ en utilisant un langage inspire´
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du langage des modules re´actifs de Alur et Henzinger (1996). Les composants de base sont les
modules et les variables. Un syste`me peut eˆtre compose´ d’un nombre quelconque de modules
pouvant inte´ragir entre-eux. Le syste`me est alors construit sous-forme d’une composition
paralle`le entre les diffe´rents modules. Un module doit eˆtre spe´cifie´ comme suit :
module <nom du module>
. . .
endmodule
Chaque module comporte un ensemble de variables dont les valeurs de´terminent l’e´tat du
module a` chaque instant. Les valeurs des variables de tous les modules de´terminent ainsi
l’e´tat de tout le syste`me a` chaque instant. PRISM supporte deux types de variables, les
variables entie`res et boole´ennes. L’exemple suivant montre comment est de´clare´e et initialise´e
une variable boole´enne pay a` false :
pay : bool init false ;
Pour une variable entie`re, la de´claration indique la plage de valeurs que peut prendre la
variable ainsi que sa valeur initiale. L’exemple ci-dessous
longueur : [ 0..10 ] init 0 ;
de´clare une variable longueur pouvant prendre une des 11 valeurs que repre´sente l’intervalle
[ 0..10 ] et initialise´e a` 0. PRISM permet e´galement de de´clarer des constantes qui peuvent
eˆtre des entiers, des doubles ou des boole´ens avec la syntaxe suivante :
const <type> nom const = val ;
ou` type de´signe le type de la constante, nom const le nom attribue´ a` la constante et val la
valeur qui lui est assigne´e. Chaque module comporte e´galement un ensemble de commandes
garde´es qui de´finissent les diffe´rentes transitions du syste`me. Chaque commande garde´e cor-
respond a` la forme suivante :
[] <garde> −><commande> ;
ou` garde est un pre´dicat sur les variables du syste`me et commande une transition effectue´e
par le syste`me lorsque la garde est e´value´e a` la valeur true. Intuitivement, la commande
correspond a` une mise a` jour des valeurs des variables du module. Les variables qui ne sont
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pas affecte´es par la commande gardent les anciennes valeurs. Dans le cas ou` une transition
doit eˆtre choisie probabilistiquement, la syntaxe est la suivante :
[] <garde> − > <prob1> :<commande1> +
. . .+
<probN> :<commandeN> ;
ou` la transition relative a` la commandei est effectue´e suivant la probabilite´ probi, avec∑N
i=1 probi = 1.
Les crochets peuvent contenir une chaˆıne de caracte`res indiquant l’action correspondant a`
la commande garde´e. Ces actions jouent un roˆle majeur dans le mode`le de restriction des
ordonnanceurs que nous pre´sentons a` la Section 3.1. Chaque action e´tiquette alors toutes
les transitions engendre´es par la commande garde´e dans laquelle elle est pre´sente. Durant la
construction du syste`me, PRISM assume la synchronisation style CSP de Hoare (1985) pour
les commandes en provenance des diffe´rents modules et comportant les meˆmes actions.
Les proprie´te´s que doit satisfaire le syste`me mode´lise´ avec le langage PRISM sont spe´cifie´es en
logique PCTL comme de´crit dans les Sections 2.2.1 et 2.2.2 suivant qu’il s’agit d’une DTMC
ou d’un MDP. Les proprie´te´s sur les CTMCs sont spe´cifie´es avec la logique CSL de Aziz et al.
(1996) que nous n’abordons pas dans ce me´moire. Les spe´cifications ci-dessous repre´sentent
deux exemples de proprie´te´s exprime´es en PCTL dans PRISM.
P =? [true U Fail]
Pmin =? [true U leader]
La premie`re correspond au syste`me de´crit comme une DTMC et permet de de´terminer la
probabilite´ avec laquelle un syste`me atteint un e´tat de disfonctionnement. Quant a` la se-
conde, elle de´termine la probabilite´ minimale avec la quelle un leader est e´lu sur un protocole
distribue´ d’e´lection de leader de´crit sous-forme d’un MDP. Nous utilisons les formalismes
pre´sente´s dans cette section lors de l’analyse des e´tudes de cas de protocoles de se´curite´ que
nous discutons dans le Chapitre 4.
2.4 Diagrammes de de´cision
La ve´rification automatique des proprie´te´s sur de grands syste`mes exige une repre´senta-
tion compacte et efficace des syste`mes de transitions, des ensembles d’e´tats et des formules
exprime´es en logique temporelle. Dans cette section nous pre´sentons deux types de structures
30
de donne´es symboliques appele´es diagrammes de de´cision binaires (BDDs) et diagrammes de
de´cision binaires multi-terminaux (MTBDDs). Ces structures sont utilise´es par le ve´rifica-
teur des syste`mes probabilistes PRISM pour repre´senter de fac¸on compacte en me´moire les
syste`mes de´crits avec le langage PRISM. Tous nos algorithmes pre´sente´s dans la Section 3.3
ope`rent essentiellement sur les BDDs et MTBDDs.
2.4.1 Diagramme de de´cision binaire
Les diagrammes de de´cision binaires originalement cre´e´s par Akers (1978) puis nette-
ment ame´liore´s par Bryant (1986) offrent un moyen efficace permettant de repre´senter des
fonctions boole´ennes. Les fonctions boole´ennes peuvent eˆtre utilise´es pour repre´senter un en-
semble d’e´tats ou une fonction de transitions relatifs a` un syste`me de transitions.
Soient V ar un ensemble de variables x1, x2, . . . , xn et V al un ensemble des e´valuations pos-
sibles pour x1, x2, . . . , xn dans l’ensemble {0, 1}. Une fonction boole´enne sur les variables
x1, x2, . . . , xn ∈ V ar peut eˆtre de´finie comme e´tant une fonction f : V al −→ {0, 1}. La re-
pre´sentation d’une fonction boole´enne sous-forme d’un arbre de de´cision binaire de´coule de
l’expansion de Shannon (1938).
De´finition et repre´sentation
L’expansion de Shannon de´compose re´cursivement une fonction boole´enne en termes de
cofacteurs obtenus par des e´valuations successives de la fonction f . Une fonction boole´enne f
sur des variables boole´ennes x1, x2, . . . , xn posse`de deux cofacteurs par rapport a` la variable
xi, i = 1 . . n, le cofacteur positif f|xi=1 et le cofacteur ne´gatif f|xi=0.
The´ore`me 2.4.1 (Expansion de Shannon) Si f est une fonction boole´enne sur l’ensem-
ble V ar, alors ∀xi ∈ V ar : f = (¬xi ∧ f|xi=0) ∨ (xi ∧ f|xi=1).
La preuve de ce the´ore`me peut eˆtre trouve´e dans Baier et Katoen (2008). En terme de
diagramme de de´cision binaire, chaque noeud interne e´tiquete´ par la variable boole´enne xi
repre´sente une fonction boole´enne quelconque g et les deux branches les cofacteurs g|xi=0 et
g|xi=1. La Figure 2.5 repre´sente un arbre de de´cision binaire appele´ aussi arbre de Shannon
pour la fonction boole´enne f = x1∧(¬x2∨x3) dont les valeurs possibles sont repre´sente´es dans
le Tableau 2.2. La repre´sentation suppose l’e´nume´ration des variables dans l’ordre x1, x2, x3.
La racine et les noeuds interme´diaires sont e´tiquete´s par les variables xi, i = 1 . . 3. Les noeuds
terminaux repre´sentent les valeurs possibles de la fonction (0 et 1). Pour chaque noeud non
terminal correspondant a` la variable xi, deux branches repre´sentent les deux e´valuations pos-
sibles de la variable boole´enne, la branche Pos pour xi = 1 et la branche Neg pour xi = 0.
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Figure 2.5 arbre de de´cision binaire pour la fonction boole´enne x1 ∧ (¬x2 ∨ x3)
La branche Pos est repre´sente´e en traits continus et celle de Neg en pointie´s.
Formellement, nous pouvons de´finir un diagramme de de´cision binaire (BDD) comme un
tuple (V, VI , VT , var, val, v0) ou` :
• V est l’ensemble fini de noeuds repre´sentant le BDD ;
• VI est le sous-ensemble de V contenant les noeuds non terminaux. Chaque noeud non
terminal v posse`de un argument indice(v) ∈ {1, . . . , n} repre´sentant l’indice de la va-
riable boole´enne et deux branches Pos(v), Neg(v) ∈ V ;
• VT est le sous-ensemble de V contenant les noeuds terminaux. Chaque noeud terminal
v posse`de un argument value(v) ∈ {0, 1} ;
• var est une fonction de VI −→ V ar assignant a` chaque noeud non terminal v une
variable var(v) ∈ V ar ;
• val est une fonction de VT −→ {0, 1} assignant a` chaque noeud terminal v une valeur
val(v) ∈ {0, 1} ;
• v0 ∈ VI est le noeud racine.
Chaque repre´sentation d’une fonction boole´enne sous-forme d’un BDD ne´cessite de de´finir
un certain ordre “<var” entre les variables x1, x2, . . . , xn tel que xi <var xj ssi indice(vxi) <
indice(vxj) avec vxi et vxj de´signant les noeuds e´tiquete´s respectivement par les variables boo-
le´ennes xi et xj. Cet ordre induit la canonicite´ des BDDs Bryant (1986) apre`s application des
re`gles de re´duction pre´sente´es dans la section suivante, c.-a`-d. que chaque fonction boole´enne
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Tableau 2.2 Table de ve´rite´ pour la fonction boole´enne x1 ∧ (¬x2 ∨ x3)
x1 x2 x3 x1 ∧ (¬x2 ∨ x3)
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 0
1 0 0 1
1 0 1 1
1 1 0 0
1 1 1 1
posse`de une repre´sentation unique sous-forme d’un BDD pour un ordre des variables donne´.
Les chemins partant de la racine aux noeuds terminaux repre´sentent toutes les e´valuations
possibles que peut prendre une fonction repre´sente´e sous-forme d’un BDD. Chaque noeud
du BDD excepte´e la racine a un pre´de´cesseur, ce qui assure que chaque noeud soit accessible
depuis la racine.
Reduction des BDD
L’objectif de repre´senter des fonctions boole´ennes sous-forme de BDDs est de tirer profit
de la compacite´ que ces structures de donne´es peuvent offrir. Bryant (1986) propose trois
re`gles de re´duction exploitant la redondance des noeuds dans l’arbre de de´cision binaire afin
d’aboutir a` une structure plus compacte. La Figure 2.6 repre´sente en (a) la premie`re re`gle e´li-
minant les terminaux redondants, chaque BDD comportant au final deux noeuds terminaux
en l’occurence les terminaux 0 et 1. La deuxie`me re`gle en (b) e´limine les tests redondants. En
effet si v est un noeud non terminal avec Pos(v) = Neg(v) = w ou` w ∈ V , la re`gle enle`ve le
noeud v et redirige toutes les branches entrant sur le noeud v directement sur le noeud w.
Enfin la troisie`me re`gle en (c) est une re`gle e´liminant la redondance de sous-BDDs. En effet si
v, w sont des noeuds non terminaux de V avec v 6= w tels que :

var(v) = var(w)
Pos(v) = Pos(w)
Neg(v) = Neg(w)
alors
enlever le noeud v et rediriger toutes les branches entrant sur le noeud v directement sur le
noeud w. La Figure 2.7 repre´sente le BDD compacte obtenu apre`s l’application des re`gles de
re´duction sur l’arbre de de´cision binaire de la Figure 2.5.
Le degre´ de compacite´ obtenu par application des re`gles de re´duction de´pend de l’ordre des
variables choisi. Le proble`me de choisir un ordre des variables minimisant la taille du BDD
est NP-complet Bolling et Wegener (1996). Pour contourner cette difficulte´, des algorithmes
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(c) Elimination de la redondance de sous− arbres isomorphiques
Figure 2.6 Re`gles de re´duction d’un diagramme de de´cision binaire
heuristiques sont utilise´s pour ame´liorer un ordre des variables donne´. Une bonne compre´hen-
sion du domaine e´tudie´ peut e´galement permettre de choisir facilement un ordre des variables
ade´quat.
2.4.2 Diagramme de de´cision binaire multi-terminaux
Les diagrammes de de´cision binaires multi-terminaux Fujita et al. (1997); Bahar et al.
(1997), sont une ge´ne´ralisation des diagrammes de de´cision binaires de Bryant (1986) non
pas a` des seuls terminaux 0 et 1 mais a` des terminaux d’un ensemble quelconque fini. Ces
structures repre´sentent des fonctions de l’ensemble {0, 1}n vers ID ou` ID constitue un do-
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Figure 2.7 Diagramme de de´cision binaire re´duit de f = x1 ∧ (¬x2 ∨ x3)
maine quelconque de valeurs re´elles. Les MTBDDs posse`dent la meˆme structure que les
BDDs et leur repre´sentation sous-forme de graphe acyclique de´coule e´galement de l’expan-
sion de Shannon. L’ordre “<var” entre les variables boole´ennes ainsi que l’application des
re`gles de re´duction similaires a` celles pre´sente´es a` la Section 2.4.1 leur assure e´galement la
canonicite´. L’ide´e principale derrie`re cette extension est d’avoir une repre´sentation compacte
des matrices et des vecteurs. Un vecteur V de taille n peut eˆtre conside´re´ comme une fonction
fV : {0, . . . , n − 1} −→ ID. Les valeurs 0, . . . , n − 1 de´signent les indices du vecteur et ID le
domaine des valeurs stocke´es dans le vecteur (entiers, re´els, ou tout autre ensemble de´rive´).
Chaque indice du vecteur est repre´sente´ sur m = dlog2(n)e variables boole´ennes x1, x2, . . . , xm
dans le MTBDD en tenant compte de la repre´sentation binaire des entiers. Une matrice M de
taille n×n est repre´sente´e sous-forme d’une fonction fM : {0, . . . , n−1}×{0, . . . , n−1} −→ ID.
Un MTBDD correspondant a` la fonction fM est repre´sente´ avec les variables boole´ennes
x1, x2, . . . , xm encodant les indices de lignes et les variables boole´ennes y1, y2, . . . , ym enco-
dant les indices de colonnes. La Figure 2.8 montre un MTBDD repre´sentant une fonction
fM : {0, . . . , 3} × {0, . . . , 3} −→ [0, 1] relative a` une matrice M. Les lignes sont encode´es avec
les variables boole´ennes x1, x2 et les colonnes avec les variables boole´ennes y1, y2. Pour des rai-
sons de simplicite´ et de clarte´, nous avons omis de repre´senter les entre´es nulles de la matrice
sur le MTBDD de la Figure 2.8. Ces entre´es constituent le reste des combinaisons boole´ennes
repre´sente´es par des traits “–” dans la table comportant les entre´es de la matrice M. Les va-
riables boole´ennes repre´sentant les lignes et les colonnes sont entrelace´es ce qui confe`re l’ordre
x1 <var y1 <var x2 <var y2 aux variables boole´ennes. Cette fac¸on d’ordonner les variables sur
une matrice assure une meilleure compacite´ du MTBDD Fujita et al. (1997). Chaque entre´e
de la matrice est obtenue en parcourant le MTBDD de la racine aux terminaux. Les indices
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1
x1
y1 y1
x2 x2 x2
x1 y1 x2 y2 fM
0 0 0 0 M[0, 0] = 1/3
0 0 0 1 M[0, 1] = 1/3
0 1 0 0 M[0, 2] = 1/3
0 0 1 0 M[1, 0] = 1/4
0 1 1 1 M[1, 3] = 3/4
1 0 1 1 M[3, 1] = 1
    M[i, j] = 0
y2 y2y2 y2
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3
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Figure 2.8 MTBDD encodant une matrice repre´sente´e par la fonction fM
lignes et colonnes s’obtiennent en reconstituant les valeurs entie`res correspondant aux va-
leurs des variables boole´ennes constituant le chemin. Pour notre exemple de la Figure 2.8,
fM[x1 = 0, y1 = 1, x2 = 1, y2 = 1] =
3
4
correspond a` l’entre´e M[1, 3] de la matrice M.
PRISM Kwiatkowska et al. (2002) utilise les MTBDDs pour repre´senter les syste`mes proba-
bilistes en me´moire. La matrice des probabilite´s de transition pour les DTMCs est de´finie
comme une fonction f∆ : {0, . . . , 2n−1}×{0, . . . , 2n−1} −→ [0, 1] sur les variables boole´ennes
x1, . . . , xn, y1, . . . , yn. Les variables x1, x2, . . . , xn encodent les e´tats de de´part et y1, y2, . . . , yn
les e´tats d’arrive´e pour les transitions. Le nombre de variables boole´ennes ne´cessaires pour
repre´senter un e´tat de´pend du nombre de variables PRISM dont les diffe´rentes e´valuations
possibles de´terminent les e´tats possibles du syste`me. Les valeurs possibles de chaque va-
riable PRISM de´terminent le nombre de variables boole´ennes ne´cessaires pour son encodage.
Chaque e´tat du syte`me est ainsi encode´ sur la re´union des variables boole´ennes correspondant
a` toutes les variables PRISM utilise´es dans le mode`le. Quant aux probabilite´s de transition
pour les MDPs, la repre´sentation est un peu diffe´rente des DTMCs du fait de la pre´sence du
non de´terminisme qu’il faut aussi encoder. Le nombre maximal de distributions de probabili-
te´s possibles dans chaque e´tat de´termine le nombre de variables boole´ennes ne´cessaires pour
encoder le non de´terminisme. En effet les probabilite´s de transitions sur le MDP sont repre´-
sente´es avec une fonction f∆ : {0, . . . , 2n−1}×{0, . . . , 2nd−1}×{0, . . . , 2n−1} −→ [0, 1] sur
les variables boole´ennes x1, . . . , xn, z1, . . . , znd, y1, . . . , yn. Les variables x1, . . . , xn, y1, . . . , yn
encodent les e´tats de de´part et d’arrive´e comme dans les DTMCs et les variables z1, z2, . . . , znd
encodent le non de´terminisme (c.-a`-d. les diffe´rentes distributions de probabilite´s disponibles
dans chaque e´tat du MDP).
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Comme a` chaque distribution de probabilite´s correspond une action de l’ensemble Act, il
faut trouver un moyen de repre´senter les actions e´tiquetant les transitions dans les mode`les.
Pour les DTMCs, la repre´sentation est simple par le fait que dans chaque e´tat une seule
action est possible. A chaque action α de l’ensemble Act de la DTMC est associe´e une fonc-
tion fα : {0, . . . , 2n − 1} −→ {0, 1} sur les variables boole´ennes x1, . . . , xn. Intuitivement,
la fonction fα encode tous les e´tats du mode`le ou` il est possible d’effectuer l’action α. Pour
les MDPs, la possibilite´ d’avoir plus d’une action possible est prise en compte. En effet, a`
chaque action β de l’ensemble Act du MDP est associe´e une fonction fβ encodant toutes les
distributions de probabilite´s lie´es a` l’action β dans tous les e´tats du mode`le ou` il est possible
d’effectuer l’action β. La fonction fβ : {0, . . . , 2n − 1} × {0, . . . , 2nd − 1} −→ {0, 1} est alors
de´finie sur les variables boole´ennes x1, . . . , xn encodant les e´tats disposant de l’action β et sur
les variables boole´ennes z1, . . . , znd indiquant quelle distribution associe´e a` β parmi toutes les
distributions de probabilite´s disponibles dans l’e´tat concerne´.
1
0 1
2 3
α, 13
α, 13
β, 14
β, 34γ, 1α,
1
3
Figure 2.9 DTMC dont la matrice des transitions probabilistes ∆ est repre´sente´e avec le
MTBDD de la Figure 2.8
Dans la repre´sentation de la fonction f∆, PRISM utilise x1 <var y1 <var · · · <var xn <var yn
comme ordre des variables pour les DTMCs. En plus de la compacite´ qu’offre ce choix, il
procure aussi de l’efficacite´ aux algorithmes de model checking qui se traduisent par des ap-
pels re´cursifs sur les sous-matrices relatives aux cofacteurs de f∆. Pour les MDPs, l’ordre
des variables se fait ainsi z1 <var · · · <var znd <var x1 <var y1 <var · · · <var xn <var yn,
en plac¸ant en teˆte d’abord les variables non de´terministes suivies d’un entrelacement des
variables lignes et colonnes. L’exemple de la Figure 2.8 correspond au MTBDD repre´sentant
la fonction f∆ de la DTMC de la Figure 2.9. Le mode`le comporte 4 e´tats et chaque e´tat
est encode´ sur 2 variables boole´ennes. Les variables x1, x2 encodent les e´tats de de´part et
y1, y2 les e´tats de destination des transitions. Toutes les transitions non nulles correspondent
a` tous les chemins allant de la racine du MTBDD aux terminaux non nuls. En effet le chemin
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(a) BDDencodant fα (b) BDDencodant fβ (c) BDDencodant fγ
Figure 2.10 BDDs encodant les actions de la DTMC de la Figure 2.9
[x1 = 0, y1 = 1, x2 = 1, y2 = 1] repre´sente la transition de l’e´tat 1 a` l’e´tat 3 avec probabilite´
3
4
. Les actions sur les transitions de la DTMC de la Figure 2.9 sont repre´sente´es a` l’aide des
BDDs de la Figure 2.10. A chacune des trois actions α, β, γ correspond un BDD qui encode
tous les e´tats de la DTMC ou` l’action est disponible. L’action α est disponible uniquement
a` l’e´tat 0 repre´sente´ en (a) avec le chemin [x1 = 0, x2 = 0]. Enfin, les actions β, γ sont dispo-
nibles respectivement aux e´tats 1 et 3 repre´sente´s en (b) et (c) par les chemins [x1 = 0, x2 = 1]
et [x1 = 1, x2 = 1].
2.4.3 Quelques ope´rations sur les diagrammes de de´cision
Dans cette section, nous pre´sentons certaines ope´rations sur les MTBDDs et BDDs uti-
lise´es dans nos algorithmes. Ces ope´rations se re´partissent en deux grandes cate´gories : les
ope´rations de cre´ation des noeuds et les ope´rations induites par celles pouvant eˆtre effectue´es
sur leurs fonctions repre´sentatives. Dans ce qui suit, nous assumons des MTBDDs (BDDs)
M , M1, M2 de´finis sur une liste de variables boole´ennes x1, x2, . . . , xn. Toutes ces ope´rations
sont imple´mente´es dans le package CUDD de Somenzi (1997) ou dans le package DD de
PRISM.
• Const(valeur) cre´e un nouveau MTBDD (BDD) constitue´ d’un seul noeud e´tiquete´
par la valeur valeur ∈ IR. Pour les BDDs, la fonction Const ne peut prendre que de
parame`tres 0 et 1.
• Var(i) cre´e un nouveau noeud MTBDD (BDD) interne ayant l’indice i s’il n’existe pas
ou renvoie la re´fe´rence du noeud s’il existe de´ja`.
• Compl(M), ou` M est un BDD, repre´sente le BDD correspondant au comple´ment de
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la fonction fM repre´sentative de M .
• EtLog(M1,M2), ou` M1 et M2 sont des BDDs, retourne le BDD correspondant a` la
fonction fM1 ∧ fM2 .
• Abstraire(op, (x1, x2, . . . , xn),M), ou` M est un MTBDD (BDD) et op un ope´rat-
eur binaire (logique ou arithme´tique), retourne le MTBDD (BDD) re´sultant de l’ap-
plication de l’ope´rateur op sur toutes les abstractions en conside´rant toutes les va-
leurs possibles que peuvent prendre les variables x1, . . . , xn. En effet, par exemple
Abstraire(+, (x1, x2),M) correspond au MTBDD repre´sentant la fonction fM|(x1=0,x2=0) +
fM|(x1=0,x2=1) + fM|(x1=1,x2=0) + fM|(x1=1,x2=1) et quant a` Abstraire(∨, (x1, x2),M), le
BDD re´sultant repre´sente la fonction fM|(x1=0,x2=0) ∨ fM|(x1=0,x2=1) ∨ fM|(x1=1,x2=0) ∨
fM|(x1=1,x2=1).
• Appliquer(op,M1,M2), ou` M1 et M2 sont des MTBDDs et op est une ope´ration binaire
sur les re´els (+, −, ×, ÷, etc.), repre´sente le MTBDD correspondant a` la fonction
fM1 op fM2 .
• PlusGrandQue(M, valeur), ou` M est un MTBDD et valeur une valeur double, re-
tourne un BDD dont les terminaux valent 1 pour toutes les valeurs supe´rieures a` valeur,
le reste des terminaux e´tant e´gale a` 0.
• MultiMatrice(M1,M2, varsZ), ou` M1 et M2 sont des MTBDDs et varsZ la liste des
variables boole´ennes de sommation, calcule le produit de deux matrices repre´sente´es
respectivement par les fonctions fM1 et fM2 .
• InsElementMatrice(M, lV ars, cV ars, ligne, colonne, valeur), ou` M est un MTBDD
repre´sentant une matrice encode´e sur les variables lignes lV ars et colonnes cV ars,
inse`re la valeur valeur dans M a` la position indice´e par ligne et colonne.
• RecElementMatrice(M, lV ars, cV ars, ligne, colonne), ou` M est un MTBDD repre´-
sentant une matrice encode´e sur les variables lignes lV ars et colonnes cV ars, retourne
une valeur stocke´e dans la position indice´e par ligne et colonne.
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CHAPITRE 3
MODE`LE DE RESTRICTION DE L’ADVERSAIRE ET IMPLE´MENTATION
DANS PRISM
Ce chapitre est consacre´ a` la de´finition du mode`le de restriction de l’adversaire base´ sur
la re´duction de la puissance des ordonnanceurs applique´e aux syste`mes de se´curite´ mode´lise´s
sous-forme de processus de de´cision markoviens. Nous pre´sentons e´galement l’inte´gration du
mode`le dans l’architecture du model checker PRISM version 3.2.r935 ainsi que la descrip-
tion des principaux algorithmes utilise´s dans son imple´mentation.
3.1 Mode`le de se´curite´ pour les MDPs
Comme nous l’avons montre´ dans la Section 2.2.2, l’e´valuation des proprie´te´s probabi-
listes dans un MDP passe par la re´solution du non de´terminisme. Ce non de´terminisme est
re´solu par un ordonnanceur qui choisit une seule action parmi plusieurs actions possibles dans
chaque e´tat. Dans le cas ou` le MDP repre´sente le syste`me de transitions d’un protocole de
se´curite´, les choix de certaines transitions peuvent re´sulter des calculs internes du protocole.
D’une part, le formalisme du MDP ne fait pas la diffe´rence entre les choix internes et les choix
externes (ne de´pendant pas de calculs internes) et d’autre part, l’e´valuation des protocoles de
se´curite´ suppose l’exe´cution dans un environnement hostile ou` l’adversaire controˆle le re´seau
de communications et par conse´quent controˆle tout l’ordonnancement du protocole. Cela a
pour conse´quence l’octroi du controˆle des choix internes du protocole a` l’adversaire lors de
l’analyse formelle, ce qui lui confe`re une puissance trop forte impossible a` atteindre dans les
conditions re´elles d’utilisation du protocole.
Dans cette section nous pre´sentons un mode`le de restriction de la puissance des ordonnanceurs
sur les MDPs inspire´ des travaux de Hamadou et Mullins (2010) et de Canetti et al. (2006). Ce
mode`le de´compose l’ordonnancement en deux niveaux d’ordonnanceurs : Les ordonnanceurs
externes sous le controˆle de l’adversaire et l’ordonnanceur interne hors du controˆle de l’adver-
saire. Ce de´coupage en deux niveaux est guide´ par la de´finition d’une relation d’e´quivalence
observationnelle sur les actions du mode`le.
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3.1.1 Actions e´quivalentes
L’ide´e de la de´finition des actions observationnellement e´quivalentes vient de la ne´cessite´
de faire la diffe´rence entre les actions du MDP dont le choix de´pend des calculs internes (c.-a`-
d. invisibles a` l’environnement) et les autres actions pouvant eˆtre controˆle´es par l’adversaire
lors de l’analyse du protocole mode´lise´ sous-forme d’un MDP.
Soient Mp = (S, sinit,∆, L, Act) un MDP, Obs un ensemble d’observables et O : Act −→ Obs
une fonction d’observation. Nous de´finissons une relation < telle que ∀α, β ∈ Act : (α, β) ∈
< ssi O(α) = O(β).
Nous pouvons facilement montrer que < est une relation d’e´quivalence sur l’ensemble Act
appele´e relation d’e´quivalence observationnelle. Nous de´notons par Obs(s) l’ensemble des ob-
servables disponibles dans l’e´tat s du mode`le.
Un mode`le de se´curite´ est ainsi conside´re´ comme une paire S = (Mp,<) ou` Mp = (S, sinit,∆,
L, Act) est un MDP et < est une relation d’e´quivalence observationnelle de´finie sur Act.
Une fois les actions e´quivalentes e´tablies, les ordonnanceurs externes (sous le controˆle de l’ad-
versaire) choisissent au niveau de l’e´tat courant un sous-ensemble d’actions T appele´ taˆche
et regroupant les actions observationnellement e´quivalentes. L’ensemble des taˆches obtenues
sur le MDP Mp suivant la relation d’e´quivalence observationnelle < est note´ Tasks[Mp/<].
Conside´rons les deux exemples ci-dessous de relations d’e´quivalence observationnelle de´finies
sur un protocole mode´lise´ sous-forme d’un MDP :
1. <tot de´notant une relation d’e´quivalence sur Act telle que ∀α, β ∈ Act, α<tot β.
2. <id de´notant une relation d’e´quivalence identite´ sur Act telle que chaque classe d’e´qui-
valence est re´duite a` une seule action parmi les actions du mode`le.
Dans la premie`re situation, <tot confe`re une puissance tre`s faible a` l’adversaire puisque pour
l’ordonnanceur externe, il n’y a qu’une seule taˆche possible dans chaque e´tat du fait que
toutes les actions sont observationnellement e´quivalentes. Quant a` la seconde situation, la
relation <id fournit a` l’attaquant une puissance trop forte par le fait que toutes les actions
du protocole sont distinguables et par conse´quent, il y a autant de taˆches qu’il y a d’actions
au niveau de chaque e´tat.
Les deux exemples de situations montrent bien que la relation d’e´quivalence observationnelle
sur les actions du mode`le est un moyen permettant de controˆler la puissance des ordonnan-
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ceurs externes et par conse´quent la puissance attribue´e a` l’attaquant lors de la phase de
ve´rification du mode`le. Dans la section suivante, nous allons voir comment est re´solu le non
de´terminisme restant dans une taˆche une fois qu’elle est choisie par l’ordonnanceur externe.
3.1.2 Ordonnanceur interne
Le re´sultat de l’ordonnancement effectue´ par un ordonnanceur externe ζ dans chaque
e´tat est un observable correspondant a` une taˆche T ∈ Tasks[Mp/<]. Et comme une taˆche peut
comporter plusieurs actions, chacune correspondant a` une distribution de probabilite´s, il
devient alors indispensable de re´soudre le non de´terminisme entre les diffe´rentes actions de la
taˆche afin d’e´valuer les proprie´te´s probabilistes. Le non de´terminisme a` l’inte´rieur d’une taˆche
est re´solu par un ordonnanceur statique hors-controˆle de l’adversaire appele´ ordonnanceur
interne.
Nous de´finissons un ordonnanceur interne comme une fonction
ξ : Tasks[Mp/<] −→ D(Act)
T 7−→ µT
telle que ∀T ∈ Tasks[Mp/<] et ∀α ∈ T, µT (α) = 1|T | ou` |T | de´signe le nombre d’actions dispo-
nibles dans la taˆche T .
Cette fonction retourne, pour une taˆche donne´e, une distribution de probabilite´ uniforme
sur les actions disponibles dans la taˆche. L’ordonnanceur interne engendre ainsi sur l’obser-
vable correspondant a` la taˆche une nouvelle distribution re´sultant de la combinaison line´aire
convexe des distributions de probabilite´s associe´es aux diffe´rentes actions constituant la taˆche.
Pour des raisons d’imple´mentation dans PRISM, nous choisissons de re´soudre a` l’avance tout
le non de´terminisme interne dans les taˆches.
Nous de´finissons ainsi le nouveau MDP issu de la re´solution du non de´terminisme interne
dans les taˆches comme un tuple Mpξ = (S, sinit,∆
′, L,Obs) tel que :
• S, sinit et L sont les meˆmes que dans le MDP Mp ;
• Obs est l’ensemble des observables de´finies sur Mp ;
• ∆′ : S×Obs −→ D(S)∪{√} est une fonction de transitions telle que ∀o ∈ Obs, ∀s ∈ S :
∆′(s, o) =
{ √
si o 6∈ Obs(s)∑
a∈Act(s)∩o ξ(Act(s) ∩ o)(a) ·∆(s, a) sinon
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En effet, l’exe´cution du MDP Mpξ sous un ordonnanceur externe ζ de l’ensemble Scheds
est comple`tement probabiliste et rend donc possible l’e´valuation des proprie´te´s probabilistes.
Conside´rons le MDP Mp et sa fonction ∆ repre´sente´s par la Figure 2.2 de la Section 2.2.2.
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Figure 1  MDP de la Figure ?? tel que vu par un observateur de l'environne-
ment ne distinguant pas de
Figure 3.1 MDP de la Figure 2.2 tel que observe´ par l’environnement ne distinguant pas β
de β1
Nous de´finissons ensuite une relation d’e´quivalence observationnelle < sur l’ensemble Act =
{α, α1, β, β1, γ, γ1, λ, λ1} telle que β < β1. La Figure 3.1 repre´sente le nouveau MDP
Mpξ et sa fonction ∆
′ (telle que vue par l’environnement externe) re´sultant du regroupement
des actions {β, β1} en une taˆche vue par l’ordonnanceur externe comme l’observable o3 (le
reste des actions forment chacune une taˆche correspondant a` un observable distinct). Le
non de´terminisme existant entre les actions β et β1 est ensuite re´solu en re´partissant une
distribution uniforme sur les distributions {1
3
, 2
3
} et {1} associe´es respectivement aux actions
β et β1. La nouvelle distribution sur o3 combine donc les deux distributions et correspond
a` {1
6
, 1
3
, 1
2
}. Les distributions associe´es au reste des observables sont les meˆmes que celles
des actions correspondantes car les taˆches correspondant a` ces observables forment chacune
une seule action. L’e´valuation des proprie´te´s probabilistes sur le nouveau MDP Mpξ issu
de la restriction des ordonnanceurs se fait en utilisant les meˆmes techniques vues dans le
Chapitre 2.
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3.2 Inte´gration du mode`le dans l’architecture de PRISM
Pour cibler le meilleur endroit a` inte´grer notre mode`le de restriction des ordonnanceurs
dans l’architecture du model checker PRISM, il est indispensable de connaˆıtre sa structure
interne contenant en totalite´ pre`s de 30 packages et utilisant 3 langages diffe´rents (C/C++,
Java et PEPA de Hillston (1996)).
La Figure 3.2 repre´sente l’architecture de PRISM inte´grant notre mode`le de restriction des
Description du
système
Description des
propriétés
Parseur de
modules
Parseurs de
PCTL/ CSL
Moteurs du
model ckecking
Modèle
Génération de la
matrice des transitions
et objets associés
Notre modèle de 
restriction
Objet spécifique au
type de modèle représentant
le système
Liste des 
actions 
indistinguables
Résultats
(états / probabilités)
Figure 3.2 L’architecture de PRISM inte´grant le mode`le de restriction des ordonnanceurs
ordonnanceurs. Originalement (sans le mode`le de restriction), lorsque les utilisateurs lui four-
nissent les descriptions du syste`me en utilisant les formalismes pre´sente´s dans la Section 2.3
du Chapitre 2, la premie`re e´tape de PRISM consiste a` parser ces fichiers et a` ge´ne´rer un
ensemble de structures internes contenant la liste des variables, des valeurs, des noms de mo-
dules, des constantes, des commandes, etc.. Ces structures sont pour la plupart des tableaux
dynamiques. La seconde e´tape concerne la transformation de ces structures explicites en
structures symboliques suivie de leur encapsulation en objet spe´cifique au type de mode`le re-
pre´sentant le syste`me (non de´terministe pour MDP, probabiliste pour DTMC ou stochastique
pour CTMC). PRISM utilise les MTBDDs pour la repre´sentation du syste`me en me´moire
mais deux autres approches peuvent eˆtre utilise´es pour optimiser les ope´rations de model
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checking : l’approche matrices parseme´es dans but d’accroˆıtre les performances en terme de
rapidite´ de calcul lorsque l’espace des e´tats accessibles est modeste et l’approche hybride
combinant les MTBDDs et les matrices parseme´es pour tirer le meilleur des deux afin d’op-
timiser la performance pour les syste`mes larges. Une fois le mode`le construit en me´moire,
les proprie´te´s spe´cifie´es en logique PCTL ou CSL sont transmises apre`s le parsing aux algo-
rithmes de model checking qui retournent les re´sultats de ve´rification en termes d’e´tats ou des
probabilite´s. Du fait que l’approche de base exploitant les MTBDDs utilise le package CUDD
de Fabio Somenzi (1997) e´crit en C, PRISM s’appuie sur le JNI (Java Native Interface) afin
de mapper toutes les fonctions dans une classe Java appele´e JDD. Cela a pour avantage de
pouvoir appeler les fonctions de manipulation des MTBDDs a` partir de n’importe quel pa-
ckage de PRISM e´crit en Java.
Comme le montre la Figure 3.2, nous avons choisi d’inte´grer notre mode`le de restriction des
ordonnanceurs apre`s la ge´ne´ration de la matrice des probabilite´s de transition et des objets
associe´s sous-forme symbolique et avant leur encapsulation dans un objet spe´cifique au type
de mode`le et preˆt a` eˆtre exploite´ par les me´thodes de model checking. Ce choix a e´te´ motive´
par deux raisons principales. La premie`re assure que les modifications en rapport avec le
mode`le de restriction des ordonnanceurs s’ope`rent directement sur les MTBDDs repre´sen-
tant la matrice des probabilite´s de transition, ce qui nous permet d’analyser notre syste`me
avec les meˆmes me´thodes de model checking imple´mente´es dans PRISM sans qu’elles soient
modifie´es. La seconde raison de cette approche est la volonte´ d’inte´grer cette fonctionnalite´ a`
PRISM de fac¸on optionnelle. Autrement dit, il s’agit d’une fonctionnalite´ activable et de´sac-
tivable depuis les interfaces utilisateurs. Une fois la fonctionnalite´ de´sactive´e, PRISM garde
son comportement original. Si elle est active´e, PRISM transforme les MTBDDs repre´sentant
la fonction de transitions en se basant sur des actions indistinguables liste´es dans un fichier
qu’il doit pre´alablement charger.
3.3 Imple´mentation de la restriction des ordonnanceurs
Dans cette section, nous pre´sentons en de´tail diffe´rentes e´tapes effectue´es par notre mode`le
de restriction inte´gre´ dans PRISM afin de re´soudre certains non de´terminismes que nous
voulons oˆter du controˆle de l’adversaire lors de l’e´valuation des protocoles de se´curite´. Ces
non de´terminismes, comme nous le discutons dans la Section 3.1, re´sultent du choix des
actions internes aux participants ou composants du protocole et devant rester invisibles a`
l’adversaire. Nous de´finissons ces actions dans un fichier qui doit eˆtre charge´ par PRISM lors
du processus de restriction des ordonnanceurs. Chaque ligne du fichier indique les actions
appartenant a` la meˆme classe d’e´quivalence. Le non de´terminisme e´tant susceptible d’exister
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dans n’importe quel e´tat du syste`me de transitions, un parcours efficace de tout les e´tats
accessibles est ne´cessaire pour examiner s’il y a lieu de re´soudre le non de´terminisme entre
les transitions e´tiquete´es par les actions de la meˆme classe d’e´quivalence.
3.3.1 Parcours des e´tats accessibles du syste`me
L’espace des e´tats est exprime´ en termes des e´valuations possibles des variables PRISM
utilise´es pour de´crire le mode`le. Nous imple´mentons l’algorithme de parcours des e´tats ac-
cessibles du syste`me sous-forme d’un ite´rateur. A chaque ite´ration, l’algorithme traverse le
BDD repre´sentant l’ensemble d’e´tats accessibles jusqu’a` attendre un terminal non nul. Une
fois le terminal atteint, l’algorithme renvoie la liste des valeurs des variables PRISM de´crivant
l’e´tat correspondant au chemin parcouru depuis la racine du BDD. Les structures ci-dessous
comportent des informations essentielles aux calculs des e´tats accessibles par l’algorithme de
parcours :
• taille : Le nombre d’e´tats accessibles du syste`me.
• numVars : Le nombre total des variables boole´ennes utilise´es pour repre´senter le BDD
de l’ensemble des e´tats accessibles.
• varValeurs : Un vecteur d’entiers dont la taille correspond au nombre de variables
PRISM utilise´es pour de´crire le comportement du syste`me. Il sert a` stocker les valeurs
des variables PRISM correspondant a` l’e´tat courant. Ce vecteur est initialise´ a` 0.
• varTaille : Un vecteur d’entiers dont la taille correspond aussi au nombre de variables
PRISM utilise´es. Ce vecteur stocke le nombre de bits ne´cessaires pour repre´senter toutes
les valeurs possibles de chaque variable PRISM.
• niveau : Un entier initialise´ a` 0 indiquant le niveau du noeud du BDD en cours de
parcours. Le niveau 0 indique le noeud racine.
• varCourant : Un entier initialise´ a` 0 indiquant la variable PRISM en cours de calcul.
La valeur 0 indique la premie`re variable de la liste des variables PRISM utilise´es dans
la description du syste`me.
• niveauVarCourant : Un entier initialise´ a` 0 indiquant le niveau de la variable boo-
le´enne dans la liste des variables boole´ennes encodant la variable PRISM varCourant.
La valeur 0 indique la premie`re des variable boole´ennes.
• compteur : Un entier initialise´ a` 0 et servant a` compter le nombre d’e´tats de´ja` par-
courus.
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• visite : Un vecteur de boole´ens dont la taille correspond au nombre total de variables
boole´ennes utilise´es dans le BDD repre´sentant l’ensemble des e´tats accessibles. Il sert
a` indiquer si un noeud a de´ja` e´te´ visite´ ou non. Ce vecteur est initialise´ a` false.
parcours(dd)
1. Begin
2. bool continuer, bool descente = true ;
3. while (compteur < taille) begin
4. do begin
5. if (descente)begin
6. if (dd=Const(0)) begin
7. descente = false ;
8. continuer = true ;
9. endif ;
10. else begin
11. if (niveau=numVars) begin
12. continuer = false ;
13. descente=false ;
14. compteur++ ;
15. listeValeurs() ;
16. endif ;
17. else begin
18. continuer=true ;
19. descendre() ;
20. endelse ;
21. endelse ;
22. endif ;
23. else begin
24. remonter() ;
25. continuer = true ;
26. endelse ;
27. enddo ; while (continuer) ;
28. endwhile ;
29. End.
Figure 3.3 Algorithme principal de parcours du BDD repre´sentant l’ensemble des e´tats ac-
cessibles
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La Figure 3.3 de´crit l’algorithme principal de parcours du BDD nous permettant de faire
ressortir tous les e´tats accessibles. Le parcours de´marre depuis la racine du BDD. L’arreˆt
de l’algorithme est conditionne´ par l’atteinte du nombre d’e´tats accessibles de´termine´ par
la valeur taille. A Chaque noeud du BDD, la proce´dure parcours ope`re diffe´rement selon
qu’il s’agit d’un terminal nul, d’un terminal non nul ou d’un noeud interme´diaire non ter-
minal. Le terminal nul exprime le cas ou` la combinaison des variables boole´ennes depuis la
racine jusqu’au terminal ne repre´sente pas un e´tat accessible. Dans cette situation la proce´-
dure remonte dans le graphe pour explorer d’autre chemins. Si le terminal est non nul, la
combinaison des variables boole´ennes depuis la racine jusqu’a` ce terminal constitue un e´tat
accessible du syste`me. Les valeurs des variables PRISM repre´sentant cet e´tat sont alors re-
tourne´es par la fonction listeValeurs. Cette fonction ne fait que lire les valeurs actuelles dans
le vecteur varValeurs. Le calcul de ces valeurs se fait progressivement pendant le parcours par
les proce´dures descendre et remonter. La proce´dure parcours remonte ensuite dans le graphe
a` la recherche d’autres e´tats e´ventuels. Le dernier cas constitue un noeud non terminal. Dans
cette situation, le parcours continue avec l’un des noeuds fils du noeud en cours. Le choix du
noeud avec lequel il faut poursuivre le parcours se fait avec la proce´dure descendre comme le
montre l’algorithme de la Figure 3.4.
La proce´dure descendre commence par examiner s’il y aurait pas de noeud e´limine´ durant le
processus de re´duction du BDD afin de de´terminer correctement les noeuds correspondant
aux fils gauche (cofacteur ne´gatif) et fils droit (cofacteur positif). Puis elle de´termine avec
quel noeud continuer le parcours. Si le noeud du niveau courant a de´ja` e´te´ visite´, le parcours
continue avec la branche Pos du noeud courant dd. Sinon une mise a` jour du niveau de la
variable PRISM varCourant est e´ventuellement effectue´e ainsi que le niveau de la variable
boole´enne niveauVarCourant parmi celles encodant cette variable PRISM, puis l’exploration
continue avec la branche Neg du noeud courant dd.
La Figure 3.5 montre la proce´dure de remonte´e dans le graphe chaque fois que le parcours du
BDD ne´cessite de faire l’ascension vers les noeuds parents du noeud en cours (une fois qu’un
terminal est atteint ou lorsque la remonte´e me`ne vers un parent marque´ comme de´ja` visite´).
Chaque appel de la proce´dure remonter de´place le pointeur du noeud en cours d’exploration
vers le noeud parent. Puis la proce´dure examine si le noeud atteint a de´ja` e´te´ visite´. S’il l’a
de´ja` e´te´, la proce´dure met a` jour le niveau de la variable boole´enne en cours niveauVarCou-
rant et e´ventuellement le niveau de la variable PRISM varCourant. Avant de repasser au
noeud parent, la proce´dure remonter met a` jour la valeur de la variable PRISM correspon-
dant au niveau varCourant dans le vecteur varValeurs. Si le noeud n’a pas de´ja` e´te´ visite´, la
proce´dure met a` jour le niveau de la variable boole´enne en cours et e´ventuellement le niveau
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descendre()
1. Begin
2. BDD e,t ;
3. if (indice(dd) > indice(Var(niveau)) e=t=dd ;
4. else begin
5. e=Neg(dd) ;
6. t=Pos(dd) ;
7. endelse ;
8. if ( !visite[niveau]) begin
9. niveauVarCourant++ ;
10. if (niveauVarCourant = varTaille[varCourant]) begin
11. varCourant++ ;
12. niveauVarCourant=0 ;
13. endif ;
14. niveau++ ;
15. visite[niveau] = false ;
16. dd = e ;
17. endif ;
18. else begin
19. niveau++ ;
20. dd = t ;
21. endelse ;
22. End.
Figure 3.4 Proce´dure de descente dans les noeuds du BDD repre´sentant l’ensemble des e´tats
accessibles
de la variable PRISM comme dans le cas du noeud de´ja` visite´ puis met a` jour la valeur de la
variable PRISM en cours dans le vecteur varValeurs. Une fois ces mises a` jour effectue´es, le
controˆle est repasse´ a` la proce´dure descendre a` la recherche des chemins non encore explore´s
menant vers un noeud terminal.
L’algorithme de parcours est essentiel pour la construction des directives de fusion des transi-
tions non de´terministes qui indiquent, pour chaque e´tat accessible du syste`me, les transitions
a` fusionner afin de re´soudre le non de´terminisme existant entre elles. Dans la section suivante,
nous de´crivons le processus de construction de ces directives de fusion qui sont repre´sente´es
de fac¸on compacte dans un MTBDD.
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remonter()
1. Begin
2. niveau−− ;
3. dd=Parent(dd) ;
4. if ( !visite[niveau] ) begin
5. descente=true ; niveauVarCourant−− ;
6. visite[niveau]=true ;
7. if (niveauVarCourant= −1) begin
8. varCourant−− ;
9. niveauVarCourant=varTaille[varCourant]−1 ;
10. endif ;
11. varValeurs[varCourant]+=(1  a (varTaille[varCourant]−1−niveauVarCourant)) ;
12. niveauVarCourant++ ;
13. if (niveauVarCourant = varTaille[varCourant]) begin
14. varCourant++ ;
15. niveauVarCourant=0 ;
16. endif ;
17. endif ;
18. else begin
19. descente=false ;
20. niveauVarCourant−− ;
21. if (niveauVarCourant = −1) begin
22. varCourant−− ;
23. niveauVarCourant = varTaille[varCourant]−1 ;
24. endif ;
25. varValeurs[varCourant]−=(1  (varTaille[varCourant]−1−niveauVarCourant)) ;
26. endelse ;
27. End.
a. Ope´ration de de´calage de bits a` gauche
Figure 3.5 Proce´dure de remonte´e dans les noeuds du BDD repre´sentant l’ensemble des e´tats
accessibles
3.3.2 Construction des directives de fusion des transitions
Les directives de fusion des transitions non de´terministes constituent un moyen d’indiquer
a` l’algorithme de fusion quelles sont les diffe´rentes distributions de probabilite´s a` fusionner
pour chaque e´tat accessible du syste`me. L’espace d’e´tats accessibles e´tant potentiellement
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grand, nous repre´sentons les informations de fusion dans MTBDD afin d’avoir une structure
compacte. La premie`re e´tape consiste a` examiner pour chaque e´tat les actions e´tiquetant
chaque classe de transitions (distribution de probabilite´s).
De´termination et encodage des actions pour les classes de transitions
PRISM supporte deux types d’actions, les actions inde´termine´es mate´rialise´es par les
crochets vides au niveau des commandes du mode`le de´crit avec le langage PRISM ainsi que
les actions explicites repre´sente´es par des chaˆınes de caracte`res dans les crochets des com-
mandes du mode`le. Les actions explicites sont appele´es aussi des actions de synchronisation.
Les transitions e´tiquete´es par les actions inde´termine´es sont encode´es dans un BDD appele´
transInd. Quant aux actions de synchronisation, un vecteur de BDDs transSynch est utilise´
pour encoder les transitions relatives a` ces actions. Chaque BDD du vecteur transSynch en-
code toutes les transitions e´tiquete´es par l’une des actions de synchronisation du mode`le. La
taille du vecteur transSynch de´pend alors du nombre d’actions distinctes du mode`le. Nous
nous inte´ressons uniquement au cas des MDPs supportant le non de´terminisme. Les BDDs
transInd et transSynch[i], ou` i est l’indice variant de ze´ro a` la taille de transSynch moins
1, sont alors repre´sente´s avec les variables boole´ennes x1, x2, . . . , xn encodant les e´tats du
syste`me ainsi que les variables boole´ennes z1, z2, . . . , znd encodant les classes de transitions.
Les variables boole´ennes sont ordonne´es ainsi z1 <var · · · <var znd <var x1 <var · · · <var xn,
les variables non de´terministes encodant les distributions de probabilite´s en teˆte suivies des
variables lignes encodant les e´tats. Ces structures nous permettent de pouvoir de´terminer
pour chaque e´tat du syste`me l’action e´tiquetant chaque classe de transitions repre´sentant
une distribution de probabilite´s.
Algorithme de construction des directives de fusion
L’algorithme de ge´ne´ration des directives de fusion des transitions non de´terministes en-
code des informations dans un MTBDD que l’algorithme de fusion exploite pour savoir dans
chaque e´tat quelles sont les distributions de probabilite´s a` fusionner durant la phase de modifi-
cation du mode`le. Nous de´terminons le nombre de variables boole´ennes encodant ce MTBDD
en fonction du nombre total d’e´tats accessibles et du nombre maximal de classes non de´ter-
ministes qui peuvent exister dans un e´tat. Si tailleSt et tailleCl de´signent respectivement le
nombre d’e´tats accessibles et le nombre maximal de classes de transitions que peut contenir
un e´tat, le nombre de variables boole´ennes encodant les lignes est n = dlog2(tailleSt)e et
celui des variables boole´ennes encodant les colonnes est m = dlog2(tailleCl)e. Nous cre´ons
le vecteur lVars contenant les variables boole´ennes x′1, x
′
2, . . . , x
′
n encodant les indices lignes
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ainsi que le vecteur cVars contenant les variables boole´ennes y′1, y
′
2, . . . , y
′
m encodant les in-
dices colonnes de la matrice de fusion. Comme ge´ne´ralement tailleSt ≫ 1tailleCl, nous
choisissons de ne pas entrelacer les variables lignes et colonnes pour avoir une grande compa-
cite´ du MTBDD. Les variables boole´ennes du MTBDD sont ainsi ordonne´es x′1 <var x
′
2 <var
· · · <var x′n <var y′1 <var y′2 <var · · · <var y′m.
genererFus(mdp, transInd, transSynch, actions)
1. Begin
2. Array String etiquette ;
3. Array Int tmp ;
4. MTBDD res = Const(0) ;
5. BDD trans01 = PlusGrandQue(mdp, 0) ;
6. BDD listEtats = Abstraire(∨, colVars, Abstraire(∨, trans01, ndetVars)) ;
7. BDD listClasses = Abstraire(∨, linVars, Abstraire(∨, trans01, colVars)) ;
8. parcours(listEtats) ;
9. For (i = 0 . . . nbEtats− 1) Begin
10. Array Int etat = listeV aleurs() ;
11. parcours(listClasses) ;
12. For (j = 0 . . . nbClasses− 1) Begin
13. Array Int classe = listeV aleurs() ;
14. etiquette(j) = rechercher(transInd, transSynch, etat, classe) ;
15. endFor ;
16. tmp = fusionTab(etiquette, actions) ;
17. For (k = 0 . . . nbClasses− 1) Begin
18. res = InsElementMatrice(res, lVars, cVars, i, k, tmp(k)) ;
19. endFor ;
20. endFor ;
21. return res ;
22. End.
Figure 3.6 Algorithme de ge´ne´ration du MTBDD encodant les directives de fusion des tran-
sitions non de´terministes
La Figure 3.6 repre´sente le pseudo-code de l’algorithme de construction des informations de
fusion. L’algorithme rec¸oit en parame`tres le MTBDD mdp repre´sentant la matrice des proba-
bilite´s de transition f∆, le BDD transInd encodant les transitions e´tiquete´es par l’action inde´-
termine´e, le vecteur transSynch de BDDs encodant les transitions e´tiquete´es par les actions
1. Largement supe´rieur
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de synchronisation ainsi que le fichier actions contenant les listes des actions e´quivalentes.
L’algorithme commence par initialiser le MTBDD re´sultat puis de´termine le BDD encodant
les e´tats accessibles ainsi le BDD encodant la liste des classes de transitions. La de´termina-
tion du BDD repre´sentant les e´tats accessibles se fait par abstraction des variables colonnes
colV ars = {y1, y2, . . . , yn} et des variables non de´terministes ndetV ars = {z1, z2, . . . , znd}
sur la version BDD du MTBDD encodant la fonction f∆. La liste des classes de transitions
se calcule par abstraction des variables lignes linV ars = {x1, x2, . . . , xn} et des variables
colonnes colV ars = {y1, y2, . . . , yn}.
L’e´tape suivante consiste a` de´terminer et a` encoder dans le MTBDD re´sultat, des informations
de fusion pour chaque e´tat accessible du syste`me. Chaque e´tat est de´termine´ par l’algorithme
de parcours qui, a` chaque ite´ration correspondant a` l’atteinte d’un terminal non nul du BDD
listEtats repre´sentant les e´tats accessibles, retourne les valeurs des variables PRISM repre´sen-
tant l’e´tat. A chaque e´tat, le parcours du BDD listClasses encodant les classes de transitions
est effectue´ afin de retrouver la valeur entie`re repre´sentant chaque classe de transitions. Nous
utilisons l’algorithme parcours meˆme si chaque liste retourne´e est constitue´e d’un seul e´le´ment
pour tirer profit de l’efficacite´ de cet algorithme. Chaque valeur repre´sentant une classe de
transitions est alors combine´e avec les valeurs des variables PRISM de l’e´tat correspondant
afin de de´terminer par la fonction rechercher l’action e´tiquetant la classe de transitions. La
fonction rechercher ope`re de fac¸on simple. Elle de´termine dans quel BDD parmi transInd et
les BDDs du vecteur transSynch est encode´e la combinaison des valeurs des variables PRISM
et de la valeur repre´sentant la classe de transitions. Si le parcours relatif a` cette combinaison
depuis la racine du BDD jusqu’a` un terminal aboutit a` un, l’action correspondante est inse´re´e
dans le vecteur etiquette a` l’indice correspondante. Une classe de transitions n’existe pas si
la combinaison aboutit au terminal ze´ro dans tous les BDDs. Ceci s’explique par le fait que
nous conside´rons pour chaque e´tat, le nombre maximal de classes de transitions pouvant ne
pas eˆtre atteint. Dans cette situation, il est important de marquer cette absence de classe de
transitions avec une information spe´ciale. Dans notre algorithme, nous marquons une telle
absence par le caracte`re spe´cial “∗”. Une fois de´termine´ toutes les actions correspondant aux
classes de transitions de l’e´tat, nous construisons un vecteur de fusion tmp pour l’e´tat qui
va ensuite eˆtre encode´ dans le MTBDD re´sultat res en inse´rant ses e´le´ments avec l’ope´ration
InsElementMatrice. Ce vecteur est construit avec la fonction fusionTab a` partir du vecteur
contenant les actions e´tiquetant les classes de transitions comme le montre le sche´ma de la
Figure 3.7.
En effet, le vecteur V repre´sente les actions e´tiquetant six classes de transitions pour un e´tat
e quelconque d’un exemple de syste`me de transitions repre´sente´ sous-forme d’un MDP. En
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1
V =

a
b
∗
c
∗
d
 VF =

0
1
−1
0
−1
1

Cl1 = {a, c}
Cl2 = {b, d}
Figure 3.7 Construction d’un vecteur de fusion pour un e´tat.
re´alite´ le MDP contient quatre distributions de probabilite´s a` l’e´tat e. Deux des six classes
de transitions repre´sente´es dans le vecteur V sont fictives et sont de´signe´es par “∗”. Les en-
sembles Cl1 = {a, c} et Cl2 = {b, d} repre´sentent des classes d’e´quivalence sur l’ensemble
Act = {a, b, c, d} des actions du mode`le et sont de´finies dans un fichier. Le vecteur VF est
obtenu en appliquant la fonction fusionTab sur le vecteur V . Cette fonction assigne le meˆme
nume´ro aux classes de transitions e´tiquete´es par des actions issues de la meˆme classe d’e´qui-
valence. Ainsi les classes de transitions correspondant aux actions a et c vont eˆtre fusionne´es
en une seule classe par l’algorithme de fusion que nous pre´sentons dans la prochaine section,
de meˆme que pour les classes de transitions relatives aux actions b et d. Les classes de transi-
tions correspondant aux distributions de probabilite´s devant eˆtre fusionne´es doivent contenir
le meˆme nume´ro indiquant la valeur encodant la future nouvelle classe de transitions apre`s
fusion. Les valeurs “−1” de VF indiquent les classes de transitions fictives qui sont marque´es
par le caracte`re “∗” dans le vecteur V .
Une fois termine´ l’encodage des vecteurs de fusion pour tous les e´tats accessibles du syste`me,
l’algorithme de fusion peut commencer a` combiner les classes de transitions relatives aux
actions e´quivalentes conforme´ment aux indications du MTBDD encodant les directives de
fusion pour les e´tats.
3.3.3 Processus de fusion des classes non de´terministes
Dans cette section, nous de´crivons en de´tail le processus de fusion de certaines transitions
non de´terministes en tenant compte des indications encode´es dans le MTBDD repre´sentant les
directives de fusion. Le non de´terminisme interne re´side entre les classes de transitions corres-
pondant, pour un e´tat donne´, a` une meˆme valeur (diffe´rent de“−1”) dans le MTBDD repre´sen-
tant les directives de fusion. Nous re´solvons un tel non de´terminisme entre les classes avec une
distribution uniforme. La Figure 3.8 repre´sente l’algorithme principal de modification du mo-
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de`le en re´solvant le non de´terminisme entre les classes de transitions e´quivalentes (e´tiquete´es
par des actions de la meˆme classe d’e´quivalence). L’algorithme prend en parame`tre le MTBDD
mdp repre´sentant la fonction f∆, les listes des variables boole´ennes linV ars = {x1, x2,
. . . , xn} encodant les e´tats de de´part, colV ars = {y1, y2, . . . , yn} encodant les e´tats de desti-
nation des transitions, ndetV ars = {z1, z2, . . . , znd} encodant le non de´terminisme ainsi que
le MTBDD dirFus repre´sentant les directives de fusion des transitions non de´terministes.
L’algorithme commence par de´sassembler mdp suivant les classes de transitions. La proce´dure
de de´composition est inspire´e de l’algorithme existant dans PRISM utilise´ dans la transfor-
mation des MTBDDs en matrices parseme´es. Le principe re´cursif de la proce´dure est de´crit
a` la Figure 3.9. Chaque appel de la proce´dure decomposRec termine si le MTBDD passe´ en
parame`tre correspond a` la fonction constante nulle ou si le niveau niveau de la variable boo-
le´enne racine du MTBDD correspond a` la variable boole´enne ligne x1 (nbNdetVars indique le
nombre de variables boole´ennes non de´terministes du MTBDD repre´sentant la fonction f∆).
Si c’est le deuxie`me cas, le MTBDD dont la racine correspond au niveau niveau est inse´re´
dans le vecteur arr. Dans la mesure ou` aucun des deux cas triviaux n’est ve´rifie´, deux ap-
pels re´cursifs sont respectivement effectue´s sur les cofacteurs ne´gatif et positif de la racine du
MTBDD de la proce´dure appelante. Cet algorithme de de´composition a pour but de dissocier
les transitions entre e´tats suivant les classes de transitions dans l’optique de pouvoir effectuer
facilement des fusions de certaines classes de transitions. Nous cre´ons ensuite le vecteur de
MTBDDs nouvArr dont la taille correspond au nouveau nombre maximal de classes de tran-
sitions nbNouvCl que peut avoir un e´tat une fois fusionne´ toutes les classes de transitions
e´quivalentes. La valeur de nbNouvCl peut eˆtre facilement de´termine´e en ajoutant un a` la
valeur maximale stocke´e dans le MTBDD dirFus. Le vecteur nouvArr sert a` reconstruire
un nouveau MTBDD repre´sentant la nouvelle fonction f ′∆ issue de la fusion des classes de
transitions e´quivalentes. Afin de commencer a` construire chaque MTBDD de nouvArr, nous
de´terminons le MTBDD repre´sentant la liste des e´tats accessibles listEtats de mdp en ef-
fectuant une suite d’abstractions sur certains ensembles de variables boole´ennes comme dans
l’algorithme pre´sente´ a` la Figure 3.6.
L’e´tape suivante consiste a` construire pour chaque e´tat atteignable du syste`me, les nouvelles
distributions de probabilite´s issues de la re´solution du non de´terminisme entre certaines
classes de transitions. Pour chaque e´tat atteignable, nous effectuons la cre´ation du MTBDD
selecL afin de permettre l’extraction des distributions de probabilite´s des transitions de l’e´tat
a` partir des MTBDDs issus de la de´composition de mdp et range´s dans le vecteur arr. Le
MTBDD selecL est construit avec l’ope´ration InsTabElementMatrice qui diffe`re un peu de
l’ope´ration InsElementMatrice de la Section 2.4.3. Au lieu de conside´rer les indices de la
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fusTrans(mdp, linVars, colVars, ndetVars, dirFus)
1. Begin
2. Array MTBDD arr, nouvArr ;
3. MTBDD tmp, selecL, res ;
4. decomposRec (mdp, ndetVars, 0, arr, 0) ;
5. For (i = 0 . . . nbNouvCl − 1) nouvArr(i)= Const(0) ;
6. BDD trans01 = PlusGrandQue(mdp, 0) ;
7. BDD listEtats = Abstraire(∨, colVars, Abstraire(∨, trans01, ndetVars)) ;
8. parcours(listEtats) ;
9. For (i = 0 . . . nbEtats− 1) Begin
10. Tb Int etat = listeValeurs() ;
11. selecL = InsTabElementMatrice(const(0), linVars, varsZ, etat, etat, 1) ;
12. For (j = 0 . . . nbClasses− 1) Begin
13. Int val = RecElementMatrice(dirFus, lVars, cVars, i, j) ;
14. if(val 6= −1) Begin
15. tmp = MultiMatrice(selecL, arr(j), varsZ) ;
16. nouvArr(val) = Appliquer(+, tmp, nouvArr(val)) ;
17. endif ;
18. endFor ;
19. endFor ;
20. For (i = 0 . . . nbNouvCl − 1) Begin
21. tmp = Abstraire(+, nouvArr(i), colVars) ;
22. nouvArr(i) = Appliquer(÷, nouvArr(i),tmp) ;
23. endFor ;
24. res = Const(0) ;
25. For (i = 0 . . . nbNouvCl − 1) Begin
26. tmp = genererMTBDD(i, nouvNdetVars) ;
27. tmp = Appliquer(×, tmp, nouvArr(i)) ;
28. res = Appliquer(+, res, tmp) ;
29. endFor ;
30. return res ;
31. End.
Figure 3.8 Algorithme de fusion des transitions conforme´ment aux directives de fusion des
transitions non de´terministes
matrice comme des valeurs entie`res uniques, chaque indice est conside´re´ comme une suite de
valeurs entie`res relatives aux variables PRISM utilise´es pour de´crire le syste`me. L’extraction
et l’encapsulation des valeurs de probabilite´s des transitions e´quivalentes en une nouvelle
classe de transitions se font en examinant les valeurs repre´sentant les nouvelles classes de
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decomposRec (mdp, ndetVars, niveau, arr, cpt)
1. Begin
2. MTBDD e,t ;
3. if(mdp = Const(0)) return ;
4. if(niveau = nbNdetVars) Begin
5. arr(cpt) = mdp ;
6. cpt = cpt+1 ;
7. return ;
8. endif ;
9. if(indice(mdp) > indice(V ar(niveau)) Begin
10. e = mdp ;
11. t = mdp ;
12. endif ;
13. else Begin
14. e = Neg(mdp) ;
15. t = Pos(mdp) ;
16. endelse ;
17. decomposRec (e, ndetVars, niveau+1, arr, cpt) ;
18. decomposRec (t, ndetVars, niveau+1, arr, cpt) ;
19. End.
Figure 3.9 De´composition re´cursive du MTBDD de f∆ suivant les variables non de´terministes
transitions extraites du MTBDD dirFus avec la fonction RecElementMatrice en fonction
des nume´ros d’e´tat et d’anciennes classes de transitions. Le MTBDD encodant les valeurs pro-
babilistes de la transition dans l’e´tat est extrait par multiplication matricielle du MTBDD
selecL et arr[j] encodant toutes les transitions relatives a` la classe j. Le MTBDD extrait
est alors ajoute´ au vecteur nouvArr stockant les transitions de nouvelles classes a` la po-
sition indice´e par la valeur extraite dans dirFus. Rapelons aussi que si la valeur extraite
dans dirFus est −1, cela indique qu’il s’agit d’une transition fictive dont il ne faut pas tenir
compte. Les variables boole´ennes varsZ = {x′′1, x′′2, . . . , x′′n} sont utilise´es comme variables de
sommation dans la multiplication matricielle. Une fois termine´ le processus d’extraction et
de fusion des transitions e´quivalentes pour tous les e´tats accessibles du syste`me, nous effec-
tuons la normalisation des MTBDDs de nouvArr avant de les re´assembler pour construire
le nouveau MTBDD repre´sentant la nouvelle fonction f ′∆. Le processus de normalisation a
pour objectif de re´partir la probabilite´ 1
k
aux distributions de probabilite´s relatives aux k
classes de transitions e´quivalentes dans chaque e´tat. Apre`s la normalisation, le processus de
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re´assemblage peut se mettre en oeuvre une fois de´termine´ la nouvelle liste de variables boo-
le´ennes nouvNdetV ars = {z′1, z′2, . . . , z′ndt}, ou` ndt = dlog2(nbNouvCl)e, encodant le non
de´terminisme dans la nouvelle fonction f ′∆. Chaque valeur de nouvelle classe de transitions
est encode´e dans un MTBDD tmp sur les ndt variables boole´ennes en utilisant la proce´dure
de´taille´e a` la Figure 3.10. Cette proce´dure prend en parame`tres une valeur entie`re val et un
genererMTBDD (val, vars)
1. Begin
2. MTBDD tmp, res ;
3. res = Const(1) ;
4. For (i = 0 . . . nbV ars− 1) Begin
5. tmp = V ar(i) ;
6. if ((val & a (1 b(nbvars− i− 1))) = 0) tmp = EtLog(res, Compl(tmp)) ;
7. else tmp = EtLog(res, tmp) ;
8. endFor ;
9. return res ;
10. End.
a. Ope´ration de ET logique bit a` bit
b. Ope´ration de de´calage de bits a` gauche
Figure 3.10 Ge´ne´ration d’un MTBDD encodant une valeur entie`re sur un ensemble de va-
riables boole´ennes
vecteur vars de nbV ars variables boole´ennes. Elle entreprend ensuite un ensemble d’ope´ra-
tions EtLog effectue´es successivement sur les noeuds MTBDDs cre´e´s avec l’ope´ration V ar
ou leurs comple´ments, chacun correspondant a` un niveau de variable boole´enne. L’ope´ra-
tion EtLog s’effectue sur le comple´ment du noeud MTBDD cre´e´ si la valeur de la variable
boole´enne correspondant au noeud vaut 0. Chaque MTBDD encodant le non de´terminisme
relatif a` la nouvelle classe est ensuite combine´ au MTBDD de nouvArr encodant les nouvelles
distributions de probabilite´s de la classe correspondante puis ajoute´ au MTBDD repre´sentant
la nouvelle fonction f ′∆.
Le mode`le nouvellement cre´e´ repre´sente le syste`me de transitions du protocole oˆte´ du non
de´termininisme entre actions de la meˆme taˆche et devant rester indistinguables par l’adver-
saire qui a le controˆle sur l’environnement dans lequel e´volue le protocole. Les proprie´te´s
probabilistes peuvent de`s lors eˆtre spe´cifie´es en logique PCTL et e´value´es sur le mode`le.
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CHAPITRE 4
E´TUDES DE CAS ET RE´SULTATS
Dans ce chapitre, nous passons a` l’e´valuation du mode`le de restriction des ordonnanceurs
imple´mente´ dans PRISM sur des e´tudes de cas de protocoles de se´curite´. Nous pre´sentons
une analyse de deux protocoles de se´curite´ probabilistes dont le protocole de dˆıner des crypto-
graphes de Chaum (1988) et le protocole de signature de contrat de Rabin (1983). Pour chaque
protocole, nous effectuons une e´tude comparative en conside´rant un adversaire relativement
a` deux situations : le cas ou` toutes les actions du protocole sont distinguables par l’environ-
nement externe (adversaire trop fort et irre´aliste) et le cas ou` les actions de choix internes
aux participants du protocole sont indistinguables par l’environnement externe (adversaire
admissible). Les re´sultats que nous pre´sentons dans ce chapitre proviennent des analyses
re´alise´es sur un ordinateur Intel Core 2 Duo a` 1,73GHz avec 2 Go de RAM.
4.1 Protocole de dˆıner des cryptographes (DCP)
Le proble`me de dˆıner des cryptographes est un proble`me introduit par David Chaum
(1988) dont l’ide´e principale est d’assurer des communications anonymes entre plusieurs par-
ties. Chaum pose le proble`me comme suit :
Trois cryptographes sont assis autour d’une table circulaire dans leur restaurant
favori pour dˆıner. Leur hoˆte les informe qu’un arrangement a e´te´ fait avec le
maˆıtre d’hoˆtel pour que la facture du dˆıner soit re´gle´e de fac¸on anonyme. Il se
pourrait que ce soit leur employeur, l’agence de se´curite´ nationale (NSA), qui
paye le dˆıner ou l’un trois cryptographes. Les trois cryptographes respectent le
droit de chacun d’entre-eux de payer de fac¸on anonyme mais veulent savoir si la
NSA leur paye le dˆıner ou pas.
Pour re´soudre ce proble`me des cryptographes, Chaum propose le protocole suivant comme
solution : trois pie`ces de monnaie sont utilise´es dont chacune est dispose´e entre deux cryp-
tographes de manie`re a` ce qu’elle ne soit uniquement visible que par les deux qui lui sont
adjacents. Chaque cryptographe jette une pie`ce se trouvant entre lui et son voisin de droite.
Ensuite, chacun annonce a` haute voix si les deux pie`ces qu’il voit (a` sa gauche et a` sa droite)
sont tombe´es en exposant la meˆme face ou non. Un cryptographe non payeur doit annoncer
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exactement ce qu’il voit (“e´gales” si les pie`ces exposent la meˆme face ou “diffe´rentes” sinon)
tandis que un cryptographe payeur (s’il y en a) annonce le contraire de ce qu’il voit. L’ide´e
derrie`re ce protocole de Chaum est que si les pie`ces ne sont pas biaise´es et que les crypto-
graphes suivent correctement le protocole, alors un nombre pair d’annonces de “diffe´rentes”
indique que c’est la NSA qui paye tandis que le nombre impair indique que l’un des cryp-
tographes est payeur sans que les deux autres apprennent quoi que ce soit sur l’identite´ du
payeur.
4.1.1 Mode´lisation du DCP avec le langage PRISM
Le mode`le du protocole de dˆıner des cryptographes est de´crit sous-forme d’un processus
de de´cision markovien (MDP) car a` priori n’importe quel cryptographe ou la NSA peut eˆtre
le payeur. Nous e´tablissons premie`rement les diffe´rentes constantes dont nombre indiquant
le nombre de cryptographes dans le mode`le, les constantes cryptoi, i ∈ {1, 2, 3} indiquant
les identite´s des cryptographes dans le mode`le et la constante nsa indiquant l’identite´ de la
NSA. En effet, les instructions de´clarant ces constantes sont les suivantes :
const int nombre = 3 ;
const int crypto1 = 1 ;
const int crypto2 = 2 ;
const int crypto3 = 3 ;
const int nsa = 0 ;
Une variable globale payeur indiquant l’identite´ du payeur est de´clare´e comme suit :
global payeur : [0 . . nombre] ;
La valeur 0 de la variable globale payeur spe´cifie la NSA comme payeur du dˆıner tandis que
la valeur i, i ∈ {1, 2, 3} signale que le payeur est le cryptographe dont l’identite´ est cryptoi.
Le comportement de chaque cryptographe est de´crit avec un module PRISM. Comme les
actions possibles sont similaires pour tous les cryptographes, nous pre´sentons la spe´cification
du module cryptographei, i ∈ {1, 2, 3} que doit correspondre chaque processus du syste`me
repre´sentant un cryptographe du protocole ayant l’identite´ cryptoi. Les variables locales au
module cryptographei sont de´clare´es comme suit :
piecei : [0 . . 2] ;
egalei : [0 . . 1] ;
ordrei : [0 . . 3] ;
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statuti : [0 . . 1] ;
La variable piecei sert a` exprimer le re´sultat du jet de pie`ce effectue´ par le cryptographe
cryptoi. La variable egalei indique le re´sultat de l’annonce de cryptoi (0 s’il annonce que
les pie`ces affichent les faces diffe´rentes et 1 s’il annonce que les pie`ces exhibent les faces
identiques). La variable ordrei exprime la position d’annoncement du re´sultat. Quant a` la
variable statuti, elle indique si le cryptographe cryptoi a effectue´ ou non toutes les actions
qu’il doit accomplir durant l’e´volution du protocole.
Une fois de´finies les variables du module, nous passons a` la description des actions de chaque
cryptographe dans le module cryptographei. Chaque cryptographe jette une pie`ce de mon-
naie, ceci est spe´cifie´ par la commande PRISM suivante :
[xi] piecei=0 –> 1/2 : (piecei’=1) + 1/2 : (piecei’=2) ;
La valeur 0 indique que la pie`ce n’est pas encore jete´e. Une fois la pie`ce lance´e, les valeurs 1 et
2 mode´lisent les deux sorties possibles de la face de la pie`ce. La probabilite´ uniforme entre les
deux indique le fait qu’il s’agit d’une pie`ce e´quitable (non biaise´e). Nous mode´lisons ensuite
les diffe´rentes actions entreprises par chaque cryptographe de´pendamment de l’affichage des
deux pie`ces qui lui sont visibles et de son statut de payeur ou non payeur.
Quatre situations s’imposent :
1 Les pie`ces vues par le cryptographe cryptoi affichent les meˆmes faces et il se trouve que
cryptoi ne soit pas le payeur. Dans ce cas il choisit une position parmi celles disponibles dans
l’ordre d’annoncement afin de publier le re´sultat “e´gales”. Les trois commandes ci-dessous re´-
sument cette situation :
[a1i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei=piece(i + 1)mod 3 &
(payeur !=cryptoi) & (ordre(i + 1)mod 3 !=1) & (ordre(i + 2)mod 3 !=1) –> (statuti’=1)
& (egalei’=1) & (ordrei’=1) ;
[a2i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei=piece(i + 1)mod 3 &
(payeur !=cryptoi) & (ordre(i + 1)mod 3 !=2) & (ordre(i + 2)mod 3 !=2) –> (statuti’=1)
& (egalei’=1) & (ordrei’=2) ;
[a3i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei=piece(i + 1)mod 3 &
(payeur !=cryptoi) & (ordre(i + 1)mod 3 !=3) & (ordre(i + 2)mod 3 !=3) –> (statuti’=1)
& (egalei’=1) & (ordrei’=3) ;
2 Les pie`ces vues par le cryptographe cryptoi affichent les faces diffe´rentes et il se trouve
que cryptoi ne soit pas le payeur. Dans ce cas, il choisit une position dans l’ordre d’annonce-
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ment afin de publier le re´sultat “diffe´rentes”. Les trois commandes ci-dessous re´sument cette
deuxie`me situation :
[b1i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei !=piece(i + 1)mod 3 &
(payeur !=cryptoi) & (ordre(i + 1)mod 3 !=1) & (ordre(i + 2)mod 3 !=1) –> (statuti’=1)
& (ordrei’=1) ;
[b2i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei !=piece(i + 1)mod 3 &
(payeur !=cryptoi) & (ordre(i + 1)mod 3 !=2) & (ordre(i + 2)mod 3 !=2) –> (statuti’=1)
& (ordrei’=2) ;
[b3i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei !=piece(i + 1)mod 3 &
(payeur !=cryptoi) & (ordre(i + 1)mod 3 !=3) & (ordre(i + 2)mod 3 !=3) –> (statuti’=1)
& (ordrei’=3) ;
3 Les pie`ces vues par le cryptographe cryptoi affichent les faces identiques et cryptoi est le
payeur. Dans ce cas il annonce le re´sultat “diffe´rentes” dans une position choisie dans l’ordre
d’annoncement. Les trois commandes ci-dessous re´sument cette situation :
[c1i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei=piece(i + 1)mod 3 &
(payeur=cryptoi)&(ordre(i + 1)mod 3 !=1) & (ordre(i + 2)mod 3 !=1) –> (statuti’=1) &
(ordrei’=1) ;
[c2i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei=piece(i + 1)mod 3 &
(payeur !=cryptoi) & (ordre(i + 1)mod 3 !=2) & (ordre(i + 2)mod 3 !=2) –> (statuti’=1)
& (ordrei’=2) ;
[c3i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei=piece(i + 1)mod 3 &
(payeur=cryptoi) & (ordre(i+ 1)mod 3 !=3) & (ordre(i+ 2)mod 3 !=3) –> (statuti’=1) &
(ordrei’=3) ;
4 Enfin, cette dernie`re situation re´sume le cas ou` le cryptographe cryptoi est le payeur et ou`
les pie`ces vues par cryptoi affichent les faces diffe´rentes. Dans ce cas, il annonce le re´sultat
“e´gales”. Cette situation est de´crite par les commandes ci-dessous :
[d1i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei !=piece(i + 1)mod 3 &
(payeur=cryptoi) & (ordre(i+ 1)mod 3 !=1) & (ordre(i+ 2)mod 3 !=1) –> (statuti’=1) &
(egalei’=1) & (ordrei’=1) ;
[d2i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei !=piece(i + 1)mod 3 &
(payeur=cryptoi) & (ordre(i+ 1)mod 3 !=2) & (ordre(i+ 2)mod 3 !=2) –> (statuti’=1) &
(egalei’=1) & (ordrei’=2) ;
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[d3i] statuti = 0 & piecei > 0 & piece(i + 1)mod 3>0 & piecei !=piece(i + 1)mod 3 &
(payeur=cryptoi) & (ordre(i+ 1)mod 3 !=3) & (ordre(i+ 2)mod 3 !=3) –> (statuti’=1) &
(egalei’=1) & (ordrei’=3) ;
Dans la deuxie`me et troisie`me situation, la variable PRISM egalei indiquant le re´sultat
annonce´ n’est pas mis a` jour, elle garde la meˆme valeur qui est initialise´e a` ze´ro car le crypto-
graphe annonce“diffe´rentes”. La dernie`re commande du module cryptographei est pre´sente´e
ci-dessous :
[fin] statuti=1 –> true ;
Cette commande spe´cifie la terminaison des actions de chaque cryptographe. Elle permet
e´galement d’ajouter des boucles avec probabilite´ 1 sur les e´tats terminaux afin d’e´viter les
e´tats accessibles sans transitions dans le syste`me de transitions construit apre`s application
de l’ope´rateur de composition paralle`le entre les trois modules de´crivant les actions des trois
cryptographes du protocole. Les trois modules se synchronisent alors sur cette commande et
c’est pour cette raison que la chaˆıne de caracte`res dans les crochets est la meˆme pour tous
les modules cryptographei, i ∈ {1, 2, 3}. Par contre, les autres commandes comportent une
chaˆıne de caracte`res distincte entre les crochets.
Dans tout syste`me de transitions il est indispensable de de´finir l’e´tat initial du syste`me. Pour
notre protocole, l’e´tat initial symbolise le moment ou` aucun cryptographe n’a encore entre-
pris aucune action parmi toutes les actions de´crites dans les diffe´rents modules. En langage
PRISM l’instruction ci-dessous initialise notre syste`me et est place´e n’importe ou` dans le
mode`le a` l’exte´rieur de la spe´cification des modules cryptographei, i ∈ {1, 2, 3} :
init piece1=0 & statut1=0 & egale1=0 & piece2=0 & statut2=0 & egale2=0 &
piece3=0 & statut3=0 & egale3=0 & ordre1=0 & ordre2=0 & ordre3=0 endinit
Le mode`le en langage PRISM e´tant spe´cifie´, nous passons a` l’analyse de la se´curite´ du pro-
tocole sur le syste`me de transitions construit par le ve´rificateur PRISM a` partir de cette
description.
4.1.2 Mode`le de se´curite´ et analyse du DCP avec PRISM
Mode`le de l’adversaire
L’analyse formelle d’un syste`me de transitions repre´sentant un protocole de se´curite´ s’ef-
fectue en supposant un environnement hostile ou` l’attaquant controˆle tout le re´seau de com-
munications Dolev et Yao (1983). Le controˆle du re´seau de communications par l’adversaire
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lui donne la capacite´ de controˆler l’ordonnanceur qui re´sout le non de´terminisme durant l’e´vo-
lution du syste`me. Notre mode`le de l’adversaire pour le DCP se re´duit aux ordonnanceurs qui
choisissent les actions du MDP repre´sentant le protocole. Toutesfois, nous restreignons cet
adversaire pour l’empeˆcher de controˆler les choix internes aux cryptographes en de´finissant
une relation d’e´quivalence.
Pour le protocole a` trois cryptographes, nous de´finissons une relation <pos sur l’ensemble
Act = {xi, a1i, a2i, a3i, b1i, b2i, b3i, c1i, c2i, c3i, d1i, d2i, d3i, fin}, i ∈ {1, 2, 3} qui rend in-
distinguables par l’adversaire, les actions de choix de la position d’annoncement du re´sultat
par le cryptographe. Intuitivement, cette relation empeˆche l’adversaire de forcer le crypto-
graphe a` communiquer le re´sultat dans une position qu’il a soigneusement choisie pour des
fins d’attaques du protocole. Le choix de position d’annoncement du re´sultat rele`ve de la
de´cision exclusive de chaque cryptographe. La relation <pos induit alors 16 classes d’e´quiva-
lence sur l’ensemble Act. Quatre classes d’e´quivalence comportent chacune une seule action
dont {x1}, {x2}, {x3} et {fin}. Les 12 autres classes d’e´quivalence contiennent chacune trois
actions de choix de position d’annoncement du cryptographe une fois consulte´ les affichages
des deux pie`ces qui lui sont visibles. La liste de ces classes est la suivante : {a11, a21, a31},
{b11, b21, b31}, {c11, c21, c31}, {d11, d21, d31}, {a12, a22, a32}, {b12, b22, b32}, {c12, c22,
c32}, {d12, d22, d32}, {a13, a23, a33}, {b13, b23, b33}, {c13, c23, c33} et {d13, d23, d33}.
La spe´cification du protocole avec PRISM ainsi que le mode`le de l’adversaire peuvent se ge´-
ne´raliser pour un nombre fini de cryptographes en utilisant les meˆmes principes que pour le
protocole a` trois cryptographes.
Construction du mode`le avec PRISM
Le Tableau 4.1 repre´sente les informations du mode`le construit par PRISM en termes du
nombre d’e´tats accessibles, du nombre de transitions, du nombre de choix (distributions de
probabilite´s) ainsi que du temps de modification du syste`me de transitions en tenant compte
de la relation <pos. Les valeurs entre parenthe`ses indiquent le nombre d’e´tats initiaux pour
chaque espace d’e´tats accessibles relativement au nombre de cryptographes de´finis dans le
mode`le. En comparant les choix avant et apre`s restriction de l’adversaire, nous observons une
diminution du nombre de choix apre`s restriction peu importe le nombre de cryptographes
dans le mode`le. Cela est duˆ au fait que le mode`le de restriction de l’adversaire combine, dans
tous les e´tats accessibles, toutes les distributions de probabilite´s associe´es aux actions issues
de la meˆme classe d’e´quivalence en une seule distribution de probabilite´s.
Les Tableaux 4.2 et 4.3 repre´sentent les diffe´rentes informations sur les principaux MTBDDs
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Tableau 4.1 Les informations du DCP pour 3–6 cryptographes et le temps de construction
du mode`le de se´curite´ de´rivant de la restriction des ordonnanceurs
Crypto E´tats Transitions Choix Tps(sec.)
Av. Restr. Ap. Restr.
3 1, 884(4) 4, 200 3, 948 2, 316 5
4 33, 365(5) 96, 120 91, 420 45, 100 3.324× 102
5 667, 098(6) 2, 391, 540 2, 290, 350 990, 030 1.634× 104
6 14, 853, 279(7) 64, 276, 716 61, 859, 406 28, 453, 239 1.402× 105
Tableau 4.2 Le nombre de noeuds des principaux MTBDDs et le nombre de classes de tran-
sitions encode´es dans dans le MTBDD de f∆ pour 3–6 cryptographes
Crypto MTBDD f∆ MTBDD dirFus Classes de trans.
Av. Restr. Ap. Restr.
3 4, 277(3) 2, 379(4) 2, 280(17) 40
4 21, 858(3) 11, 146(5) 18, 977(22) 69
5 90, 667(3) 41, 688(6) 151, 352(27) 106
6 385, 715(3) 170, 918(7) 1, 754, 740(32) 151
Tableau 4.3 Le nombre de variables boole´ennes utilise´es pour repre´senter les MTBDDs des
fonctions f∆ et f
′
∆ pour 3–6 cryptographes
Crypto Var. lignes Var. colonnes Var. non de´terministes
Av. Restr. Ap. Restr.
3 20 20 15 6
4 31 31 20 7
5 38 38 25 7
6 45 45 30 8
utilise´s dans l’encodage des fonctions de transitions avant et apre`s restriction des ordonnan-
ceurs. Dans le Tableau 4.2, chaque ligne indique pour un nombre donne´ de cryptographes
dans le protocole le nombre de noeuds du MTBDD repre´sentant la fonction f∆ sans restriction
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de l’adversaire, le nombre de noeuds du MTBDD encodant la nouvelle fonction f ′∆ issue du
mode`le de restriction de l’adversaire ainsi que le nombre des noeuds du MTBDD encodant les
directives de fusion suivi du nombre de classes de transitions encode´es dans le MTBDD de f∆.
Les valeurs entre parenthe`ses repre´sentent le nombre de noeuds terminaux. Particulie`rement
dans le cas de dirFus, le nombre de terminaux donne une ide´e sur le nombre maximal de
classes de transitions de la fonction f ′∆ re´sultant de la restriction de l’adversaire (la valeur
entre parenthe`ses a` laquelle est retire´e une unite´ repre´sentant le terminal “−1” relatif aux
classes de transitions fictives). Dans le Tableau 4.3, chaque ligne indique pour un nombre
donne´ de cryptographes le nombre de variables boole´ennes utilise´es dans la repre´sentation
des MTBDDs du Tableau 4.2. Nous omettons le nombre de variables boole´ennes utilise´es par
dirFus, elles sont directement calculables sachant le nombre d’e´tats accessibles et le nombre
de classes de transitions pour un nombre donne´ de cryptographes dans le mode`le (voir Sec-
tion 3.3.2). Nous observons e´galement une nette augmentation du temps de modification du
mode`le repre´sente´ dans le Tableau 4.1 qui varie de cinq secondes pour un protocole de trois
cryptographes a` environ 39 heures pour un protocole de six cryptographes. Comme l’algo-
rithme de modification visite pour chaque e´tat accessible toutes les classes de transitions, le
temps de modification du mode`le augmente avec le nombre de cryptographes qui engendrent
plus d’e´tats et de classes de transitions dans le mode`le.
L’espace me´moire occupe´ par les principaux MTBDDs est illustre´ par la Figure 4.1. Pour
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Figure 4.1 Espace me´moire occupe´e par les principaux MTBDDs pour 3–6 cryptographes
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chacun des trois principaux MTBDDs, nous avons la taille me´moire variant de quelques Kilo-
octets a` quelques Me´ga-octets en fonction du nombre de cryptographes participant dans le
protocole. Nous assumons que chaque noeud MTBDD occupe 20 octets : trois pointeurs et
deux entiers, dont chacun sur 32 bits, sont utilise´s pour repre´senter un noeud non terminal
dans le package CUDD de Somenzi (1997). Deux des trois pointeurs re´fe´rencent les noeuds
fils (branche Then et Else) et le troisie`me maintient le noeud dans une liste chaˆıne´e ge´re´e par
CUDD. Les deux entiers indiquent respectivement le niveau de la variable boole´enne e´tique-
tant le noeud ainsi que le compteur de re´fe´rence servant au ramasse-miettes de libe´rer l’espace
occupe´ par le noeud une fois qu’il n’est plus utilise´. Les noeuds terminaux sont repre´sente´s
diffe´remment mais occupent a` peu pre`s la meˆme taille me´moire. Pour un protocole de six
cryptographes, nous observons un grand e´cart entre la taille occupe´e par le MTBDD dirFus
(33, 46 Me´ga-octets) et celle occupe´e par les MTBDDs repre´sentant f∆ (3, 26 Me´ga-octets) et
f ′∆ (7, 35 Me´ga-octets). Cet e´cart s’explique par l’existence d’un nombre e´leve´ de terminaux
qui diminue les possibilite´s de re´duction des noeuds sur un grand nombre de chemins ge´ne´re´s
par un grand nombre d’e´tats et de classes de transitions encode´s dans le MTBDD dirFus.
Notons e´galement que quelque soit le nombre de cryptographes, la taille me´moire occupe´e
par le MTBDD encodant f∆ est toujours infe´rieure a` celle occupe´e par le MTBDD encodant
f ′∆. Cette diffe´rence est due a` la disparition de certaines variables boole´ennes relatives au non
de´terminisme re´solu dans le mode`le conforme´ment a` la relation <pos.
Spe´cification des exigences se´curitaires et analyse
Cette section est consacre´e a` l’e´valuation de la se´curite´ sur le DCP. Avant de formuler la
proprie´te´, nous commenc¸ons par ve´rifier si notre protocole respecte les principes de Chaum
(1988) pour un protocole a` trois cryptographes : si le nombre d’annonces “diffe´rentes” est
pair alors c’est la NSA qui paye. Dans le cas contraire c’est l’un des cryptographes qui est
le payeur du dˆıner. Nous spe´cifions respectivement les deux affirmations avec PCTL comme
suit :
Pmax=? [ true U statut1=1 & statut2=1 & statut3=1 & payeur=nsa & func(mod,
egale1+egale2+egale3, 2)=1 {“init”}{max}]
Pmax=? [ true U statut1=1 & statut2=1 & statut3=1 & payeur>0 & func(mod, egale1+
egale2+egale3, 2)=0 {“init”}{max}]
La pre´sence de init dans les proprie´te´s permet de conside´rer tous les e´tats initiaux dans le
calcul de la probabilite´ maximale car notre mode`le de protocole contient plus d’un e´tat initial
(voir Tableau 4.1). Peu importe le mode`le de l’adversaire (adversaire controˆlant tous les or-
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donnanceurs ou adversaire restreint via la relation <pos), elles sont toutes e´value´es a` la valeur
1 confirmant ainsi la correspondance du mode`le construit a` la description du protocole.
Comme il est tre`s difficile de spe´cifier la proprie´te´ d’anonymat en termes de logique tempo-
relle, nous cherchons a` ve´rifier une proprie´te´ indirectement relie´e a` l’anonymat du protocole.
En effet, nous e´valuons la probabilite´ maximale avec laquelle un cryptographe payeur annonce
toujours son re´sultat en dernie`re position. En PCTL pour un protocole de trois cryptographes,
elle s’exprime comme suit :
Pmax = ? [true U (statut1=1 & statut2=1 & statut3=1) & ((payeur=crypto1 & ordre1
=3) | (payeur=crypto2 & ordre2=3) | (payeur=crypto3 & ordre3=3)){“init”}{max}]
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Figure 4.2 Probabilite´ d’annonce du payeur en dernie`re position pour 3–6 cryptographes
La Figure 4.2 montre les valeurs probabilistes de cette proprie´te´ sur un protocole de trois a`
six cryptographes en tenant compte de deux situations : la pre´sence d’un adversaire trop fort
controˆlant tous les ordonnanceurs et la pre´sence d’un adversaire admissible restreint via la
relation <pos. Dans le cas d’un adversaire trop fort (tous les ordonnanceurs), la probabilite´ est
toujours e´gale a` 1 peu importe le nombre de cryptographes dans le protocole. Intuitivement,
cela donne la possibilite´ a` l’adversaire de forcer un cryptographe payeur de communiquer
le re´sultat toujours en dernie`re position, ce qui entrave au principe anonymat du protocole
(Meˆme proble`me que Garcia et al. (2007); Bhargava et Palamidessi (2005) ont releve´ sur le
DCP mais qu’ils ont traite´ diffe´remment). Dans la deuxie`me situation, nous supposons un
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adversaire admissible ne controˆlant pas le choix de la position d’annoncement (choix interne
de chaque cryptographe). Tous les ordonnanceurs choisissant ces actions internes (ordonnan-
ceurs inadmissibles) sont mis hors de controˆle de l’adversaire, ce qui fait que la probabilite´
d’annoncencement en dernie`re position (et plus ge´ne´ralement n’importe quelle position) est
la meˆme pour tous les cryptographes peu importe le payeur, soit 1
n
pour un protocole de n
cryptographes avec 3 ≤ n ≤ 6, pre´servant ainsi la proprie´te´ d’anonymat sur le DCP.
4.2 Protocole de signature de contrat
Le protocole de signature de contrat de Rabin (1983) permet l’e´change de signatures sur
un contrat CONTR entre deux personnes ou parties ne se faisant pas confiance a` l’aide
d’une tierce partie de confiance. La tierce partie de confiance e´met a` des intervalles de temps
re´guliers un entier choisi dans un intervalle [1 . . k]. Le protocole assume que les messages
e´mis par la tierce partie de confiance comportant l’entier choisi i et la date d’e´mission t sont
signe´s avec sa cle´ publique. Alice et Bob, les personnes ou parties implique´es, s’e´changent des
pre´liminaires tout en se mettant d’accord sur une limite de temps t a` accorder a` l’e´change
de leurs pre´liminaires, date de la prochaine e´mission de la partie de confiance. Alice envoie
alors a` Bob le pre´liminaire comportant le message suivant signe´ par sa cle´ publique : “Moi
Alice, j’accepte eˆtre lie´e au contrat CONTR si l’entier j est choisi a` la date t”. Une fois
rec¸u le message, Bob re´pond comme suit : “Moi Bob, j’accepte eˆtre lie´ au contrat CONTR si
l’entier j est choisi a` la date t”. D’apre`s la spe´cification du protocole, l’entier j contenu dans
chaque paire de pre´liminaires est le meˆme et chaque participant calcule cet entier en fonction
des entiers nA et nB choisis respectivement par Alice et Bob, soit j = (nA + nB)mod k. En
assumant que les e´changes suivent correctement le protocole, Rabin stipule que Alice et Bob
sont lie´s au contrat a` l’inte´rieur de la pe´riode constitue´e de k intervalles de temps apre`s avoir
e´change´ au maximum 2k messages et que l’un des partenaires ne peut arnaquer l’autre avec
une probabilite´ exce´dant 1
k
.
4.2.1 Mode´lisation du protocole avec le langage PRISM
Dans la mode´lisation du protocole en langage PRISM nous adoptons deux modules
PRISM, le module spe´cifiant l’e´change des pre´liminaires entre Alice et Bob ainsi que le mo-
dule de´crivant le roˆle joue´ par la tierce partie de confiance dans le protocole. Nous spe´cifions
le mode`le sous-forme d’un processus de de´cision markovien (MDP) pour deux raisons : La
premie`re c’est que nous assumons que le choix d’un entier par la partie de confiance dans
l’intervalle [1 . . k] se fait de fac¸on non de´terministe. La seconde raison vient du fait que pour
explorer le comportement du protocole pour un nombre quelconque de pre´liminaires e´chan-
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ge´s, nous faisons en sorte que le choix de la date d’e´che´ance pour les e´changes se fait de fac¸on
non de´terministe.
Pour avoir un mode`le fini, nous fixons a` l’avance l’intervalle dans lequel la tierce partie de
confiance choisit l’entier a` e´mettre a` la date d’e´che´ance. Nous de´clarons une constante k en
lui assignant la borne supe´rieure de l’intervalle. Les autres constantes du mode`le concernent
la date d’e´che´ance des e´changes de pre´liminaires entre Alice et Bob. La constante ON indi-
quant l’arrive´e de la date d’e´che´ance et OFF le contraire. En effet, les instructions de´clarant
ces diffe´rentes constantes sont les suivantes en conside´rant l’intervalle [1 . . 10] :
const int k = 10 ;
const int ON = 1 ;
const int OFF = 0 ;
Les e´changes entre Alice et Bob sont de´crits dans le module PRISM nomme´ AliceBob. Deux
variables PRISM sont utilise´es pour controˆler les e´changes a` tour de roˆle. La variable alice
indique si elle est a` 1 que c’est le tour d’Alice d’envoyer le message a` Bob. Quant a` la variable
bob, elle controˆle les envoies de messages de Bob a` Alice. De plus, deux autres variables
PRISM indiquent les entiers choisis par Alice et Bob dans les messages e´change´s. Les de´cla-
rations de variables du module AliceBob se pre´sentent comme suit :
jA : [0 . . 10] init 0 ;
jB : [0 . . 10] init 0 ;
alice : [0 . . 1] init 1 ;
bob : [0 . . 1] init 0 ;
L’initialisation de la variable alice a` 1 indique que c’est Alice qui initie les e´changes des
pre´liminaires avec Bob. Le module AliceBob comporte deux commandes chacune correspon-
dant au message envoye´ par chacun des deux partenaires :
[x] alice=1 & jA<k & date=OFF –> (alice’=0) & (bob’=1) & (jA’=jA+1) ;
[y] bob=1 & jA<k & date=OFF –> (bob’=0) & (alice’=1) & (jB’=jA) ;
La variable date est de´clare´e dans le module spe´cifiant la tierce partie de confiance et controˆle
l’arrive´e de la date d’e´che´ance. Le module nomme´ Beacon mode´lise le comportement de la
partie de confiance. Deux variables indiquant respectivement la date d’e´che´ance et l’entier
choisi sont de´clare´es ci-dessous :
date : [OFF . . ON] init OFF ;
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i : [0 . . k] init 0 ;
En fixant la constante k a` 10, le module Beacon comporte 11 commandes de´crivant le choix
d’un entier quelconque dans l’intervalle [1 . . k] une fois la date d’e´che´ance arrive´e. Ces com-
mandes se re´sument comme suit :
[z] date=OFF –> (date’=ON) ;
[a1] date=ON & i=0 –> (i’=1) ;
[a2] date=ON & i=0 –> (i’=2) ;
...
[a10] date=ON & i=0 –> (i’=10) ;
Le mode`le du protocole en langage PRISM e´tant spe´cifie´ pour k fixe´ a` 10, nous passons a`
l’e´tape suivante d’analyse et de ve´rification du syste`me de transitions construit par l’outil
PRISM.
4.2.2 Mode`le de se´curite´ et analyse du protocole avec PRISM
Mode`le de l’adversaire
L’analyse formelle du MDP repre´sentant le protocole de signature de contrat de Rabin
(1983) suppose e´galement l’e´volution du protocole dans un environnement hostile. Dans notre
analyse, nous conside´rons un adversaire controˆlant l’ordonnancement des diffe´rentes actions
du protocole et aussi pouvant eˆtre n’importe quel participant entre Alice et Bob essayant
d’obtenir la signature de l’autre partenaire sans poser la sienne. Par exemple Alice voulant
arnaquer Bob, elle peut arreˆter pre´maturement les e´changes avec une possibilite´ qu’a` la date
de l’e´che´ance, sans donner sa signature, elle obtient celle de Bob. Cependant, nous restrei-
gnons l’adversaire de sorte que l’ordonnanceur choisissant l’entier a` e´mettre par la tierce
partie de confiance ne soit pas conside´re´ sous son controˆle durant l’analyse formelle du pro-
tocole.
En conside´rant le protocole ou` k est fixe´ a` 10, nous de´finissons une relation d’e´quivalence
<choice sur l’ensemble Act = {x, y, z, a1, a2, a3, a4, a5, a6, a7, a8, a9, a10} qui rend indistin-
guables par l’adversaire, les actions de choix de l’entier e´mis par la tierce partie de confiance
a` la date d’e´che´ance. La relation <choice induit quatre classes d’e´quivalence dont {x}, {y},
{z} et {a1, a2, a3, a4, a5, a6, a7, a8, a9, a10}.
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Comme pour le cas du DCP, la spe´cification du protocole de signature de contrat en langage
PRISM et le mode`le de l’adversaire peuvent se ge´ne´raliser pour un intervalle quelconque de
choix des entiers e´mis en fixant la constate k a` un entier quelconque fini.
Construction du mode`le avec PRISM
Les informations du mode`le construit par PRISM repre´sentant le protocole de signature
de contrat de Rabin (1983) sont repre´sente´es dans le Tableau 4.4. Elles font re´fe´rence en fonc-
tion du parame`tre k au nombre d’e´tats accessibles, de transitions, de choix (distributions de
probabilite´s) avant et apre`s restriction des ordonnanceurs ainsi qu’au temps de construction
du mode`le relativement a` la relation d’e´quivalence <choice. Le nombre de choix du mode`le
Tableau 4.4 Les informations du syste`me de transitions et le temps de construction du mode`le
restreint en fonction du parame`tre k
K E´tats Transitions Choix Tps(sec.)
Av. Restr. Ap. Restr.
10 240(1) 439 439 259 1.490
50 5, 200(1) 10, 199 10, 199 5, 299 62.030
100 20, 400(1) 40, 399 40, 399 20, 599 498.274
150 45, 600(1) 90, 599 90, 599 45, 899 1.418× 103
200 80, 800(1) 160, 799 160, 799 81, 199 2.157× 103
250 126, 000(1) 250, 999 250, 999 126, 499 4.603× 103
avant la restriction des ordonnanceurs correspond exactement au nombre de transitions car
elles s’effectuent toutes avec probabilite´ 1. Apre`s restriction des ordonnanceurs, le nombre
de choix est largement infe´rieur au nombre de transitions du fait que, dans tous les e´tats
accessibles, toutes les distributions de probabilite´s e´tiquete´es par les actions appartenant a`
la meˆme classe d’e´quivalence sont combine´es. Le temps de construction du mode`le issu de
la restriction des ordonnanceurs augmente proportionnellement au nombre d’e´tats du mo-
de`le par le nombre de classes de transitions construits par PRISM. Notons e´galement que
quelque soit la valeur du parame`tre k, le mode`le comporte toujours un seul e´tat initial. Les
Tableaux 4.5 et 4.6 repre´sentent les diffe´rentes informations sur les principales structures de
donne´es repre´sentant le mode`le en fonction du parame`tre k. Le Tableau 4.6 montre le nombre
de variables boole´ennes utilise´es dans la repre´sentation des fonctions f∆ et f
′
∆. Dans le Ta-
bleau 4.5, chaque ligne indique respectivement dans la 2e`me, 3e`me et 4e`me colonne le nombre
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Tableau 4.5 Le nombre de noeuds des principaux MTBDDs et le nombre de classes de tran-
sitions encode´es dans le MTBDD de f∆ en fonction du parame`tre k
K MTBDD f∆ MTBDD dirFus Classes de trans.
Av. Restr. Ap. Restr.
10 1, 443(2) 459(3) 66(4) 12
50 22, 159(2) 1, 674(3) 260(4) 52
100 82, 493(2) 3, 174(3) 766(4) 102
150 201, 145(2) 5, 185(3) 933(4) 152
200 317, 039(2) 6, 132(3) 1, 498(6) 202
250 457, 732(2) 9, 445(3) 1, 790(6) 252
Tableau 4.6 Le nombre de variables boole´ennes utilise´es pour repre´senter les MTBDDs des
fonctions f∆ et f
′
∆ en fonction du parame`tre k
K Var. lignes Var. colonnes Var. non de´terministes
Av. Restr. Ap. Restr.
10 15 15 5 2
50 21 21 7 2
100 24 24 8 2
150 27 27 9 3
200 27 27 9 3
250 27 27 9 3
de noeuds MTBDD des structures encodant la fonction f∆ (avant restriction des ordonnan-
ceurs), la fonction f ′∆ (apre`s restriction des ordonnanceurs) ainsi que la matrice repre´sentant
les directives de fusion. La dernie`re colonne repre´sente le nombre de classes de transitions en-
code´es dans le MTBDD de f∆. Les valeurs entre parenthe`ses indiquent le nombre de noeuds
terminaux. Une grande diffe´rence de noeuds s’observe entre les MTBDDs repre´sentant les
fonctions f∆ et f
′
∆. En effet, cette grande diffe´rence s’explique par le fait que dans tout le
syste`me, toutes les k classes de transitions repre´sentant le choix d’un entier e´mis par la tierce
partie de confiance sont combine´es en une seule classe de transitions apre`s restriction des
ordonnanceurs. Le nombre de variables boole´ennes non de´terministes diminue ainsi (voir Ta-
bleau 4.6) tout en entrainant du meˆme coup l’e´limination de noeuds MTBDD associe´s. De
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plus, la taille de dirFus en terme de noeuds MTBDD reste e´galement moindre par rapport
aux MTBDDs de f∆ et f
′
∆ du fait que, d’une part le nombre de terminaux reste relativement
bas, et d’autre part le nombre total de variables boole´ennes utilise´es pour son encodage est
infe´rieur a` ceux de f∆ et f
′
∆.
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  50  100  150  200  250
Ta
ille
 e
n 
m
em
oi
re
 (M
o)
Valeur du parametre K
MTBDD f∆ Avant Restr.MTBDD f∆ Apres Restr.
MTBDD dirFus
Figure 4.3 Espace me´moire occupe´ par les principaux MTBDDs en fonction du parame`tre k
En assumant les 20 octets de chaque noeud MTBDD du package CUDD de Somenzi (1997),
la Figure 4.3 repre´sente les tailles de me´moires (en Me´ga-octets) occupe´es par les trois prin-
cipales structure de donne´es.
Spe´cification des exigences se´curitaires et analyse
Dans cette section nous e´valuons le degre´ d’e´quite´ du protocole de signature de contrat en
tenant compte de deux situations : le cas ou` l’adversaire controˆle tous les ordonnanceurs et
le cas ou` l’adversaire controˆle uniquement l’ensemble des ordonnnanceurs admissibles. Rap-
pelons que cet ensemble d’ordonnanceurs admissibles est de´termine´ par la relation d’e´quiva-
lence <choice. L’ine´quite´ peut survenir uniquement lorsque l’initiateur est le dernier a` envoyer
le message a` la date d’e´mission de la partie de confiance. Dans le cas contraire, les deux
parties sont lie´s au contrat avec la meˆme probabilite´ (c.-a`-d. soit tous sont lie´s au contrat
soit aucun ne l’est). Examinons le cas ou` c’est Alice qui a envoye´ le dernier message avant la
date d’e´mission de la partie de confiance. Nous exprimons en PCTL la probabilite´ maximale
avec laquelle Alice arnaque Bob (c.-a`-d. Bob est lie´ au contrat sans que Alice ne le soit pas)
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comme suit :
Pmax = ? [true U i>0 & jA>=i & jB<i & bob=1]
Quant a` la probabilite´ avec laquelle dans les meˆmes conditions (c.-a`-d. Alice est le dernier a`
envoyer le message) un contrat est lie´ a` Alice et Bob, elle se calcule comme suit :
Pmax = ? [true U i>0 & jA<i & jB<i & bob=1]
La Figure 4.4 montre les re´sultats probabilistes de ces deux situations en fonction du para-
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Figure 4.4 Probabilite´s d’arnaque et de succe`s dans la signature du contrat en fonction du
parame`tre k
me`tre k et de la puissance de l’adversaire. En conside´rant tous les ordonnanceurs, la pro-
babilite´ correspondant a` l’arnaque est e´value´e a` 1. Intuitivement cela correspondrait a` la
situation ou` Alice travaillant en concert avec l’adversaire interromp la communication et for-
c¸ant la partie de confiance a` choisir un entier qui le dissocie du contrat tout en obtenant la
signature de bob. La probabilite´ que tous les deux soient lie´s au contrat en conside´rant tous
les ordonnanceurs serait alors e´gale a` 0 et nous l’avons pas repre´sente´ sur la figure car elle
est confondue avec l’axe des abcisses. Mais en rendant indistinguables par l’adversaire les
actions internes de la tierce partie de confiance via la relation <choice, pour 10 ≤ k ≤ 250,
la probabilite´ maximale que Alice arnaque Bob est 1
k
tandis que la probabilite´ que les deux
soient lie´s au contrat est de 1 − 1
k
. Ces valeurs probabilistes issues du mode`le de restriction
de l’adversaire viennent confirmer le the´ore`me de Rabin (1983) qui de´montre que Alice ne
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peut pas arnaquer Bob avec une probabilite´ supe´rieure a` 1
k
en conside´rant un intervalle de k
entiers.
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CHAPITRE 5
CONCLUSION ET TRAVAUX FUTURS
5.1 Bilan de la recherche re´alise´e
Le proble`me que nous avons aborde´ dans ce me´moire est un proble`me bien connu dans
la communaute´ de ve´rification formelle et concerne la puissance des ordonnanceurs pour
l’analyse des syste`mes de se´curite´ base´s sur des me´canismes ale´atoires. L’objectif de notre
me´moire e´tait d’adapter aux mode`les de processus de de´cision markoviens une me´thode de
restriction des ordonnanceurs de´finie initialement sur les alge`bres de processus probabilistes
et de l’inte´grer dans un outil automatise´ de ve´rification des syste`mes probabilistes. Notre
choix a porte´ sur le model checker PRISM pour deux raisons principales : d’une part l’outil
supporte les syste`mes a` la fois probabilistes et non de´terministes et d’autre part il utilise des
structures de donne´es symboliques ne´cessaires pour traiter de tre`s grands syste`mes.
Nous avons de´fini une me´thode de re´duction de la puissance des ordonnanceurs sur des proto-
coles probabilistes mode´lise´s sous-forme de processus de de´cision markoviens. Cette me´thode
utilise une relation d’e´quivalence observationnelle qui regroupe des ensembles d’actions indis-
tinguables par l’environnement en classes d’e´quivalences. Deux niveaux de non determinisme
sont alors de´finis sur le mode`le, le non de´terminisme externe entre les ensembles d’actions
e´quivalentes regroupe´es dans les taˆches et le non de´terminisme interne entre les actions de la
meˆme taˆche. Le non de´terminisme interne est re´solu statiquement a` l’avance par un ordon-
nanceur interne qui re´partit entre les actions de chaque taˆche une distribution de probabilite´s
uniforme. Le reste du non de´terminisme, sous le controˆle de l’adversaire, est re´solu durant
la phase d’analyse du protocole. Nous avons ensuite imple´mente´ cette me´thode dans l’outil
PRISM sous-forme d’une fonctionnalite´ optionnelle et controˆlable depuis les interfaces uti-
lisateurs. Les re´sultats obtenus lors de l’e´valuation de notre me´thode sur des e´tudes de cas
de protocoles de se´curite´ ont montre´ que la puissance excessive des ordonnanceurs pouvait
compromettre la ve´rification en re´ve´lant des fausse failles.
Les principales limitations de notre approche sont de deux natures. La premie`re limitation
concerne le temps de construction du nouveau mode`le issu de la restriction des ordonnanceurs
qui augmente e´norme´ment avec la taille du syste`me de transitions. Cela est duˆ au fait que
l’algorithme de modification examine tous les e´tats car ils sont tous susceptibles de comporter
des taˆches ayant plus d’une action et entre lesquelles il faut re´soudre le non de´terminisme. La
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seconde limitation est lie´e a` l’expressivite´ de la me´thode de ve´rification. En effet, certaines
proprie´te´s de se´curite´ comme l’anonymat sont base´es sur les traces observables et sont alors
tre`s difficiles a` spe´cifier directement avec la logique temporelle base´e sur les e´tats du syste`me.
Ne´anmoins, nous avons contourne´ cette difficulte´ en ve´rifiant avec la logique temporelle une
situation indirectement lie´e a` l’anonymat du protocole. Les contributions de notre me´moire
se re´sument ainsi comme suit :
– De´finition d’un mode`le de se´curite´ inte´grant le mode`le du syste`me et le mode`le de
restriction des ordonnanceurs ;
– Imple´mentation d’une me´thode de construction du mode`le de se´curite´ dans PRISM
afin que le model checking s’effectue sur le mode`le de se´curite´ et non sur le mode`le du
syste`me comme le fait habituellement l’outil.
5.2 Ame´liorations envisageables et travaux futurs
Les principales limitations releve´es dans ce travail peuvent faire objet de quelques ame´lio-
rations. Nous pensons que pour ame´liorer le temps de construction du mode`le de se´curite´
issu de la restriction des ordonnanceurs, la meilleure voie serait d’e´tendre la se´mantique de
construction du mode`le de´finie dans PRISM en y incluant la re´solution des transitions non
de´terministes issues des actions e´quivalentes. Dans ce cas, la fusion de telles transitions non
de´terministes se ferait a` la vole´e progressivement depuis le bas niveau c.-a`-d. depuis la trans-
lation de chaque commande en MTBDD jusqu’a` la construction du MTBDD repre´sentant
le syste`me de transitions global. Malgre´ la complexite´ d’une telle approche, nous pourrions
aussi gagner en terme d’espace car la structure interme´diaire encodant les directives de fu-
sion ne serait plus ne´cessaire. La seconde limitation de notre approche est tre`s difficile a`
contenir car la plupart des preuves de se´curite´ s’effectuent par e´quivalence entre le syste`me
re´el et le syste`me ide´al (sure) par construction, en de´montrant que tout comportement pos-
sible d’un syste`me re´el peut eˆtre simule´ par un syste`me abstrait contenant une fonctionalite´
ide´ale. Ne´anmoins, nos travaux futurs pourraient investiguer la possibilite´ d’associer la me´-
thode de model checking probabiliste a` d’autre me´thodes de ve´rification comme l’analyse des
traces d’actions observables issues de l’e´volution du syste`me, la simulation ou la bisimulation.
D’autres voies de recherche pourraient s’orienter vers la ge´ne´ralisation des strate´gies en adop-
tant des ordonnanceurs internes choisissant dynamiquement une distribution de probabilite´
dans chaque taˆche (par exemple en fonction de l’e´tat, de l’historique dans l’e´tat, etc.).
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