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The realization of quantum error correction is an essential ingredient for reaching the full potential
of fault-tolerant universal quantum computation. Using a range of different schemes, logical qubits
can be redundantly encoded in a set of physical qubits. One such scalable approach is based on the
surface code. Here we experimentally implement its smallest viable instance, capable of repeatedly
detecting any single error using seven superconducting qubits, four data qubits and three ancilla
qubits. Using high-fidelity ancilla-based stabilizer measurements we initialize the cardinal states of
the encoded logical qubit with an average logical fidelity of 96.1%. We then repeatedly check for
errors using the stabilizer readout and observe that the logical quantum state is preserved with a
lifetime and coherence time longer than those of any of the constituent qubits when no errors are
detected. Our demonstration of error detection with its resulting enhancement of the conditioned
logical qubit coherence times in a 7-qubit surface code is an important step indicating a promising
route towards the realization of quantum error correction in the surface code.
INTRODUCTION
The feasibility of quantum simulations and computa-
tions with more than 50 qubits has been demonstrated in
recent experiments [1–3]. Many near-term efforts in quan-
tum computing are currently focused on the implementa-
tion of applications for noisy intermediate-scale quantum
devices [4]. However, to harness the full potential of
quantum computers, fault tolerant quantum computing
must be implemented. Quantum error correction and
fault-tolerance have been explored experimentally in a
variety of physical platforms such as nuclear magnetic
resonance [5], trapped ions [6–9], photonics [10, 11], NV-
centers [12], and superconducting circuits [13–18]. In
particular, recent experiments have demonstrated quan-
tum state stabilization [19–22], simple error correction
codes [7, 15, 16, 23, 24] and the fault-tolerant encoding of
logical quantum states [9, 25]. Quantum error correction
with logical error rates comparable or below that of the
physical constituents has also been achieved encoding
quantum information in continuous variables using super-
conducting circuits [18, 26, 27]. These bosonic encoding
schemes take advantage of high quality factor microwave
cavities which are predominantly limited by photon loss.
However, so far no repeated detection of both amplitude
and phase errors on an encoded logical qubit has been re-
alized in any qubit architecture. In this work, we present
such a demonstration using the surface code [28], which,
due to its high error-threshold, is one of the most promis-
ing architectures for large-scale fault-tolerant quantum
computing.
In stabilizer codes for quantum error correction [29, 30],
a set of commuting multi-qubit operators is repeatedly
measured, which projects the qubits onto a degenerate
eigenspace of the stabilizers referred to as the code space.
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Thus, the experimental realization of quantum error de-
tection crucially relies on high-fidelity entangling gates
between the data qubits and the ancilla qubits and on
the simultaneous high-fidelity single-shot readout of all
ancilla qubits. For superconducting circuits, multiplexed
readout has recently been implemented for high-fidelity
simultaneous readout in multi-qubit architectures [31–33]
with small crosstalk [34]. Small readout crosstalk lead-
ing to minimal unwanted dephasing of data qubits when
performing ancilla readout has been key enabler of recent
experiments in superconducting circuits realizing repeated
acilla-based parity detection [21, 22]. Moreover, repeat-
able high-fidelity single- and two-qubit gates [35, 36],
required for quantum error correction, have also been
demonstrated for superconducting qubits. Here, we uti-
lize low-crosstalk multiplexed readout and a sequential
stabilizer-measurement scheme [37] for implementing a
seven qubit surface code with superconducting circuits.
In the surface code, as in any stabilizer code, errors are
detected by observing changes in the stabilizer measure-
ment outcomes. Such syndromes are typically measured
by entangling the stabilizer operators with the state of
ancilla qubits, which are then projectively measured to
yield the stabilizer outcomes. The surface code consists of
a d× d grid of data qubits with d2−1 ancilla qubits, each
connected to up to four data qubits [28]. The code can
detect d− 1 errors and correct up to b(d− 1)/2c errors
per cycle of stabilizer measurements. In particular, the
stabilizers of the d = 2 surface code, see Fig. 1, are given
by
XD1XD2XD3XD4, ZD1ZD3, ZD2ZD4. (1)
For the code-distance d = 2, it is only possible to detect a
single error per round of stabilizer measurements and once
an error is detected, the error can not be unambiguously
identified, e.g. one would obtain the same syndrome
outcome for an X-error on D1 and on D3.
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FIG. 1. Seven qubit surface code. (a) The surface code consists of a two-dimensional array of qubits. Here the data qubits
are shown in red an the ancilla qubits for measuring X-type (Z-type) stabilizers in blue (green). The smallest surface code
consists of seven qubits indicated by the data qubits D1-D4 and the ancilla qubits A1-A3. (b) Gate sequence for quantum error
detection using the seven qubit surface code. Details of the gate sequence are discussed in the main text.
Here, we use the following logical qubit operators
ZL = ZD1ZD2, or ZL = ZD3ZD4, (2)
XL = XD1XD3, or XL = XD2XD4, (3)
such that the code space in terms of the physical qubit
states is spanned by the logical qubit states
|0〉L =
1√
2
(|0000〉+ |1111〉), (4)
|1〉L =
1√
2
(|0101〉+ |1010〉). (5)
To encode quantum information in the logical subspace,
we initialize the data qubits in a separable state, chosen
such that after a single cycle of stabilizer measurements
and conditioned on ancilla measurement outcomes being
|0〉, the data qubits are encoded into the target logical
qubit state. In this work, we demonstrate this probabilis-
tic preparation scheme for the logical states |0〉L, |1〉L,
|+〉L = (|0〉L + |1〉L)/
√
2 and |−〉L = (|0〉L − |1〉L)/
√
2
and we perform repeated error detection on these states.
IMPLEMENTATION
The seven qubit surface code, as discussed above, can
be realized with a set of qubits laid out as depicted in
Fig. 1(a). The logical qubit is encoded into four data
qubits, D1-D4, and three ancilla qubits, A1, A2 and
A3 are used to measure the three stabilizers ZD1ZD3,
XD1XD2XD3XD4 and ZD2ZD4, respectively. We initially
herald all qubits in the |0〉-state [38, 39] and subsequently
prepare the data qubits in a product state using single
qubit rotations around the y-axis. These initial states
are then projected onto the code space after the initial
stabilizer measurement cycles.
We perform the XD1XD2XD3XD4 stabilizer measure-
ment by first applying basis change pulses (R
pi/2
Y ) on the
data qubits to map the X basis to the Z basis. Then we
perform the entangling gates as in Fig. 1(b) and finally
we revert the basis change. The measurement of A2 will
therefore yield the |0〉-state (|1〉-state) corresponding to
the eigenvalue +1 (−1) of the stabilizer XD1XD2XD3XD4.
While the measurement pulse for A2 is still being applied,
we perform the ZD1ZD3 and ZD2ZD4 stabilizer measure-
ments simultaneously using the ancilla qubits A1 and
A3, respectively. To avoid unwanted interactions dur-
ing entangling gate operations, we operate the surface
code using a pipelined approach similar to the scheme
introduced by Versluis et.al. [37], for which we perform
X-type and Z-type stabilizer measurements sequentially,
see Fig. 1(b) and Appendix A. The cycle is repeated after
this step, and, after N stabilizer measurement cycles, we
perform state tomography of the data qubits.
The gate sequence described above is implemented on
the seven qubit superconducting quantum device shown
in Fig. 2(a), see Appendix B for device parameters. Each
qubit (yellow) is a single-island transmon qubit [40] and
features an individual flux line (green) for frequency tun-
ing and an individual charge line (pink) for single qubit
gates. Additionally, each qubit is coupled to a readout
resonator (red) combined with an individual Purcell filter
(blue). The Purcell filters protect against qubit decay into
the readout circuit [41] and suppress readout crosstalk
such that multiplexed ancilla measurements can be per-
formed without detrimental effects on the data qubits [34].
Each Purcell filter is coupled to a feedline and we per-
form all measurements by probing each feedline with a
frequency-multiplexed readout pulse [34], see Appendix C
for a complete characterization of the readout. The qubits
are coupled to each other via 1.5 mm long coplanar waveg-
uide segments (cyan) as displayed in Fig. 1(a). The seven
qubit surface code requires the central ancilla qubit to
connect to four neighbors. The qubit island shape, shown
Fig. 2(b), is designed to facilitate coupling to a read-
out resonator and four two-qubit couplers. To ensure a
closed ground plane around the qubit island, each cou-
3FIG. 2. Seven-qubit device. (a) False colored micrograph of the seven-qubit device used in this work. Transmon qubits are
shown in yellow, coupling resonators in cyan, flux lines for single-qubit tuning and two-qubit gates in green, charge lines for
single-qubit drive in pink, the two feedlines for readout in purple, transmission line resonators for readout in red and Purcell
filters for each qubit in blue. (b) Enlarged view of the center qubit (A2) which connects to four neighboring qubits.
pler element crosses the ground plane with an airbridge
(white). We install the device in a cryogenic measure-
ment setup [42], see Appendix D, and we characterize and
benchmark the device using time-domain and randomized
benchmarking methods as detailed in Appendix B.
RESULTS
Changes in the outcome of repeated stabilizer measure-
ments, also referred to as syndromes, signal the occurrence
of an error. It is, thus, critical to directly verify the ability
to measure the multi-qubit stabilizers using the ancilla
readout [43]. We characterize the performance of the
stabilizer measurements by preparing the data qubits in
each of the computational basis states and measure the Z-
stabilizers, see Fig. 3. For each stabilizer, the other ancilla
qubits and unused data qubits are left in the ground state.
We correctly assign the ancilla measurement outcome
corresponding to the prepared basis state with success
probabilities of 95.0%, 83.5% and 91.8% for the stabilizers
ZD1ZD3, ZD1ZD2ZD3ZD4 and ZD2ZD4 calculated as the
overlap between the measured probabilities and the ideal
case (gray wireframe in Fig. 3). Master equation simu-
lations, which include decoherence and readout errors,
are shown by the red wireframes in Fig. 3. The parity
measurements are mainly limited by the relaxation of
the data qubits, which directly leads to worse results for
states with multiple excitations such as the |1111〉-state
when measuring ZD1ZD2ZD3ZD4. Further variations in
the correct parity assignment probability arise due to the
differences in qubit lifetimes and two-qubit gate durations
(see Appendix B).
In a next step, we prepare logical states by projecting
the data qubits onto the desired code space. We use a
probabilistic encoding scheme, where we initialize the
data qubits in a given product state and perform one
cycle of stabilizer measurements. Then, in the events
where all syndrome results are |0〉, the data qubits are
projected onto the desired logical state. We can use
this probabilistic scheme to prepare any logical state by
initializing the state |0〉 (a |0〉+ b |1〉) |0〉 (a |0〉+ beiφ |1〉),
which will be projected onto the (unnormalized) logical
state |ψ〉L = a2 |0〉L + b2eiφ |1〉L. Here, we specifically
initialize the logical states |0〉L, |1〉L, |+〉L and |−〉L by
performing one cycle of stabilizer measurements on the
states |0000〉, |0101〉, |0+0+〉 and |0+0−〉, respectively,
with |±〉 = (|0〉 ± |1〉)/√2.
First, we consider the preparation of |0〉L for which
the data qubit state |0000〉 after one cycle of stabi-
lizer measurements is projected onto the state |ψ0〉 =
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FIG. 3. Stabilizer measurements of the data qubits. In (a) we
show the outcomes of the measurement of ZD1ZD3 using an-
cilla A=A1, in (b) of ZD1ZD2ZD3ZD4 using ancilla A=A2 and
in (c) of ZD2ZD4 using ancilla A=A3. For all panels we show
the ideal outcome in the gray wireframe and the corresponding
master equation simulations in the red wireframe.
4(|0000〉+ |1111〉)/√2 when all ancilla qubits are measured
in |0〉. We measure all ancilla qubits to be in the |0〉
state with a success-probability of 25.1%, compared to
an expected probability of 50% in the ideal case. To
verify the state preparation, we perform full state tomog-
raphy of the four data qubits after the completion of
one cycle of stabilizer measurements and construct the
density matrix based on a maximum likelihood estima-
tion taking readout errors into account. The measured
density matrix of the physical data qubits has a fidelity
of Fphys = 〈ψ0| ρ |ψ0〉 = 70.3% to the target state, see
Fig. 4(a-b). While the infidelity is dominated by qubit de-
coherence, we also observe small residual coherent phase
errors as seen by the finite imaginary matrix elements in
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FIG. 4. Preparation of logical states. (a) Real and (b) imag-
inary part of the density matrix of the four physical data
qubits prepared in the |0〉L-state using a single round of sta-
bilizer measurements. The fidelity to the target state, shown
in the wire frame, is Fphys = 70.3%. (c) Real part of ρL, i.e.
the density matrix shown in (a) and (b), projected onto the
logical subspace. The fidelity to the target logical state is
FL = 98.2%. (d), (e) and (f) Density matrices for the logical
states |+〉L, |−〉L and |1〉L respectively. The corresponding
logical fidelities, FL, are 94.2%, 94.8% and 97.3%.
Fig. 4(b) corresponding to a phase error of 5 degrees ac-
cumulated over the cycle time of 1.92 µs or, equivalently,
a frequency drift of 7 kHz for any qubit.
Given access to the full density matrix, we can project
it onto the logical qubit subspace ρL,ji = 〈j| ρ |i〉 /PL
for |i〉 , |j〉 ∈ {|0〉L , |1〉L}. Here. PL =
∑
i 〈i| ρ |i〉 is the
probability of the prepared state to be within the logical
subspace, which is also referred to as the acceptance prob-
ability [25] or yield [9]. The state ρL is the logical qubit
state, conditioned on the prepared state residing in the
code space at the end of the cycle. In general, the physical
fidelity of the data qubits can be expressed in the form
Fphys = FLPL, where FL is the fidelity of ρL compared to
the ideal logical state. We experimentally find the proba-
bility PL = 0.717 of the prepared state to be within the
logical subspace. From simulations, we understand that
the reduced PL mainly arises from decoherence during the
stabilizer measurement cycle. After the projection onto
the code space, the logical qubit state |0〉L is described
by a single qubit density matrix, see Fig. 4(c), which
has a fidelity of FL = 98.2% to the ideal logical state.
Similarly, we prepare the logical states |+〉L, |−〉L and|1〉L, shown in Fig. 4(d-f), with logical state fidelities of
94.2%, 94.8% and 97.3%, respectively. The corresponding
logical fidelities of the four logical states from master
equation simulations are 98.5%, 96.6%, 96.4% and 98.1%,
see Appendix E. The slightly lower fidelities for the |+〉L
and |−〉L states arise from the pure dephasing of the data
qubits making Z-errors during the encoding more likely
than X-errors.
Next, we demonstrate repeated quantum error detec-
tion of any single error, which is a key ingredient of quan-
tum error correction schemes such as the surface code.
We do so by repeatedly measuring the expectation value
of the encoded qubit’s logical ZL (XL) operator condi-
tioned on having detected no error in any repetition of the
stabilizer measurement and on having the final measure-
ment of the data qubits satisfy ZD1ZD3 = ZD2ZD4 = 1
(XD1XD2XD3XD4 = 1). This latter condition ensures
that the qubits have remained in the logical subspace
during the last detection cycle. We find that the expec-
tation value 〈ZL〉 (green and blue data points) decays
in good approximation exponentially from unity with a
logical life time of 62.7± 9.4 µs from this exponential fit,
which exceeds the life time, 16.8 µs, of the best physical
qubit (dashed lines) of the device, see Fig. 5(a). The logi-
cal expectation values are evaluated after the Nth cycle
at time T = (1.92N + 0.3)µs shown at the top axis of
Fig. 5(a,b). The approximately exponential decay of the
logical qubit expectation value 〈XL〉 (brown and purple
points) indicates a logical coherence time 72.5± 32.9 µs,
also exceeding that of the best physical qubit, 21.5 µs,
on the device (dashed lines), Fig. 5(b). However, the fits
to 〈XL〉 show larger error bars due to the finite fidelity
of preparing the logical |+〉L and |−〉L states, limited by
the pure dephasing of the qubits as also seen in Fig. 4(d-
e). Converting the measured decay times into an error
per stabilizer measurement cycle, we find a logical XL
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FIG. 5. Repeated quantum error detection. The expectation
values of (a) the logical ZL operator and (b) the logical XL
operator as a function of N , the number of stabilizer mea-
surement cycles. The expectations values are shown for the
prepared |0〉L (blue), |1〉L (green), |+〉L (brown) and |−〉L
(purple) states. The solid lines indicate the corresponding
values obtained from master equation simulations. Also shown
(dashed lines, right axis) are the (a) qubit decay of the |1〉-
state with the best measured T1 value and (b) the physical
qubit decay of the |+〉-state with the best measured T2 value.
(c) Total success probability ps for detecting no errors during
N cycles of stabilizer measurements for the |0〉L data shown
in (a) and the corresponding values from numerical simula-
tions. (d) Probability of observing k ancilla qubits in the |1〉
state for each measurement cycle and conditioned on having
detected no error in any of the previous N−1 cycles. The data
corresponds to the initial |0〉L state presented in (a).
error probability of 3.1%± 0.45% and a logical ZL error
probability of 2.6± 1.3%.
Generally, we find good agreement between the mea-
sured expectation values of the logical qubit operators
and the ones calculated using numerical simulations, solid
lines in Fig. 5(a,b), accounting for finite physical qubit
life- (T1) and coherence times (T2), residual-ZZ coupling
and readout errors, see Appendix E for details. From
the numerical simulations, we extract logical decay times
of 44.2 µs and 59.6 µs for ZL and XL operators when
no errors are detected, which are smaller than the exper-
imentally obtained times, but within the experimental
error bars. The simulated decay times correspond to a
logical XL error probability of 4.2% and a logical ZL
error probability of 3.1% per error detection cycle. We
suspect that for the |+〉L-state coherent errors from qubit
frequency drifts during the data collection cause the devi-
ations between data and simulations.
Finally, we discuss the probability to observe k ancilla
qubits simultaneously in the |1〉 state per error detection
cycle when no errors were detected in previous cycles.
We find that the probability to observe no errors slowly
increases with N from about 40% to 50%, see Fig. 5(d).
From numerical simulations, we find that the probability
to observe no additional errors after one cycle is between
49.9% and 50.3% per cycle, slightly larger than the experi-
mentally observed values. We also observe experimentally
that the probability of detecting more than a single an-
cilla qubit in the |1〉 state per cycle is approximately
suppressed exponentially. Consistent with this analysis,
we find that the measured probability of not detecting an
error (blue data points) decreases exponentially with N ,
Fig. 5(c). After N = 10 cycles, the success probability,
i.e. the total probability that the state remained in the
code space, approaches 10−4, around a factor of 6 smaller
than the simulated value. The difference between the
simulated (dashed line) and experimentally determined
success probabilities stems from the smaller simulated
error probability per cycle discussed above.
DISCUSSION
In conclusion, we have implemented a seven qubit sur-
face code for repeated quantum error detection. In partic-
ular, our experiment was enabled by fast and low-crosstalk
readout for ancilla measurements. Using the seven qubit
surface code, we demonstrated preparation of the logical
states |0〉L, |1〉L, |+〉L and |−〉L with an average fidelity
in the logical subspace of 96.1%. The probability to be
within the logical subspace was found to be around 70%
due to the accumulated errors during the stabilizer mea-
surement cycle in good agreement with the corresponding
numerical simulations. When executing the quantum
error detection sequence for multiple cycles, we find an
extended lifetime and coherence time of the logical qubit
conditioned on detecting no errors. The data presented
here is postselected on the ancilla measurement outcomes
and on the condition that the final measurement of the
data qubits satisfies the stabilizer conditions of the code.
Crucially, since we found both extended logical life- and
coherence time, we verified that neither the syndrome
measurements nor the postselection extract information
about the logical quantum state. The techniques used
in this work for high-fidelity gates [36] and low-crosstalk
qubit readout [34] are directly applicable to a range of
6error correction codes [44–47] which also critically require
repeated measurements of ancilla qubits with minimal
detrimental effects on the data qubits. Our implemen-
tation uses a gate sequence that is extensible to large
surface codes [37] and, thus, our work represents a key
demonstration towards using superconducting quantum
devices for fault-tolerant quantum computing.
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SUPPLEMENTARY INFORMATION
Appendix A: Pulse sequence
We physically implement the gate sequence shown in
Fig. 1 by waveforms on the arbitrary waveform generators
(AWGs) of the experimental setup, see Fig. 6 for an
example with two cycles of stabilizer measurements. The
pulse sequence includes dynamical decoupling pulses on
the ancilla qubits during the stabilizer measurements and
dynamical decoupling pulses on the data qubits in between
each stabilizer cycle. All qubits are parked at their upper
sweetspot which enable us to use the net-zero flux pulse
shape as introduced by Rol et.al. [36]. The net-zero pulse
is shaped such that the integral of the pulse is zero which
serves to limit memory effects on the two-qubit gates e.g.
due to charge accumulation in the flux lines. Beyond
the flux pulses that enable the two-qubit gates (indicated
with the shaded background), we apply additional flux
pulses to non-interacting qubits. These additional flux
pulses serves the purpose of pushing the frequency of the
qubit down in frequency such that we avoid frequency
collisions during the gate.
Appendix B: Device Fabrication and
Characterization
The device in Fig. 2 consists of seven qubits coupled
to each other in the geometry showed in Fig. 1(a). The
resonator, coupling and qubit structures are defined using
photolithography and reactive ion etching from a 150 nm
thin niobium film sputtered onto a high-resistivity intrin-
sic silicon substrate. To establish a well-connected ground
plane, we add airbridges to the device. Airbridges are also
used to cross signal lines, i.e., for the flux and charge lines
to cross the feedlines. The aluminum-based Josephson
junctions of the qubits are fabricated using electron beam
lithography.
We extract the qubit parameters, see Table I, using
standard spectroscopy and time domain methods. In ad-
dition to the parameters characterizing individual qubits,
we measure the residual ZZ-coupling between all qubit
pairs, see results in Fig. 7, by performing a Ramsey ex-
periment on the measured qubit with the pulsed qubit
in either the |0〉 or |1〉 state. To characterize the gate
performance, we implement randomized benchmarking
on all qubits to find the error per single qubit Clifford
and we perform interleaved randomized benchmarking for
the characterization of errors per conditional-phase gate.
The resulting gate errors are shown in Fig. 8. By directly
measuring the |2〉-state population after the randomized
benchmarking sequences, we further extract leakage per
gate [48, 49]. For single qubit gates, we find a leakage
per Clifford operation to be 0.025% on average while the
leakage per conditional-phase gate is between 0.1% and
0.7%.
7pi pi readoutc-phase gate
FIG. 6. AWG waveforms for two cycles of the stabilizer measurement. Solid lines represent the microwave pulses for single qubit
gates, dark solid pulses the readout pulses, and dashed lines zero-area flux pulses. The shaded areas indicate which two qubits
interact during each flux pulse.
D1 D2 D3 D4 A1 A2 A3
Qubit frequency, ωq/2pi (GHz) 5.494 5.712 4.108 4.222 4.852 4.963 5.190
Lifetime, T1 (µs) 11.2 8.7 8.7 16.3 5.7 16.8 11.8
Ramsey decay time, T ∗2 (µs) 18.2 14.4 4.3 21.5 8.5 16.7 9.9
Readout frequency, ωr/2pi (GHz) 6.611 6.838 5.832 6.063 6.255 6.042 6.299
Readout linewidth, κeff/2pi (MHz) 7.5 10.6 6.0 7.2 17.3 10.9 11.0
Purcell filter linewidth, κP /2pi (MHz) 47.6 46.4 13.6 49.2 56.3 68.1 46.4
Purcell-readout coupling, JPR/2pi (MHz) 20.0 22.2 17.5 18.4 18.8 18.7 19.0
Purcell-readout detuning, ∆PR/2pi (MHz) 33.8 25.7 19.4 32.3 11.3 25.6 20.6
Dispersive shift, χ/2pi (MHz) -2.5 -2.5 -0.75 -1.0 -1.25 -2.4 -2.0
Thermal population, Pth (%) 0.06 0.04 0.8 0.8 0.08 0.4 0.6
Individual readout assignment prob. (%) 99.4 99.2 97.8 98.2 98.7 98.8 98.8
Multiplexed readout assignment prob. (%) 98.9 99.1 98.2 97.4 97.7 98.4 98.6
Measurement efficiency, η 0.30 0.24 0.15 0.15 0.20 0.27 0.22
TABLE I. Measured parameters of the seven qubits.
Appendix C: Readout Characterization
We perform multiplexed readout as detailed in Ref [34].
Our readout scheme allows us to selectively address any
subset of qubits. The readout is performed with a 200 ns
readout pulse and a 300 ns integration window for qubits
D1, D2, A1, A2 and A3 and a 300 ns readout pulse with
a 400 ns integration window for qubits D3 and D4 due
to the smaller dispersive shifts for these qubits. In Fig. 9,
we show single-shot readout errors for all computational
basis states of the seven qubits with an average assignment
error of 11%.
To characterize measurement induced dephasing on
the data qubits when reading out the ancilla qubits, we
perform a Ramsey experiment on each of the data qubits.
We interleave the Ramsey pulses with a readout on qubit
Qj [34], and in Fig. 10 we show the resulting additional
dephasing rates, Γij , on the data qubits introduced by
readout pulses. We can convert the dephasing rates to
a probability for introducing a phase error by Pφ = [1−
exp(−Γijτr)]/2, where τr is the readout time. We find
that measurements of the ancilla qubits induce less than
0.3% phase error on any data qubits.
Appendix D: Experimental setup
The seven qubit device is installed at the base plate
of a cryogenics setup [42], see Fig. D. Here, the qubits
(indicated by their labels) are controlled by flux and con-
trol AWGs through a series of microwave cables each
with attenuators and filters, such as bandpass filters (BP),
8D1 D2 A1 A2 A3 D3 D4
Measured qubit
D1
D2
A1
A2
A3
D3
D4
Pu
lse
d 
qu
bi
t
0.00
83.03
-142.35
0.38
1.27
-0.07
1.31
0.27
-54.72
-153.36
-0.11
-0.18
77.17
0.14
-0.38
-0.36
-44.04
0.01
-140.19
-52.09
-0.15
0.02
35.03
28.60
0.42
-151.69
-0.19
0.05
0.88
26.38
-0.75
-1.42
-43.31
33.54
1.72
-0.33
1.07
-0.90
0.07
28.29
25.54
0.49
150
100
50
0
50
100
150
Re
sid
ua
l c
ou
pl
in
g,
 
zz
/2
 (k
Hz
)
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lowpass filters (LP), high pass fiters (HP) and eccosorb fil-
ters, installed as indicated. The flux pulses and microwave
drive pulses are generated using arbitrary waveform gen-
erators (AWG) with 8 channels and a sampling rate of
2.4 GSa/s. The flux pulses are combined with a DC cur-
rent using a bias-tee. The baseband microwave control
pulses are generated at an intermediate frequency (IF) of
100 MHz and then upconverted to microwave frequencies
using IQ mixers installed on upconversion boards (UC).
The multiplexed readout pulses, see also Appendix C, are
generated and detected using an FPGA based control
system (Zurich Instruments UHFQA) with a sampling
rate of 1.8 GSa/s. The measurement signals at the out-
puts of the sample are amplified using a wide bandwidth
near-quantum-limited traveling wave parametric ampli-
fier (TWPA) [50] connected to isolators at its input and
output. Moreover, we installed bandpass filters in the
output lines to suppress amplifier noise outside the band-
width of interest. The output signals are further amplified
by high-electron-mobility transistor (HEMT) amplifiers
and additional amplifiers at room temperature (WAMP).
After amplification, the signals are downconverted (DC)
and processed using the weighted integration units of the
UHFQAs.
Appendix E: Numerical Simulations
We model the dynamics of our seven qubit quantum
system by a master equation given by
ρ˙ = − i
~
[H(t), ρ] +
∑
i
[
cˆiρcˆ
†
i −
1
2
(
cˆ†i cˆiρ+ ρcˆ
†
i cˆi
)]
,
(E1)
where ρ is the density matrix describing the system at
time t and H(t) is the Hamiltonian, the time-dependence
of which models the applied gate sequence. The col-
lapse operators cˆi model incoherent processes. We solve
the master equation numerically [51]. To simplify the
description of the system’s time evolution, we consider
the Hamiltonian to be piece-wise constant, see details in
Ref. [21]. In addition, we include the Hamiltonian
HZZ/~ =
∑
i,j
αi,j |11〉i,j 〈11|
modeling the residual ZZ coupling αZZ shown in Fig. 7.
The incoherent errors are described by the Lindblad terms
in Eq. (E1) with
cˆT1,i =
√
1
T1,i
σ−,i,
cˆTφ,i =
√
1
2
( 1
T2,i
− 1
2T1,i
)
σz,i,
where T1,i and T2,i are the lifetime and decoherence time
(Ramsey decay time) of qubit i.
To simulate the ancilla measurement, we consider the
POVM operators:
M0 =
√
P (0|0) |0〉 〈0|A +
√
P (0|1) |1〉 〈1|A , (E2)
M1 =
√
P (1|0) |0〉 〈0|A +
√
P (1|1) |1〉 〈1|A , (E3)
for the outcomes 0 and 1 respectively, where P (i|j) are
the experimentally determined probabilities for measuring
the state i when preparing the state j. We choose for
simplicity the POVM operators corresponding to minimal
disturbance measurements [52] as these POVM operators
will mostly remove coherences similar to the real physi-
cal measurements. We evaluate the probability for each
ancilla measurement outcome by pi = Tr(MiρM
†
i ) for
i ∈ {0, 1}. The resulting density matrix given a certain
measurement outcome i is calculated as ρ→MiρM†i /pi.
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