Abstract-The relative entropy of two distributions of n random variables, and more generally of two n-party quantum states, is an important quantity exhibiting, for example, the extent to which the two distributions/states are different. The relative entropy of the states formed by restricting to a smaller number m of parties is always less than or equal to the relative entropy of the two original n-party states. This is the monotonicity of relative entropy.
I. ENTROPY AND RELATIVE ENTROPY
Entropy inequalities play a central role in information theory [5] , classical or quantum. This is so because practically all capacity theorems are formulated in terms of entropy, and the same, albeit to a lesser degree, holds for many monotones, of, for example, quantum entanglement: e.g., the entanglement of formation [2] or squashed entanglement [4] . It may thus come as a surprise that until recently [13] essentially the only inequality known for the von Neumann entropies in a composite system is strong subadditivity
proved by Lieb and Ruskai [9] . We use the notation ρ ABC for the density operator representing the state of the system ABC, with the notation ρ BC = Tr A ρ ABC etc. for the reduced states. The relative entropy of two states ρ, σ (density operators of trace 1) is defined as
where supp ρ is the supporting subspace of the density operator ρ. Note that in this paper, log always denotes the logarithm to base 2. Like von Neumann entropy, the relative entropy is used extensively in quantum information and entanglement theory to obtain capacity-like quantities and monotones. The most prominent example may be the relative entropy of entanglement [21] , [22] . Many other applications of the relative entropy are illustrated in the review [20] .
In this paper we study the universal relations between the relative entropies in a composite system and for general pairs of states. For the most part we shall restrict ourselves to finite dimensional spaces. We present these findings in terms of quantum states, though of course one can set up the theory for classical probability distributions -we shall find at the end that our main result is the same in both settings.
What are the known inequalities? First of all, the relative entropy is always nonnegative, and indeed 0 iff ρ = σ (see the recent survey by Petz [15] ). The most important, and indeed only known inequality for the relative entropy is the monotonicity,
for a bipartite system AB. This relation can be derived from strong subbadditivity, eq. (1), as was shown in [9] and by Lindblad [10] , [11] in the finite dimensional (and more generally: separable Hilbert space) case; Uhlmann [19] later showed it for general von Neumann algebras and the wider class of 2-positive maps replacing the partial trace. Conversely, strong subadditivity can be easily derived from eq. (2). (We remark that in the classical case, monotonicity, positivity, and indeed the vanishing condition follow from the log-sum inequality.) The monotonicity of relative entropy was shown to be fundamentally important to quantum communication theory by Yuen and Ozawa [24] , who showed that it can be used to prove the famous Holevo information bound [7] .
Before returning to relative entropy we make a few further observations about entropy. For an n-party system, there are 2 n − 1 non-trivial reduced states, with their entropies, so we can associate with each state a vector of 2 n − 1 real coordinates. Pippenger [16] , following the programme of Yeung and Zhang in the classical case [23] , showed that, after going to the topological closure, the set of all entropy vectors is a convex cone. Hence it must be describable by linear (entropy) inequalities, like strong subadditivity, and one can ask if the entropy cone coincides with the cone defined by the "known" inequalities (strong subadditivity in the quantum case, additionally positivity of conditional entropy classically). This is indeed the case for n ≤ 3: the classical result is due to Yeung and Zhang [23] , the quantum case by Pippenger [16] . Yeung and Zhang [25] have however found a new, "nonShannon type" inequality for n = 4 classical parties, and Linden and Winter [13] found a new so-called constrained inequality for n = 4 quantum parties, providing evidence that to describe the entropy cones of four and more parties one needs new inequalities, too.
In 
In this paper we prove the result that for relative entropy, monotonicity is necessary and sufficient to describe the complete set of realisable relative entropy vectors. This is a surprising discovery as relative entropy is a seemingly more complex functional than entropy. However strong subadditivity is sufficient to define all possible relative entropy vectors (as monotonicity is derived from it) whereas it cannot encapsulate normal von Neumann entropy. Our approach is as follows: we show first, by adapting the Yeung-Pippenger techniques, that the topological closure of the set of all relative entropy vectors is a convex cone (section II). Then we study the extremal rays of the Lindblad-Uhlmann cone defined by monotonicity, in section III: they correspond one-to-one to so-called up-sets in 2 [n] . It remains to prove that every one of the rays is indeed populated by relative entropy vectors, which we do in section IV. It turns out that the construction to show this depends heavily on secret sharing schemes, and that indeed classical probability distributions -interpreted as quantum states -attain these rays. We conclude in section V.
II. THE CONE OF RELATIVE ENTROPY VECTORS
Define the set Λ * n ⊂ R 
Lemma 1 The topological closure
n is a convex cone. To be precise, it is enough to show that [16] : To prove the second part, choose such that ≤ 1/2 and H 2 ( ) ≤ δ where H 2 ( ) is the binary entropy of ,
Let v be the relative entropy vector created by states ρ, σ. Consider the following states, ρ = λρ + (1 − λ)σ and σ = σ, and the entropy vector w created by states ρ, σ. Then, for a set S, the corresponding component of w is
We now make use of the following inequality, see for example [14] :
Hence we can find α such that
Therefore, eq. (4) reads, 
This defines the cone of all vectors that obey the only known inequality between relative entropies of subsystems, the Lindblad-Uhlmann monotonicity relation (which implies non-negativity).
Proposition 3
The extremal rays of Λ n are spanned by vectors u of the form
for a set family ∅ = U ⊂ 2 [n] and ∅ / ∈ U with the property that for all S ∈ U and S ⊃ S, S ∈ U. (Such a set family is called an up-set.)
Conversely, every up-set U, by the above assignment, defines a vector u ∈ Λ n spanning an extremal ray.
Proof: Every extremal ray R of Λ n is spanned by a vector v ∈ Λ n , such that R = R ≥0 v. It has the property that if λa+µb ∈ R for λ, µ > 0 and a, b ∈ Λ n , then a, b ∈ R. With this every point in the cone is a positive linear combination of elements from extremal rays. In geometric terms, R is an edge of the cone Λ n [6] . It is a standard result from convex geometry (see [6] ) that an extremal ray is specified by requiring that sufficiently many of the defining inequalities are satisfied with equality, in the sense that the solution space of these equations is one-dimensional. (Of course, in addition the remaining inequalities must hold.)
In the present case, there are only two, very simple, types of inequalities. For a spanning vector v of an extremal ray R, the equations (i.e., inequalities satisfied with equality) take one of the following two forms:
How can it be that v is specified by a set of such equations up to a scalar multiple? Since the equations only demand that an entry of v is 0 or that two entries are equal, it must be such that there exists a subset U ⊂ 2
[n] such that for all A, B ∈ U, the corresponding entries of v are equal, v A = v B = v, while for C ∈ U, it holds that v C = 0. Now, to satisfy all the monotonicity inequalities, U must be an up-set. (We note that v = 0 to span a ray, hence v = 0.) Thus, v = vu for the vector u constructed from the up-set U in the statement of the Proposition. This shows that every extremal ray is determined by an up-set.
For the other direction, we first observe that u constructed from an arbitrary up-set U as stated satisfies all the inequalities. Furthermore, it is clear that many inequalities will be saturated. To show that R = R ≥0 u is extremal, we only need to find a set of 2 n − 2 linearly independent equations of the form (7) and (8) that are satisfied. This is given by
Indeed, these equations leave only the freedom to choose v [n] , and then all entries of v are determined. This concludes the proof that every up-set determines an extremal ray. Note that every extremal ray of the relative entropy cone is very well structured and can be defined precisely with up-sets. The standard entropy cone however shows no such structure and its extremal rays, although realised by highly structured states, show far less structure in the actually entropy values of the extremal rays (see [16] , [12] ).
Example 4 The following table shows all the extremal rays and hence all possible up-sets for three parties up to permutations of parties.
IV. Λ * n = Λ n Clearly Λ * n ⊂ Λ n since all actual states obey the LindbladUhlmann monotonicity inequalities (5) and (6) . Since Λ n is closed, we thus get Λ * n ⊂ Λ n . In this section we will show the opposite inclusion, Λ * n ⊃ Λ n , thus showing equality between the relative entropy cone and the Lindblad-Uhlmann cone.
To show this, it will clearly be enough to show that on every extremal ray of Λ n there exists a nonzero vector contained in Λ * n . In other words, if we can construct a pair of states that has a relative entropy vector on an extremal ray, for all possible extremal rays of Λ n , then due to approximate dilutability we can find entropy vectors along all points of all extremal rays. Since every point inside a cone can be made with a positive linear combination of points from its extremal rays, we obtain that every point inside the cone can be realised and Λ n = Λ * n . Achieving these states can be identified with classical secret sharing schemes (see for example [18] ) as we will explain. The formalism for a secret sharing scheme can be defined as follows. Imagine a defined secret bit that we want to share between a number of participants. We want only certain so-called "authorised" groups of participants to be able to recover the secret exactly, while unauthorised groups of parties get no information about the secret. It is clear that with every authorised group S, any group S ⊃ S will also be authorised. So, the authorised groups will form an up-set called an access structure.
Definition 5
An n-party secret sharing scheme for a bit b with access structure ∅ = U ⊂ 2
[n] , ∅ / ∈ U, consists of the following
, each one associated with a participant labelled 1, . . . , n in the secret sharing scheme.
, the collection of shares accessible to the group S (iii) For each S ∈ U, there is a function f S :
With this scheme the notion of an up-set is naturally included. Since an authorised group of parties are allowed to recover the secret, adding additional parties must also result in an authorised group since the decoding function can be chosen only to act on the previous authorised group. This is the defining feature of an up-set. To relate this to a quantum information setting, we can construct the following density matrix based on a secret sharing scheme:
The superscript on the terms of the tensor product denotes the label of the share. We denote a partial trace of the matrix as
S has the following properties :
• If S ∈ U then the supporting subspace of ρ(0) S is orthogonal to that of ρ (1) S which allows the group S to determine the secret bit exactly:
S and no information about the secret can be achieved.
With this density matrix we can construct the following matrices for use in relative entropy D(ρ σ):
Note that if S / ∈ U then ρ S = σ S and the relative entropy is zero. For S ∈ U, we can calculate the relative entropy as follows:
where we have used ρ(0) S ⊥ ρ(1) S . For that same reason, the third term is zero, and hence
Note that the relative entropy is constant and independent of the number of elements of S. Hence we have states from which we can produce relative entropies in the form of upsets described in Proposition 3 by simply realising a classical secret sharing scheme with the required access structure. There exists a secret sharing scheme for every up-set structure, in fact for every access structure [17] , [8] . Therefore for each extremal ray of Λ n there is a secret sharing scheme whose density operators according to eqs. (9), (11) and (12) will produce the required relative entropy vector and hence prove that each extremal ray is realisable. Hence we have proved that Λ * n = Λ n and thus that monotonicity under restrictions is the only inequality satisfied by relative entropies.
V. CONCLUSION
In this paper, we have determined the set of all relative entropy vectors for general states on (general) n-party systems: it coincides with the convex cone defined by non-negativity and monotonicity of the relative entropy. We have done this by first showing that the former set in is indeed a convex cone, and then demonstrating that every extremal ray in the latter cone is realised by a specific pair of states. These extremal rays are characterised by up-sets in 2 [n] , and the pairs of states correspond to (classical) secret sharing schemes.
A particular consequence is that the cone of relative entropy vectors is the same for quantum states and for classical probability distributions. This is in marked contrast to the case of entropy vectors, where even for n = 2 classical and quantum entropy cone differ [16] .
Beyond the characterisation in terms of convex geometry, our result also means that, apart from monotonicity, there can be no other univeral relation between the relative entropy values of the reduced states in a composite systems (except that is follows trivially from monotonicty). In this sense, quantum and classical relative entropy is completely characterised by the monotonicity relation.
We are now in a position to go back to our assumption of finite dimensional systems and the demand that all relative entropies are finite. Clearly, if some of the parties are described by infinite dimensional quantum systems, we still have monotonicity [19] , even in the von Neumann algebra scenario, so the relative entropy vectors are all within the Lindblad-Uhlmann cone. In this case, and even in the finite dimensional case some entries in a relative entropy vector may be positive infinity. However, even this does not present a problem, once we realise that the groups where the value is infinite form an up-set, so the vector can indeed be obtained as a limit of finite relative entropy vectors in the Lindblad-Uhlmann cone.
Another mathematical peculiarity is the following: From the proof of achievability of all extremal ray of the LindbladUhlmann cone, we discover that every point in the relative entropy cone is achievable rather than infinitely approximated, i.e. Λ n = Λ * n . This is due to the fact that every point on all exremal rays can be attained. To see this, simply choose ρ(0) and ρ(1) in eq. (12) with different weights p and 1 − p (0 ≤ p ≤ 1). Then the calculation following that equation shows that the relative entropy is either H 2 (p) or 0 depending on whether S is an authorised set or not. By additivity in Lemma 1 we obtain that every point on the extremal rays is realised, hence every point in the Lindblad-Uhlmann cone.
We conclude the paper by commenting briefly on possible connections of our result to the entropy cone, and possibly to the relative entropy of entanglement. In the above arguments we have often used the formula D(ρ σ) = −S(ρ)−Tr ρ log σ, which means that if we make the restriction σ = 1 d 1 1, the maximally mixed state in d dimensions, the relative entropies (now dependent only on ρ) evaluate to log d − S(ρ). Going through the proof of Lemma 1 we see that for any number n of parties, the set of all these relative entropy vectors is also a convex cone, and one might think that its relations would capture all inequalities for the entropy. That this is too optimistic a hope, is indicated by the fact that the relative entropy is expressed by the entropy and a term beyond what can be expressed by general entropies alone (essentially the log of the rank). And it is indeed not the case, since for example the nonegativity of the relative entropy translates into S(ρ) ≤ log d. However, the fundamental fact that the entropy S(ρ) is nonnegative, is not captured at all, since that would require an upper bound on the relative entropy depending on the dimension. Still, there may be some less stringent relation between the entropy and the relative entropy cones, whose existence we would like to advertise as an open problem.
