Purpose: To evaluate the feasibility of using compressed sensing (CS) to accelerate 3D-T 1q mapping of cartilage and to reduce total scan times without degrading the estimation of T 1q relaxation times.
imaging to assess early macromolecular changes rather than conventional morphological imaging. [9] [10] [11] [12] This quantitative 3D-T 1q mapping usually requires the use of multiple images with different spin-lock times (TSLs) to obtain T 1q maps, 13 which demands long scan times for in vivo applications. A straightforward way to reduce the image acquisition time of T 1q mapping is to reduce the numbers of TSLs without compromising the T 1q quantification accuracy and precision. However, this approach requires high SNR as well as prior knowledge of the true T 1q range of the cartilage. Fast imaging techniques such as parallel imaging, partial k-space and key-hole approaches have been used to reduce the acquisition time in T 1q mapping. 14 However, all these approaches have inherent limitations in terms of noise amplification and/ or blurring.
Compressed sensing (CS) 15 has emerged as an effective way to overcome the limitations of conventional fast MR imaging. CS relies on the inherent compressibility, or sparsity, of MR images to reconstruct undersampled k-space data. 16 Moreover, CS can be combined synergistically with parallel imaging using multiple receiver coils for further increases in speed. 17 Recently, several CS methods have been applied to dynamic imaging 18, 19 and parametric mapping, [20] [21] [22] [23] which are particularly suitable for CS due to increased compressibility, which turns into higher accelerations. Similar studies by Zhu et al., 23, 24 and Pandit et al. 25 have demonstrated that a reduction in acquisition time is possible for T 1q mapping of knee cartilage, but only a narrow set of CS methods and AFs were compared. Questions such as what regularizers are the most suitable for parametric mapping with least T 1q error, or how much acceleration can be achieved for T 1q mapping are still unanswered. In this study, we investigate the feasibility of using CS to accelerate T 1q mapping by comparing 12 different types of sparsity promoting functions on a synthetic phantom and in vivo knee cartilage data. We provide a fair and objective evaluation of these CS methods. Our main aim is to answer the question of what are the best regularization penalties and suitable AFs for CS reconstruction with least relative T 1q error when the final objective is to reduce image acquisition time in T 1q mapping of human articular cartilage.
| M ETH ODS

| MRI data acquisition and standard reconstruction
Seven datasets of in vivo human knee 3D-T1q-weighted images were acquired with different TSLs using a modified 3D Cartesian turbo-Flash sequence. 26 The MRI scans were performed using a 3T clinical MRI scanner (Prisma, Siemens Healthcare, Erlangen, Germany) with a 15-channel Tx/Rx knee coil (QED, Cleveland OH). The 3D-T1q acquisition parameters were: TR/TE 5 7.5 ms/4 ms, T1 delay 5 1020 ms, k-space lines 64 captured with centric ordering between T1q preparation pulses, flip angle 5 88, matrix size 256 3 128 3 64, spin-lock frequency 5 500 Hz, slice thickness 5 2 mm, FOV 5 120 mm 2 , and receiver bandwidth 5 515 Hz/pixel.
The T1q-weighted scans of the knee were acquired in sagittal plane from seven healthy volunteers (age 5 29.6 6 7.5 years), with 10 TSLs including 2/4/6/8/10/15/25/35/45/ 55 ms, and total acquisition time of 32 min. The T1q-protocol was repeated on three volunteers on the same day for repeatability evaluation. This study was approved by the institutional review board and all the volunteers were consented before scanning.
For fully sampled reference reconstruction, a 1D Fourier transform was applied to the 3D k-space data along the frequency encoding direction (kx). Then, for each slice, the fully sampled 2D k-space data were reconstructed with SENSE. 27, 28 The coil maps, required in SENSE, were estimated using ESPIRiT 29 using the central k-space area.
| Synthetic phantom
The synthetic phantom used to test the different CS methods is illustrated in Figure 1 . It is composed by three areas with T1q relaxation times randomly selected from the ranges 1-25 ms, 30-50 ms, and 50-110 ms. At the green areas in the Figure 1 , the selected relaxation time ranges 30-50 ms, with only one T1q relaxation time per voxel. The other two areas, the relaxation ranges 1-25 ms (blue) and 50-110 ms (red), which may intersect generating a bi-exponential model. 26 However, only the nonintersecting regions were used in this study. Large circles, ellipses, and small circles compose these three areas. At the large circles, the constant randomly selected T1q is added with a linear gradient of 5% of the FI GU RE 1 Synthetic phantom used in the experiments, composed by three areas with different T 1q time ranges. The T1q relaxation times were randomly selected from the ranges 1-25ms, 30-50ms and 50-110ms
selected T1q-time in one circle, and added with a white Gaussian random variation in the other, also with 5% of the selected T1q value. The same variations were added to the magnetization, originally uniform and unitary. At the elliptical and small circular areas, only the constant randomly selected T1q was used and the magnitude is unitary and uniform. k-Space dataset was created by multiplying the phantom images by coil sensitivities, 4-coils were used, followed by 2D Fourier transform. White Gaussian noise was added to the data in k-space for the noisy experiment, with its standard deviation set to 17% of the mean signal amplitude, resulting in an acquisition SNR (The acquisition SNR is defined as SNR510 logjjFCxjj 2 =jjgjj 2 , from the model: y5FCx1g, not to be confused with image SNR) of 15 dB (5.62 in linear scale).
| Retrospective undersampling
The 2D ky-kz data, from each slice, were undersampled with 2D Poisson-disk random pattern. 30 The AF is defined as the ratio of total k-space samples by the number of captured kspace samples. A central k-space area of 31 3 15 (for AF 5 2) or 21 3 9 (for AF ! 4) was fully sampled for coil sensitivity estimation. Figure 2 illustrates the acquisition model, including the k-space sampling pattern. In the experiments with the synthetic phantom, the size of the central area is 63 3 63 (AF 5 2) or 41 3 41 (AF ! 4).
| CS reconstruction
CS reconstructions were performed using 12 different regularization functions to promote sparsity in the solution, as described in Table 1 . Most of the regularization penalties use l 1 -norm with different sparsifying transforms. Another type of regularization was the low rank model, where the nuclearnorm 31, 32 was used. Finally, three regularization penalties use the low rank plus sparse (L1S) model, where the nuclear-norm and the l 1 -norm are combined. 33 In this case, three different transforms were used with the l 1 -norm. 
where x is a vector that represents the reconstructed image sequence, originally of size N y 3N z 3N t , with N y being the image size in the y-axis and N z the size in the z-axis, N t is the number of TSLs. y is a vector that represents the captured k-space, with original size of N y 3N z 3N t 3N c , where N c is the number of coils. The transform C represents the multiplication with coil sensitivities, and F represents the Fourier transforms. For retrospective undersampling, the nonsampled k-space points were replaced by zeros as well as their respective positions in the diagonal sampling matrix S. The transform T in the regularization term of Equation 1, or dictionary D in Equation 2, is chosen as one of the possibilities described in Table 1 . The first option in Table 1 is T as temporal finite differences (FD) transforms of order 1, 2, and 3 (TFD1, 2, or 3). These are 1D high-order total variation (TV). [34] [35] [36] transform T or dictionary D, similar to k-t FOCUSS. 41 This transform is computed, or learned, for a specific data set or class of data, stored and used later on the reconstruction. The K-SVD 42 is another possible decomposition applicable to the same Casorati matrix representation. 21 In the K-SVD, however, an overcomplete (An overcomplete dictionary, when represented as a matrix transform, is a matrix with much more columns than rows) dictionary D is computed, instead of an orthogonal transform. Therefore, the signal may have a much richer, and consequently sparser, representation. The K-SVD is also trained, or learned, for specific signals of interest. Note, although, that the expected T 1q signal is an exponentially decaying signal. In this sense, an overcomplete multiexponential dictionary D is another interesting approach, used in NMR relaxation studies. 43 This transform also provides a multicomponent decomposition, 44 and it is useful for latter analysis of the multicomponent T 1q imaging. Different from the l 1 -norm priors, the low rank (LR) CS reconstruction is posed as:
In Equation 3, jjxjj Ã represents the matrix nuclear-norm 31 where x is reshaped as a N y N z 3N t Casorati matrix, where each row contains the magnetization signal of one particular voxel over TSL.
Computationally speaking, sparsity of the low rank model is related to the one assumed by the PCA model. The main difference is that the PCA is computed once, before the reconstruction, using the SVD on a full data reconstructed images, for example, while in the LR approach, the SVD is applied at each iteration, using the currently available reconstruction. 45 This means we do not need to prelearn any sparsifying transform. In fact, the algorithm learns the best representation while the images are being reconstructed. The L1S reconstruction 33 is given by:
where x5l1s, is a decomposition of x on a sparse part s and a low rank l part. The low rank part is obtained by the use of the nuclear-norm jjljj Ã , while the sparse part is obtained by the use of the l 1 -norm with a specific sparsifying transform T. Table 1 lists the transforms used with the L1S reconstruction. This is a very interesting combination with a very rich description of the images to be reconstructed. 46 The low rank component usually represents the highly correlated temporal part, while the sparse component represents the more dynamic, less temporally correlated part. A similar combination of low rank and wavelet sparsity was studied in Peng et al. 47 for T 2 mapping.
In all methods, the regularization parameters were adjusted to minimize jjx k 2x ref jj 2 where x^k is the CS reconstruction and x ref the fully sampled data SENSE reconstruction. While only one regularization parameter needs to be found in l 1 -norm and nuclear-norm minimizations, the L1S requires two parameters to be found.
The CS reconstruction was performed using fast iterative shrinkage-thresholding algorithms (FISTA) 48 and its modification coupled with fast gradient projection (FGP) 49 for the proximal operator. For L1S problems, the same algorithm can be used because the proximal operators are applied independently for s and l vectors. The details of the modified FISTA for nuclear-norm can be found on Toh and Yun. 50 All methods stopped when the normalized iterative update was lower than 10 25 or when the maximum number of 400 iterations (The methods K-SVD and EXP stopped by the maximum number of iterations, but their normalized update value, i.e. jjx k11 2x k jj 2 =jjx k11 jj 2 , being k the iteration index, was very close to the stopping value) was reached.
| Exponential models and fitting algorithms
The T 1q relaxation is usually considered an exponential decaying process. The used model is described by:
where x(t,n) is one particular voxel over TSL time t and position n, a(n) is magnitude of the exponential, s(n) is the T 1q relaxation time at position n, and a constant residual noise component b. The T 1q parameter estimation, or simply fitting process, was done using nonlinear least squares, using model in Equation 5 , where the minimization was done using conjugate gradient Steihaug's trust-region (CGSTR) algorithm. 51 The CGSTR algorithm stopped at a maximum of 2000 iterations or normalized parameter update lower than 10
24
. Spatially filtering, used as a denoising over the regions of interest (ROIs), prior to the parameter estimation is sometimes helpful 52 to improve the quality of the estimated parameters. In this study, we compare the nonfiltered results with two kinds of filters: standard linear filter of spatially averaging of 3 3 3 square of voxels, and nonlinear filter of median of 5 3 5 square of voxels. 53 
| Data analysis
In this work, we evaluate the quality of the reconstructed images and the quality of the estimated T 1q parameters. Image reconstruction quality was evaluated using normalized root mean squared error (nRMSE) with respect to SENSE reconstruction of the fully sampled data. In the experiments with the synthetic phantom, we also compared against the synthetically produced ground truth. The nRMSE is defined as:
The fitting process was applied only on specific ROI. For in vivo knee cartilage 5 ROIs were chosen for evaluation, as shown in Sharafi et al., 26 including medial femoral and tibial cartilages, lateral femoral and tibial cartilages and patellar cartilage. In those regions, the estimated T 1q relaxation times from CS reconstructions were compared with the estimated relaxation times from the fully sampled data with SENSE reconstruction. The quality was evaluated by the normalized absolute deviation (NAD) of the times obtained in each voxel position n. The errors in a ROI or sets of ROIs were quantized by the median of NADs (MNAD):
An MNAD of 0.1 corresponds to a median deviation of 10% on the estimated T 1q relaxation times compared to the reference. The median is more robust than the mean to assess the errors due to the instability of the nonlinear least squares. For complete statistics about the NADs box plots are shown, where median evaluates central tendency and quartiles shows variability of the NADs. In the experiments with the synthetic phantom, the T 1q parameters were also compared with the known ground truth.
Intrasubject repeatability is assessed using the coefficient of variation (CV), defined as CV 5 SD/M, being SD the standard deviation and M the mean of the median times of a ROI of two scans for the same volunteer. Bland-Altman plots were also used for selected methods.
| R ES ULT S
| Synthetic phantom
The experiments with synthetic phantom are important to understand how undersampling pattern and noise affect the reconstruction quality and the T 1q fitting of both, CS and reference methods. This is only possible because a ground truth is available. Figure 3a shows the reconstruction errors and Figure 3c shows the T 1q relaxation errors for the noiseless case when comparing with the ground truth. Figures 3b and 3d show the results when CS is compared with the reference. Note the reference is very close to the ground truth in this case, for both: reconstruction and T 1 q fitting (nRMSE and MNAD, respectively). Box plots for NADs at AF 5 6 are shown in Supporting Information Figures S1a and S1b, which are available online, where it is shown the median, i.e., MNAD, as a red bar, and central interquartile as a blue box. When comparing the curves in Figures 3a with 3b, 3c with 3d, as well as is in Supporting Information Figures S1a with S1b, one can see that curves using reference are very similar to the curves using ground truth, in the noiseless case. In other words, the fully sampled SENSE is reliable to be used as reference when there is no noise in the data (see Figures  3e-h) . Figures 4a and 4c show the results when comparing reconstructions with the ground truth for the noisy case, while Figures 4b and 4d show the results when the fully sampled SENSE is used as a reference for comparison. Now, the reference is no longer so close to the ground truth, neither for reconstruction nor for T1q relaxation. This can also be seen in the box plots for NADs at AF 5 6 in Supporting Information Figures S1c and S1d. In fact, some CS reconstructions such as L1S SFD and STFD are closer to the ground truth than the reference. This means fullysampled SENSE reconstruction may not be a good reference when data is noisy (Figures 4e-h) .
When reconstruction results in Figure 4a are compared with T1q fitting results in Figure 4c , we can notice that some methods that produced small reconstruction error, did not necessarily produced small parameter error. This happened because not only the size of the reconstruction error, measured by nRMSE, is relevant, but the shape of the error is also relevant, and it is different for each regularization penalty, as discussed later in the discussion section. The methods that impose some spatiotemporal smoothness, such as STFD, F IGUR E 6 (A) nRMSE for reconstruction and (B) MNAD for T 1q relaxation parameter fitting of the in vivo knee cartilage with no filtering, (C) L1S SFD, and WAV had the best performance in the fitting part of the synthetic experiments.
In Figure 5 , the results with prefiltering before fitting are compared. In general, all methods had some improvement in T1q estimation when prefiltering is used. This can be noted by comparing Figure 5a or 5c with Figure 4c . The reference was the most improved by prefiltering, moving up together with the best CS methods. The MNAD, originally 0.042 on Figure 4c (meaning 4.2% error), was reduced to 0.019 with 3 3 3 averaging (1.9%) on Figure 5a , and to 0.018 with 5 3 5 median filtering in Figure 5c . The EXP methods gained some positions, ending up very close to WAV. The price for this improvement in the MNAD numbers is the loss of detail in the T1q maps and possibly larger errors in the edges of the objects, as seen in Figures 5e-j.
When comparing the curves that use fully sampled reconstruction as reference, Figures 4d, 5b, and 5d , with the curves that use the ground truth, Figures 4c, 5a , and 5c, respectively, one can notice the curves with large MNAD behave similarly. However, for the best methods, with small MNAD, the curves may not correspond exactly. This means that appointing one best method among several good methods without a ground truth, using only a 
| In vivo knee cartilage data
In vivo knee cartilage is an interesting as well as challenging area because it usually has small artifacts from motion and the cartilage ROI is very thin and curved. However, the results observed here were, in general, consistent with the literature 25, 26 in terms of T 1q error. Because no ground truth is available, CS results were only compared with the reference (fully sampled SENSE). Figure 6 shows the results for reconstruction and T 1q relaxation times with different prefilters. Note that the filtering type significantly affects the MNAD values of the methods. Following what was seen with synthetic results, not necessarily the best reconstruction algorithms in terms of nRMSE provided the best T 1q fitting results in terms of MNAD, because nRMSE does not consider the temporal shape of the error, and this matters for the fitting process.
From Figure 6 , considering the median performance with 7 knee datasets, one can observe that STFD method was the best in all experiments. However, methods such as EXP, KSVD, and L1S SFD, also performed well, not far from STFD (According to the previous results with synthetic data, the choice of the best method should be taken with care since the reference reconstruction may be noisy. So other good methods should not be immediately discarded).
The best results, in terms of MNAD values, were observed when 3 3 3 averaging filter was used, but 5 3 5 median filter was almost equally good. However, the lower MNAD (when filtering was used) does not translate into a change in the ranking of the methods, as shown in Figures 6b-d . Figure 7 shows box plots for some specific AFs. The box plot shows much more information about the statistics of the NADs. Nevertheless, these results give even stronger support to STFD method for accelerating T 1q imaging, which shows not only the lowest MNAD, but also much lower variability of the NADs. Figure 8 shows some intra-subject repeatability by the coefficient of variation and Bland-Altman plots for the best method, the STFD. Basically, almost all CS methods achieved lower or similar CV than the reference, with some exceptions. The CV also had a tendency to reduce with AF 
| Overall score
To have an objective quantification of all results, we compute MNAD for the results with noisy synthetic and in vivo together. The first score, in Table 2A , is simply the MNAD of all T 1q estimation errors (NADs), among three noisy synthetic datasets and seven in vivo datasets, for the three filters used (no-filter, 3 3 3 mean, 5 3 5 median) using comparisons with the reference. The resulting number provides us a median T 1q error of a particular method for a desired AF. The second score, in Table 2B , the MNAD was obtained only when 3 3 3 averaging prefilter was used. From Table 2A , one can notice that a median error below 6.5% is expected when using AFs up to 10 with the method STFD. If we extend the tolerance to 10%, then L1S SFD, EXP, and WAV can be included. According to Table 2B , one can expect an MNAD below 6.5% up to AF of 10 for almost the same methods when 3 3 3 averaging prefilter is used: STFD, L1S SFD, and EXP. In the literature, 54 5%
error is considered acceptable for reproducibility, if one use this limit, we can still use AFs up to 8 with STFD or AF up to 6 with the best three methods.
| D IS C US S I ON
| Comparison with a possibly noisy reference
The assumption that fully sampled data are a good choice to produce a reference should be carefully made, because it is usually perturbed by noise and, possibly, other artifacts. This is, in most practical cases, the only option. However, it is difficult to judge the best CS method by comparing them with a perturbed reference. This is why the synthetic experiments are necessary. Our experiments with synthetic data showed that a noisy reference (15 dB) could have a MNAD as high as 4.2% (without filtering, Figure 4c ). We can conclude that, under these circumstances, all CS methods with error lower than this should ranked with care, preferable considered better by other factors than the MNAD alone.
| Recommended CS methods
For AF of 2, almost all methods produced acceptable results, with low MNAD. As the AF is increased, fewer methods kept low MNAD. We marked in bold letters, in Tables 2A,  2B some suggested methods for each AF.
Our experimental results indicated that the use of 3 3 3 averaging filter provided the lowest MNAD for almost all CS methods. However, no matter the prefilter used, we observed that the CS methods STFD, L1S SFD, and EXP appeared among the best methods. This indicates that these three are the most suitable CS methods for accelerating T 1q mapping of cartilage. However, KSVD and WAV were also good, and should not be discarded.
| Performance of the regularization penalties and prefilters
Clearly, the choice of the regularization function has significant influence in the success of CS for T 1q mapping. Simple temporal finite differences, such as TFD1, TFD2, and TFD3, did not performed consistently well and their results were extremely unstable. Wavelet transform, represented by WAV, performed better regarding MNAD, close to the best methods.
Even though the reconstruction quality provided by PCA was appropriate, this does not translate into good T 1q fitting results here. The KSVD performed better in this sense.
The use of fixed overcomplete exponential dictionary, reported as EXP, produced very good results. Surprisingly, this transform is not very popular in the literature, compared for example to PCA. A possible reason is that, as seen in Table 1 , it requires much more iterations to converge than PCA. It is very likely that researchers familiarized with relatively quick convergence of PCA have not waited long enough (10 times more iterations) to see the good results provided by EXP.
The LR and L1S methods were also promising approaches, but we observed that the LR part alone provided only limited improvement. The L1S with WAV or no sparsity transform performed equal or worse than LR. However, we notice improvement when combined with SFD, being this last one among the best methods.
The STFD is an improved version of total variation-like regularizers, also not commonly used for parameter estimation problems in MRI in the form used here. The standard TV regularization may generate cartoon-like aspect on the reconstructed images. 37 This is undesirable, of course, but it should only happen when the regularization parameter is too large and the results get over-regularized. However, when spatial first order finite difference is combined with temporal second order finite difference, it provides an excellent regularization function for this problem.
We clearly observed that prefiltering reduced the T 1q mapping error. In part because it reduced the noise in the reference and in CS reconstructions, resulting in stable fitting and low MNAD. Even though there are better denoising filters 52 than those tested here, we observed that standard 3 3 3 averaging, which is a simple linear filter, still does a good
job in reducing the errors. The median filter is equally good with respect to MNAD, but was better with respect to repeatability results with in vivo data.
| Comparison with previous studies
In Pandit et al., 25 was reported significant improvements in the quality of the estimated T 1q times due to the jointly estimation of the coil sensitivities and local adaptability of the regularization. The reported T 1q relaxation errors were impressively low due to a different method of evaluation compared with the other papers, with 2.46% error if estimated coil maps were fixed and 0.72% if they were jointly estimated with images in JSENSE. Using the same evaluation as Zhou et al., 24 the STFD achieves 0.4% at AF 5 2, 0.85% at AF 5 4, and 1.24% at AF 5 6. This is consistent with reported literature. 24 In Bhave et al., 55 blind compressed sensing (BCS) was applied to T 2 and T 1q mapping of brain. Their reported parameter error was lower than the one we observed but the number are not in the same scale for proper comparison. BCS approaches are also promising, trying to adapt the transform during the reconstruction to increase sparsity and improve the reconstruction. The only adaptable-transform methods tested here are the LR and the L1S methods (including L1S WAV and L1S SFD). However, we did not observe significant superiority of LR and L1S due to the adaptability of the transform; perhaps this would be different with BCS.
One of the novelties of this study, compared with these papers is that we provided much broad evaluations, using AF from 2, up to 10, comparing 12 CS methods, with three different prefiltering options on 6 synthetic datasets and 7 in vivo human knee cartilage datasets. To be fair and objective, we are not proposing or claiming here any method of our own. All priors appeared elsewhere in the literature for different applications, in the exact or similar form used here, even though some of them were never used for T 1q imaging.
| Limitations of this study
In our tests, the regularization parameters were set to have the lowest l 2 -norm of the difference between CS and the fully sampled reference, essentially minimizing nRMSE. However, the ideal parameter would be the one that makes the reconstruction closer to the ground truth (unknown in practical cases). Therefore, the choice of the regularization parameter is still an open question (See more related to the choice of the regularization parameter in the online supplemental information of this paper).
Another aspect is the choice of the minimization algorithms, for reconstruction and for T 1q fitting, and their respective stopping criteria. These choices affect the reconstruction time and the required number of iterations of each method. See Table 1 for average number of iterations and average time, in seconds, of each method. Note KSVD and EXP provided good results, but with very slow convergence, in term of iterations. These are candidates for fast algorithms such as Zibetti et al. 56 The number of TSLs and their distribution are also relevant. Our choice was based on previous studies, 26 but different distributions are possible. The use of different AFs in each TSL can also be investigated. Model-based reconstructions are promising approaches.
57,58
We did not include them here because they require a specific discussion. Strictly speaking, not all model-based methods belong to the class of CS methods, because sparsity and incoherence are not always included in their models. We hope to discuss these methods in the future. Finally, studies with prospective data and CS reconstructions for biexponential models 26 for T 1q mapping of cartilage will be evaluated in the near future.
| CON CLU S IO NS
This study shows that CS can significantly accelerate T 1q mapping of cartilage. Twelve different CS methods were compared, being the most indicated methods: STFD, L1S SFD, and EXP. In addition, the use of prefiltering before T 1q fitting is recommended. These best CS methods performed satisfactorily for AFs up to 10, with T 1q error below 6.5%.
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FIGURE S1 Box plots of the results for synthetic phantom with no noise in the acquisition showing the statistics of the T 1q relaxation error are shown in (a) using ground truth and (b) using reference for AF56. Box plots of synthetic phantom with no noise in the acquisition (c) using ground truth and (d) using reference for AF56.
Supporting Figure S1 for section "Results". Section "Numerical Values from the Figures 3, 4 , 5, 6 and 8 of the manuscript were also shown in supporting  Tables as S2, S3 , S4, S5, and S6" for precise comparison. Section "Experiments with Bovine Cartilage" shows results with CS applied to Bovine Cartilage data as a supporting figure S7. Section "Details on the Choice of the Regularization Parameter" presents more details about the procedure of selecting the regularization parameters, and a small test regarding the choice of the criterion, with supporting figures S8, S9 and S10. Figure 3 Figure 3 Figure 8 (c). FIGURE S7 (a) nRMSE for reconstruction and (b) MNAD for T 1q relaxation parameter fitting of the ex vivo bovine cartilage with no filtering, (c) 3 3 3 average filtering, and (d) 3 3 3 median filtering. Representative quantitative accelerated T 1q maps and corresponding and reference maps are shown in (a1-a4), (c1-c4), and (d1-d4). FIGURE S8 (a) Curves of the jjx k 2x ref jj 2 criterion for method LR, where only one parameter need to be found, and (b) surface of the jjx k l ;k s 2x ref jj 2 criterion for method L1S, where two parameters need to be found. FIGURE S9 (a) nRMSE for CS method EXP with best regularization and with under-and over-regularized parameter by 103, and (b) its MNAD results when 3 3 3 average filter is used, over AF. FIGURE S10 nRMSE and MNAD (when 3 3 3 average filter is used) for CS methods (a) EXP and (b) STFD for AF56, as function of the regularization parameter.
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