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Abstract
This paper is concerned with the convergence of a p-Ginzburg–Landau type functional when the param-
eter goes to zero. By estimating the singularity of the energy and establishing the Pohozaev identity, we find
the singularity of the energy concentrates on the domain near the singularities of a p-harmonic map.
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1. Introduction
Let G ⊂ R2 be a bounded and simply connected domain with smooth boundary ∂G. And let
g be a smooth map from ∂G to S1 and satisfy deg(g, ∂G) = d = 0. Without loss of generality,
we may assume d > 0. We are concerned with the asymptotic behavior of the minimizer uε of
the p-Ginzburg–Landau type functional
Eε(u,G) =
∫
G
eε(u)
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98 Y. Lei / Bull. Sci. math. 134 (2010) 97–115in the space W = {v ∈ W 1,p(G,R2); v|∂G = g}, where p > 2 and
eε(u) = 1
p
|∇u|p + 1
4εp
(
1 − |u|2)2.
When p = 2, lots of papers devote to the asymptotic behavior of minimizers uε of Eε(u,G) in W
as ε → 0 (cf. [1–3,10], etc.). It was shown in those cases that uε converges strongly to a harmonic
map u0 on any compact subset away from the zeros (which are called the vortices in the theory of
superconductivity, superfluids and XY-magnetism, etc.). In addition, Chapter VII in [2] shows the
global convergence of |log ε|−1eε(uε) via investigating the properties near the singularities of u0.
An analogous result in the case of p = n was obtained in [5], and a weaker form was obtained
in [7], where n 2 is the dimension. In the case of 1 <p < n, the convergence of eε(uε) was also
studied in [12]. The motivation for this paper is to generalize those ideas to the case p > n = 2.
We expect to show that, for the so-called regularized minimizer uε , a subsequence of εp−2eε(uε)
converges to a measure in the weak ∗ topology of C(G). It is helpful for understanding well the
location of singularities of the p-harmonic maps.
When p > n = 2, [8] investigated the asymptotic behavior of the energy functional. We state
the main results as follows. Assume uε is a minimizer of Eε(u,G) in W . Then the zeros of
uε are included in finite disjoint bad discs B(xεj , hε), j = 1,2, . . . ,N1, where N1 and h > 0
are independent of ε ∈ (0,1). As ε → 0, there exist a subsequence xεki of the center xεi and
ai ∈ G such that xεki → ai , i = 1,2, . . . ,N1. Since there may be at least two subsequences that
converge to the same point, we denote by a1, a2, . . . , aN (N  N1). It is convenient to enlarge
G a little. Assume G′ ⊂ R2 is a bounded, simply connected domain with smooth boundary such
that G ⊂ G′. We can find a smooth map g¯ : (G′ \ G) → S1 such that g¯ = g on ∂G. Extend the
definition domain of each element in {u : G → R2: u|∂G = g} to G′ such that
u = g on G′ \G. (1.1)
In particular, the minimizer uε can be defined on G′. Suppose K is an arbitrary compact subset
of G \⋃Ni=1{ai}. Then there exists a subsequence uεk of uε such that as k → ∞, uεk → up in
W 1,p(K,R2), where up is a map of the least p-energy
∫
K
|∇u|p in W 1,p(K,S1). In addition, it
is also shown that, there exists C > 0 (independent of ε), such that
1/2
∣∣uε(x)∣∣ 1, for x ∈ K; (1.2)
Eε(uε,K) C. (1.3)
When p > 2, the minimizer of Eε(u,G) may be not C2-smooth, since its Euler–Lagrange
system is degenerate. It is not convenient to deal with the singularities of uε by means of
Euler–Lagrange system, such as applying Pohozaev’s identity or C1,α-regularity of uε , etc. To
overcome this difficulty, we will make research on one of the minimizers, the regularized min-
imizer, which was introduced in [7] by following Uhlenbeck’s idea. Clearly, a minimizer uηε of
the regularized functional
Eηε (u,G) =
1
p
∫
G
vp/2 + 1
4εp
∫
G
(
1 − |u|2)2
in W is a classical solution to
−div(v(p−2)/2∇u)= 1 u(1 − |u|2), on G, (1.4)
εp
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in [7]). Letting η → 0, we can find a subsequence ηk of η, such that
uηkε → uε, in W 1,p
(
G,R2
)
, (1.5)
where uε is also a minimizer of Eε(u,G) in W . It is called a regularized minimizer (cf. [7]).
Clearly, (1.2) and (1.3) are still true if we replace uε by uηε . In addition, by an analogous argument
in [9], from (1.2) and (1.3) we can deduce that there is a subsequence of regularized minimizer
uε denoted by itself, such that as ε → 0,
uε → up, in C1,αloc
(
G \
N⋃
i=1
{ai}
)
(1.6)
for some α ∈ (0,1). By virtue of (1.6), we may call these points a1, a2, . . . , aN the singularities
of the p-harmonic map up . In this paper, we will investigate the limit of εp−2eε(uε) with the
regularized minimizer uε . From (1.3) we know that the main difficulty should be how to estimate
limε→0 εp−2Eε(uε,B(aj , σ )), i.e. the energy near the singularities aj (j = 1,2, . . . ,N).
One of the main results, as follows, is proved in Section 3 based on the consequences listed in
Section 2.
Theorem 1.1. Assume uε is a regularized minimizer of Eε(u,G) on W . Then εp−2eε(uε) is
bounded in L1(G). In addition, when ε → 0, there exists a subsequence εk of ε, such that
1
4ε2k
(|uεk |2 − 1)2 →
N∑
j=1
Ljδaj , weakly * in C(G′), (1.7)
ε
p−2
k |∇uεk |p →
2p
p − 2
N∑
j=1
Ljδaj , weakly * in C(G′). (1.8)
Here δaj is the Dirac mass at aj , and
N∑
j=1
Lj ∈
[
π
p
N∑
j=1
|kj |H 2−p,
(
1 − 2
p
)
I (1,1)d + 2πd
p2
]
, (1.9)
where kj = deg(uε, aj ), H is a positive constant which is independent of ε, and
I (1,1) = Min
{ ∫
B1(0)
[
1
p
|∇u|p + 1
4
(
1 − |u|2)2]; u ∈ W 1,p(B1(0),R2), u(x)|S1 = x
}
.
Remark 1. When p = 2, (1.9) implies π2
∑
j |kj |
∑
j Lj  πd2 . In view of d =
∑
j kj , we can
get kj  0. Therefore,
∑
j Lj = πd2 . This is consistent with Theorem VII.2 in [2]. When p is not
equal to the dimension 2, the energy
∫ |∇u|p is not invariant under conformal transformations.
Thus, unlike the results in [2] and [3], the upper and the lower bounds of ∑Nj=1 Lj may not be
optimal. In addition, the relation between N and the degree is not clear. So, there is no estimate
on each Lj , but just on their sum. Now, the singularity of energy functional Eε(uε,G) appears
not only on the first term
∫
G
|∇uε|p , but also on the second term 1εp
∫
G
(1 − |uε|2)2. It is much
more complicated to estimate the lower bound of
∑
j Lj than to do it in the case of p = 2 in [3].
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not suppose that G is star-shaped when p > 2, since the singularity of the energy does not come
from the integrals on the boundary ∂G (see the proof of (1.8)). The same reason also shows
that the energy εp−2Eε(uε,G) can be expressed by the terms containing the integrals on the
domain G. It is different from the case of p = 2 (cf. (35) and (36) in Chapter VII of [2, p. 73]).
Since the conformal transformation of Eε(u,G) is lost, it is very difficult to verify aj ∈ ∂G
for each j . On the other hand, we will investigate the limit of εp−2
∫
B(xεi ,hε)
|∇uε|p . When p = 2,
by applying |∇uε| Cε−1 (cf. [1, (33)]), we can see easily 1|ln ε|
∫
B(xεi ,hε)
|∇uε|2 → 0 as ε → 0.
When p > 2, it is difficult to verify whether the limit is zero when B(xεi , hε) is a bad disc.
However, we will prove in Section 4 the theorem:
Theorem 1.2. If limε→0 xεi = aj ∈ ∂G, then
lim
ε→0 ε
p−2
∫
B(xεi ,hε)
|∇uε|p = 0,
where ε = εk is some subsequence.
Remark 3. According to the definition of the bad disc (cf. §2 in [8]),
1
4εp
∫
B(xεi ,hε)
(
1 − |uε|2
)2
>με2−p → ∞,
when ε → 0. Theorem 1.2 shows that the energy εp−2Eε(uε,B(xεi , hε)) concentrates on its
second term 14ε2
∫
B(xεi ,hε)
(1 − |uε|2)2 when limε→0 xεi = aj ∈ ∂G.
Far away from the singularities, we will investigate the convergence rate of the module of
the minimizer converging to 1. Based on this result, we will prove in Section 5 the functional
Eε(uε,K) converges to p-energy 1p
∫
K
|∇up|p , where K is an arbitrary compact subset of
G \ {ai}Ni=1.
Theorem 1.3. Assume uε is a regularized minimizer of Eε(u,G) in W . Then for any compact
subset K of G \ (⋃Nj=1{aj }), there exists a positive constant C, such that as ε ∈ (0, ε0),∫
K
[∣∣∇|uε|∣∣p + 1
εp
(
1 − |uε|2
)2] Cεp, (1.10)
∣∣∣∣
∫
K
(
1 − |uε|2
εp
− |∇uε|p
)∣∣∣∣ Cε, (1.11)
where ε0 is sufficiently small. Furthermore, when ε → 0,
Eε(uε,K) → 1
p
∫
K
|∇up|p, (1.12)
where up is the p-harmonic map in (1.6).
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consequence is weaker than the case of p = 2. In addition, if we notice that
Eε(u,K) = 1
p
∫
K
(∣∣∇|u|∣∣2 + |u|2∣∣∣∣∇ u|u|
∣∣∣∣
2)p/2
+ 1
4εp
∫
K
(
1 − |u|2)2,
the estimation (1.10) and the convergence (1.12) show that the energy functional Eε(uε,K)
concentrates to the term 1
p
∫
K
|∇ uε|uε | |p when ε is sufficiently small.
2. Preliminaries
Assume uε is a minimizer of Eε(u,G) in W . Clearly, it satisfies the Euler–Lagrange system
−div(|∇u|p−2∇u)= 1
εp
u
(
1 − |u|2), on G (2.1)
in the weak sense. It is not difficult to prove |uε| 1 a.e. in G.
Proposition 2.1. Let uε ∈ W be a weak solution to (2.1). Then there exists ρ0 > 0, such that for
any ρ ∈ (0, ρ0),∣∣uε(x)∣∣ 12 , for x ∈ G \ G2ρε,
where Gρε = {x ∈ G; dist(x, ∂G) > ρε}. Moreover, there exists C = C(ρ0) > 0 (independent
of ε), such that
‖∇uε‖L∞B(x, 18 ρε)  Cε
−1, x ∈ Gρε. (2.2)
Proof. Let y = xε−1 in (2.1) and denote v(y) = u(x), Gε = {y = xε−1; x ∈ G}. Then
−div(|∇v|p−2∇v)= v(1 − |v|2), on Gε. (2.3)
This implies that v(y) is a weak solution to (2.3). By using the standard argument of the Hölder
continuity of the weak solution to (2.3) near the boundary (for example, cf. Theorem 1.1 and
lines 19–21 of p. 104 in [4]), we can see that for any y0 ∈ ∂Gε and y ∈ B(y0, ρ0) (where ρ0 > 0
is a constant independent of ε), there exist positive constants C = C(ρ0) and α ∈ (0,1) which are
independent of ε, such that |v(y)− v(y0)| C(ρ0)|y − y0|α. Choose ρ > 0 sufficiently small to
satisfy y ∈ B(y0,2ρ) ⊂ B(y0, ρ0), and C(ρ0)|y − y0|α  14 , then |v(y)| |v(y0)| − C(ρ0)|y −
y0|α = 1 − C(ρ0)|y − y0|α  34 . Let x = yε. Thus |uε(x)|  12 for x ∈ B(x0,2ρε) ∩ G, where
x0 ∈ ∂G.
To prove (2.2), we test (2.3) by vζp , ζ ∈ C∞0 (Gε,R). Then∫
Gε
|∇v|pζp dy  p
∫
Gε
|∇v|p−1ζp−1|∇ζ ||v|dy +
∫
Gε
|v|2(1 − |v|2)ζp dy.
For any ρ ∈ (0, ρ0), take y ∈ Gε \ Gρε , B(y,ρ/2) ⊂ Gε . Setting ζ = 1 in B(y,ρ/4), ζ = 0 in
Gε \B(y,ρ/2) and |∇ζ | C(ρ), we have∫
|∇v|pζp dy  C(ρ)
∫
|∇v|p−1ζp−1 dy +C(ρ).
B(y,ρ/2) B(y,ρ/2)
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∫
B(y,ρ/4) |∇v|p dy  C(ρ). Combining this with the
Tolksdorf’s theorem in [11] (p. 244, lines 19–23) yields
‖∇v‖pL∞(B(y,ρ/8))  C(ρ)
∫
B(y,ρ/4)
(
1 + |∇v|)p dy  C(ρ)
which implies (2.2) if we let x = yε. Proposition 2.1 is proved. 
Theorem 2.2. Assume uε is a regularized minimizer. For any compact subset K ⊂ G \ {ai}Ni=1,
there exists a constant C > 0 such that∥∥∥∥ 1ε2
(
1 − |uε|
)2∥∥∥∥
C(K)
 Cε2p−2.
Proof. Multiplying (1.4) by u = uηε and using (1.2), we have
1
εp
(
1 − |u|2) C[v(p−2)/2|∇u|2 + εp div(v(p−2)/2∇ψ)],
where ψ = ψηε = 1εp (1 − |u|2). At the point x0 where ψ achieves its maximum in K , we have∇ψ(x0) = 0 and ψ(x0) 0. Hence,
ψ(x0) C
(
v(x0)
)(p−2)/2∣∣∇u(x0)∣∣2. (2.4)
According to Proposition 5.2 in [9], the right-hand side of (2.4) is bounded. Namely, ψ(x) 
ψ(x0)  C, where C > 0 is independent of ε and η. Based on this result, applying Tolksdorf’s
theorem in [11] to (1.4) yields |uηε |C1,α(K)  C with α ∈ (0,1), where C > 0 is independent of ε
and η. Inserting it into (2.4), we can deduce that
1
εp
(
1 − ∣∣uηε(x)∣∣)ψ(x)ψ(x0) C
with C > 0 independent of ε and η. Letting η → 0 and using |uηε |C1,α(K)  C and (1.5), we have
1 − |uε| Cεp . This result implies the consequence of Theorem 2.2. 
Proposition 2.3. Assume uε is a solution to (1.4). Then for any disc B ⊂ G,
−
∫
∂B
|x|v(p−2)/2|∂νu|2 ds +
∫
B
v(p−2)/2|∇u|2 − 2
p
∫
B
vp/2 + 1
p
∫
∂B
|x|vp/2 ds
= − 1
4εp
∫
∂B
|x|(1 − |u|2)2 ds + 1
2εp
∫
B
(
1 − |u|2)2, (2.5)
where v = |∇u|2 + η with η ∈ (0,1).
Proof. As in the proof of the Pohozaev identity, multiplying the regularized system (1.4) by
x · ∇u yields
−
∫
B
∇ · (v(p−2)/2∇u)(x · ∇u) = 1
εp
∫
B
(
1 − |u|2)u(x · ∇u).
Integrating by parts, we obtain
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∫
∂B
|x|v(p−2)/2|∂νu|2 ds +
∫
B
v(p−2)/2∇u∇(x · ∇u)
= − 1
4εp
∫
∂B
(
1 − |u|2)2|x|ds + 1
2εp
∫
B
(
1 − |u|2)2.
Substituting∫
B
v(p−2)/2∇u∇(x · ∇u) =
∫
B
v(p−2)/2
(
|∇u|2 + 1
2
x · ∇v
)
=
∫
B
v(p−2)/2|∇u|2 + 1
p
∫
B
x · ∇vp/2
=
∫
B
v(p−2)/2|∇u|2 + 1
p
∫
∂B
|x|vp/2 ds − 2
p
∫
B
vp/2
into the equality above, we can obtain (2.5). Proposition 2.3 is complete. 
For each disc B ⊂ R2, we write D = B ∩ G. Replacing B in the proof of Proposition 2.3
by D, we also deduce another Pohozaev identity:
−
∫
∂D
(x · ν)v(p−2)/2|∂νu|2 ds +
∫
D
v(p−2)/2|∇u|2 − 2
p
∫
D
vp/2 + 1
p
∫
∂D
x · νvp/2 ds
= − 1
4εp
∫
∂D
(x · ν)(1 − |u|2)2 ds + 1
2εp
∫
D
(
1 − |u|2)2, (2.6)
where ν is the unit outward norm vector on ∂D.
Fix a small constant σ > 0 such that B(aj , σ ) ⊂ G′, j = 1,2, . . . ,N ; 4σ < |aj − ai |,
i = j ; 4σ < dist(G, ∂G′). Set J = {i; B(xεki ) is a bad disc}, and Λj = {i ∈ J : xεki → aj },
j = 1,2, . . . ,N . We have⋃
i∈Λj
B
(
x
εk
i , hεk
)⊂ B(aj , σ ), j = 1,2, . . . ,N,
⋃
j∈J
B
(
x
εk
j , hεk
)⊂ N⋃
j=1
B(aj , σ/4),
B
(
x
εk
i , hεk
)∩ B(xεkj , hεk)= ∅, i, j ∈ J, i = j,
as long as εk is sufficiently small. Let uε be a minimizer of Eε(u,G) and denote dεi =
deg(uεk , ∂B(x
εk
i , hεk)), k
ε
j = deg(uεk , ∂B(aj , σ )), thus
kεj =
∑
i∈Λj
dεi , d =
N∑
j=1
kεj . (2.7)
Proposition 2.4. There exists a constant C > 0 which is independent of εk such that∣∣dε∣∣ C, i ∈ J ; ∣∣kε∣∣ C, j = 1,2, . . . ,N. (2.8)i j
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are independent of ε.
Proof. Since u = uε is a weak solution to (2.1), according to [4, Theorem 1.1 and Line 19–21
of page 104], we know u ∈ C(∂B(xεki , hεk),R2). In addition, [8, (2.11)] implies |u|  1/2 on
∂B(x
εk
i , hεk), thus
u
|u| ∈ C(∂B(xεki , hεk), S1). According to the definition of degree, we have∣∣dεi ∣∣ 12π
∫
∂B(x
εk
i ,hεk)
∣∣∣∣∂τ
(
u
|u|
)∣∣∣∣ds.
In view of B(xεki , hεk) ∩ B(xεkj , hεk) = ∅ if i = j , there exists a small constant δ ∈ (0,1) such
that |u|  1/2 on [B(xεki , (h + δ)εk) \ B(xεki , hεk)] ∩ Gρε. Hence, by (2.2), for ξ ∈ (h,h + δ),
there exists C > 0 which is independent of εk , such that∣∣dεi ∣∣ 12π
∫
∂[B(xεki ,ξεk)∩Gρεk ]
∣∣∣∣∂τ
(
u
|u|
)∣∣∣∣ C.
Combining this with (2.7) we can complete the proof of (2.8).
By virtue of (2.8), for each j , there exist kj which is independent of εk , and a subsequence of
kεj denoted by itself, such that k
ε
j → kj as εk → 0. Since kεj and kj are positive integer, {kεj } must
be constant sequence when εk is sufficiently small, namely kεj ≡ kj . The same reason shows dεi
can be written as di (which is also a number independent of εk). Proposition 2.4 is proved. 
Write Ω ′ = G′ \ ⋃Nj=1 B(aj , σ ). Fixing j ∈ {1,2, . . . ,N} and taking i0 ∈ Λj , we have
xi0 → aj as ε → 0. Thus
⋃
i∈Λj B(x
ε
i , hε) ⊂ B(xi0, σ/4) ⊂ B(aj , σ ) holds with ε small enough.
Denote Ωj = B(aj , σ )\⋃i∈Λj B(xεi , hε), Ωjσ = B(xi0 , σ/4)\⋃i∈Λj B(xεi , hε). To estimate
the lower bound of ‖∇uε‖Lp(Ωj ), the following proposition is necessary.
Proposition 2.5. Let As,t (xi) = (B(xi, s)\B(xi, t))∩G with ε  t < s R. Assume that u ∈ W .
If
1
2
 |u| 1 on As,t (xi), (2.9)
then ∫
As,t (xi )
|∇u|p  2π
2 − p |di |
p
(
s2−p − t2−p)−C ∫
As,t (xi )
(
1 − |u|p)|∇ u|u| |p,
where C is a constant which is independent of ε and di is the degree of u on each ∂(B(xi, r)∩G),
t  r  s.
Proof. By virtue of (2.9), we can write w(x) = w(r, θ) = u(r, θ)/|u(r, θ)|. Clearly,
|∇u|2 = ∣∣∇|u|∣∣2 + |u|2∣∣∣∣∇ u|u|
∣∣∣∣
2
 |u|2r−2|∂τw|2.
Hence, for A = As,t (xi),
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A
|∇u|p 
s∫
t
r1−p
∫
S1
|∂τw|p dS dr −
∫
A
(
1 − |u|p)|∇w|p. (2.10)
According to the definition of degree and by Hölder’s inequality, we obtain
di = 12π
∫
S1
(w ∧ ∂τw)ds  (2π)−1/p
(∫
S1
|∂τw|p ds
)1/p
.
Substituting this into (2.10) yields∫
A
|∇u|p  2π
p − 2 (di)
p
(
t2−p − s2−p)− ∫
A
(
1 − |u|p)|∇w|p.
Proposition 2.5 is proved. 
Proposition 2.6. Assume uε is a minimizer. Then∫
Ωj
|∇uε|p 
∫
Ωj,σ
|∇uε|p  2π
p − 2 |kj |(Hε)
2−p − C, (2.11)
where C = C(σ,h,N) and H = H(h,N) are positive constants which are independent of ε.
Proof. For R > 0, set A = B(xi,R) \ B(xi, hε). (1.2) implies (2.9) is true. By Proposition 2.5
and Hölder’s inequality, there holds∫
A
|∇uε|p  2π
p − 2 (di)
p(hε)2−p −
(∫
G
(
1 − |uε|2
)2)(q−p)/q(∫
A
|∇w|q
)p/q
− C(R),
(2.12)
for any q > p. Using (1.2) and [8, (2.4)], we obtain(∫
G
(
1 − |uε|2
)2)(q−p)/q(∫
A
|∇w|q
)p/q
 Cε2(q−p)/q
(∫
A
|∇uε|q
)p/q
.
According to [8, Propositions 3.1, 2.1], we can deduce that, from the inequality above,(∫
G
(
1 − |uε|2
)2)(q−p)/q(∫
A
|∇w|q
)p/q
 Cε2(q−p)/q
(∫
G
|∇uε|p
)
 Cε2(q−p)/q+2−p
with some q > p. Inserting it into (2.12), and noting
2πdpi
p − 2h
2−p −Cε2(q−p)/q  2πd
p
i
p − 2 (2h)
2−p
when ε is sufficiently small, we get∫
A
|∇u|p  2π
p − 2 (di)
p(2hε)2−p −C(R). (2.13)
Here C(R) is independent of ε.
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in [7], we can also deduce a lower bound. Indeed, set N2 = CardΛj . Suppose x1, x2, . . . , xN2
converge to aj , and di,R (i = 1,2, . . . ,N2) is the degree of uε around ∂B(xi,R). Let Rσε denote
the set of all numbers R ∈ [ε,σ ] such that ∂B(xi,R)∩B(xj , ε) = ∅ for all i = j and such that for
some collection JR ⊂ {1,2, . . . ,N2}, satisfying JR ⊂ JR′ if R′ R, the family {B(xi,R)}i∈JR is
disjoint and
N⋃
i=1
B(xi, ε) ⊂
⋃
i∈JR′
B(xi,R
′) ⊂
⋃
i∈JR
B(xi,R), R
′ R.
Note that Rσε is the union of closed intervals [Rl0,Rl],1  l  L, whose right endpoints corre-
spond to a number R = Rl such that ∂B(xi,R) ∩ B(xj ,R) = ∅ for some pair i = j ∈ JR and
whose left endpoints correspond to a number Rl0 such that B(xi,Rl−1) \
⋃
j∈J0 B(xj ,R
l
0) = ∅
for i ∈ JRl0 . JR = J
l is a constant for R ∈ [Rl0,Rl] and J l+1 ⊂ J l, J l+1 = J l . Thus L  N .
Moreover, there exists a constant M = M(h) > 0 such that
Rl0 Mε, RL  σ/M, Rl+10 MR
l (2.14)
for all l = 1,2, . . . ,L− 1. Finally, observe that for all R ∈ Rσε and J ∈ JR ,
|kj | =
∣∣∣∣∑
i∈JR
di,R
∣∣∣∣∑
i∈JR
|di,R|p. (2.15)
Applying (2.15) and Proposition 2.5, we have
∫
Ωj,σ
|∇uε|p 
L∑
l=1
∑
i∈J l
∫
A
Rl ,Rl0
(xi )
|∇uε|p

L∑
l=1
∑
i∈J l
2π
p − 2 |di,Rl |
[(
Rl0
)2−p − (Rl)2−p]− C ∫
G
(
1 − |uε|p
)|∇w|p
 2π
p − 2 |kj |
L∑
l=1
[(
Rl0
)2−p − (Rl)2−p]−C ∫
G
(
1 − |uε|p
)|∇w|p.
The second term of the right-hand side can be handled as in the corresponding term in (2.12).
Similar to the derivation of (2.13), by (2.14) we can find a properly large constant H > 0 which
only depends on M,N,h, such that (2.11) holds. 
3. Proof of Theorem 1.1
Proof of (1.7). In view of Proposition 2.3 in [8], Vε := (1−|uε |2)24ε2 is bounded in L1(G). Moreover,
according to Theorem 2.2, there holds
lim
ε→0
1
ε2
(
1 − |uε|
)2 = 0, in C(K)
for any compact subset K of G \⋃Ni=1{ai}. In addition, (1.1) means 1 − |uε| = 0 in G′ \ G.
Thus, we can find a subsequence εk of ε, such that as k → ∞, Vε converges weakly star ink
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that ω1 =∑Nj=1 Ljδaj . Thus, (1.7) holds. According to the definition of the bad disc B(xεi , hε),
we have
1
ε2
∫
B(xεi ,hε)
(
1 − |uε|2
)2
>μ> 0, (3.1)
which implies Lj > 0. 
Proof of (1.8). By virtue of [8, Proposition 2.1] and (1.1), we see that εp−2|∇uε|p is bounded
in L1(G′). When ε → 0, there exists a subsequence εk of ε such that εp−2k |∇uεk |p converges
weakly star in C(G′) to a Radon measure ω2. (1.3) and (1.1) lead to supp(ω2) ⊂⋃j {aj }.
Take σ sufficiently small such that B(aj ,2σ) ⊂ G for each aj ∈ G. Since (1.3) is still true
for uηε , by the mean value theorem we can also find r ∈ (σ,2σ) such that∫
∂B(x,r)
vp/2 ds + 1
εp
∫
∂B(x,r)
(
1 − ∣∣uηε ∣∣2)2 ds  C. (3.2)
Let B = B(aj , r) in (2.5). Multiply it with εp−2 and let ε → 0. In view of (3.2), we see that the
terms containing the integral on the boundary ∂B are vanishing. Thus, as ε → 0,
εp−2
∫
B
v(p−2)/2|∇u|2 − 2
p
εp−2
∫
B
vp/2 − 1
2ε2
∫
B
(
1 − |u|2)2 → 0.
Letting η → 0 and using (1.5), we have
lim
ε→0
[(
1 − 2
p
)
εp−2
∫
B
|∇uε|p − 12ε2
∫
B
(
1 − |uε|2
)2]= 0. (3.3)
Combining this with (1.7), we can see (1.8) for aj ∈ G.
When aj ∈ ∂G, B(aj ,2σ) \ B(aj , σ ) ⊂ G′ as σ is sufficiently small. In view of (1.1) and
(1.3), one has Eηε (uηε ,B(aj ,2σ) \ B(aj , σ )) C. By the mean value theorem, we can find r ∈
(σ,2σ) such that Eηε (uηε , ∂B)  C, where B = B(aj , r). Taking D = B ∩ G in (2.6), we also
have
−
∫
∂(B∩G)
x · νv(p−2)/2|∂νu|2 ds +
∫
B∩G
v(p−2)/2|∇u|2 − 2
p
∫
B∩G
vp/2
+ 1
p
∫
∂(B∩G)
x · νvp/2 ds = − 1
4εp
∫
∂(B∩G)
x · ν(1 − |u|2)2 ds + 1
2εp
∫
B∩G
(
1 − |u|2)2.
(3.4)
Thus, when we multiply (3.4) with εp−2 and let ε → 0,
the terms containing the integral on G∩ ∂B must be vanishing. (3.5)
Next, we will estimate the integrals on B ∩ ∂G. For this purpose, we borrow the ideas of “blow-
up” in [6, §6] or [3, §3]. Suppose 0 ∈ G ∩ B . Otherwise, we can move the coordinate. Let y =
ε−1x in G and write U(y) = u(x) on Gε−1 = {y = ε−1x; x ∈ G}. According to Proposition 2.1
in [8], we know Eηε (uηε ,G) Cε2−p . Thus,
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G
ε−1
[
1
p
(|∇U |2 + ηε2)p/2 + 1
4
(
1 − |U |2)2]dy  C.
The following argument benefits from the idea in [6, §6]. Letting ε → 0 in the consequence
above yields limε→0
∫
G
ε−1
|∇U |p dy  C. In view of (1.1), we can see that
(p − 2) lnR
2
inf
r∈[R,Rp/2]
∫
∂Gr
|z||∇U |p dζ 
∫
G
Rp/2\GR
|∇U |p dy  C,
where z ∈ ∂Gr and R = ε−1. Therefore, there exists a subsequence rk , such that rk converges to
∞ as R → ∞, and
lim
k→∞
∫
∂Grk
|z||∇U |p dζ = lim
R→∞ inf
r∈[R,R p2 ]
∫
∂Gr
|z||∇U |p dζ  lim
R→∞
C
lnR
= 0.
Since Rt is continuous for t ∈ [1,p/2], we can find t0 ∈ [1,p/2] such that rk = Rt0 by the
intermediate value theorem. Let z = yε1−t0 = xε−t0 , and write u˜(z) = U(y) = u(x) and s = ζεt0 .
When ε → 0, from the result above we deduce that
lim
ε→0 ε
−2t0
∫
B∩∂G
|x|∣∣∇yu˜(z)∣∣p ds = 0.
Going back from ∇yu˜(z) to ∇xu(x) in the integral, we have
εp−2t0
∫
B∩∂G
|x||∇u|p ds  ε−2t0
∫
B∩∂G
|x|∣∣∇yu˜(z)∣∣p ds.
Hence, we obtain from 0 p − 2t0  p − 2 that, as ε → 0,
lim
ε→0 ε
p−2
∣∣∣∣
∫
B∩∂G
(x · ν)vp/2 ds
∣∣∣∣= 0. (3.6)
Obviously, in view of |u| = |g| = 1 on ∂G, it follows that∫
∂G∩B
x · ν(1 − |u|2)2 ds = 0. (3.7)
Multiplying (3.4) with εp−2, letting ε → 0, and applying (3.5)–(3.7), we can see that
εp−2
∫
G∩B
v(p−2)/2|∇u|2 − 2
p
εp−2
∫
G∩B
vp/2 − 1
2ε2
∫
G∩B
(
1 − |u|2)2 → 0.
Letting η → 0 and using (1.5), we have
lim
ε→0
[(
1 − 2
p
)
εp−2
∫
G∩B
|∇uε|p − 12ε2
∫
G∩B
(
1 − |uε|2
)2]= 0. (3.8)
This result, together with (1.7), implies (1.8) for aj ∈ ∂G. 
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I (ε,R) = Min
{ ∫
B(0,R)
[
1
p
|∇u|p + 1
4εp
(
1 − |u|2)2]; u ∈ WR
}
,
where WR = {u(x) ∈ W 1,p(B(0,R),R2); u(x)|∂B(0,R) = xR }. From the proof of Proposition 2.1
in [8], and uε = g¯ on G′ \G, we can deduce that
εp−2Eε(uε,G′) d
(
I (1,1)+ 2π
p(p − 2)
)
+Cεp−2. (3.9)
Here I (1,1) < ∞ is a constant independent of ε, since I (1,1) ∫
B1(0)[ 1p |∇x|p + 14 (1−|x|2)2].
Using (1.7) and (1.8), we get
lim
ε→0 ε
p−2eε(uε) = 2
p − 2
∑
j
Lj δaj +
∑
j
Lj δaj =
p
p − 2
∑
j
Lj δaj . (3.10)
Combining with (3.9), we obtain easily the upper bound of ∑Nj=1 Lj in (1.9).
According to the results in §2 of [8], the bad discs {B(xεi , hε); i ∈ Jε} are disjoint. In view of
(3.1), we have
1
ε2
∫
⋃
i∈Jε B(x
ε
i ,hε)
(
1 − |uε|2
)2
>N1μ,
where N1 is the integer introduced in Section 1. Letting ε → 0 and using (1.7), we see a lower
bound of
∑
j Lj > N1μ.
In order to obtain a more accurate lower bound, we will give an estimation of lower
bound for the energy limε→0 εp−2Eε(uε,G). From (1.3) it follows limε→0 εp−2Eε(uε,G \⋃
j B(aj , σ )) = 0. Therefore, the energy concentrates on εp−2Eε(uε,
⋃
j B(aj , σ ) ∩ G). Com-
bining (3.3) and (3.8) with
lim
ε→0 ε
p−2Eε
(
uε,
⋃
j
B(aj , σ )∩G
)
= lim
ε→0
εp−2
p
∫
⋃
j B(aj ,σ )∩G
|∇uε|p + lim
ε→0
1
4ε2
∫
⋃
j B(aj ,σ )∩G
(
1 − |u|2)2,
yields
lim
ε→0 ε
p−2Eε
(
uε,
⋃
j
B(aj , σ )∩G
)
= lim
ε→0 ε
p−2
[
1
p
∫
⋃
j B(aj ,σ )∩G
|∇uε|p + p − 22p
∫
⋃
j B(aj ,σ )∩G
|∇uε|p
]
= lim
ε→0
εp−2
2
∫
⋃
B(a ,σ )∩G
|∇uε|pj j
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[
εp−2
2
∫
(
⋃
j B(aj ,σ )∩G)\
⋃
i B(xi ,hε)
|∇uε|p + ε
p−2
2
∫
⋃
i B(xi ,hε)
|∇uε|p
]
:= I1 + I2  I1. (3.11)
By Proposition 2.6 we have∫
⋃N
j=1(B(aj ,σ )\
⋃
i B(x
ε
i ,hε))
|∇uε|p  2π
p − 2
N∑
j=1
|kj |H 2−pε2−p −C.
Substituting this into (3.11), we have
lim
ε→0 ε
p−2Eε
(
uε,
⋃
j
B(aj , σ )∩G
)
 π
p − 2
∑
j
|kj |H 2−p.
This result, together with (3.10), implies ∑j Lj  πp ∑j |kj |H 2−p. Thus, (1.9) is proved. 
4. Proof of Theorem 1.2
In this section, we will investigate whether I2 in (3.11) is equal to zero. When limε→0 xεi =
aj ∈ ∂G, we will give the positive answer.
Taking B = Bi = B(xεi , hε) in (2.5) with u = uηε , and multiplying with εp−2, we obtain
−εp−2
∫
∂B
|x|v(p−2)/2|∂νu|2 ds + εp−2
∫
B
v(p−2)/2|∇u|2
− 2ε
p−2
p
∫
B
vp/2 + ε
p−2
p
∫
∂B
|x|vp/2 ds
= − 1
4ε2
∫
∂B
|x|(1 − |u|2)2 ds + 1
2ε2
∫
B
(
1 − |u|2)2. (4.1)
By applying the mean value theorem, we can see that
(R1)
∫
∂Bi
|x|(1 − |u|2)2 ds = 2π(hε)2(1 − ∣∣uε(ξ1)∣∣2)2, ξ1 ∈ ∂Bi;
(R2)
∫
Bi
(
1 − |u|2)2 = π(hε)2(1 − ∣∣uε(ξ2)∣∣2)2, ξ2 ∈ Bi;
(R3)
∫
Bi
vp/2 = π(hε)2[v(ξ3)]p/2, ξ3 ∈ Bi;
(R4)
∫
∂Bi
|x|vp/2 ds = 2π(hε)2[v(ξ5)]p/2, ξ5 ∈ ∂Bi;
(R5)
∫
v(p−2)/2|∇u|2 = π(hε)2[v(ξ4)](p−2)/2∣∣∇u(ξ4)∣∣2, ξ4 ∈ Bi;Bi
Y. Lei / Bull. Sci. math. 134 (2010) 97–115 111(R6)
∫
∂Bi
|x|v(p−2)/2|∂νu|2 ds = 2π(hε)2
[
v(ξ6)
](p−2)/2∣∣∂νu(ξ6)∣∣2, ξ6 ∈ ∂Bi.
Noting that uηε is a classical solution to (1.4), we know uηε ∈ C1(G∩B(aj , σ )), since both the
boundary ∂G and the data g are smooth. Hence, the results (R1)–(R4) above lead to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
both lim
ε→0
1
4ε2
∫
∂Bi
|x|(1 − |u|2)2 ds and lim
ε→0
1
2ε2
∫
Bi
(
1 − |u|2)2
are equal to lim
ε→0
πh2
2
(
1 − ∣∣uηε(aj )∣∣2)2;
(4.2)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
both lim
ε→0 ε
p−2
∫
Bi
vp/2 and lim
ε→0
εp−2
2
∫
∂Bi
|x|vp/2 ds
are equal to lim
ε→0πh
2εp
[
v(aj )
]p/2
.
(4.3)
Substituting (4.2) and (4.3) into (4.1), we can deduce that
lim
ε→0
[
εp−2
∫
Bi
v(p−2)/2|∇u|2 − εp−2
∫
∂Bi
|x|v(p−2)/2|∂νu|2 ds
]
= 0. (4.4)
Combining (R5) with (R6), we have∫
Bi
v(p−2)/2|∇u|2 −
∫
∂Bi
|x|v(p−2)/2|∂νu|2 ds
= π(hε)2[[v(ξ4)](p−2)/2(∣∣∂τ u(ξ4)∣∣2 + ∣∣∂νu(ξ4)∣∣2)− 2[v(ξ6)](p−2)/2∣∣∂νu(ξ6)∣∣2].
Inserting it into (4.4) we obtain
lim
ε→0 ε
p
[
2
[
v(ξ6)
](p−2)/2∣∣∂νu(ξ6)∣∣2 − [v(ξ4)](p−2)/2∣∣∂νu(ξ4)∣∣2]
= lim
ε→0 ε
p
[
v(ξ4)
](p−2)/2∣∣∂τ u(ξ4)∣∣2. (4.5)
Similar to the proof of Proposition 2.1, for the solution to (1.4), we also have |uηε |  1/2 on
G \G2ρε , and the inner estimate∥∥∇uηε∥∥L∞(B(xi ,2hε))  Cε−1.
By the same argument of [8, Theorem 1.1], we can also prove that the zeros of uηε are contained
in the bad discs. Thus, dist(xi, ∂G) 2hε as long as we take ρ = h in |uηε | 1/2 on G \ G2ρε .
We may apply the inner estimate to get
πh2εp
[
v(ξ4)
](p−2)/2∣∣∂τ u(ξ4)∣∣2  Cε2∣∣∂τu(ξ4)∣∣2. (4.6)
When aj ∈ ∂G, one has |∂τ u(aj )|2 = |∂τ g(aj )|2  C, where C > 0 is independent of ε and η,
since the boundary data g is smooth. Let ε → 0 in (4.5). Noting uηε ∈ C1(G∩B(aj , σ )) and
(4.6), we can deduce
112 Y. Lei / Bull. Sci. math. 134 (2010) 97–115lim
ε→0πh
2εp
[
v(aj )
](p−2)/2
πh2
∣∣∂τ u(aj )∣∣2  C lim
ε→0 ε
2∣∣∂τ u(ξ4)∣∣2
= C lim
ε→0 ε
2∣∣∂τ u(aj )∣∣2 = 0. (4.7)
Combining (4.7) with (4.5), and noting uηε ∈ C1(G ∩B(aj , σ )), we obtain
lim
ε→0πh
2εpv(aj )
(p−2)/2∣∣∂νu(aj )∣∣2 = 0.
Substituting this result and (4.7) into
εp
[
v(aj )
](p−2)/2∣∣∇u(aj )∣∣2 = εp[v(aj )](p−2)/2(∣∣∂τ u(aj )∣∣2 + ∣∣∂νu(aj )∣∣2)
we get
lim
ε→0πh
2εp
[
v(aj )
](p−2)/2∣∣∇u(aj )∣∣2 = 0.
By virtue of (R5) and uηε ∈ C1(G ∩B(aj , σ )), the consequence above implies
lim
ε→0 ε
p−2
∫
Bi
v(p−2)/2|∇u|2 = 0.
Letting η → 0 and using (1.5), we can complete Theorem 1.2 at last.
5. Proof of Theorem 1.3
Theorem 2.2 shows a convergence rate of |uε| in the C(K) sense. We will prove (1.10), which
is a convergence rate in the W 1,p(K) sense.
Proof of (1.10). Let R > 0 be a small constant such that B(x,2R) G \⋃Ni=1{ai}. Applying
(1.2), we have 12  |uε(y)| 1 as y ∈ B(x,2R). By the integral mean value theorem and (1.3),
there is r ∈ [R,2R] such that∫
∂B(x,r)
∣∣∇|uε|∣∣p ds + 1
εp
∫
∂B(x,r)
(
1 − |uε|2
)2
ds  C (5.1)
with C = C(r) > 0 independent of ε. Denote B(x, r) by B . If ρ1 is a minimizer of the functional
E(ρ,B) = 1
p
∫
B
(|∇ρ|2 + 1)p/2 + 1
2εp
∫
B
(1 − ρ)2,
in W 1,p|uε |(B,R
+ ∪ {0}), then it solves
−div[(|∇ρ|2 + 1)(p−2)/2∇ρ]= 1
εp
(1 − ρ). (5.2)
Multiplying (5.2) with ∂νρ. By the same derivation of [8, (3.13)], from (5.1), we can also deduce
that ∫
∂B
(|∇ρ1|2 + 1)p/2  C. (5.3)
Multiplying (5.2) with (1 − ρ), and applying Theorem 2.2 and (5.3), we get
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B
[(|∇ρ1|2 + 1)(p−2)/2|∇ρ1|2 + 1
εp
(1 − ρ1)2
]
 Cεp. (5.4)
Set U = ρ1w on B; U = uε on G \ B , where w = uε|uε | . Then U ∈ W . Since uε is a minimizer of
Eε(u,G), we have
Eε(uε,G)Eε(U,G) = Eε(ρ1w,B)+ Eε(uε,G \ B). (5.5)
Eq. (1.6) implies
sup
B2R
|∇uε| C, (5.6)
when ε is sufficiently small. In view of (1.2) and (5.6), we see that
‖∇w‖L∞(B)  C (5.7)
with C > 0 independent of ε. Thus∫
B
(|∇ρ1|2 + ρ21 |∇w|2)p/2 −
∫
B
(
ρ21 |∇w|2
)p/2
= p
2
∫
B
1∫
0
(
s|∇ρ1|2 + (1 − s)ρ21 |∇w|2
)(p−2)/2|∇ρ1|2 ds dx
 C
∫
B
(|∇ρ1|2 + 1)(p−2)/2|∇ρ1|2.
Combining this with (5.5) and (5.4) yields
Eε(uε,B)Eε(ρ1w,B)
1
p
∫
B
(
ρ21 |∇w|2
)p/2 +Cεp.
Since ρ1 solves (5.2) and ρ1|∂B = |uε|, from (1.2) we can see ρ1  1 on B easily. By the inequal-
ity above, we can deduce that
Eε(uε,B)
1
p
∫
B
|∇w|p +Cεp. (5.8)
By Jensen’s inequality and (5.8), we have
1
p
∫
B
|∇hε|p + 1
p
∫
B
(
hpε − 1
)|∇w|p + 1
4εp
∫
B
(
1 − h2ε
)2
Eε(uε,B)− 1
p
∫
B
|∇w|p  Cεp. (5.9)
Here hε = |uε|. In view of (5.7) and Theorem 2.2, we can obtain
1
p
∫
B
(
1 − hpε
)|∇w|p  Cεp.
Combining this with (5.9), we can complete Proposition 5.1. 
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−div(v(p−2)/2∇u)u = 1
εp
|u|2(1 − |u|2).
Noting ∇(|u|2) = 2u · ∇u, and −div(v(p−2)/2∇u)u = −div(v(p−2)/2u · ∇u) + v(p−2)/2|∇u|2,
we get
1
εp
|u|2(1 − |u|2)= v(p−2)/2|∇u|2 − 1
2
div
(
v(p−2)/2∇(|u|2)).
Adding 1
εp
(1 − |u|2)2 to both sides of the equality above, we obtain
1
εp
(
1 − |u|2)− v(p−2)/2|∇u|2 = 1
εp
(
1 − |u|2)2 − 1
2
div
(
v(p−2)/2∇(|u|2)). (5.10)
Similar to the derivation of (5.1), from (1.10), we can deduce that∫
∂B
∣∣∇∣∣uηε ∣∣∣∣p  Cεp, (5.11)
where B is some ball in B(x,2R) \B(x,R). Integrating (5.10) over B , we have∣∣∣∣
∫
B
[
1
εp
(
1 − |u|2)− v(p−2)/2|∇u|2]∣∣∣∣ 1εp
∫
B
(
1 − |u|2)2 + 1
2
∣∣∣∣
∫
∂B
v(p−2)/2∇(|u|2)dζ ∣∣∣∣.
Letting η → 0, and using (1.5) we can see that∣∣∣∣
∫
B
[
1
εp
(
1 − |uε|2
)− |∇uε|p
]∣∣∣∣ 1εp
∫
B
(
1 − |uε|2
)2 + 1
2
∣∣∣∣
∫
∂B
|∇uε|p−2∇
(|uε|2)dζ
∣∣∣∣.
By applying (1.10), Hölder’s inequality and (5.6), (5.11), we get∣∣∣∣
∫
B
[
1
εp
(
1 − |uε|2
)− |∇uε|p
]∣∣∣∣ Cε.
Thus (1.11) is deduced by an argument of the finite covering. 
Proof of (1.12). At first, (5.9) implies
0Eε(uε,B) − 1
p
∫
B
|∇w|p + 1
p
∫
B
(
1 − hpε
)|∇w|p
 Cεp + 1
p
∫
B
(
1 − hpε
)|∇w|p.
Combining this with Theorem 2.2 and (5.7), and letting ε → 0, we have
Eε(uε,B)− 1
p
∫
B
|∇w|p → 0. (5.12)
Next, we observe that
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∣∣∣∣
∫
B
(|∇uε|p − |∇w|p)
∣∣∣∣

∣∣∣∣
∫
B
(|∇uε|p − hpε |∇w|p)
∣∣∣∣+
∣∣∣∣
∫
B
|∇w|p(1 − hpε )
∣∣∣∣
= J1 + J2. (5.13)
In view of Theorem 2.2 and (5.7), we have limε→0 J2 = 0. In addition, the mean value theorem
implies
J1  C
∫
B
( 1∫
0
[
s|∇h|2 + (1 − s)h2ε |∇w|2
](p−2)/2
ds
)
|∇hε|2 dx
 C
(∫
B
|∇uε|p
)(p−2)/p(∫
B
|∇hε|p
)2/p
.
This result, together with (5.6) and (1.10), implies limε→0 J1 = 0. Substituting these results
into (5.13), and using (1.6) we deduce that limε→0
∫
B
|∇w|p = ∫
B
|∇up|p . Combining this with
(5.12) yields (1.12). 
Acknowledgements
The author is grateful to the referees for their helpful suggestions. The research was
supported partly by NSF of China (No. 10571087), Natural Science Foundation of Jiangsu
(No. BK2006523), Specialized Research Fund for the Doctoral Program of Higher Education
(No. 20050319001) and Natural Science Foundation of Jiangsu Higher Education Institutions
(No. 06KJB110056).
References
[1] F. Bethuel, H. Brezis, F. Helein, Asymptotics for the minimization of a Ginzburg–Landau functional, Calc. Var.
PDE 1 (1993) 123–148.
[2] F. Bethuel, H. Brezis, F. Helein, Ginzburg–Landau Vortices, Birkhäuser, Boston, 1994.
[3] H. Brezis, F. Merle, T. Riviere, Quantization effects for −u = u(1 − |u|2) in R2, Arch. Rational Mech. Anal. 126
(1994) 35–58.
[4] Y.Z. Chen, E. DiBenedetto, Boundary estimates for solutions of nonlinear degenerate parabolic systems, J. Reine
Angew. Math. 395 (1989) 102–131.
[5] Z.C. Han, Y.Y. Li, Degenerate elliptic systems and applications to Ginzburg–Landau type equations, Part I, Calc.
Var. PDE 4 (1996) 171–202.
[6] F.B. Hang, F.H. Lin, Static theory for planar ferromagnets and antiferromagnets, Acta Math. Sinica (English Se-
ries) 17 (2001) 541–580.
[7] M.C. Hong, Asymptotic behavior for minimizers of a Ginzburg–Landau type functional in higher dimensions asso-
ciated with n-harmonic maps, Adv. Diff. Equations 1 (1996) 611–634.
[8] Y.T. Lei, W1,p convergence of a Ginzburg–Landau type minimizer, J. Math. Anal. Appl. 313 (2006) 1–23.
[9] Y.T. Lei, Asymptotic estimation for a p-Ginzburg–Landau type minimizer in higher dimensions, Pacific J. Math. 226
(2006) 103–135.
[10] M. Struwe, On the asymptotic behavior of minimizers of the Ginzburg–Landau model in 2-dimensions, Diff. Int.
Equations 7 (1994) 1613–1624.
[11] P. Tolksdorf, Everywhere regularity for some quasilinear systems with a lack of ellipticity, Ann. Math. Pura
Appl. 134 (1983) 241–266.
[12] C.Y. Wang, Limits of solutions to the generalized Ginzburg–Landau functional, Comm. Partial Diff. Equations 27
(2002) 877–906.
