The weighted method of dependent trials or weighted method of correlated sampling (MCS) allows one to construct estimators for functionals based on the same Markov chain simultaneously for a given range of the problem parameters. Choosing an appropriate Markov chain, it is necessary to take into account additional conditions providing the finiteness of the computational cost of weighted MCS. In this paper we study the issue of finite computational cost of the method of correlated sampling (MCS) in application to evaluation of linear functionals of solutions to a set of systems of 2nd kind integral equations. A universal modification of the vector weighted MCS is constructed providing the branching of chain trajectory according to elements of matrix weights. It is proved that the computational cost of the constructed algorithm is bounded in the case the base functionals are also bounded. The results of numerical experiments using the modified weighted estimator are presented for some problems of the theory of radiation transfer subject to polarization.
is considered as the probability of break (stop) at the point x, N is a random number of the last state, and x 0 ≡ x. We assume that ρ(B p ) < 1, where B p is the integral operator with the kernel p(x, y) (in particular, for p(x) ⩾ ε > 0). It is known [5] that under such condition the Markov chain breaks with the probability 1 and E(N) < +∞.
The standard vector Monte Carlo collision estimator is constructed for Φ λ (x) based on the relations
Q 0 = I, Q n+1 (λ) = Q n (λ)K(x n , x n+1 , λ)/p(x n , x n+1 ), n = 0, 1, . . . (1.5) where I is the identity matrix, K(x, y, λ) is the matrix of kernels {k ij (x, y, λ)}, i, j = 1, . . . , m. Note that the relation Φ λ (x) = Eξ x (λ) is valid under fulfillment of 'unbiasedness' conditions similar to those considered in [5] for the case m = 1 and the additional condition ρ(K λ,1 ) < 1, where K λ,1 is the operator obtained from the operator K λ using replacement of kernels by their absolute values. The unbiasedness conditions from [5] are transformed here to the form
|k ij (x, y, λ)| > 0 ( 1.6) and the estimator ξ x (λ) is uniquely determined by the recursion The Monte Carlo method is usually used for evaluation of functionals of form [3] I λ = (F λ , Φ λ ) = ∫ 
Let the point x 0 be distributed with the probability density π(x) such that π(
Therefore, the variance Dξ (λ) is determined by the matrix Ψ(x, λ) of second moments. In particular, Dξ (λ) < +∞ for ρ(K λ,p,1 ) < 1 and [5, 7] . The corresponding algorithms are naturally called the weighted 'method of similar trajectories' (MST) [5, 12] or the weighted 'method of correlated sampling' [1] . Such methods allow one to construct estimators of functionals based on one Markov chain simultaneously for a given range of parameters of the problem and are especially efficient in the study of dependence of the results on those parameters, in particular, for their small variations [1] . If for some value of λ i the spectral radius satisfies the inequality ρ(K λ i ,p,1 ) > 1, then Dξ (λ i ) can be infinitely large and the use of the weighted estimator ξ (λ) for evaluation of the functional I λ is inexpedient.
Universal modification of the vector method of correlated sampling with trajectory branching
Consider system of equations (1.1) with nonnegative components k ij (x, y, λ), h i (x, λ), i, j = 1, . . . , m. Here and below we assume that ∀x, y ∈ X all the elements Q(x, y, λ) = K(x, y, λ)/p(x, y) of the matrix weight are bounded. Introduce the integer-valued random variable ν n (number of 'branches') with the following probability distribution:
It is easy to check that distribution (2.1) determines the minimal value Dν n in the class of random integervalued variables with a fixed value of Eν n [7] and this assertion was first presented in [6] . We define the random vector estimator over collisions with branching of trajectory by the following recursion:
where ζ (⋅)
x n (λ) are the independent implementations of ζ x n (λ). 
Proof. Since all elements in expressions (2.2), (2.3) are nonnegative, then due to Wald's identity for any n ⩾ 1 we have
This equality also holds in the case Eζ x n (λ) = +∞ because due to the non-negativity of the elements we have
Therefore, the value Eζ x 0 (λ) can be successively calculated by recursion of form (1.7).
Note that, in order to implement estimator (2.2), (2.3), we have to construct a branching Markov chain; trajectories of such chain are 'trees' of collisions [1] . According to recursion (2.2), (2.3), after successful (δ x n−1 = 1) transition x n−1 → x n from a fixed vertex x n of the tree, in the nth generation we construct ν n independent trajectories with the 'accumulated' matrix weight
It is worth noting that the total matrix weightQ n takes different values at tree vertices of nth generation. Formally speaking, each vertex of a tree can be uniquely associated with a multi-index (set of numbers) reflecting the history of appearance of this vertex (see, e.g., [1] ) and we can rewrite expression (2.4) for each vertex taking into account such multi-indices. This approach essentially complicates the presentation, although the required results can be obtained without it.
Introduce the notation {A} ij = a ij for an arbitrary element of the matrix A and define the sequence of mean numbers of branches in the following way:
Applying direct substitution, we can check that for any n ⩾ 1
It is known that the computational cost of Monte Carlo methods is determined by the value S(ζ ) = T ζ Dζ , where T ζ is the mean computer simulation time for one sample value of ζ [1, 5] . In its turn, the variable T ζ is proportional to the mean number EN ζ of the total number of branches N ζ in the Markov chain used to obtain one sample value of ζ . Proof. Note that the total number of branches N ζ (λ) can be interpreted as the total number of particles in the following nonuniform modification of the Galton-Watson branching process [11] . In the state x 0 we have one particle (branch). Further, after implementation of successful (δ x n = 1) random transition x n−1 → x n (n ⩾ 1) according to the density p(x n−1 , x n ), the particle generates a random number of new particles (branches) ν n according to distribution (2.1), where Eν n is given by expression (2.5). In this case the variables Eν n and ν n are random and depend on previous states x 0 , x 1 , . . . , x n and values of the parameters λ 1 , . . . , λ s . Therefore, here and further we assume in our considerations that Eν n = Eν n (x 0 , . . . , x n , λ 1 , . . . , λ s ).
Estimate the 'total' mean number of particles E(Eν n ) from above. According to definition (2.5), the 'total' mean number of particles E(Eν 1 ) satisfies the inequality
Using the above inequality and calculations of [4] , one can check that the following inequality holds for any n > 1:
We consider a 'majorant' branching Galton-Watson process where after successful (δ x n−1 = 1) random transition x n−1 → x n (n ⩾ 1) according to the density p(x n−1 , x n ) the particle produces a random number of new particles (branches)ν n according to distribution (2.1), and Eν n = sm||B n−1 p || ||K λ max ||. Introduce the notation Nν (λ) for the total number of particles in such process. Taking into account that E(Eν n ) ⩽ Eν n , we can assert (see [6] ) that EN ζ (λ) ⩽ ENν n (λ). Now show that for such 'majorant' branching process the variable ENν n (λ) is finite.
It is well known that the condition ρ(B p ) < 1 guarantees the existence of the number n 0 ⩾ 1 such that ||B n 0 p || < 1 [1] . Therefore, there exists a number n 1 > n 0 such that Eν n = sm||B n−1 p || ||K λ max || ⩽ 1 − ε 1 < 1 [1] for n > n 1 and, taking into account definition (2.1), we get
Thus, in the constructed majorant branching process, the number of particles in each generation may grow in average until the n 1 th generation, but it remains bounded due to corresponding distribution (2.1) forν n and boundedness of each element in the matrix weight Q(⋅, ⋅, ⋅) after each transition. Therefore, EN ζ (λ) ⩽ ENν (λ) < C < ∞. Now let us show that for the nonuniform modification of the Galton-Watson process described above the variable EN 2 ζ (λ) is also bounded. We have the following result. Proof. Present here a brief variant of the proof based on cumbersome calculations from [10] for the case Λ = {λ 1 }.
According to expressions (2.2), (2.3), the random variable N ζ is defined by the recursion
where
for n ⩾ 1, we obtain
In this case we can represent equation (2.8) in the operator form
where the operator B p,ν n is bounded, and due to (2.5) we have
Applying direct substitution, we can check that the relation g n−1 = u n + B p,ν n g n can be represented in the following equivalent form:
where d = 1, 2, 3, . . . and k > 1 is a fixed natural number. The latter recurrent relation can be interpreted as a nonhomogeneous integral equation for the function g dk (x dk ) = g(x dk , λ) with the bounded free term u dk+1 [1] that to check the convergence of the Neumann series and existence of the solution g, it is sufficient to verify that there exists k > 1 such that
. . Taking into account the expression for the norm of the operator in the space L 1 and cumbersome calculations from [10] , we can check the validity of the inequality
The condition ρ(K λ max ) < 1 guarantees that there exists a number n such that sm||K n λ max || < 1 for n > n . The equality k − 1 = n completes the proof.
Theorem 2.3. If the conditions of Lemma 2.1 and Theorems
Proof. As was indicated above, the estimator ζ x (λ) (see (2.2), (2.3)) requires construction of a branching Markov chain. In this case the sample value of the vector ζ x (λ) is determined by a random sum N ζ x (λ) of summands of formQ n H λ (x n ), n ⩾ 1, determined at the corresponding vertices of the tree. Direct substitution of (2.5) into (2.4) gives the following expression:
The latter expression ensures that each random element of the matrixQ n is bounded by one. Therefore, for any n ⩾ 1 we have
Thus,
In order to evaluate linear functionals of form (1. 
Application to the theory of radiation transfer subject to polarization
It is known that polarization properties of light are conveniently described with the use of the Stokes vector [3, 5] :
T and the vector functionsΦ form a cone S t defined by the relations
Assume that the components of the vectorΦ satisfy the following system of integral equations of transfer subject to polarization of form (1.1) with a certain parameter λ:
Here x = (r, ω), where r is a point of physical space R, ω ∈ Ω is the unit vector of the particle path direction, and
. Introduce the following notations: µ = (ω, ω ) is the cosine of the scattering angle, ϑ is the azimuthal angle of scattering, p 2 (µ) is the scattering phase function, σ(r) = σ s (r) + σ c (r) is the total scattering, σ s (r) and σ c (r) are the scattering and absorption cross-sections, respectively, q(r) = σ s (r)/σ(r) is the probability of scattering, l is the free path length, p χ (l; r, ω ) is the substochastic density of the path length from the point r in the direction ω . It is known that
where l * (r, ω ) is the distance from the point r along the direction ω to the boundary of the medium, which can be assumed convex. Taking into account the introduced additional variables µ, ϑ, l, the matrix of kernels for system (3.2) is given by the following relation [3, 9] :
where 
r 11 (µ, λ) dµ = 1. We assume that the medium is isotropic and P does not depend on r. If scattering particles are uniform spheres themselves, then r 11 = r 22 , r 12 = r 21 , r 33 = r 44 , r 34 = r 43 [3, 5] .
It is known [3, 5] that, solving system (3.2) by the Monte Carlo method, one can construct a weighted vector MCS estimator over collisions ξ x (λ) of form (1.7). In spite of alternating nature of kernels of the matrix K(x, y, λ), it was proved in [3] that, due to the properties of Stokes vector functions (3.1) and the operator K λ ∈ [S t → S t ] from system (3.2), the equality Eξ x (λ) =Φ λ (x) holds if the property ρ(K λ ) < 1 is valid, which is weaker than that in Section 1. In this case, comparing to the conditions of Theorem 1.1, the condition ρ(K λ,p ) < 1 (see [5, 9] ) is sufficient for the boundedness of elements of the matrix of second moments E(ξ x (λ)ξ T x (λ)). The transition density of the form
satisfies the following inequality obtained in [5] :
and S λ,p is the operator obtained from K λ,p by the substitution x → ω, y → ω , p → p 2 /2π, K λ → P T (S λ,p corresponds to a 'pure' scattering in an infinitely homogeneous medium).
used usually for linear functionals of the formĨ λ = (F λ ,Φ λ ) have finite variance under appropriate choice of π(x) [5] .
Consider the set of Henyey-Greenstein phase functions
where the mean cosine of the scattering angle is Eµ = λ ∈ [s 1 , which are often used in test calculations for problems of transfer theory subject to polarization (see, e.g., [13] ). For such matrices we have ρ(S λ,p ) = ρ 0 , where ρ 0 is the solution to the following system of equations:
Here
and a 1 is an arbitrary nonnegative element [5] . Consider the interval Λ s 1 ,s 2 = [0, 0.99]. If we have to perform a series of calculations with the use of the set of standard weighted vector estimators ξ (λ i ) (see (1.7)) for the parameters λ 1 , . . . , λ s from the indicated interval, then for the ith calculation it is natural to take the transition density of the form p 2 (µ, λ i ) ≡ p HG (µ, λ i ). In this case we can obtain the relation
from the latter system and check numerically that ρ 0 ⩽ max i ρ(S λ i ,p ) = ρ(S 0,p ) = 1.2146. Therefore, in an infinitely homogeneous medium and in 'physical' simulation (q 1 ≡ q, p
(1) χ ≡ p χ ) the variance of each estimator ξ (λ i ), i = 1, . . . , s, will be bounded for q < 1/1.2146 = 0.8233, or for σ c /σ > 0.1767. Now estimate the variable ρ(S λ,p ) for the standard vector estimator ξ (λ) (see (1.7)) for the method of correlated sampling. It is known that, using the MCS, it is appropriate to take the following sum:
It was established numerically that for such density the solution ρ 0 to system (3.8) for the set of parameters  (λ 1 , . . . , λ s ) = (0.001, 0.002, . . . , 0.99) attains its maximal value at λ i = 0.86, i.e., ρ 0 ⩽ max i ρ(S λ i ,p ) = ρ(S 0.86,p ) = 3.5334. Therefore, in 'physical' simulation in an infinitely homogeneous medium (q 1 ≡ q, p (1) χ ≡ p χ ) the variance of the estimator ξ (λ) will be bounded with the use of MCS for q < 1/3.5334 = 0.2830, or for σ c /σ > 0.7170.
Thus, for σ c /σ < 0.7170 the problem of validity of application of the standard weighted vector MCS algorithm (1.7) to evaluate linear functionals of solutions to system (3.2) remains open in the case of scattering determined by matrix (3.6).
As was briefly mentioned above, based on properties of Stokes vector functions (3.1) and the operator K λ ∈ [S t → S t ] (see (3.2)), we can see that in the standard vector estimator ξ x (λ) all summands of its first component ξ x,1 (λ) are nonnegative [5] . Therefore, providing the condition ρ(K λ ) < 1 holds, the variable ξ x,1 (λ) can be averaged term-wise (i.e., Eξ x,1 (λ) =φ 1 (x, λ) and the averaging of other components is performed based on the majorant property of the first component of the Stokes vector [3, 5, 14] . The nonnegativity of the first component ξ x,1 (λ) and the condition ρ(K λ,p ) < 1 ensure the feasibility to average the expression ξ x (λ)ξ T x (λ) term-wise due to the convergence of the majorant component Eξ 2 x,1 (λ) = Ψ 11 (x, λ) in Neumann series (1.8) for the matrix of second moments Ψ λ (see [5, 14] ). Now for system (3.2) we consider the vector weighted estimatorζ x (λ) with branching of trajectory (see (2.2),(2.3)) for which the mean number of branches after each transition
is determined by alternating elements of the matrix weight Q(⋅, ⋅, ⋅) of the operator K λ . Due to the construction of the estimatorζ x (λ), properties of Stokes vector functions (3.1), and the operator K λ ∈ [S t → S t ], it is easy to see that the first componentζ x,1 (λ) is also majorant and all its summands are nonnegative. Therefore, according to above reasonings, the estimatorζ x (λ) satisfies the corresponding analogues of assertions of Lemma 2.1, Theorems 2.1, 2.2, and 2.3 under fulfillment of the condition ρ(K λ ) < 1. As generalization of last remarks, formulate an analogue of Assertion 2.1 for the vector estimator with trajectory branchingζ
In particular, in 'physical' simulation in an infinitely homogeneous medium (q 1 ≡ q, p (1) χ ≡ p χ ) the variance of the estimatorζ x (λ) using MCS with branching of chain trajectory of form (3.9) and p 2 (µ, 0, 0.99) will be bounded for q < 1 − δ < 1, or σ c /σ > δ > 0.
Test problem
Consider an infinite homogeneous medium filled with a substance scattering and absorbing the light for a set of Henyey-Greenstein-Rayleigh scattering matrices (see (3.7) ), where λ ∈ Λ 0.75,0.95 = [0.75, 0.95]. The source of 'natural' radiation is at the point x 0 = (r 0 , ω 0 ) = ((0, 0, 0), (0, 0, 1)) and σ(r) ≡ σ = 1. Given the medium and source described above, consider the applied problem of evaluation of the radiation intensity coming from the half-infinite layer z > 0. It is known that such functional is determined by the mean value of the first component of the Stokes vectorĨ λ =φ 1 (λ) (see (3.2)) for flying particles [3] .
It is worth noting that the restrictions related to the finiteness of the variance of the estimators ξ (λ i ), ζ (λ) for the interval Λ s 1 ,s 2 = [0.75, 0.95] differ from those mentioned in Section 3. As in Section 3, we tested numerically that for the set of standard weighted estimators ξ (λ i ), i = 1, . . . , s, (see (1.7)) we have ρ 0 ⩽ max i ρ(S λ i ,p ) = ρ(S 0.75,p ) = 1.0631. Therefore, in 'physical' simulation in an infinitely homogeneous medium (q 1 ≡ q, p
the variance of each estimator ξ (λ i ) will be bounded for q < 1/1.0631 = 0.9406, or for σ c > 0.0594. Similarly, for the standard weighted vector MCS estimator ξ (λ) (see (1.7)) with the choice consider the additional unbiased weighted vector estimatorζ x (λ̃i) for which the mean number of branches after next transition
depends only on the fixed parameter λ̃i. It was proved in [10] that the variance of the estimatorζ x (λ̃i) will be bounded for anyĩ = 1, . . . 
