Image rain removal is extremely important since rain streaks can severely degrade the visibility which can decrease accuracy of many current computer vision algorithms. However, many deep-learning methods cannot adapt to the rain streak removal of different density labels, meanwhile retain the background details. To address this problem, we propose a novel image rain removal algorithm (CAAN) based on deep cascaded network and dual-channel attention mechanism. As contextual information is very crucial for rain removal, hence firstly the dilated convolution kernels of different scale branches are used to extract features of different rain streak sizes. Then we applied residual attention module (LMSRAM) to guide the learned features to be discriminative and beneficial. Specifically, a novel cascaded sub-network is developed to propagate information from lower to higher layers and decrease the loss of detailed information. Finally, the dual channel attention mechanism is used to make feature fusion efficiently. The experimental results demonstrate that the proposed method achieves the state-of-the-art results compared to the prevailing methods in terms of both quantitative metrics and visual quality. The source code of our proposed CAAN can download from the personal website. https://github.com/baiyihan/CAAN.
I. INTRODUCTION
Nowadays, many computer vision applications such as image classification and objection recognition in outdoor scenes can easily fail to work. Assuming that you are doing outdoor tasks on a rainy day, images or videos taken by the camera often introduce many undesirable factors that severely affect the performance of outdoor vision systems, such as pedestrian detection [1] , objection detection [2] , action recognition [3] , road sign recognition [4] , scene analysis [5] . Therefore, how to remove this factor effectively is an urgent practical need.
A lot of works focusing on video de-raining tasks have been proposed in [6] - [10] . As the video de-raining can utilize temporal information between frames, the rain streaks can be easily detected and removed in videos. However, the single The associate editor coordinating the review of this manuscript and approving it for publication was Haimiao Hu. image removal is more challenging because of less temporal information. Several traditional algorithms [11] - [15] try to build the models of rain streaks removal from a single image by utilizing prior, which can be solved via some mathematical algorithms. However, the prior does not strictly follow the distribution of rainy image data. So there are great limitations which are shown on Figure 1 Recently, many algorithms based on deep learning have achieved great success in many computer vision tasks, such as image classification [16] , [17] , image de-noising [18] , [19] , image de-blurring [20] , [21] , image super-resolution reconstruction [22] , [23] , etc. To address the problem of a single image rain removal, some algorithms based on deep learning [26] - [28] have been also applied to resolve the problem at some extent. Although the algorithms can obtain better results, there are still two major challenges. One is to use the simple residual block, and the internal feature [14] , DNN [26] , JORDER [27] , UGSM [25] ,DID-MDN [29] , (g) The de-rain result that we proposed CAAN (h)Ground truths. Bottom: The rain streak images of the rain streak removal results by different methods on one rainy image.
of learned information cannot be taken into account, which can easily hinder the information representation. The other is that the parameters cannot be transmitted between the layers of network which can lead to information loss of restored image. As illustrated in Figure 1 (c)(d)(f), it is clear to see that the black and white grid of the background is blurred, and the parameters of layers of network is unable to propagate the feature effectively.
Hence, it is important to develop algorithms which can remove the rain streaks while preserve the detailed information. The proposed cascading attention network for single image rain removal algorithm can solve the two major problems. In the process of learning the negative mapping of the image de-rain layer, the internal information is effectively propagated between different layers by cascading connections to preserve the image detail structure information. Meanwhile, the dual channel attention module is used to fuse the different layer features at the end of the cascade attention network, which solves the dependence relationship of different layer features. Figure 1 (g) shows the effect of our proposed cascaded network. It is clear to see that the texture details can be well retained and the most rain streaks are removed. The contributions of this paper are as follows:
The multi-scale residual attention module is proposed for the first time. The multi-scale dilated kernel is used to extract features with different size to adapt the rain streaks of different shape and size, which can also preserve rich local details. Then we apply the residual attention operation to recalibrate the extracted feature which can guide feature of each layer to learn useful information. Meanwhile decrease the risk of gradients disappearance with the network deeper. The cascaded network is firstly applied to a single image removal. The proposed network can boost the performance via multi-level representation and multiple short connections which can obtain a relatively large receptive field and fully utilize the high-level and lowlevel information of different layer. It can overcome long distance dependence of information transmission of de-raining network in the past. The dual-channel attention module is used to automatically fuse the discriminative feature of different layers. It can resolve the simple concatenation or adding operation which the weights of the dual-channel features can recalibrate the features. Meanwhile, it can enhance the effective output of the layer, and the dependencies between the different channels are thus established. The proposed algorithm obtains the superior performance compared with the state-of-the-art algorithms in the synthesis of images and real images. The remainder of this paper is as follows: Section II introduces the related works on image rain removal. The details of our proposed CAAN are presented in Section III. Section IV describes the experiments details and results on synthetic and real-world images. Conclusions and our future works are given in Section V.
II. RELATED WORK
In recent years, deep learning has received great attention due to its outstanding performance in image restoration. In this section, we will briefly introduce the traditional single-image rain removal algorithms and the methods based on deep learning in the literature.
A. SINGLE IMAGE DERAIN BASED ON TRADITIONAL METHODS
Kang et al. [11] has decomposed rain image into highfrequency and low-frequency layers, which can remove rain VOLUME 7, 2019 image streaks in the high frequency layer via dictionary learning. Luo et al. [13] proposed a sparse coding based method to separate rain streaks form the background. Chen and Chau [24] decomposed the background and rain streaks layers based on low-rank priors. Li et al. [14] proposed patch-based GMM priors to model background and rain streaks separately using the image decomposition framework. Deng et al. [25] considered the intrinsic directional and structural in formation of rain streaks and formulate a global sparse model to efficiently remove rain streaks from rainy images. As the rain streaks themselves do not strictly follow Gaussian or sparse distribution, and various factors in real life such as illumination and atmospheric radiation are not considered in the model, the algorithms that above described had some defects to some extent.
B. DEEP LEARNING-BASED METHODS
The deep learning method based on CNN avoid the tedious task of designing manual features, which can use rainy/ground truth pairs image to learn a non-linear mapping in an end to end manner. Fu et al. [26] focuses on the highfrequency detail and regress negative residual information with an end to end pipeline. Yang et al. [27] propose to decompose the rain layer into a series of sub-layers which can represent rain streaks at different directions. Then the recurrent network is used to detect and remove rain streaks. Zhang et al. [29] utilize the rain density information with a multi-stream densely connected network for jointly raindensity estimation and de-raining. Zhang and Patel [28] has applied the generative adversarial framework to further enhance the features and improve the visual quality of de-rained image. Li et al. [30] proposed a recurrent neural network with dilated convolution and squeeze-and excitation blocks. In [31] , the image is divided into a detail layer and a structure layer for training separately, and the learning process is constrained according to the image decomposition synthesis formula. These algorithms are lack of accessing to individual layer features effectively, lack of solutions to information flow and loss in different layers, and lack of fusing the different layer's features effectively.
III. OUR PROPOSED METHOD
In this section, we represent the architecture of the proposed de-raining network's network model in detail. The architecture diagram of CAAN is illustrated in Figure 2 .
A. CAAN FRAMWORK
The cascading attention aggregation network consists of four parts, which are shallow feature extraction, cascading attention aggregation sub-network, multi-layer feature fusion module, and reconstruction module, respectively. Let I 0 and I e denote the input and output of CAAN. Then, we apply only convolution layer to extract the shallow feature F 0 from the input I 0 .
where H 0 is a standard 3 × 3 convolution. The extracted shallow feature F 0 as an input to the second part of the cascading attention aggregation sub-network, and the subnetwork adopts the cascaded connection manner to deeper the network. Then, the deep feature output is computed as,
where H CAAN is the feature mapping of cascading attention aggregation sub-network(see CAAS Figure 2 ), which is stacked by several LMSRAM block (see Figure 3 (c)). Utilizing the cascading connection manner, the network can obtain very large receptive filed size and easily propagate information from lower to higher layers. Then the extracted deeper feature F DF will be used as input to the third part of multi-layer feature fusion module. It is defined as follows,
where H DA denote the region dual attention module. The module plays the role in merging different levels of layers and establishing dependencies between different channels. Compared with the simple adding operation in previous network, it is more effective to use the attention mechanism to capture the global features. This is of great benefit to the discriminant representation of the de-raining network. Then the attention featureF DF is mapped into residual streak image via two standard 3 × 3 convolution. It is given as,
where H DC is the two convolution layer, F R is residual streak image. Considering the negative residual learning can shrink the range of the mapping, the negative residual connection is adopted among the input I 0 , output I e and F R .
As shown CAAS in Figure 2 , the cascading attention aggregation sub-network is mainly based on the cascading residual network [32] . The main difference between them is the choice of cascading blocks. The cascading block of the cascading residual network is shown in Figure 3 (a). It is a plain residual block, in which group convolution and 1 × 1 convolution are selected to reduce the parameters of the residual block. However, we firstly proposed cascading attention block (Figure 3 (c)) including spatial pyramid of dilated convolution (Figure 3 (b)) [33] and squeeze and excitation [34] . Hence, the proposed attention block not only can resample the feature map to learn the representations from large effective receptive field but also can capture the global feature of the image and enhance the feature representation. The cascading attention aggregation sub-network contain M local multi-scale residual attention blocks (LMSRAM) with cascading skip connection, which can easily propagate information from lower to higher layers by using a 3 × 3 convolution. Then the ith LMSRAM in the CAAS is defined as,
where W i denote the weight to the convolution operation, R LMSRAM (·) is the function of the LMSRAM, F i and F i−1 denote the input and output of LMSRAM. Then, the deep feature F i DF is then obtained as,
where I is the ith cascading block, F CAT denote the finally converge on a single 1 × 1 convolution layer. Note that the first layer of the cascading attention network is convolutional layer, which the Eq. (7) can be rewritten as follows,
where f (·) represents the first layer of convolution operations of a cascading attention network, W 0 is a convolution weight parameters. VOLUME 7, 2019 
C. LOCAL MULTI-SCALE RESIDUAL ATTENTION MODULE
The multi-scale residual attention cascading blocks are the smallest unit in a cascading attention residual network which plays a key role in the performance of the entire cascaded network. It has been proved that stacking residual blocks with simple mode in the convolutional neural networks can hinder the expression of information in the residual block. Inspired by [33] , [34] , we propose the local multi-scale residual attention module as the most basic module of our cascading network. It has two advantages. Firstly, the features at different scales are extracted using the multi-scale convolution, and the pyramid model is applied to add different levels of features to compensate for the grid effect caused by dilated convolution. Secondly, the residual attention module guides the multi-scale convolution to learn useful information effectively. Hence, the proposed LMSRAM is illustrated in Figure 3 (c). In the mth LMSRAM module, we can obtain as,
where σ is the activation function, F CAT is concatenation, and f
where W i denote the 1 × 1 convolution parameter in the ith LMSRAM, and W i,j d denote the weight parameter of the jth dilated convolution in the ith LMSRAM. In order to better establish the dependency between each channel and enhance feature representation, the squeeze and excitation operation are used to establish a non-linear mapping between channels. The size of the obtained feature F m is of H × W × C. Then, the global pooling process is defined as,
In this step, the feature F im of H × W × C is compressed into 1 × 1 × C. Hence, the global information in the spatial dimension can be embedded in the channel dimension, which is equivalent to statistics on the distribution of spatial dimensions of features, and then performing the excitation operation. The dependency on the channel information including two fully connection and activation operation is defined as,
where W 1 and W 2 are the weights of the fully connection, respectively, σ and δ are the sigmoid and Relu activation functions respectively. The weight of channel information is determined via non-linear relationship. Then, we recalibrate the original features by multiplication operation. The residual connection is used to reduce the gradient disappearance, and it is given as,
In a word, the proposed LMSRAM structure can not only obtain large effective receptive field, but also enhance feature representation.
D. DUAL ATTENTION FUSION MODULE
In [27] , [36] , the hierarchical features from all the convolutional layers are applied to low-level and high-level tasks, which have not yet fully investigated inter-dependencies between features. Inspired by [35] , we apply the dualattention fusion module to aggregate the features at different levels in the proposed network which can model the model the different feature interdependence in the spatial and channel dimensions, respectively. The attention module aggregates the feature at each position by computing the summation of feature weight value at all positions.
As illustrated in Figure 4 , let A ∈ R C×H ×W be a local feature. We feed it into a two 1 × 1 convolution layers to generate two new feature maps {B, C} ∈ R C×H ×W . Then we reshape them to R C×N , where N = H × W is the number of pixels. Then, we perform a matrix multiplication between the transpose of C and B, and apply a softmax layer to calculate the spatial attention map S ∈ R N ×N .
Here, s i,j represents the influence of the calculated ith position of the feature map B on the jth position of the specific feature map C. Similarly, the feature map D ∈ R C×H ×W is computed by using A and convolutional layer, and then we reshape it to R C×N . Then we perform a matrix multiplication between D and the transpose of S, and reshape the result to R C×H ×W . Finally, it is multiplied with scale factor α and simultaneously performs a pixel level addition to feature A to obtain the final output, it is given as,
where α is initialized as zero and gradually learns to assign more weight. It multiplies the acquired spatial attention feature by the feature map D to obtain enhanced features for each spatial location point. Hence, the aggregated information can be selected accurately based on the spatial attention map. As illustrated in Figure 4 , it is emphasized that each layer of feature information is treated as a specific class of information, and different feature layers are related to each other. Therefore, the channel attention is used here to establish the dependence relationship between the channels at different layers.
E. LOSS FUNCTION AND DETAIL DESIGN OF CAAN 1) LOSS FUNCTION a: MIXING LOSS
The mean squared error (MSE) loss function is widely used for training network, but it generates over-smoothed results. Hence, the L 1 combined with L SSIM are used as loss function in our proposed model CAAN, which is given as, Here, the L 1 loss function make the output of the CAAN be consistent to the clean image in pixel level, the L SSIM is used to constrain the structural similarities, and the O is the predicted result and G is the ground truth image.
b: DARK CHANNEL LOSS
To measure the fog difference between the de-rained image and ground truth, similar to [35] , [36] we introduce dark channel to our loss function when training our model. In order to calculate the dark channel loss, we must get dark channel of O and G:
where J c represents each channel of a color image, ∩ ∈ O represents a window in the image O. so the total loss is defined as:
2) DETAIL DESIGN OF CAAN
The network with fine structure and excellent performance is not only considering the rationality of the network structure, but also taking into account the specific parameter setting details in the network. We can investigate that it is difficult to converge by removing the batch normalization (BN) in the front of the proposed network. On the contrary, it is easy to learn in the cascading sub-network with BN or without BN. Hence, we can conclude that the BN can destruct the feature distribution and increase hyper-parameters of the network. The design of CAAN in detail is shown in Table 1 .
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the performance of our proposed CAAN is compared with the prevailing de-raining methods on both synthetic and real-world data, which GMM [14] [14] .
(c-c1)DDN [26] . (d-d1)JORDER [27] . (e-e1)UGSM [25] . (f-f1)DID-MDN [29] (g-g1) Proposed CAAN. (h-h1) Ground truths (please enlarge the images for better visualization).
A. IMPLEMENTATION DETAILS
As the limited training samples, the patch size of the training data can be tailored into 64 × 64 in the pre-processing stage. The training and test network are all run under the pytorch1.0 version based on python script language. The server configuration used in this experiment is Ubuntu 16.04 version of Linux system, which has Inter(R)Core(TM) i7-8700H CPU, 128GB RAM, NVIDIA GTX Titan V, 12GB VRAM. In order to ensure the stability of the proposed network, the uniform distribution to initialize the weight parameters is applied to the CAAN. Our model is trained by using ADAM optimizer with β 1 = 0.9, β 2 = 0.99, weight decay is 0.0005, and batch size is 64. The learning rate is initialized as 0.005, which multiplied by 0.6 at 15000 times per iteration. All the de-raining results are evaluated by peak signal to noise ratio (PSNR), structural similarity index (SSIM), and universal quality index (UQI) [37] metrics.
B. DATASETS
Three benchmark datasets are used to evaluate the proposed CAAN. Rain100H [27] is a synthetic dataset consisting of 1800 training image pairs and 200 test image pairs, which have five rain stripes in different directions. Compared with the dataset of the Rain100H, the samples in the light rain dataset Rain100L [27] are thinner and the degradation is not obvious. The third dataset of Rain12000 [29] consists of 12,000 rainy images with three different densities and directions and 4000 clean images, which also provides 1200 test images.
C. SYNTHETIC DATA
The three synthetic datasets of Rain 100H, Rain 100L, and Rain 12000 are used to train the proposed network separately. However, in the training phase, some de-raining algorithms such as DID-MDN should label the real data. But only the Rain12000 dataset has the rain-density labels. Hence, the pretrained model is applied to test on the Rain100H dataset and Rain100L dataset, respectively. The quantitatively result on three datasets are show in Table2. It is clear to see that the proposed method outperforms the other de-raining methods on Rain100H and Rain100L with the improvements of 1.09dB, 0.14dB on PSNR value and 0.9%, 0.2% on SSIM value, and 2.1%, 0.6% on UQI value respectively. The performance on the Rain12000 is also close to the best results provided by DID-MDN [29] . Figures 5-6 show the de-raining results on dataset which can illustrate the visual quality and effectiveness of the proposed method. It is clear to see that GMM [14] and UGSM [25] failed to rain streaks from heavy or light rainy images, DDN [26] and DID-MDN [29] are able to weakly remove the rain streaks, the JORDER [27] are able to remove the rain streaks while tend to generate obvious artifacts. The proposed method outperforms JORDER [27] , which can remove the most rain streaks without obvious artifacts. Compared with the other five de-raining methods, our proposed CAAN method is more capable of removing rain streaks while preserving image details on Rain100H and Rain100L.
Then the visual results of Rain12000 is illustrate in the Figures 7-8 . The experimental results show that the GMM [26] blur the rainy image, the DDN [26] , UGSM [25] and JORDER [27] can remove the white rain streak effectively, but some thin rain streaks are remained in the background. The proposed method CAAN can obtain better results than the previous four methods. As the PSNR value is calculated based on the mean squared error (MSE), which measures global pixel errors without considering local image characters, the proposed method can obtain slightly lower PSNR value and SSIM value than DID-MDN. However, our proposed network is easier to train due to simple framework more than DID-MDN [29] .
D. REAL-WORLD DATA
As the ground truth image in dataset of Rain800 [28] are unknown, we should only evaluate the performance of [14] . (c)DDN [26] . (d)JORDER [27] . (e)UGSM [25] . (f)DID-MDN [29] . (g) Proposed CAAN (h)Ground truths (please enlarge the images for better visualization). different methods visually, including the de-raining images and partially enlarged images. The experimental results are illustrated in Figure 9 . It is clear to see that the GMM [14] tends to blur the images while removing some details, DDN [26] , UGSM [25] and DID-MDN [29] cannot thoroughly remove rain streaks effectively. JORDER [27] tends to remove image detail information such as the background of partially enlarged images. The proposed method CAAN is not only removing rain streaks effectively but also better preserving image detail information.
For real-world case, the proposed algorithm is tested in three extreme conditions: heavy rain with fog, heavy rain with lighting and heavy rain with darkening as shown in Figure 10 column one. The proposed algorithm can achieve better results in removing the majority of rain streaks and fogs, and enhance the visibility. Especially in the lighting [14] . (c-c2)DDN [26] . (d-d2)JORDER [27] . (e-e2)UGSM [25] . (f-f2)DID-MDN [29] . (g-g2) Proposed CAAN. (please enlarge the images or see directly the lower left corner image for better visualization).
( Figure 10 column two) and darkening ( Figure 10 column three) environments, our proposed network can distinguish and remove rain streaks from the optical line effectively. Fig. 11 shows the average training loss at the training phase. It is indicated that the proposed CAAN has fast convergent speed at the first 5000 iterations, then the convergence gradually slow down to a steady between 5000 iterations and 175000 iterations. The final loss function value lies between 0.03 and 0.2 which demonstrate that the parameter setting is reasonable. As the heavy rain streaks are difficult to be treated, the loss curve of rain100H has the maximum oscillation amplitude. Table 3 compares the average running time on test rainy image. Two different sizes of image are selected and each one is tested 50 images. We note that the GMM and UGSM is implemented using CPUs, so we only provide the CPU time for GMM [14] and UGSM [25] . Other methods are tested on both CPU and GPU. The results from the table show that the elapsed time of the proposed algorithm on GPU less than other deep learning methods. It is due to CAAN is shallow networks and the inter block utilizes depth wise separable convolutions [38] . The running time of CAAN on CPU is secondly only to UGSM [25] .
E. ABLATION STUDY
In this section, we discuss different ablation experiments to study their impact on our proposed CAAN. 1) Dual attention module: we removed the dual attention module from the proposed CAAN, and the experimental results are demonstrated in Figure 12 and Table 4 . From Figure 12 , it is clear to see that proposed CAAN with dual attention block outperforms its variants (w/o dual attention), and achieves more stable convergence. From Table4, it can also achieve higher SSIM, PSNR and UQI value on Rain100H and Rain800, which is improved largely compared with the proposed CAAN without dual attention module(W/O dual attention module).
For dual attention, it is hard to give comprehensible visualization about the attention map directly. Instead, we show some attended channels to see whether they highlight the rainy areas. The extracted attention channel feature is FIGURE 13. Visualization results that dual attention how to enhanced the de-rain on two rain image. For each row,we show an input image, the feature Extracted in the network without dual attention module. the feature extracted in the network with dual attention, the rain removal image corresponding to two conditions, the ground truth. illustrated in Figure 13 . It is indicated that the response of specific region is noticeable after channel attention module enhances. The response of most regions is uniform without dual attention module (see in column two). The feature that highlighted can benefits for focusing on the rainy areas and remove it. In a word, these visualizations further demonstrate the dual attention how to deal with the feature and enhance the final experimental result.
2) LMSRAM module: The experiment is conducted on the Rain100H dataset to demonstrate the performance of the proposed CAAN with different number of LMSRAM blocks, which is illustrated in Figure 14 . The experimental results show that the SSIM values and PSNR values can obtain the maximum when the number of LMSRAM blocks is set to four. Hence, we can better model the complex distribution of rain streaks and remove rain streaks efficiently by setting the number of cascading attention aggregation sub-network as four.
3) Loss function: The L 1 loss function can keep the output of the CAAN consistent with the clean image, but it is not sensitive to local structure change. In order to obtain better visual effect, the hybrid loss function of L 1 + L SSIM is applied to the proposed network. The experimental results in Figure 15 show that the proposed network CAAN with hybrid loss function can obtain the higher SSIM value compared with L 1 and L 2 . Then, the visual effects by using different loss functions are illustrated in Figure 16 . It is clear to see that the L 2 loss function can generate over-smoothed result, the L 1 loss function can preserve structures, the L 1 +L SSIM loss function can obtain a sharpen result and preserve more detailed information.
4) Multi-level skip connections: We utilized multi-level skip connection for two reasons. Firstly, as the detailed information may be lost during the feed-forward training steps, the multi-level skip connection is applied to propagate information flow. Secondly, it can merge the high-level and low-level feature to improve the rain removal result. The experimental results in the Table 4 are obtained with and without all multilevel skip connections (W/O multi-level skip connections). It is clear to see that using multi-level skip connections can achieve higher value on all metrics on Rain 100H and Rain800. FIGURE 16. An de-raining example by using different loss functions. Using L 1 + L SSIM loss generates a more sharpen result (please enlarge the images or see directly the lower left corner image for better visualization).
V. CONCLUSION
In this paper, we proposed a novel single image rain removal algorithm of CAAN which can remove different rain streaks and preserve more detailed information effectively. The proposed CAAN can learn residual within the detail layers between rainy images and clean images. The detail layers can easily propagate information from lower to higher layers which are composed of cascaded network. The detailed features in the internal of the CAAN could be enhanced by using the residual attention module. Then the dual attention module is applied to fuse the discriminant features. Extensive experimental results on both synthetic and real-world images demonstrate that the proposed CAAN model performs favorably against the state-of-the-art de-raining methods in terms of quantitative metrics and visual quality. Our future work is focusing on studying the unsupervised algorithm for a single images rain removal.
