We examine the various types of stability for the solutions of linear dynamic systems on time scales and give two examples.
Introduction
Continuous and discrete dynamical systems have a number of significant differences mainly due to the topological fact that in one case the time scale T R, real numbers, and the corresponding trajectories are connected while in other case T Z, integers, they are not. The correct way of dealing with this duality is to provide separate proofs. All investigations on the two time scales show that much of the analysis is analogous but, at the same time, usually additional assumptions are needed in the discrete case in order to overcome the topological deficiency of lacking connectedness. Thus, we need to establish a theory that allows us to handle systematically both time scales simultaneously. To create the desired theory requires to setup a certain structure of T which is to play the role of the time scale generalizing R and Z. Furthermore, an operation on the space of functions from T to the state space has to be defined generalizing the differential and difference operations. This work was initiated by Hilger 1 in the name of "calculus on measure chains or time scales."
In this paper, we examine the various types of stability-stability, uniform stability, asymptotic stability, strong stability, restrictive stability, and so forth, for the solutions of linear dynamic systems on time scales and give two examples.
Preliminaries on dynamic systems
We mention without proof several foundational definitions and results in the calculus on time scales from an excellent introductory text by Bohner and Peterson 2 . A time scale T is 2 Advances in Difference Equations a nonempty closed subset of R, and the forward jump operator σ : T → T is defined by
supplemented by inf ∅ sup T , while the graininess μ : T → R is given by μ t σ t − t.
2.2
If T has a left-scattered maximum m, then T κ : T \ {m} and otherwise
where f σ f • σ. Some basic properties of delta derivatives are given in the following 3-5 : i If f is differentiable at t ∈ T κ , then
ii If both f and g are differentiable at t ∈ T κ , then the product fg is also differentiable at t ∈ T κ with
A function f : T → R is said to be rd-continuous denoted by f ∈ C rd T, R if i f is continuous at every right-dense point t ∈ T,
ii lim s→t − f s exists and is finite at every left-dense point t ∈ T.
A function g : T → R is called an antiderivative of f on T if it is differentiable on T and satisfies g Δ t f t for t ∈ T κ . In this case, we define
where t, a ∈ T. The norm of an n × n matrix M is defined to be
where M j is the jth column of M. Let M n R be the set of all n × n matrices over R. The class of all rd-continuous and regressive functions A : T → M n R is denoted by
Here, a matrix-valued function A is called regressive provided:
where I is the identity matrix. where A ∈ C rd R T, M n R , is called the matrix exponential function and it is denoted by e A t, t 0 .
Stability of linear dynamic systems
We consider the dynamic system
where F ∈ C rd T × R n , R n with F t, 0 0, and x Δ is the delta derivative of x : T → R n with respect to t ∈ T. We assume that the solutions of 3.1 exist and are unique for t ≥ t 0 , and T is unbounded above.
We give the definitions about the various types of stability for the solutions of 3.1 .
Definition 3.1. The solution x of 3.1 is said to be stable if, for each ε > 0, there exists a δ δ ε > 0 such that, for any solution x t x t, t 0 , x 0 of 3.1 , the inequality |x 0 − x 0 | < δ implies |x t − x t | < ε for all t ≥ t 0 ∈ T.
Definition 3.2.
The solution x of 3.1 is said to be uniformly stable if, for each ε > 0, there exists a δ δ ε > 0 such that, for any solution x t x t, t 0 , x 0 of 3.1 , the inequalities t 1 ≥ t 0 and
Definition 3.3. The solution x of 3.1 is said to be asymptotically stable if it is stable and there exists a δ 0 > 0 such that
The following notion of strong stability is due to Ascoli 6 .
Definition 3.4.
The solution x of 3.1 is said to be strongly stable if, for each ε > 0, there exists a δ δ ε > 0 such that, for any solution x t of 3.1 , the inequalities t 1 ≥ t 0 and |x
For the other types of stability, that is, h-stability, we refer to 7 . We note that the stability of any solution of 3.1 is closely related to the stability of the null solution of the corresponding variational equation. Therefore, we will discuss the stability of linear dynamic system.
We consider the linear homogeneous dynamic system
where Proof. Suppose that 3.2 is stable. Since the trivial solution x t, t 0 , 0 0 is stable, given any ε > 0, there exists a δ > 0 such that |x 0 | < δ implies |x t, t 0 , x 0 | < ε. Note that |x t, t 0 , x 0 | |e A t, t 0 x 0 | < ε for all t ≥ t 0 ∈ T. Now, let x 0 be a vector of length δ/2 in the jth direction for for all t ≥ t 0 with t, t 0 ∈ T.
The following is the characterization of strong stability for linear dynamic system 3.2 . Note that its continuous version was presented in 10 . ii The system x Δ αx with −1 < αμ t < 0 is asymptotically stable, but it is not strongly stable.
Restrictive stability in 10 is related to strong stability, and we obtain their equivalence for 3.2 as a consequence of Theorem 3.7.
Definition 3.9. System 3.2 is said to be restrictively stable if it is stable and its adjoint system T, M n R which is bounded together with its inverse L −1 t on T t 0 such that
is a constant or zero matrix on T t 0 . Here, T t 0 t 0 , ∞ ∩ T, and the set of all functions L : T → M n R that are differentiable and whose derivative is rd-continuous is denoted by
3.12 for some positive constant M and all t 0 ≤ τ ≤ t ∈ T. Therefore,
Theorem 3.12. System 3.2 is restrictively stable if and only if it is reducible to zero.
for some positive constant N and all t 0 ≤ τ ≤ t ∈ T. Consequently, 3.2 is uniformly stable.
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The continuous versions of Theorems 3.12 and 3.13 are presented in 3.9.v and 3.9.vi in 10 , respectively. Remark 3.14. It does not hold in general that every stable linear homogeneous system with constant coefficient matrix on a time scale T is uniformly stable. it is clear that e
−1
A t, t 0 is bounded for all t ≥ t 0 ∈ T. The proof is complete. i System 3.2 is strongly stable.
ii There exists a positive constant M such that
iii Adjoint system 3.11 of 3.2 is strongly stable.
iv System 3.2 is restrictively stable.
v System 3.2 is reducible to zero.
It is widely known that the stability characteristics of a nonautonomous linear system of differential or difference equations can be characterized completely by a corresponding autonomous linear system by the Lyapunov transformation. DaCunha and Davis in 14 gave a definition of the Lyapunov transformation as follows.
Let L ∈ C 1 rd T, M n R . The Lyapunov transformation is an invertible matrix-valued function L with the property that, for some positive η, ρ ∈ R,
for all t ∈ T. 
3.25
It shows that the coefficient matrices A and B satisfy
where A t 
The following theorem means that the strong stability for the system 3.27 is equivalent to that of 3.2 . T, M n R is invertible for all t ∈ T, and A ∈ C rd T, M n R is regressive. Then, the transformation matrix for the system
where
is given by
The regressiveness of G t in 3.30 is preserved by the Lyapunov transformation in the following lemma. Proof. We see that for every right-scattered point t ∈ T κ , the following identity holds:
3.32
This completes the proof. 
3.34
Hence, 3.27 is strongly stable. The converse holds similarly.
If we assume that the perturbing term F is absolutely integrable, then we obtain the uniform stability for the perturbed system 3.28 when system 3.2 is strongly stable. 
