Urban air quality is an important problem nowadays because of the close proximity of sources and receptors in densely built environment. Gaussian plume models have been commonly employed in the industry to estimate air pollution impact over open terrain for decades. However, they should be applied cautiously to urban environment in view of the complicated recirculating flows and turbulence-generation mechanism in the wakes around/over buildings. In particular, one of the key components in Gaussian plume models, dispersion coefficient σ z , is usually determined empirically based on atmospheric stratification that might overlook the effect of rough urban surfaces in the bottom of atmospheric boundary layer, resulting in prediction uncertainty. In this paper, we report our recent study of the transport processes over idealized rough surfaces (repeated ribs in crossflows) to simulate the flows and transport processes after a ground-level pollutant source in crossflows over hypothetical urban areas. The effect of aerodynamic resistance (controlled by the rib separation b) on pollutant plume dispersion (measured by vertical dispersion coefficient σ z ) is critically examined. First of all, analytical solution shows that σ z is proportional to
Background
Air pollution poses major threat to premature mortality (Lelieveld et al. 2015) but its levels over 80% of the cities in the world are unhealthy (WHO 2016) . The impact is in fact worsening because of the rapidly growing population, number and size of cities (DESA 2016) . Numerous parties are involved in urban development that implies the giant economic activities behind. Besides, air quality is a key factor affecting the living quality of public. An advanced understanding of how urban morphology influences air quality in neighborhood scales is, therefore, crucial nowadays. Apparently, there is a need for costeffective modeling solutions to estimate the transport of air pollutants in urban areas.
Among various mathematical models, the conventional Gaussian model (Roberts 1923 ) is most widely adopted to solve practical problems (Moreira et al. 2006 ) in particular for regulatory enactment (Briant et al. 2013) , air toxic assessment (Scheffe et al. 2016 ) and continental pollutant transport (Tsuang et al. 2003) . For urban applications, however, the results of Gaussian model must be interpreted with caution because of the complicated near-wall turbulent transport processes right over urban canopy layers (Britter and Hanna 2003) . Generally, the drag induced by (rough) urban surfaces increases the aerodynamic resistance (Raupach et al. 1991; MacDonald et al. 1998 ) that in turn modifies the pollutant transport processes aloft. Whilst, most schemes of dispersion coefficient currently available were derived based on atmospheric stability but not urban morphology (Pasquill and Smith 1983; Turner 1994) . Whereas, the aerodynamic effect of roughness elements is often more influential to the transport processes in the vicinity over urban areas.
From the engineering point of view, widening plume coverage over (rough) urban areas is attributed to the elevated turbulence kinetic energy (TKE) in response to enhanced ground-level aerodynamic resistance (Walcek 2002) . Schemes have been updated to handle pollutant dispersion over dense buildings (Briggs 1973 ) such as modifying power-law wind profiles (Sharma and Myrup 1975) together with dispersion coefficients (Skupniewicz and Schacher 1986) to handle the pollutant distribution over urban areas. Whereas the empirical solution approach was rather site specific that weakened our fundamental understanding of the transport processes (Venkatram et al. 2005) . In view of the importance to urban inhabitants and public health, extensive field measurements (Davidson et al. 1995; Mavroidis and Griffiths 2001) , laboratory experiments (Gromke 2011; Chung et al. 2015) and mathematical modeling (Inagaki et al. 2012; Wong and Liu 2013) have been carried out to foster the theory of transport processes over rough surfaces. Whereas, the functional form of dispersion coefficients over urban areas is not yet formulated.
The authors have persisted to address the above questions for years. We extend our on-going research effort, by looking into the flows and tracer dispersion over hypothetical urban areas, to develop a fundamental understanding of the transport processes using concurrently wind-tunnel experiments and large-eddy simulation (LES). Utilizing the theoretical solution and data archive, we attempt to parameterize the functional form of dispersion coefficients over (hypothetical) urban areas. The conventional Gaussian-plume framework is used because of its solid theoretical basis. We simply use the aerodynamic resistance to model the turbulent transport processes rather than simulate the flows over complicated urban morphology in refined scales. Unlike computational fluid dynamics (CFD), dispersion parameterizations possess the benefit of quick and reasonably reliable solution at affordable costs. This paper records our development and verification of dispersion coefficients for urban setting. The first section introduces the problem background and reviews the available literature. Afterward, the theory of plume dispersion is derived analytically. Next, the methodology, both windtunnel experiments and LES, is detailed. The findings of the characteristic dynamics and pollutant transport processes related to urban rough surfaces are reported before the conclusions are drawn.
Theoretical background
Dispersion coefficient σ z in isothermal conditions is a function of atmospheric turbulence, surface roughness, mean-wind speed U and the distance x after the pollutant source. It is usually described by the classic k-theory model where k z is the eddy diffusivity in the vertical direction z and t (= x/U) the pollutant travel time from the source to the receptor in the streamwise direction x. We use the mixing-length theory to handle the turbulent transport processes so the eddy diffusivity is proportional to the characteristic length and velocity scales. For the nearwall dynamics over urban areas, we take the turbulent boundary layer (TBL) thickness δ and the friction velocity u τ as the characteristic length and velocity scales, respectively. Hence, Equation (1) is then simplified to We substitute the friction factor f (= 2u τ 2 /U ∞ 2 ) into Eq. (3) that arrives the basic functional form of dispersion coefficient in a dimensionless manner where h is the size of roughness elements used for scaling.
Methods

Wind tunnel experiments
Experiments are conducted in the open-circuit wind tunnel in the Department of Mechanical Engineering, The University of Hong Kong in isothermal conditions (Fig. 1a) . It is noted that atmospheric boundary layer (ABL) is seldom isothermal. The findings in this paper are only applicable to the bottom ABL right over buildings where the turbulence is largely generated by
mechanical wind shear rather than buoyancy. Moreover, the modeled TBL is shallow compared with the real ABL, therefore, there is no major difference in vertical pressure in the current study. Hence, the results obtained from laboratory experiments and mathematical modeling are applicable to neutrally stratified ABL (zero potential temperature gradient). In addition to the flow straightener in-between the settling chamber and the contraction cone, a honeycomb filter is installed afterward to reduce the background turbulence intensity. The flows are driven by a three-phase, electric blower whose power is controlled by a frequency invertor. The acrylic-made wind-tunnel test section sizes 6000 mm (length) × 560 mm (width) × 560 mm (height). The roughness elements, which are used to model (hypothetical) urban areas, are glued on the testsection floor, developing the TBL. The design of wind speed is in the range of 1 m s −1 ≤ U ∞ ≤ 15 m s −1 . The free-stream wind speed, which is kept in the range of 3 m s −1 ≤ U ∞ ≤ 7 m s −1 , is also monitored by a pitot tube upstream of the test section (Fig. 1b) . Details of our wind-tunnel infrastructure are available elsewhere (Mo and Liu 2017) . Two-dimensional (2D) roughness elements in the form of identical ribs in crossflows are used to model rough surfaces (Fig. 1c) . Aluminum squares of size h = 19 mm are placed evenly apart on which the aerodynamic resistance is controlled by their separation b. Four values of separations are tested to fabricate idealized urban street canyons whose building-height-to-street-width (aspect) ratio, AR, is in the range of 1/12 ≤ AR ≤ 1/2, covering the classic regimes of skimming flows, wake interference and isolated roughness (Oke 1988) . The corresponding friction factor is in the range of 8 × 10 −3 ≤ f ≤ 13 × 10 −3 (Table 1) . Moreover, two different levels of wind speeds are adopted to ensure Reynolds-number independence. Flows are probed by constant-temperature (CT) hotwire anemometer (HWA) with a cross-wire design to measure streamwise u and vertical w velocity components (Fig. 1d) . The sensing element of the probe consists of a pair of 5-μm (diameter) platinum-plated tungsten wires. By copper electroplating, the active length of the sensing element is 2 mm. The included angle between the two wires is 100° that helps reduce the error due to inadequate yaw response in elevated turbulence intensity (Cheng and Castro 2002) . The CT HWA probe is positioned by a mechanical traversing system which is controlled by the National Instruments (NI) motion control unit (spatial resolution of 1 mm). The analog CT HWA signal is digitalized by a 24-bit NI data acquisition module (NI 9239; offset error ± 0.05% for analog input ± 10.52 V) mounted in a NI CompactDAQ classis (NI cDAQ-9188). The NI units are connected to a digital computer via a local area network (LAN) cable and the data sampling is managed by LabVIEW software. The sampling frequency is 2 kHz and the sample size at each point is equal to 2 17 that are sufficient for repeatability of mean and fluctuating signals. The CT HWA calibration is based on the universal calibration law of the Institute of Sound and Vibration (ISVR; Bruun 1971) . Its readings are also compared with those of the pitot tube installed upstream during the experiments.
Water vapor is used as the tracer in the wind tunnel experiments. It is generated by an atomizer in the water tank ( Fig. 1e ) under the wind tunnel and is emitted via the ground-level line source in crossflows (Fig. 1f ). An axial fan is used to drive the water vapor from the water tank to the line source. The flow speed induced by the fan is small (around 0.2 m s −1 ) that would not affect too much the core flows in the wind-tunnel test section. The water consumption rate for a set of experiment is about 2 L an hour. The water vapor is measured by Humidity and Temperature Sensor SHT 75 (SENSIRION AG Switzerland). Another SHT 75 is placed upstream to monitor the background humidity. The sensor response time is 8 s whose accuracy is ± 1.8%. The tracer and flow measurements are collected separately to avoid inaccurate temperature measurements contaminated by water moisture.
Large-Eddy simulation
LES of the open-source CFD code Open-FOAM 4.1 (OpenFOAM 2018) is used in this paper. The atmospheric flows are assumed to be isothermal and incompressible that are calculated by the filtered continuity and Navier-Stokes equations. The LES TBL is shallow, therefore, incompressible flows are assumed. The (anisotropic part of ) subgrid-scale (SGS) Reynolds stress is modeled by the Smagorinsky model (Smagorinsky 1963) together with the one-equation SGS model (Schumann 1975) to handle the SGS TKE conservation. The tracer transport is calculated by the advection-diffusion equation with the SGS eddy-viscosity model. The governing equations and numerical methods are reported elsewhere (Wu and Liu 2017) .
The hypothetical urban areas consist of a number of idealized urban street canyons fabricated by identical square ribs of size h (Fig. 2) . The spatial domain sizes 72h (length; approximately, depending on the separation among roughness elements b) × 12h (width) × 12h (height) that is composed of different number of street canyons depending on the AR. The core flows in the urban TBL are driven by the (background) pressure gradient ∆P x normal to the street axes that represents the worst scenario in term of pollutant removal from street canyons. The domain extent is 12h in the homogeneous spanwise y direction. The infinitely long horizontal extent, in both streamwise x and spanwise y directions, is constructed by cyclic boundary conditions (BCs). Noslip BCs are applied on all the solid boundaries and a shear-free BC along the domain top. The prevailing wind enters the spatial domain from the upstream inflow with tracer-free fresh air. An area tracer source with constant concentration is placed on the ground level of the first street canyon from which a passive, inert tracer is continuously emitted into the computational domain. All solid boundaries are free of tracer on which Neumann BCs are applied. An open BC is prescribed at the downstream outflow, therefore, all the tracers are removed from the computational domain without reflection. Because of geometric homogeneity, the size of mesh discretizing the spatial domain is uniform in the spanwise y direction. Each street canyon comprises N x × N y × N z cells which are refined toward the solid boundaries in the x and z direction for improved accuracy. The urban TBL core over the array of street canyons is discretized into L x × N y × L z whose mesh size stretches to a factor of 3 in the vertical direction toward the domain top. The entire computational domain is thus composed of over 6 × 10 6 (hexahedral) cells whose size is in the order of 0.1h.
Finite volume method (FVM) is used to solve the governing equations. The implicit first-order-accurate backward differencing is used in the temporal domain in which the time increment is set to 0.01 s. The gradient, divergence and Laplacian terms are calculated by the second-order-accurate Gaussian FVM integration based on the summation on cell faces. The pressure-velocity coupling in incompressible flows is handled by the combination of pressure-implicit with splitting of operators (PISO) and semi-implicit method for pressure-linked equations (SIMPLE). The symmetric and asymmetric equations systems are solved by the pre-conditioned conjugate gradient (PCG) and the pre-conditioned biconjugate gradient (PBiCG) methods, respectively. The residual of the iterative solvers is less than 10 −8 for converged solution.
Results
The flow parameters in the wind tunnel experiments and LES are tabulated in Table 1 . The TBL thickness δ in the LES is the same as the domain height. In the wind tunnel experiments, on the other hand, it is taken at the height where the mean-wind speed u converges to 99% of the free-stream one U ∞ . In this study, the function of TBLs is analogously to that of the mixed boundary layers in ABL. Thermal stratification is another factor in ABL development. While isothermal conditions are assumed, the TBLs are mainly affected by the bottom rough surfaces together with the mechanically generated turbulence. The buffer region upstream the test section is sufficiently . Therefore, the friction factor f in the wind tunnel experiments and the LES are ranged from 8 × 10 −3 to 13 × 10 −3 and 4.3 × 10 −3 to 14.3 × 10 −3 , respectively. In the wind tunnel experiments, the friction factor is found peaked at h/b = 1/8 with free-stream wind speed U ∞ = 6.7 m s −1 (higher wind speed). In the LES, on the other hand, the friction factor increases with decreasing h/b that is peaked at the roughness element configuration of least h/b (= 1/11). The Reynolds number Re δ (= U ∞ δ/ν; where ν is the kinematic viscosity) measured in terms of TBL thickness δ and freestream mean wind speed U ∞ is over 60,000 in both the wind tunnel experiments and the LES. It is noteworthy that, though the wind-tunnel measurements and LES results are tested at different free-stream wind speeds, their output can be compared in a dimensionless manner because the Reynolds number is over the critical value.
The ensemble-averaged mean-wind speeds �u� U ∞ over rough surfaces generally resemble the characteristic open-channel flows (Fig. 3a) that increases rapidly with increasing wall-normal distance z, converging gradually to its free-stream value U ∞ at the top. The influence of rough surfaces on the dynamics is clearly depicted in the LES-calculated mean-wind speeds such that the wind shear in the near-wall region (z ≤ 0.1δ) decreases with increasing friction factor f. On the other hand, the ensemble-averaged mean-wind-speed profiles show only a tiny difference over different rough surfaces in the wind tunnel experiments. The less notable variation compared with their LES counterpart is mainly attributed to the nature of turbulence generation. In the LES (with infinitely large horizontal extent), the turbulence is generated solely by the mechanical shear induced by the bottom rough surfaces. Apart from the bottom rough surfaces, turbulence is unavoidably generated upstream (by the blower and the developing section) in the wind-tunnel experiments. As a result, the background turbulence in the wind-tunnel test section is higher than that in the LES, resulting in a more uniform ensembleaveraged mean-wind-speed profiles over different rough surfaces.
Flows over rough surfaces can be expressed in the form of conventional logarithmic law of the wall (log-law) in the inertial sublayer (ISL) where κ (= 0.42) is the von Kármán constant, d the displacement height and z 0 the roughness length over non-smooth surfaces. The log-law is clearly depicted in the current wind-tunnel experiments and LES (Fig. 3b) . Whereas, it is noteworthy that the ensemble-averaged mean-wind-speed profiles deviate from the theoretical log-law while approaching the bottom rough surfaces in the roughness sublayer (RSL; Ho and Liu 2017) . Hence, the flows are more uniform than those predicted by the log-law. The wind-tunnel measured mean-wind-speed profiles over the four roughsurface configurations show a similar behavior. The LEScalculated mean-wind speeds for unity AR follow the wind-tunnel measured ones closely as well. However, the
LES results from other settings exhibit a different behavior in which a deeper inertial sublayer (ISL) is observed. The dissimilar behavior is likely attributed to the different turbulence generation mechanism in the wind-tunnel experiments and the LES mentioned previously.
In view of the rough-surface generated turbulence, the fluctuating velocities are peaked in the near-wall region in both the wind-tunnel experiments and the LES (Fig. 4a) . Both dimensionless streamwise u ′′ u ′′ 1 / 2 u τ and vertical w ′′ w ′′ 1 / 2 u τ fluctuating velocities are peaked in the near-wall region (z ≤ 0.1δ). The LES-calculated fluctuating velocities are essentially peaked in the near-wall region. It has highly refined spatial resolution close to the rough surfaces that calculated well the diminishing wind speeds right over the solid boundaries. The streamwise fluctuating velocity is peaked over the roughness elements that decreases with increasing wall-normal distance thereafter. The vertical fluctuating velocity, on the other hand, shows a relatively uniform level extending from the near-wall region to the TBL flow core. Its variation is less than 10% in the range 0 ≤ z ≤ 0.4δ. Comparatively, the streamwise fluctuating velocity drops for almost 50%. Nonetheless, the fluctuating-velocity data from wind-tunnel experiments and LES agree well with each other. The vertical momentum fluxes u ′′ w ′′ u 2 τ over idealized rough surfaces also exhibit the behavior alike their smooth-surface counterparts. The uniform-stress regions are observed in the flows over different rough surfaces in both wind-tunnel experiments and LES (Fig. 4b) . However, the wind-tunnel results show a thicker uniform-stress region but the LES is (about 30%) thinner. Hence, additional analyses will be conducted to look into this regard. Besides, the two solution approaches show different decreasing rates of momentum flux in the wall-normal direction. Comparatively, the wind-tunnelcalculated momentum fluxes decrease faster than the LES-calculated ones. The difference is likely attributed to the different definitions of TBL. In the wind-tunnel experiments, the TBL thickness is defined at the wallnormal distance where the ensemble-averaged meanwind speed converges to 99% of the free-stream value, i.e. �ū(δ)� = 0.99U ∞ . On the other hand, the TBL thickness is prescribed at the LES domain top because of the BCs employed in the mathematical models.
The plume dispersion behind a ground-level source over different rough surfaces, by and large, exhibits the theoretical Gaussian behavior as shown previously. The dimensionless tracer-concentration profiles from windtunnel measurements and LES agree reasonably well with the theoretical Gaussian profiles at different streamwise distance x after the ground-level tracer source (Fig. 5) . The LES-calculated tracer concentration over the rough surface of unity AR is slightly smaller than the Gaussian solution while the concentrations of other ARs follow closely which are in line with the theory. The wind-tunnel measured tracer concentrations, on the other hand, are slightly higher than those of the Gaussian solution. The discrepancy, from the instrumentation point of view, is caused by the non-zero effective emission height in the wind tunnel experiments. The tracer, which is represented by water vapor in the wind tunnel experiments, is driven from the water tank to the line source then emitted into the wind-tunnel test section by an electric fan. Under this circumstance, the non-zero discharge momentum at the ground-level line source induces initial plume rise that is estimated in the order of h over the roughness elements approximately. The non-zero initial plume rise modifies the plume trajectory. It is no longer along the ground level that subsequently affects the calculation of vertical dispersion coefficient σ z . The initial plume rise can also be explained by elevated maximum tracer concentration obtained in the wind tunnel experiments (approximately at z = 0.25σ z ), which, however, is not observed in the LES.
The tracer concentrations behave alike Gaussian shape in different streamwise distance, for instant, x = 22.5h (Fig. 5a), 45h (Fig. 5b) and 67.5h (Fig. 5c) . The theoretical Gaussian solution only applies to far-field plume dispersion where σ z ∝ x 1/2 so a notable discrepancy should be observed in the near field where σ z ∝ x. The streamwise location closest to the ground-level line source in the current wind tunnel experiments is at x = 22.5h. Nonetheless, both results of wind-tunnel experiments and LES follow well the theoretical (far-field) Gaussian-concentration profiles. It is noteworthy that surface roughness indeed shortens the near-field extent (Ng and Liu 2013) . It in turn favors the applicability of the parameterization newly developed in this paper.
Discussion
The vertical dispersion coefficient σ z obtained from the wind-tunnel experiments and LES is plotted as a function of stream distance x, TBL thickness δ and drag coefficient f alike the theoretical parameterization Eq. (4) in Fig. 6 . The size of roughness elements h is adopted as the characteristic length scale. Favorable agreement among wind-tunnel experiments, LES and theoretical parameterization is clearly observed such that the vertical dispersion coefficients σ z obtained from different approaches are proportional to the newly derived dimensionless parameter (x/h) 1/2 × (δ/h) 1/2 × f 1/2 in a dimensionless manner. Whereas their y-intercepts are apparently different, therefore, further investigation is needed to improve the parameterization. Generally, the wind-tunnel-measured vertical dispersion coefficients are higher than their LES-calculated counterparts that are likely attributed to the non-zero effective emission height and the associated elevated plume trajectory. Whereas, the plume trajectory in the LES is at the ground level exactly. The wind-tunnel results of vertical dispersion coefficients, though scattering, collapse reasonably well for different ARs. Apparently, they are independent from Reynolds number as shown by the datasets tested in different levels of mean-wind speeds. The molecular viscosity thus has minimal effect so the newly proposed parameterization should be applicable to other length scales as well. On the contrary, the LES-calculated vertical dispersion coefficients increase with increasing drag coefficient. Additional analyses are thus required to look into that regard to refine the parameterization. The ensemble-averaged mean-wind speeds for flows over different rough surfaces are rather uniform in the wind-tunnel experiments. Whereas notable differences are observed in the LES-calculated flows in view of the BCs and domain configuration. The dissimilar dynamic, which is attributed to the different turbulence generation mechanism, is likely the reason leading to the discrepancy between the concentrations obtained in the LES and the wind tunnel measurements.
Conclusions
Wind-tunnel experiments and LES are conducted concurrently to examine the plume dispersion over hypothetical urban areas in the form of identical ribs in crossflows. The tracer concentrations over arrays of street canyons of different ARs (aerodynamic resistance) exhibit the conventional Gaussian profiles of concentration. Along with the analytical derivation, an improved parameterization of pollutant plume dispersion coefficient is demonstrated such that σ z ∝ x 1/2 × δ 1/2 × f 1/4 . Unlike the conventional dispersion coefficient for Gaussian models. The newly proposed parameterization can be employed to estimate plume dispersion in response to the aerodynamic resistance over urban areas in isothermal conditions.
Although the results are favorable, we note that the current TBL thickness tested is rather shallow that would suppress the vertical plume dispersion. Besides, only ribs are tested in this paper that would limit the applicability of the newly developed parameterization for cubical roughness elements or even realistic urban morphology. Moreover, thermal stratification is not yet included in the analyses, therefore, the current findings are only applicable to the ABL bottom in the vicinity of buildings. The rather shallow TBL weakens the performance of parameterization that overlooks the turbulent transport processes driven by atmospheric 
