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Daniel Andresen ABSTRACT 
A distributed computing system, consisting of a cluster of nodes offering network 
services, is a common paradigm in practice for achieving high scalability, reliability and 
performance. Effective strategies for load balancing of incoming tasks are needed to well 
utilize  resources  and  optimize  the  client  response  time.  Fine-grain  services  introduce 
additional  challenges,  because  the  system  performance  is  very  sensitive  to  additional 
overhead and the workload on servers changes rapidly. 
Location  policies  of  fine-grain  services  employed  in  current  systems,  such  as 
application servers, are simple methods based on Round-Robin or Random scheduling 
algorithms. The usage of these algorithms can lead to a situation where some nodes are 
overloaded  while  the  others  are  lightly  loaded  or  idle.  In  order  to  improve  the 
effectiveness  of  workload  distribution,  and  thus  the  client  response  time,  additional 
information is needed for the load balancer to make decisions.  
My work proposes a novel approach to the load balancing of fine-grain services. 
Prediction of service CPU time based on its run-time inputs is employed as the additional 
information to the balancer. A fully automated learning system based on neural networks 
and statistical analysis is proposed to create the predictors. A well-known heuristical load 
sharing algorithm is extended to address the challenging issues of fine-grain services and 
to take advantage of predictions based on service run-time inputs.  
The prediction scheme was evaluated on a set of toy examples to target learning-
specific  issues.  The  CPU  times  are  well  predictable  for  services  where  the  input  is 
correlated with the execution time. A well-known benchmark suite was employed as the 
collection  of  services  for  final  tests  of  the  proposed  load  balancing  algorithm.  The 
evaluation has shown very promising results. The improvement in the mean response 
time  is  up  to  32  %  and  44%  over  Round-Robin  and  Random  scheduling  policy, 
respectively. Furthermore, the standard deviation of the mean response time decreases 
significantly and the proposed technique exhibits low sensitivity to the prediction error 
and to the number of unpredictable services.    i
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1  Introduction 
Distributed computing systems are becoming a widely used paradigm for achieving 
high  availability,  scalability  and  performance.  Such  systems  are  usually  formed  as  a 
group  of  nodes  providing  the  same  set  of  services.  The  cluster  of  servers  operates 
transparently to clients and incoming requests are distributed among the nodes using a 
load-balancing algorithm. Nowadays, many applications are based on popular distributed 
object approaches such as CORBA, DCOM or Java EJB technologies.  
Load balancing algorithms based on simple scheduling policies, specifically Round-
Robin (RR) or Random scheduling, are widely used in practice, for example in current 
application servers [1, 2].  Such location policies can lead to a situation where some hosts 
are overloaded while the others lightly loaded or idle. In order to remove the unbalance, 
improve  the  utilization  of  resources  in  the  cluster  and  increase  the  performance, 
specifically the client response time, a more effective load balancing algorithm is needed 
to distribute workload among the nodes.  
Fine-grain services can be imprecisely defined as tasks with a low complexity and 
short execution times. For example, in a distributed object computing systems, a fine-
grain service would be a call to an object method with the maximum execution time in 
order of seconds. This introduces several challenging issues. The system is very sensitive 
to  any  additional  overhead;  and  therefore,  the  load  balancing  decision  must  be  done 
quickly. The workload on the servers and the utilization of the whole cluster fluctuates 
rapidly due to short execution times of the services.  Finally, the set of services  may 
change on fly since new services may be deployed or the existing ones may be changed 
or removed from the system. 
The load balancer needs additional information to avoid wrong decision and balance 
the  incoming  workload  better.  In  generic  case,  such  as  an  application  server,  the 
knowledge about services is very limited. Periodic collection of server state information   2
adds additional overhead and the collected information dates very quickly due to rapid 
workload fluctuations in servers.  
In this work, we propose a novel adaptive scheduling policy  reflecting  the actual 
dynamically changing conditions of the system and resource requirements of incoming 
request. The location policy is guided by the prediction of service CPU time based on the 
run-time  inputs.  The  prediction  offers  a  relatively  precise  load  indicator  and  the 
advantage  of  obtaining  load  information  at  any  time  without  querying  the  nodes  or 
periodical collection of quickly dating information. The load balancing algorithm is based 
on a modification of well-known heuristics [3], which incorporates the prediction of CPU 
time and targets fine-grain services.  
History of service execution times with respect to its inputs is collected during a 
typical  run  of  the  system.  Previous  executions  are  then  statistically  analyzed  and  a 
predictor based on neural networks is created. The training is done in periods when the 
system is lightly loaded. A fully automated learning system for predictor generation is 
proposed. No additional knowledge about service inputs and its behavior is required.  
A simulation framework based on Java RMI was developed to evaluate proposed 
algorithms and compare them to existing location policies – RR and Random scheduling 
policy. A specialized set of tasks was used to investigate the predictor generation and 
target  learning-specific  issues.  JavaGrande  benchmark  suite  [4]  was  used  as  a  set  of 
offered services for final load balancing tests. The evaluation has shown very promising 
results. The proposed automated learning system confirmed the possibility of CPU time 
prediction. The load balancing system has shown a significant improvement in the mean 
response  time  over  the  current  policies  (up  to  32  %  and  44%  for  RR  and  Random 
scheduling  policy).  Moreover,  the  standard  deviation  of  the  mean  response  time 
decreased remarkably.  
1.1  Motivation – Scheduling Policies Used in J2EE Servers 
As  an  example  scenario,  let  us  consider  J2EE  application  servers,  specifically 
scheduling  of  calls  to  EJB  components.  The  load  balancing  algorithms  are  based  on 
simple  RR  or  Random  scheduling.  For  example:  BEA  WebLogic  Server  supports 
multiple algorithms for load balancing of clustered EJBs and RMI objects, particularly   3
round-robin,  weight-based  round-robin,  random,  round-robin-affinity,  weight-based-
affinity, and random-affinity.  
If the centralized approach is employed, the proposed algorithm is directly applicable 
to the load balancing of stateless tasks or stateful tasks among nodes with replicated 
state,. This architecture is used in many existing application servers [1]. A typical multi-
tier distributed object system based on J2EE technologies is depicted in Figure 1.1. 
 
 
Figure 1.1: Typical J2EE application 
The majority of the application servers offer the replication of the state information 
among a subset of servers to provide the fault-tolerance (for example, WebLogic Server 
[1]).  Without  sharing  the  state  information,  the  load  balancer  must  use  the  current 
location policy, where the subsequent executions are assigned to the same node. 
A large set of EJB components was investigated in [30]. The authors studied the 
influence of method inputs on its performance. The results have shown that the majority 
of methods have no correlation with parameters, however their execution times are very 
small.  On  the  other  hand,  a  small  percentage  of  methods  with  long  execution  times 
having  a  significant  impact  on  system  performance  had  strong  correlation  with  their 
inputs.  
1.2  Related Work 
Lots of research was done with a focus on the load balancing of coarse-grained tasks 
in distributed systems. However, as was argued in [5], this research is valuable in general, 
but not directly applicable to the task allocation of fine-grain services in the cluster.  
A load scheduling algorithm with the same domain of application was proposed in 
[6]. The authors used the current load of servers (obtained by querying) and a fuzzy logic   4
approach for deciding about the task allocation. Their approach successfully surpassed 
RR and Random scheduling policies,  although only one simple task  was used in the 
experimental evaluation (computation of Fibonacci numbers).  
An  extensive  research  was  done in  the  related  area  of  HTTP  request  distribution 
among cluster of Web server node and is well summarized in [8,9]. Although our domain 
is different, distributed computing systems usually share similar architectures and ideas. 
Various load balancing algorithms based on a prediction were proposed for coarse-
grain tasks. A prediction based on the current state of the system is applied in [21, 22] to 
decide  about  process  migration.  Predictions  based  on  runtime  properties  of  past 
executions (without considering inputs) were employed in [20, 24, 25].  
To  my  knowledge,  work  described  in  [27,  28]  is  the  only  system,  where  the 
prediction based on run-time inputs was used. The authors focused on the estimation of 
task resource usage in a computational grid environment. The tasks were complex tools 
running in Purdue University Network Computing Hub. They employed locally weighted 
polynomial regression with an intelligent knowledge base management. Unfortunately, 
their papers lack information about scheduling algorithms, the level of required a priori 
knowledge about tasks and a comparison to an existing load balancing techniques. Their 
positive results only support the idea of input  based prediction. However, a different 
learning approach is needed in our case in order to avoid prediction overhead and large 
knowledge base (a system may contain hundreds of services) and target services with 
short execution times.  
1.3  Thesis Goals 
This thesis proposes a load balancing algorithm based on the prediction of resource 
usage as an alternative to traditional simple algorithms as RR and Random scheduling. 
The main contributions of my work can be summarized as follows:  
·  Evaluation of predictability of fine-grain service execution time based on its run-
time inputs. 
·  Proposal of an automated learning system for the predictor generation.   5
·  Proposal  of  centralized  load balancing  algorithm based  on  the  prediction  with 
focus on fine-grain services. 
·  Evaluation  of  proposed  novel  dynamic  load  balancing  algorithm  and  its 
comparison to RR and Random scheduling policies.  
1.4  Thesis Organization 
This paper is organized as follows. The next section describes the load balancing 
algorithm.  Section  3  discusses  and  proposes  an  automated  learning  scheme  for  the 
predictor  generation.  Following  section  briefly  explains  the  implementation  of  the 
simulation framework used for evaluation of proposed algorithms. Section 5 presents the 
results  of  simulations  and  compares  them  to  commonly  used  algorithms  –  RR  and 
Random scheduling policies. Finally, section 6 and 7 concludes the paper with future 
research directions.   6
2  Load Sharing 
2.1  Introduction 
Distributed computing system can be characterized as a group of autonomous nodes 
interconnected by a computer network providing a set of services. The whole cluster is 
transparently presented to the users as a single system. Its performance is very dependent 
on how the incoming tasks are allocated to the nodes. No ordering of tasks execution is 
assumed.  
The problem of workload distribution is referred to as load balancing or load sharing. 
In  some  literature,  the  term  load  balancing  refers  to  a  stronger  variant  of  the  task 
allocation problem, where the goal is to ensure that every node has approximately the 
same amount of work. The weaker version, load sharing, tries to distribute tasks to lightly 
loaded servers in order to optimize some performance criterion, such as the minimization 
of mean response time or the maximization of resource usage. These terms are usually 
used interchangeably and they will be used in the same manner in this work, although our 
algorithm more likely targets the area of load sharing. 
Load balancing policies can be classified according to various taxonomies [34, 35]. 
With respect to the taxonomy used in [35], our problem belongs to the global scheduling 
policy,  since  we  are  allocating  tasks  among the  servers. The  decision  about  the task 
allocation is done at runtime in a dynamically changing system without knowing the task 
resource requirements in advance. Such allocation policy is referred to as dynamic. There 
are two ways how the task assignment decision can be made. In centralized policies, a 
single node takes the decision, whereas in distributed policies, the responsibility is shared 
among the nodes.  
We  do  not  allow  migration  of  task  during  its  execution;  and  therefore,  we  are 
focusing  on  non-preemptive  strategies.  In  general,  the dynamic  load  balancing  policy 
consists of three components: information policy, location policy and transfer policy. The   7
information policy gathers system state information in order to support the decisions of 
load  balancer.  The  second  policy  selects  the  appropriate  node  where  the  job  will  be 
executed. Finally, the transfer policy decides when and whether to transfer the task. 
Our study is focusing on global dynamic non-preemptive load balancing problem. In 
our preliminary work, several simplifying assumptions have been made. The cluster is 
supposed to contain only homogenous nodes with respect to their hardware configuration 
and  set  of services  offered.  The  proposed  algorithm  is  a  centralized  dispatcher-based 
variant. The main advantage of such architecture is the full control of the load balancing 
process. On the other, the centralized system poses a bottleneck of the whole system in 
the terms of scalability and reliability. Despite this drawback, centralized approach is 
widely used in current middleware application, as is summarized for application servers 
in [2]. The architecture is depicted in Figure 2.1. 
 
Figure 2.1: Centralized dispatcher-based load balancing 
2.2  Current Location Policies 
There  are  two  widely  used  strategies  in  distributed  systems  targeting  fine-grain 
services, such as application servers [1, 2, 5]. The first set of algorithms is variants of 
Random scheduling, which randomly selects a node to assign the incoming task. Round-
robin family is the second strategy, where the tasks are uniformly assigned to the nodes in   8
cyclic  order.  The  advantages  of  both  policies  are  low  overhead  and  simple 
implementation. The main drawback is the unbalance of load on the servers that may 
appear. Such simple-minded approaches can easily lead to a situation where some nodes 
are overloaded while the others are lightly loaded or idle.  
2.3  Prediction Based Load Sharing 
In this work, we are focusing on the improvement of the task allocation by using a 
simple heuristical load sharing algorithm based on the prediction of task execution time 
to avoid the problem of unbalance. Service runs are monitored in order to obtain the 
history of past executions necessary for the creation of the predictor. Load balancing 
decisions  based  on  prediction  leads  to  better  resource  utilization  and,  indirectly,  to 
decrease in client mean response time. 
2.3.1  Prediction Based on Run-time Inputs 
The application of the prediction of task execution time in the load balancing process 
gives an advantage of relatively precise load indicator (better than load index or current 
CPU utilization) and a possibility to obtain the load information at any time without 
querying the servers or using old periodically collected information about server states. 
The  latter  problem  would  be very significant  in  systems  targeting  fine-grain  services 
where the workload on servers fluctuates rapidly and the performance of the system is 
very sensitive to any additional overhead. 
Our prediction is built on the belief that run-time input parameters of services can 
have  significant  influence  on  their  execution  times.  This  idea  was  experimentally 
confirmed in [30], investigating the correlation between input parameters of EJB methods 
and their performance, and in [27, 28], using an input-based prediction for scheduling 
coarse-grain tools in computational grids. Run-time input with types of its attributes (in 
terms of a programming language) can be easily obtained in a generic way in current 
distributed computing systems built on technologies such as Java RMI/EJB, CORBA or 
DCOM. The prediction scheme and the predictor generation are discussed in the next 
chapter.   9
2.3.2  Data Collection 
For each service execution, the run-time input and resource usage are collected. The 
execution properties can be measured by various criteria, such as the execution time, the 
CPU time, the blocking time or the average load. Gathering of some criteria can be very 
expensive (for example, blocking times [32]) or imprecise (for example, total execution 
time which is dependent on many other factors, such as other processes running in the 
system). CPU time is a tradeoff between the measurement cost and the accuracy. This 
estimation  is  directly  related  to  server  utilization.  Prediction  of  other  components 
influencing the system performance, such as network communication, is very difficult 
[33] and unrelated to the low-overhead load balancing of fine-grain tasks. 
Historical data for the predictor generation are collected in a typical run period of the 
system specified by the user (for example, on working days). The predictors are created 
offline in a training period when the system is lightly loaded (for example at night).  
The  history  collection  requires  profiling  of  CPU  times  of  each  execution  for  all 
services. This adds additional overhead. Despite that, the results have shown significant 
improvements  over  RR  and  Random  scheduling  policies.  An  adaptive  approach  to 
profiling is discussed at the end of this chapter. 
2.3.3  Predictor Estimates 
There are three types of information that can be obtained from the predictor for a 
particular service and its run-time input: 
·  Prediction of required CPU time. A predictor for a given service was generated in 
the training period and evaluated well. This means, that enough instances of past 
runs were collected to create the predictor and that the CPU times are correlated 
with  run-time  inputs.  The  predictors  are  evaluated  on  the  history  of  previous 
executions.  
·  Unpredictable. A predictor was not created in the training period, because the 
execution properties are not predictable from the run-time inputs collected for a 
given  service.  Thus  only  statistics  about  past  executions  is  known.  This  may 
happen if the resource usage is uncorrelated with inputs. The CPU time of the 
service may be dependent on different inputs (for example, from a file) or may   10
not be in relation with the inputs. For example, an array search for an element is, 
with respect to its length, an operation with the linear time complexity (in worst 
case). However, in general, the execution time is unpredictable, since the number 
of iterations depends on the content of the array and the element searched for. 
·  Prediction not available. A predictor has not yet been generated. This state occurs 
in following situations: an initial run period when no predictors have yet been 
generated; a new service was deployed to the system; a service has changed; or 
there  are  not  enough  instances  of  past  executions  to  train  the  predictor  for  a 
service. 
2.3.4  Load Sharing Algorithm 
The load balancing algorithm used in our system is based on the work presented in 
[3]. The authors focused on the load balancing of complex Unix tools and applied distinct 
prediction scheme described in [24]. The prediction is based on previous executions of 
programs considering their resource usages (such as CPU time, I/O operations) without 
taking into consideration their inputs. However, as was argued in [27] by an example on a 
tool from practice, such method does not work in general.  
Despite that, their prediction-based load sharing heuristics MINRT is well proposed 
and  evaluated  very  well  in  comparison  to  random scheduling  and  various  other  non-
prediction  based  heuristics.  The  algorithm  is  described  in  depth  in  [3]  and  can  be 
summarized as follows: 
1.  For an incoming task X, predict its CPU usage: CPUX. 
2.  Assuming round robin CPU scheduling discipline on the servers, estimate the 
expected response time as: 

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where Ni is the number of tasks on the node i, and CPUj are predictions of CPU 
times for tasks running on the node i. 
3.  Select the node k with lowest ri as the target node.   11
4.  Add prediction CPUX to the list of running tasks of node k. 
5.  When the task is done, remove it from the appropriate node’s list. 
The computation takes into account three factors: the number of processes in the 
queue (generally recommended criterion for fine-grain task scheduling [5]), the CPU time 
requirements of the task being scheduled, and the CPU requirements of processes running 
on the nodes.  
Several modifications were made in our application to address following issues:  
·  Fine-grain  services.  To  lower  the  overhead  of  the  load  balancer,  a  threshold 
CPUST for services with short CPU times is introduced and incorporated into the 
algorithm.  Such tasks have  minimal influence on the system performance and 
require fast allocation decisions. Hence CPUST is used as the minimal required 
CPU time in load balancer decisions. 
This value can be set by a statistical analysis of the history for all services or 
experimentally  by  measurements  of  CPU  time  of  a  simple  service.  The  latter 
approach was used in our implementation. 
·  Prediction may not be available for some tasks. In case of unpredictable services, 
an  average  CPU  time  from  previous  runs  or  CPUST  may  be  used  as  an 
approximation.  Both  variants  were  experimentally  evaluated  (see  section  5.3). 
Services where the prediction is not available are considered as tasks with short 
CPU times and approximated by CPUST. CPUST gives an underestimated expected 
resource usage.  
·  Nodes with the same minimal ri. The original algorithm left unspecified which 
node to choose if several nodes share the same minimal expected response time.  
First node selection or random selection, may lead to an ineffective choice as may 
be shown on this example:  
Consider two nodes with one task running on each of them, nodeA = {1000}, 
nodeB = {100}, and the prediction of an incoming task X, CPUX = 100. Both 
nodes have the same ri, however, the choice of nodeB may give better results.   12
CPU time is a continuous time variable and at the point of decision, a task on the 
nodeB may be almost finished.  
Hence, for equal expected response times, bias to select the node with lowest 
sum of predicted CPU times was added to our algorithm.  
The modified algorithm applied in our system is described as follows: 
1.  For an incoming task X, predict its CPU usage: CPUX. Approximate the CPUX by 
CPUST for tasks where the prediction is not available. For unpredictable services 
use CPUST or their computed average. 
2.  Estimate expected response time as: 

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where Ni, NSi, NPi are the total number of tasks, the number of tasks approximated 
as short time and the number of predictable tasks, respectively, for a node i. CPUj 
are predictions of CPU times for tasks running on the node i. 
3.  Select a node with k with lowest ri. If two nodes have the same ri, select the node 
with the smaller sum of all predictable tasks running on the system. 
4.  Add prediction CPUX to the list of node k only if it is larger than CPUST else 
increment NSi. 
5.  When  the  task  is  done,  remove  it  from  the  appropriate  node’s  list  (if 
ST X CPU CPU > ) or decrease NSi (for short-time executions). 
2.3.5  Limitations 
The prediction of CPU times is a powerful load indicator; however, there are several 
limitations in practice: 
·  Predictability based on run-time inputs. The prediction is very sensitive to the 
availability of the run-time data influencing the service execution time. Such data 
can be obtained from a file or database during task execution, which limits the   13
power of the prediction. Then only statistics about previous executions can be 
used.  
·  Effect  of  the  prediction.  The  optimization  of  server  CPU  usage  does  not 
necessarily lead to the decrease of mean response time. Client response time is 
dependent  on  many  other  components  of  the  system,  such  as  network 
communication or database.  
2.4  Extensions 
Several extensions have to be designed for the application of proposed algorithm to a 
production environment. This is out of scope of this introductory research; and therefore, 
the extensions are briefly summarized: 
·  Management  of  predictors.  The  system  may  contain  hundreds  to  thousands 
services with different frequency of usage. Predictors unused for long time or 
very rarely can be discarded or cached on the disk for further usage.  
·  Evaluation  of  predictors.  An  adaptive  evaluation  policy  for  the  predictors  is 
needed. Newly created predictors should be periodically evaluated using lately 
collected history to avoid incorrect predictions due to changes in the run-time 
input distribution. On the other hand, the profiling is an unnecessary overhead for 
well-evaluated predictors.  
·  Heterogeneous cluster. This can be easily achieved by weighting the CPU usage 
estimates produced by the predictor or by having a specialized predictor for each 
different hardware configuration.  
·  Distributed version. Even though a distributed version of the algorithm was not 
proposed, it can be relatively easily deduced. The idea can be informally depicted 
as follows: An incoming task is allocated to any node in the cluster using RR or 
Random  scheduling  policies.  This  is  done  for  example  in  client’s  stub.  The 
prediction gives us strong power for deciding whether to process the task locally 
or redirect it to another node. The tasks with short-time estimates are executed 
locally, whereas the tasks with long predicted CPU times are redirected to a node 
with  minimal  load.  This  knowledge  is  obtained  from  periodically  broadcasted   14
messages containing information about long jobs currently running on each node. 
Similar algorithm was also proposed in [3]. 
2.5  Practical Applicability 
The load sharing algorithm was intentionally proposed with an unspecified domain of 
application. Several assumptions about the environment were made and the requirements 
on the system can be summarized as follows (considering the load balancing scheme as 
proposed):  
1.  Distributed computing system consisting of fine-grain services. 
2.  Suitability of centralized dispatcher-based load balancing. 
3.  Allocation  of  stateless  tasks  or  allocation  of  stateful  tasks  among  nodes  with 
shared state information.  
4.  Availability of profiling of CPU times for service executions. 
5.  Obtainable  run-time  inputs  of  services  with  their  types  (with  respect  to  a 
programming language). 
6.  Homogenous cluster with respect to the hardware platform and the set of offered 
services. 
As an example, let us consider the application of the proposed algorithm to existing 
application  servers  based  on  Java  technologies.  The  implementation  is  relatively 
straightforward; the only functionality of CPU time profiling has to be added. The load 
balancing of stateful tasks with respect to their inputs is an open question and is left as 
the subject to a further research (see section 6).   15
3  Prediction 
3.1  Problem Description 
Previous executions of services are used to predict CPU times in order to support load 
balancer decisions. A simple statistical analysis and nonparametric regression based on 
neural networks is proposed to create predictors. 
Since the knowledge about the services is very little, the design of the prediction 
scheme  is  a  very  difficult  task.  On  the  other  hand,  it  must  be  emphasized  that  the 
estimates are used as heuristical information. Following properties may be expected if the 
domain of services is unspecified: 
·  Unknown relationship between run-time inputs and CPU times. The functionality 
of a service is unknown for the predictor. The service is generally a black box and 
its execution time may or may not depend on its run-time input. For example, 
matrix multiplication is an operation, where the CPU time is strongly correlated 
with the input.  
·  Little information about run-time inputs. The distribution of the inputs and the 
scale of the attributes are unknown. The only obtainable information is the type of 
attributes  (in  the  meaning  of  some  programming  language).  This  is  done 
automatically. The input vector may contain features irrelevant for the prediction 
or may not contain enough information to predict the performance. 
·  Noise in measurements. Resource usage measurements can be very noisy. This 
mostly occurs due to the inaccuracy of profiling.  
·  Recurrence of service executions. Services are usually executed many times with 
the same or similar input vectors. For most of the services, the number of runs 
will be large; hence a bulk of training data can be expected.   16
In  converse,  the  application  of  prediction  to  the  load  balancing  algorithm  poses 
following requirements on the predictor: 
·  Automated learning. The data analysis and the predictor generation must be fully 
automated with little parameterization from user.  
·  Precise  prediction  for  predictable  services.  The  predictor  is  expected  to  give 
reasonable precise predictions for services where the input is correlated with the 
CPU time.  
·  Low representational requirements. System may contain hundreds to thousands of 
services; and therefore, the predictor must have reasonable memory requirements. 
Thus, keeping a large knowledge base for every service is not possible. 
·  Low overhead. The load balancing of fine-grain services is very sensitive to any 
additional overhead. The predictor must have little overhead in comparison to the 
service execution time.  
3.2  Predictor Generation 
The  predictor  is  generated for  each  service  S.  The  creation  is  done  offline  in  the 
training period. The process is depicted in the flow chart diagram in Figure 3.1.  
   17
 
Figure 3.1: Predictor generation flow chart   18
The minimal number of samples Nmin is specified by the user. If there was not enough 
data collected, a predictor is not generated to avoid a misleading prediction.  
Otherwise, a constant time predictor (based on the historical average) is proposed to 
capture tasks with short or constant CPU times. The predictor will only be used if it 
evaluates well. Constant TS and the evaluation are described in the next section.  
If the service does not take any inputs and cannot be approximated by a constant, it is 
considered as unpredictable. 
Otherwise, measurements with the same input vector are averaged. If the samples 
shrink  to  a  small  number,  given  by  threshold  Tmem  (say,  several  dozens),  a  simple 
predictor based on the memorization is created. Since the averaged history is very sparse, 
any additional training would be in most cases unsuccessful and the generalization poor.  
Otherwise, an attempt to find a function expressing the relationship between inputs 
and CPU times is made. Such task addresses a regression problem (supervised learning 
problem in AI jargon), since the target variable is a continuous value. Having the set of 
input variables x = (X1, …, Xn), called explanatory variables in statistical terms, we are 
trying  to  find  an  approximating  function  to  fit  the  desired  output  values,  a  response 
variable  y.  This  can  be  written  as  a  formula  (without  considering  parameters  of  a 
regression model): 
i i i x f y e + = ) (  
where i iterates over the samples, F f Î is an approximation function from a rich class of 
functions and i e is an error of the approximation. The aim is to find a function f well 
expressing the relationship between input and output variables with a minimal error over 
the training set.  
The following chapters focus on the selection of an appropriate method for solving 
the regression problem and on the application of selected method to our problem. 
3.2.1  Predictor Evaluation 
Generated predictors must be evaluated in order to avoid misleading estimates (for 
example, if the inputs are not correlated with the CPU time for a service). The evaluation 
is performed on all the samples in the history. As was experimentally observed, the error 
in measurements is cumulative with respect to the length of profiling. Thus a proportional   19
approach  is  required.  The  difference  between  the  predictor  estimate  pred  and  the 
observed CPU time must belong to an interval [ ] a a, -  where the amplitude a is defined 
as  ) , max( : S ST T pred CPU a ´ = .  The  constant  TS  specifies  a  proportional  allowed 
deviation  and  is  a  parameter  of  the  learning  algorithm.  Values  not  belonging  to  this 
interval are considered as exceptions. Even if the prediction approximates well the target 
function, a small fraction of samples in the history can be out of this interval due to 
mistakes in measurements. The predictor evaluates well if the number of exceptions is 
less than a threshold value TOUT (say 5 %). 
3.3  Supervised Learning Algorithm Selection 
There are many regression techniques with different properties such as approximation 
capabilities, assumptions about the learning problem, training methods or recalling speed. 
The central requirements influencing the learning algorithm selection were proposed in 
section 3.1. From the wide variety of techniques the following were considered as the 
most suitable candidates for our application. 
3.3.1  Instance-based Learning 
This  family  includes  algorithms  such  as  the  k-nearest  neighbor  or  the  locally 
weighted  regression.  The  training  examples  are  stored  in  a  knowledge  base  and  the 
prediction is estimated at recall time from saved instances. Instance-based learning (IBL) 
algorithms can model complex target functions by different local approximations for each 
query instance. The description of the most common algorithms can be found in [13].  
There are several disadvantages of IBL methods with respect to our learning problem: 
(i) a high computational cost at the recall time (as these techniques are lazy learning 
methods), (ii) an assumption of Euclidian distance among the input vectors (what would 
be a distance between two inputs of an object type?), (iii) memory requirements (due to 
size of the knowledge base) and (iv) robustness to irrelevant features in the input vector 
and noise (although algorithms focused on this problem were proposed in [16,17]).  
3.3.2  Neural Networks 
Neural networks (NN) are complex models inspired by human brain. They consist of 
many simple processing units called neurons, which are interconnected in some way.   20
Several  types  of  NN  can  be  used  for  the  nonlinear  regression.  An overview of  such 
architectures is summarized in [15]. Feed-forward neural networks (FFNN) are the most 
suitable networks for our learning problem. Since the training is done offline, they belong 
to the family of eager learning methods. Neural network is a small model (in terms of 
memory cost) with fast recall time. 
There are two types of FFNN applicable to our problem (a detailed description of 
both architectures can be found in [11, 13]): 
·  Radial basis function neural networks. This architecture covers a gap between 
local and global approximation methods. The local property is given by a special 
type of neurons in the hidden layer based on spatially localized kernel functions. 
Otherwise, their behavior is similar to global approximation techniques, because 
the training is done offline. There are several effective algorithms to train them 
and determine the number of hidden neurons (summarized in [11]). 
·  Multi-layer perceptron neural networks. MLP networks are a subset of FFNN 
with  several  layers  and  neurons  using  a  sigmoidal  activation  function.  They 
produce  a  global  approximation  of  the target  function. In  comparison to  RBF 
networks, their training is slower and the determination of their architecture more 
complex.  
3.3.3  Statistical Methods 
There are various statistical methods for the nonparametric nonlinear regression [19]. 
Since these methods can be well replaced by an alternative of neural networks, they were 
not deeply investigated. MLPs are equivalent to the projection pursuit regression with a 
predetermined function (an activation function in the hidden layer) [15, 11]. If the size of 
hidden layer is allowed to grow, MLPs are alternatives to advanced statistical regression 
techniques such as smoothing splines or the kernel regression [15]. Further discussion of 
the relation between feed-forward networks as the nonparametric regression models and 
statistical methods can be found in [36, 37]. 
3.3.4  Discussion 
We decided to use the MLP neural networks in the introductory implementation. The 
main reasons are summarized in the following points:    21
·  Universal Approximators. MLP networks can be used as general-purpose flexible 
regression models that can approximate almost any function (as discussed in next 
section). 
·  Robustness  and  adaptability.  MLP  networks  are  good  at  ignoring  irrelevant 
attributes and adapting to the noise. 
·  Generic use. These models are by far the most used neural networks. They were 
successfully applied to a wide range of problems and there are many open-source 
software implementations of them.  
·  Computational  requirements.  A  trained  neural  network  has  a  tiny  size  in 
comparison  to  the  knowledge  base  of  instance  based  learning  algorithm.  The 
recall time is very fast because the NN are eager methods.  
Arguably,  the  RBF  neural  networks  could  be  also  applicable  to  our  problem. 
However,  they  were  not  used  in  our  preliminary  implementation  due  to  several 
difficulties:  
·  Hidden nodes based on kernel function. The calculation done in the hidden nodes 
is based on Euclidian metric, which could pose a problem due to the non-existing 
ordering of the inputs. The generalization is also a question when the input data 
do not indicate the spatial locality. As far as I know, there is no theoretical or 
experimental comparison between RBF and MLP networks in this area.  
·  Implementation.  An  effective  implementation  of  RBF  networks  is  relatively 
complex  due  to  complicated  training  algorithms  and  possible  numerical 
instabilities in naïve computation of kernel functions. To my knowledge, there is 
no open-source implementation of these networks in Java. 
·  Training time.  The  training  time  was  not a  major  concern  in  the  introductory 
research. 
A  fine-grain  service usually  implements  a  relatively  small  functionality.  Thus  the 
global approximation of the target function can be expected as satisfactory in the most 
cases.   22
Another possible approaches were not considered since it was beyond the scope of 
this  introductory  research.  Furthermore,  only  MLP  neural  networks  were  used  in  the 
experimental evaluation due to time constraints. 
3.4  Multi-layer Perceptron Neural Networks 
3.4.1  Introduction 
The subsequent sections discuss the application of MLP networks to our learning 
problem with respect to our preliminary implementation.  
MLPs are general-purpose flexible regression models that can approximate almost 
every function having enough hidden neurons and training data. This is given by the 
universal approximation property stating that a MLP with one hidden layer of sigmoidal 
units and an output layer with linear activation functions can approximate arbitrarily well 
any continuous function from one finite-dimension space to another one if enough hidden 
units are used. A proof outline can be found in [11]. 
It must be conceded that architectures with more than one hidden layer may be useful 
for some regression tasks. Such problems may be approximated with fewer weights than 
in a one hidden layer network [15]. On the other hand, it is very difficult to determine the 
architecture with more hidden layers and various problems arise, such as the increase in 
the number of local minima and the increase in training times. For our generic problem 
one hidden layer networks are fully sufficient. A constructive approach was employed to 
choose the right size of the hidden layer as discussed in the next chapter.  
The  network  architecture  is  depicted  in  Figure  3.2  (without  bias  weights).  Tanh 
nonlinearities (generally recommended activation functions [10, 12]) and linear activation 
functions are used in hidden and output neurons, respectively. The size of the input layer 
is  given by the number of attributes in the input vector. The data  representation and 
preprocessing is discussed in detail further in this chapter. Due to the popularity of MLPs, 
we would refer interested readers to [10, 11] for further information about feed-forward 
neural networks.   23
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Figure 3.2: Multi-layer perceptron network 
3.4.2  Network Size Selection 
The  neural  network  architecture  has a  significant  impact  on  its  performance.  The 
optimal size varies from a problem to a problem. When the network is too small, it cannot 
learn  the  problem  well.  On  the  other  hand,  a  too  large  network  suffers  from  the 
overfitting. There is no known technique on the estimation of the number of hidden nodes 
in general. Although many rules of thumb have been proposed, they usually do not work 
[12].  
Trial and error search is the typical approach if the user has control over the network 
architecture selection. An automated system has to use a more sophisticated technique 
consisting of a systematic procedure for exploration the space of possible architectures 
and a method for deciding which architecture to select. 
The simplest approach is to exhaustively search the space of neural networks in a 
restricted class, for example, the networks with one hidden layer with a given maximum 
number of hidden neurons. Then a network with best performance on validation set is 
selected. Such technique is computationally very expensive, although it is common in 
practice [11].  
Various algorithms were developed for effective selecting the right size of network. 
There  are  two  variants  of  the  search  for  the  desired  architecture.  The  first  set  of 
algorithms  starts  with  a  small  network  and  new  hidden  units  and  weights  are 
incrementally added until the solution is found. Such algorithms are called growing (or   24
constructive). Methods in the second group, called pruning, train a large network first and 
then some hidden units or weights are removed until an acceptable solution is found. 
There are several advantages of constructive methods over pruning methods making 
them more suitable for our problem. Growing algorithms search for small networks first 
which makes training more economical. They are more likely to find a smaller network. 
This fact lowers the overhead of the predictor at the recall time. However, the algorithms 
are in most cases suboptimal and do not guarantee finding the smallest network (this is 
usually NP-hard [14]).  
3.4.2.1  Constructive Algorithms 
The literature offers a wide variety of different constructive approaches [10, 11, 14, 
38, 29, 26], as is well summarized for regression problems in [14]. The training initially 
starts with a small network containing no or several hidden nodes. The new weights and 
units  can  be  added  in  various  ways.  The  most  common  methods  can  be  briefly 
summarized as follows:  
·  One new neuron is added to the hidden layer each time. Such approach is usually 
referred to as a dynamic node creation. 
·  A commonly discussed approach called cascade-correlation adds one new neuron 
each time; however, it is connected to all the previous units in the network.  
·  Instead of adding a new node, a suitable hidden node is selected and split. 
The approaches also differ in how the new units are trained. The simplest method is 
to retrain the whole network. Smarter methods train only newly added weights; the other 
weights remain frozen.  
The whole problem can be defined as a state-space search problem [14]. An important 
characteristic  of  a  constructive  algorithm  is  the  preservation  of  the  universal 
approximation  property  and  the  convergence  to  the  desired  function.  Not  every 
constructive  algorithm  satisfies  these  properties.  Both  of  them  obviously  hold  for 
dynamic node creation methods.    25
3.4.2.2  Implemented Constructive Algorithm 
Unfortunately, there is no comprehensive performance comparison of constructive 
algorithms [14]. Hence, a simple constructive approach was chosen in our preliminary 
implementation. It is based on the original dynamic node creation algorithm proposed by 
Ash [37] and ideas from Bello [38]. The initial hidden layer size is set according to the 
rule of thumb as twice the input layer size [12]. This network is trained for a period of 
time; say hundreds of iterations (note that similar method is used in cascade-correlation 
algorithm). Then a pre-specified number of new nodes are added to the network. The 
weights to the former units are reused from the previous network; the weights connecting 
the  new  nodes  are  initialized  randomly.  The  whole  network  is  then  retrained  due  to 
restrictions of our implementation library.  
This process continues until the maximum allowed number of nodes is reached or the 
generalization performance begins to deteriorate. There are number of approaches for 
detection  of  such  state  (see  discussion  about  generalization  in  section  3.4.6).  The 
Akaire’s Information Criterion was used in the implementation. The final network is then 
intensively trained. 
The whole training algorithm is discussed in detail in the implementation section. 
3.4.3  Learning Algorithm 
The  selection  of  an  effective  training  algorithm  is  a  difficult  issue  for  a  generic 
problem. A variant of back-propagation was used in our implementation. This section 
describes  training  of  neural  networks  and  discusses  the  suitability  of  the  back-
propagation algorithm for our problem in the end.  
3.4.3.1  Network Training Using Back-propagation Algorithm 
The back-propagation algorithm is the most widely used algorithm for the training of 
the multilayer feedforward networks. The term means two things: 1) an effective method 
to calculate the derivates of network error with respect to its weights and 2) a gradient 
descent optimization algorithm to update the weights of the network. The training based 
on the back-propagation is a supervised learning procedure. Pairs of [input, output] data 
are presented to the algorithm. The purpose of the optimization algorithm is to update the 
weights in the network in order to minimize the error (given by a cost function measuring   26
the differences between network output and desired values) on patterns in the training set. 
The  back-propagation  training  algorithm  belongs  to  the  family  of  off-line  methods, 
because the training and recall operation occurs at different time periods. 
An error can be calculated using mean-square error function defined as: 
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where p iterates over the samples in training set (of size P), i iterates over the output 
nodes (network has N outputs), and the dpi and ypi are the desired and network output 
values,  respectively.  The  MSE  is  the  most  common  choice  for  the  cost  function  in 
regression problems. It was also applied in our implementation. The error function will 
be denoted as E.  
A training algorithm can be described as follows: 
1.  Forward propagate a training pattern to obtain the network output. 
2.  Calculate the error with respect to the desired output value. 
3.  Calculate the error derivates with respect to each weight:  ij w E ¶ ¶ / . 
4.  Adjust the weights by an update  ij w D in order to minimize the error. 
5.  Repeat until some criterion is reached. 
The effective computation of  ij w E ¶ ¶ /  in the back-propagation algorithm assumes 
feedforward  indexing  of  nodes,  and  differentiable  error  and  nonlinear  activation 
functions. It is based on a chain of successive derivations and is widely discussed in 
neural network literature, for example [10, 11]. The gradient of E with respect to the 
weights points in which direction the error increases the most. Back-propagation as the 
optimization method  based  on  the  gradient  descent adjusts  the weight  in  an  opposite 
direction by the update: 
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where h > 0 is a small number called learning rate. Such updates modify the weights in 
order to reach a minimum on the error surface.   27
3.4.3.2  Learning Rate Selection 
The choice of learning rate is a very important parameter of the learning algorithm 
influencing its training time and convergence. A small learning rate would lead to slow 
convergence. On the other hand, a large value could over jump a local minimum and lead 
to the divergence. Although there are typical ranges for these parameters and various 
rules of thumbs, they do not work in general [10]. An appropriate selection is affected by 
many  other  criteria such as  the distribution  of  training  data and the  difficulty  of the 
problem.  
A mini-search for right values or an adaptive technique is required to avoid poor 
performance.  Note  that  momentum  was  not  used  in  the  implementation,  since  it 
introduces similar problems with selection as the learning rate. A detailed discussion of 
problems with learning rate and momentum choice can be found in [10]. 
3.4.3.3  Rprop – an Adaptive Variant of Back-propagation 
There are many adaptive algorithms to avoid the problem with choosing the learning 
rate and accelerate the training. Most of them are heuristical and work better on some 
problems. They usually have several parameters that might not be easy to tune. For our 
generic learning problem a robust learning technique is demanded. Among many others, 
Rprop, a batch-mode training algorithm, was chosen as a variant to the standard back-
propagation in our implementation. Its description and discussion follows the outline in 
[10]. 
Rprop seems to be enough reliable in general and has fewer critical parameters than 
other methods. The main difference from other methods is that the weight updates and h 
adjustments depend only on signs of error derivates. It can be argued, that the gradient 
magnitude can change greatly from one step to another and it is completely unpredictable 
on a complicated error surface. The sign of error derivate still gives information whether 
to increase or decrease the weights. 
Each weight wij has its own update value Dij defined as:   28
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where t is time and 
+ - < < < h h 1 0 . The change in the sign of the error derivates means 
that the last update was too big and over jumped a local minimum; hence the update 
value is decreased by 
- h . If the signs are not changing, the system is moving steadily and 
the Dij can be increased. 
The weights are updated by following rules: 
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There is one exception to the weight update rule – if the gradient derivate changes the 
sign (indicating over jumping a minimum), then the last weight updated is taken back: 
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Typical values of the parameters are:  1 . 0 0 = D (for initialization of deltas),  2 . 1 =
+ h , 
5 . 0 =
- h , 
6
min 10
- = D  and  50 max = D (fox maximum and minimum update values). These 
default values seem to work well for most of the problems and the value of the most 
significant parameter 0 D is not so critical [10]. The same initialization was used in the 
implementation.  
Further  discussion  of  Rprop  success  and  description  of  other  adaptive  learning 
methods, including advanced optimization techniques, can be found in [10]. 
3.4.3.4  Discussion 
The back-propagation as the optimization technique has been successfully applied to 
many real problems. The most common complaint about this learning procedure is its   29
slow  convergence. Training  of  difficult  problems  can  take thousands of  iterations.  In 
many cases the right representation of data, the choice of network architecture, and the 
error function are more important factors of the training speed than the algorithm itself. 
There are various optimization methods faster than the back-propagation. However, 
these methods usually require some assumptions to be satisfied. Although the solution 
can be found quickly for some problems, it may lack good generalization. Instead of 
discussing the alternative optimization techniques, I would like to argue of the suitability 
of back-propagation in our generic problem by quoting from [10]:  
 “It  has  been  said  that  ‘back-propagation  is  the  second-best  method  for 
everything’. That is there are many algorithms which are faster and give better 
results in particular situations, but back-propagation and simple variants often do 
surprisingly well on a wide range of neural network training problems.” 
Although the learning time was not a major issue in the introductory implementation, 
some common techniques were employed to accelerate the training such as usage of the 
tanh nonlinearities, the normalization of input/output data, the constructive algorithm to 
find the right size of the network and Rprop variant of back-propagation.  
3.4.4  Weight Initialization 
The initial weights determine a starting point on the error surface. The appropriate 
selection helps to speed up the training by starting from a better initial solution and to 
avoid some problems such as saturation. A common approach is to set the weights to 
small random values. Small values are important to avoid saturation in sigmoidal units. 
Random  values  are  required  to  break  the  symmetry;  otherwise  every  neuron  would 
compute the same function.  
A recommended range  for random initialization is an interval:  ( ) N A N A / , / - , 
where N is the number of inputs and A is a small constant between two and three [10]. A 
more precise range can be calculated if the statistical distribution of the inputs is known.  
A typical approach, called random initialization, is to train several networks for a 
short  period  with  different  random  initializations  and  then  select  the  best  for  further 
training. The chance of convergence into a good (possibly global) minimum increases as   30
several networks attracted by different basins in the error surface are trained. This method 
is referred to as random restarts and was used in the implementation to initialize the 
weights of the initial network and the weights connecting newly added neurons by the 
constructive algorithm. 
Other approaches, such as heuristical methods to constrain the random initialization 
or nonrandom initialization based on Principal Component Analysis to approximate the 
solution can be found in [10].  
3.4.5  Training Termination Criteria 
There  are  various  methods  for  terminating  the  training  [11].  The  following 
approaches are the most suitable for our learning problem: 
·  Stop when the error on validation set starts to increase. A common approach 
denoted as early stopping. See further discussion in next chapter. 
·  Stop after a fixed number of epochs. Although it is difficult to set this threshold 
for a generic learning problem, it is required due to limited amount of time. This 
can be determined dynamically by the total available training time 
Both approaches were used in the implementation. The top bound to the number of 
training epochs was to a conservative value to allow natural termination due to increase 
in the error on validation set. 
Note that another variants, such as stopping when the error change is under given 
threshold,  are  not  appropriate,  since  the  bound  cannot  be  determined  for  a  generic 
problem. 
3.4.6  Generalization 
Generalization can be defined as finding a function that “reasonably” approximates 
the desired values. Theoretically, without any constraints on the learning system, one can 
always find a function to fit the training data perfectly (for example, a look-up table 
containing all the patterns). However, we want the learning system to capture the target 
function, so that it produces reasonable outputs on new, not yet seen, inputs.  
The  generalization  property  is  very  important  property  for  our  problem  since  the 
collected  data  can  represent  only  a  small  fraction  of  possible  inputs  (used  by  the   31
application). On the other hand, this is a difficult issue for a generic problem with a lack 
of additional information about the target function. The topic is discussed in more detail. 
3.4.6.1  Factors Influencing Generalization 
There are various factors influencing the generalization of the neural network [10]: 
·  Network complexity and target function. 
The  size  and  the  structure  of  the  network  place  an  upper  bound  on  its 
representational  capability.  The  learning  system  must  be  powerful  enough  to 
approximate the target function. One hidden layer MLP networks have powerful 
representation capabilities since they are universal approximators. The size of the 
network is determined dynamically with the respect to the particular problem as 
described in section 3.4.2. Heuristical techniques discussed in the next chapter are 
employed to fight the well-known problem of the over/underfitting. 
·  Training samples. 
In  order  to  obtain  good  generalization,  the  training  data  must  reflect  all 
significant  features  of  the  target  function  in  its  whole  interval.  The  learning 
algorithm based on MSE tends to favor densely sampled regions over infrequent 
ones. Thus, large training sets may be required to capture important features of 
the target function in low density regions.  
Similarly, a large data set is needed, when there is no knowledge about the 
complexity  of  the  target  function  to  constrain  the  number  of  possible 
approximations. General rule of thumb is to have the training set several times 
bigger than the number of weights in the network [10].  
Finally, larger training sets improve the accuracy when approximating noisy 
data.  
The minimum size of the history Nmin is conservatively set in relation to the 
maximum number of allowed hidden nodes. Sampling of the training data is done 
in the typical run of the system specified by the user. This should provide data 
well expressing the target function. The predictor is then periodically evaluated 
and discarded if the prediction is poor. This can occur if the input distributions   32
change  radically,  for  example,  due  to  an  inappropriate  collection  period  or  a 
change  in  client’s  behavior.  Furthermore,  if  the  averaged  history  is  sparse,  a 
simple predictor based on memorization is proposed. 
·  Learning algorithm 
The  learning  algorithm  generally  does  not  constraint  the  approximation 
capabilities, however, it is usually not perfect since it tries to find a solution in 
reasonable amount of time from many possible hypothesizes. An example of a 
suboptimal  solution  is  convergence  into  a  local  minimum.  Every  learning 
algorithm, except for purely exhaustive techniques, uses some kind of heuristics 
to find the solution. This poses bias towards some approximations. The back-
propagation family of algorithms has bias towards simpler solutions, which could 
be  argued  as  its  success  on  many  real  problems  [10].  The  learning  algorithm 
selection is discussed in detail in section 3.4.3.4. 
Let me close this section with a citation from the conclusion of detailed theoretical 
discussion on the generalization in [10]: 
 “In most problems, many of these factors will not be critical.”  
3.4.6.2  Techniques for Improving Generalization 
Literature offers wide range of heuristics to improve the generalization [10, 11, 12]. A 
subset of the most common and applicable techniques to our generic learning problem is 
briefly discussed: 
·  Early  stopping.  The  error  typically  decreases  on  the  training  set  during  the 
training. However, if one measures the error with respect to an independent set, 
called a validation set, the value decreases first and then it starts growing. The 
training can be stopped at the turning point as the network starts to over-fit. Such 
network is expected to have the best generalization.  
·  Constructive and pruning techniques. The architecture of the neural network has a 
significant  impact  on  its  performance  as  is  discussed  in  section  3.4.2.  These 
methods  are  essential  in  order  to  obtain  a  good  generalization  for  a  generic 
problem.    33
·  Cross-validation is an enhanced variant of early stopping appropriate for training 
sets with limited amount of data. The training samples are randomly partitioned 
into  a  S  subset.  Data  from  S-1  partitions  are  used  for  the  training  and  the 
remaining subset is used for the validation. This process is repeated S times where 
a different subset is separated for the validation of each iteration. 
·  Algebraic  methods.  Various  algebraic  criterions  have  been  developed  for  the 
assessment of the generalization performance. They have a form of: 
PE = training error + complexity term 
where PE is the prediction error and the second term represents a penalty for the 
model according to its complexity. The goal is to minimize the prediction error to 
obtain a good trade-off between underfitting and overfitting. If the model is too 
simple, the first term will be large. In converse, the second term will be large for a 
too  complex  model.  Akaire’s  information  criterion  (AIC)  is  an  example  of 
commonly used criterion. It is defined by formula: 
k MSE N PEAIC 2 ) ln( + =  
where N is the number of samples in the training set and k is the number of 
network weights. This method was originally proposed for linear models although 
it is commonly applied to the neural networks. A more complex variant of AIC 
considering nonlinearity and other criterions are summarized in [18, 10]. 
Several  methods  discussed  above  were  combined  in  the  implementation.  The 
constructive algorithm is used to select the appropriate network size in the class of feed-
forward networks with one hidden layer. Early stopping is employed as the termination 
criterion. AIC is applied as the criterion for stopping the network growth. Despite its 
limitation to linear models, it has experimentally evaluated well; and therefore, it was 
used in the implementation (see the section 5.2.2). Although the cross-validation is not 
included in the implementation, it is a very recommended extension for the production 
version. 
It  should  be  noted,  that  regularization  is  another  commonly  used  technique  to 
improve  the  generalization.  Its  application  to  our  general  problem  is  inappropriate   34
because it introduces an additional parameter that is not easy to determine generally. Its 
description can be found in [10, 11]. 
3.4.7  Data Pre- and Post-processing 
The performance of neural network would suffer if raw numerical data were used 
directly.  In  our  problem,  first  the  input  data  must  be  mapped  into  an  appropriate 
numerical  representation,  since  the  neural  networks  accept  only  real  values.  Second 
transformation updates the scaling of the numerical data. 
3.4.7.1  Data Representation 
Attributes of the input data passed to a service are represented in the meaning of types 
of  a  programming  language.  Numerical  representation  can  be  defined  by  structural 
induction on type of an attribute as follows. 
Primitive types can be easily converted into numerical values:  
·  Integer: injective mapping into real values 
·  Real: identity mapping 
·  Boolean: {true ® 1, false ® 0} 
The  numerical  representation  of  complex  types  is  more  complicated  since  it  is 
dependent on the usage of attributes in the service. Without static analysis of the source 
code  or  additional  knowledge  from  the  user,  only  a  heuristical  mapping  based  on 
common programming practices can be proposed:  
·  Array:  Arrays  are  usually  used  to  iterate  through  them.  Hence  a  mapping  is 
defined to reflect its size: Array
N ® [size1, …, sizeN], where N is the dimension of 
the array and sizei is the size of the respective dimension. 
·  Object  values  are  the  most  difficult  to  represent  without  any  additional 
information from the user. If the definition of an object type cannot be obtained 
(for example an interface), its presence is only marked by constant 1 or –1 for null 
value. Otherwise, the object value can be recursively mapped by considering its 
fields. The depth of recursion should be set to a small number (such as one) to 
avoid additional overhead and increase in the dimension of the input space.   35
Several variants of object types should be treated as exceptions (if applicable 
to the given programming language), for example: 
o  String has usually a specific meaning in programs. Short strings can be 
considered  as  categorical  values  and  mapped  as:  
{valuei  ®  i,  null  ®  -1,  unknown  ®  -2},  where  i  iterates  over  unique 
values in the training set and unknown represents an unseen value. 
Long  strings  are  represented  by  their  length.  Such  values  usually 
contain text; and therefore, this representation is more appropriate.  
o  Collections are commonly used types in the object-oriented programming. 
Comprehension of these types leads to more expressive representation, for 
example: an attribute a of type java.util.List is mapped as a.length(). 
The  definition  given  above  is  quite  informal  and  suggests  the  mapping  for  the 
automated  learning  system.  For  a  particular  programming  language  a  more  precise 
definition  is  needed.  The  same  mapping  as  proposed  was  used  in  our  Java 
implementation. 
The transformation occurs at two different times. When the history is collected, the 
transformation is needed to avoid logging of large objects and to lower the size of history.  
The transformation also occurs at the recall time. 
Filtering of irrelevant features in the input vectors was left on the training algorithm. 
The weights leading to such attributes can be trained to a small value approaching zero. 
Without the recursion of object representation, the dimension of the input space is low (in 
order  of  units).  For  example,  one  can  hardly  find  a  function  taking  more  than  10 
parameters. If the recursion of object types is employed, the dimension of the input space 
can grow dramatically. This poses two problems. First, the overhead of the whole system 
increases due to complex representation transformation. Second, it is a learning problem 
(referred to as curse of dimensionality in AI literature [10]), since the number of collected 
samples becomes a tiny fraction of the whole input space.  This issue is left as an open 
question for the further research and possible solutions to this problem are sketched in the 
next chapter.   36
3.4.8  Normalization 
The second transformation applied to the data is rescaling of the input values (and 
inverse rescaling of the network output). Different variables may have different value 
ranges and magnitude of variables may not reflect their importance in determining the 
output [11]. Rescaling ensures that all values have similar ranges.  
Normalization [12] was applied in our implementation. This linear transformation 
guarantees that all the inputs are in order of unity as are the randomly initialized weights. 
For a set Xi containing values of i-th input attribute a normalized set  i X¢ is computed as 
follows:  
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where U and L are desired upper and lower bound values. These parameters were set 
according to common recommendations [12]: U = 0.9 and L = -0.9, U = 0.95 and L = 
0.05 for tanh and linear activation functions respectively. 
3.5  Discussion 
A simple but powerful automated predictor generation scheme was proposed. This 
system evaluated very well on relatively simple examples (see chapter 5). In order to 
support prediction of wider set of more complex services, several extensions must be 
implemented. This especially includes following issues, which were left as subject to a 
further investigation: 
·  Exceptions to global approximation. The global approximation is expected to be 
satisfactory  for  most  of  the  services.  However,  some  inputs  may  not  be 
approximated  by  a  global  function  well.  Such  vectors  must  be  treated  as 
exceptions. For example, a function may return immediately if an attribute value 
is null, otherwise a computation is performed. A simple solution is to memorize 
limited amount of the most common exceptions when the predictor is evaluated. 
A  more  sophisticated  approach  is  to  employ  a  hybrid-learning  algorithm 
combining a global module for the approximation of adequate input vectors and a   37
local module for capturing exceptions. GLL2 is an example of such an approach 
[23]. Neural network is used as the global module and instance-based learning 
method is employed for handling of exceptions.  
·  Irrelevant features filtering. The input vector can contain irrelevant features with 
respect  to  the  execution  time  and  these  should  be  filtered  out  to  lower  the 
dimension of the input space. However, this is a difficult problem if no additional 
knowledge about the input data is given. For example, the authors in [27, 28] 
incorporated a priori obtained information (from developers and experts in the 
field) in order to avoid this problem. Unsupervised learning methods (based on 
neural networks) and Principal Component Analysis can be applied to generic 
problems. Both techniques are described with discussion of their limitations in 
[11]. 
Another approach is to limit the maximum dimension and leave the irrelevant 
features filtering on the neural network.  In order to fit the data representation to 
such a maximum, the object recursion can be turned off, or only fields with a 
significant  contribution  to  the  execution  time  are  included.  Such  fields  are 
determined heuristically, for example, one can select array and collection fields 
only. 
·  Constant  TS  setting.  The  value  TS  determines  if  the  predictor  is  used  for  the 
forecasting, or the service is left as unpredictable due to high difference between 
predictor estimates and measurements. This threshold value cannot be concluded 
from  the  current  experiments  and  is  a  subject  to  a  further  investigation  (see 
experiments results for further discussion).    38
4  Implementation 
The proposed load balancing algorithm was evaluated in a custom framework written 
in Java. The implementation consists of over 7000 lines of source code and is briefly 
described  in  this  chapter.  Further  information  can  be  obtained  from  the  Javadoc 
comments. The simulation environment may be compiled and the experiments executed 
with provided Ant build scripts. 
4.1  Simulation Environment 
The  simulation  framework  for  the  evaluation  of  the  load  balancing  system  is  a 
client/server  application  based  on  Java  RMI.  The  interfaces  of  the  server  and  the 
centralized  load  balancer  are  depicted  in  Figure  4.1.  The  core  method, 
executeService(),  executes  a  service  with  a  given  name  and  set  of  input 
parameters. The server’s method has an additional parameter specifying if profiling of the 
CPU time is enabled.  
 
Figure 4.1: Server and LoadBalancer interfaces   39
 
Figure 4.2: Task representing a service and the implementing classes 
The set of services is given in the server configuration. Each service inherits the 
interface  depicted  in  Figure  4.4.  For  the  experimental  purpose,  the  input  and  output 
parameters  are  represented  by  the  interface  Param.  Its  class  diagram  and  inheriting 
classes  are  depicted  in  Figure  4.3.  The  most  important  methods,  toDouble()  and 
toString(),  return  the  numerical  and  string  data  representation,  respectively.  The 
ComplexParam  serves  as  a  data  holder  for  objects  values,  which  are  represented 
recurrently by their fields.    40
 
Figure 4.3: Input parameters representation 
The load balancing policies are implemented as plug-ins by a class inheriting the 
interface SchedulingPolicy. Figure 4.4 depicts the interface and the implemented 
location policies. The method selectServer() selects a node. The policy is notified 
about  the  end  of  task  execution  by  calling  taskDone()  method.  The 
PredictorSchedulingPolicy class maintains a set of predictors, one per service, 
and state information for each server (consisting of a list of currently running services 
with their predictions).   41
 
Figure 4.4: Scheduling policy interface 
The predictors are considered as plug-ins to the load balancing policy with interface 
depicted  in  Figure  4.5.  The  update  methods  serve  for  statistical  purposes.  The 
implementation of statistical functionality and other experiment-related features can be 
found in the package framework.util.  
 
Figure 4.5: Predictor class diagram   42
The  profiling  capability  is  based  on  Java  5.0  ThreadMXBean  functionality  that 
offers detailed thread monitoring. Each service execution is run in a separated thread 
obtained from the thread pool. Another thread is used for the monitoring of the CPU 
usage.  The  CPU time of  all  newly created  threads  and  the  original  one  are  summed 
together  as  the  resulting  value  of  CPU  time  for  the  service  execution.  The  service 
profiling capability is implemented in the class ProfiledTask. 
4.2  Predictor Framework 
The  predictor  generation  reflects  the  algorithm  depicted  in  Figure  3.1  and  is 
implemented  in  the  class  framework.predictor.learning.Learner.  The 
neural network construction algorithm is described as follows: 
1.  Create a network with an initial size (two times input layer size) and train it. 
2.  Repeat the following steps until the maximum number of hidden nodes is not 
reached: 
a.  Train  a  new  network  with  the  size  of  (previous  network  size  + 
LINEAR_CONSTRUCTION_STEP). 
b.  Calculate the AIC for the new network. If the value is larger than the 
previous one, stop growing and exit the loop. Otherwise continue. 
3.  Train the last network extensively. The training continues until the maximum 
number  of  epochs  is  reached  (specified  by  NUMBER_OF_EPOCHS)  or  the 
validation error starts increasing. 
The network training algorithm for a given size is implemented as follows: 
1.  For a number given by WEIGHT_SEARCH_RESTARTS repeat: 
a.  Copy the weights of previous (smaller) network and initialize the rest 
of  the  weights  to  random  numbers  (weights  connecting  the  new 
neurons). 
b.  Train the network for WEIGHT_SEARCH_EPOCHS epochs or until 
the validation error starts increasing.  
c.  Add the network to the pool of best networks.  
2.  Train all the networks in the pool for WEAK_TRAINING_EPOCHS or until 
the error on the validation set starts increasing.   43
3.  Return a network with best error on the validation set. 
4.3  Configuration 
The configuration for the network training and the predictor generation is depicted in 
Figure  4.6  and  Figure  4.7,  respectively.  These  settings  are  referred  to  as  a  default 
configuration in further sections. 
public class LearningConfig { 
    /** The growing step of the constructive algorithm */ 
    public static  int LINEAR_CONSTRUCTION_STEP = 7; 
 
    /** Configuration for initial weights search - implementation of random restarts */ 
    public static  int WEIGHT_SEARCH_EPOCHS = 100; 
    public static  int WEIGHT_SEARCH_RESTARTS = 3*LINEAR_CONSTRUCTION_STEP; 
  
    /** The maximum size of the hidden layer */ 
    public static  int MAX_HIDDEN_SIZE = 150; 
     
    /** The maximum number of epochs for extensive network training */ 
    public static  int NUMBER_OF_EPOCHS = 50000;     
    /** The number of epochs for network training after the random initialization */   
    public static  int WEAK_TRAINING_EPOCHS = 1500; 
     
    /** The minimum number of samples that must be collected to create a predictor */ 
    public static  int MIN_SAMPLES = 2000; 
 
    /** The maximum number of training samples for neural network */ 
    public static  int MAX_LEARNING_DATA_SIZE = 2500; 
 
    /** The size of validation set */ 
    public static  double VALIDATION_SET_SIZE_RATIO = 1d/4d; 
 
    /** The maximum number of samples for memorization */ 
    public static  int MAX_SAMPLES_HASHING = 20; 
} 
Figure 4.6: Default configuration for the network training 
public class PredictorConfig { 
    /** The predicted performance criterion */ 
    public static String PREDICTION_CRITERIA = Param.PARAM_CPUTIME; 
 
    /** CPUST value */ 
    public static int SHORT_TASK_MAX = 250;          // [ms] 
 
    /** TS value */ 
    public static double TOLERATED_PREDICTION_ERROR = 0.3; // [%] 
 
    /** TOUT value */ 
    public static double TOLERATED_OUT_OF_ERROR_PREDICTION = 0.05;   //[%] 
} 
Figure 4.7: Default configuration for the prediction generation algorithm   44
5  Experimental Evaluation 
5.1  Methodology 
Both  proposed  algorithms  were  evaluated  in  the  simulation  framework.  The 
experiments can be split into two groups: 
·  Evaluation of the predictor generation. Learning algorithm was evaluated on a 
separate set of toy examples in order to target some learning-specific problems.  
·  Evaluation  of  the  load  balancer.  Proposed  load  balancing  algorithm  was 
evaluated on a set of JavaGrande benchmarks [4] using the learning algorithm 
with tuned parameters from the evaluation on toy examples. 
All the simulations were performed on PC machines running Sun Java 2 Standard 
Edition JDK 5.0. 
5.2  Prediction Evaluation 
A set of services referred to as toy examples was designed to target learning-specific 
problems: 
·  Irrelevant attributes in the input vector. 
·  Services with different time complexity functions. 
·  Noise in measurements. 
·  Limited number of different input vectors. 
·  Effect of the history averaging. 
·  Effect of the AIC as termination criterion of the constructive algorithm. 
Predictors  were  created  for  two  performance  indicators:  the  CPU  time  and  the 
execution time. Historical data containing 3000 samples were synthetically generated as   45
described below. Unless otherwise specified, all the measurements were run on a clean 
unloaded machine (Athlon 1800, 512 MB RAM) running Windows XP. 
5.2.1  Toy Examples 
The set of toy examples consists of services described as follows: 
5.2.1.1  Factorial 
Description: Computation of factorial using naïve method. 
Function signature: BigInteger factorial(int n); 
Purpose:  Evaluate  predictability  of  a simple  task  with  the  linear  time  complexity 
(considering the number of multiplication). 
Data generation: Randomly selected number in the interval [0, 15000). 
Expected result: Well predictable for both performance criterions. 
5.2.1.2  MergeSort 
Description: Sorting of an array of integers using MergeSort algorithm. 
Service signature: int[] mergeSort(int[] array, int i1, int i2, 
double i3, Boolean i4, String i5); 
Purpose: Evaluate predictability of a simple task with artificially added irrelevant 
attributes to the input vector. The time complexity is O(n*log n), where n is the size of 
the array. 
Data generation: The array was initialized by random numbers. The size of the array 
was set randomly in the interval [0, 15000). The irrelevant attributes i1 to i4 were set to 
random values with respect to their types. The last value in the vector was initialized to a 
constant string.  
Expected result: Well predictable for both performance criterions. 
5.2.1.3  GraphSearch 
Description: Search for a path in a randomly created graph using A* algorithm. 
Service  signature:  boolean  graphSearch(int[][]  matrix,  int 
startNode, int[] goals, int[] heuristics); 
Purpose:  Evaluate  the  behavior  of  the  learning  algorithm  on  an  unpredictable 
problem. The graph search problem is completely randomly generated, including the start   46
node and the goal nodes. Thus the performance of this task does not even depend on the 
size of the graph. 
Data  generation:  The  generation  algorithm  can  be  found  in  the  source  code.  Its 
function can be summarized as follows:  
·  The number of nodes is a random number in the interval [1, 100). 
·  The graph matrix was created with ¼ probability of nonexistence of an edge. 
The edge costs were randomly assigned. 
·  The start node and the goal nodes are randomly selected. 
·  The heuristical function is randomly generated.  
Expected result: Unpredictable for both performance criterions. 
5.2.1.4  Permutations 
Description: Generation of all permutations of set of symbols. 
Service signature: void permutations(int[] symbols);  
Purpose: Evaluate the approximation of difficult function (the time  complexity is 
O(n!)) with very limited number of different inputs. 
Data generation: An array of random size in the interval [1, 12).  
Expected result: Well predictable if memorization of all input patterns and the history 
averaging  is  used  for  both  performance  criterions.  The  approximation  by  the  neural 
network is a challenging issue. 
5.2.1.5  Branching 
Description: The execution of this task divides according to an input parameter into 
four branches with different constant execution time. 
Service signature: void branching(String branch);  
Purpose: Evaluate the approximation of step function.  
Data generation: A randomly selected string from a set of four elements.  
Expected result: Well predictable if memorization of all input patterns and the history 
averaging is used for all performance criterions. The approximation by neural network is 
a challenging issue.   47
5.2.1.6  RmiPi 
Description: Remote computation of p to a given number of digits. The server was 
running on an unknown, slightly loaded machine in the Czech Republic. The client was 
located on the K-State network. 
Service signature: BigDecimal rmiPi(int n);  
Purpose: Evaluate the predictability of highly noisy measurements. The execution 
time includes the network communication.  
Data generation: A randomly selected number in the interval [1, 20000).  
Expected result: The predictability is a challenging issue for the execution time due to 
a large amount of noise. The CPU time is expected to be well predictable.  
5.2.2  Results 
Various tests were run to tune up the parameters of the constructive algorithm, such 
as the number of random restarts or the weak training period. The final parameters of the 
learning  algorithm,  referred  to  as  a  default  configuration,  are  described  in  the 
implementation section. This configuration was used for the final tests.  
Table 5.1: Final learning tests 
Table  5.1  summarizes  the  set  of  final  tests  designed  to  evaluate  the  predictor 
generation. The experiments were run for all the toy examples. Each test was executed 
two times in order to address the determinism of the network construction algorithm. The 
Test Id Purpose Configuration
Lt1
Initial test evaluating the predictability 
of the toy examples. The increase in 
the validation error is used as the 
termination criterion of network 
growth.
Default configuration
Lt2
Effect of the AIC as the termination 
criterion for network growth.
Default configuration, but 
USE_AIC = true
Lt3
Effect of the history averaging on 
network construction and 
approximation capabilities.
Default configuration, but 
COMPRESS_DATA = true
Lt4
Neural network creation if the history 
averaging and AIC are used.
Default configuration, but 
USE_AIC = true and 
COMPRESS_DATA = true
Lt5
Final test with the enabled 
memorization  for problems where 
the averaged history is very sparse.
Default configuration, but 
USE_AIC = true and 
COMPRESS_DATA = true and 
HASHTABLE_PREDICTOR_ENABLED = true  48
hash table predictor was not enabled in first four experiments, since we focused on the 
evaluation  of  neural  network  prediction.  Table  5.2  and  Table  5.3  characterize  the 
profiling overhead and the statistical properties of collected data, respectively. 
Table 5.2: Profiling overhead for toy examples 
Table 5.3: Statistics of generated data for toy examples 
The results of tests Lt1 – Lt4 can be found in Appendix A and are briefly summarized 
as follows: 
·  Experiment  Lt1.  The  results  have  shown  a  successful  prediction  for  problems 
where the CPU time is correlated with the inputs. The usage of increase in the 
validation  error  as the  termination criterion  introduces  non-determinism  in  the 
network  construction.  The  random  initialization  of  network  weights  and  the 
suboptimality  of  the  learning  algorithm  have  additional  influence  on  the  non-
determinism of the construction. On the other hand, it should be highlighted, that 
the trained networks show very similar errors, despite their sizes vary. A higher 
Problem
Perf. 
criterion
History 
size Max Min Average Variance Std. dev.
cpu time 3000 1950 0 592.167 306238.1 553.388
exec time 3000 3322 0 704.337 430669.4 656.254
cpu time 3000 5217 40 1821.496 3270341 1808.408
exec time 3000 6353 49 1825.577 3284061 1812.198
cpu time 3000 1570 0 722.393 210893.3 459.231
exec time 3000 1917 0 722.879 211747.8 460.161
cpu time 3000 101325 0 9020.533 7.60E+08 27576.26
exec time 3000 101457 0 9035.155 7.63E+08 27618.78
cpu time 3000 390 0 95.74 11315.59 106.374
exec time 3000 32997 215 7748.108 4.59E+07 6778.082
cpu time 3000 94850 0 524.203 1.04E+07 3217.464
exec time 3000 96420 0 531.746 1.07E+07 3269.171
Permutations
RmiPi
GraphSearch
Factorial
Branching
MergeSort
Problem
History 
size Max Min Average Variance Std. dev.
Branching 3000 20 0 0.187 1.898 1.378
Factorial 3000 20 0 0.58 5.597 2.366
MergeSort 3000 10 0 0.43 4.115 2.029
Permutations 3000 30 0 0.42 5.824 2.41
RmiPi 3000 10 0 0.073 0.728 0.853
GraphSearch 3000 20 0 0.403 3.937 1.984  49
level of the tolerance TS is required for noisy measurements as can be observed in 
case of RmiPi for execution time – the predictor is acceptable for TS = 0.2, but not 
for TS = 0.1. 
·  Experiment Lt2. The application of AIC decreases fluctuations in the network size 
selection, which is especially significant for easy problems, such as Factorial or 
MergeSort.  Second  positive  asset  is  the  bias  towards  a  small  representation. 
Otherwise the acceptability and the prediction error values remain similar to the 
previous experiment. 
·  Experiment Lt3. The training based on the averaged history exhibits similar error 
values (or slightly smaller for some problems) as in the first test. The acceptability 
is the same. 
·  Experiment  Lt4.  The  error  and  acceptability  stay  similar  for  all  the  problems 
except  for  the  Branching  where  the  training  failed.  However,  this  is  not 
surprising, since the averaged history contains only 5 different examples. Such 
training is a very extreme case that is avoided by the memorization. The reason 
for stopping network growth so early can be seen from the AIC formula. 
The application of history averaging and AIC has a positive influence on the network 
size selection and the training times; and therefore, both techniques will be used for the 
further predictor generation.   50
Table 5.4: Results for test Lt5 
Table 5.4 summarizes the complete results for the final test Lt5. The numbers behind 
the word “NetPredictor” represent the hidden layer size and the number of epochs of the 
intensive training; the number behind the word “HashTablePredictor” denotes the number 
of memorized patterns. All the problems but GraphSearch are predictable as expected. 
The  success  of  the  prediction  can  be  observed  from  small  tolerance  values  TS. 
Furthermore, the predictor overheads are relatively small.  
The predicted CPU times and desired values are graphically depicted with respect to 
the most significant inputs in Figure 5.1. The picture also contains graphs for prediction 
of  execution  time  of  problems  RmiPi  and  GraphSearch.  I  would  like  to  especially 
highlight  good  fits  for  noisy  measurements,  particularly  RmiPi  for  both  performance 
criterions, and the “reasonable” attempt to approximate the unpredictable GraphSearch 
problem. 
 Avg.
Std. 
dev.
TS=0.1 TS=0.2 Avg.
[ms]
Max
[ms]
cpu time NetPredictor/9/5400 21.153 32.313 yes yes 0.35 70 64.7
exec. time NetPredictor/16/4080 4.508 25.581 yes yes 0.314 40 73.5
cpu time NetPredictor/12/4620 4.028 5.391 yes yes 0.334 20 84.4
exec. time NetPredictor/12/2500 3.644 14.311 yes yes 0.317 20 72.6
cpu time HashTablePredictor/12 19.542 66.989 yes yes 0.01 10 -
exec. time HashTablePredictor/12 18.648 64.18 yes yes 0.01 11 -
cpu time NetPredictor/2/3810 18.987 25.248 yes yes 0.177 20 41.4
exec. time NetPredictor/2/3640 596.3 1058.765  no yes 0.28 40 46.6
cpu time HashTablePredictor/5 13.093 21.015 yes yes 0 0 -
exec. time HashTablePredictor/5 14.261 39.289 yes yes 0 0 -
cpu time NetPredictor/10/220 707.85 2942.266 no no 0.317 30 33.9
exec. time NetPredictor/10/470 751.01 3009.899 no no 0.344 40 38.5
Acceptable?
Problem
GraphSearch 
MergeSort 
Permutations 
RmiPi 
Braniching 
Training 
time 
[min]
Perf.
criterion
Overhead
Predictor learned
Error on history
Factorial 
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Figure 5.1: Prediction graphs for toy examples 
The results have shown the ability of the CPU time prediction from the run-time input 
data for problems where the CPU time is correlated with the inputs. Despite the simple 
constructive algorithm employed in the preliminary implementation, a neural network 
with an appropriate size reflecting the complexity of the target function is created. The 
generated  predictor  approximates  noisy  measurements  well.  Furthermore,  the  trained 
neural network is able to filter out irrelevant features as can be seen on the MergeSort 
example. 
5.3  Load Balancing Evaluation 
This chapter describes the final evaluation of the whole load balancing system. A 
subset  of  JavaGrande  Sequential  benchmarks  version  2.0,  particularly  Section  2  tests 
consisting of seven computationally intensive tasks, was selected as the set of services. 
Their detailed description can be found in [4]. All the benchmarks were understood as 
black-boxes and no changes to the code were made except for the generation of input 
instances.  
The simulation environment consisted of three servers, one load balancer and one 
machine simulating clients. All the machines had following specification: Dual Pentium 
III  (Coppermine),  1  GB  of  memory,  interconnected  by  gigabyte  network  and  Linux 
2.4.27 (Debian Distro) as the operating system. The Java runtime was the same as in the 
toy examples evaluation.  
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Each client was running in a separate thread and recurrently performing following 
simple  functionality:  1.  Obtain  a  preloaded  pair  [service,  input  data],  2.  Execute  the 
service with the given input, 3. Wait for results. 
5.3.1  Data Generation 
The data generation process is depicted in Figure 5.2. 
History of past
executions.
Generate 5000 instances per sevice
with randomly generated inputs in a
prespecified  interval
(the intervals were tuned to obtain CPU
times with average around 4 to 5 s and
wide spread).
Create predictors
for each service.
Service predictors
Generate data sets for final evaluation:
1. For each service randomly select an
input from the history with a given
criterion.
2. Repeat 750 times for each service.
3. Shuffle the data.
Data sets for the
final tests
 
Figure 5.2: Data generation for load balancing tests 
Instances of input data were synthetically generated in order to obtain a wide spread 
of  CPU  times  with  an  average  around  4  to  5  seconds.  This  was  not  possible  for 
JGFLUFactBench test (due to huge memory requirements); and therefore, it was ruled 
out  from  the  final  load  balancing  tests.  The  measurements  were  obtained  in  an 
experiment  with  the  RR  scheduling  policy  and  6  clients  in  order  to  simulate  a  real 
environment.  Table  5.5  and  Table  5.6  summarize  the  profiling  overhead  and  the 
statistical  properties  of  generated  data,  respectively.  The  column  “Ratio”  expresses  a 
portion  of  average  profiling  overhead  in  the  average  CPU  time.  These  values  are 
acceptably low.    54
Table 5.5: Profiling overhead for JavaGrande benchmarks 
Table 5.6: Statistics of generated data for JavaGrande benchmarks 
Each  benchmark  provides  a  different  distribution  of  workload  according  to  its 
functionality.  This  is  acceptable  because  the  target  domain  of  the  load  balancing 
algorithm is unspecified. However, in order to address various distributions of execution 
times, five datasets were designed for the final evaluation. Each dataset contains 4500 
instances; 750 inputs per each service, selected as follows: 
·  Dataset Short: only instances with CPU time <= 2500 ms 
·  Dataset Long: only instances with CPU time > 2500 ms 
·  Dataset Busy: 25% short, 75% long 
·  Dataset Fifty: 50% short, 50% long 
·  Dataset Web 90% short, 10% long 
5.3.2  Prediction Results 
The predictors were created with the same configuration as was used in the test Lt5. 
The results are numerically described in Table 5.7 and depicted in Figure 5.3. The input 
values in the graphs represent an attribute with the largest influence on the execution 
time.  The  column  named  “Minimum  TS”  refers  to  a  minimum  tolerance  value  TS 
necessary to accept the  predictor. As  can be seen from the  graphs,  all the predictors 
Problem
History 
size Max Min Average Variance Std. dev.
JGFCryptBench 5000 10470 50 5167.254 8731254 2954.86954
JGFFFTBench 5000 49920 0 3754.872 8.83E+07 9397.9187
JGFHeapSortBench 5000 12350 10 4371.542 8280667.08 2877.61483
JGFLUFactBench 5000 970 10 318.108 6.13E+04 247.555287
JGFSeriesBench 5000 10420 60 5091.398 8349005.99 2889.46465
JGFSORBench 5000 16450 10 4592.378 1.52E+07 3897.23358
JGFSparseMatmultBench 5000 15390 50 4216.998 6416048.17 2532.99194
Problem
History 
size Max Min Average Variance Std. dev. Ratio
JGFCryptBench 5000 390 0 8.318 1017.51088 31.8984463 0.16%
JGFFFTBench 5000 510 0 9.838 1.92E+03 43.8095167 0.26%
JGFHeapSortBench 5000 430 0 10.218 1614.61248 40.1822408 0.23%
JGFLUFactBench 5000 100 0 1.16 2.45E+01 4.94513903 0.36%
JGFSeriesBench 5000 350 0 8.038 946.010556 30.7572846 0.16%
JGFSORBench 5000 410 0 9.17 1.60E+03 39.9491064 0.20%
JGFSparseMatmultBench 5000 440 0 8.916 1400.66494 37.4254585 0.21%  55
approximated well the target function, despite the measurements are very noisy in some 
cases. 
Table 5.7: Results for JavaGrande benchmark prediction 
 
 
 
 Avg.
Std. 
dev.
JGFCryptBench NetPredictor/8/1900 52.03 73.503 0.01
JGFFFTBench NetPredictor/2/15350 399.804 1155.751 0.22
JGFHeapSortBench NetPredictor/2/4030 423.7 575.134 0.21
JGFLUFactBench NetPredictor/12/430 17.09 24.502 0.01
JGFSeriesBench NetPredictor/2/4500 85.982 112.964 0.01
JGFSORBench NetPredictor/4/3810 440.938 636.916 0.21
JGFSparseMatmultBench NetPredictor/10/320 608.708 824.62 0.34
Minimum TS Problem Predictor learned
Error on history
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Figure 5.3: Graphs for JavaGrande benchmark prediction  
5.3.3  Load Balancing Algorithm Evaluation 
The set of final tests is summarized in Table 5.8. Each test was run for each dataset 
and for {6, 10, 20} clients in order to evaluate the behavior of the load balancing system 
under different load conditions.  
Table 5.8: Final tests 
The group of tests LbtHeuristIdeal employs all the generated predictors, whereas the 
tests LbtHeuristUnpredAvg and LbtHeuristUnpredMin use only a half of the predictors – 
the services JGFSparseMalmutBench, JGFSeriesBench, JGFFFTBench are considered as 
unpredictable.  LbtHeuristUnpred*  tests  are  designed  for  evaluation  of  two  different 
approaches to the approximation of unpredictable services. The CPUST threshold was 
experimentally set to 250 ms according to a small load task. 
The results of the final tests are numerically summarized in Appendix B for each 
dataset.  The  response  times  for  proposed  algorithms  include  the  entire  additional 
overhead  given  by  the  profiling  of  the  service  executions  and  the  load  balancing 
algorithm itself. The percent value in column “Improvement” was calculated by formula: 
Id Purpose
Predictable 
services
LbtHeuristUnpredMin
LbtHeuristUnpredAvg
LbtHeuristIdeal
Ideal situation when all the services are 
predictable. all
LbtRR Reference results for RR scheduling policy. -
LbtRand Reference results Random scheduling policy. -
Effect of unpredictable services on the 
performance of the whole system. Comparsion 
of the approximation of the unpredictable tasks 
by CPUST and historical average.
{3,3}
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%
Criterion
Criterion
t improvemen 100
  LB   Proposed
  LB Current 
[%]   - =  
where Criterion is the mean response time, the standard deviation of the mean response 
time, and the sum of the average and the standard deviation of the mean response time. 
The results are depicted in graphs in Figure 5.4 to Figure 5.8. 
 
Figure 5.4: Results of final tests for dataset Short 
 
Mean response time
1000
1500
2000
2500
3000
3500
4000
4500
6 10 20
Clients
M
e
a
n
 
r
e
s
p
o
n
s
e
 
t
i
m
e
 
[
m
s
]
Round-Robin LB
Random LB
Heuristcal LB (ideal)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)
Standard deviation of mean response time
800
1300
1800
2300
2800
3300
3800
4300
4800
6 10 20
Clients
S
t
a
n
d
a
r
d
 
d
e
v
i
a
t
i
o
n
 
[
m
s
]
Round-Robin LB
Random LB
Heuristcal LB (ideal)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)
Improvement in (m + r) (m + r) (m + r) (m + r) over Round-Robin LB
0%
5%
10%
15%
20%
25%
30%
35%
6 10 20
Clients
I
m
p
r
o
v
e
m
e
n
t
Heuristcal LB (ideal)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)
Improvement in (m + r) (m + r) (m + r) (m + r) over Random LB
0%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
6 10 20
Clients
I
m
p
r
o
v
e
m
e
n
t
Heuristcal LB (ideal)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)
Improvement in (m + r) over Random LB
0
5000
10000
15000
20000
25000
30000
35000
40000
6 10 20
Clients
I
m
p
r
o
v
e
m
e
n
t Round-Robin LB
Random LB
Heuristcal LB (ideal)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)
Standard deviation of mean response time
8000
18000
28000
38000
48000
58000
68000
6 10 20
Clients
S
t
a
n
d
a
r
d
 
d
e
v
i
a
t
i
o
n
 
[
m
s
]
Round-Robin LB
Random LB
Heuristcal LB (ideal)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)  58
Figure 5.5: Results of final tests for dataset Long 
 
Figure 5.6: Results of final tests for dataset Busy 
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Figure 5.7: Results of final tests for dataset Fifty 
 
Figure 5.8: Results of final tests for dataset Web 
5.3.3.1  Discussion 
The performance of all three variants of the proposed algorithm over performed the 
current location policies on all the datasets. The improvement in the mean response time 
is substantial, up to 32% and 44% for RR and Random scheduling policies, respectively. 
However, the main performance gain is in the very remarkable decrease of the standard 
deviation of the response times (up to 53% and 76% for RR and Random scheduling 
policy, respectively). 
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The tests LbtHeuristUnpred* show very interesting results. The comparison of two 
approximation approaches is not clear, although the LbtHeuristUnpredAvg gives better 
results in most cases. However, the success of CPUST approximation under heavy loads 
may show a problem in the heuristics and requires further experimental investigation.  
The outcomes of both variants are very close to the ideal case where all the predictors 
are  employed.  This  indicates  low  sensitivity  of  the  load  balancing  algorithm  to  the 
accuracy of predictions and to the number of unpredictable services. Nevertheless, the 
tolerance  value  TS  cannot  be  concluded  from  the  results.  The  tests  show  another 
interesting consequence. Only a little information about service execution times, such as 
the historical average, leads to a significant performance improvement over the current 
scheduling policies. Further investigation of this property and tolerance value TS is left as 
subject for future research. 
The overhead of the load balancing algorithm is relatively low. The recall time of the 
neural  network  comprise  its  major  portion  (see  the  difference  between  tests 
LbtHeuristUnpred and LbtHeuristIdeal). Moreover, the incorporation of the CPUST into 
the load balancing algorithm decreases the overhead, as can be observed from the values 
for the LbtHeuristUnpredMin and LbtHeuristUnpredAvg tests. 
5.4  Correctness of Results 
The following steps were taken in order to ensure the correctness of the experimental 
evaluation: 
·  The simulation framework is based on standard, well-evaluated technologies, for 
example Java 5.0. Run-time assertions (over 120) and double-checks were used 
where eligible.  
·  Extensive  logging  of  all  operations  and  successive  analysis  of  the  logs  was 
employed  to  ensure  the  correctness  of  the  algorithms.  For  example,  the  load 
balancing tests of the current policies resulted to the same or similar number of 
tasks executed on each server (for RR or Random policy, respectively). 
·  The experimental results were manually analyzed and visualized (where possible) 
to  ensure  their  correctness.  For  example,  all  the  JavaGrande  benchmarks  are   61
computationally very intensive tasks, thus the measured CPU time must be similar 
to the overall execution time (if executed on an unloaded machine).  
·  The predictor generation was manually verified in order to ensure the creation of 
the right predictor. Furthermore, the performance of the created neural network 
was compared to a neural network created in existing state-of-the-art software 
NeuroSolutions. The prediction outcome as a priori expected in all cases.  
·  In order to ensure the validity of the load balancing tests, large datasets were used. 
The results of similar tests produced comparable outputs (for example, RR and 
Random; heuristical load balancing with all predictors versus load balancing with 
a half of predictors). The tests were not repeated due to time limitations.   62
6  Further Work 
This study is an introductory research in the area of prediction-based load balancing 
of fine-grain services. The results of JavaGrande benchmarks as the set of services has 
shown  a  significant  improvement  over  the  current  location  policies.  However,  these 
conclusions should be understood as a top bound of the performance gain, since the tasks 
were  purely  computationally  intensive.  An  evaluation  of  a  more  realistic  system 
consisting of services with I/O operations, such as network and database communication, 
is required. A further evaluation on standardized TPC-W test for web applications [31, 7] 
is planned. 
In  order  to  improve the  performance  of  proposed  algorithms,  the  following  areas 
require future investigation: 
·  Prediction. An experimental evaluation of powerful RBF networks, existing state-
of-the-art constructive algorithms  and hybrid learning  models is recommended 
before  the  application  to  a  production  environment.  A  more  sophisticated 
statistical analysis can gather deeper knowledge about service behavior from the 
history.  
·  Load balancer.  A detailed proposal and experimental evaluation of a distributed 
algorithm is the next step of future work. Additional experiments with predictable 
and unpredictable tasks are required in order to capture the system sensitivity to 
prediction error and the number of unpredictable services.  
The application domain of the prediction-based load sharing can be extended by some 
specialization. Additional information about services, obtained from an automated static 
analysis of the source code, or given by developers and users in a custom meta-language, 
may significantly enhance the prediction capabilities. Such specialization can lead to an 
effective load balancing system applicable to computational grids.   63
Finally,  an  interesting  extension  is  the  application  of  the  prediction  to  the  load 
balancing of stateful tasks. The history of past executions with respect to the inputs opens 
a way to effectively predict the resource usage of sequence of dependent executions. This 
can  lead  to  a  significant improvement  in  systems, where  the  state  information is not 
replicated. Let us recall that the current load balancing algorithms assign the consequent 
calls of stateful tasks to the same node.   64
7  Conclusion 
This  work  was  motivated  by  an  idea  of  combining  my  previous  knowledge  in 
distributed systems with what I have learned at K-State in the area of AI. The aim was to 
explore a novel and interesting topic and simultaneously deepen my knowledge in both 
fields. I consider this study as a significant asset to my knowledge. It had enriched me 
with new cognizance and research experience. The largest difficulty was probably the 
wide rage of this topic and a limited time. If I had a chance to start this research again, I 
would choose a different approach to prediction evaluation – instead of writing my own 
implementation, I would use existing software packages to explore and experimentally 
evaluate more methods. 
The current scheduling policies, such as Round-Robin or Random, can lead to an 
ineffective distribution of workload, and hence to an increase in the client mean response 
time. The load balancer needs additional information to improve its decisions. However, 
such knowledge is not easy to obtain in case of fine-grain services, where the workload 
fluctuates rapidly on the servers and the whole system is very sensitive to any additional 
overhead. 
We  have  proposed  a  prediction-based  load  balancing  system,  which  employs 
prediction  of  CPU  time  based  on  previous  executions  as  the  required  knowledge  to 
support load balancing decisions. The history of inputs to services and measured CPU 
times is collected during the typical run of the system in order to create predictors. The 
prediction  gives  us  the  possibility  to  obtain  relatively  precise  load  indicator  without 
querying the nodes or  collecting quickly dating state information. The  proposed load 
balancing algorithm, based on a modification of a well known heuristical load sharing 
algorithm, employs the prediction model and targets the challenging domain of fine-grain 
services.   65
The system was evaluated in a custom simulation environment on set of JavaGrande 
benchmark as the services. The results have shown a significant improvement over the 
current policies in the mean response time (up to 32 % and 44% over RR and Random 
scheduling  policy,  respectively).  Furthermore,  the  standard  deviation  of  the  mean 
response time decreased significantly and the load balancing algorithm has indicated low 
sensitivity to the number of unpredictable services and the prediction error. Despite the 
very promising results, a further investigation on a set of real services is required before 
an application into a production environment.    66
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Appendix A: Evaluation results for tests Lt1 to Lt4 
Table A.1: Results of test Lt1 
 Average
Std. 
deviation
T=0.1 T=0.2  Average
Std. 
deviation
T=0.1 T=0.2
cpu time NetPredictor/37/550 21,112 32,323 yes yes NetPredictor/23/470 21,097 32,345 yes yes
execution time NetPredictor/23/12550 4,529 25,554 yes yes NetPredictor/9/1560 4,328 25,634 yes yes
cpu time NetPredictor/12/8930 4 5,369 yes yes NetPredictor/9/3490 3,997 5,348 yes yes
execution time NetPredictor/26/2540 3,405 14,33 yes yes NetPredictor/26/2540 3,617 14,429 yes yes
cpu time NetPredictor/65/4090 53,865 92,886 yes yes NetPredictor/51/1320 51,938 86,849 yes yes
execution time NetPredictor/30/100 31,057 68,447 yes yes NetPredictor/93/1310 36,568 72,203 yes yes
cpu time NetPredictor/58/5460 18,719 25,111 yes yes NetPredictor/37/370 18,734 25,131 yes yes
execution time NetPredictor/23/4620 712,267 1097,158 no yes NetPredictor/30/6090 711,187 1096,721 no yes
cpu time NetPredictor/149/50000 59,627 74,518 yes yes NetPredictor/149/50000 52,948 66,642 yes yes
execution time NetPredictor/149/50000 76,043 99,924 yes yes NetPredictor/149/50000 80,351 105,558 yes yes
cpu time NetPredictor/10/750 688,898 2966,948 no no NetPredictor/10/700 703,076 2981,907 no no
execution time NetPredictor/10/160 722,625 3028,872 no no NetPredictor/10/100 759,169 3059,295 no no
GraphSearch 
Braniching 
Predictor learned
Error on Test set Acceptable?
Lt1 Lt1'
Predictor learned
Error on Test set Acceptable?
RmiPi 
Performance 
criterion
Test 
Case
MergeSort 
Permutations 
Factorial  72
Table A.2: Results of test Lt2 
 Average
Std. 
deviation
T=0.1 T=0.2  Average
Std. 
deviation
T=0.1 T=0.2
cpu time NetPredictor/37/550 21,112 32,323 yes yes NetPredictor/23/470 21,097 32,345 yes yes
execution time NetPredictor/23/12550 4,529 25,554 yes yes NetPredictor/9/1560 4,328 25,634 yes yes
cpu time NetPredictor/12/8930 4 5,369 yes yes NetPredictor/9/3490 3,997 5,348 yes yes
execution time NetPredictor/26/2540 3,405 14,33 yes yes NetPredictor/26/2540 3,617 14,429 yes yes
cpu time NetPredictor/65/4090 53,865 92,886 yes yes NetPredictor/51/1320 51,938 86,849 yes yes
execution time NetPredictor/30/100 31,057 68,447 yes yes NetPredictor/93/1310 36,568 72,203 yes yes
cpu time NetPredictor/58/5460 18,719 25,111 yes yes NetPredictor/37/370 18,734 25,131 yes yes
execution time NetPredictor/23/4620 712,267 1097,158 no yes NetPredictor/30/6090 711,187 1096,721 no yes
cpu time NetPredictor/149/50000 59,627 74,518 yes yes NetPredictor/149/50000 52,948 66,642 yes yes
execution time NetPredictor/149/50000 76,043 99,924 yes yes NetPredictor/149/50000 80,351 105,558 yes yes
cpu time NetPredictor/10/750 688,898 2966,948 no no NetPredictor/10/700 703,076 2981,907 no no
execution time NetPredictor/10/160 722,625 3028,872 no no NetPredictor/10/100 759,169 3059,295 no no
GraphSearch 
Lt2'
Predictor learned
Error on Test set Acceptable?
MergeSort 
Permutations 
RmiPi 
Braniching 
Predictor learned
Error on Test set Acceptable?
Factorial
Test 
Case
Performance 
criterion
Lt2  73
Table A.3: Results of test Lt3 
 Average
Std. 
deviation
T=0.1 T=0.2  Average
Std. 
deviation
T=0.1 T=0.2
cpu time NetPredictor/23/600 21,152 32,324 yes yes NetPredictor/16/15140 21,156 32,316 yes yes
execution time NetPredictor/23/2740 4,817 25,628 yes yes NetPredictor/37/3580 4,422 25,519 yes yes
cpu time NetPredictor/26/540 4,017 5,389 yes yes NetPredictor/19/10770 3,94 5,287 yes yes
execution time NetPredictor/12/5520 3,655 14,312 yes yes NetPredictor/12/710 3,714 14,361 yes yes
cpu time NetPredictor/51/426 37,824 74,554 yes yes NetPredictor/37/173 27,4 69,686 yes yes
execution time NetPredictor/44/782 44,577 85,136 yes yes NetPredictor/51/3016 35,498 69,211 yes yes
cpu time NetPredictor/23/22810 18,818 25,136 yes yes NetPredictor/9/110 18,911 25,267 yes yes
execution time NetPredictor/37/3900 585,266 1052,164 no yes NetPredictor/16/6100 586,289 1052,42 no yes
cpu time NetPredictor/149/50000 61,231 75,965 yes yes NetPredictor/121/152 13,339 21,111 yes yes
execution time NetPredictor/149/50000 62,953 84,335 yes yes NetPredictor/149/50000 78,078 102,902 yes yes
cpu time NetPredictor/10/90 754,572 2957,603 no no NetPredictor/10/410 775,264 2973,308 no no
execution time NetPredictor/10/440 765,699 3017,121 no no NetPredictor/10/210 720,895 2990,462 no no
Test Case
Performance 
criterion
Lt3
Predictor learned
Error on Test set Acceptable?
GraphSearch 
Lt3'
MergeSort 
Permutations 
RmiPi 
Braniching 
Predictor learned
Error on Test set
Factorial
Acceptable?  74
Table A.4: Results of test Lt4 
 
 Average
Std. 
deviation
T=0.1 T=0.2  Average
Std. 
deviation
T=0.1 T=0.2
cpu time NetPredictor/9/5340 21.149 32.296 yes yes NetPredictor/9/3350 21.177 32.352 yes yes
execution time NetPredictor/9/1920 4.7 25.654 yes yes NetPredictor/30/9720 4.515 25.566 yes yes
cpu time NetPredictor/12/7230 4.016 5.391 yes yes NetPredictor/12/2940 3.97 5.323 yes yes
execution time NetPredictor/12/700 3.7 14.37 yes yes NetPredictor/12/8150 3.688 14.35 yes yes
cpu time NetPredictor/2/16916 54.136 92.457 yes yes NetPredictor/2/18433 53.584 91.935 yes yes
execution time NetPredictor/2/16032 48.549 87.065 yes yes NetPredictor/2/22222 52.948 89.71 yes yes
cpu time NetPredictor/2/1290 19.004 25.259 yes yes NetPredictor/2/770 18.989 25.249 yes yes
execution time NetPredictor/2/9050 605.442 1053.581 no yes NetPredictor/2/4760 595.728 1058.655 no yes
cpu time NetPredictor/2/50000 570.186 859.676 no no NetPredictor/2/50000 486.943 795.34 no no
execution time NetPredictor/2/50000 491.842 800.216 no no NetPredictor/2/50000 577.827 867.118 no no
cpu time NetPredictor/10/580 749.373 2968.728 no no NetPredictor/10/310 705.735 2948.434 no no
execution time NetPredictor/10/140 719.866 3019.588 no no NetPredictor/10/1500 735.336 2994.821 no no
Predictor learned
Error on Test set Acceptable?
Factorial
Test Case
Performance 
criterion
Lt4
GraphSearch 
Lt4'
Predictor learned
Error on Test set Acceptable?
MergeSort 
Permutations 
RmiPi 
Braniching   75
Appendix B: Evaluation results for final tests 
This section contains the detailed numerical results of the final tests for all the datasets.   76
Table B.1: Numerical results of final tests for the dataset Short 
Avg Std. dev.
6 1413 1235 4,22E-03 0,04
10 2113 2098 4,71E-03 0,05
20 3981 4288 5,00E-03 0,04
Avg Std. dev.
6 1550 1351 3,85E-03 0,05
10 2281 2206 4,37E-03 0,03
20 4123 4492 4,83E-03 0,04
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 1127 875 5,30E-03 0,53 25% 41% 32% 38% 54% 45%
10 1872 1434 5,32E-03 0,61 13% 46% 27% 22% 54% 36%
20 3786 3030 5,26E-03 0,61 5% 42% 21% 9% 48% 26%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 1178 932 5,06E-03 0,33 20% 33% 25% 32% 45% 37%
10 1868 1482 5,33E-03 0,32 13% 42% 26% 22% 49% 34%
20 3756 3013 5,30E-03 0,37 6% 42% 22% 10% 49% 27%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 1160 901 5,15E-03 0,42 22% 37% 28% 34% 50% 41%
10 1870 1436 5,32E-03 0,40 13% 46% 27% 22% 54% 36%
20 3766 3017 5,29E-03 0,41 6% 42% 22% 9% 49% 27%
Current load balancing algorithms
Proposed load balancing algorithms
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put
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Response time
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Response time
Response time
Through
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Average
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Clients
Clients
Average
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Response time
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Average
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Table B.2: Numerical results of final tests for dataset Long 
Avg Std. dev.
6 11485 13128 5,22E-04 0,02
10 17854 23696 5,59E-04 0,02
20 35659 60518 5,57E-04 0,02
Avg Std. dev.
6 13383 15303 4,48E-04 0,03
10 19026 22725 5,24E-04 0,05
20 37084 56309 5,38E-04 0,05
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 9274 8681 6,46E-04 0,66 24% 51% 37% 44% 76% 60%
10 15413 13990 6,48E-04 0,65 16% 69% 41% 23% 62% 42%
20 32359 33636 6,15E-04 0,64 10% 80% 46% 15% 67% 42%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 9713 9788 6,17E-04 0,34 18% 34% 26% 38% 56% 47%
10 15554 15632 6,42E-04 0,36 15% 52% 33% 22% 45% 34%
20 32218 34512 6,19E-04 0,39 11% 75% 44% 15% 63% 40%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 9323 9283 6,43E-04 0,36 23% 41% 32% 44% 65% 54%
10 15514 15592 6,44E-04 0,38 15% 52% 34% 23% 46% 34%
20 32280 34614 6,18E-04 0,42 10% 75% 44% 15% 63% 40%
Improvement (RR)
Average
overhead
Proposed load balancing algorithms
Improvement (Rand)
Heuristcal LB (unpred = min)
Response time
Clients
Clients
Throughpu
t
Improvement (RR) Improvement (Rand)
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Average
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Table B.3: Numerical results of final tests for dataset Busy 
Avg Std. dev.
6 9479 13700 6,30E-04
10 14231 22373 7,00E-04
20 27728 49459 7,15E-04
Avg Std. dev.
6 10159 13010 5,88E-04
10 15173 21830 6,57E-04
20 28442 44724 6,97E-04
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 7293 8494 8,19E-04 0,60 30% 61% 47% 39% 53% 47%
10 12192 13787 8,16E-04 0,63 17% 62% 41% 24% 58% 42%
20 25120 31128 7,91E-04 0,60 10% 59% 37% 13% 44% 30%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 7540 9167 7,93E-04 0,35 26% 49% 39% 35% 42% 39%
10 12194 14852 8,15E-04 0,35 17% 51% 35% 24% 47% 37%
20 25219 32176 7,87E-04 0,41 10% 54% 34% 13% 39% 27%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 7304 8825 8,17E-04 0,40 30% 55% 44% 39% 47% 44%
10 12264 15271 8,12E-04 0,45 16% 47% 33% 24% 43% 34%
20 25518 33255 7,77E-04 0,51 9% 49% 31% 11% 34% 24%
Improvement (RR) Improvement (Rand)
Heuristcal LB (unpred = avg)
Proposed load balancing algorithms
Improvement (RR) Improvement (Rand)
Heuristcal LB (unpred = min)
Improvement (RR) Improvement (Rand)
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Table B.4: Numerical results of final tests for dataset Fifty 
Avg Std. dev.
6 6648 10811 8,98E-04
10 10068 17673 9,84E-04
20 18681 34286 1,05E-03
Avg Std. dev.
6 7316 11583 8,17E-04
10 10316 16847 9,62E-04
20 18900 33418 1,04E-03
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 5076 7066 1,17E-03 0,65 31% 53% 44% 44% 64% 56%
10 8517 11496 1,16E-03 0,62 18% 54% 39% 21% 47% 36%
20 17404 25335 1,14E-03 0,66 7% 35% 24% 9% 32% 22%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 5232 7557 1,14E-03 0,35 27% 43% 37% 40% 53% 48%
10 8458 12461 1,17E-03 0,37 19% 42% 33% 22% 35% 30%
20 17384 25916 1,14E-03 0,37 7% 32% 22% 9% 29% 21%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 5034 7110 1,18E-03 0,40 32% 52% 44% 45% 63% 56%
10 8501 12355 1,17E-03 0,45 18% 43% 33% 21% 36% 30%
20 17560 26525 1,12E-03 0,45 6% 29% 20% 8% 26% 19%
Current load balancing algorithms
Improvement (RR) Improvement (Rand)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)
Improvement (RR) Improvement (Rand)
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Table B.5: Numerical results of final tests for dataset Web 
 
Avg Std. dev.
6 2658 5899 2,24E-03
10 3907 8643 2,51E-03
20 7656 19992 2,55E-03
Avg Std. dev.
6 2740 5309 2,18E-03
10 4189 9178 2,36E-03
20 7324 15320 2,63E-03
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 2014 3900 2,95E-03 0,54 32% 51% 45% 36% 36% 36%
10 3312 5972 2,99E-03 0,56 18% 45% 35% 26% 54% 44%
20 6785 12889 2,91E-03 0,57 13% 55% 41% 8% 19% 15%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 2078 4071 2,86E-03 0,34 28% 45% 39% 32% 30% 31%
10 3313 6613 2,97E-03 0,32 18% 31% 26% 26% 39% 35%
20 6753 13570 2,90E-03 0,35 13% 47% 36% 8% 13% 11%
Avg Std. dev. Avg Std. dev. m + r m + r m + r m + r Avg Std. dev. m + r m + r m + r m + r
6 2018 4014 2,96E-03 0,37 32% 47% 42% 36% 32% 33%
10 3325 6277 2,97E-03 0,45 18% 38% 31% 26% 46% 39%
20 6751 13004 2,91E-03 0,47 13% 54% 40% 8% 18% 15%
Improvement (RR) Improvement (Rand)
Proposed load balancing algorithms
Current load balancing algorithms
Heuristcal LB (ideal)
Heuristcal LB (unpred = min)
Heuristcal LB (unpred = avg)
Round-Robin LB
Random LB
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t
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Response time
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Response time
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Average
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Response time
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Response time
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Average
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