Though the theory of quantum error correction is intimately related to the classical coding theory, in particular, one can construct quantum error correction codes (QECCs) from classical codes with the dual containing property, this does not necessarily imply that the computational complexity of decoding QECCs is the same as their classical counterparts. Instead, decoding QECCs can be very much different from decoding classical codes due to the degeneracy property. Intuitively, one expects degeneracy would simplify the decoding since two different errors might not and need not be distinguished in order to correct them. However, we show that general quantum decoding problem is NP-hard regardless of the quantum codes being degenerate or non-degenerate. This finding implies that no considerably fast decoding algorithm exists for the general quantum decoding problems, and suggests the existence of a quantum cryptosystem based on the hardness of decoding QECCs.
I. INTRODUCTION
The invention of quantum error correction codes (QECCs) [1] [2] [3] was one of the driving forces that boosted the fast-growing field of quantum information and computation. Great similarities shared between QECCs and classical codes were quickly discovered ever since, and the later contributed significantly to the development of the former. Particularly, a large portion of QECCs known so far is inspired or constructed directly from classical codes. These similarities then led to a common consensus that the general quantum decoding problem belongs to the same computational complexity class as its classical counterpart.
In complexity theory, computational intractability can be rigorously characterized by the concept of NPhardness. Formally, the complexity class NP is defined as the class of all decision problems that can be solved by a nondeterministic Turing machine in a number of steps polynomial in the input length. A computational problem P 1 is said to be NP-hard if it is as hard as the hardest problems in the class NP in the following sense: the existence of a polynomial-time algorithm for P 1 implies the existence of a polynomial-time algorithm for all problems in NP. A computation problem is said to be NP-complete if it is NP-hard and in NP. The class of NP-hard problems includes a multitude of computational tasks believed to be intractable, such as many optimization or combinatorial problems.
It was Berlekamp et al. [4] who first showed that general decoding problem for classical linear codes is NPhard. This result assured that it is unlikely that a sub- * Electronic address: minhsiuh@gmail.com † Electronic address: legall@is.s.u-tokyo.ac.jp ‡ Previous address: ERATO-SORST Quantum Computation and Information Project, Japan Science and Technology Agency stantially fast algorithm for decoding the most likely classical error would exist. Bruck and Naor [5] and Lobstein [6] then showed that the problem remains hard even if the code is known in advance, while Arora et al. [7] showed that approximating the minimal-weight solution is also NP-hard.
The similarity between QECCs and classical codes breaks down regarding the differences between how a classical error acts on a codeword and how a quantum error acts on a code space. A striking feature of QECCs is that they can sometimes be used to correct more errors than they can uniquely identify [8] . The feature of degeneracy in QECCs thus calls for a completely different strategy for decoding quantum errors [9] , and gives us hope that there are chances that general quantum decoding can be performed efficiently. However, in this paper, we will show that the problem of decoding the most probable quantum error is NP-hard regardless of QECCs being degenerate or non-degenerate.
The classical McEliece cryptosystem [10] is considered as one of the best candidates for post-quantum publickey cryptosystem. Its security, which is based on the hardness of decoding general classical linear codes, has been shown recently to be also robust against quantum Fourier sampling attacks [11] . Our result, showing that it is unlikely that a substantially fast algorithm for decoding the most probable quantum error would exist, may become a foundation of a quantum analogue of the classical McEliece cryptosystem. Notice that a proposal of such a quantum McEliece cryptosystem has been proposed recently [12] . This paper is organized as follows. In Sec. II, we first introduce the stabilizer formalism of quantum error correction codes, and its optimal decoding strategy. Then we relate the stabilizer formalism to the classical symplectic codes. We establish our main result -decoding general QECCs is NP-hard in Sec. III. We conclude the paper in Sec. IV.
II. QUANTUM ERROR CORRECTION CODES
Denote the set of Pauli matrices by Π ≡ {I, X, Y, Z}, and define the following n-fold Pauli group G n : ⊗n . It can be specified as the +1 eigenspace of a set of commuting operators {Z 1 , · · · ,Z n−k } ⊂ G n that generates under multiplication the so-called stabilizer group S.
The generating set of S can then be extended to a generating set of G n :
such that these operators satisfy the following relations:
Operators that commute with each element in the stabilizer group S map the code space to itself, and form a group Z(S), the normalizer of S in G n . Denote by L ≡ Z i ,X j n−k+1≤i,j≤n , and by T ≡ X i 1≤i≤n−k . Errors from L act nontrivially on the code space C but cannot be detected by the error syndrome. However, errors from T can be uniquely identified by measuring the stabilizer S. Specifically, the i th element s i of the error syndrome s ∈ (Z 2 ) n−k is equal to one if the error operator E ∈ T anticommutes with the i th generatorZ i of group S, and is equal to zero otherwise.
The definition of degeneracy depends on the error set E which the QECC is designed to correct. If two errors E 1 , E 2 ∈ E are related by some element in the stabilizer group P ∈ S, say E 1 = E 2 P , these two errors cannot and need not be distinguished since they have the same effect on the code space C. We then call such a QECC degenerate. On the other hand, if each error in the error set leads to a distinct error syndrome, such a QECC is non-degenerate.
For any given error syndrome s (corresponding to a unique operator T ∈ T in terms of the set of generators (1)), the optimal decoding strategy is therefore to find an error E ∈ L such that S∈S Pr(SET ) is maximum since it will minimize the overall probability of decoding error. Notice that the probability of an error A ∈ G n , Pr(A), depends on the specific channel model used. If the QECC is non-degenerate, the optimal decoding strategy reduces to finding a most likely error E ∈ L: max E∈L Pr(ET ). We call such decoding strategy "Quantum Maximum Likelihood Decoding" (QMLD) due to its similarity to the maximally likelihood decoding in the classical setting.
There is a one-to-one correspondence between an [[n, k]] stabilizer code C and a symplectic code C of size 2 n+k in (Z 2 ) 2n . We will mostly use the symplectic formalism in the following since it is more convenient to work with vectors.
Denote by α = (z|x) ∈ (Z 2 ) 2n , where x = (x 1 , · · · , x n ) and z = (z 1 , · · · , z n ) are n-bit strings with x i , z i ∈ Z 2 = {0, 1}. There is a bijection N : α → N α that maps every symplectic vector α in (Z 2 )
2n to an operator N α in G n :
where we write
For two vectors α = (z|x) and
where · is the regular inner product between two vectors in (Z 2 ) n , and + is a binary addition. The symplectic product between two vectors α and β characterizes the commutation relation between two operators N α and N β :
2n such that [13, 14] :
Let H be an (n − k) × 2n matrix where the i-th row vector of H is α i . Define the symplectic code
∈ L, and γ 3 ∈ T . Furthermore, the symplectic vector γ 3 is uniquely defined by the error syndrome s:
For any given error syndrome s, and the corresponding γ 3 ∈ T , the optimal decoding strategy in the symplectic formalism is then to find a vector γ 2 ∈ L such that γ1∈C ⊥ Pr(γ 1 + γ 2 + γ 3 ) is maximum.
III. MAIN RESULTS
We assume that the QECC C is used on a Pauli channel which generates the Z error and the X error independently with probability p (therefore the Y error occurs with probability p 2 ). Such an independency assumption has been widely used in analysis of quantum key distribution (QKD). For example, the authors in [15] apply CSS-type QECCs such that the bit error and the phase error can be independently corrected.
Each error operator N γ ∈ G n generated by many uses of the quantum channel occurs with probability Pr(γ):
where we define the function wt(γ) of a symplectic vector γ = (z|x) ∈ (Z 2 ) 2n to be:
Here, |a| denotes the Hamming weight of a binary vector a in (Z 2 ) n . As discussed in Sec. II, given an error syndrome s representing an element γ 3 ∈ T , the optimal decoding strategy for non-degenerate QECCs is to find the most likely error, i.e., to find a vector γ ∈ L that maximizes the quantity Pr(γ + γ 3 ). Since we assume p < 1/2, this is equivalent in our setting to finding a vector γ ∈ L that minimizes wt(γ + γ 3 ), so we define the associated computational problem as follows.
Quantum Maximum Likelihood Decoding (QMLD)
Instance: A basis {α i , β j } of (Z 2 ) 2n satisfying (6)-(9) and a vector γ 3 ∈ T . Output: A vector γ ∈ L that minimizes wt(γ + γ 3 ). This decoding strategy is optimal if the QECC is nondegenerate. However, as mentioned in [9] , it is not optimal if the QECC is degenerate. Notably, general quantum decoding deals with the error set E = G n that contains all possible errors, e.g., as resulted by the channel model considered here in this paper. In such case, the QECC is necessarily degenerate and the optimal quantum decoding in this case is to find the most likely set of errors that can be corrected by the same correction operator. Given an error syndrome s representing an element γ 3 ∈ T , the optimal decoding strategy is then equivalent to finding the most likely coset γ 2 + γ 3 + C ⊥ in D s , since the operator N γ2+γ3 can be used to correct every error N ω , ∀ω ∈ γ 2 + γ 3 + C ⊥ . Let us identify C/C ⊥ with the set L defined above of symplectic vectors representing each coset of C ⊥ in C. Our goal then becomes finding arg max
Notice that the coset containing the most likely error may not be the most likely coset determined by Equation (13) . The associated computational problem is as follows.
Degenerate QMLD (DQMLD) Instance: A basis {α i , β j } of (Z 2 ) 2n satisfying (6)-(9) and a vector γ 3 ∈ T .
We say that an algorithm solves the computational problem QMLD or DQMLD in polynomial time if its running time is polynomial in n. The main result of this paper is the following theorem.
Main Theorem The problems QMLD and DQMLD are both NP-hard.
Our result formally proves that the existence of a polynomial time algorithm for optimal quantum decoding is extremely unlikely even in the degenerate case.
Before giving a proof of our main theorem, we review the NP-completeness of classical decoding. In the classical maximal likelihood decoding scenario, it is intuitively necessary for the receiver to search through the entire set of 2 k solutions to Hn = s in order to find a solution with minimal weight. Berlekamp et al. formalized this intuition and showed that the following associated decision problem is NP-complete [4] .
n−k and an integer m > 0. Question: Is there a vector w ∈ (Z 2 ) n with |w| ≤ m such that Aw = y?
Berlekamp et al. also showed that CMLD remains NPcomplete if A is assumed to have full row-rank (i.e., A is a parity-check matrix). It is easy to see that CMLD also remains NP-complete even if A is assumed to be in standard form, i.e., of the form
for some matrix P of size (n − k) × k. This is due to the fact that any linear code is permutation equivalent to a code which has a parity-check matrix in standard form, and to the fact that this transformation can be done in polynomial time and does not change the weight distribution of the code (see for example [16] for a proof). Proof of the main theorem.-The standard way of proving the NP-hardness of a problem P 1 is to prove a polynomial-time reduction from a NP-hard problem P 2 to the original problem P 1 , i.e., to show that any polynomial-time algorithm for P 1 can be used to solve in polynomial time the problem P 2 .
Our strategy here is to show two polynomial-time reductions from the NP-complete problem CMLD: one from CMLD to QMLD and one from CMLD to DQMLD. Let (A, y, m) be any instance of the problem CMLD, where A is an (n − k) × n matrix over Z 2 of the form (14) , y = (y 1 , . . . , y n−k ) is a vector in (Z 2 ) n−k , and m is a positive integer. For convenience we denote by C 1 ⊆ (Z 2 ) n the [n, k] code with parity check matrix A. We first show how to construct in polynomial time an instance ({α i , β j }, γ 3 ) of both problems QMLD and DQMLD embedding the information of (A, y, m), and then show how a solution to either QMLD or DQMLD can be used to compute in polynomial time the solution to the problem CMLD.
Let us define the vector z = (y 1 , . . . , y n−k , 0, . . . , 0) ∈ (Z 2 ) n and fix γ 3 = (0|z) ∈ (Z 2 ) 2n . We then define two families {α i } 1≤i≤n and {β i } 1≤i≤n of vectors in (Z 2 ) 2n as follows. For each i ∈ {1, . . . , n} the vector α i is the i-th row of the matrix
For each i ∈ {1, . . . , n} the vector β i is the i-th row of the matrix
Notice that {α i } 1≤i≤n and {β i } 1≤i≤n satisfy (6)- (9). The reason why α i ⊙ β n−k+ℓ = 0 for i ∈ {1, . . . , n − k} and ℓ ∈ {1, . . . , k} may be unclear. This is because
since we are working over the binary field. The families {α i } 1≤i≤n and {β i } 1≤i≤n define the following subsets of (Z 2 ) 2n :
Observe that γ 3 ∈ T and notice that γ 3 + L = {(u|v) : ∀u ∈ R, and ∀v ∈ z + C 1 } ,
where R is the subset of (Z 2 ) n defined as R = {(0, . . . , 0, c 1 , . . . , c k ) : c 1 , . . . , c k ∈ Z 2 }. Moreover, for any ω ∈ γ 3 + L written as ω = (u|v) with u, v ∈ (Z 2 ) n , we have wt(ω + µ) = |v| + wt(µ + (u|0))
for all µ ∈ C ⊥ . The second step of the proof is specific to the problem considered. Let us first consider the reduction from CMLD to QMLD, which is the simplest case. If we run an algorithm for QMLD on the instance ({α i , β j }, γ 3 ) just constructed, the output will bê
Let us writeγ = (û|v) and notice that necessarilyû = 0. Then, using the fact that A is the parity check matrix of C 1 and Az = y, we obtain:
Let us now consider the reduction from CMLD to DQMLD. If we run an algorithm for DQMLD on the instance ({α i , β j }, γ 3 ), the output will bê
Let us writeγ = (û|v) withû,v ∈ (Z 2 ) n . Observe that, for any τ = (u|v) ∈ γ 3 + L, Equality (19) implies that
where
, and
Notice that Expression (20) reaches its maximum over γ 3 + L for the value τ =γ + γ 3 = (û|v + z). Due to properties of the set γ 3 + L immediate from Equation (18), it is easy to see that the term λ v also reaches its maximum for the valueγ + γ 3 , i.e.,
Since the term λ v is maximized for a vector v of minimal weight (because p < 1/2), we conclude that
where the second equality comes from Equation (18). Then, for both QMLD and DQMLD, the obtained valuev can be used to solve the original instance of CMLD in a straightforward way: there exists a vector w ∈ (Z 2 ) n with |w| ≤ m such that Aw = y if and only if |v + z| ≤ m. To summarize, if there exists a polynomialtime algorithm solving either QMLD or DQMLD, it will of course work in polynomial-time for the instance constructed above, and then solves in polynomial-time the problem CMLD. This shows that the problems QMLD and DQMLD are NP-hard, and completes the proof of our main theorem.
Though the independency assumption of the bit errors and phase errors in our channel model leads to a great simplification (because all the probabilities involving the degeneracy of the code can be factored out), we shall stress that the resulting decoding problem still captures the quantumness in the sense that the degeneracy is preserved. Equivalently, such problem can be viewed as classical coset decoding, where the goal is to find a coset leader of a particular classical code, instead of simply classical ML decoding.
IV. CONCLUSION
In this paper, we rigorously formulated and proved that general quantum decoding is NP-hard. This settles the longstanding problem of classifying the computational problem of the general quantum decoding regardless of the QECCs being degenerate or non-degenerate. Our result also implies that classically finding a target coset representative is hard since QECCs are instances of classical coset codes. Finally, our result established the theoretic foundation of the development of a quantum McEliece cryptosystem.
One interesting follow-up work is to investigate hardness with respect to the complexity class defined in terms of a model of quantum computation since quantum decoding problems are genuine quantum information processing tasks. A first target may be the quantum complexity class QMA (see, e.g., [17] ), which is often considered as a natural quantum version of NP. One can indeed ask if the decoding problems considered in these papers are QMA-hard as well. Finally, even if the problems QMLD and DQMLD are NP-hard, as shown in this paper, it would be desirable to develop algorithms for them: algorithms with subexponential time complexity, approximation algorithms, or algorithms working for special cases.
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