This paper describes a hidden Markov model (HMM) based approach to perform search interface segmentation. Automatic processing of an interface is a must to access the invisible contents of deep Web. This entails automatic segmentation, i.e., the task of grouping related components of an interface together. While it is easy for a human to discern the logical relationships among interface components, machine processing of an interface is difficult. In this paper, we propose an approach to segmentation that leverages the probabilistic nature of the interface design process. The design process involves choosing components based on the underlying database query requirements, and organizing them into suitable patterns. We simulate this process by creating an "artificial designer" in the form of a 2-layered HMM. The learned HMM acquires the implicit design knowledge required for segmentation. We empirically study the effectiveness of the approach across several representative domains of deep Web. In terms of segmentation accuracy, the HMM-based approach outperforms an existing state-of-the-art approach by at least 10% in most cases. Furthermore, our cross-domain investigation shows that a single HMM trained on data having varied and frequent design patterns can accurately segment interfaces from multiple domains.
THE PROBLEM STATEMENT
The deep Web consists of data that exist on the Web but are not returned by search engines through traditional crawling and indexing. The primary way to access these data is by filling up HTML forms on search interfaces. Deep Web is characterized by its growing scale, domain diversity, and a large number of structured databases [6] . Many solutions have been proposed to make the deep Web data more useful to users. These include designing intra-domain meta-search engines [21, 8, 15, 5, 20] ; increasing content visibility on existing search engines [17, 12] ; and deriving ontologies from search interfaces [1] . A prerequisite to all these solutions is an automatic understanding of search interface semantics. This entails automatic segmentation, i.e., the task of grouping related components of an interface together. In this paper, we propose a hidden Markov model based approach to perform segmentation.
A search interface contains a sequence of interface components, such as text-labels and form elements (textboxes, selection lists, etc.). Interfaces are designed for human users to query the underlying databases. While it is easy for a human to discern the logical relationships among interface components, machine processing of an interface is difficult [4] . The key problem is to identify the boundaries for groups of logically related components. Following example illustrates the challenges involved in automatic segmentation.
Figure 1. Segmented Search Interface
In Figure 1 , consider the bottom segment having 4 components: "cM Position:," selection list, textbox, and 'e.g., "10.0-40.0".' From a user's standpoint, this segment has a very apparent semantic existence. By looking at the visual arrangement of components, and based on past experiences, the user creates a logical boundary around the 4 components as they appear to belong to the same atomic query. On the other hand, a machine is unable to "see" this segment because: (i) the components that are visually close to each other might be located very far apart in the machine-readable HTML code; (ii) a machine does not have the cognitive ability to identify a segment boundary. Motivated by this problem, in this work, we investigate whether a machine can "learn" how to segment an interface. We propose a new approach to perform segmentation. The novelty of our approach lies in the incorporation of the implicit knowledge used by a designer for designing an interface, and the use of this knowledge to perform segmentation. This is accomplished by learning an artificial designer using hidden Markov model. [17, 9, 22, 7, 13] to segmentation employed a variety of techniques including rules, heuristics, and machine learning. However, none of the solutions has explored the elegant probabilistic method, hidden Markov Model (HMM), for tagging and grouping interface components. HMM has been successfully applied to many applications including speech recognition [16] , information extraction [2] , and web text understanding [23] . A common feature of these applications is that there is a hidden process generating a stream of observable tokens. When it comes to tag and group the elements in the stream, reconstructing the hidden process provides an ultimate solution. In this work, we view a search interface as a stream of interface components. We believe that an HMM would be a nice way to complement previous efforts and provide an improved solution to the segmentation problem. We conduct a thorough study on the effectiveness of using HMM for interface segmentation.
Previous solutions
To the best of our knowledge, this is the first work to apply hidden Markov models on deep Web search interfaces. Our first contribution is the segmentation performance achieved on using the proposed approach. Considering the subject diversity of deep Web [6] , we experimented on interfaces from varied domains, and achieved more than 75% segmentation accuracy in most cases. In biology domain, our approach attained a segmentation accuracy of 87%, achieving 16% improvement over an existing approach, LEX [7] . In automobile domain, our approach attained an accuracy of 79%, achieving 24% improvement over LEX.
Our second contribution is that we assess the ability of a single model to segment interfaces from multiple domains. Previous related works [22, 13] compared the performance of generic (one model for all domains) methods with that of domain-specific (one model per domain) methods. While, a highly accurate generic model remains an open question, domain-specific models are not practicable owing to the growing domain diversity. We have a reconciling vision of designing a minimal set of learning models that reaches numerous deep Web domains. We compared the segmentation performance of models, trained in different ways, on a given domain. Initial results suggest that, if trained appropriately, a single model has the potential of accurately segmenting interfaces from multiple domains, while outperforming the domain-specific models of individual domains. The choice of the model depends on the frequency of segment design patterns in both the training and the test interfaces. A segment design pattern denotes the arrangement of components in a segment, e.g., the bottom segment in Figure 1 follows the pattern sequence: text, selection list, textbox, text.
The rest of this paper is organized in the following manner. Section 2 presents a related literature review. Section 3 describes hidden Markov models. Section 4 discusses an in-depth analysis of interfaces and our underlying principles of segmentation. Section 5 illustrates the 2-layered HMM approach. Section 6 presents the empirical study. Section 7 concludes the paper with contributions and future directions.
RELATED WORKS
The related literature is divided into two parts. Section 2.1 describes the existing approaches to search interface segmentation. Section 2.2 elaborates on the current status of the comparison between domain-specific and generic methods.
Interface Segmentation
The techniques employed for interface segmentation can be divided into two categories: rule/heuristic-based, and modelbased. A large majority of existing works is based on rules and heuristics. Both rules and heuristics are crafted manually by observing design patterns on interfaces. Model-based approaches adopt a holistic approach and automatically learn the patterns into a model using training data. This learned model is then used for segmenting interfaces.
An example of a rule-based technique is the work by Zhang et al. [22] . This work assumes that a hidden syntax guides the presentation of segments (query conditions) on an interface. A query condition consists of the 3-tuple, {attribute, operator, values}. The tuples are identified using pre-specified grammar rules. An example of a heuristic-based technique is He et al. [7] 's LEX. The segment, logical attribute, is identified using a set of heuristics. Every HTML form element of an interface is associated with a surrounding text, and preference is given to the text that ends with a colon, matches with element's internal name, or is closer to the element. The form elements associated with the same text and the text itself belong to a logical attribute.
Certain works partially resolve the segmentation problem by focusing on the sub-problem, label assignment. Label assignment involves associating each form element with a surrounding text, e.g., associating the textbox with "Gene ID:" in the top segment of Figure 2 , and associating both radio button group, and adjoining textbox with "Gene Name:" in the bottom segment. Both Raghavan and Garcia-Molina [17] and Kalijuvee et al. [9] perform label assignment using a combination of textual, styling, and layout properties of components.
With the growing diversity in interface design [6] , it would be difficult for rule-based and heuristic-based techniques to cope with large interface collections. For every new interface, a new set of extraction rules would be required [10] . Nguyen et al. [13] 's LabelEx is a path-breaking model-based work based on supervised machine learning. It uses Naïve Bayes and Decision Trees classifiers to assign text labels to form elements based on textual and layout features of components.
In this paper, we explore another model-based technique, hidden Markov models. This helps in creating an artificial designer that has the ability to segment an interface. The proposed approach improves the process of manual rule-based and heuristic-based techniques in that it automatically learns the rules and heuristics into the model. It complements the model-based approach, LabelEx, in that along with label assignment, it also groups the related components together.
Domain-specific vs. Generic Methods
The deep Web has a diverse distribution of domains [6] . The interface designs differ across domains [13] . This is also supported by the results of our experiments on a large number of interfaces drawn from various domains. 
HIDDEN MARKOV MODEL
Hidden Markov Model (HMM) is a statistical machine learning technique, formally defined as a finite state automaton with stochastic state transitions and token emissions [16] . HMMs are based on Markov's assumption that the current state depends only on a finite history of previous states. In an HMM, states emit tokens based on a fixed state-specific distribution, and transitions among states occur based on a fixed distribution [11] . An HMM is used to model the process that produces a signal output, and to explain the signal output. Following are the main elements of an HMM:
• State Space (size N): A finite set of states {q 0 , q 1 , q 2 …q n } denoted by an unobservable state variable q [18] .
The set of transitions is captured in a state transition matrix. Each cell contains the state transition probability P (q → q') of transitioning from a state q to q'.
• Prior Probability (π): The prior probability for a state q is the probability that q is the start state, i.e., the state at time t=0.
• Output Token Space (size M): an output token is denoted by an observable evidence variable σ [18] . The vocabulary of output tokens is a set {σ 1 , σ 2 , …, σ m }.
•
Sensor Model (B): Output emission probability P (q ↑ σ) denotes the state q's probability of emitting the token σ.
Rabiner [16] represents an HMM as λ= (A, B, π) where A, B and π are the model parameters. σ(t) denotes the token produced at time t, and q(t) denotes the state underwent by the model at time t.
In this paper, we adopt two assumptions: (i) the HMM is of firstorder, i.e., q(t) depends only on q(t-1);(ii) σ(t) depends only on q(t). The most common problems handled by HMMs are parameter learning and state sequence prediction [18] . To learn the parameters, systematic algorithms, such as Baum Welch, Viterbi, and Maximum Likelihood are needed [2] . State sequence inference is the process of determination of the best state sequence, given an observation sequence [18] . Viterbi algorithm is the most accurate method to accomplish this [18] .
SEARCH INTERFACE ANALYSIS
A Web search interface consists of a sequence of components that belong to different logical groups. Components in a single group have difference semantic roles. For example, in Figure 2 , each component of the lower group, i.e, segment, is labeled with an underlined text, which we term as a semantic label. For a given component, the associated semantic label denotes the meaning of the component from user's or designer's standpoint. Web designers do not usually embed explicit component labels in the HTML source code. This makes automatic semantic labeling a difficult task.
Figure 2. Assigning Semantic Labels to Components
In this study, we use a fixed set of 3 semantic labels, {attribute-name, operator, operand}. For data-driven Web applications, the user-entered values and the text-labels of a search interface are often translated into structured query expressions against the underlying databases. A typical structured query statement, i.e., SQL, contains 3 types of clauses: a clause indicating output (SELECT), a clause pointing to the database (FROM), and a clause specifying query conditions (WHERE). For example, assuming the underlying database table name is "Gene," following SQL queries might be generated for the interface in 1. SELECT * FROM Gene WHERE Gene_ID= 'PF11_0344'; 2. SELECT * FROM Gene WHERE Gene_Name LIKE 'maggie';
For a typical Web application, although the underlying database name and schema are invisible, some clauses in a structured query are observable. In particular, a response page presenting query results corresponds to a SELECT clause, and a search interface collecting values for query conditions corresponds to a WHERE clause.
A WHERE clause consists of a set of predicates, e.g., Gene_ID = 'PF11_0344'. Such a predicate often specifies a query condition, using a built-in operator, for a particular attribute in the underlying database schema. Based on this observation, we use semantic labels, attribute-name, operator, and operand, for tagging interface components.
Before we proceed to present the proposed approach, we want to point out certain previous efforts that use a similar set of semantic labels. The work in [22] uses a very similar representation scheme {attribute name, operator, values}. We also share few similarities with LEX [7] ; an operand is similar to the domain element, an operator is similar to the constraint element; and a text-based operator, such as "between" or "and" (Figure 1 ), is similar to the element label. Our work differs from the previous ones in that we view the interface design process as a stochastic process for laying out a stream of components with different semantic roles. When an HMM is learned to simulate the process, it can be used to automatically tag the observable components, as opposed to manually crafted and constantly changing rules or heuristics.
HMM: THE ARTIFICIAL DESIGNER
HMMs are used to model processes that are probabilistic in nature. Interface design process represents one such case. This process involves statistically choosing an element from the universal set of components, and placing it on the interface based on its semantic label (see Figure 3 ). This organizes the components into certain design patterns. While a component is observable, its semantic label appears hidden to a machine. The sequencing of semantic labels is similar to the transitioning of HMM states. In Figure 4 , oval represents a state, and rectangle represents an emitted token. Attribute-name "emits" text, operator "emits" a radio button group; and operand "emits" a textbox. We simulate this design process by creating an "artificial designer" in form of a 2-layered HMM. The HMM learns the designing ability using suitable algorithms and data. The learned HMM acquires implicit design knowledge required for the decoding process, i.e., for determining semantic labels and segment boundaries. In the context of segmentation, the problem of decoding is two-folded involving semantic labeling as well as grouping of components. Hence, we employ a layered HMM [14] with 2 layers: the layer T-HMM (T stands for Tagging) tags each component with a semantic label (attribute-name, operator, or operand); the layer S-HMM (S stands for Segmentation) creates groups of related components. A single layer HMM is another design alternative to this approach. We choose the 2-layered HMM as it offers conceptual clarity and simplicity in preparing training data. The following subsections illustrate the procedure of designing the 2-layered HMM for interface segmentation.
Model Specification
We compiled a dataset, spec_dataset, containing 50 interfaces from 4 data sources (Table 7) to create model specifications. There are two different ways of sequencing the 2 layers: <T-HMM, S-HMM> and <S-HMM, T-HMM>. Experiments on spec_dataset suggest that the sequence <T-HMM, S-HMM> accomplishes higher accuracy than the sequence <S-HMM, T-HMM>. Thus, we position T-HMM before S-HMM. We use the superscripts, T and S, to differentiate the variables for T-HMM and S-HMM, respectively. Prior to training the 2-layered HMM, it is required to specify state space, token space, and model topology. Our adoptions of specifications are described next. Table 1 shows the states and their corresponding semantic roles. In many examples in spec_dataset, we found some texts that represent neither an attribute-name, nor an operator, e.g., the texts, 'use current symbols,' and 'e.g."10.0-40.0",' in Figure 1 . We consider such miscellaneous texts to be emitted by a separate state, textmisc, denoted by q 1 T . The component emitted by this state may or may not belong to a segment. The state transition probabilities were automatically learnt from the spec_dataset using the Maximum Likelihood algorithm. Resulting topology is shown in Figure 5 . For instance, a self-transition from an attribute-name to itself, shown in Figure 5 , might look questionable. In certain examples, a general attribute-name such as "ID," was followed by a specific one such as "Gene ID" as shown in the top segment of Figure 6 , or an attribute-name was repeated as shown in the bottom segment of Figure 6 . T is added to the list because an attribute-name is likely to end with a colon; token σ 9 1 is added because a parenthesized string is not likely to be an attribute-name [7] . Codes σ 8 T , σ 10 T , and σ 11 T , are commonly used text-based operators found in spec_dataset. The styling and presentation components, such as <B>, <I>, <TR>, are ignored while parsing an HTML file.
Layer 1: T-HMM

Layer 2: S-HMM
Semantic labeling by T-HMM solves only half the segmentation problem. In spec_dataset, it was found that a segment does not have a standard structure. It does not always begin with an attribute-name ( Table 3 . The observation token space for this layer is same as the T-HMM state space shown in Table 1 . The topology is shown in Figure 5 . Table 4 summarizes the tags assigned by different layers to the interface shown in Figure 2 . A machine would parse the interface as a sequence of raw components, i.e., colonized string, colonized string, textbox, and so on. T-HMM would tag this sequence as text-misc, attribute-name, operand, and so on. S-HMM would further tag this as outside, begin, end, and so on. 
Learning HMMs
After the model specifications for both layers are decided, next step is to learn the model parameters, i.e., transition probabilities A T and A S , emission probabilities B T and B S , and prior probabilities π T and π S . We collected several hundred search interface examples from a variety of domains. We turn these examples into training data in order to learn the model parameters. Figure 7 describes the key components in our 2-layered HMM approach. To test the effectiveness of learned HMM for interface segmentation, we conduct cross-validations among the collected interfaces. We report the results of the empirical study in next section. 
EMPIRICAL STUDY
The goals of this paper are to study a more generic and accurate method for search interface segmentation and to investigate the factors affecting its performance. Theoretical analysis on designing interfaces suggests that HMM would be an effective technique to realize these goals. To verify this, we conduct a comprehensive empirical study. The study consists of two parts. In the first part, we measure the segmentation accuracy achieved on using HMMs. We compare the HMM based approach to a previous heuristic-based solution, LEX [7] . We choose LEX because the details of the heuristic-based algorithm are available in the literature and it explicitly studies the segmentation problem. Moreover, both LEX and our approach take HTML files as the primary input. This makes the two approaches comparable. There are other model-based solutions such as LabelEx [13] . However, in addition to the HTML file, LabelEx also takes the pixel positions on Web browser's window as an input. We thus consider LabelEx as a complement to our approach.
In the second part of the study, we compare the performance of HMMs, trained in different ways, on a given domain. We investigate whether a single HMM could demonstrate a highquality performance across multiple domains. This would help in drawing some conclusions on how to design an HMM that caters to a given domain, as well as to multiple subject domains.
Based on the results, the proposed approach delivered a promising performance on interfaces from various domains. Biology domain was observed to have the most varied patterned search interfaces among all tested domains. The HMM, when trained on interfaces from biology domain, significantly outperformed LEX by 5% to 18%. The study concluded that the HMM, trained on a domain with most varied and frequent design patterns, returns a high segmentation accuracy in multiple domains, and even outperforms the domain-specific models from individual domains. This provides useful insights in designing model-based segmentation methods. In the following subsections, we report the details of our study.
Accuracy and Comparison
For preliminary evaluation, we collected 200 examples from biology domain (Table 7) . A portion of an example interface described in its original HTML code is shown below. Parsing: For each interface, the source code was parsed into a DOM-tree [3] of components. These trees were traversed in the depth-first search order as the components belonging to the same segment are likely to be close to each other on the depth-first traversal path. They were then translated into corresponding observation sequences, e.g., the above example would be parsed as "σ 1
."
Training and Testing Sets:
The examples were trained and tested using 20-fold cross-validation method. The training examples were first tagged with the corresponding state information (Table 1 for T-HMM, Table 3 for S-HMM). In both layers, training and testing were performed using Maximum Likelihood and Viterbi algorithms, respectively. For evaluation, the predicted state sequence was compared with the correctly tagged sequence. Table 5 shows a summary of the results. 
S-HMM Accuracy:
The segmentation accuracy is listed in the 1 st row of Table 5 . Out of the total number of segments present in all the interfaces, 86.05% were correctly identified. A misidentification occurred due to one or more misidentified semantic label(s) by T-HMM. Over-segmentation was considered a success. For instance, in Figure 2 , the top segment has 2 components and the component "Search Genes By:" occurs outside this segment. If a method includes the component "Search Genes By:" in the top segment, this is considered a case of oversegmentation. We consider this as success since the additional component is not a part of any other segment.
T-HMM Accuracy:
This was calculated only for the segments correctly identified by S-HMM. The tagging accuracies for the operators and operands are shown in rows 2 and 3 of Table 5 , respectively. Overall, 85.1% of the operands were correctly identified. A misidentification occurred because an operator state was mistaken as one of the other 3 states of T-HMM. Overall, 98.6% of the operands were correctly identified. In all the incorrect cases, the operand state was misidentified as an operator state. Overall, 90.11% of attribute-names were correctly identified (row 4). In all the incorrect cases, they were misidentified as textmisc. Attribute-name extraction was challenging as many segments tend to have multiple instances of attribute-name in the form of synonyms, hyponyms, etc. Therefore, we created another metrics, attribute-name-flexible accuracy. To calculate this, every segment with at least one correctly identified attribute-name instance was considered a success. Our approach, thus, achieved an accuracy of 99.75% (row 5). There are many existing approaches to handle multiple attribute-names. For instance, the work in [13] provides a term frequency based mechanism, Mapping Reconciliation, to choose a single text-label when multiple labels seem to be correct. The accuracy of the text-misc identification (row 6) is low as several instances of text-misc states were misidentified to be attribute-names. In future, we intend to improve this accuracy.
Comparison with LEX:
We implemented the heuristic-based LEX algorithm based on its description in [7] . We used simple string similarity function to measure textual similarity, and weighed all heuristics equally. The 2 nd column of Table 6 shows the accuracy attained by LEX on interfaces from 4 domains collected from sources shown in Table 7 . The 3
rd column of Table  6 shows the improvement in accuracy attained on using the proposed approach. The 4 th column shows the improvement attained on using the "smartest" variation (HMM bio ) of the approach, described in Section 6.2. The proposed approach helps accomplish up to 24% improvement in accuracy over LEX. LEX does not model miscellaneous texts such as 'e.g., "10.0 -40.0",' or "Enter up to two decimal places." It thus suffered from under-segmentation in a large number of cases. A heuristic in LEX considers only those texts as attributenames that are located within 2-top-row distance from the form element. This led LEX to miss instances where attribute-name and operand were located far apart in the source code. This was the primary reason of a poor performance in automobile domain; interfaces in this domain had numerous row delimiters (<P>, <BR>, </TR>). Also, in many cases, LEX misidentified a text operator (referred to as element label by LEX), such as "MIN" and "MAX" in Figure 10 , as the attribute-name. In these cases, the text operator occurred closer to the form element and had an HTML name similar to the operator's text, and thus, weighed more than the correct attribute-name.
HMM Variations
In this section, we report the performance of the 2-layered HMM approach on altering the models. An advantage of using machine learning techniques is that a new model can be designed by merely replacing the training data. We tested the method on interfaces belonging to 5 test domains, using 3 variations of HMM: domain-specific, generic, and cross-domain. (Table 7) . Interfaces from both commerce (movie, automobile) and non-commerce (biology, health, reference & education) categories were selected considering the balanced domain distribution of deep Web [6] . The "mixed" dataset was prepared by mixing 20% of interfaces from each domain. Table 8 shows the results. Each row corresponds to a test domain. Each column represents a version of HMM. Interfaces from each domain were segmented using 6 different models: 1 domainspecific, 4 cross-domain, and 1 generic. The models are different from each other as shown in Figure 8 , where the T-HMM state transition topology and probabilities for all the models are different. The probabilities, P(q i T →q j T ), were calculated using the Maximum Likelihood algorithm. Very low transition probabilities (<=0.05) are omitted. Due to limited space, we do not list the learnt values for emission probabilities of T-HMM, P(q T ↑σ T ), and emission and transition probabilities for S-HMM, P(q S →q S ), and P(q S ↑q T ).
Overall, 30 experiments were conducted. Each domain-specific experiment used 10-fold cross-validation across 100 examples. For the rest, testing and training data sizes were 100 each. In Table 8 , the numbers in bold represent the result by the winner model, i.e., the HMM that delivered the best performance in a domain. The italicized numbers represent the weakest performance in a domain. Next, we analyze the results and discuss implications.
Analysis
The results in Table 8 are counter-intuitive and suggest that domain-specific models do not always result in higher accuracy than generic or cross-domain models. In Sections 6.3.1 through 6.3.5, we analyze the results for each test domain. In Section 6.3.6, we present a summary of the analysis. 
Automobile Domain
In automobile domain, the domain-specific model, HMM Figures  10 and 2 , respectively. Hence, HMM bio was unable to identify the pattern as a complete segment, and instead decomposes the pattern into two segments. This difference is also apparent in the learnt values of transition and emission probabilities. The probability of the sub-pattern, having first 3 components of Figure  3 , emitting the token sequence "text, selection-list, text" is higher in automobile domain than that in biology domain. Using HMM notation, the probabilities of occurrence of the sequence of events, The automobile domain has a limited set of patterns and very less outlier patterns. It thus resulted in higher accuracy on being trained with HMM auto .
Biology Domain
In biology domain, the domain-specific model, HMM bio , outshined the other models by a wide margin. Figure 11 Thus, other models failed to recognize these segments. Figure 10 shows yet another pattern, which was misidentified by all other models. In other domains, the transition from attributename ("Enter the length …") to operator ("MIN") is not very frequent. This is apparent in Figure 8 , wherein T-HMM bio is the only model with a transition arrow from attribute-name to operator, i.e. with a P(q 2 T → q 3 T ) value higher than 0.05. Biology domain contains many frequent segment patterns that are rarely found in other domains. Hence, no other model was able to keep up with its variety of patterns.
Figure 11. Common form elements in biology domain
Health Domain
In health domain, the cross-domain model, HMM Figure 12 where an operand (textbox) is followed by a text-misc ("(optional)"). As shown in Figures 8b and 8c, Figures 14 and 15 show 2 such cases. In Figure 14 , the inner shape is the one extracted using HMM movie . In the movie domain, it is not very common to find a text-misc ("Hold down …") in between the states, attribute-name and operand. This is apparent in Figure 8 , where the probabilities of transition from attribute-name to textmisc, P(q 2 T →q 1 T ) are 0.16 and 0.08, in biology and movie domains, respectively. HMM ref_edu was also able to capture this segment pattern as it has a relatively high value (0. 
Reference & Education Domain
In the reference and education domain too, HMM bio resulted in higher accuracy than the domain-specific model, HMM ref_edu . As compared to all other domains, the segmentation accuracy in this domain is low. We found this domain very different from others in terms of the frequency of segment patterns. This domain contains several rare patterns that are rare in other domains too.
Similar to the health and movie domains, the operator state is rare, as depicted in Figure 8e . A peculiar feature found in this domain is that it has multiple operands within a segment as shown in Figure 16 . This can also be deduced from Figure 8e where the self-transition to operand state, P (q 0 T →q 0 T ), is the highest (0.4) among all the models. This is one case where the non-domainspecific models failed. Experiments in this domain also exposed some limitations of the 2-layered HMM approach. Consider Figure 18 , the components in the HTML code do not occur in a sequential pattern. The segments are distributed in that the components, "Begin" and textbox located below, do not occur sequentially in the source code, and a component "End" that belongs to another segment lies in between. Currently, we are unable to represent such cases while preparing the training data. Figure 19 shows another rare pattern which we found difficult to represent. 
Implications
The analysis presented in previous sections brings up interesting points. Although the number of domains tested is limited; certain approximate generalizations can be made.
If a domain D has a peculiar and frequent pattern P, then P can be recovered by HMM D . The example domains include biology and automobile. Figure 9 shows an example of one such pattern in automobile domain. The more the number of peculiar patterns in a domain, the more is the difference in accuracies between domainspecific and non-domain-specific models. This explains why the accuracy attained by HMM bio on biology domain is much higher than that attained by any other model.
In D, if P is rare, then P can best be recovered using HMM B , where B is a domain other than D that has P as a frequent pattern. In the domains, movie and health, most of the rare patterns (Figures 12, 14 , and 15) are recovered by HMM bio , generating 75.9% and 80.59% segmentation accuracies, respectively. The reference and education domain also has many rare patterns, which were rare in other domains too. Thus, most of the models were unable to identify those patterns.
Contrary to one's intuition, domain-specific models do not always lead to the highest possible accuracy. For instance, in movie domain, all non-domain-specific models resulted in higher accuracy than HMM movie . It can, thus, be concluded that an artificial designer trained by more appropriate interfaces would lead to more accurate results. The appropriateness of a training dataset depends on the frequency of segment design patterns in the test domain as well as in the training dataset. In future, this might give directions in designing a minimal set of models, where each model returns higher accuracy than its domain-specific counterpart in individual domains, while reaching as many domains as possible. An example of such a model is HMM bio that performed better than other models on 80% of the tested domains. The variety and frequency of patterns in biology domain helps the model contain more design knowledge, and thus, be a smarter designer.
CONTRIBUTIONS AND PROSPECTS
In this paper, we introduced the 2-layered HMM approach for automatic search interface segmentation. This approach is motivated by the probabilistic nature of interface design process. We encoded the implicit knowledge required for interface segmentation in an HMM-based artificial designer. This is the first work to apply HMMs on deep Web search interfaces. It improves and complements previous solutions in many aspects. Through this work, we have made the following contributions.
We tested the effectiveness of this approach across several representative domains of deep Web. The approach achieved high segmentation accuracy in most domains. We also compared the performance with a contemporary approach, LEX [7] . Our method outperformed LEX by at least 10% in most cases. We designed different kinds of learning models and compared their performances in each domain. It was deduced that: a single model has the potential of accurately segmenting interfaces from multiple domains, provided it is trained on the data having appropriate variety and frequency of design patterns. In future, we want to involve more domains, and derive a minimal set of models that reaches as many deep Web domains as possible.
The proposed approach can be expanded in several ways. One of our long term goals is to recover the schema of deep Web databases by extracting finer details, such as data types and constraints. Also, we intend to transition to a representation scheme that is able to address distributed and complex segments (Figures 18, 19) . Using HMMs poses certain challenges too. Currently, the training data for both T-HMM and S-HMM is prepared by manual tagging. Our experience of tagging 600 examples suggests that the training samples can be constructed quickly and easily, as compared to the construction of exhaustive set of rules or heuristics. However, to minimize human intervention, we want to explore the use of unsupervised training methods such as Baum Welch algorithm. We also noticed the lengthy time taken by Viterbi algorithm for state recovery. We want to find optimization techniques to improve efficiency. Another alternative is to use the HMM-based method as an offline pre-processing module to other applications such as metasearch engines and deep Web crawlers.
