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Abstract. In this paper it is discussed how dual-polarization radar ob-3
servations can be used to verify model representations of secondary ice pro-4
duction. An event where enhanced specific differential phase, Kdp, signatures5
in snow occur at the altitudes where temperatures lie in the range between6
-8 and -3 ◦C is investigated. By combining radar and surface-based precip-7
itation observations it is shown that these dual-polarization radar signatures8
are most-likely caused by ice with concentrations exceeding those expected9
from primary ice parameterizations. It is also shown that the newly formed10
ice particles readily aggregate, which may explain why Kdp values seem to11
be capped at 0.2-0.3 ◦km−1 for a C-band radar. For the event of interest, mul-12
tiple high resolution (1 km) Weather Research and Forecasting (WRF) model13
simulations are conducted. When the default versions of the Morrison mi-14
crophysics schemes was used, the simulated number concentration of frozen15
hydrometeors is much lower than observed and the simulated ice particles16
concentrations are comparable with values expected from primary ice param-17
eterizations. Higher ice concentrations, which exceed values expected from18
primary ice parameterizations, were simulated when ad-hoc thresholds for19
rain and cloud water mixing ratio in the Hallett-Mossop part of the Mor-20
rison scheme were removed. These results suggest that the parameterization21
of secondary ice production in operational weather prediction models needs22
to be re-visited and that dual-polarization radar observations, in conjunc-23
tion with ancillary observations, can be used to verify them.24
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1. Introduction
Currently one of the major uncertainties in climate projections is due to feedbacks25
between clouds and radiation [Webb et al., 2013; Pachauri et al., 2014]. One reason for26
this is that detailed microphysical observations of cloud properties are still somewhat27
limited and thus microphysical parameterizations which are implemented in both weather28
prediction and climate models are difficult to verify [Klein et al., 2013].29
One of the longer standing challenges in microphysics is to account for the high number30
of ice particles observed relative to the number of ice nuclei. Several processes of ice31
multiplication have been suggested to explain this discrepancy. Shattering or partial frag-32
mentation during the freezing of large supercooled drops is one such method [e.g. Koenig ,33
1963, 1965; Rangno and Hobbs , 2001]. A second potential method is spicule formation dur-34
ing the freezing of large drops. The spicules emit liquid bubbles that subsequently burst to35
produce multiple ice particles [e.g. Rangno and Hobbs , 2005; Lawson et al., 2015]. A third36
potential mechanism of ice multiplication is the fragmentation of pre-existing ice particles37
due to ice particle-ice particle collisions [e.g. Vardiman, 1978; Yano and Phillips , 2011].38
A fourth potential mechanism is the production of secondary ice during the evaporation39
of single particles including aggregates [Beard , 1992]. The final, most studied process,40
and the only secondary ice production process which is commonly included in operational41
weather prediction models, is rime splintering which is more commonly known as the42
Hallett-Mossop (H-M) process [Hallett and Mossop, 1974].43
Hallett and Mossop [1974] conducted laboratory studies which showed that during the44
riming process ice splinters can be ejected during the freezing of supercooled liquid parti-45
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cles under certain conditions, namely at temperatures between -8◦C and -3◦C, and when46
liquid droplets with diameters greater than 25µm are present. However, few studies have47
shown any direct evidence of the H-M process occurring in the atmosphere. Recently,48
studies have shown circumstantial evidence which suggests the H-M process is occurring.49
For example, Crawford et al. [2012] combined aircraft observations, ground-based remote50
sensing and model simulations to identify ice formation processes. They concluded that51
secondary ice production via the H-M process was most likely active as in-situ observations52
showed small columnar crystals were present in the same sample volume as supercooled53
droplets and graupel, and that total ice number concentrations were far greater than what54
would be expected from primary ice production. In a similar study, Crosier et al. [2014]55
observed the ”effects of ice multiplication” in a narrow cold front rainband and concluded56
that the H-M process was likely occurring as large ice particle number concentrations (>57
100 L−1) were observed, the observed ice particles were columns, and the temperature was58
between -3 to -8◦C. Both of these studies considered shallow convective clouds whereas59
in this study the focus is on stratiform frontal cloud bands that occurred in the cold sea-60
son. Furthermore, while Crawford et al. [2012] and Crosier et al. [2014] relied heavily on61
in-situ aircraft data, in this study ground-based remote sensing and surface observations62
are considered which provide much longer time series of observations and more spatially63
expansive observations than aircraft based measurements.64
The recent upgrade of many national weather radar networks to dual-polarization radar65
technology [Doviak et al., 2000; Bringi and Chandrasekar , 2001] brings a new opportu-66
nity of using these state-of-the-art observations for documenting cloud and precipitation67
processes and for validating model parametrizations. Hogan et al. [2002] have presented68
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measurements of embedded convection in a deep frontal ice cloud, where a region of en-69
hanced differential reflectivity (Zdr) coinciding with a turret of rising liquid water droplets70
was observed. They have advocated that the observed Zdr is caused by needles formed71
by the H-M process. As the dual-polarization radar signature of newly formed needles72
is masked by that of graupel particles, which have much larger radar cross sections, the73
enhanced differential reflectivity values were observed in updrafts and not in the regions74
where the rime splintering process was taking place. Similar observations are reported75
by [Giangrande et al., 2016]. Oue et al. [2015] used linear depolarization measurements76
at vertical incidence and Doppler spectra to detect columnar crystals and signatures of77
riming. They argued that, since the columnar crystals in their cases were formed at al-78
titudes where temperatures lie in the range favorable for the H-M process to occur and79
that spectra show signatures of riming, the formed crystals are secondary ice produced by80
rime splintering. In both Hogan et al. [2002] and Oue et al. [2015], as is the case in most81
radar-based studies, the evidence presented for secondary ice production is circumstantial82
and mainly relies on the detection of newly formed ice particles at certain temperatures.83
Grazioli et al. [2015] have reported that the enhanced Kdp signatures appear in regions84
where riming takes place and the production of ice needles is observed. They have argued85
that this may be an indication of the H-M process. Kumjian et al. [2016] have used86
this radar signature as an indicator for riming, given that it has to take place in the87
region where the H-M process is active. Thus, the aim of this study is to show that88
Kdp observations can identify regions where newly formed ice particles in the -3 to -89
8◦C temperature region exceed those expected from primary ice parameterizations, and90
therefore, in conjunction with additional observations, can identify areas of secondary ice91
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production. The second aim is to use these observations to ascertain if secondary ice92
production can be captured by a numerical weather prediction model and identify any93
limitations in the current parameterization of this process. In the case study presented94
here, dual-polarization radar observations are supplemented by microwave radiometer95
measurements, surface-based precipitation microphysics measurements and radiosonde96
soundings.97
2. Data and Methods
In this study we analyze observations made at Hyytia¨la¨, Finland (61◦51’N,24◦17’E,98
181 m above sea level, Fig. 1) during the Biogenic Aerosols — Effects on Clouds and99
Climate (BAECC) campaign [Peta¨ja¨ et al., 2016] and combine these observations with100
results from a numerical weather prediction (NWP) model. The BAECC campaign took101
place between 1 February 2014 and 14 September 2014 during which time the United102
States Department of Energy’s Atmospheric Radiation Measurement (ARM) Program103
ARM Mobile Facility (AMF2) was deployed to Hyytia¨la¨. During the BAECC campaign104
an intensive observation period (IOP), termed the BAECC Snowfall Experiment (SNEX)105
focusing on snowfall, was undertaken from 1 February through 30 April 2014. During the106
BAECC-SNEX IOP, more than 20 snowfall events, where surface temperature was below107
0◦C were recorded. Using dual-polarization radar observations, eleven snowfall cases were108
identified as having elevated values of specific differential phase.109
From these cases, three exhibited clear signatures at the height where air temperature110
ranged between -8 and -3◦C. Model simulations of these three cases were conducted;111
however, for brevity, only the 15–16 February 2014 case is discussed here. This case is112
the simplest and is also the only case where the dual-polarization radar signatures took113
D R A F T January 5, 2017, 9:03am D R A F T
SINCLAIR ET AL.: SECONDARY ICE: OBSERVATIONS AND MODEL X - 7
place just above ground – between the surface and a height of approximately 1.5 km –114
and hence surface-based precipitation microphysics measurements can be used to support115
the analysis.116
2.1. Radar and microwave radiometer observations
Observations from two radars are used in this study: the Finnish Meteorological In-117
stitute Ikaalinen radar, which is a dual-polarized C-band weather radar [Saltikoff et al.,118
2010], and the ARM Ka-band scanning cloud radar (Ka-SACR) [Kollias et al., 2014a, b].119
The Ikaalinen radar operates in simultaneous transmission and simultaneous reception120
mode [Doviak et al., 2000]. Observations of equivalent reflectivity factor (Ze), differential121
reflectivity (Zdr) and specific differential phase (Kdp) are analyzed here. The radar is122
located 64 km east of the Hyytia¨la¨ site and performs range height indicator (RHI) scans123
over the site every 15 minutes and low-level (elevation angle 0.3◦) plan position indica-124
tor (PPI) scans every 5 minutes. Kdp is calculated using the Chanthavong et al. [2010]125
implementation of the method proposed by Wang and Chandrasekar [2009].126
The Ka-SACR performed a variety of scans during the BAECC experiment [Kollias127
et al., 2014a]. On 15 Feb 2014 the radar was pointing vertically during the whole pre-128
cipitation event and results from this event are presented in this paper. In addition to129
equivalent radar reflectivity, Ka-SACR measures linear depolarization ratio (LDR).130
During BAECC the AMF2 instrumentation included two-channel (23.8 and 31.4 GHz)131
and three-channel (23.8, 30, and 89 GHz) microwave radiometers. From the measured132
brightness temperature, integrated water vapor and liquid water paths (LWP ) are de-133
rived [Cadeddu et al., 2013]. In this study, LWP data calculated from the two-channel134
microwave radiometer are used, though a comparison between the 2-channel and 3-channel135
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radiometer LWP data showed little difference. The expected uncertainty in LWP esti-136
mates is about 0.02 kg m−2 [Cadeddu et al., 2013].137
2.2. Surface precipitation observations
The utilized surface precipitation instrumentation is part of the Global Precipitation138
Measurement (GPM) ground validation program of NASA. Analysis of the Kdp signatures139
is supported by ground-level observations of the microphysical properties of snow parti-140
cles measured with NASA Particle Imaging Package (PIP), an improved version of the141
Snowflake Video Imager (SVI) [Newman et al., 2009]. PIP records gray-scale images of142
the falling particles with a high frame-rate video camera as the particles fall in between143
the camera and an external light source. As PIP has a higher frame-rate than SVI, fall144
velocity measurements are possible even though the measurement volume of PIP is larger145
(field of view is 64 x 48 mm) than of SVI. All other particle image properties are obtained146
according to the SVI particle detection algorithm [Newman et al., 2009]. PIP is located147
on the measurement field in Hyytia¨la¨, approximately 50 m from the ARM AMF2 radars.148
PIP particle data is recorded into 105 diameter bins with centers ranging from 0.125
to 26.125 mm. The measurements in the first bin are deemed unreliable and not used
in the analysis. The disk equivalent diameter, Ddeq, is defined as the diameter of a disk
which has the same area as the measured area of the pixels included in the particle image,
i.e. the total particle area. The particle size distribution (PSD) is recorded by PIP
every minute and in this study the derived parameters — total particle concentration Nt,
median volume diameter D0 and maximum diameter Dmax — are shown for five minute
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time periods. Nt and D0 are calculated as follows:
Nt =
∫ Dmax
Dmin
N(Ddeq) dDdeq, (1)
∫ D0
Dmin
D3N(Ddeq) dDdeq =
∫ Dmax
D0
D3N(Ddeq) dDdeq (2)
where N(Ddeq) is the PSD and Dmin and Dmax are minimum and maximum particle149
diameters used for the analysis. The single counts of questionable large particles are150
filtered before integrating over the mean distribution of five minutes for obtaining Nt.151
D0 is also derived for the averaged distribution of five minutes, whereas Dmax is the152
largest diameter observed during the five minute time period. The expected uncertainty153
of the retrieved PSD parameters is less than 10% but depends on the number of recorded154
particles during the observation period. Given that during the period of interest Nt did155
not change significantly, it is also expected that the uncertainty does not vary considerably156
in time either.157
In addition to particle number concentrations, size, and velocity, information about158
particle shape is recorded. This includes parameters such as the dimensions of a bounding159
box, particle orientation angle, etc. From the bounding box dimensions and particle160
orientation, minor and major axes of the equivalent ellipse are calculated. The particle161
aspect ratio is defined as the ratio of the ellipse’s minor and major axes. The area ratio162
is calculated from the measured total particle area and the area of a disk with the radius163
equal to major axis of the equivalent ellipse. It should be noted that because particle shape164
parameters, such as size, axis, and area ratios, are estimated from the two-dimensional165
projections they may differ from the true particle shape parameters as discussed, for166
example, by Wood et al. [2013]; Tiira et al. [2016].167
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Two weighing gauges are used to measure the liquid equivalent accumulation of the168
snow events. OTT Pluvio2 200, with a collecting area of 200 cm2 and a Tretyakov-type169
wind shield, is located at a height of 3 m inside a wind protection fence similar to the170
WMO standard Double-Fence Intercomparison Reference (DFIR) whereas OTT Pluvio2171
400, with collecting area of 400 cm2 and both standard Alter- and Tretyakov-type wind172
protection shield [Rasmussen et al., 2012], is placed on the field outside the wind fence.173
Both gauges agree well as, in addition to the wind fences, the Hyytia¨la¨ measurement field is174
sheltered by trees reducing under-catchment of the gauges because of the wind conditions.175
Accumulation data of the gauges is recorded every minute, but for comparison with model176
output, 10-minute accumulations are considered here.177
The meteorological observations of temperature and surface pressure are measured by178
ARM meteorological tower instrumentation [Kyrouac and Holdridge, 2014] at a height179
of 10 m next to the ARM AMF2 radars. The archived data is averaged over 60 seconds180
but to enable fair comparison with model output, 10-minute averages are analyzed.181
2.3. Weather Research and Forecasting (WRF) Model Simulations
Model simulations were conducted using version 3.6.1 of the Weather Research and Fore-182
casting (WRF) model [Skamarock et al., 2008]. WRF is a state-of-the-art, non-hydrostatic183
mesoscale Numerical Weather Prediction (NWP) model that is used extensively for both184
operational forecasting and research. WRF includes multiple parametrizations for each185
physical process (microphysics, boundary-layer turbulence etc.) which range in the level186
of complexity. In this study 36-hour simulations initialized using ERA-Interim reanalysis187
data [Dee et al., 2011] are conducted starting approximately 12 hours before the time188
of interest to enable the model to spin-up. The simulations consist of an outer domain189
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and three nested domains (Fig. 1); the outer domain has a horizontal grid spacing of190
27 km which covers most of Europe, a second domain with a grid spacing of 9 km cov-191
ering Northern Europe, a third domain with a grid spacing of 3 km covering Sweden,192
Norway, Finland and the Baltic countries and an inner nested domain with a grid spac-193
ing of 1 km which covers south and central Finland and the surrounding sea areas. The194
inner-most domain has 501 × 621 grid points and it is output from this inner domain195
which is analyzed and presented here. All domains have 60 model levels which results196
in a vertical grid spacing of less than 100 m in the boundary layer and approximately197
300 m in the mid-troposphere. The simulations are conducted using the YSU boundary198
layer parameterization, the Kain-Fritsch cumulus convection scheme (only applied in the199
two outer domains), the RRTM longwave radiation scheme and the Dudhia short-wave200
radiation scheme.201
The WRF simulations are conducted with the double-moment Morrison microphysics202
scheme [Morrison et al., 2005] which predicts the mixing ratio of water vapor and five203
hydrometeor species (ice, snow, graupel, rain and cloud liquid) as well as the number204
concentration of ice, snow, graupel and rain particles. Secondary ice production due to205
rime-splinters is parameterized following Hallett and Mossop [1974]. For the H-M part206
of the parameterization to become active the temperature must be between -3◦C and207
-8◦C, graupel must be being produced, and the collection of cloud water by snow or the208
collection of snow by rain must also be occurring. An additional requirement is that the209
snow mixing ratio must exceed 0.1×10−3 kg kg−1 and that either the cloud water mixing210
ratio exceeds 0.5×10−3 kg kg−1 or that the rain mixing ratio exceeds 0.1×10−3 kg kg−1.211
These ad-hoc values originate from Lin et al. [1983] and were also applied by Rutledge212
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and Hobbs [1984]. In both of these earlier studies, these values were applied as thresholds213
for the production of graupel, not as thresholds for the activation of the H-M process as214
is the case in the Morrison microphysics scheme.215
In addition to the control simulation with the default Morrison microphysics parame-
terization scheme, sensitivity experiments (see Table 1) were conducted to investigate the
impact of the cloud water and rain mixing ratio thresholds in the H-M parameterization
simply by removing these thresholds from the parameterization. Sensitivity experiments
were also conducted to determine the impact of the parameterization of primary ice pro-
duction. In the default Morrison scheme, the number of primary ice particles Npice is
parameterized using the Cooper curve [Cooper , 1986]
Npice = 0.005 exp (0.304 (273.15− Tk)) (3)
where Tk is temperature in degrees Kelvin. In the sensitivity experiment, referred to as
DeMott, the Cooper curve was replaced by
Npice = 0.117 exp (0.125 (273.15− Tk)) (4)
which corresponds to the gray dashed line in Figure 2 of DeMott et al. [2010]. Note that216
this is not the parameterizaton proposed by DeMott et al. [2010] for ice nuclei concentra-217
tion which is a function of number concentration of particles larger than 0.5µm diameter218
and temperature. Equation 4, subsequently referred to here as the ”DeMott” curve, pro-219
duces more ice particles than the Cooper curve at temperatures warmer than -17.5◦C but220
fewer at colder temperatures. Finally, an experiment was conducted in which the produc-221
tion rate of ice due to the H-M process was multiplied by a factor of 10. A summary of222
the WRF experiments is given in Table 1.223
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3. Results
3.1. Synoptic Situation
At 12 UTC 15 February a mature occluded low pressure system with a central pressure224
of 964 hPa was centered over the North Sea. Associated with this system was a mature225
occluded front over the North Sea, southern Norway, and Denmark as well as a trailing226
cold front and a weak warm front to the south over Germany. Between 12 UTC 15227
February and 00 UTC 16 February, this low pressure system and its fronts moved slowly228
north-east. By 00 UTC 16 February, the low was centered over western Norway and the229
occluded front, which was responsible for the precipitation analyzed in this study, was230
oriented North–South over western Finland (Fig. 1).231
3.2. Signatures of secondary ice in radar and surface observations
At about 2345 UTC on February 15 a layer with enhanced Kdp values was observed232
above the Hyytia¨la¨ research station. These enhanced Kdp signatures appear as a localized233
area with a size of about 20 by 30 km in PPI measurements (Fig. 2) and as a layer in234
RHI observations (Fig. 3). The layer persisted for about an hour and extended from the235
ground to a height of 1.5 km as presented in Fig. 3. The Kdp values observed in the RHI236
scans directly above Hyytia¨la¨ were in the range 0.16 - 0.2 ◦ km−1 with the highest values237
recorded at 0013 and 0028 UTC on February 16. It should be noted that values higher238
than 0.2 ◦ km−1 were recorded in the PPI observations as shown in Fig. 2. At the same239
time and same heights, the Ka-SACR observations show enhanced values of LDR, which240
ranged between -25 and -21 dB. Oue et al. [2015] have reported that such LDR signatures241
observed at temperatures favoring rime splinter production can be potentially related to242
columnar crystals formed by the H-M process.243
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Unlike Zdr and LDR, Kdp is not sensitive to spherical particles, such as lump graupel, or244
to low density particles, such as aggregates. Furthermore, Kdp is proportional to the num-245
ber concentration of non-spherical dense particles, for example, needles. This makes Kdp246
a suitable tool for detecting areas of secondary ice production when used in conjunction247
with ancillary information, for example, temperature obtained from radiosonde soundings248
or model profiles. It should be noted that for accurate Kdp estimation, adequate radar249
signal is required.250
Both Kdp and LDR observations indicate the presence of relatively dense non-spherical251
particles. The LDR observations from before 2330 UTC do show non-spherical particles252
that are falling out of a cirrus cloud layer (Fig. 3) to near the surface. At the time the253
Kdp signature is observed, the particles which are falling from above result in a lower254
LDR signal. However at the surface high LDR values are still observed. Because of the255
layer like appearance of the feature it is most probable that these particles were formed in256
the layer and did not originate from higher parts of the cloud. The radiosonde sounding257
(Fig. 4) shows that temperatures range between -3.5 and -5.5 ◦C in the layer and that air258
was saturated with respect to water. This indicates that ice crystals formed in this layer259
should be of the needle type. In addition, the relatively high temperatures observed in260
the layer of elevated Kdp values are unfavorable for primary ice production [e.g. Cotton261
and Anthes , 1989].262
One of the main discriminators between primary and secondary ice is the number con-263
centration. Based on parameterizations of primary ice applied in NWP models, the ex-264
pected number concentration of primary ice particles formed in the observed layer range265
from ∼ 20 m−3 to 200 m−3, with the lower bound originating from the Cooper curve266
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(Eq. 3) and the upper values from the DeMott curve (Eq. 4). To verify whether this267
number concentration is sufficient to explain the observed Kdp bands scattering calcu-268
lations were performed. The calculations were performed using Python based T-matrix269
code [Leinonen, 2014] that is based on earlier studies by Mishchenko and Travis [1994];270
Mishchenko et al. [1996] and Wielaard et al. [1997]. The ice needles were modeled as pro-271
late spheroids with refractive index defined by particle density using the Maxwell Garnett272
mixing rule [Sihvola, 1999]. There is an uncertainty related to the density of needles.273
Heymsfield [1972] have reported the density of needles (ρ) as a function of their length274
(L) in the form ρ = 0.4583L−0.117, here centimeter-gram-second (cgs) units are used. In275
many other studies the density of needles was assumed to be one of pure ice, 0.9 g cm−3.276
Since needles are modeled as prolate spheroids, axis ratios need to be assumed to perform277
the computations. To cover the range of possible axis ratio values [Heymsfield , 1972],278
computations were performed using values of 3, 5, 10 and 20. Since scattering properties279
of an ice particle are sensitive to the particle volume and the assumed axis ratio modifies280
the volume, the results will be affected by the axis ratio choice.281
In Fig. 5 the calculated LDR and Kdp values, assuming that all ice crystals in the282
observation volume are the same size and that the total concentration is 1 m−3, are shown.283
It can be seen that the assumed needle density has a significant effect on the computed284
values. In Fig. 5, minimum and maximum dimensions of the observed needles are depicted285
by circles, as was determined from the PIP observations. Since PIP diameter is the286
equivalent disk diameter, the transformation of this diameter to the needle length depends287
on an assumed axis ratio. For the observed range of needle sizes the minimum calculated288
Kdp value, assuming a crystal concentration of 1 m
−3, is just under 0.2 × 10−3 ◦km−1289
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and the maximum is 0.3× 10−3 ◦km−1, if density given by the Heymsfield [1972] relation290
is used. For the fixed density particles these values will be 0.5 × 10−3 and 0.87 ×10−3291
◦km−1, respectively. To convert these values to the ones expected from a population of292
primary ice, we should multiply these values by 200 m−3, which is the total concentration293
of ice nuclei as given by the DeMott curve (Eq. 4) for a temperature of -5◦C. This yields294
the range of expected Kdp values for the primary ice particles. If the Heymsfield [1972]295
density relation is assumed, the expected range is [0.04 - 0.06] ◦km−1, and for the fixed296
density needles it is [0.1 and - 0.18] ◦km−1. The range of Kdp values from the constant297
density assumption are close to the observed values. Therefore, the conclusion whether298
the Kdp signatures are indicative of primary or secondary ice depends on what assumption299
we make for particle density and, to a lesser extent, on which empirical relationship (e.g.300
the Cooper curve) we use to estimate the number of primary ice particles. The observed301
Kdp and LDR signatures can only be attributed to secondary ice if the Heymsfield [1972],302
or similar, density relation is valid. Growth instabilities observed at high supersaturations303
[Nelson and Knight , 1998] could be one reason why the needles observed here have lower304
densities than pure ice.305
To support our radar based inferences, analysis of PIP observations was carried out.306
Firstly, observations show total concentrations of ice particles in the order of 104 m−3307
at the surface (Fig. 6a). Further in-depth analysis is based on two approaches, visual308
inspection of recorded particle images as presented in [Kneifel et al., 2015] and cluster309
analysis of velocity and particle shape observations. By examining the PIP video images310
recorded during the event on 15–16 February 2014, see Fig. 10 in Kneifel et al. [2015],311
it was noted that between 00 - 01 UTC multiple particle types were present. Especially312
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between 0015 and 0045 UTC three particle types are clearly detectable. Indications of313
more than one particle type are also visible in velocity and area ratio measurements (Fig.314
7c,d), which coincide with the times where increased Kdp values are observed (Fig. 7a,b).315
Both approaches show that prior to the high Kdp band being recorded (before 2330 - 2345316
UTC 15 February), the surface observations showed only one population of particles which317
had typical fall velocities and area ratios of aggregates of moderately rimed dendrites.318
To disentangle the contributions of the different particle habits to the total concentration319
a clustering analysis, assuming a three component Gaussian mixture model [Mclachlan and320
Peel , 2000], was performed. It is assumed that the PIP observations can be explained by321
the presence of three particle types, as was determined from the visual image analysis, and322
that each particle type corresponds to one of the multivariate Gaussian model densities.323
Observed diameters and fall velocities, computed areas and aspect ratios are used as324
inputs to the analysis. Parameters of multivariate Gaussian densities are optimized to325
maximize posterior probability, i.e. probability of data belonging to a certain cluster326
given observations of particle diameters, fall velocities, computed area and aspect ratios.327
Assignments of different clusters to particle types are done after the analysis was carried328
out using a qualitative assessment of the clusters characteristics. For example, slow falling329
non-spherical particles are treated as needles. The cluster analysis of the data yields330
total concentrations of respective particle types. It shows that there are about 2300331
needles, 1500 needle aggregates and 2300 densely rimed assemblages of dendrites per cubic332
meter (Fig. 8). From this total concentration of needles, and the T-matrix calculations,333
we can conclude that the density relation proposed by Heymsfield [1972] is in better334
agreement with Kdp observations than the constant density assumption. Furthermore, the335
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IN concentration expected from empirical relationships (≈ 200 m−3) is not large enough to336
explain the concentrations of needles observed at the surface. It should also be noted that337
a large portion of ice particles observed at the surface are needle aggregates. Therefore,338
the actual number of needles formed in the layer with elevated Kdp values would be339
higher, since a proportion of them are subsequently consumed in the aggregation process.340
By depleting needles, aggregation also caps the observed Kdp values. Another interesting341
aspect is the appearance of a large number of aggregates in this layer. Moisseev et al.342
[2015] have advocated that detectable Kdp values are associated with conditions favorable343
for the onset of aggregation. Even though their conclusion is based on analysis of Kdp344
bands that appear at temperatures close to -15 ◦C, it seems to hold here as well.345
The analysis of dual-polarization radar and surface precipitation measurements support346
the initial hypothesis that the most probable mechanism responsible for formation of347
needles in this layer is the Hallett-Mossop rime splintering process. The Kdp layer appears348
at the right temperature range. The air is saturated with respect to water (Fig. 4)349
and furthermore, microwave radiometer observations show presence of supercooled liquid350
water (Fig. 9). The surface measurements of particles show the presence of heavily rimed351
particles needed for the onset of rime splintering process. The resulting total concentration352
of newly formed needles exceeds what is expected from primary ice parameterizations. A353
side product of this process is the formation of needle aggregates, which were observed on354
the ground and can also be seen in the observations of maximum particle diameter shown355
in Fig. 6b, which increases during the period when the secondary ice production is active.356
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3.3. Representation of secondary ice in WRF simulations
Figures 4 and 10 demonstrate that WRF simulates the large-scale structure of the357
frontal system reasonably well. The observed sounding at 00 UTC 16 February shows a358
saturated layer between 950 - 875 hPa, a slightly drier layer with a dewpoint depression359
of 2◦C between 875-725 hPa and another shallow saturated layer between 725-700 hPa360
(Fig. 4). This structure is somewhat reproduced in the control WRF simulation. Two361
saturated layers (950-900 hPa and 825-775 hPa) separated by a drier layer are simulated362
which largely agrees with the observations. Above 700 hPa, the modeled dew point363
depression in the control WRF simulations is slightly smaller than observed suggesting364
that WRF has too much moisture in the mid-troposphere.365
The modeled surface pressure, 2-m temperature and accumulated precipitation at the366
nearest grid box were compared to observations (Fig. 10). To ensure the validity of using367
the nearest grid box, values from the 100 surrounding grid boxes (in a 10 by 10 grid) were368
also analyzed (not shown). For precipitation and 2-m temperature variations were very369
small, whereas for surface pressure values varied by ∼5 hPa due to variations in the surface370
orography. The simulated surface pressure at the grid point closest to Hyytia¨la¨, in both371
simulations, is lower than observed. However the simulated surface pressure at some of the372
nearby grid points agrees well with observations (not shown), as does the simulated rate373
of decrease of pressure (Fig. 10a). The simulated accumulated precipitation in the control374
WRF simulation is much lower than observed (Fig. 10b) but the timing of the onset and375
end of the precipitation are well captured indicating that WRF correctly captures the376
timing of the frontal passage. The simulated 2-m temperature differs somewhat from the377
observations, likely due to limitations in the boundary-layer parameterization scheme in378
D R A F T January 5, 2017, 9:03am D R A F T
X - 20 SINCLAIR ET AL.: SECONDARY ICE: OBSERVATIONS AND MODEL
stable conditions. However, the gradual warming associated with the passage of the front379
is captured relatively well (Fig. 10c).380
The critical temperature levels for this study are -3◦C and -8◦C (indicated by the red381
isotherms in Fig. 4) which in the observed profile is the part of the atmosphere between382
150 m (940 hPa) and 1.9 km (770 hPa). In the control simulation, the -3◦C isotherm383
is about 150-200 m higher than observed and the -8◦C isotherms is about 500 m higher.384
Therefore, the layer in which secondary ice production by the H-M process is possible385
is deeper, and extends higher, in the WRF simulation than in observations. A compari-386
son between the observed and model simulated liquid water path (Fig. 9) demonstrates387
that WRF correctly simulated the amount of supercooled water in the vertical profile388
at the time the elevated Kdp signatures were observed. Therefore, WRF simulates the389
correct environmental conditions for the H-M process to occur and therefore it is viable390
to investigate the details of the simulated hydrometeors.391
Height-time cross-sections of WRF simulated hydrometeors and temperature (Fig. 11)392
are analyzed to ascertain whether the control WRF simulation produces high ice number393
concentrations (Nice) indicative of the H-M process. High number concentrations of ice394
particles are simulated at temperatures below -15◦C (above ∼4 km, Fig. 11b). However,395
of more interest is the appearance of new ice particles below the -8◦C level but above the -396
3◦C level. In the control simulation, slightly higher ice number concentrations (maximum397
value of Nice 23 m
−3) occur between 00 UTC and 01:30 UTC (Fig. 11b) than in the398
same temperature range at other times in the simulation. These ice particles are not399
formed by the H-M parametrization, as was confirmed by outputting the ice production400
tendencies from the H-M parameterization which were zero in this location (not shown).401
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It was hypothesized that the H-M parameterization did not become active as the Morrison402
scheme requires that either the cloud water or rain mixing ratio exceed certain thresholds403
(see section 2.3). This hypothesis was tested by performing additional experiments (No404
Thres, No Thres + DeMott and HM 10 – see Table 1 for explanations of experiment405
names) in which these ad-hoc thresholds were removed.406
In No Thres (Fig. 12, left column) much higher ice number concentrations (maximum407
value, 5.3× 103 m−3) are simulated between 23:30 UTC and 00:00 UTC at ∼2 km and408
also between 0015 UTC and 02 UTC at lower levels than in the control simulation. The409
model calculated ice number production tendencies due to the H-M process (not shown)410
confirm that ice was produced due to the H-M parameterization between 2310 and 2345411
UTC. In contrast, the high ice number concentrations simulated at lower levels after 00412
UTC were not co-located with high ice number production tendencies due to the H-M413
process. However, the enhanced ice concentrations simulated at low level after 00 UTC414
in No Thres must be associated with the production of secondary ice by the H-M process.415
In HM10, (Fig. 12, right column) even higher ice concentrations (maximum value, 4.9416
× 104 m−3) are simulated both between 2330 UTC and 00 UTC and between 0015 UTC417
and 02 UTC.418
When the primary ice parameterization was changed to the DeMott curve (see supple-419
mentary material), removing the ad-hoc cloud water and rain mixing ratio thresholds from420
the H-M parameterization had the same affect as when the Cooper curve was used: higher421
ice concentrations were observed at low levels. In the DeMott + No Thres experiment,422
ice concentrations of approximately 103m−3 are simulated at 0030 UTC at 1 km.423
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A fair comparison between model-simulated ice particle concentrations and those in-424
ferred from Kdp observations or measured at the surface is challenging. Firstly, Kdp based425
estimates only account for non-spherical particles. Secondly, the surface PIP observations426
only measure particles with diameters larger than 0.375 mm and therefore may under-427
estimate the actual total particle number concentration. Finally, while WRF simulates428
multiple hydrometeor species, observations measure all frozen hydrometeors together. A429
comparison between the observed particle number concentrations at the surface and the430
sum of the model simulated frozen hydrometeor — ice, snow and graupel — concentra-431
tions, Nice, Nsnow and Ngraupel respectively, at the lowest model level (≈ 40 m a.g.l., Fig.432
13a) shows that all model simulations underestimate the number concentrations between433
23 and 01 UTC. During this time, the No Thres and HM10 simulations agree best with434
observations, however, these simulations may still be under-estimating the total concen-435
tration of frozen hydrometeors as the PIP observations are potentially negatively biased436
as small particles are not measured. However, Fig. 13a also shows that when the ad-hoc437
rain and cloud water mixing ratio thresholds are removed, the simulations over-estimate438
the number concentrations after 02 UTC.439
Kdp observations imply that about 10
3 m−3 non-spherical particles were present at 0030440
between the surface and 1 km. High Kdp values were also observed earlier at 2343 at441
2 – 2.5 km (Fig. 3). In both the control and DeMott simulations, the model simulated442
frozen hydrometeors number concentrations at 2330 UTC and at model level 6 (≈0.63 km,443
Fig. 13b) are approximately 400 m−3. Higher concentrations are found in No Thres and444
HM10 at 2330 UTC. At 0030 UTC, the control and DeMott simulations have almost445
an order of magnitude fewer frozen hydrometeors than estimated from Kdp observations446
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whereas better agreement is found between both No Thres and DeMott + No Thres and447
observations. Thus, regardless of which primary ice parameterization is used, removing448
the thresholds of rain and cloud mixing ratio leads to a significant increase in number449
concentration, and consequently, much better agreement with observations.450
The impact of changing the number concentration of ice particles on the accumulated451
surface precipitation was investigated to determine if the representation of secondary ice452
production in NWP models could be one source of errors in precipitation forecasts. Re-453
moving the rain and cloud water mixing ratio thresholds in both No Thres and DeMott454
+ No Thres had very little impact on surface precipitation (Fig. 13c), yet when the H-455
M production rates were multiplied by 10, accumulated precipitation increased by 10%.456
However, the primary ice parameterization also had an impact on the accumulated pre-457
cipitation with approximately 14% more precipitation occurring when the Cooper curve458
was used compared to the DeMott curve (Fig. 13c).459
4. Conclusions
In this study we have investigated how dual-polarization radar observations, in combi-460
nation with detailed surface-based observation of precipitation microphysical properties,461
can be used to evaluate the representation of secondary ice in WRF, a numerical weather462
prediction model. Observations obtained during the BAECC-SNEX campaign are ana-463
lyzed and high-resolution WRF simulations were conducted. The focus of this paper was464
one snowfall event which occurred on 15–16 February 2014 that had an layer of elevated465
Kdp values between the surface and 1.5 km.466
This study has shown that Kdp observations enable the detection and characterization467
of zones where secondary ice production may be active when combined with ancillary468
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observations and scattering calculations. Scattering calculations in which LDR and Kdp469
for ice crystals with dimensions suggested by the PIP observations and a concentration of470
1 m−3 were performed thus allowing estimates of number concentrations to be obtained471
from the observed Kdp values. It was shown that if the density of needles is assumed472
to be given by the Heymsfield [1972] equation, then the number of primary ice particles473
estimated using empirical relationships that are applied in primary ice parameterizations,474
is too low to explain the observed Kdp values. However, if a constant needle density475
is assumed, the observed Kdp values potentially could be explained by the presence of476
primary ice. Thus, the assumption for density is critical.477
The PIP observations show that three types of particles were observed: small needles,478
aggregates and rimed particles. Rimed particles are required for the H-M process to479
occur, the small needles are an expected product of the H-M process and the aggregates480
are thought to form from the newly produced needles. The onset of aggregation of the481
newly formed ice particles may explain why Kdp values seem to be capped at 0.2-0.3482
◦km−1. In addition, the PIP observations show that an order of magnitude more needles483
are observed at the surface than primary ice parametrizations would account for.484
The surface-based and dual-polarization radar observational results presented in this485
paper do suggest that a secondary ice production process is occurring. However, it is486
exceedingly difficult to prove without any doubt that that process is the Hallett-Mossop487
process even though considerable circumstantial evidence exists. Thus, a caveat in using488
these observations to validate microphysical schemes is that since the H-M process is the489
only secondary ice production method included in the Morrision microphysics scheme,490
if the observed secondary ice particles are produced by an alternative process, then the491
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WRF simulations should not be expected to simulate ice concentrations similar to those492
observed. However, given the large amount of evidence, i.e. the presence of supercooled493
water and of graupel-like particles, the correct temperature range, we propose that the494
secondary ice was produced by the H-M process and thus validate the WRF simulations495
based on this.496
Comparisons between the observed and modeled bulk meteorological variables and the497
concentration and mixing ratios of hydrometeors were conducted. Firstly, the control498
WRF simulation was able to realistically reproduce the timing of the frontal system, the499
thermodynamic vertical structure of the atmosphere and the vertically integrated liquid500
water path. However, the control simulation underestimated the precipitation rate and the501
number of ice particles present in the -3◦C and -8◦C layer despite accurately simulating the502
amount of supercooled water and graupel. Additional sensitivity experiments suggested503
that the underestimation of ice particles in the -3 to -8◦C layer is at least partly due to504
the ad-hoc thresholds of rain and cloud mixing ratios: either the cloud water mixing ratio505
must exceed 0.5×10−3 kg kg−1 or the rain mixing ratio must exceeds 0.1×10−3 kg kg−1506
for the H-M part of the Morrison microphysics parameterization to become active. These507
results suggest that these ad-hoc thresholds should be reconsidered, and their applicability508
to high-latitude mixed phase clouds be scrutinized.509
The cause of the underestimation of the precipitation rate is unclear and may be due510
to inaccuracies in the large-scale thermodynamic structure of the atmosphere or due to511
the misrepresentation of microphysical processes. Increasing the number of ice particles512
produced by the H-M process by multiplying the production rate by a factor of 10 increased513
the precipitation amount by ∼ 10% whereas removing the rain and cloud water mixing514
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ratio thresholds did not have any impact on accumulated precipitation. This suggests that515
only when very high ice concentrations are produced by the H-M process, aggregation of516
the newly formed particles can enhance surface precipitation.517
In conclusion, this study has indicated that dual-polarization radar observations, which518
are now available from operational radars, can be used to detect zones where secondary519
ice production may take place. Further, we have shown an example of how the represen-520
tation of secondary ice in microphysical parameterization schemes can be verified using a521
combination of dual polarization radar observations, detailed surface precipitation obser-522
vations and scattering calculations. The results of this study suggest that current NWP523
models which include double moment microphysics schemes and a parameterization of524
the H-M processes cannot realistically represent secondary ice. This conclusion is based525
on results from one model and one microphysics scheme and only one case study has526
been presented here. Therefore, the validity of these results should be further investi-527
gated. However, doing so is challenging due to the limited observations of the required528
level of detail that are currently available. Therefore, we suggest that long-term detailed529
microphysical measurements of surface precipitation are conducted in conjunction with530
dual-polarization radar observation. Such measurements would enable advancement of531
secondary ice parameterizations.532
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Table 1. Summary of experiments conducted with WRF. In HM10, the production rate of
ice particles due to the H-M processes is multiplied by a factor of 10.
Exp. Name Microphyics scheme Primary Ice Qrain / Qcloud
parameterization thresholds
Control Morrison Cooper curve on
DeMott Morrison DeMott curve on
No Thres Morrison Cooper curve off
DeMott + No Thres Morrison DeMott curve off
HM10 Morrison Cooper curve off
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Figure 1. Map showing the outer model domain (whole map) and the three nested domains
(red boxes), the location of Hyytia¨la¨ field station (red dot) and the model simulated outgoing
long wave radiation (shading, W m−2) from the outermost domain (d01) at 00 UTC 16 February
2014.
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Figure 2. Ikaalinen radar plan position indicator (PPI) observations of equivalent reflectivity
factor, differential reflectivity and specific differential phase recorded on Feb. 16, 2014 at 0030
UTC. The radar elevation angle is 0.3◦. The 20 km range rings are shown in the figure. The
temperature labels correspond to range arcs (white dashed curves), depicting boundaries of the
Kdp band.
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Figure 3. Ikaalinen radar RHI observations of specific differential phase and Ka-SACR vertical
pointing observations of equivalent reflectivity factor and linear depolarization ratio. The Kdp
band was observed between 2330 UTC and 0100 UTC, highlighted by a dashed black line box in
the time-height figures of Kdp and LDR. The RHI observations are carried out over the Hyytia¨la¨
field station, azimuth 81.9 ◦. The dashed line in the RHI images indicate profiles above the
measurement station.
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Figure 4. Skew-T diagram showing observations (black) and model output (blue) at 00 UTC
16 February 2014 from the control simulation. Solid lines show temperature profiles and dashed
lines dewpoint temperatures. Wind barbs are plotted every at 2nd model level and every 50th
observation.
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Figure 5. Kdp and LDR calculations for needles as a function of length (L) and axis ratio (ar).
Kdp calculations are done for C-band assuming that crystal concentration is 1 m
−3. The LDR
computations are for vertically pointing Ka-band radar. Standard deviation of 10◦ is assumed
for particle canting angles and uniform distribution for the azimuth angles. Solid lines represent
calculations using the Heymsfield [1972] density relation for 4 different axis ratios (3, 5, 10 and
20) as indicated by the solid black arrow. Dashed lines depict calculations using constant density
of 0.9 g cm−3 for these 4 axis ratios. The circles show minimum and maximum lengths of needles
as calculated from PIP observations.
D R A F T January 5, 2017, 9:03am D R A F T
X - 40 SINCLAIR ET AL.: SECONDARY ICE: OBSERVATIONS AND MODEL
To
ta
l c
on
ce
nt
ra
tio
n
lo
g 1
0(1
/m
3 )
1
2
3
4
5
15-Feb-2014 21:00:00 --- 16-Feb-2014 02:00:00
Nt
time, UTC
21:00 21:30 22:00 22:30 23:00 23:30 00:00 00:30 01:00 01:30 02:00
D
ia
m
et
er
, m
m
   
  2
  4
  6
  8
 10
 12
 14
 16
D0
D
max
a)
b)
Figure 6. Time series of (a) the total number concentration Nt, (b) the median volume
diameter D0 and the maximum particle diameter Dmax observed by PIP between 2100 UTC on
February 15 and 0200 UTC on February 16.
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a) 0013 UTC
b) 0028 UTC
c) Area ratio (0015-0030 UTC)
d) Particle velocity (0015-0030 UTC)
Figure 7. Ikaalinen radar recorded profiles of Ze and Kdp above the measurement site a)-
b) and corresponding observations shown as density plots of c) ice particle area ratios and d)
fall velocities as a function of diameter. The color of the density plot represent the normalized
density, which is ranging from 0 to 1 as shown in the colorbar.
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Figure 8. Density plots of retrieved area ratios and observed fall velocities of the three
particle types as functions of diameter with the estimated number concentrations separated by a
clustering algorithm valid at the same time as Fig 7c, d. Small needle-like particles are shown in
a) and d) with V-D relation defined with nonlinear regression. Aggregates are depicted in b) and
e), and the V-D relation is taken from Barthazy and Schefold [2006] with a pressure correction
based on the measurement heights with respect to mean sea level. c) and f) are the area ratios
and fall velocities, respectively, as function of diameter for rimed particles and the V-D relations
for densely rimed assemblages of dendrites and graupel-like snow of lump type are taken from
Locatelli and Hobbs [1974].
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Figure 9. Observed liquid water path (gray), observed liquid water path smoothed using
a 10-minute running mean (black) and the model simulated liquid water path (blue) from the
control simulation.
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Figure 10. Time series of (a) surface pressure, (b) accumulated precipitation and (c) 2-
m temperature. Black lines show observations, blue lines the output from the control WRF
simulation. All model variables are from the grid box closest to Hyytia¨la¨. In (b) the solid black
line is for measurements inside of the snow fence and the dashed line for measurements outside
of the snow fence.
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Figure 11. Model simulated hydrometeors (shading) and temperature (contours) from the
control simulation at the grid point closest to Hyytia¨la¨ between 18 UTC 15 February 2014 and
06 UTC 16 February 2014. (a) number concentration of snow particles (Nsnow), (b) number
concentration of cloud ice particles (Nice), (c) sum of the cloud liquid and rain mixing ratio
(Qcloud+Qrain) and (d) graupel mixing ratio (Qgraupel). Units in panels a–b are m
−3 and kg m−3
in panel c–d. The black solid line show -15◦C, the blue solid line -8◦C, and the blue dashed line
-3◦C. Note that color bars differ between panels.
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Figure 12. Model simulated hydrometeors (shading) and temperature (contours) in experiment
No Thres (left) and HM10 (right). (a,b) number concentration of snow particles (Nsnow), (c,d)
number concentration of ice particles (Nice), (e,f) sum of the cloud liquid and rain mixing ratio
(Qcloud+Qrain) and (g,h) graupel mixing ratio (Qgraupel). Units in panels a–d are m
−3 and kg m−3
in panel e–h. The black solid line show -15◦C, the blue solid line -8◦C, and the blue dashed line
-3◦C. Note that color bars differ between panels.
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Figure 13. (a,b) Number concentration of the sum of all frozen particles (Nice, Nsnow and
Ngraupel) at (a) the lowest model level (approximately 40 m) and (b) at model level 6 (approxi-
mately 0.63 km). (c) model simulated accumulated precipitation. Red: control simulation, Red
dashed: No Thres, Blue: DeMott, Blue dashed: DeMott + No Thres, Grey: HM10. Solid black
line in (a) shows total number concentration observed by PIP.
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