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This paper studies the distortion and the model-based bit allocation scheme of wavelet lifting-based multiview image coding.
Redundancies among image views are removed by disparity-compensated wavelet lifting (DCWL). The distortion prediction of
the low-pass and high-pass subbands of each image view from the DCWL process is analyzed. The derived distortion is used
with diﬀerent rate distortion models in the bit allocation of multiview images. Rate distortion models including power model,
exponential model, and the proposed combining the power and exponential models are studied. The proposed rate distortion
model exploits the accuracy of both power and exponential models in a wide range of target bit rates. Then, low-pass and high-pass
subbands are compressed by SPIHT (Set Partitioning in Hierarchical Trees) with a bit allocation solution. We verify the derived
distortion and the bit allocation with several sets of multiview images. The results show that the bit allocation solution based
on the derived distortion and our bit allocation scheme provide closer results to those of the exhaustive search method in both
allocated bits and peak-signal-to-noise ratio (PSNR). It also outperforms the uniform bit allocation and uniform bit allocation
with normalized energy in the order of 1.7–2 and 0.3–1.4 dB, respectively.
Copyright © 2009 P. Lasang and W. Kumwilaisak. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.
1. Introduction
In recent years, multiview image coding has become an
interesting research area due to its various multimedia
applications such as 3-dimensional television, free-viewpoint
television, and video surveillance. A set of multiview images
is taken by several cameras from diﬀerent angles. These
cameras aim at the same objects to capture the depth of
the objects and other useful information. This generates a
huge data volume, which makes eﬃcient compression of
multiview images necessary.
Most multiview image compression algorithms in liter-
ature try to reduce intraview and interview redundancies
among image views. In [1], Tong and Gray studied the inter-
view redundancy and the disparity compensated predictive
coding for multiview images. Magnor et al. [2] proposed the
multiview image coding technique based on the texture map
and model-aided prediction. In video coding, the eﬃcient
motion compensation schemes using a lifting technique [3–
5] have been proposed to reduce redundancies between
video frames, when the wavelet transform is used. It was
shown that this guarantees the invertibility at the synthesis
side. In addition, using a wavelet compression framework,
the scalable property and high-energy compaction can be
achieved [3]. The wavelet lifting techniques used for coding
multiview images were first proposed in [6, 7]. The disparity
compensation is incorporated into the lifting structure called
disparity-compensated lifting to transform the light fields
across the views. Haar and 5/3 wavelets are used as the
wavelet kernels. The wavelet coeﬃcients in each subband are
coded using SPIHT algorithm [8] in a blockwise basis. In [9],
Anantrasirichai et al. achieved a spatial scalability of image
views via in-band disparity estimation and compensation
with the wavelet lifting scheme. The adaptive wavelet lifting
framework used for disparity compensation was proposed
by Lasang et al. [10]. The mode of disparity compensation
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is selected among Haar, 5/3, or a new proposed wavelet
lifting scheme. The criterion in the selection is based on the
Minimum Mean Square Error (MMSE) and some selected
image features. In their work, the SPIHT codec is also used
for coding wavelet coeﬃcients.
To optimally code multiview images with a lifting
technique, the bit rate should be allocated to diﬀerent
subbands with the objective to maximize the reconstructed
multiview image quality. Without a model, we may need to
exhaustively search for the optimal bit allocation solution.
This makes the multiview image coding very complex. The
first bit allocation algorithm was proposed by Shoham and
Gersho [11]. The algorithm provides the optimal solution
to the problem for an arbitrary set of quantizers. Since
this algorithm needs to compute the rate-distortion (R-D)
characteristics for all available quantizers, it has a high com-
putational complexity. The complexity of such algorithm
can be significantly reduced, if the R-D characteristics can
be accurately approximated. Lin and Ortega [12] used a
polynomial-spline function to fit the R-D curve for the
optimal bit allocation. In [13], the analytical model is
used to approximate the empirical R-D curve. However,
the scope of these algorithms is limited to a wide range
of bit rate. In [14], Rajpoot investigated the combination
of diﬀerent R-D models to represent the accurate R-D
characteristics for a wide range of bit rate. Even though
many previous works examine various multiview image
coding techniques and the R-D models for encoding image
and video contents, there are not many works examin-
ing the development of distortion analysis and an R-D
model to use in the bit allocation and to code multiview
images.
In this paper, we derive the distortion and present the
model-based bit allocation scheme for wavelet lifting-based
multiview image coding. The derived framework can reduce
the complexity in searching for the suitable solution of
bit allocation in image subbands. The redundancies among
image views are first removed by DCWL. The redundancy
removal is performed on the macroblock level with the
block size of 16 × 16 pixels. The distortion prediction of
the low-pass and high-pass subbands of each image view
obtained from the DCWL process is analyzed. Together
with the derived distortion, a rate distortion model is
used in the model-based bit allocation to obtain the bit
allocation solution. We study and analyze the accuracy and
performance of the model-based bit allocation schemes,
when diﬀerent rate distortion models including exponential
model [15], power model [16], and the proposed rate
distortion combining both exponential and power models
are used. The proposed rate distortion model exploits the
accuracy of both models in a wide range of target bit rates.
The bit allocation framework allocates bits to all subbands
of image views with the goal to minimize distortion of the
reconstructed multiview images. Low-pass and high-pass
subband components are compressed by SPIHT with the
bit allocation solution derived from the model-based bit
allocation scheme.
Figure 1 shows the overall framework of the proposed
multiview image coding. First the system inputs a set of
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Figure 1: The overview framework of the proposed multiview
image coding.
multiview images that will be used to encode. Then, block-
based disparity estimation is performed to estimate the
disparity vectors. At disparity-compensated (DC) analysis,
the estimated disparity vectors are used to compensate the
disparity between image views. Then, the wavelet lifting
is performed. The wavelet coeﬃcients from DCWL are
compressed using SPIHT codec [8]. The bit rate used in
SPIHT codec for encoding each subband is computed from
the rate distortion model, in which finally the compressed
bitstream will be produced.
The remainder of this paper is organized as follows.
In Section 2, we present the disparity-compensated wavelet
lifting. In Section 3, we analyze and derive the distortion
prediction of multiview image, when disparity compensation
with the wavelet lifting scheme is used. In Section 4, we
describe the model-based bit allocation to diﬀerent subbands
of multiview images based on the derived distortion and
diﬀerent rate-distortion models. The experimental results
are shown in Section 5. The conclusion remarks and future
works are given in Section 6.
2. Disparity-Compensated Wavelet Lifting
The lifting scheme is used to construct the discrete wavelet
transform (DWT) as investigated in [17]. In general, high-
pass (H) and low-pass (L) subband decompositions can be
achieved with a sequence of predict (P) and update (U) steps
from the lifting structure. There are more than one possible
wavelet lifting structures used to code multiview images such
as Haar or 5/3 wavelet lifting.
The analysis side of the lifting scheme decomposes
multiview images to H and L subbands. Suppose that we
have N image views. We divide this group of image views into
even views, X2i, and odd views, X2i+1, where i = 0, . . . , N/2,
which are similar and highly correlated in general. In the
context of multiview image coding, the disparity estimation
and compensation can be eﬀectively integrated into the P
and U steps. The synthesis side reconstructs the multiview
images from H and L subbands by inverting U and P
steps in the analysis side. Figures 2 and 3 show the first
level decompositions of the DCWL Haar and 5/3 types,
respectively.
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Figure 2: The first level decomposition of DCWL Haar type.
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Figure 3: The first level decomposition of disparity compensated 5/3 wavelet lifting.
In the DCWL Haar type, the disparity compensation is
performed by using only a single adjacent view as a reference
view, whereas 5/3 type uses two adjacent views. Specifically,
DCWL Haar type uses image view i − 1 or image view i +
1 to reduce the redundancy in image view i, while DCWL
5/3 type uses both of them. It is possible to use more than
two reference image views in DCWL. For example, to predict
image view i, we may use image views i−1, i+1, i−3, i+3, i−5,
i + 5, . . .. In other words, an even view is predicted from odd
views, and an odd view is predicted from even views. In this
way, it is guaranteed that all image views can be recovered at
the synthesis side of wavelet lifting.
For DCWL Haar type, the ith low-pass (Li) and high-pass
(Hi) components can be written as
Hi = X2i+1 − a2i,2i+1P
(
X2i, d̂2i+1→ 2i
)
,
Li = X2i + b2i−1,2iU
(
Hi−1,−d̂2i−1→ 2i
)
.
(1)
The ith low-pass (Li) and high-pass (Hi) components
for DCWL 5/3, which uses two reference frames to perform
disparity compensation, can be written as
Hi = X2i+1 − a2i,2i+1 × P
(
X2i, d̂2i+1→ 2i
)
− a2i+2,2i+1 × P
(
X2i+2, d̂2i+1→ 2i+2
)
,
Li = X2i + b2i−1,2i ×U
(
Hi−1,−d̂2i−1→ 2i
)
+ b2i+1,2i ×U
(
Hi,−d̂2i+1→ 2i
)
,
(2)
where d̂n→m denotes the set of disparity vectors from image
view n to image view m. P(Xm, d̂n→m) is the prediction
step, which is the disparity compensation of image Xm using
d̂n→m. U(Hk,−dl→ j) is the update step using Hk and inverse
disparity vector −d̂l→ j . The scaling factors am,n and bm,n are
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Table 1: Scaling factors in the P and U steps in diﬀerent lifting
types.
Lifting modes am,n bm,n
Haar mode 1
1
2
5/3 mode
1
2
1
4
used in the P and U steps, respectively. All the subscripts,
denoting view indices, are restricted between 0 and N − 1,
where N is the number of image views.
We adopt the weighting scheme in [18]. Specifically, am,n
is set to the inverse of the number of reference views and bm,n
is set to am,n/2. Table 1 summarizes the scaling factors in the
lifting modes. Figure 4 illustrates the reference image views
used in disparity compensation with DCWL Haar and 5/3
types.
At the synthesis side, the inverse U and P steps recover
views X ′2i and X
′
2i+1 from the subbands. The reconstructed
images for DCWL Haar can be written as
X ′2i = L′i − b2i−1,2i ×U
(
H′i−1,−d̂2i−1→ 2i
)
,
X ′2i+1 = H′i + a2i,2i+1 × P
(
X ′2i, d̂2i+1→ 2i
)
.
(3)
The reconstructed multiview images for DCWL 5/3 can
be expressed as
X ′2i = L′i − b2i−1,2i ×U
(
H′i−1,−d̂2i−1→ 2i
)
− b2i+1,2i ×U
(
H′i ,−d̂2i+1→ 2i
)
,
X ′2i+1 = H′i + a2i,2i+1 × P
(
X ′2i, d̂2i+1→ 2i
)
+ a2i+2,2i+1 × P
(
X ′2i+2, d̂2i+1→ 2i+2
)
,
(4)
where X ′2i and X
′
2i+1 are the reconstructed versions of image
views X2i and X2i+1. L′i and H
′
i are the reconstructed versions
of low-pass and high-pass subband i of Li and Hi. Note that
at the synthesis side the reconstructed image views may not
be equal to those in the analysis side due to the lossy coding
by the quantization process or the truncation of wavelet
coeﬃcients in each subband.
3. Distortion Analysis of Wavelet Lifting-Based
Multiview Image Coding
In this section, we analyze the distortion of wavelet lifting-
based multiview image coding. In multiview image coding
context, to reduce redundancies among image views, the
similar pixels from adjacent views are estimated (i.e., dispar-
ity prediction in P step). Pixels are classified as “connected
pixels,” if good matches can be found in the overlapped
regions between image views. Otherwise, pixels are classified
as “unconnected pixels” as pixels in the nonoverlapped
regions in either forward or backward directions. The
connected pixels with more than one disparity vectors are
known as “multiconnected pixels.” These kinds of pixels
influence the distortion computation of the reconstructed
images. Therefore, their eﬀects are taken into account during
the distortion prediction. The example of connected pixels
and unconnected pixels between image views 0 and 1 is
shown in Figure 5, when parallel views are being captured.
The distortion of reconstructed connected pixels has
the influence from multiple reference image views in both
forward and reverse disparity prediction, whereas the distor-
tions of reconstructed unconnected pixels have the influences
from only reference image views in forward or reverse
direction. Let f and r be the ratios of connected pixels in
forward and reverse directions of the reference images, where
0 ≤ f ≤ 1, 0 ≤ r ≤ 1, and f + r ≤ 1. Consider the use of the
5/3 wavelet lifting in disparity compensation. First, consider
the connected pixel area. Based on Table 1, let am,n = a and
bm,n = b for all m and n. The distortion corresponding to the
connected pixels of views X ′2i and X
′
2i+1 can be expressed as
DC,X2i = DLi − b ×
(
DHi + DHi−1
)
,
DC,X2i+1 = DHi + a×
(
DX2i + DX2i+2
)
= DHi + a×DLi − a× b ×
(
DHi + DHi−1
)
+ a×DLi+1 − a× b ×
(
DHi + DHi+1
)
= (1− 2× a× b)×DHi + a×DLi − a× b ×DHi−1
+ a×DLi+1 − a× b ×DHi+1 ,
(5)
where DC,X2i and DC,X2i+1 are the distortions in the connected
pixel area of image views X ′2i and X
′
2i+1, which are caused by
forward and backward prediction, respectively. The scaling
factor a (predict operator) and the scaling factor b (update
operator) are set to 1/2 and 1/4, respectively (for 5/3
wavelet lifting [18]). In this paper, the multiconnected pixels
are treated as the regular connected pixels. Therefore, its
distortion computation is the same as (5). We also use
the same scaling factors (a = 1/2, b = 1/4) for the
multiconnected pixels. Note that the update operator can be
computed based on the number of multiconnected pixels; see
[19].
Next, let us consider the distortion in the unconnected
pixel area. When only the image views used for forward
prediction are used, the distortion of views X ′2i and X
′
2i+1 can
be written as
DUf ,X2i = DLi − b f ×DHi ,
DUf ,X2i+1 = a f ×DLi +
(
1− a f × b f
)
×DHi ,
(6)
where DUf ,X2i and DUf ,X2i+1 are the distortions in the uncon-
nected pixel area of image views X2i and X2i+1, which are
caused by the forward prediction.
When only the image views used for backward prediction
are used, the distortion of views X ′2i and X
′
2i+1 can be written
as
DUr ,X2i = DLi − br ×DHi ,
DUr ,X2i+1 = ar ×DLi + (1− ar × br)×DHi ,
(7)
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occluded pixels, when we consider image view 0 and 1 (reference
view).
where DUr ,X2i and DUr ,X2i+1 are the distortions in the uncon-
nected pixel area of image views X2i and X2i+1, which are
caused by the backward prediction. The scaling factors b f ,
a f , br and ar can be computed based on Table 1. More
specifically, we set a f = ar = 1 and b f = br = 1/2.
We can compute the total distortion of multiview X ′2i and
X ′2i+1 from all areas as
DX2i =
(
1− f − r)×DC,X2i + f ×DUf ,X2i + r ×DUr ,X2i ,
DX2i+1 =
(
1− f − r)×DC,X2i+1 + f ×DUf ,X2i+1 + r ×DUr ,X2i+1 .
(8)
Assume that every pixel in view X2i+1 can be possibly
predicted from two adjacent reference views (view X2i and
X2i+2). Based on our observation from several multiview
test images, most contents of diﬀerent image views are close
to one another, when cameras are not shifted significantly
among image views. Therefore, the disparity compensation
can remove redundancy significantly. Based on the fact
discussed above, if the distortions of image views are equally
distributed, we can write the distortion of L and H subbands
as
DHk ∼= DHk−1 ∼= DHk+1 ,
DLk ∼= DLk−1 ∼= DLk+1 .
(9)
Table 2: The average of f and r ratio of diﬀerent test images.
Test images Average of f ratio Average of r ratio
Tsukuba 0.02343750 0.01931250
Teddy 0.02734375 0.02539062
Venus 0.01171875 0.02148437
Race1 0.0625000 0.05468750
The experimental results in Section 5 (see Figure 6) support
the above assumption.
From (5), we will obtain
DC,X2i = DLi − 2× b ×DHi ,
DC,X2i+1 = 2× a×DLi + (1− 4× a× b)×DHi .
(10)
If we set a f = ar = a and b f = br = b, from (8), the total
distortion of multiview X ′2i and X
′
2i+i can be written as
DX2i = DLi −
(
2− f − r)× b ×DHi ,
DX2i+1 =
(
2− f − r)× a×DLi
+
(
1− (4− 3× f − 3× r)× a× b)×DHi .
(11)
When all blocks can find good matches (i.e., image views
are fully overlapped and f , r = 0), based on Table 1 (a = 1/2,
b = 1/4) (11), we can write the total distortions of X2i and
X2i+1 as
DX2i = DLi −
1
2
×DHi ,
DX2i+1 = DLi +
1
2
×DHi .
(12)
For the multiview test images used in this paper, the
average ratios of f and r are shown in Table 2.
Note that the ratios in Table 2 will be used to analyze the
distortion and bit allocation of multiview test images in the
experimental result.
4. Rate-Distortion Model and Bit Allocation
In this section, we study the use of the rate distortion model
to perform the bit allocation to the multiview image coding
based on the derived distortion in Section 3.
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Figure 6: Comparison of the accuracy of the rate distortion models for H subband (left) and L subband (right) of diﬀerent test sequences
(a) Tsukuba, (b) Teddy, and (c) Venus.
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4.1. Rate-Distortion Model. An accurate rate distortion
model plays an important role in multimedia compression
and transmission due to its eﬃciency in computation and
low complexity. At high bit rate, the exponential model
matches well with rate distortion characteristic [16]. If we
model the distribution of wavelet coeﬃcients as a Laplacian
distribution and define distortion as De,l(Xr ,Xo) = |Xr −
Xo|, where Xr and Xo are the reconstructed image and the
original image, respectively, the rate distortion function can
be written as [15]
R
(
De,l
) = ln σ
De,l
; 0 < De,l < σ , (13)
where σ is the standard deviation of wavelet coeﬃcients. De,l
is the distortion from the exponential model, when we model
the distribution of wavelet coeﬃcients as a Laplacian source
and R is a coding bit rate.
When we model the distribution of wavelet coeﬃcients
as a Gaussian distribution and define distortion as
R
(
De,g
)
= 1
2
log
σ2
De,g
; 0 < De,g < σ2, (14)
where σ2 is the source variance. Laplacian and Gaussian
source models are widely used for source modeling because
of their mathematical tractability [20]. We can write a
general form of the exponential model of both Laplacian and
Gaussian sources as [15]
De(R) = α× e−β×R, (15)
where De(R) is a general form of the exponential model and
α and β are the constants depended on the source type.
At a low bit rate region, the power model is highly
accurate to represent rate-distortion function [16]. This
model can be used for both Gaussian and Laplacian sources.
A general form of the power model can be written as
Dp(R) = η × R−γ, (16)
where η and γ are constants depended on the source type.
However, the exponential model or the power model
may not accurately represent the rate-distortion function
over a wide range of bit rate. We experimentally compare
the accuracy of the exponential and the power models with
the actual data using diﬀerent test images in Section 5 (see
Figure 6). We found that both models are not able to fit the
actual data in a whole range of bit rate. Therefore, we propose
a combined rate-distortion model. It exploits the advantages
of both exponential and power models by trying to capture
rate distortion function precisely in a whole range of bit rate.
The proposed rate distortion model can be written as
Dt(R) = ω1 ×De(R) + ω2 ×Dp(R)
= ω1 × α× e−β×R + ω2 × η × R−γ,
(17)
where De(R) is the exponential distortion component, Dp(R)
is the power distortion component, and ω1 and ω2 are the
weights of the exponential and the power components, where
0 ≤ ω1 ≤ 1, 0 ≤ ω2 ≤ 1, and ω1 + ω2 = 1. α, β,
η, and γ are the parameters characterizing the proposed
distortion model. We compute the parameters α, β, η, and
γ using the least square method, in which we use 7 actual R-
D points. We observed that the actual R-D points are lined
in between the R-D points of the exponential and power
models (see Figure 6 in Section 5). Therefore, we empirically
set ω1 = ω2 = 0.5 in this paper as an example for a specific
test sequence used in this paper, which give minimum MSE
of overall R-D points between the combined model and
the actual R-D points. Note that the above choice may not
give minimum MSE for other test sequences. Therefore, ω1
and ω2 may be adaptively tuned for low and high bit rate
diﬀerently depending on the image test sequences.
4.2. Model-Based Subband Bit Allocation. The bit allocation
can be formulated as an optimization problem, which aims
to minimize the total distortion in a presence of a rate
constraint [11]. The total distortion can be expressed as a
weighted sum of the distortion of L and H subbands. This is
because the distortions from (11) can be written in terms of
DLk and DHk . The total distortion of all frames can be written
as
∑
∀i
DX2i +
∑
∀i
DX2i+1 =
∑
∀ j
ρLj ×DLj +
∑
∀ j
ρHj ×DHj , (18)
where ρLk and ρHk are the constants, which are used to weight
the distortion between L and H subbands, respectively. With
the assumption that the distortion is equally distributed [21],
the total distortion can be simplified as
∑
∀i
DX2i +
∑
∀i
DX2i+1 = DL ×
∑
∀ j
ρLj + DH ×
∑
∀ j
ρHj . (19)
Using (17) as the representation of DL and DH , we obtain
DL = ω1,L × αL × e−βL×RL + ω2,L × ηL × R−γLL ,
DH = ω1,H × αH × e−βH×RH + ω2,H × ηH × R−γHH ,
(20)
where DL and RL are the distortion and the rate of L subband.
DH and RH are the distortion and the rate of H subband.
Let Rtotal be the total rate used to code multiview images,
let Rhd,DV be a number of bits used for coding the disparity
vectors and header information, and let Rtexture be a number
of bits used to code the texture information. We know that
Rtexture = Rtotal − Rhd,DV. (21)
With the definition of distortion and rate described
above, the problem in allocating bits to L and H subbands
can be formulated as follows.
Problem 1. Given a bit rate constraints Rtexture for coding the
multiview images, find the optimal bit allocation of L and H
subbands such that
min
⎧⎨
⎩DL ×
∑
∀k
ρLk + DH ×
∑
∀k
ρHk
⎫⎬
⎭, (22)
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under the constraint
RL ×
∑
∀k
bLk + RH ×
∑
∀k
bHk ≤ Rtexture, (23)
where bLk and bHk are the ratios of number of bits in Lk and
Hk subbands.
To facilitate the equations, we define
f (RL,RH) = DL ×
∑
∀k
ρLk + DH ×
∑
∀k
ρHk ,
g(RL,RH) = RL ×
∑
∀k
bLk + RH ×
∑
∀k
bHk − Rtexture.
(24)
We reformulate the problem as
min
{
f (RL,RH)
}
subject to
g(RL,RH) ≤ 0.
(25)
We use a nonlinear programming method [22, 23] to obtain
the optimal solution. Therefore (25) can be written as
min
⎧⎨
⎩ f (RL,RH)− μ×
m∑
i=1
ln s(i)
⎫⎬
⎭
subject to
g(RL,RH) + s = 0,
(26)
where μ > 0 is the barrier parameter and the vector of slack
variable s = (s(1), . . . , s(m))T is assumed to be positive.
To compute the optimal bit rate allocation of L and H
subbands, we set up a cost function based on the Lagrangian
cost function as
J(RL,RH , s, λ)
= f (RL,RH)−
⎛
⎝μ×
m∑
i=1
ln s(i)
⎞
⎠ + λT × (g(RL,RH) + s
)
,
(27)
where λ ∈ Rm are the Lagrange multipliers.
To obtain the optimal solution (RL,RH , s) of (27), we take
partial derivative of (27) respective to RL and RH and we will
obtain
∇RL,RH J(RL,RH , s, λ) = ∇ f (RL,RH) + G(RL,RH)× λ = 0,
∇SJ(RL,RH , s, λ) = −μ× S−1 × e + λ = 0,
(28)
where
G(RL,RH) =
(
∇g(1)(RL,RH), . . . ,∇g(m)(RL,RH)
)
(29)
is the matrix of constraint gradients, in which superscripts
indicating components of a vector, e = [1, . . . , 1]T , and S =
diag(s(1), . . . , s(m)).∇ is a derivative operator.
Step 1:
Initialize parameter μ > 0 and select the
parameter εμ > 0, θ ∈ (0, 1) and the final stop
tolerance εSTOP. Choose the starting point RL, RH
and s > 0, and evaluate the objective function,
constraints, and their derivatives at RL, RH .
Step 2:
Repeat until E(RL,RH , s; 0) ≤ εSTOP:
(1) Apply sequential quadratic programming
method [24] with trust regions, starting from
(RL,RH , s), to find an approximate
solution (R+L ,R
+
H , s
+) of (28) satisfying
E(R+L ,R
+
H , s
+;μ) ≤ εμ.
(2) Set μ← θμ, εμ ← θεμ ,
(RL,RH) ← (R+L ,R+H), s← s+.
End
Algorithm 1
The approximate solution (R̂L, R̂H , ŝ) satisfying E(R̂L, R̂H ,
ŝ;μ) ≤ εμ, where E measures the closeness to the optimal
solution, is defined by [23]
E
(
RL,RH , s;μ
) = max
{∥∥∇ f (RL,RH) + G(RL,RH)
∥∥∞,
∥∥Sλ− μe∥∥∞,
∥∥g(RL,RH) + s
∥∥∞
}
,
(30)
where ‖‖∞ is L∞-norm. The tolerance εμ is decreased from
one iteration to the next and must converge to zero. The
parameters μ and εμ will be reduced by a constant factor
θ ∈ (0, 1).
Now, the optimal solution of RL and RH can be derived.
The algorithm [23] is described in Algorithm 1.
5. Experimental Results
In this section, we present a sequence of experimental results
to analyze distortion and bit allocation of multiview images.
We use several test multiview images [25] including Tsukuba,
Teddy, Venus, and Race1 [26]. Each set of multiview images
is composed of 5 image views. The disparity compensation
is done in the macroblock level with the size of 16 ×
16 pixels. The residue error after the disparity compensation
is encoded by SPIHT codec [8]. We utilize the 5/3 wavelet lift-
ing for disparity compensation to demonstrate the developed
distortion model and the bit rate allocation.
5.1. Model Accuracy. First, we verify the accuracy of the
proposed rate distortion model. We assume that wavelet
coeﬃcients obtained from the disparity wavelet lifting have
a Laplacian distribution [27]. In our experiments, the actual
distortion of reconstructed images is computed for the
specific bit rates. Then, we compute the distortion of each
specific bit rate from diﬀerent models (using (15), (16),
and (17)) with the same set of bit rate. Figure 6 show the
comparison of the accuracy of the proposed rate-distortion
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Table 3: The average of the mean square error (MSE) between the actual distortion and the computed distortion of diﬀerent rate distortion
models.
Images Subbands
Average MSE (Mean Square Error)
Exponential model Power model Proposed model
Tsukuba
L 2725.079 4009.917 79.747
H 16.963 6.844 2.393
Teddy
L 2702.424 5378.732 161.205
H 4.404 4.517 0.7153
Venus
L 2758.407 8469.384 435.03
H 7.2376 4.4242 1.8295
Table 4: Comparison of subband bit allocation at target bit rate 0.95 bpp.
Test images Uniform allocation Exponential model Power model Proposed Exhaustive search
Tsukuba
RLk (bpp) 0.95 1.462503 1.436343 1.377565 1.35
RHk (bpp) 0.95 0.181246 0.220485 0.308653 0.350
PSNR (dB) 36.907 38.6491 38.8251 39.040 39.1678
Teddy
RLk (bpp) 0.95 1.515464 1.316667 1.414911 1.3967
RHk (bpp) 0.95 0.101804 0.4 0.252633 0.280
PSNR (dB) 34.383 36.21824 36.20671 36.43267 36.4482
Venus
RLk (bpp) 0.95 1.5072 1.30173 1.6333 1.392667
RHk (bpp) 0.95 0.1142 0.4224 0.33 0.286
PSNR (dB) 34.7772 36.75062 36.59987 36.82036 36.8684
Race1
RLk (bpp) 0.95 1.460413 1.183333 1.388267 1.360667
RHk (bpp) 0.95 0.18438 0.6 0.2926 0.334
PSNR (dB) 41.4842 41.8316 42.1802 42.3751 42.4426
model, exponential model, and power model with the actual
rate distortion curves of H subband and L subband, when
Tsukuba, Teddy, and Venus are used as test images. We can
see that the proposed model outperforms the exponential
and power models in fitting the rate-distortion curve. Notice
that the actual rate-distortion curves of H0 and H1 as well
as the actual distortion curves of L0 and L1 are close to each
other, which verifies the assumption of equally distributed of
distortion in Section 3, when the cameras capturing diﬀerent
image views are not shifted significantly from one another.
Table 3 shows the average of the mean square error (MSE)
between the actual distortion and the computed distortion
of diﬀerent models (range from 0.05 bpp ∼ 1.2 bpp for
H subband and 0.1 bpp ∼ 2.0 bpp for L subband). The
proposed model gives the minimum MSE comparing to the
exponential and power models.
5.2. Bit Allocation Performance. Next, we examine the use
of the proposed algorithm in a rate allocation problem. The
solution of this rate allocation problem will be used to encode
the H and L subbands of multiview images using SPIHT
codec. Table 4 shows the comparison on the rate allocation
performance comparing the proposed rate distortion model,
the exponential model, the power model, the uniform rate
allocation, and the exhaustive search rate allocation. The
exhaustive search is considered as the best solution. For the
exhaustive search, we start with 0.002 bit per pixel and the
increment step size is 0.002 bit per pixel. The target bit rate
is set to be 0.95 bit per pixel (bpp). As we can see from
Table 4, rate allocation using our proposed rate distortion
model gives a very close result to the exhaustive search in
various test images. Moreover, it outperforms the uniform
rate allocation and also uniform rate allocation based on
the normalized energy (i.e., proportionally allocate bits to
subbands based on their energies) of L and H subbands in
terms of average PSNR in the range of 1 ∼ 2 dB and 0.2 ∼
0.6 dB comparing with the exponential and power models.
Figures 7 and 8 show the average Peak-Signal-to-Noise Ratio
(PSNR) of the reconstructed multiview images of Tsukuba
and Teddy images over a wide range of target bit per pixel.
The results in the log-log domain of the average PSNR [28]
of the reconstructed images are also shown in Figures 9 and
10. We also computed the average gains using the method in
[28]. As the results, the proposed method gives 1.7 ∼ 2 dB
average gains over the uniform bit allocation, 0.3 ∼ 1.4 dB
for the uniform bit allocation with normalized energy, and
0.2 ∼ 0.3 dB average gains over the power and exponential
models, respectively. An example of the reconstructed signal
(H and L subbands) of Tsukuba image is shown in Figure 11.
We conclude from the results that the proposed rate-
distortion model provides much closer average PSNR results
to those using the exhaustive search than the exponential and
power models. It also gives significant improvement over the
uniform bit allocation almost 2 dB.
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Figure 7: PSNR comparison of Tsukuba test image when using
diﬀerent bit allocation methods.
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Figure 8: PSNR comparison of Teddy test image when using
diﬀerent bit allocation methods.
5.3. Complexity. We measure the complexity of 5 diﬀerent bit
allocation methods using the processing time. The program
was run on the PC with Intel 1.86 GHz CPU and 512 MB
of RAM. For each method, we measure the processing time
in each submodule. The processing time from diﬀerent
methods is shown in Table 5. The target bit rate is 0.95 bpp.
Note that the processing time of the common modules,
such as disparity estimation and compensation, is not
included in the table since all methods are same. Although,
from Table 5, the model-based methods require additional
processing time for computing 7 actual R-D points and
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Figure 9: PSNR comparison of Tsukuba test image as in Figure 7
using method in [28].
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Figure 10: PSNR comparison of Teddy test image as in Figure 8
using method in [28].
model parameters, SPIHT encoding/decoding process and
synthesis are performed only once. Comparing the proposed
model with other two models, the total processing time is
almost the same even though the proposed model requires
extra time for computing model parameters but it is just a
fraction of second.
On the other hands, the exhaustive search method takes
up much more processing time. In this paper, we use
4750 points for each given bit rate and search for the
allocated bit that gives the best PSNR. This means that the
exhaustive search method requires 4750 times of SPIHT
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(a) (b)
Figure 11: The reconstructed signal of H (a) and L (b) subbands. H and L subbands are encoded with bit rate 0.14 bpp and 0.74 bpp,
respectively.
Table 5: The processing time of diﬀerent bit allocation methods. The target bit rate is 0.95 bpp.
Bit allocation methods
Processing time (seconds)
Obtaining 7 actual R-D
points
Computing model
parameters
Obtaining number of bit
to be allocated
SPIHT + Synthesis Total time
Uniform — — — 48.687 48.678
Power model 101.094 0.240 0.797 50.266 152.397
Exponential model 101.094 0.261 0.750 57.391 159.496
Proposed 101.094 0.501 0.750 53.313 155.658
Exhaustive search — — 0.112 68504.500 68504.612
encoding/decoding and synthesis to be processed. From
Table 5, the exhaustive search requires processing time 430
times more than the model-based approach to perform bit
rate allocation to multiview images.
In addition to the processing time, we also analyze the
growth rate of complexity in terms of Big O notation. We
divide the algorithm into two parts: solving optimization
problem and SPIHT encoding. The power and exponential
models use the same optimization algorithm to allocate bits
for L and H subbands and the complexity of the first part of
both models is O(n log(n/ε)), where n is the iteration step
and ε is the tolerance. Thus, the complexity of the combined
model is O(2n log(n/ε)). For the second part, the complexity
of the SPIHT [29] is O(α0m2), where the input image is with
the size of m×m, and α0 is the constant specifying per pixel
complexity of DWT for a wavelet filter of a specific length.
Therefore, the total complexity of the proposed combined
model is O(2n log(n/ε) + α0m2). For the exhaustive search,
the total complexity including SPIHT is O((n!)(α0m2)).
6. Conclusion and Future Works
This paper presented the distortion analysis and the bit
allocation framework for multiview image coding with
disparity-compensated wavelet lifting technique. The distor-
tion prediction of multiview image coding is analyzed. The
new rate distortion model combining the exponential and
power models was proposed. Using the derived distortion
and the proposed rate-distortion model, the bit alloca-
tion method among subbands was described. Experimental
results showed that the proposed rate-distortion model
can approximate the actual rate-distortion characteristics
of image very well in a wide range of target bit rate.
Moreover, using the proposed rate-distortion model in
the rate allocation problem for coding multiview images
provides close results of the optimal bit allocation and PSNR
to the multiview image coding using the exhaustive search
for the optimal bit rate allocation.
There are several possible future research extensions.
First, the proposed framework can be further extended to
multiview video both in distortion analysis and bit rate
allocation. The framework of distortion analysis and bit
allocation for multiview video will be more complex than
multiview image because we need to consider all video
frames in both the same and diﬀerent views. Second,
more advance rate distortion models can be considered to
improve the model-based bit allocation to obtain the coding
results as close to the exhaustive search as possible. Third,
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distortion analysis and bit allocation of multiview image
and video coding using multireference frames (i.e., more
than two frames as used in 5/3 disparity wavelet lifting)
are interesting issues because using multireference frames
can improve the compression ratio of multiview image and
video compression. Finally, the distortion analysis and bit
allocation framework of multiview image and video can be
further investigated in another transform domain such as
DCT domain and in industrial image and video compression
standards such as JPEG-2000 or H.264.
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