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ABSTRACT 
 
 
Lack of diagnosis for diabetes often transpire in some ASEAN countries with relatively 
diminutive doctor to patient ratio. Essentially, it is believed that a systematic framework to 
predict diabetes risk factors is crucial for refining diagnostics and improving accuracy. 
However, there is the issue of noisy dataset detected as incomplete data and the outlier class 
problem that affects sampling bias. Existing frameworks were deemed difficult in 
identifying the critical risk factors of diabetes; some of which were considerably inaccurate 
and consume substantial computation time. The purpose of this study is to develop a suitable 
framework for predicting diabetes risks. From a complete blood test, the framework can 
predict and classify the output of either having diabetes risk or no diabetes risk. A Diabetes 
Risk Prediction Framework (DRPF) was developed from the literature review and case 
studies were afterwards conducted in three private hospitals in Semarang. Analyses were 
conducted to find a suitable component of the framework—due to lack of comparison and 
analysis on the combination of feature selection and classification algorithm. DRPF 
comprises four main sections: pre-processing, outlier detection, risk weighting, and learning. 
Pre-processing resolves the issue of missing data and hence normalizes the data. Outlier 
treatment employs k-mean clustering to validate the class. Suitable components were 
selected through comparison of classifier algorithms and feature selection. Attribute 
weighting based feature selection was selected for assigning weightage. Weighted risk factor 
was used on training dataset in order to improve accuracy and computation time of the 
prediction. In the learning section, Support Vector Machine and Artificial Neural Network 
were selected as suitable classification algorithms, while Gradient Boosted Tree was 
employed to interpret the rule based on the black box classifiers. Testing the framework 
involved Pima Indian Dataset as public dataset and Semarang Hospital Dataset as private 
dataset (800 patients’ data). In validating the DRPF, four case studies investigated Subject 
Matter Expert (SME) groups based on the agreement level. The questionnaire consists of a 
DRPF component, implementation of DRPF, and viability of DRPF. DRPF components 
were validated by the SMEs, whereby the group ascertained five highest risk factors: HbA1c, 
systole/diastole, blood glucose, and creatinine and blood urea nitrogen that were assigned by 
attribute weighting. Results from the questionnaire revealed an average agreement level of 
80%. In conclusion, DRPF is implementable as prototype and has been highly accepted by 
Indonesian practitioners as aid for the diagnostics of diabetes. 
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ABSTRAK 
 
 
Kekurangan diagnosis untuk penyakit kencing manis sering berlaku di sesetengah negara 
ASEAN dengan nisbah relatif dokter lebih kecil daripada pesakit. Pada asasnya, dipercayai 
bahawa rangka kerja sistematik untuk meramalkan faktor risiko penyakit kencing manis 
adalah penting untuk memperbaiki diagnostik dan meningkatkan ketepatan. Walau 
bagaimanapun, terdapat terbitan data bising yang dikesan sebagai data yang tidak lengkap 
dan masalah kelas terluar yang memberi kesan kepada kepekatan sampel. Rangka kerja 
sedia ada dianggap sukar untuk mengenalpasti faktor risiko kritikal penyakit kencing manis; 
sebahagiannya tidak tepat dan mengambil masa pengiraan yang besar. Tujuan kajian ini 
adalah untuk membangunkan rangka kerja yang sesuai untuk meramalkan risiko penyakit 
kencing manis. Keputusan ujian darah yang lengkap, rangka kerja dapat meramalkan dan 
mengklasifikasikan hasil sama ada dengan risiko penyakit kencing manis atau bebas risiko 
penyakit kencing manis. Rangka kerja Ramalan Risiko Diabetis (DRPF) telah dibangunkan 
dari kajian kepustakaan dan kajian kes dijalankan di tiga buah hospital swasta di Semarang. 
Analisis telah dijalankan untuk mencari komponen kerangka yang sesuai - kerana 
kekurangan perbandingan dan analisis mengenai gabungan algoritma pemilihan ciri dan 
klasifikasi. DRPF terdiri daripada empat bahagian utama: pra pemprosesan, pengesanan 
luar, pengurangan risiko, dan pembelajaran. Pra pemprosesan menyelesaikan masalah data 
yang hilang dan dengan itu menormalkan data. Analisis lanjut menggunakan k-mean 
clustering untuk mengesahkan kelas telah dijalankan. Komponen yang sesuai dipilih melalui 
perbandingan algoritma pengkelas dan pemilihan ciri. Pemilihan ciri berasaskan weighting 
attribute telah dipilih untuk menentukan berat badan. Faktor risiko bersesuaian digunakan 
pada dataset latihan untuk meningkatkan ketepatan dan masa pengiraan ramalan. Dalam 
bahagian pembelajaran, Mesin Sokongan Vektor dan Jaringan Neural Buatan telah dipilih 
sebagai algoritma klasifikasi yang sesuai, manakala Pokok Penyokong Kecerunan 
digunakan untuk menafsirkan peraturan berdasarkan klasifikasi kotak hitam. Menguji 
rangka kerja yang melibatkan Pima Indian Dataset sebagai dataset awam dan Hospital 
Dataset Semarang sebagai dataset swasta (800 data pesakit). Dalam mengesahkan DRPF, 
empat kajian kes menyiasat kumpulan Pakar Meta Subjek (SME) berdasarkan tahap 
perjanjian. Soal selidik terdiri daripada komponen DRPF, pelaksanaan DRPF, dan daya 
maju DRPF. Komponen DRPF telah disahkan oleh SME, di mana kumpulan tersebut 
menentukan lima faktor risiko tertinggi: HbA1c, systole/diastole, gula darah, dan creatin 
dan nitrogen urea darah yang diberikan oleh weighting atribut. Keputusan dari soal selidik 
menunjukkan tahap persetujuan purata sebanyak 80%. Kesimpulannya, DRPF boleh 
dilaksanakan sebagai prototaip dan telah diterima oleh pengamal perubatan Indonesia 
sebagai bantuan untuk mendiagnosis penyakit kencing manis.  
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