







Proyecto “Optimización de procesos industriales y estudio de series temporales mediante Redes Neuronales 
Artificiales” 
Departamento de Investigación Institucional – Facultad de Química E Ingeniería “Fray Rogelio Bacon” 
Pontificia Universidad Católica Argentina – Campus Rosario 
 
 
Obtención, clasificacion y análisis de datos de procesos industriales en empresas del 
ámbito local con fines de optimización mediante el uso de redes neuronales 
artificiales 
 
Javier Fornaria, Eduardo Luccinia,b, Esteban Vidalia, Miguel Parodia,b, Sebastián Griecoa  
 
aFacultad de Química e Ingeniería, Pontificia Universidad Católica Argentina, Av. Pellegrini 3314, 2000 Rosario, 
Argentina. 
bGrupo de Energía Solar, Instituto de Física de Rosario (CONICET-UNRosario), Rosario, Argentina 
Resumen. Se identificaron y clasificaron las variables que caracterizan procesos industriales en el ámbito de la 
industria metalúrgica, como estrategia para modelizar y optimizar el proceso, a partir de los datos de un conjunto de 
empresas de la región centro y sur de Santa Fe. Como herramienta integradora de análisis se plantea la aplicación 
de redes neuronales artificiales, en particular mediante mapas auto-organizativos (SOM, Self-Organizing Maps). Los 
resultados preliminares confirman que el enfoque utilizado es capaz de proporcionar valiosa información y ofrece 
posibilidades para la aplicación directa sobre la industria local. 
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1 INTRODUCCION 
En los actuales procesos de fabricación industrial, las plantas están bajo una enorme presión para mantener 
y mejorar la calidad del producto y el beneficio en estrictas limitaciones medioambientales y de seguridad. En el 
ámbito de la industria, una pequeña mejora en el conocimiento y la predicción de los procesos involucrados 
implica un significativo impacto en el resultado económico-productivo de una empresa. La modelización de un 
sistema de producción con fines de mejorar el proceso se enmarca dentro de la Teoría de Optimización (e.g. 
Forst y Hoffmann, 2010), disciplina que ha ganado enorme desarrollo en las últimas décadas, aplicada 
particularmente a la planificación y el estudio del desempeño de líneas de producción industrial (e.g. Rao, 
2009). Más generalmente, la simulación numérica permite integrar las distintas etapas de un sistema de 
producción a fin de optimizar su funcionamiento. Para lograrlo, se deben determinar las variables que rigen el 
comportamiento del sistema y las leyes que las gobiernan. Los algoritmos y las técnicas de análisis disponibles 
son muy variados, y su elección depende fuertemente de las características del problema a resolver (e.g. Rao, 
2009). En el caso de la industria metalúrgica, algunas de las variables incluyen el tiempo de operación, la 
secuencia de operaciones, el tamaño del lote de las partes, la tipología del equipamiento utilizado, el nivel de 
demora de las partes, el scrap o material residual del proceso productivo, entre otras. Entre otros aspectos, la 
optimización implica el estudio de eventos críticos, o interrupciones en el sistema de producción por diversas 
causas, y sus consecuencias. Para ello se han desarrollado diversos modelos que simulan las etapas de la 
línea de producción y los efectos de un evento crítico (Fornari et al., 2010).  
Uno de los algoritmos de análisis que ha cobrado más desarrollo y número de aplicaciones en las últimas 
décadas es el de redes neuronales artificiales (RNA). Una RNA es una arquitectura de procesamiento en 
paralelo distribuido, integrada por unidades de procesamiento masivamente interconectadas, también 
denominadas neuronas o nodos. Los modelos más populares de RNA pueden clasificarse basándose en el 
paradigma de aprendizaje, su topología de conexión básica y sus funciones de procesamiento y capacidades, 
destacándose las asociadores de patrones o memorias heteroasociativas, las redes competitivas o mapas de 
auto-organizativos, los modelos de satisfacción de demanda o de adaptación probabilística y otras redes 
asociativas de pesos fijos. Las RNA han demostrado su potencial en control, optimización y detección de 






En el presente trabajo se detalla la obtención de datos de producción a partir del  relevamiento de 21 
empresas del rubro metalmecánico de la ciudad de Rosario y 22 empresas de la ciudad de Rafaela en la 
provincia de Santa Fe, Argentina, con el propósito de analizarlos a fin de optimizar los procesos productivos 
aplicando la técnica de RNA. 
 
2 OBTENCION DE DATOS 
  
Los datos de procesos industriales se obtuvieron mediante la realización de un cuestionario común para todas 
las empresas, completada a modo de encuesta, dividida en siete secciones, con un total de 66 preguntas que 
procuran cubrir las diversas áreas de la empresa para determinar el impacto de las tecnologías en los procesos 
productivos, cuyo detalle se observa en la tabla 1.  
 
Tabla 1. Características del cuestionario realizado en cada empresa relevada,  
cuyos datos constituyen la base de análisis del presente trabajo. 
 




Identificación de la empresa a través de la razón social, persona de 




Referentes a la tercerización de diversas áreas o servicios de la empresa, 
nivel de exportación y uso de indicadores de rendimiento 
7 
C-Operaciones Referentes al tipo de insumo que utiliza en su proceso industrial, 
estrategia de fabricación utilizada (diseño, fabricación y ensamblado bajo 
pedido o para inventario), tipo y frecuencia de mantenimiento del 





Oferta de productos o servicios, mejoras realizadas en los últimos 3 años, 
ciclo comercial del producto o servicio. Las mejoras están focalizadas en 
el diseño, especialmente si fue solicitado por el cliente, y en los procesos 




Detección del tipo de perfil de la empresa, así como del empresario y su 
área ejecutiva, visión innovadora de futuro de la empresa y el mercado, 
incorporación de tecnologías de la información y comunicación, nivel de 





Introducción de tecnologías en los últimos 3 años, la criticidad de las 






Tecnologías utilizadas actualmente en la empresa en cualquier sector o 
área junto con la alineación estratégica de las tecnologías en el proceso 
industrial y de comercialización de sus productos o servicios 
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Figura 1. Ejemplo del cuestionario utilizado, correspondiente a preguntas de la sección C-Operaciones. 
 






MP y Empaque 25 25 25 25 25 25
Insumos 25 25 25 25 25 25
Maquinaria y R 25 25 25 25 25 25
Productos Term 25 25 25 50 50 50
Opcion A 2 2 2 3 2 2
Opcion B 1 1 1 1 2 2
Opcion C 3 3 3 2 2 2
Opcion D 4 3 3 3 4 3
30 SI SI SI NO NO NO
Opcion A NO NO NO NO NO NO
Opcion B SI SI SI SI SI SI
Opcion C SI SI SI NO NO NO
Opcion D SI SI NO NO NO SI
32 SI SI SI SI SI SI
Opcion A 50% 50% 50% 50% 25% 25%
Opcion B 50% 50% 50%
Opcion C 25% 25%
Opcion D 25% 25% 75% 25%
Opcion 0 -5 X X X X






Opcion D X X X X
Opcion E X
36 2T 2T 2T 2T 2T 2T




Opcion D X X X X X X
A 4 4 5 4 4 3
B 4 4 5 3 4 5
C 2 2 1 2 2 1
D 3 3 3 3 2 3
E 3 3 3 3 3 3
F 4 4 3 4 4 3












Figura 2. Ejemplo de la grilla de respuestas a la encuesta realizada en la sección C-Operaciones. 
  
3 PROCESAMIENTO DE DATOS 
 
En función de los datos relevados, y dado que las respuestas eran con opciones y de tipo cerradas, se debió 
categorizarlas a fin de transformar las respuestas cualitativas en valores cuantitativos. La matriz final está 
compuesta de 44 filas, donde la primera fila corresponde a los nombres de los atributos utilizados, y 159 
columnas que representan las diversas respuestas a las preguntas formuladas. En este caso, existen 
preguntas que tienen varias secciones y del total de 66 preguntas junto con sus varias secciones determinan el 









Para proceder a la clasificación de las diferentes empresas relevadas y con el fin de obtener una segmentación 
que permita representar el estado de situación de tecnología y procesos industriales en forma agrupada, se 
procedió al uso del algoritmo de clasificación de los mapas auto-organizativos utilizando diversas topologías 
que son evaluadas para seleccionar el que mejor represente la situación actual de las empresas en estudio. En 
este caso se considera el mejor adaptado al que cumpla con una serie de condiciones, tales como menor error 
en la caracterización del problema, velocidad de respuesta y complejidad del modelo para su implementación, 
entre otros criterios. La validación del modelo seleccionado se realizó por medio del software de aplicación que 
implementa los diferentes modelos de RNA, en este caso el producto Matlab® versión 7. La figura 4 muestra 





Figura 4. Ejemplo de parametrización de la RNA (arriba izquierda), de la topologia de la RNA (arriba derecha), de las 
conexiones entre neuronas de la RNA (centro izquierda), de las distancias entre neuronas de la RNA (centro derecha), de 
los planos de pesos de las neuronas de la RNA (abajo izquierda), y de la evolución del error cuadrático medio durante el 
entrenamiento de la RNA (abajo derecha). 
La RNA utilizada para el entrenamiento de los ejemplos obtenidos comenzó con 100 iteraciones, 
incrementándose de a 50 hasta llegar a 500. En la primera instancia resultados obtenidos representan sólo 2 





del estudio de los diferentes puntos obtenidos y que se aproximan a los núcleos alcanzados. En el resto de las 
iteraciones se obtuvieron otros segmentos, pero que reflejaban valores puntos que no pertenecían a ningún 
segmento y que eran núcleos en sí mismos. Se determinó que los datos de la encuesta realizada no reflejaban 
la situación planteada, contestando a preguntas de control con información cruzada que invalidaba las 
respuestas. Por ejemplo, en el caso de trabajar con fabricación bajo pedido para luego contestar que la 
producción realizada era para inventario, reflejando en esta situación, como también en otras preguntas, un 
antagonismo en las respuestas obtenidas. A partir de la situación detectada, se eliminaron 3 patrones de 
empresas relevados por considerar que generaban un sesgo en la información obtenida y que, finalmente, en 
el cálculo del error cuadrático medio aumentaba su valor, impidiendo la generación de agrupaciones 
representativas a la situación particular de cada empresa.  
Como el objetivo propuesto era determinar la segmentación, pero reflejando la relación entre tecnología y 
procesos industriales en las empresas de cada foco, se continuó con el procedimiento de entrenamiento de la 
RNA mediante nuevos vectores de pesos creando una RNA con mayor cantidad de neuronas, y especificando 
el porcentaje de elementos que deberían contener en cada capa de la red y con el vector objetivo y la distancia 
entre neuronas ya definidos se realizó el entrenamiento, en este caso con 500 iteraciones se obtuvieron 3 
segmentos representativos de las empresas de ambas ciudades para las estrategias definidas en la aplicación 
de tecnologías en sus procesos industriales.  
La definición de los umbrales en el procesamiento de datos de separación de cada agrupación se basó en la 
aproximación mediante pruebas reiteradas de los datos de entrada y su posterior interpretación de los cálculos 
alcanzados. El tiempo de entrenamiento, utilizando solamente los datos de dos empresas (1 de Rafaela y 1 de 
Rosario) con seis variables en estudio, demoró menos de 1 segundo, pero en el uso de todos los datos de 
entrada con todas las variables los tiempos de entrenamiento fueron de varias horas, dependiendo de la 
cantidad de iteraciones y épocas utilizadas. En el proceso de entrenamiento se realizaron diversos cambios en 
la topología de la red así como el agregado de mayor cantidad de neuronas hasta lograr la aproximación al 
resultado mencionado.  
5 CLASIFICACION E INTERPRETACION  
Los resultados obtenidos a partir de la segmentación lograda se han interpretado a partir de determinar cuáles 
son las empresas que pertenecen a cada agrupación. Realizando un estudio en detalle de esta información se 
detectó que la primera comunidad representa a las empresas que incorporaron tecnología, la utilizan en forma 
masiva para sus procesos industriales y obtienen resultados adecuados en la correlación de tecnología-
procesos. En la segunda agrupación, se estableció que las empresas pertenecientes a este segmento 
representan aquellas que incorporaron tecnología pero su uso es mínimo o no presenta un impacto significativo 
en el proceso industrial realizado. Finalmente, el tercer grupo constituye el grupo de empresas que no 
incorporaron tecnologías y cuyo proceso industrial está orientado al uso de herramientas manuales o sin 
automatizar.  
6   CONCLUSIONES  
El creciente número de variables presentes en los diversos procesos de fabricación de la industria metalúrgica 
junto con la complejidad de los procedimientos de producción hace que sea necesario desarrollar herramientas 
que permitan explotar la gran cantidad de datos para proporcionar información valiosa sobre los cambios en el 
comportamiento del proceso hacia su mantenimiento u optimización. En este trabajo se propone una nueva 
visualización de los datos basada en mapas auto-organizativos (SOM) obtenidos a partir de los datos del 
relevamiento realizado permite explorar diferencias entre dos o más empresas mediante la comparación de la 
distribución espacial de las neuronas en sus modelos del mapa. 
Mediante los resultados obtenidos en esta primera instancia, se muestran indicios de que el estudio y 
comparación mediante el uso de una RNA es posible en las empresas de nuestra región. La posibilidad de 
incorporar nuevas empresas y de diferentes sectores productivos aportaría aún más información al 
entrenamiento de la RNA, permitiendo incrementar y mejorar su segmentación. A partir de la interacción con 
las empresas relevadas se confirma que valoran seriamente la importancia de una buena gestión de su 
tecnología aplicada al proceso industrial y su optimización a través de los recursos productivos, por lo que se 
continuará con el relevamiento de mayor cantidad de datos y a generar diversas estrategias aplicadas a cada 
segmento en particular. En este caso en particular, para el primer tipo de agrupación, se puede incrementar el 
uso de la aplicación de nuevas tecnologías e incorporar nuevo equipamiento industrial, mientras que para 
empresas tipos del tercer segmento se debería generar un plan de sensibilización para la incorporación, 
adecuación y aplicación de tecnología a los procesos industriales a través de un programa de adaptación del 
equipamiento industrial. En función del resultado obtenido, y como señalaba J.M. Keynes, “Es mejor estar 
aproximadamente correcto, que precisamente equivocado” para obtener efectos aplicables tecnológicamente 
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