Abstract. Wave propagation in an isotropic acoustic medium occupied by a moving fluid is governed by an anisotropic eikonal equation. Since this anisotropic eikonal equation is associated with an inhomogeneous Hamiltonian, most of existing anisotropic eikonal solvers are either inapplicable or of unpredictable behavior in convergence. Realizing that this anisotropic eikonal equation is defined by a sum of two well-understood first-order differential operators, we propose novel operator-splitting based fast sweeping methods to solve this generalized eikonal equation. We develop various operator-splitting methods relying on the Peaceman-Rachford scheme, the DouglasRachford scheme, the θ-scheme, and the regularized θ-scheme. After applying the operator-splitting strategy, each splitting step corresponds to a much simpler Hamilton-Jacobi equation so that we can apply the Lax-Friedrichs sweeping method to solve these splitted equations efficiently and easily. Two-and three-dimensional examples demonstrate the performances and efficiency of the proposed approaches.
Introduction.
Wave propagation in an isotropic acoustic medium occupied by a moving fluid is governed by the following anisotropic eikonal equation or generalized eikonal equation:
where T is the time of first-arrival of the propagating wave, F (> 0) is the wave propagation speed, v is the velocity of the ambient moving medium, Ω is a bounded computational domain, and Γ is a subset of Ω. This equation appears in a variety of applications, such as geosciences [16, 17] , computational acoustics [23, 3] , and internal gravity waves [35] . Therefore, numerical methods are sorely needed for these applications. However, the recently proposed characteristic marching method [6] has unpredictable behaviors because a Courant-Friedrichs-Lewy (CFL) condition is not available for this method. This motivates us to develop reliable numerical methods for solving such anisotropic eikonal equations. Here we propose operator-splitting [11] T t (t, x) + ∇T (t, x) − |1 − v(x) · ∇T (t, x)| F (x) = 0, x ∈ Ω, (2) T (t, x) = g(x),
x ∈ Γ, for some initial condition T (0, x) = T 0 (x), and we look for a steady state solution. In the following, we will consider two-dimensional cases only so that v(x) = (u(x), v(x)) for some given functions u(x) and v(x).
To start, we apply the operator-splitting based θ-scheme as first proposed in [8, 9] (for the solution of the incompressible Navier-Stokes equations) to time-discretize (2) so that each subproblem can be solved by fast sweeping methods [15, 41, 18] . Let θ be a constant between 0 and 1/2. The scheme updates the solution in a sequence
The scheme is given by Algorithm 1, where {r n } is a sequence of positive parameters controlling the size of time steps. When T n approaches the steady state solution as n increases, one might set {r n } to be a decreasing sequence. In the current implementation, we have set r n = 1/Δt, where Δt is the step size for the time splitting.
Algorithm 1: θ-scheme.
Initialization: n = 0, θ and T 0 (x); while not converge do n ← n + 1; Compute T n+θ by solving
Compute T n+1−θ by solving
Compute T n+1 by solving (5) r n θ
F (x) .
end
Applied to some linear equations (see [9, 10] ), the θ-scheme is proved to be unconditionally A-stable for θ ∈ [1/4, 1/3); furthermore, as demonstrated in [9, 10] , the scheme has also been proven to be second-order accurate for these equations if Downloaded 05/02/16 to 35.13.33.207 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php θ = θ * = 1 − 1/ √ 2. In the limit when θ = 1/2, Algorithm 1 reduces to the following semi-implicit scheme:
The initial condition T 0 for each of the following algorithms is chosen to be the viscosity solution to the corresponding Hamilton-Jacobi equation with v(x) = 0, i.e., ∇T = 1/F , which can be easily obtained by the fast sweeping method based on the Godunov Hamiltonian [41] . The convergence criteria are chosen to be T n+1 −T n ∞ < tol , where tol is a small positive number.
To further stabilize the evolution in the artificial time, we propose the following explicitly regularized time-dependent version:
T (t, x) = g(x),
x ∈ Γ, (8) with some initial condition T (0, x) = T 0 (x) and a small parameter to be determined according to the mesh size. Comparing to (2) , this version introduces an extra stabilization term − [ΔT ] t in the propagation.
Even though the optimal value of θ might depend on a particular application, we recommend the choice of the parameter θ = 1/3. In practice, however, we find that other values of θ are equally effective. We are going to demonstrate the performance of the θ-scheme and its regularized version using various values of θ later in the example section, where we will consider θ = 1/3, 5/12, 0.49, and the semi-implicit scheme corresponding to θ = 1/2. 
Compute T n+1 by solving
end Algorithm 3: Douglas-Rachford.
Initialization: n = 0 and T 0 (x); while not converge do n ← n + 1;
. end 2.3. First-order spatial discretizations. Next, we give implementation details for solving the Hamilton-Jacobi equations occurring in each subproblem. In general, in two dimensions, these subproblems can be formulated aŝ
where H is a nonlinear Hamiltonian and is convex in the gradient variables (p, q) = (T x , T y ), α > 0, and ≥ 0 being constants.
We assume that Ω is a rectangular computational domain which is further discretized with grid sizes Δx and Δy in the x-and y-directions, respectively. At a grid point, we denote by T i,j an approximation of T (x i , y j ), and similarly for other func- 
end tions. At a particular grid point (x i , y j ), we consider the Lax-Friedrichs Hamiltonian
representing the set of neighboring grid points of (x i , y j ), and ΔT i,j is the standard five-point finite difference discretization of the Laplacian. The numerical viscosity parameters σ x and σ y are chosen so that for any (x i , y j ) we have the following monotonicity requirements:
When > 0, since the term −α ΔT i,j already introduces a stabilizing effect, in theory σ x and σ y can be chosen to be smaller than those σ x and σ y corresponding to = 0 so Downloaded 05/02/16 to 35.13.33.207 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A1201 that the resulting scheme is monotone; however, since this term is used to regularize the solution behavior in the time-marching direction, we decided to determine the corresponding σ x and σ y without considering this term by setting σ x and σ y according to = 0 at the cost of extra viscous effects.
To solve the coupled system of nonlinear equations defined by the Lax-Friedrichs scheme
we utilize Gauss-Seidel iterations. To do that, we solve (15) for T i,j in terms of the values of T at the neighboring grid points so that we have the following iteration formula:
In particular, the iterative expression for solving the Hamilton-Jacobi equation
is given by
where σ x = σ y = 1. Similarly, the Hamilton-Jacobi equation
is solved by iterating
where
and σ y = max [40, 30] . For example, we can replace the first-order approximations to the derivatives in the numerical Hamiltonian by highorder weighted essentially nonoscillatory (WENO) derivatives [12, 40] . We can obtain the third-order WENO LxF scheme by replacing T i±1,j and T i,j±1 in (16) by
where (T x ) ± i,j and (T y ) ± i,j are approximations of the first-order derivatives based on the WENO approach. For the x-derivative in particular, we have
with ω ± = (1 + 2γ
for some small positive constant δ to avoid division by zero. In order to obtain high-order accurate solutions, we also need to approximate to high-order accuracy the function f (x) on the right-hand side of (15) . For example, iterative formulas (3)-(5) require an approximation to ∇T . For the first-order scheme, we can simply compute the derivative using the central-difference formula. For highorder schemes, we need to provide high-order accurate approximations to the firstorder derivatives. In this work, we propose using the average of the WENO biased differences to approximate ∇T ,
For the regularized θ-scheme, the Laplacian is approximated by applying the central difference to those WENO biased differences,
2Δy .
Strang's time-splitting schemes.
We may apply Strang's splitting scheme [11] to discretize (2) in time. The idea is to split the additive spatial operator into two parts and then solve the implicit equation individually. To have a better accuracy and stability, Strang's approach further symmetrizes the splitting by updating the solution in a sequence However, such an approach may lead to steady state solutions which are not steady state solutions of (2), the resulting splitting error being a function of Δt = O(Δx).
We are going to demonstrate this in section 4.
Treating the boundary conditions.
On the boundary ∂Ω of the rectangular computational domain, we implement the homogeneous Neumann boundary condition so that ∂T /∂n = 0 for (x i , y j ) ∈ ∂Ω\Γ. Along the boundary x = x min = x 0 , for example, we assign T 0,j = T 1,j . Similar boundary conditions can be easily imposed on other parts of the computational domain. For higher-order implementation, we have imposed such a boundary condition on multiple layers of computational cells on the neighborhood of ∂Ω so that the solution is constant in the outward normal direction. For example, on the boundary x = x min = x 0 , we maintain T 0,j = T 1,j = T 2,j in all fast sweeping steps for the third-order WENO implementations. We found that this boundary condition gives stable iterations for all numerical tests in the following section, while retaining the necessary accuracy in the interior of the computational domain. For (x i , y j ) ∈ Γ, we simply set T i,j = g i,j and we do not update T i,j at these locations in our iterations. When implementing the third-order WENO spatial discretization, we impose the exact solution also in a small neighborhood of Γ.
Two-dimensional numerical examples.
In this section, we are going to apply the proposed operator-splitting based fast sweeping methods to various examples so as to demonstrate the robustness and effectiveness of the proposed methods.
For the θ-scheme, we have the flexibility of choosing a value of θ between 0 and one-half. In the following examples, we only test several possible θ's, including 1/4,
.49, and also the limit θ = 0.5 which leads to the semiimplicit scheme (6) . Other values between 0 and 0.5 are equally feasible, but as we will see later, the choice of an optimal θ might be problem dependent. We therefore recommend the value of 1/3 for practical use.
We will also compare our numerical solutions with the ray tracing solutions given by
with s = (s 1 , s 2 ) = ∇T . For example, when we model a vertical wavefront along x = 0 propagating towards the right, the initial condition for each ray is given by X(T = 0) = (0, y 0 ) and s(T = 0) = (1/(F + u), 0).
Convergence test.
In the first example we check the convergence of the θ-scheme and its regularized version. We consider the following configuration, where the exact solution is given by
2 . The speed function is given by
where v = (0.1, 0.2) and the gradient ∇T exact is analytically computed using the exact solution. The boundary condition T = 0 is imposed on two sides of the domain along Downloaded 05/02/16 to 35.13.33.207. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php x = 0 and y = 0. When implementing the third-order WENO scheme, we further impose the boundary condition on several interior grid lines near the boundary using the exact solution of T . Figures 1 and 2 show the errors in our numerical solutions, where the errors are measured using the L 1 -norm, L 2 -norm, and L ∞ -norm in the region Ω = (0.3, 0.5) × (0.4, 0.6), i.e.,
We can see that our solutions are approximately first-order accurate for the first-order implementations and approximately third-order accurate for the third-order WENO implementations. We summarize the CPU time for these schemes on various meshes in Figures 1(c) and (d). The data are obtained on a laptop with a 2.5 GHz Intel Core i7 processor, and the algorithms are implemented in MATLAB. We have checked the computational times for both the θ-scheme and the regularized θ-scheme with θ = 1/3 using either the first-order or the third-order differencing, and these computational times are roughly 
of order O(Δx
where N is the total number of mesh points for this two-dimensional test problem.
We also consider the θ-scheme with θ = 5/12 and the semi-implicit scheme (6) corresponding to the limiting case of the θ-scheme when θ = 1/2. The errors in the numerical solutions and the CPU times are plotted in Figure 3 . When the errors are measured in the L 1 -and L ∞ -norms, we obtain convergence similar to that shown in Figure 4 .
Plane incident wavefront with constant ambient velocities.
We consider a simple example from [6] where the background velocity is inhomogeneous and given by
o t h e r w i s e , while the external velocity of the medium is given by v = (0, v) = (0, 0.6). The plane wave boundary condition T = 0 is imposed on the boundary x = 0, and we are interested in the right-going incident solution so that T is increasing in the xdirection. We first show the solutions computed by Algorithms 2 and 3 in Figures 5 and 6, respectively. In both figures, we compute the solutions using a coarse mesh of 101×101 and a fine mesh of 801×801 in the computational domain. It can be seen that our solution converges to the first-arrival solution identified by the ray tracing Downloaded 05/02/16 to 35.13.33.207. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php method. We remark that because the concept of viscosity solution [5] singles out a unique weak solution among many possible generalized solutions, those swallowtails due to caustics or multivaluedness of the eikonal solutions are not captured by the viscosity solution that we are computing.
To further test the ability of our proposed algorithm, we increase the magnitude of v in v = (0, v) from 0.6 to 1.0 so that v is changed from approximately one-third to now two-thirds of F in the slow region. Since v is comparable to F , this is a challenging example. Figures 7(a)-(d) show our fast-sweeping computed solutions using the regularized θ-scheme with θ = 1/3, = Δx 2 , and CFL = Δt/Δx = 100. We compute the solutions in (0, 1) × (−0.5, 1.5) on different meshes from 101 × 101 to 801 × 801, corresponding to (Δx, Δy) = (1/100, 1/50) to (1/800, 1/400), respectively. For such a large v and small Δx and Δy, the methods in [6] might experience difficulties in determining a real-valued update when solving a related quadratic equation. However, such a configuration poses no extra difficulty to our approach. We have also implemented the third-order WENO method, and the solutions are shown in Figures  7(e) and (f), respectively. Comparing to the first-order method, we find that the third-order solution from the 201 × 201 mesh, as shown in Figure 7 (f), is comparable to the first-order solution from the 801 × 801 mesh, as shown in Figure 7(d) .
We have further doubled the magnitude of v in v = (0, v) from 1 to 2 so that v ≥ F everywhere in the computational domain. We take Δt = 50Δx, and Figure  Downloaded 8 shows the convergence behavior of the solutions computed by the regularized θ-scheme.
Plane incident wavefront with an inhomogeneous ambient velocity.
We consider an example from [6] where the speed function is inhomogeneous and given by
o t h e r w i s e , while the external velocity of the medium is given by
Similar to Example 3.2, we impose the plane wave boundary condition T = 0 on the boundary x = 0. The computed solutions using the Peaceman-Rachford, the Douglas-Rachford, and the regularized θ-schemes are plotted in Figures 9, 10 , and 11, respectively. For the regularized θ-scheme, we have also implemented the third-order WENO scheme, as shown in Figures 11(c) and (d) . The solution by the third-order scheme on a very coarse 101×101 mesh is comparable to the solution using the first-order implementation on a fine mesh, as shown in Figure 11 
Plane incident wavefront with a Gaussian background velocity.
We consider the following example from [6] , where the speed function is inhomogeneous and given by 
Two incident planar wavefronts.
We consider the following example from [6] , where the background velocity is inhomogeneous and given by eikonal solver, our proposed algorithms will take some iterations to converge to the exact solution T (x, y) = T 0 (x, y). In Figure 17 , we plot the required number of iterations in order to reach the steady state solution on three sets of meshes versus the magnitude of ω. Since in these cases max x∈Ω v = ω/ √ 2 when (x 0 , y 0 ) = (x s , y s ), there are regions in the computational domain Ω where v > F ≡ 1 when ω > √ 2. This explains why it takes more iterations to reach the steady state solution for large ω. In Figure 17 (a), we implement the regularized θ-scheme with θ = 1/3 and with a relatively large CFL number equal to 100. For small ω's, the proposed algorithm converges very quickly. As we increase ω (to approximately 1.4), however, the algorithm experiences difficulties in converging to the steady state solution. This can be easily fixed by choosing a smaller CFL number as demonstrated in Figure  17(b) .
Using the same setup, we also consider the effect of θ in the convergence behavior. As we increase the value of θ, the θ-scheme does take fewer iterations to converge to the steady state solution for a relative small value of ω, as shown in Figure 18 for large ω, the semi-implicit scheme (corresponding to the limiting case θ = 1/2) has difficulty in converging to a steady state solution and does not converge in 1000 iterations.
3.7.
A sinusoidal model. We adapt a challenging sinusoidal waveguide example from [34] where the inhomogeneous background velocity is given by and a point source is located (x s , y s ) = (0, −0.9) so that T (x s , y s ) = 0. Such an inhomogeneous velocity field has been widely used in the seismic community as a model problem since the variation in the velocity can lead to complicated wave structures. To construct an even more challenging example, we choose a strong external velocity flow field in the medium given by v = (0.5, −0.5) so that the magnitude of the external velocity reaches almost 90% of F in the slow region. Figures 20(a) and (b) show the convergence behavior for Algorithm 1 using a relatively small CFL = Δt/Δx and a relatively large CFL 1, respectively. As a comparison, solutions for Algorithms 2 and 3 are shown in the second and third rows, respectively.
It can be seen clearly that all these schemes converge to the steady state solution rather quickly in a small number of iterations. Moreover, the larger the Δt, in general the smaller the required number of iterations. ting scheme and the Peaceman-Rachford and Douglas-Rachford methods.
The θ-scheme seems to perform really well, similar to what has been reported elsewhere. We have tested the algorithm using θ = 1/4, θ * = 1−1/ √ 2, 1/3, 5/12, and a very extreme value 0.49. These results are plotted together with other schemes in Figures 21(a)-(c) . However, as we further increase the CFL number to approximately larger than 20, unlike the θ-scheme, none of these other schemes converges to the steady state solution of the problem. For example, we chose = Δx 2 and implemented the regularized PeacemanRachford scheme and the regularized θ-scheme with θ = 1/3. We can now increase the CFL number Δt/Δx to around 20 for the the regularized Peaceman-Rachford scheme, i.e., Algorithm 4, with = Δx 2 and approximately over 80 for the regularized θ-scheme. However, similar to previous observations for the Peaceman-Rachford scheme, the required number of iterations to reach the steady state solution starts to increase with the CFL number in general, as shown in Figure 21 (d) and Table 1 
(i).
For the regularized θ-scheme, on the other hand, we can now further halve the required number of iterations to reach the steady state solution, as shown in Tables 1(e)-(g). One natural question is to determine the optimal value of θ so that the resulting algorithm enjoys the fastest convergence. Comparing the solutions for θ Downloaded 05/02/16 to 35.13.33.207. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php varying from 1/4, θ * , to 1/3, we indeed notice that the θ-scheme converges faster as we increase θ. Furthermore, the iteration converges even slightly faster as θ varies from 1/3 to 5/12. However, as θ approaches the limit 1/2 (we have tested the θ = 0.49), the convergence speed is in general slightly reduced and it takes more iterations to get to the steady state solution.
In practice, the optimal θ might be example dependent. Nevertheless, since the θ-scheme can be proven to be unconditionally A-stable for linear problems when θ ∈ [ 1 4 , 1 3 ), we recommend θ = 1/3 for practical applications. Remark 4.5. The numerical steady state solution from Strang's splitting scheme has an error depending on the CFL number.
In Figure 22 we consider the relationship between the error and the CFL number (Δt/Δx) for Strang's splitting scheme and the regularized θ-scheme. As discussed earlier, Strang's splitting scheme will lead to a different steady state solution of (2), and such errors will depend on the magnitude of Δt = O(Δx) in the implementation. This is clearly demonstrated in Figure 22 . We first compute the solution to the example in Example 3.2 using a mesh of size 801 × 801. Then we upsample it to a 201 × 201 mesh and treat it as the exact solution to the problem. Figure 22 shows the 2-norm error in the solution obtained by Strang's splitting scheme and the regularized θ-scheme on the 201×201 mesh using different CFL numbers. This supports the claim that the steady state solution from Strang's splitting method depends on the choice of Δt/Δx. The errors from the proposed θ-scheme, on the other hand, depend on the mesh size but not the CFL number. Remark 4.6. To parallelize the code, one can replace the Gauss-Seidel iteration in the fast sweeping method by the Jacobi iteration.
Operator splitting-type methods are useful for parallel computing and decentralized optimization. By replacing the Gauss-Seidel iteration with the Jacobi iteration, we can partition the whole computational region into small subdomains and assign each subdomain to a processor to update the solution in each small subdomain. We have repeated Example 3.4 using the regularized θ-scheme with θ = 1/3, = Δx 2 , and CFL = 60.0. The solutions using a 101 × 101 mesh and an 801 × 801 mesh Downloaded 05/02/16 to 35.13.33.207. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php are shown in Figure 23 . These solutions are indistinguishable from those in Figures  14(a) and (b) . We have also checked the required number of iterations to achieve the steady state solution for this CFL number. We have the same number of iterations as in Table 1 (e); namely, the algorithm requires (n =) 10, 13, 16, and 23 iterations to reach the steady state solution of (2) 
Conclusion.
We have developed various operator-splitting based fast sweeping methods for solving an anisotropic eikonal equation resulting from isotropic wave propagation in a moving fluid. Extensive numerical examples demonstrate that some of the proposed algorithms are effective. Moreover, we have found that the number of outer iterations, i.e., n, required to reach the steady state solution using the θ-schemes is at worst linear to the mesh points in each physical dimension. 
