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Abstract This paper is dedicated to the problem of isolating and validating
zeros of non-linear two point boundary value problems. We present a method
for such purpose based on the Newton-Kantorovich Theorem to rigorously
enclose isolated zeros of two point boundary value problem wiht Neumann
boundary conditions.
1 Introduction
Rigorous numerical methods for the verification of existence of solutions of
non-linear differential equations are of great importance due to the fact, al-
though it is usually possible to solve such problems numerically, it is often
very hard, if not impossible, to obtain analytical solutions. Additionally such
non-linear problems frequently have multiple solutions, whose multiplicity and
behaviour often depend on parameters. Hence rigorous numerical methods to
prove the existence, multiplicity and provide additional information about
the behaviour of solutions to non-linear differential equations are fundamental
tools for non-linear analysis and applications. Many authors have proposed ver-
ification methods to solve partial differential equations such as the analytical
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2 Eduardo Ramos et al.
method based on a Newton-Kantorovich theorem in [18], the semi-analytical
method in [16, 17], and the analytical method based on radii polynomials
in [7, 10]. The methods in [7, 10] are based on a contraction mapping argu-
ment applied to a Newton-Like operator T on a Banach space, in which the
search for zeros of a map F is shown to be equivalent to finding fixed points of
T . This method is useful to obtain equilibria [8, 9], invariant manifolds [4, 5],
connecting orbits [13,21], and other types of solution. However, these methods
are usually computationally expensive due to the fact that they often require
the computation of approximate inverses (or estimates on the norm of the
inverse) of large matrices.
The goal of this paper is to propose an efficient method to solve rigorously a
general two points boundary value problem with Neumann boundary condition
of the form
u′′ = f(x, u, u′), u′(0) = u′(s) = 0. (1)
To describe the main ideas of the method let us interpret the problem as
a problem of the form F(u) = 0 for u in an appropriate Hilbert space, where
F(u) = u′′ − f(x, u, u′). The first step is to obtain a non-rigorous numerical
candidate w for a zero of F using a finite dimensional approximation of F . We
then use a version of the Newton-Kantorovich theorem to rigorously verify the
existence of a true zero of F close to w, based on the computation of rigorous
enclosures for
‖F(w)‖, λ(DF(w)),
and a Lipschitz constant K > 0 for DF , where λ is the bijectivity modulus
to be defined later. The computation of these bounds are done via efficient
methods based on rigorous integration, a finite dimensional approximation of
DF(w), and a certain bound K on the second partial derivatives of f .
This paper is organized as follows: In Section 2 we introduce some defini-
tions and preliminaries results to be used in the paper. In Section 3 we present
a reformulation of the Newton-Kantorovich theorem based on the bijectivity
modulus and show how to compute the constants needed in this reformula-
tion of the Newton-Kantorovich theorem. Section 4 is dedicated to apply the
general theoretical results of Section 3 to rigorously compute solutions to (1).
Finally, in Section 5 we present our conclusions and plans for future work.
2 Preliminaries
Throughout this paper we will always denote I = (0, 1) and I¯ = [0, 1]. Given
u ∈ L2(I), we define the cosine and sine series expansions of u by
u(x) ∼ ûcos(0) +
∞∑
k=1
ûcos(k)
√
2 cos(kpix)
and
u(x) ∼
∞∑
k=1
ûsin(k)
√
2 sin(kpix)
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respectively, where
ûcos(0) =
∫ 1
0
u(x)dx, ûcos(k) =
∫ 1
0
u(x)
√
2 cos(kpix)dx for k ≥ 1
and
ûsin(k) =
∫ 1
0
u(x)
√
2 sin(npix)dx for k ≥ 1.
Moreover (see [2, p. 145]) the sets{
1,
√
2 cos(pix),
√
2 cos(2pix), · · ·
}
and
{√
2 sin(pix),
√
2 sin(2pix), · · ·
}
are orthonormal bases for L2(I). The following is a well know consequence of
the Parseval formula (see [20, Theorem 7.6]).
Proposition 1 Let X be a Hilbert space with orthonormal basis BX = {e1, e2, · · · }.
Given x ∈ X let piX(x) = (〈x, ek〉)k∈N. Then piX(x) ∈ `2(N) for all x ∈ X and
piX : L
2(I)→ `2(N) is an isometric isomorphism.
Thus, denoting picos(u) = (ûcos(0), ûcos(1), · · · ) and pisin(u) = (ûsin(1), ûsin(2), · · · ),
for u ∈ L2(I), the following corollary follows directly from the proposition
above.
Corollary 1 Given u ∈ L2(I) we have that picos(u), pisin(u) ∈ `2(N) and more-
over picos : L
2(I) → `2(N) and pisin : L2(I) → `2(N) are isometric isomor-
phisms.
We denote by Hq(I) the Sobolev space of functions u ∈ L2(I) whose mth-weak
derivative u(m) exists and is square integrable for all 0 ≤ m ≤ q. The space
Hq(I) is a Hilbert with the usual inner product
〈u, v〉Hq(I) =
q∑
k=0
〈
u(k), v(k)
〉
L2(I)
.
It is well know (see [2, Theorem 8.2]) that every function u ∈ Hq(I) has a
unique representative u¯ ∈ Cq−1(I¯), that is, such that u = u¯ a.e. on I. Thus we
assume, without loss of generality, that u(x) = u¯(x) for all x ∈ I¯. Our method
tries to find zeros of F in the space H2N (I) defined below.
Definition 1 We denote by H2N (I) the subspace of H
2(I) consisting of the
functions u ∈ H2(I) such that u′(0) = u′(1) = 0. Furthermore, H10 (I) denotes
the subspace of functions u ∈ H1(I) satisfying u(0) = u(1) = 0.
Proposition 2 The set
BH2N (I) =
{
1,
√
2 cos(pix)
ω(1)
,
√
2 cos(2pix)
ω(2)
, · · ·
}
,
where ω(k) =
√
1 + (pik)2 + (pik)4 for k ∈ N, is an orthonormal basis for
H2N (I).
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Proof See Appendix 6.
Thus, denoting hcos(u) = (1, ω(1)ûcos(1), ω(2)ûcos(2), · · · ) for all u ∈ H2N (I),
as a direct consequence of the proposition above and Proposition 1 we have
the following.
Corollary 2 hcos(u) ∈ `2(N) ∀u ∈ H2N (I) and hcos : H2N (I) → `2(N) is an
isometric isomorphism.
In this paper we will consider Rm as a subset of `2(N) through the isometric
embedding piRm(a) = (a(0), · · · , a(m− 1), 0, · · · ) ∈ `2(N). In the following we
let h−1cos,m = h
−1
cos|Rm , where |Rm denotes the restriction of a function to Rm.
Definition 2 Given F : H2N (I)→ L2(I) and m ≥ 1 we define Fcos,m : Rm →
Rm by
Fcos,m(u) = picos ◦ F ◦ h−1cos,m.
As a special case of the above definition, if F : H2N (I)→ L2(I) is differentiable
at w ∈ H2N (I) then DF(w)cos,m : Rm → Rm is defined by DF(w)cos,m =
picos ◦DF(w)◦h−1cos,m. The function DF(w)cos,m will play an important role in
the next section, as a suitable finite dimensional approximation for DF(w).
Regarding the differentiablity of F representing two-point boundary value
problems without boundary conditions we have the following result.
Proposition 3 Given f : R3 → R a C2 function it follows that F : H2(I)→
L2(I) defined by F(u) = u′′ − f(x, u, u′) ∀u ∈ H2(I) is Frecht differentiable
such that given w ∈ H2(I), DF(w) : H2(I)→ L2(I) is defined by
(DF(w))(v) = v′′ − fu(x,w,w′)v − fu′(x,w,w′)v′ for all v ∈ H2(I)
Proof See Appendix 6.
We propose the definition of the bijectivity modulus below in order to
formulate our theory of isolation of zeros in two-point boundary value problems
in the next section. In the following definitions and results and posterior results
we always let X, Y and Z denote Banach Spaces.
Definition 3 For F ∈ L(X,Y ) we define the bijectivity modulus λ(F ) of F
by
λ(F ) =
{
‖F−1‖−1 if F is invertible,
0 otherwise.
Notice that λ(F ) is well defined, since, due to the Open Mapping Theorem,
the invertibility of a bounded linear operator F ∈ L(X,Y ) implies directly in
the boundness of its inverse, with F−1 6= 0⇒ ∥∥F−1∥∥ 6= 0.
Before we proceed, we shall proof some basic properties of the bijectivity
modulus, which will be used to prove the main theorem of this paper (Theo-
rem 2).
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Proposition 4 Given F ∈ L(X,Y ) and G ∈ L(X,Y ) we have that |λ(F )− λ(G)| ≤
‖F −G‖.
Proof See Appendix 6.
The next definitions are usual in operator theory (see [2, Sec. 5.4] and [14,
Sec. 2.6]).
Definition 4 We say X = X1 ⊕X2 is a Hilbert sum if X is a Hilbert space
written as the direct sum of X1 and X2, closed subspaces of X, such that
〈x1, x2〉 = 0 for all x1 ∈ X1 and x2 ∈ X2.
Definition 5 If X = X1 ⊕ X2 is a Hilbert sum, then, given F1 : X1 → X1
and F2 : X2 → X2 we let F = F1 ⊕ F2 : X → X be the function defined by
F (x) = F1(x1) + F2(x2) for all x = x1 + x2 ∈ X where x1 ∈ X1 and x2 ∈ X2.
Proposition 5 Let X = X1⊕X2 be a Hilbert sum and given linear operators
F1 : X1 → X1 and F2 : X2 → X2, suppose F = F1 ⊕ F2 is bounded. Then F1
and F2 are bounded and:
i) ‖F‖ = max (‖F1‖ , ‖F2‖);
ii) λ(F ) = min (λ(F1), λ(F2)).
Proof Since F1 and F2 are the restriction of F to X1 and X2, respectively, it
follows directly that F1 and F2 are bounded. On the other hand i) is a classical
property in operator theory (see [11, p. 122]).
Item ii): It is a classical property in operator theory that F = F1 ⊕ F2 is
invertible if and only if both F1 and F2 are invertible, in which case F
−1 =
F−11 ⊕ F−12 (see [1, Problem 6.1.17]).
Thus, if either F1 is not invertible or F2 is not invertible then, by the
above property, F is not invertible as well, in which case the definition of the
bijectivity modulus implies that
min(λ(F1), λ(F2)) = 0 = λ(F )
and the proposition is true in this case. On the other hand, if both F1 and F2
are invertible, then by the property stated above it follows that F is invertible
as well with F−1 = F−11 ⊕ F−12 and thus the definition of bijectivity modulus
and item i) implies that
λ(F ) = ‖F−1‖−1 = (max (‖F−11 ‖, ‖F−12 ‖))−1 = min (‖F−11 ‖−1, ‖F−12 ‖−1)
= min (λ(F1), λ(F2)) .
which proves the proposition.
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3 Isolation of zeros for BVP of Neumann type.
Letting F : H2N (I)→ L2(I) be defined by
F(u) = u′′ − f(x, u, u′) ∀u ∈ H2N (I) (2)
and given an approximate zero w ∈ C2(I) for F(u) = 0, our objective in
this section will be to compute the constants η, ν and K needed to apply the
Kantorovich Theorem (Theorem 1 bellow) in order to check for zeros of F
near w.
3.1 Kantorovich Theorem and Computations of the Constants.
We now present the main theorems used in our method. The proofs of these
results will be given in the next subsections.
We provide the following reformulation of the Kantorovich’s Theorem, us-
ing the bijectivity modulus.
Theorem 1 Let U ⊂ X be open, F : U ⊂ X → Y differentiable, A ⊂ U
convex, x0 ∈ A, R > 0 satisfying B¯(x0, R) ⊂ A, K ∈ R and suppose that
i) ‖F(x0)‖ ≤ η, λ(DF(x0)) ≥ ν and ‖DF(x)−DF(y)‖ ≤ K ‖x− y‖ for
all x, y ∈ A.
ii) g1(t) = η − νt+ K
2
t2 has zeros t∗ < t∗∗ with t∗ ∈ [0, R].
Then F has a zero x∗ ∈ B¯(x0, t∗) and no other zeros in B(x0, t∗∗) ∩A.
The following theorem tells us exactly how to compute the constants ν and
K in item i) above, when F : H2N (I)→ L2(I) is given as in (2).
For the following, given f : X × Y → Z, the function fx : Y → Z is
defined by fx(y) = f(x, y) for all (x, y) ∈ X × Y . Moreover we let ‖g‖C0(I′) =
supx∈I′ |g(x)| for all g ∈ C0(I ′), ‖g‖C1(I′) = supx∈I′
√
g(x)2 + g′(x)2 for all
g ∈ C1(I ′), and c1 = (tanh(1))−
1
2 =
√
e2+1
e2−1 .
Theorem 2 Let f : R3 → R be C2, w : I ′ → R be a C2 function in H2N (I ′),
let z = (x,w,w′) and suppose that
‖fu(z)‖C0(I) + ‖fu(z)‖C1(I) + ‖fu′(z)‖C0(I) + ‖fu′(z)‖C1(I) ≤ N,
and
c1
∥∥D2fx(u, v)∥∥ ≤ K for all (x, u, v) ∈ I ′ × B¯ (0, c1r)R2 ,
Then F : H2N (I)→ L2(I), as defined in (2), is Frecht-differentiable and more-
over
i) λ (DF(w)) ∈ [L− Npim , L+ Npim], where L = min(λ (DF(w)cos,m) , (pim)2ω(m)
)
,
ii) ‖DF(u1)−DF(u2)‖ ≤ K‖u1 − u2‖L2(I) for all u1, u2 ∈ B¯ (0, r)H2(I).
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3.2 Proof of Theorem 1
Proof Notice that if it happened that ν = 0, then g1 could not possibly have
distinct zeros. Thus it follows that ν > 0 and thus λ(DF(x0)) ≥ ν > 0,
which by definition implies that DF(x0) is invertible with ‖DF(x0)−1‖ =
λ(DF(x0))−1 ≤ ν−1. Thus, letting η∗ = ν−1η and K∗ = ν−1K it follows that
‖DF(x0)−1F(x0)‖ ≤ ‖DF(x0)−1‖‖F(x0)‖ ≤ η∗
and
‖DF(x0)−1(DF(x)−DF(y))‖ ≤ ‖DF(x0)−1‖‖(DF(x)−DF(y))‖ ≤ K∗‖x− y‖
for all x, y ∈ A. Finally, from item ii) it follows that the polynomial g(t) =
η∗ − t + K
∗
2
t2 = ν−1g1(t) has zeros t∗ < t∗∗ with t∗ ∈ [0, R], and thus from
the Kantorovich Theorem (see [6,12]), F must have a zero x∗ ∈ B¯(x0, t∗) and
no other zeros in B(x0, t
∗∗) ∩A, proving the theorem.
3.3 Proof of item i) of Theorem 2
Due to the integration by parts formula for functions in H1(I) the following
proposition is clear.
Proposition 6 If u ∈ H1(I) then
i) û′sin(k) = −kpiûcos(k) for all k ∈ N;
ii) û′cos(k) = kpiûsin(k) for all k ∈ N if u ∈ H10 (I).
Definition 6 Given m ≥ 1, we define the truncation operators ρcos,m, ρsin,m :
L2(I)→ C∞(I ′) and ρ∗cos,m, ρ∗sin,m : L2(I)→ L2(I) by
ρcos,m(u) = ûcos(0) +
m−1∑
k=1
ûcos(k)
√
2 cos(kpix), ρ∗cos,m(u) = u− ρcos,m,
ρsin,m(u) =
m−1∑
k=1
ûsin(k)
√
2 sin(kpix), and ρ∗cos,m(u) = u− ρcos,m.
Proposition 7 Given u ∈ H1(I) and m ≥ 1 it follows that:
i) ‖ρ∗sin,m(u)‖L2(I) ≤
1
pim
‖ρ∗cos,m(u′)‖L2(I) if u ∈ H10 (I);
ii) ‖ρ∗cos,m(u)‖L2(I) ≤
1
pim
‖ρ∗sin,m(u′)‖L2(I).
Proof Item i): Since u′ ∈ L2(I), due to Corollary 1 and Proposition 6 we have
û′cos ∈ l2(N) with ‖û′cos‖l2(N) = ‖u′‖L2(I) and ûsin(k) = 1
kpi
û′cos(k) for all
k ∈ N. Thus, from Proposition 1 it follows for m ≥ 1 that
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‖ρ∗sin,m(u)‖L2(I) =
√√√√ ∞∑
k=m
(
1
pik
û′cos(k)
)2
≤ 1
pim
√√√√ ∞∑
k=0
û′cos(k)2 =
1
pim
‖u′‖L2(I)
which proves item i). The proof of item ii) is completely analogous.
Lemma 1 Suppose f : R3 → R is C1, let w : I ′ → R be a C2 function and,
letting z = (x,w,w′), suppose ‖f(z)‖C0(I) + ‖f(z)‖C1(I) ≤ N , then
i) ‖f(z)v − ρcos,m (f(z)ρcos,m(v)) ‖L2(I) ≤
N ‖v‖H1(I)
pim
for all v ∈ H1(I);
ii) ‖f(z)v − ρcos,m (f(z)ρsin,m(v)) ‖L2(I) ≤
N ‖v‖H1(I)
pim
for all v ∈ H10 (I).
Proof Item i): Given v ∈ H1(I), since
f(z)v − ρcos,m(f(z)ρcos,m(v)) = f(z) ρ∗cos,m(v) + ρ∗cos,m(f(z) ρcos,m(v)). (3)
we just need to estimate the last two items in norm to prove item i). To esti-
mate f(z) ρ∗cos,m(v), notice that, given v ∈ H1(I), due to item ii) of Proposi-
tion 7 we have
‖f(z)ρ∗cos,m(v)‖L2(I) ≤ ‖f(z)‖C0(I′)‖ρ∗cos,m(v)‖L2(I) ≤
‖f(z)‖C0(I′) ‖v‖H1(I)
pim
.
(4)
Now, to estimate ‖ρ∗cos,m(f(z)ρcos,m(v))‖L2(I), since f(z) ∈ C1(I ′) and ρcos(v) ∈
C∞(I ′) it follows that f(z) ρcos,m(v) ∈ C1(I ′), and thus from the CauchySchwarz
inequality it follows that
|(f(z) ρcos,m(v))′(x)| ≤ |(f(z(x)))′| |(ρcos,m(v))(x)|+ |f(z(x))| |(ρsin,m(v′))(x)|
≤
√(
(f(z(x)))
′)2
+ (f(z(x)))
2
√
((ρcos,m(v))(x))
2
+ ((ρsin,m(v′))(x))
2
≤ ‖f(z)‖C1(I′)
√
((ρcos,m(v))(x))
2
+ ((ρsin,m(v′))(x))
2
for all x ∈ I ′ and thus taking the L2 norm in the above inequality we obtain∥∥(f(z) ρcos,m(v))′∥∥L2(I) ≤ ‖f(z)‖C1(I′) ‖ρcos,m(v)‖H1(I) ≤ ‖f(z)‖C1(I′) ‖v‖H1(I)
Therefore, by the item ii) of Proposition 7 it follows that
‖ρ∗cos,m(f(z) ρcos,m(v))‖L2(I) ≤
‖f(z)‖C1(I′) ‖v‖H1(I)
pim
. (5)
Thus, combining (3), (4), (5) and the triangle inequality, item i) follows. The
proof of item ii) is completely analogous.
The following Lemma is the bridge to connect our truncation estimates to
compute an enclosure for λ(F).
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Lemma 2 Let m > 1, let (ak)k∈N be such that lim
k→+∞
, ak = r 6= 0, ak 6= 0 for
k ≥ m, and given a bounded operator P : `2(N)→ `2(N) and a linear operator
G : `2(N) → `2(N), suppose (P(v))(k) = akv(k) − G(v(k)) for all v ∈ `2(N)
and k ∈ N, and let:
i) Pm = trm ◦ P|Rm : Rm → Rm
ii) Gm = trm ◦G ◦ trm : `2(N)→ `2(N).
Then G, Pm and Gm are bounded and λ(P) ∈ [L− m, L+ m] where
L = min
(
λ(Pm), inf
k≥m
|ak|
)
and m = ‖G−Gm‖L(l2(N))
Proof Consider the Hilbert sum `2(N) = Rn ⊕ (Rn)∗, where (Rn)∗ is set of
elements in `2(N) whose first m-coordinates are null, and let:
– η : `2(N) → `2(N) be defined by (η(v))(k) = akv(k) for all v ∈ `2(N) and
k ∈ N;
– η∗ : (Rm)∗ → (Rm)∗ defined by the restriction of η to (Rm)∗;
– P∗m : `2(N)→ `2(N) defined by P ∗m = Pm ⊕ η∗.
Since limk→∞ ak = r 6= 0, it follows that (ak)k∈N is bounded and thus η and
η∗ are bounded as well Moreover, by definition it follows that P = η −G and
since P and η are bounded, G must be bounded as well, and trm : `2(N)→ Rm
is bounded, Gm must be bounded as well. On the other hand, given v ∈ `2(N)
we have
P∗m(v) = Pm(trm(v)) + η∗(tr∗m(v)) = trm(η(trm(v))−G(trm(v))) + η(tr∗m(v))
= η(trm(v)) + η(tr
∗
m(v))− trm(G(trm(v)) = η(v)−Gm(v)
and thus P ∗m = η−Gm. In special it follows that P ∗m is bounded and P−P∗m =
G−Gm. Thus, from Proposition 5 it follows that
λ(P∗m) = min (λ(Pm), λ(η∗)) .
and combining the results obtained with Proposition 4, it follows that
|λ(P)−min (λ(Pm), λ(η∗))| = |λ(P)− λ(P∗m)| ≤ ‖P − P∗m‖ = ‖G−Gm‖.
Finally, since lim
k→+∞
ak = r 6= 0, it follows that
(
(ak)
−1)
k≥m is bounded and
thus it is follows that η∗ : (Rm)∗ → (Rm)∗ is invertible with ∥∥(η∗)−1∥∥ =
supk≥m
∣∣(ak)−1∣∣ and thus λ(η∗) = ∥∥(η∗)−1∥∥−1 = infk≥m |ak|. Combined with
the above inequality, this concludes the proof.
We can now prove item i) of Theorem 2.
Proof LetG : `2(N)→ `2(N) be defined byG(b) = picos
(
fu(z)h
−1
cos(b) + fu′(z)
(
h−1cos(b)
)′)
for all b ∈ `2(N) and let:
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– P = picos ◦DF (w) ◦ h−1cos : `2(N)→ `2(N);
– Pm = trm ◦ P|Rm : Rm → Rm
– Gm = trm ◦G ◦ trm : `2(N)→ `2(N);
– a0 = 0 and ak = − (pik)
2
w(k)
for k ≥ 1.
Since DF (w) is bounded and picos : L2(I) → `2(N) and h−1cos : H2N (I) → `2(N)
are isomorphisms, P must be bounded as well with λ(P) = λ(DF(w)). More-
over, since trm ◦ picos = picos,m it follows directly that Pm = picos,m ◦DF(w) ◦
h−1cos|Rm = DF(w)cos,m.
On the other hand, notice that, given b ∈ `2(N) we have
P(b) = picos
(
(DF(w))(h−1cos(b))
)
= picos
((
h−1cos(b)
)′′)−G(b)⇒
(P(b))(k) = akb(k)− (G(b))(k) for all k ∈ N
and thus it follows from Lemma 2 that G, Pm and Gm are bounded and
λ(DF(w)) = λ(P) ∈ [L− m, L+ m] where
L = min
(
λ(DF(w)cos,m), inf
k≥m
|ak|
)
and m = ‖G−Gm‖L(l2(N))
On the other hand, notice that (−ak)k≥1 is strictly increasing, since (−ak)−1 =√
(pik)−4 + (pik)−2 + 1 is strictly decreasing for k ≥ 1. Thus infk≥m |ak| =
|am| = (pim)
2
w(m)
. Therefore, to prove item i) we just need to prove that m ≤ Npim .
For this end, letting v(b) = h−1cos(b) ∈ H2N (I) notice that since picos is an
isometry, and v(b)′ ∈ H10 (I), due to items i) and ii) of Lemma 1 we have
‖(G−Gm)(b)‖l2(N) ≤ ‖fu′(z)v(b)′ − ρcos,m(fu′(z)v(b)′)‖L2(I)
+‖fu(z)v(b)− ρcos,m(fu(z)v(b))‖L2(I)
≤ N‖v(b)‖H
2
N (I)
pim
=
N‖b‖`2(N)
pim
for all b ∈ `2(N) and thus
m = ‖G−Gm‖L(l2(N)) ≤ L
pim
concluding the proof.
3.4 Proof of item i) of Theorem 2
Lemma 3 Consider u ∈ H1(I) and let c1 = (tanh(1))−
1
2 =
√
e2+1
e2−1 . Then
i) ‖u‖C0(I′) ≤ c1 ‖u‖H1(I);
ii) ‖u‖C0(I′) ≤ ‖u′‖L2(I) if u ∈ H10 (I);
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iii) ‖u‖C1(I′) ≤ c1 ‖u‖H2(I) if u ∈ H2N (I).
Proof The proof of item i) can be found for instance in [14]. where it is shown
to be the smallest constant for such inequality. To prove item ii) notice that
since u ∈ H10 (I) and u(0) = 0, given x ∈ I ′ it follows from the Fundamental
Calculus Theorem for H1 functions (see [2, Theorem 8.2]) that
u(x) =
∫ x
0
u′(t)dt⇒ |u(x)| ≤
∫ 1
0
|u′(t)| dx ≤
√∫ 1
0
u′(t)2dt = ‖u‖L2(I)
which proves item ii). Finally, to prove item iii), given x ∈ I ′, since u′ ∈ H10 (I)
and c1 ≥ 1, applying items i) and ii) we have√
u(x)2 + u′(x)2 ≤
√(
c1 ‖u‖H1(I)
)2
+ ‖u′′‖2L2(I)
≤
√(
c1 ‖u‖H1(I)
)2
+
(
c1 ‖u′′‖L2(I)
)2
= c1 ‖u‖H2(I)
concluding the proof.
Now, we are ready to prove item ii) of Theorem 2.
Proof Consider u, w ∈ B¯ (0, r)H2N (I) and z ∈ H
2
N (I). We have by definition of
DF that
((DF(u)−DF(w))(z))(x) = (Dfx(u(x), u′(x))−Dfx(w(x), w′(x)))(z(x), z′(x)).
for all x ∈ I ′, but by the Taylor Theorem (see [3, Theorem 5.6.2]) and the
hypothesis we have
‖Dfx(u1, v1)−Dfx(u0, v0)‖L(R2) ≤ (c1)−1K‖(u1, v1)− (u0, v0)‖R2
for all x ∈ I ′, and (u1, v1), (u0, v0) ∈ B¯ (0, c1r)R2 . On the other hand, since
u, w ∈ B¯ (0, r)H2N (I), it follows by item iii) of Lemma 3 that (u(x), u
′(x)),
(w(x), w′(x)) ∈ B¯ (0, c1r)R2 and therefore, letting h = w − u ∈ H2N (I), by the
last inequality and item iii) of Lemma 3 we have
‖Dfx(u(x), u′(x))−Dfx(w(x), w′(x))‖L(R2) ≤ (c1)−1K‖(h(x), h′(x))‖R2 ⇒
|((DF(u)−DF(w))(z))(x)| ≤ (c1)−1K‖(h(x), h′(x))‖R2‖(z(x), z′(x))‖R2
for all x ∈ I ′ and since by item iii) of Lemma 3 we have ‖h(x), h′(x)‖ ≤
c1 ‖h‖H2N (I) it follows that
|((DF(u)−DF(w))(z))(x)| ≤ K ‖h‖H2N (I) ‖(z(x), z
′(x))‖R2
for all x ∈ I ′, and thus, taking the L2(I) norm in the above inequality we
obtain
‖(DF(u)−DF(w))(z)‖L2(I) ≤ K ‖h‖H2N (I) ‖z‖H2N (I) .
Finally, since z ∈ H2N (I) was arbitrarily chosen we conclude from the last
inequality that
‖DF(u)−DF(w)‖ ≤ K‖h‖H2N (I) = K‖u− w‖H2N (I),
proving the theorem.
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4 Applications
As an useful application of Theorem 2, we shall be able to verify rigorously,
with great precision and speed, the error committed for candidate solutions of
F : H2N (I)→ L2 given by F(u) = u′′−f(·, u′, u′′), in a closed ball B¯(0, r)H2(I).
The numerical approximation are given by w = h−1cos(b) where b ∈ Rm is an
approximate solution of the finite projection Fcos,m of F . The rigorous verifi-
cation of an approximate solution w ∈ B¯(0, r)H2N (I), will be done computing
rigorously the values
‖F(w)‖L2(I) , λ(DF(w)) and K > 0
where K is a Lipschitz bound for DF in B¯(0, r)H2N (I). In the Example 1 below,
the computation of ‖F(w)‖L2(I) will be done by the rigorous error estimate of
the Simpson rule given in [19, Theorem 12.1, page 85], and K will be computed
directly from item ii) of Theorem 2 using interval arithmetic. Finally, the
computation of λ(DF(w)) is done using item i) of Theorem 2 though the
computation of N and λ(DF(w)cos,m). This last constant is computed directly
by proving rigorously that DF(w)cos,m is invertible and computing an upper
bound for
∥∥DF(w)−1cos,m∥∥2 using the Frobenius norm. All these computations
are possible since in practice all candidate solutions w ∈ H2N (I) used are
elementar functions, and thus we can always use rigorous error computations
of the Simpson rule (see [19]) to compute rigorously the integrals involved in
the coordinates of F(w)cos,m : Rm → Rm.
Example 1 In this example we shall consider the following version of the Cahn-
Hilliard equation
u′′ − λ(g(u) + c(x)) = 0, u′(0) = u′(1) = 0
for some set of C2 functions g : R→ R and c : R→ R.
In this case the hypothesis on Theorem 2 translate as ‖gu(w)‖C0(I) +
‖gu(w)‖C1(I) ≤ N and c1 |guu(u)| ≤ K for all u ∈ [−c1r, c1r]. We consid-
ered two specific cases of this equation as follows:
i) Given F1(u) : H2N (I)→ L2(I) defined by F1(u) = u′′−
(
−u+ u36 − cos(pix)
)
∀u ∈
H2N (I) and letting r = 1, and found a non-linear function u1 defined by
m = 4 fourier coefficients given by
u1 = 0.829419982838915
√
2 cos(pix)− 0.000042922712904
√
2 cos(3pix)
as a candidate for a zero of F1 in B¯(0, r)H2N (I) (see left figure of Figure 1).
We then computed through interval means the constants
K = 1.4 and N = 2.1
as valid constants for Theorem 2 for r = 1 and we computed using interval
means that
‖F1(u1)‖L2(I) ≤ 10−9 = η
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Fig. 1: Plotting of the solution candidate u1 of F1 in the left figure and of the
solution candidate u2 of F2 in the right figure.
and using interval means and item i) of Theorem 2 we computed
λ(DF1(u1) ≥ λ(DF1(u1)cos,m)− N
4pi
≥ 0.68 = ν,
for m = 4. Moreover, from item ii) of Theorem 2 it follows that K is a
Lipschitz constant for DF1 in B¯(0, 1)H2N (I). Thus we can use Theorem 1
for η, ν and K as above and we conclude that there exists a zero u∗1 of F1
such that
‖u1 − u∗1‖H2(I) ≤
ν −
√
ν2 − 2Kη
K
≤ 10−8
.
ii) For F2 : H2N (I) → L2(I) defined by F2 = u′′ − (sin(u)− cos(2pix)) for all
u ∈ H2N (I), once again for m = 4 and r = 1, we computed a non-linear
function u2 defined by
u2 = 0.698537568392956
√
2 cos(3pix)
as a candidate for the zero of F2 in B¯(0, r)H2N (I) (see right figure of Figure
1). We then computed through interval means the constants
K = 1.4 and N = 2.1
as valid constants for Theorem 2 for r = 1, and we computed rigorously
‖F2(u2)‖L2(I) ≤ ·10−6 = η and
λ(DF2(u2)) ≥ λ(DF2(u2)cos,m)− N
mpi
≥ 0.83 = ν
for m = 4, and thus we concluded from Theorem 1 that there exists a zero
u∗2 of F2 such that
‖u2 − u∗‖H2(I) ≤ ν −
√
ν2 − 2Kη
K
< 10−5.
As a final comment we should point out that, due to Proposition 7, an error
of d in the H2(I) norm implies automatically in an error c1d in the C
1(I) norm.
Thus, the solutions u1 and u2 found in the above examples can be considered
as very fine approximations to true solutions of the corresponding equations.
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5 Conclusion
In this work we provided a rigorous method to verify candidate solutions for
Two-Point Boundary Value Problem of Neumann type. Our method shown
useful given the fact to obtain solutions and the respective errors is a conse-
quence of bijectivity modulus, synthesizing the calculations, as we saw in the
exemples.
Besides, we wish to generalize this work to solve the problem of determining
parametrized solutions uλ ∈ C2(Ω′) for the boundary value problem with
Neumann conditions
u′′λ − f(x, λ, uλ, u′λ) = 0
u′λ(a) = u
′
λ(b) = 0.
(6)
Indeed, in [7, 10], it was provided a continuation method based on the so
called to determine such regions S and parametrized solutions uλ. On the other
hand, our method will be carried by proposing a version of the Kantorovich
theorem suitable for implicit surface determination. Indeed, we observed that
given a twice differentiable function F(γ, u) satisfying
‖Fuu(γ, u)‖ ≤ K, ‖Fuγ(γ, u)‖ ≤ L and ‖Fγγ(γ, u)‖ ≤M
then we shall see that, just as we showed in the non-parameter case, the
existence and unicity of parametrized solutions uγ for F(γ, u) = 0 near z0 =
(γ0, u0) is closely related to the existence of parametrized solutions th for
g1(h, t) = 0 where
g1(h, t) = ‖F(z0)‖ − λ (Fu(z0)) t+ ‖Fγ(z0)‖h+ 1
2
(Kt2 + 2Lht+Mh2).
6 Appendix
Here we prove some technical results that were used during the paper. Let us
start with Proposition 2.
Proof (Proposition 2) It is direct to see that BH2N (I) forms an ortonormal set
in H2N (I). Now, to prove that the linear span of BH2N (I) is dense in H
2
N (I),
given u ∈ H2N (I), consider (um)m≥2 defined by
um =
m−1∑
k=1
ûsin(k)
√
2 sin(kpix).
It is clear um is in the linear span of BH2N (I). Now, let wm = u − um for all
m ∈ N, m ≥ 2. Since (̂wm)cos(k) = 0 for all 0 ≤ k ≤ m− 1 and (̂wm)cos(k) =
ûcos,m(k) for k ≥ m, by Propositions 1 and 6 we have
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‖u− um‖H2(I) =
√√√√ ∞∑
k=m
ûcos(k)2 +
∞∑
k=m
û′sin(k)2 +
∞∑
k=m
û′′cos(k)2,
but since u ∈ H2N (I), it follows due to Proposition 1 that ûcos ∈ `2(N), û′sin ∈
`2(N) and û′′sin ∈ `2(N) and thus by the above equation we have limm→∞ ‖u−
um‖H2(I) = 0, proving thus the density of the linear span of BH2N (I) over
H2N (I).
Proof (Proposition 3) Before proceeding with the proof, we should notice that,
due to the Sobolev Inequality, which states there exists C0 > 0 such that
|u‖C0(I′) ≤ ‖u‖H1(I) for all u ∈ H1(I), it follows directly that there exists
C1 > 0 as well such that
‖u‖C1(I′) ≤ C1 ‖u‖H2(I) for all u ∈ H2(I) (7)
Now let u ∈ H2(I) be fixed. Since u ∈ H2(I) implies in u ∈ C1(I ′), letting z =
(x, u, u′), it follows that fu(z) and fu′(z) are continuous, and since ‖v‖L2(I) ≤
‖v‖H2(I) and ‖v′‖L2(I) ≤ ‖v‖H2(I) it follows that
‖DF(u)(v)‖L2(I) ≤
(
1 + sup
x∈I′
|fu(z)|+ sup
x∈I′
|fu′(z)|
)
‖v‖H2(I)
for all v ∈ H2(I) and thus DF(u) : H2(I)→ L2(I) is in fact a bounded linear
operator.
Now, since f is C2 by hypothesis, letting r = C1 ‖u‖H2(I) + C1 and
L = sup
x∈I′,y∈B(0,r)R2
∥∥D2f(x, y)∥∥
by the Taylor Theorem, (see [3, Theorem 5.6.2]), it follows that
|f(x, u1, v1)− f(x, v0, v0)− (Df(x, u0, v0))(0, h0, k0)| ≤ L
2
‖(0, h0, k0)‖2R3
(8)
for all (x, u0, v0), (x, u1, v1) ∈ I ′ × B¯(0, r)R2 , where h0 = u1 − u0 and k0 =
v1 − v0.
Thus, given h ∈ B(0, 1)H2(I) non null it follows from (7) that ‖(u(x), u′(x))‖R2 ≤
C1 ‖u‖ ≤ r, and ‖(u(x) + h(x), u′(x) + h′(x))‖R2 ≤ C1 ‖u‖H2(I) + C1 = r for
all x ∈ I ′, which due to (8) implies that, denoting w = u+ h we have
|(F(u+ h)−F(u)−DF(u)(h))(x)| =
|f(0, w(x), w′(x))− f(0, u(x), u′(x))−Df(0, u(x), u′(x))(0, h(x), h′(x))|
≤ L
2
‖(0, h(x), h′(x))‖2R3 ≤ C2
L
2
‖h‖2H2(I)
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for all x ∈ I ′ and thus taking the L2 norm under the above inequality and
dividing by ‖h‖H2(I) we obtain
‖F(u+ h)−F(u)−DF(u)(h)‖L2(I)
‖h‖H2(I)
≤ C2L
2
‖h‖H2(I)
for all h ∈ B(0, 1)H2(I) non null. Thus, by the squeeze theorem, the left side
in the above inequality goes to 0 as ‖h‖H2(I) → 0, which concludes the proof.
Proof (Proposition 4) Let j(F ) = inf‖x‖X=1 ‖Fx‖Y , called the injectivity mod-
ulus of F and k(F ) = sup{r ≥ 0 | B(0, r)Y ⊂ F (B(0, 1)X)}, called the sur-
jectivity modulus of F (see [15, Definition 3, page 86]). Following [15, Theo. 4
p. 86, Theo. 7 p. 87 and Prop. 9 p. 88], the following properties regarding the
injectivity and surjectivity modulus are valid
a) j(F ) 6= 0 if and only if F is injective with range closed, and k(F ) 6= 0 if
and only if F is surjective.
b) If F is invertible then j(F ) = k(F ) = ‖F−1‖−1;
c) |j(F )− j(G)| ≤ ‖F −G‖ and |k(F )− k(G)| ≤ ‖F −G‖ for all F,G ∈
L(X,Y );
Proceeding with the proof, notice that, if F and G are both not invertible,
then by definition we have λ(F ) = λ(G) = 0 in which case (9) is trivially true.
Thus, we can suppose without loss of generality that F is invertible and shall
now prove that the following holds in such case:
|λ(F )− λ(G)| = |j(F )− j(G)| or |λ(F )− λ(G)| = |k(F )− k(G)| (9)
which, due to item c) above, will conclude the proof.
If F and G are both invertible, then by the definition of bijectivity modulus
and due to item b) above it follows that
λ(F ) = ‖F−1‖−1 = j(F ) and λ(G) = ‖G−1‖−1 = j(G)
in which case (9) is true. Now, if we suppose that F is invertible and G is not
invertible then it would follow that either G is not injective or not onto. In
case G is not injective then by item a), item b) and the definition of bijectivity
modulus we have
λ(F ) =
∥∥F−1∥∥−1 = j(F ) and λ(G) = 0 = j(G)
in which case (9) is true. Analogously, if F is invertible and G is not onto then
λ(F ) =
∥∥F−1∥∥−1 = k(F ) and λ(G) = 0 = k(G), in which case (9) is true as
well. This completes the proof.
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