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Abstract
Today’s propositional satisfiability (SAT) solvers are extremely powerful and can be used as an efficient
back-end for solving NP-complete problems. However, many fundamental problems in knowledge repre-
sentation and reasoning are located at the second level of the Polynomial Hierarchy or even higher, and
hence polynomial-time transformations to SAT are not possible, unless the hierarchy collapses. Recent
research shows that in certain cases one can break through these complexity barriers by fixed-parameter
tractable (fpt) reductions which exploit structural aspects of problem instances in terms of problem
parameters.
In this paper we develop a general theoretical framework that supports the classification of parame-
terized problems on whether they admit such an fpt-reduction to SAT or not. This framework is based
on several new parameterized complexity classes. As a running example, we use the framework to clas-
sify the complexity of the consistency problem for disjunctive answer set programming, with respect to
various natural parameters. We underpin the robustness of our theory by providing a characterization
of the new complexity classes in terms of weighted QBF satisfiability, alternating Turing machines, and
first-order model checking. In addition, we provide a compendium of parameterized problems that are
complete for the new complexity classes, including problems related to Knowledge Representation and
Reasoning, Logic, and Combinatorics.
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1 Introduction
Over the last two decades, propositional satisfiability (SAT) has become one of the most successful and widely
applied techniques for the solution of NP-complete problems. Today’s SAT-solvers are extremely efficient and
robust, instances with hundreds of thousands of variables and clauses can be solved routinely. In fact, due
to the success of SAT, NP-complete problems have lost their scariness, as in many cases one can efficiently
encode NP-complete problems to SAT and solve them by means of a SAT-solver [7, 36, 50, 52, 57]. However,
many important computational problems, most prominently in knowledge representation and reasoning, are
located above the first level of the Polynomial Hierarchy (PH) and thus considered “harder” than SAT.
Hence we cannot hope for polynomial-time reductions from these problems to SAT, as such transformations
would cause the (unexpected) collapse of the PH.
Realistic problem instances are not random and often contain some kind of “hidden structure.” Recent
research succeeded to exploit such hidden structure to break the complexity barriers between levels of the PH,
for problems that arise in disjunctive answer set programming [28] and abductive reasoning [56]. The idea
is to exploit problem structure in terms of a problem parameter, and to develop reductions to SAT that can
be computed efficiently as long as the problem parameter is reasonably small. The theory of parameterized
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complexity [20, 21, 30, 54] provides exactly the right type of reduction suitable for this purpose, called fixed-
parameter tractable reductions, or fpt-reductions for short. Now, for a suitable choice of the parameter, one
can aim at developing fpt-reductions from the hard problem under consideration to SAT.
Such positive results go significantly beyond the state-of-the-art of current research in parameterized
complexity. By shifting the scope from fixed-parameter tractability to fpt-reducibility (to SAT), parameters
can be less restrictive and hence larger classes of inputs can be processed efficiently. Therefore, the potential
for positive tractability results is greatly enlarged. In fact, there are some known reductions that, in retro-
spect, can be seen as fpt-reductions to SAT. A prominent example is Bounded Model Checking [6], which
can be seen as an fpt-reduction from the model checking problem for linear temporal logic (LTL), which
is PSPACE-complete, to SAT, where the parameter is an upper bound on the size of a counterexample.
Bounded Model Checking is widely used for hardware and software verification at industrial scale [5]. For a
more detailed discussion of this example we refer to Section A.4.2.
New Contributions The aim of this paper is to establish a general theoretical framework that supports the
classification of hard problems on whether they admit an fpt-reduction to SAT or not. The main contribution
is the development of a new hardness theory that can be used to provide evidence that certain problems do
not admit an fpt-reduction to SAT, similar to NP-hardness which provides evidence against polynomial-time
tractability [31] and W[1]-hardness which provides evidence against fixed-parameter tractability [20].
At the center of our theory are two hierarchies of parameterized complexity classes: the ∗-k hierarchy
and the k-∗ hierarchy. We define the complexity classes in terms of weighted variants of the quantified
Boolean satisfiability problem with one quantifier alternation, which is canonical for the second level of the
PH. For the classes in the k-∗ hierarchy, the (Hamming) weight of the assignment to the variables in the first
quantifier block is bounded by the parameter k, the weight of the second quantifier block is unrestricted (“∗”).
For the classes in the ∗-k hierarchy it is the other way around, the weight in the second block restricted
by k and the first block is unrestricted. Both hierarchies span various degrees of hardness between the
classes para-NP and para-co-NP at the bottom and para-ΣP2 at the top (para-K contains all parameterized
problems that, after fpt-time preprocessing, ultimately belong to complexity class K [29]). Figure 1 illustrates
the relationship between the various parameterized complexity classes under consideration.
To illustrate the usefulness of our theory, we consider as a running example the fundamental problem
of answer set programming which asks whether a disjuncive logic program has a stable model. Answer set
programming [11, 33, 51] is a form of declarative programming capable of expressing many nonmonotonic
reasoning problems that often occur in the domain of knowledge representation. This problem is ΣP2 -com-
plete [22], and exhibits completeness or hardness for various of our complexity classes; see Table 1 for an
overview. Moreover, we give alternative characterizations of the k-∗ hierarchy in terms of first-order model
checking and alternating Turing machines. In addition we were able to identify many other natural problems
that populate our new complexity classes. In order to give a systematic and concise overview of these results,
we provide a compendium in the appendix, containing completeness results for our new complexity classes,
for a wide range of problems, including problems related to Knowledge Representation and Reasoning, Logic,
and Combinatorics.
Structure of the Paper We begin with reviewing basic notions related to (Parameterized) Complexity
Theory and Answer Set Programming in Section 2. Then, in Section 3, we introduce our running example by
considering several parameterized variants of the consistency problem of disjunctive answer set programming.
Moreover, in this section, we argue that existing notions from parameterized complexity do not suffice to
characterize the complexity of these parameterized problems. In Section 4, we define the two hierarchies of
parameterized complexity classes that are central to our new hardness theory (the k-∗ and ∗-k hierarchies),
on the basis of weighted variants of quantified Boolean satisfiability. Next, in Section 5, we show that one
of these hierarchies (the k-∗ hierarchy) collapses into a single complexity class ∃k∀∗. Moreover, we show
completeness for this class for one parameterized variant of our running example. Then, in Section 6, we
give additional characterizations of the class ∃k∀∗ in terms of first-order model checking and alternating
Turing machines. In Section 7, we provide some normalization results for two levels of the ∗-k hierarchy. In
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Figure 1: The parameterized complexity classes of the ∗-k and k-∗ hierarchies in relation to existing classes.
addition, we prove completeness of another parameterized variant of our running example for the highest level
of the ∗-k hierarchy. Finally, we relate the new parameterized complexity classes to existing parameterized
complexity classes in Section 8, before concluding in Section 9.
Section A of the appendix contains a compendium of completeness results for our new complexity classes,
for a wide range of problems, including problems related to Knowledge Representation and Reasoning, Logic,
and Combinatorics. Section B of the appendix contains proofs that were omitted from Section 6.2 for the
sake of readability, and proofs for results in the compendium that do not appear in the main text.
2 Preliminaries
2.1 Parameterized Complexity Theory
We introduce some core notions from parameterized complexity theory. For an in-depth treatment we
refer to other sources [20, 21, 30, 54]. A parameterized problem L is a subset of Σ∗ × N for some finite
alphabet Σ. For an instance (I, k) ∈ Σ∗×N, we call I the main part and k the parameter. For each positive
integer k ≥ 1, we define the k-th slice of L as the unparameterized problem Lk = { x : (x, k) ∈ L }. The
following generalization of polynomial time computability is commonly regarded as the tractability notion
of parameterized complexity theory. A parameterized problem L is fixed-parameter tractable if there exists a
computable function f and a constant c such that there exists an algorithm that decides whether (I, k) ∈ L
in time O(f(k)||I||c), where ||I|| denotes the size of I. Such an algorithm is called an fpt-algorithm, and this
amount of time is called fpt-time. FPT is the class of all fixed-parameter tractable decision problems. If
the parameter is constant, then fpt-algorithms run in polynomial time where the order of the polynomial
is independent of the parameter. This provides a good scalability in the parameter in contrast to running
times of the form ||I||k, which are also polynomial for fixed k, but are already impractical for, say, k > 3.
Parameterized complexity also offers a hardness theory, similar to the theory of NP-hardness, that allows
researchers to give strong theoretical evidence that some parameterized problems are not fixed-parameter
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tractable. This theory is based on the Weft hierarchy of complexity classes FPT ⊆ W[1] ⊆ W[2] ⊆ · · · ⊆
W[SAT] ⊆W[P], where all inclusions are believed to be strict. For a hardness theory, a notion of reduction
is needed. Let L ⊆ Σ∗ × N and L′ ⊆ (Σ′)∗ × N be two parameterized problems. An fpt-reduction (or fixed
parameter tractable reduction) from L to L′ is a mapping R : Σ∗ × N → (Σ′)∗ × N from instances of L to
instances of L′ such that there exist some computable function g : N→ N such that for all (I, k) ∈ Σ∗ × N:
(i) (I, k) is a yes-instance of L if and only if (I ′, k′) = R(I, k) is a yes-instance of L′, (ii) k′ ≤ g(k), and
(iii) R is computable in fpt-time. We write L ≤fpt L′ if there is an fpt-reduction from L to L′. Similarly, we
call reductions that satisfy properties (i) and (ii) but that are computable in time O(||I||f(k)), for some fixed
computable function f , xp-reductions.
The parameterized complexity classes W[t], t ≥ 1, W[SAT] and W[P] are based on the satisfiability
problems of Boolean circuits and formulas. We consider Boolean circuits with a single output gate. We call
input nodes variables. We distinguish between small gates, with fan-in ≤ 2, and large gates, with fan-in > 2.
The depth of a circuit is the length of a longest path from any variable to the output gate. The weft of a
circuit is the largest number of large gates on any path from a variable to the output gate. We let Nodes(C)
denote the set of all nodes of a circuit C. We say that a circuit C is in negation normal form if all negation
nodes in C have variables as inputs. A Boolean formula can be considered as a Boolean circuit where all
gates have fan-out ≤ 1. We adopt the usual notions of truth assignments and satisfiability of a Boolean
circuit. We say that a truth assignment for a Boolean circuit has weight k if it sets exactly k of the variables
of the circuit to true. We denote the class of Boolean circuits with depth u and weft t by Γt,u. We denote
the class of all Boolean circuits by Γ, and the class of all Boolean formulas by Φ. For any class C of Boolean
circuits, we define the following parameterized problem.
p-WSat[C]
Instance: A Boolean circuit C ∈ C, and an integer k.
Parameter: k.
Question: Does there exist an assignment of weight k that satisfies C?
We denote closure under fpt-reductions by [ · ]fpt. The classes W[t] are defined by letting W[t] =
[ { p-WSat[Γt,u] : u ≥ 1 } ]fpt, for t ≥ 1. The classes W[SAT] and W[P] are defined by letting W[SAT] =
[ p-WSat[Φ] ]fpt and W[P] = [ p-WSat[Γ] ]fpt.
The following parameterized complexity classes are analogues to classical complexity classes. Let K
be a classical complexity class, e.g., NP. The parameterized complexity class para-K is then defined as
the class of all parameterized problems L ⊆ Σ∗ × N, for some finite alphabet Σ, for which there exist an
alphabet Π, a computable function f : N → Π∗, and a problem P ⊆ Σ∗ × Π∗ such that P ∈ K and for
all instances (x, k) ∈ Σ∗ × N of L we have that (x, k) ∈ L if and only if (x, f(k)) ∈ P . Intuitively, the
class para-K consists of all problems that are in K after a precomputation that only involves the parameter.
The class para-NP can also be defined via nondeterministic fpt-algorithms [29].
The following parameterized complexity classes are different analogues to classical complexity classes.
Let K be a classical complexity class, e.g., P. The parameterized complexity class XKnu is defined as the
class of those parameterized problems Q whose slices Qk are in K, i.e., for each positive integer k the classical
problem Qk = { x : (x, k) ∈ Q } is in K [20]. For instance, the class XP
nu consists of those parameterized
problems whose slices are decidable in polynomial time. Note that this definition is non-uniform, that is,
for each positive integer k there might be a completely different polynomial-time algorithm that witnesses
that Pk is polynomial-time solvable. For the purposes of this paper, we will restrict ourselves to uniform
variants XK of these classes XKnu. Concretely, we define XP to be the class of parameterized problems P
for which there exists a computable function f and an algorithm A that decides whether (x, k) ∈ P in
time |x|f(k) [20, 21, 29, 30]. Similarly, we define XNP to be the class of parameterized problems that are
decidable in nondeterministic time |x|f(k). Its dual class we denote by Xco-NP.
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2.2 The Polynomial Hierarchy
There are many natural decision problems that are not contained in the classical complexity classes P and NP.
The Polynomial Hierarchy (PH) [53, 55, 60, 63] contains a hierarchy of increasing complexity classes ΣPi , for
all i ≥ 0. We give a characterization of these classes based on the satisfiability problem of various classes of
quantified Boolean formulas. A quantified Boolean formula is a formula of the form Q1X1Q2X2 . . . QmXmψ,
where each Qi is either ∀ or ∃, the Xi are disjoint sets of propositional variables, and ψ is a Boolean formula
over the variables in
⋃m
i=1Xi. The quantifier-free part of such formulas is called the matrix of the formula.
Truth of such formulas is defined in the usual way. Let γ = {x1 7→ d1, . . . , xn 7→ dn} be a function that maps
some variables of a formula ϕ to other variables or to truth values. We let ϕ[γ] denote the application of such
a substitution γ to the formula ϕ. We also write ϕ[x1 7→ d1, . . . , xn 7→ dn] to denote ϕ[γ]. For each i ≥ 1 we
define the following decision problem.
QSati
Instance: A quantified Boolean formula ϕ = ∃X1∀X2∃X3 . . .QiXiψ, where Qi is a universal
quantifier if i is even and an existential quantifier if i is odd.
Question: Is ϕ true?
Input formulas to the problem QSati are called Σ
P
i -formulas. For each nonnegative integer i ≤ 0,
the complexity class ΣPi can be characterized as the closure of the problem QSati under polynomial-time
reductions [60, 63]. The ΣPi -hardness of QSati holds already when the matrix of the input formula is
restricted to 3CNF for odd i, and restricted to 3DNF for even i. Note that the class ΣP0 coincides with P,
and the class ΣP1 coincides with NP. For each i ≥ 1, the class Π
P
i is defined as co-Σ
P
i .
The classes ΣPi and Π
P
i can also be defined by means of nondeterministic Turing machines with an oracle.
For any complexity class C, we let NPC be the set of decision problems that is decided in polynomial time
by a nondeterministic Turing machine with an oracle for a problem that is complete for the class C. Then,
the classes ΣPi and Π
P
i , for i ≥ 0, can be equivalently defined as follows:
ΣP0 = Π
P
0 = P,
and for each i ≥ 1:
ΣPi = NP
ΣPi−1 and ΠPi = co-NP
ΣPi−1 .
2.3 Fixed-parameter Tractable Reductions to SAT
The satisfiability problem for propositional formulas is denoted informally by SAT. Formally, we consider the
(non-parameterized) decision problems Sat = {ϕ : ϕ is a satisfiable propositional formula } and Unsat =
{ϕ : ϕ is an unsatisfiable propositional formula }. By a slight abuse of notation, we will sometimes also
use Sat to refer to the (trivial) parameterized variant of the problem where the parameter value k = 1
is a fixed constant for all instances, i.e., to refer to the language { (ϕ, 1) : ϕ is a satisfiable propositional
formula }. We use a similar convention for the problem Unsat. In all cases, it is clear from the context
whether the parameterized or the non-parameterized variant is meant.
Many problems can be encoded into a propositional formula and subsequently solved by a SAT solver.
Every problem in NP ∪ co-NP can be solved with one call to a SAT solver, and every problem in DP =
{L1 ∩L2 : L1 ∈ NP, L2 ∈ co-NP } can be solved with two calls to a SAT solver. The Boolean Hierarchy [12]
contains all problems that can be solved with a constant number of calls to a SAT solver. On the other hand,
(assuming that the PH does not collapse) there are problems in ∆P2 that cannot be solved efficiently with a
constant number of calls to a SAT solver.
The problem Sat is para-NP-complete, and the problemUnsat is para-co-NP-complete. Hence, by show-
ing that a parameterized problem is in para-NP or para-co-NP (see Section 2.1) we establish that the problem
admits a (many-to-one) fpt-reduction to Sat or Unsat, respectively. In other words, para-NP consists of
all parameterized problems that can be fpt-reduced to Sat, and para-co-NP consists of all parameterized
problems that can be fpt-reduced to Unsat. Similarly, we can view XNP as the class of parameterized
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normality-bd size para-NP-complete [28]
# contingent atoms para-co-NP-complete (Proposition 1)
# contingent rules ∃k∀∗-complete (Theorem 9)
# disjunctive rules ∃∗∀k-W[P]-complete (Theorem 21)
max atom occurrence para-ΣP2 -complete (Corollary 23)
Table 1: Complexity results for different parameterizations of ASP-consistency.
problems for which there exists an xp-reduction to Sat and Xco-NP as the class of parameterized problems
for which there exists an xp-reduction to Unsat.
We would like to point out that fpt-reductions to SAT, with running times of the form f(k)nc for some
function f and some constant c, can be quite efficient for small values of the parameter k. Therefore, fpt-
reductions to SAT offer possibilities for developing algorithms that use SAT solvers and that are efficient for
small values of the parameter k. On the other hand, xp-reductions to SAT have a polynomial running time
for fixed values of k, but are already impractical for, say, k > 3, even with a running time of nk. Because
of this difference in scalability, we do not consider membership results in XNP or Xco-NP to be tractability
results, whereas we do consider problems in para-NP and para-co-NP as tractable.
In addition, another tractability notion that we could consider is the class of parameterized problems
that can be solved by an fpt-algorithm that makes f(k) many calls to a SAT solver, for some function f .
This notion opens another possibility to obtain (parameterized) tractability results for problems beyond NP
(cf. [23, 24, 40]).
2.4 Answer Set Programming
We will use the logic programming setting of answer set programming (ASP) (cf. [11, 33, 51]) as a running
example in the remainder of the paper. A disjunctive logic program (or simply: a program) P is a finite set
of rules of the form r = (a1 ∨ · · · ∨ ak ← b1, . . . , bm, not c1, . . . , not cn), for k,m, n ≥ 0, where all ai, bj
and cl are atoms. A rule is called disjunctive if k > 1, and it is called normal if k ≤ 1 (note that we only call
rules with strictly more than one disjunct in the head disjunctive). A rule is called negation-free if n = 0. A
program is called normal if all its rules are normal, and called negation-free if all its rules are negation-free.
A rule is called a constraint if k = 0. A rule is called dual-normal if it is either a constraint, or m ≤ 1. We
let At(P ) denote the set of all atoms occurring in P . By literals we mean atoms a or their negations not a.
With NF(r) we denote the rule (a1 ∨ · · · ∨ ak ← b1, . . . , bm). The (GL) reduct of a program P with respect
to a set M of atoms, denoted PM , is the program obtained from P by: (i) removing rules with not a in
the body, for each a ∈ M , and (ii) removing literals not a from all other rules [34]. An answer set A of a
program P is a subset-minimal model of the reduct PA. The following decision problem is concerned with
the question of whether a given program has an answer set.
ASP-consistency
Instance: A disjunctive logic program P .
Question: Does P have an answer set?
Many implementations of answer set programming already employ SAT solving techniques, e.g., Cmodels
[35], ASSAT [49], and Clasp [32]. Work has also been done on translations from ASP to SAT, both for classes
of programs that allow reasoning within NP or co-NP [4, 26, 44, 49] and for classes of programs for which
reasoning is beyond NP and co-NP [44, 47, 48]. We hope that our work provides new means for a theoretical
study of these and related approaches to ASP.
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3 Parameterizations for Answer Set Programming
ASP-consistency is ΣP2 -complete in general, and can therefore not be reduced to SAT in polynomial
time (assuming that the PH does not collapse). With the aim of identifying fpt-reductions from ASP-
consistency to SAT, we consider several parameterizations.
Fichte and Szeider [28] identified one parameterization of ASP-consistency under which the problem is
contained in para-NP. This parameterization is based on the notion of backdoors to normality for disjunctive
logic programs. A set X of atoms is a normality-backdoor for a program P if deleting the atoms x ∈ X and
their negations not x from the rules of P results in a normal program. ASP-consistency is contained in
para-NP, when parameterized by the size of a smallest normality-backdoor of the input program.
Two other parameterizations that we consider are related to atoms that must be part of any answer set
of a program P . We identify a subset Comp(P ) of compulsory atoms, that any answer set must include.
Given a program P , we let Comp(P ) be the smallest set such that: (i) if (w ← not w) is a rule of P ,
then w ∈ Comp(P ); and (ii) if (b← a1, . . . , an) is a rule of P , and a1, . . . , an ∈ Comp(P ), then b ∈ Comp(P ).
We then let the set Cont(P ) of contingent atoms be those atoms that occur in P but are not in Comp(P ).
We call a rule contingent if it contains contingent atoms in the head. (In fact, we could use any polynomial
time computable algorithm A that computes for every program P a set CompA(P ) of atoms that must be
included in any answer set of P . In this paper, we restrict ourselves to the algorithm described above that
computes Comp(P ).)
The following are candidates for additional parameters that could result in fpt-reductions to SAT: (i)
the number of disjunctive rules in the program (i.e., the number of rules with strictly more than one dis-
junct in the head); (ii) the number of contingent atoms in the program; (iii) the number of contingent
rules in the program; and (iv) the number of rules in the program that are not dual-normal. We will
often denote the parameterized problems based on ASP-consistency and these parameters (i) ASP-
consistency(#disj.rules), (ii) ASP-consistency(#cont.atoms), (iii) ASP-consistency(#cont.rules),
and (v) ASP-consistency(#non-dual-normal.rules), respectively.
The question that we would like to answer is which (if any) of these parameterizations allows an fpt-
reduction to SAT. Tools from classical complexity theory seem unfit to distinguish these parameters from
each other and from the parameterization by Fichte and Szeider [28]: if the parameter values are given
as part of the input, the problem remains ΣP2 -complete in all cases; if we bound the parameter values by
a constant, then in all cases the complexity of the problem decreases to the first-level of the PH (we will
prove this below). However, some of the parameterizations allow an fpt-reduction to SAT, whereas others
seemingly do not.
Also the existing tools from parameterized complexity theory are unfit to distinguish between these
different parameterizations of ASP-consistency. Practically all existing parameterized complexity classes
that are routinely used to show that an fpt-reduction is unlikely to exist (such as the classes of the W-
hierarchy) are located below para-NP. Therefore, these classes do not allow us to differentiate between
problems that are in para-NP and problems that are not.
However, using the parameterized complexity classes developed in this paper we will be able to make
the distinction between parameterizations that allow an fpt-reduction to SAT and parameterizations that
seem not to allow this. Furthermore, our theory relates the latter ones in such a way that an fpt-reduction
to SAT for any of them gives us an fpt-reduction to SAT for all of them. As can be seen in Table 1, ASP-
consistency(#cont.atoms) can be fpt-reduced to SAT, whereas we have evidence that this is not possible
for ASP-consistency(#disj.rules) and ASP-consistency(#cont.rules).
We will use ASP-consistency together with the various parameterizations discussed above as a running
example, which allows us to demonstrate the developed theoretical tools. We begin with showing a positive
result for ASP-consistency(#cont.atoms).
Proposition 1. ASP-consistency(#cont.atoms) is para-co-NP-complete.
Proof. Hardness for para-co-NP follows from the reduction of Eiter and Gottlob [22, Theorem 3]. They give
a reduction from QSat2 to ASP-consistency. We can view this reduction as a polynomial-time reduction
from Unsat to the slice of ASP-consistency(#cont.atoms) where the parameter value is 0. Namely,
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considering an instance of Unsat as an instance of QSat2 with no existentially quantified variables, the
reduction results in an equivalent instance of ASP-consistency that has no contingent atoms. Therefore,
we can conclude that ASP-consistency(#cont.atoms) is para-co-NP-hard.
We show membership in para-co-NP. Let P be a program that contains k many contingent atoms. We
describe an fpt-reduction to Sat for the dual problem whether P has no answer set. This is then also an
fpt-reduction from ASP-consistency(#cont.atoms) to Unsat. Since each answer set of P must contain all
atoms in Comp(P ), there are only 2k candidate answer sets that we need to consider, namely N ∪Comp(P )
for each N ⊆ Cont(P ). For each such setMN = N ∪Comp(P ) it can be checked in deterministic polynomial
time whether MN is a model of P
MN , and it can be checked by an NP-algorithm whether MN is not a
minimal model of PMN (namely, a counterexample consisting of a model M ′ ( MN of P
MN can be found
in nondeterministic polynomial time). Therefore, by the NP-completeness of SAT, for each N ⊆ Cont(P ),
there exists a propositional formula ϕN that is satisfiable if and only if MN is not a minimal model of P
MN .
Moreover, we can construct such a formula ϕN in polynomial time, for each N ⊆ Cont(P ). All together,
the statement that for no N ⊆ Cont(P ) the set N ∪ Comp(P ) is an answer set holds true if and only if the
disjunction
∨
N⊆Cont(P ) ϕN is satisfiable.
Membership in the first level of the PH for constant parameter values We show that bounding
the number of disjunctive or contingent rules to a constant reduces the complexity of ASP-consistency
to the first level of the polynomial hierarchy. Firstly, restricting the number of disjunctive rules to a fixed
constant reduces the complexity of the problem to NP. In order to prove this, we use the following lemma.
Lemma 2. Let P be a negation-free disjunctive logic program, and let M be a minimal model of P . Then
there exists a subset R ⊆ P of disjunctive rules and a mapping µ : R→ At(P ) such that:
• for each r ∈ R, the value µ(r) is an atom in the head of r; and
• M =Mµ, where Mµ is the smallest set such that:
– Rng(µ) ⊆Mµ, and
– if b1, . . . , bm ∈Mµ, and (a← b1, . . . , bm) ∈ P , then a ∈Mµ.
Proof. We give an indirect proof. Assume that M is a minimal model of P , but there exist no suitable R
and µ. We will derive a contradiction. Since M is a model of P , we know that for each disjunctive rule ri
either holds (i) that M does not satisfy the body, or (ii) that M satisfies an atom ai in the head. We
construct the set R and the mapping µ as follows. For each ri, we let ri ∈ R and µ(ri) = ai if and only if M
satisfies an atom ai in the head of the disjunctive rule ri.
Clearly, Rng(µ) ⊆M . Define A0 = Rng(µ). For each i ∈ N, we define Ai+1 as follows:
Ai+1 = Ai ∪ { a : (a← b1, . . . , bm) ∈ P, b1, . . . , bm ∈ Ai }.
We show by induction on i that Ai ⊆ M for all i ∈ N. Clearly, A0 ⊆ M . Assume that Ai ⊆ M , and
let a ∈ Ai+1\Ai be an arbitrary atom. This can only be the case if b1, . . . , bm ∈ Ai and (a← b1, . . . , bm) ∈ P .
However, since M is a model of P , also a ∈M . Therefore, Ai+1 ⊆M .
Now, define M ′ =
⋃
i∈MAi. We have that M
′ ⊆ M . We show that M ′ is a model of P . Clearly, M ′
satisfies all normal rules of P . Let r = (a1 ∨ · · · ∨ an ← b1, . . . , bn) be a disjunctive rule of P , and assume
that M ′ does not satisfy r. Then it must be the case that b1, . . . , bm ∈ M ′ and a1, . . . , an 6∈ M ′. However,
since M ′ ⊆ M , we know that M satisfies the body of r. Therefore, ai ∈ M , for some 1 ≤ i ≤ n, and
thus r ∈ R and µ(r) = ai, and so ai ∈ A0 ⊆M ′. Thus, M ′ is a model of P .
IfM ′ (M , we have a contradiction with the fact thatM is a minimal model of P . Otherwise, ifM ′ =M ,
then we have a contradiction with the fact that M cannot be represented in the way described above by
suitable R and µ. This concludes our proof.
Proposition 3. Let d be a fixed positive integer. The restriction of ASP-consistency to programs con-
taining at most d disjunctive rules is in NP.
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Proof. We sketch a guess-and-check algorithm A that solves the problem. Let P be a disjunctive logic
program with at most d disjunctive rules. The algorithm A guesses a subset M ⊆ At(P ). By Lemma 2
we know that it is possible, given M as input, to verify in polynomial time whether M is a minimal model
of PM . This is the case because there are at most O((|At(P )|+ 1)d) many combinations of a suitable set R
and a suitable mapping µ, and verifying for each such µ whether M = Mµ can be done in polynomial time.
The algorithm A accepts if and only if M is a minimal model of PM , and thus it accepts if and only if P
has an answer set.
Restricting the number of contingent rules to a fixed constant reduces the complexity of the problem to
co-NP.
Lemma 4. Let P be a disjunctive logic program, and let M be an answer set of P . Then there exists a
subset R ⊆ P of contingent rules and a mapping µ : R→ Cont(P ) such that for each r ∈ R it holds that µ(r)
occurs in the head of r, and M = Comp(P ) ∪ Rng(µ).
Proof. We show that M = Rng(µ) ∪ Comp(P ) for some subset R ⊆ P of contingent rules and some map-
ping µ : R → Cont(P ) such that for each r ∈ R it holds that µ(r) occurs in the head of r. To show
that M can be represented in this fashion by suitable R and µ, assume the contrary, i.e., that M is an
answer set of P but for no subset R ⊆ P of contingent rules there exists a suitable mapping µ such
thatM = Comp(P )∪Rng(µ). Since M is an answer set of P , we know that for each contingent rule r of P it
holds that either (i) NF(r) 6∈ PM , or (ii) NF(r) ∈ PM andM satisfies the body of NF(r), or (iii) NF(r) ∈ PM
and M does not satisfy the body of NF(r). Recall that NF(r) is the rule r where all negative literals are
removed. We construct the subset R ⊆ P of contingent rules and the mapping µ : R → Cont(P ) as follows.
For each r, if case (i) or (iii) holds, we let r 6∈ R. If case (ii) holds for rule r, then since M is a model of PM ,
we know that there exists some d ∈ M such that d occurs in the head of NF(r). We again distinguish two
cases: either (ii.a) there is some d ∈ Cont(P )∩M such that d occurs in the head of NF(r), or (ii.b) this is not
the case. In case (ii.a), we let r ∈ R and we let µ(r) = d. In case (ii.b), we let r 6∈ R. Clearly, Rng(µ) ⊆M ,
so Rng(µ) ∪Comp(P ) ⊆M . Now, to show that M ⊆ Rng(µ) ∪Comp(P ), assume the contrary, i.e., assume
that there exists some d ∈ (M ∩ Cont(P )) such that d 6∈ Rng(µ). Then M\{d} is a model of PM , and
thereforeM is not a subset-minimal model of PM . This is a contradiction with our assumption thatM is an
answer set of P . Therefore, M = Rng(µ) ∪Comp(P ), which contradicts our assumption that no suitable R
and µ exist.
Proposition 5. Let d be a fixed positive integer. The restriction of ASP-consistency to programs con-
taining at most d contingent rules is in co-NP.
Proof. We sketch a guess-and-check algorithm A that decides whether programs P containing at most d
contingent rules have no answer set. Let P be an arbitrary program. Then any answer set can be represented
by means of a suitable subset R ⊆ P and a suitable mapping µ, as described in Lemma 4. Let MR,µ denote
the possible answer set corresponding to R and µ. There are at most O((|P |+1)d) many candidate setsMR,µ.
The algorithm A guesses a subsetM ′R,µ (MR,µ for each such R and µ. Then, it verifies whether for allM
′
R,µ
it holds that M ′R,µ is a model of P
MR,µ , and it accepts if and only if this is the case. Therefore, it accepts if
and only if P has no answer set.
Observe that the algorithms given in the proofs of Propositions 3 and 5 are the same for each positive
value d of the parameter (only the running times differ for different parameter values). Therefore, we get
the following membership results in XNP and Xco-NP.
Corollary 6. ASP-consistency(#disj.rules) is in XNP.
Corollary 7. ASP-consistency(#cont.rules) is in Xco-NP.
Moreover, unless NP = co-NP, the class para-ΣP2 is neither contained in XNP as a subset, nor in Xco-NP
[29, Proposition 8]. Therefore, it is very unlikely that the problems ASP-consistency(#disj.rules) and
ASP-consistency(#cont.rules) are para-ΣP2 -complete. Therefore, if we want to give evidence that these
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problems are not contained in para-NP or para-co-NP, we will need a new set of tools. The hardness theory
that we define in the following section will be this new toolbox.
4 The Hierarchies ∗-k and k-∗
We are going to define two hierarchies of parameterized complexity classes that will act as intractability
classes in our hardness theory. All classes will be based on weighted variants of the satisfiability problem
QSat2. An instance of the problem QSat2 has both an existential quantifier and a universal quantifier
block. Therefore, there are several ways of restricting the weight of assignments. Restricting the weight
of assignments to the existential quantifier block will result in the k-∗ hierarchy, and restricting the weight
of assignments to the universal quantifier block will result in the ∗-k hierarchy. The two hierarchies are
based on the following two parameterized decision problems. Let C be a class of Boolean circuits. The
problem ∃k∀∗-WSat(C) provides the foundation for the k-∗ hierarchy.
∃k∀∗-WSat(C)
Instance: A Boolean circuit C ∈ C over two disjoint sets X and Y of variables, and an integer k.
Parameter: k.
Question: Does there exist a truth assignment α to X with weight k such that for all truth
assignments β to Y the assignment α ∪ β satisfies C?
Similarly, the problem ∃∗∀k-WSat(C) provides the foundation for the ∗-k hierarchy.
∃∗∀k-WSat(C)
Instance: A Boolean circuit C ∈ C over two disjoint sets X and Y of variables, and an integer k.
Parameter: k.
Question: Does there exist a truth assignment α to X such that for all truth assignments β to Y
with weight k the assignment α ∪ β satisfies C?
For the sake of convenience, instances to these two problems consisting of a circuit C over sets X and Y
of variables and an integer k, we will denote by (∃X.∀Y.C, k). We now define the following parameterized
complexity classes, that together form the k-∗ hierarchy:
∃k∀∗-W[t] = [ { ∃k∀∗-WSat(Γt,u) : u ≥ 1 } ]fpt,
∃k∀∗-W[SAT] = [ ∃k∀∗-WSat(Φ) ]fpt, and
∃k∀∗-W[P] = [ ∃k∀∗-WSat(Γ) ]fpt.
Similarly, we define the classes of the ∗-k hierarchy as follows:
∃∗∀k-W[t] = [ { ∃∗∀k-WSat(Γt,u) : u ≥ 1 } ]fpt,
∃∗∀k-W[SAT] = [ ∃∗∀k-WSat(Φ) ]fpt, and
∃∗∀k-W[P] = [ ∃∗∀k-WSat(Γ) ]fpt.
Note that these definitions are entirely analogous to those of the parameterized complexity classes of the
W-hierarchy [20].
Dual to the classical complexity class ΣP2 is its co-class Π
P
2 , whose canonical complete problem is com-
plementary to the problem QSat2. Similarly, we can define dual classes for each of the parameterized
complexity classes in the k-∗ and ∗-k hierarchies. These co-classes are based on problems complementary
to the problems ∃k∀∗-WSat and ∃∗∀k-WSat, i.e., these problems have as yes-instances exactly the no-
instances of ∃k∀∗-WSat and ∃∗∀k-WSat, respectively. Equivalently, these complementary problems can be
considered as variants of ∃k∀∗-WSat and ∃∗∀k-WSat where the existential and universal quantifiers are
swapped, and are therefore denoted with ∀k∃∗-WSat and ∀∗∃k-WSat. We use a similar notation for the
dual complexity classes, e.g., we denote co-∃∗∀k-W[t] by ∀∗∃k-W[t].
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More hierarchies Similarly to the definition of the complexity classes of the k-∗ and ∗-k hierarchies, the
problem QSati for any i and any weight restriction on the quantifier blocks can be used to define hierarchies
of parameterized complexity classes. One example we would like to point out is the hierarchy of classes
∃k∀k-W[t], based on a variant of QSat2 where both variable blocks have a restriction on the weight of
assignments. The complexity class ∃k∀k-W[SAT] has been defined and considered by Gottlob, Scarcello and
Sideri [39] under the name Σ2W[SAT].
5 The Class ∃k∀∗
In this section, we consider the k-∗ hierarchy. It turns out that this hierarchy collapses entirely into a single
parameterized complexity class. This class we will denote by ∃k∀∗. As we will see, the class ∃k∀∗ turns out
to be quite robust. We start this section with showing that that the k-∗ hierarchy collapses. We discuss
how this class is related to existing parameterized complexity classes, and we show how it can be used to
show the intractability of a variant of the answer set existence problem whose complexity the existing theory
cannot classify properly.
5.1 Collapse of the k-∗ Hierarchy
Theorem 8 (Collapse of the k-∗ hierarchy). ∃k∀∗-W[1] = ∃k∀∗-W[2] = . . . = ∃k∀∗-W[SAT] = ∃k∀∗-W[P].
Proof. Since by definition ∃k∀∗-W[1] ⊆ ∃k∀∗-W[2] ⊆ . . . ⊆ ∃k∀∗-W[P], it suffices to show that ∃k∀∗-W[P] ⊆
∃k∀∗-W[1]. We show this by giving an fpt-reduction from ∃k∀∗-WSat(Γ) to ∃k∀∗-WSat(3DNF). Since
3DNF ⊆ Γ1,3, this suffices. We remark that this reduction is based on the standard Tseitin transformation
that transforms arbitrary Boolean formulas into 3CNF by means of additional variables.
Let (ϕ, k) be an instance of ∃k∀∗-WSat(Γ) with ϕ = ∃X.∀Y.C. Assume without loss of generality
that C contains only binary conjunctions and negations. Let o denote the output gate of C. We construct
an instance (ϕ′, k) of ∃k∀∗-WSat(3DNF) as follows. The formula ϕ′ will be over the set of variablesX∪Y ∪Z,
where Z = { zr : r ∈ Nodes(C) }. For each r ∈ Nodes(C), we define a subformula χr. We distinguish three
cases. If r = r1 ∧ r2, then we let χr = (zr ∧ ¬zr1) ∨ (zr ∧ ¬zr2) ∨ (zr1 ∧ zr2 ∧ ¬zr). If r = ¬r1, then we
let χr = (zr ∧ zr1)∨ (¬zr ∧¬zr1). If r = w, for some w ∈ X ∪Y , then we let χr = (zr ∧¬w)∨ (¬zr ∧w). Now
we define ϕ′ = ∃X.∀Y ∪ Z.ψ, where ψ =
∨
r∈Nodes(C) χr ∨ zo. We prove the correctness of this reduction.
(⇒) Assume that (ϕ, k) ∈ ∃k∀∗-WSat(Γ). This means that there exists an assignment α : X → {0, 1}
of weight k such that ∀Y.C[α] evaluates to true. We show that (ϕ′, k) ∈ ∃k∀∗-WSat(3DNF), by showing
that ∀Y ∪Z.ψ[α] evaluates to true. Let β : Y ∪Z → {0, 1} be an arbitrary assignment to the variables Y ∪Z,
and let β′ be the restriction of β to the variables Y . We distinguish two cases: either (i) for each r ∈ Nodes(C)
it holds that β(zr) coincides with the value that gate r gets in the circuit C given assignment α ∪ β′, or (ii)
this is not the case. In case (i), by the fact that α∪β′ satisfies C, we know that β(zo) = 1, and therefore α∪β
satisfies ψ. In case (ii), we know that for some gate r ∈ Nodes(C), the value of β(zr) does not coincide with
the value assigned to r in C given the assignment α∪ β′. We may assume without loss of generality that for
all parent nodes r′ of r it holds that β(zr′) coincides with the value assigned to r
′ by α∪β′. In this case, there
is some term of χr that is satisfied by α ∪ β. From this we can conclude that (ϕ′, k) ∈ ∃k∀∗-WSat(3DNF).
(⇐) Assume that (ϕ′, k) ∈ ∃k∀∗-WSat(3DNF). This means that there exists some assignment α : X →
{0, 1} of weight k such that ∀Y ∪ Z.ψ[α] evaluates to true. We now show that ∀Y.C[α] evaluates to true
as well. Let β′ : Y → {0, 1} be an arbitrary assignment to the variables Y . Define β′′ : Z → {0, 1} as
follows. For any r ∈ Nodes(C), we let β′′(r) be the value assigned to the node r in the circuit C by the
assignment α ∪ β′. We then let β = β′ ∪ β′′. Now, since ∀Y ∪ Z.ψ[α] evaluates to true, we know that α ∪ β
satisfies ψ. By construction of β, we know that α ∪ β does not satisfy the term χr for any r ∈ Nodes(C).
Therefore, we know that β(zo) = 1. By construction of β, this implies that α ∪ β′ satisfies C. Since β′ was
arbitrary, we can conclude that ∀Y.C[α] evaluates to true, and therefore that (ϕ, k) ∈ ∃k∀∗-WSat(Γ).
As mentioned above, in order to simplify notation, we will use ∃k∀∗ to denote the class ∃k∀∗-W[1] = . . . =
∃k∀∗-W[P]. Also, we will denote ∃k∀∗-WSat(Γ) by ∃k∀∗-WSat.
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5.2 Answer Set Programming and Completeness for the k-∗ Hierarchy
Now that we defined this new intractability class ∃k∀∗ and that we have some basic results about it in place,
we are able to prove the intractability of a variant of our running example problem. In fact, we show that
one variant of our running example is complete for the class ∃k∀∗.
Theorem 9. ASP-consistency(#cont.rules) is ∃k∀∗-complete.
This completeness result follows from the following two propositions.
Proposition 10. ASP-consistency(#cont.rules) is ∃k∀∗-hard.
Proof. We give an fpt-reduction from ∃k∀∗-WSat(3DNF). This reduction is a parameterized version of a
reduction of Eiter and Gottlob [22, Theorem 3]. Let (ϕ, k) be an instance of ∃k∀∗-WSat(3DNF), where ϕ =
∃X.∀Y.ψ, X = {x1, . . . , xn}, Y = {y1, . . . , ym}, ψ = δ1 ∨ · · · ∨ δu, and δℓ = lℓ1 ∧ l
ℓ
2 ∧ l
ℓ
3 for each 1 ≤ ℓ ≤ u.
We construct a disjunctive program P . We consider the sets X and Y of variables as atoms. In addition, we
introduce fresh atoms v1, . . . , vn, z1, . . . , zm, w, and x
j
i for all 1 ≤ j ≤ k, 1 ≤ i ≤ n. We let P consist of the
rules described as follows:
x
j
1
∨ · · · ∨ xjn ← for 1 ≤ j ≤ k; (1)
← x
j
i , x
j′
i for 1 ≤ i ≤ n,
and 1 ≤ j < j′ ≤ k; (2)
yi ∨ zi ← for 1 ≤ i ≤ m; (3)
yi ← w for 1 ≤ i ≤ m; (4)
zi ← w for 1 ≤ i ≤ m; (5)
w ← zi, zi for 1 ≤ i ≤ m; (6)
xi ← w for 1 ≤ i ≤ n; (7)
xi ← x
j
i for 1 ≤ i ≤ n
and 1 ≤ j ≤ k; (8)
vi ← w for 1 ≤ i ≤ n (9)
vi ← not x
1
i , . . . ,not x
k
i for 1 ≤ i ≤ n; (10)
w ← σ(lℓ1), σ(l
ℓ
2), σ(l
ℓ
3) for 1 ≤ ℓ ≤ u (11)
w ← not w. (12)
Here we let σ(xi) = xi and σ(¬xi) = vi for each 1 ≤ i ≤ n; and we let σ(yj) = yj and σ(¬yj) = zj for
each 1 ≤ j ≤ m. Intuitively, vi corresponds to ¬xi, and zj corresponds to ¬yj . The main difference with the
reduction of Eiter and Gottlob [22] is that we use the rules in (1), (2), (8) and (10) to let the variables xi
and vi represent an assignment of weight k to the variables in X . The rules in (7) and (9) ensure that the
atoms vi and xi are compulsory. It is straightforward to verify that Comp(P ) = {w} ∪ { xi, vi : 1 ≤ i ≤
n } ∪ { yi, zi : 1 ≤ i ≤ m }. Notice that P has exactly k contingent rules, namely the rules in (1). We show
that (ϕ, k) ∈ ∃k∀∗-WSat(3DNF) if and only if P has an answer set.
(⇒) Assume that there exists an assignment α : X → {0, 1} of weight k such that ∀Y.ψ[α] is true.
Let {xi1 , . . . , xik} denote the set { xi : 1 ≤ i ≤ n, α(xi) = 1 }. We construct an answer set M of P . We
let M = { xℓiℓ : 1 ≤ ℓ ≤ k } ∪ Comp(P ). The reduct P
M consists of Rules (1)–(9) and (11), together with
rules (vi ←) for all 1 ≤ i ≤ n such that α(xi) = 0. We show that M is a minimal model of PM . We
proceed indirectly and assume to the contrary that there exists a model M ′ ( M of PM . By Rule (8)
13
and the rules (vi ←), we know that for all 1 ≤ i ≤ n it holds that xi ∈ M ′ if α(xi) = 1, and vi ∈ M ′
if α(xi) = 0. If x
ℓ
iℓ
6∈ M ′ for any 1 ≤ ℓ ≤ k, then M ′ is not a model of PM . Therefore, {x1i1 , . . . , x
k
ik
} ⊆ M ′.
Also, it holds that w 6∈ M ′. To show this, assume the contrary, i.e., assume that w ∈ M ′. Then, by
Rules (4), (5), (7) and (9), it follows that M ′ = M , which contradicts our assumption that M ′ ( M . By
Rules (3) and (6), we know that |{yi, zi} ∩M
′| = 1 for each 1 ≤ i ≤ m. We define the assignment β :
Y → {0, 1} by letting β(yi) = 1 if and only if yi ∈ M ′, for all 1 ≤ i ≤ m. Since ∀Y.ψ[α] is true, we know
that α∪ β satisfies some term δℓ of ψ. It is straightforward to verify that σ(lℓ1), σ(l
ℓ
2), σ(l
ℓ
3) ∈M
′. Therefore,
by Rule (11), w ∈M ′, which is a contradiction with our assumption that w 6∈M ′. From this we can conclude
that M is a minimal model of PM , and thus that M is an answer set of P .
(⇐) Assume that M is an answer set of P . Clearly, Comp(P ) ⊆ M . Also, since Rules (1) and (2) are
rules of PM ,M must contain atoms x1i1 , . . . , x
k
ik
for some i1, . . . , ik. We know that P
M contains Rules (1)–(9)
and (11), as well as the rules (vi ←) for all 1 ≤ i ≤ n such that for no 1 ≤ j ≤ k it holds that x
j
i ∈M
′. We
define the assignment α : X → {0, 1} by letting α(xi) = 1 if and only if i ∈ {i1, . . . , ik}. The assignment α
has weight k. We show that ∀Y.ψ[α] is true. Let β : Y → {0, 1} be an arbitrary assignment. Construct the
set M ′ ( M by letting M ′ = (M ∩ { xji : 1 ≤ i ≤ n, 1 ≤ j ≤ k }) ∪ { xi : 1 ≤ i ≤ n, α(xi) = 1 } ∪ { vi : 1 ≤
i ≤ n, α(vi) = 0 } ∪ { yi : 1 ≤ i ≤ m,β(yi) = 1 } ∪ { zi : 1 ≤ i ≤ m,β(yi) = 0 }. Since M is a minimal model
of PM and M ′ ( M , we know that M ′ cannot be a model of PM . Clearly, M ′ satisfies Rules (1)–(9), and
all rules of PM of the form (vi ←). Thus there must be some instantiation of Rule (11) that M ′ does not
satisfy. This means that there exists some 1 ≤ ℓ ≤ u such that σ(lℓ1), σ(l
ℓ
2), σ(l
ℓ
3) ∈ M
′. By construction
ofM ′, this means that α∪β satisfies δℓ, and thus satisfies ψ. Since β was chosen arbitrarily, we can conclude
that ∀Y.ψ[α] is true, and therefore (ϕ, k) ∈ ∃k∀∗-WSat(3DNF).
Proposition 11. ASP-consistency(#cont.rules) is in ∃k∀∗.
Proof. We show membership in ∃k∀∗ by reducing ASP-consistency(#cont.rules) to ∃k∀∗-WSat. Let P
be a program, where r1, . . . , rk are the contingent rules of P and where At(P ) = {d1, . . . , dn}. We construct
a quantified Boolean formula ϕ = ∃X.∀Y ∪ Z ∪W.ψ such that (ϕ, k) ∈ ∃k∀∗-WSat if and only if P has an
answer set.
In order to do so, we firstly construct a Boolean formula ψP (z1, . . . , zn, z
′
1, . . . , z
′
n) (or, for short: ψP )
over variables z1, . . . , zn, z
′
1, . . . , z
′
n such that for any M ⊆ At(P ) and any M
′ ⊆ At(P ) holds that M is a
model of PM
′
if and only if ψP [αM ∪ αM ′ ] evaluates to true, where αM : {z1, . . . , zn} → {0, 1} is defined by
letting αM (zi) = 1 if and only if di ∈ M , and αM ′ : {z′1, . . . , z
′
n} → {0, 1} is defined by letting αM ′(z
′
i) = 1
if and only if di ∈M ′, for all 1 ≤ i ≤ n. We define:
ψP =
∧
r∈P
(
ψ1r ∨ ψ
2
r
)
;
ψ1r =
(
z′
i31
∨ · · · ∨ z′i3c
)
; and
ψ2r =
((
zi11 ∨ · · · ∨ zi1a
)
←
(
zi21 ∧ · · · ∧ zi2b
))
,
where r = (di11 ∨ · · · ∨ di1a ← di21 , . . . , di2b , not di31 , . . . , not di3c ).
It is easy to verify that ψP satisfies the required property.
We now introduce the set X of existentially quantified variables of ϕ. For each contingent rule ri of P we
let ai1, . . . , a
i
ℓi
denote the atoms that occur in the head of ri. For each ri, we introduce variables x
i
0, x
i
1, . . . , x
i
ℓi
,
i.e., X = { xij : 1 ≤ i ≤ k, 0 ≤ j ≤ ℓi }. Furthermore, for each atom di, we add universally quantified
variables yi, zi and wi, i.e., Y = { yi : 1 ≤ i ≤ n }, Z = { zi : 1 ≤ i ≤ n }, and W = {wi : 1 ≤ i ≤ n }.
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We then construct ψ as follows:
ψ = ψX ∧
(
ψ1Y ∨ ψW ∨ ψmin
)
∧ (ψ1Y ∨ ψ
2
Y );
ψX =
∧
1≤i≤k
( ∨
0≤j≤ℓi
xij ∧
∧
0≤j<j′≤ℓi
(¬xij ∨ ¬x
i
j′ )
)
;
ψ1Y =
∨
1≤i≤k
∨
1≤j≤ℓi
ψi,jy ∨
∨
di∈Cont(P )
ψdiy ∨
∨
di∈Comp(P )
¬yi;
ψdmy =
{
(ym ∧ ¬x
i1
j1
∧ · · · ∧ ¬xiuju ) if { x
i
j : 1 ≤ i ≤ k, 1 ≤ j ≤ ℓi, a
i
j = dm } = {a
i1
j1
, . . . , aiuju},
⊥ if { xij : 1 ≤ i ≤ k, 1 ≤ j ≤ ℓi, a
i
j = dm } = ∅;
ψi,jy = (x
i
j ∧ ¬ym) where a
i
j = dm;
ψ2Y = ψP (y1, . . . , yn, y1, . . . , yn);
ψW =
∨
1≤i≤n
(wi ↔ (yi ↔ zi));
ψmin = ψ
1
min ∨ ψ
2
min ∨ ψ
3
min;
ψ1min =
∨
1≤i≤n
(zi ∧ ¬yi) ;
ψ2min = (¬w1 ∧ · · · ∧ ¬wm); and
ψ3min = ¬ψP (z1, . . . , zn, y1, . . . , yn).
The idea behind this construction is the following. The variables in X represent guessing at most one atom in
the head of each contingent rule to be true. By Lemma 4, such a guess represents a possible answer setM ⊆
At(P ). The formula ψX ensures that for each 1 ≤ i ≤ k, exactly one xij is set to true. The formula ψ
1
Y
filters out every assignment in which the variables Y are not set corresponding to M . The formula ψ2Y
filters out every assignment corresponding to a candidate M ⊆ At(P ) such that M 6|= P . The formula ψW
filters out every assignment such that wi is not set to the value (yi xor zi). The formula ψ
1
min filters out
every assignment where the variables Z correspond to a set M ′ such that M ′ 6⊆ M . The formula ψ2min
filters out every assignment where the variables Z correspond to the set M , by referring to the variables wi.
The formula ψ3min, finally, ensures that in every remaining assignment, the variables Z do not correspond
to a set M ′ ⊆ M such that M ′ |= P . We now formally prove that P has an answer set if and only
if (ϕ, k) ∈ ∃k∀∗-WSat.
(⇒) Assume that P has an answer set M . By Lemma 4, we know that there exist some subset R ⊆
{r1, . . . , rk} and a mapping µ : R → Cont(P ) such that for each r ∈ R, µ(r) occurs in the head of r, and
such that M = Rng(µ) ∪ Comp(P ). We construct the mapping αµ : X → {0, 1} by letting αµ(x
i
j) = 1 if
and only if ri ∈ R and µ(ri) = aij , and letting αµ(x
i
0) = 1 if and only if ri 6∈ R. Clearly, αµ has weight k
and satisfies ψX . We show that ∀Y.∀Z.∀W.ψ evaluates to true. Let β : Y ∪ Z ∪W → {0, 1} be an arbitrary
assignment. We let MY = { di : 1 ≤ i ≤ m,β(yi) = 1 }, and MZ = { di : 1 ≤ i ≤ m,β(zi) = 1 }. We
distinguish a number of cases:
(i) either MY 6=M ,
(ii) or the previous case does not apply and for some 1 ≤ i ≤ m, β(wi) 6= (β(yi) xor β(zi)),
(iii) or all previous cases do not apply and MZ 6⊆MY ,
(iv) or all previous cases do not apply and MZ =MY ,
(v) or all previous cases do not apply and MZ 6|= PM ,
(vi) or all previous cases do not apply and MZ |= PM .
The following is now straightforward to verify. In case (i), α ∪ β satisfies ψ1Y . Thus, α ∪ β satisfies ψ. In all
further cases, we know that α∪β satisfies ψ2Y , since MY =M , andM |= P
M . In case (ii), α∪β satisfies ψW .
In case (iii), α∪β satisfies ψ1min. In case (iv), α∪β satisfies ψ
2
min. In case (v), α∪β satisfies ψ
3
min. In case (vi),
we get a direct contradiction from the facts that MZ (M , that MZ |= PM , and that M is a subset-minimal
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model of PM . We can thus conclude, that in any case α ∪ β satisfies ψ. Therefore, ∀Y ∪ Z ∪W.ψ evaluates
to true, and thus (ϕ, k) ∈ ∃k∀∗-WSat.
(⇐) Assume that (ϕ, k) ∈ ∃k∀∗-WSat. This means that there exists an assignment β : X → {0, 1} of
weight k such that ∀Y ∪Z∪W.ψ[α] evaluates to true. We constructM = Comp(P )∪{ dm : 1 ≤ i ≤ k, 1 ≤ j ≤
ℓi, α(x
i
j) = 1, a
i
j = dm }. We show that M is an answer set of P . Construct an assignment β1 : Y ∪Z ∪W →
{0, 1} as follows. We let β1(yi) = 1 if and only if di ∈M . For all y ∈ Z∪W , the assignment β1(y) is arbitrary.
We know that α ∪ β1 satisfies ψ, and thus that α ∪ β1 satisfies (ψ1Y ∨ ψ
2
Y ). It is straightforward to verify
that α ∪ β1 does not satisfy ψ1Y . Therefore α ∪ β1 satisfies ψ
2
Y . From this, we can conclude that M |= P
M .
Now we show that M is a subset-minimal model of PM . Let M ′ ⊆ At(P ) be an arbitrary set such
that M ′ ( M . We show that M ′ 6|= PM . We construct an assignment β2 : Y ∪ Z ∪ W → {0, 1} as
follows. For all yi ∈ Y , we let β2(yi) = 1 if and only if di ∈ M . For all zi ∈ Z, let β2(zi) = 1 if and
only if di ∈ M ′. For all wi ∈ W , let β2(wi) = β2(yi) xor β2(zi). It is straightforward to verify that α ∪ β2
satisfies ¬ψ1Y , ¬ψW , ¬ψ
1
min, and ¬ψ
2
min. Therefore, since α∪β2 satisfies ψ, we know that α∪β2 satisfies ψ
3
min.
Therefore, we know that M ′ 6|= PM . This concludes our proof that M is a subset-minimal model of PM ,
and thus we can conclude that M is an answer set of P .
6 Additional Characterizations of k-∗
Finally, we provide a number of different equivalent characterizations of ∃k∀∗. In particular, we characterize
∃k∀∗ in terms of model checking of first-order logic formulas and in terms of alternating Turing machines.
6.1 First-order Model Checking Characterization
We begin with giving an equivalent characterization of the class ∃k∀∗ in terms of model checking of first-order
logic formulas.1 The perspective of model checking is also used in parameterized complexity theory to define
the A-hierarchy, which is central to another hardness theory [30].
We introduce a few notions that we need for defining the model checking perspective on ∃k∀∗. A (rela-
tional) vocabulary τ is a finite set of relation symbols. Each relation symbol R has an arity arity(R) ≥ 1. A
structure A of vocabulary τ , or τ-structure (or simply structure), consists of a set A called the domain and
an interpretation RA ⊆ Aarity(R) for each relation symbol R ∈ τ . We use the usual definition of truth of a
first-order logic sentence ϕ over the vocubulary τ in a τ -structure A. We let A |= ϕ denote that the sen-
tence ϕ is true in structure A. If ϕ is a first-order formula with free variables Free(ϕ), and µ : Free(ϕ)→ A is
an assignment, we use the notation A, µ |= ϕ to denote that ϕ is true in structure A under the assignment µ.
Now consider the following parameterized problem.
∃k∀∗-MC
Instance: A first-order logic sentence ϕ = ∃x1, . . . , xk.∀y1, . . . , yn.ψ over a vocabulary τ , where ψ
is quantifier-free, and a finite τ -structure A.
Parameter: k.
Question: Does A |= ϕ?
We show that this problem is complete for the class ∃k∀∗.
Theorem 12. ∃k∀∗-MC is ∃k∀∗-complete.
This completeness result follows from the following two propositions.
Proposition 13. ∃k∀∗-MC is in ∃k∀∗.
1We would like to thank Hubie Chen for suggesting to use first-order model checking to obtain an alternative characterization
of the class ∃k∀∗.
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Proof. We show ∃k∀∗-membership of ∃k∀∗-MC by giving an fpt-reduction to ∃k∀∗-WSat. Let (ϕ,A) be
an instance of ∃k∀∗-MC, where ϕ = ∃x1, . . . , xk.∀y1, . . . , yn.ψ is a first-order logic sentence over vocabu-
lary τ , and A is a τ -structure with domain A. We assume without loss of generality that ψ contains only
connectives ∧ and ¬.
We construct an instance (ϕ′, k) of ∃k∀∗-WSat, where ϕ is of the form ∃X ′.∀Y ′.ψ′. We define:
X ′ = { x′i,a : 1 ≤ i ≤ k, a ∈ A }, and
Y ′ = { y′j,a : 1 ≤ j ≤ n, a ∈ A }.
In order to define ψ′, we will use the following auxiliary function µ on subformulas of ψ:
µ(χ) =


µ(χ1) ∧ µ(χ2) if χ = χ1 ∧ χ2,
¬µ(χ1) if χ = ¬χ1,∨
1≤i≤u
(
ψz1,ai1 ∧ · · · ∧ ψzm,aim
)
if χ = R(z1, . . . , zm) and R
A = {(a11, . . . , a
1
m), . . . , (a
u
1 , . . . , a
u
m)},
where for each z ∈ X ∪ Y and each a ∈ A we define:
ψz,a =
{
x′i,a if z = xi,
y′j,a if z = yj .
Now, we define ψ′ as follows:
ψ′ = ψ′unique-X′ ∧
(
ψ′unique-Y ′ → µ(ψ)
)
, where
ψ′unique-X′ =
∧
1≤i≤k

 ∨
a∈A
x′i,a ∧
∧
a,a′∈A
a 6=a′
(¬x′i,a ∨ ¬x
′
i,a′)

 , and
ψ′unique-Y ′ =
∧
1≤j≤n

 ∨
a∈A
y′j,a ∧
∧
a,a′∈A
a 6=a′
(¬y′j,a ∨ ¬y
′
j,a′)

 .
We show that (A, ϕ) ∈ ∃k∀∗-MC if and only if (ϕ′, k) ∈ ∃k∀∗-WSat.
(⇒) Assume that there exists an assignment α : {x1, . . . , xk} → A such that A, α |= ∀y1, . . . , yn.ψ. We
define the assignment α′ : X ′ → {0, 1} where α′(x′i,a) = 1 if and only if α(xi) = a. Clearly, α
′ has weight k.
Also, note that α′ satisfies ψ′unique-X′ . Now, let β
′ : Y ′ → {0, 1} be an arbitrary assignment. We show
that α′ ∪ β′ satisfies ψ′. We distinguish two cases: either (i) for each 1 ≤ j ≤ n, there is a unique aj ∈ A
such that β′(y′j,aj ) = 1, or (ii) this is not the case. In case (i), α
′ ∪ β′ satisfies ψ′unique-Y ′ , so we have to
show that α′ ∪ β′ satisfies µ(ψ). Define the assignment β : {y1, . . . , yn} → A by letting β(yj) = aj . We
know that A, α ∪ β |= ψ. It is now straightforward to show by induction on the structure of ψ that for
each subformula χ of ψ holds that that α′ ∪ β′ satisfies µ(χ) if and only if A, α ∪ β |= χ. We then know
in particular that α′ ∪ β′ satisfies µ(ψ). In case (ii), we know that α′ ∪ β′ does not satisfy ψ′unique-Y ′ , and
therefore α′ ∪ β′ satisfies ψ′. This concludes our proof that (ϕ′, k) ∈ ∃k∀∗-WSat.
(⇐) Assume that there exists an assignment α : X ′ → {0, 1} of weight k such that ∀Y ′.ψ′[α] is true.
Since ψ′unique-X′ contains only variables in X
′, we know that α satisfies ψ′unique-X′ . From this, we can
conclude that for each 1 ≤ i ≤ k, there is some unique ai ∈ A such that α(x
′
i,ai) = 1. Now, define the
assignment α′ : {x1, . . . , xk} → A by letting α′(xi) = ai.
We show that A, α′ |= ∀y1, . . . , yn.ψ. Let β′ : {y1, . . . , yn} → A be an arbitrary assignment. We
define β : Y ′ → {0, 1} by letting β(y′i,a) = 1 if and only if β(yi) = a. It is straightforward to verify that β
satisfies ψ′unique-Y ′ . We know that α∪β satisfies ψ
′, so therefore α∪β satisfies µ(ψ). It is now straightforward
to show by induction on the structure of ψ that for each subformula χ of ψ holds that that α∪β satisfies µ(χ)
if and only if A, α′ ∪ β′ |= χ. We then know in particular that A, α′ ∪ β′ |= ψ. This concludes our proof
that (A, ϕ) ∈ ∃k∀∗-MC.
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Proposition 14. ∃k∀∗-MC is ∃k∀∗-hard.
Proof. We show ∃k∀∗-hardness by giving an fpt-reduction from ∃k∀∗-WSat(DNF). Let (ϕ, k) specify an
instance of ∃k∀∗-WSat, where ϕ = ∃X.∀Y.ψ, X = {x1, . . . , xn}, Y = {y1, . . . , ym}, ψ = δ1 ∨ · · · ∨ δu, and
for each 1 ≤ ℓ ≤ u, δℓ = lℓ1∨ l
ℓ
2 ∨ l
ℓ
3. We construct an instance (A, ϕ
′) of ∃k∀∗-MC. In order to do so, we first
fix the following vocabulary τ (which does not depend on the instance (ϕ, k)): it contains unary relation
symbols D, X and Y , and binary relation symbols C1, C2, C3 and O. We construct the domain A of A as
follows:
A = X ∪ Y ∪ { δℓ : 1 ≤ ℓ ≤ u } ∪ {⋆}.
Then, we define:
DA = { δℓ : 1 ≤ ℓ ≤ u };
XA = X ;
Y A = Y ∪ {⋆};
CAd = { (δℓ, z) : 1 ≤ ℓ ≤ u, z ∈ X ∪ Y, l
ℓ
d ∈ {x,¬x} } for 1 ≤ d ≤ 3; and
OA = { (δℓ, δℓ′) : 1 ≤ ℓ < ℓ′ ≤ u }.
Intuitively, the relations D, X and Y serve to distinguish the various subsets of the domain A. The rela-
tions Cd, for 1 ≤ d ≤ 3, encode (part of) the structure of the matrix ψ of the formula ϕ. The relation O
encodes a linear ordering on the terms δℓ.
We now define the formula ϕ′ as follows:
ϕ′ = ∃u1, . . . , uk.∀v1, . . . , vm.∀w1, . . . , wu.χ,
where we define χ to be of the following form:
χ = χUproper ∧ ((χ
V
proper ∧ χ
W
exact)→ χsat).
We will define the subformulas of χ below. Intuitively, the assignment of the variables ui will correspond
to an assignment α : X → {0, 1} of weight k that sets a variable x ∈ X to true if and only if some ui is
assigned to x. Similarly, any assignment of the variables vi will correspond to an assignment β : Y → { 0, 1}
that sets y ∈ Y to true if and only if some vi is assigned to y. The variables wℓ will function to refer to the
elements δℓ ∈ A.
The formula χUproper ensures that the variables u1, . . . , uk select exactly k different elements from X . We
define:
χUproper =
∧
1≤i≤k
X(ui) ∧
∧
1≤i<i′≤k
(ui 6= ui′).
For the sake of clarity, we use the formula χVproper to check whether each variable vi is assigned to a value
in Y ∪ {⋆}. We define:
χVproper =
∧
1≤i≤m
Y (vi).
Next, the formula χWexact encodes whether the variables w1, . . . , wu get assigned exactly to the ele-
ments δ1, . . . , δu (and also in that order, i.e., wℓ gets assigned δℓ for each 1 ≤ ℓ ≤ u). We let:
χWexact =
∧
1≤ℓ≤u
D(wℓ) ∧
∧
1≤ℓ<ℓ′≤u
O(wℓ, wℓ′).
Finally, we can turn to the formula χsat, which represents whether the assignments α and β represented by
the assignment to the variables ui and vj satisfies ψ. We define:
χsat =
∨
1≤ℓ≤u
χℓsat,
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where we let:
χℓsat = χ
ℓ,1
sat ∧ χ
ℓ,2
sat ∧ χ
ℓ,3
sat,
and for each 1 ≤ d ≤ 3 we let:
χℓ,dsat =


∨
1≤j≤k
Cd(wℓ, uj) if l
ℓ
d = x ∈ X ,
∧
1≤j≤k
¬Cd(wℓ, uj) if lℓd = ¬x for some x ∈ X ,
∨
1≤j≤m
Cd(wℓ, vj) if l
ℓ
d = y ∈ Y ,
∧
1≤j≤m
¬Cd(wℓ, vj) if lℓd = ¬y for some y ∈ X .
Intuitively, for each 1 ≤ ℓ ≤ u and each 1 ≤ d ≤ 3, the formula χℓ,dsat will be satsified by the assignments to
the variables ui and vi if and only if the corresponding assignments α to X and β to Y satisfy l
ℓ
d.
It is straightforward to verify that the instance (A, ϕ′) can be constructed in polynomial time. We show
that (ϕ, k) ∈ ∃k∀∗-WSat(3DNF) if and only if (A, ϕ′) ∈ ∃k∀∗-MC.
(⇒) Assume that there exists an assignment α : X → {0, 1} of weight k such that ∀Y.ψ[α] is true. We show
that A |= ϕ′. Let { x ∈ X : α(x) = 1 } = {xi1 , . . . , xik}. We define the assignment µ : {u1, . . . , uk} → A
by letting µ(xj) = xij for all 1 ≤ j ≤ k. It is straightforward to verify that A, µ |= ψ
U
proper. Now,
let ν : {y1, . . . , ym, w1, . . . , wu} → A be an arbitrary assignment. We need to show that A, µ ∪ ν |= χ,
and we thus need to show that A, µ ∪ ν |= (χVproper ∧ χ
W
exact) → χsat. We distinguish several cases: either
(i) ν(yi) 6∈ Y ∪ {⋆} for some 1 ≤ i ≤ m, or (ii) the above is not the case and ν(wℓ) 6= δℓ for some 1 ≤ ℓ ≤ u,
or (iii) neither of the above is the case. In case (i), it is straightforward to verify that A, µ ∪ ν |= ¬χVproper.
In case (ii), it is straightforward to verify that A, µ ∪ ν |= ¬χWexact. Consider case (iii). We construct the
assignment β : Y → {0, 1} by letting β(y) = 1 if and only if ν(vi) = y for some 1 ≤ i ≤ m. We know
that α ∪ β satisfies ψ, and thus in particular that α ∪ β satisfies some term δℓ. It is now straightforward to
verify that A, µ ∪ ν |= χℓsat, and thus that A, µ ∪ ν |= χsat. This concludes our proof that A |= ϕ
′.
(⇐) Assume that A |= ϕ′. We show that (ϕ, k) ∈ ∃k∀∗-WSat(3DNF). We know that there exists an
assignment µ : {u1, . . . , uk} → A such thatA, µ |= ∀u1, . . . , um.∀w1, . . . , wu.χ. Since A, µ |= χUproper, we know
that µ assigns the variables ui to k many different values x ∈ X . Define α : X → {0, 1} by letting α(x) = 1
if and only if µ(ui) = x for some 1 ≤ i ≤ k. Clearly, α has weight k. Now, let β : Y → {0, 1} be an
arbitrary assignment. Construct the assignment ν : {v1, . . . , vm, w1, . . . , wu} as follows. For each 1 ≤ i ≤ m,
we let ν(vi) = yi if β(yi) = 1, and we let ν(vi) = ⋆ otherwise. Also, for each 1 ≤ ℓ ≤ u, we let ν(wℓ) = δℓ. It
is straightforward to verify that A, µ ∪ ν |= χVproper ∧ χ
W
exact. Therefore, we know that A, µ ∪ ν |= χsat, and
thus that for some 1 ≤ ℓ ≤ u it holds that A, µ ∪ ν |= χℓsat. It is now straightforward to verify that α ∪ β
satisfies δℓ. Since β was arbitrary, this concludes our proof that (ϕ, k) ∈ ∃k∀∗-WSat.
The problem ∃k∀∗-MC takes the relational vocabulary τ over which the structure A and the first-order logic
sentence ϕ are defined as part of the input. However, the proof of Proposition 14 shows that the problem
∃k∀∗-MC is ∃k∀∗-hard already when the vocabulary τ is fixed and contains only unary and binary relation
symbols.
6.2 Alternating Turing Machine Characterization
Next, we give another equivalent characterization of the class ∃k∀∗, by means of alternating Turing machines
(cf. [55]). We use the same notation as Flum and Grohe [30, Appendix A.1].
Definitions Let m ≥ 1 be a positive integer. An alternating Turing machine (ATM) with m tapes is a
6-tuple M = (S∃, S∀,Σ,∆, s0, F ), where:
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• S∃ and S∀ are disjoint sets;
• S = S∃ ∪ S∀ is the finite set of states ;
• Σ is the alphabet;
• s0 ∈ S is the initial state;
• F ⊆ S is the set of accepting states ;
• ∆ ⊆ S × (Σ ∪ {$,})m × S × (Σ ∪ {$})m × {L,R,S}m is the transition relation. The elements of ∆
are the transitions.
• $, 6∈ Σ are special symbols. “$” marks the left end of any tape. It cannot be overwritten and only
allows R-transitions.2 “” is the blank symbol.
Intuitively, the tapes of our machine are bounded to the left and unbounded to the right. The leftmost
cell, the 0-th cell, of each tape carries a “$”, and initially, all other tape cells carry the blank symbol. The
input is written on the first tape, starting with the first cell, the cell immediately to the right of the “$”.
A configuration is a tuple C = (s, x1, p1, . . . , xm, pm), where s ∈ S, xi ∈ Σ∗, and 0 ≤ pi ≤ |xi| + 1 for
each 1 ≤ i ≤ k. Intuitively, $xi . . . is the sequence of symbols in the cells of tape i, and the head of tape i
scans the pi-th cell. The initial configuration for an input x ∈ Σ∗ is C0(x) = (s0, x, 1, ǫ, 1, . . . , ǫ, 1), where ǫ
denotes the empty word.
A computation step of M is a pair (C,C′) of configurations such that the transformation from C to C′
obeys the transition relation. We omit the formal details. We write C → C′ to denote that (C,C′) is a
computation step of M. If C → C′, we call C′ a successor configuration of C. A halting configuration is a
configuration that has no successor configuration. A halting configuration is accepting if its state is in F . A
step C → C′ is nondeterministic if there is a configuration C′′ 6= C′ such that C → C′′, and is existential if C
is an existential configuration. A state s ∈ S is called deterministic if for any a1, . . . , am ∈ Σ∪{$,}, there is
at most one (s, (a1, . . . , am), s
′, (a′1, . . . , a
′
m), (d1, . . . , dm)) ∈ ∆. Similarly, we call a non-halting configuration
deterministic if its state is deterministic, and nondeterministic otherwise.
A configuration is called existential if it is not a halting configuration and its state is in S∃, and universal
if it is not a halting configuration and its state is in S∀. Intuitively, in an existential configuration, there
must be one possible run that leads to acceptance, whereas in a universal configuration, all runs must lead to
acceptance. Formally, a run of an ATM M is a directed tree where each node is labeled with a configuration
of M such that:
• The root is labeled with an initial configuration.
• If a vertex is labeled with an existential configuration C, then the vertex has precisely one child that
is labeled with a successor configuration of C.
• If a vertex is labeled with a universal configuration C, then for every successor configuration C′ of C
the vertex has a child that is labeled with C′.
We often identify nodes of the tree with the configurations with which they are labeled. The run is finite
if the tree is finite, and infinite otherwise. The length of the run is the height of the tree. The run is
accepting if it is finite and every leaf is labeled with an accepting configuration. If the root of a run ρ is
labeled with C0(x), then ρ is a run with input x. Any path from the root of a run ρ to a leaf of ρ is called a
computation path.
The language (or problem) accepted by M is the set QM of all x ∈ Σ∗ such that there is an accepting run
of M with initial configuration C0(x). M runs in time t : N→ N if for every x ∈ Σ∗ the length of every run
of M with input x is at most t(|x|).
2To formally achieve that “$” marks the left end of the tapes, whenever (s, (a1, . . . , am), s′, (a′1, . . . , a
′
m), (d1, . . . , dm)) ∈ ∆,
then for all 1 ≤ i ≤ m we have that ai = $ if and only if a′i = $ and that ai = $ implies di = R.
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A step C → C′ is an alternation if either C is existential and C′ is universal, or vice versa. A run ρ
of M is ℓ-alternating, for an ℓ ∈ N, if on every path in the tree associated with ρ, there are less than ℓ
alternations between existential and universal configurations. The machine M is ℓ-alternating if every run
of M is ℓ-alternating.
We now consider two particular types of ATMs. An ∃∀-Turing machine (or simply ∃∀-machine) is a 2-
alternating ATM (S∃, S∀,Σ,∆, s0, F ), where s0 ∈ S∃. Let ℓ, t ≥ 1 be positive integers. We say that an
∃∀-machine M halts (on the empty string) with existential cost ℓ and universal cost t if:
• there is an accepting run of M with input ǫ,
• each computation path of M contains at most ℓ existential configurations and at most t universal
configurations.
Let P be a parameterized problem. An ∃k∀∗-machine for P is a ∃∀-machine M such that there exists a
computable function f and a polynomial p such that
• M decides P in time f(k) · p(|x|); and
• and for all instances (x, k) of P and each computation path R ofM with input (x, k), at most f(k)·log |x|
of the existential configurations of R are nondeterministic.
We say that a parameterized problem P is decided by some ∃k∀∗-machine if there exists a ∃k∀∗-machine
for P .
Let m ∈ N be a positive integer. We consider the following parameterized decision problems.
∃k∀∗-TM-halt∗.
Instance: An ∃∀-machine M with m tapes, and positive integers k, t ≥ 1.
Parameter: k.
Question: Does M halt on the empty string with existential cost k and universal cost t?
∃k∀∗-TM-haltm.
Instance: An ∃∀-machine M with m tapes, and positive integers k, t ≥ 1.
Parameter: k.
Question: Does M halt on the empty string with existential cost k and universal cost t?
Note that for ∃k∀∗-TM-haltm, the number m of tapes of the ∃∀-machines in the input is a fixed constant,
whereas for ∃k∀∗-TM-halt∗, the number of tapes is given as part of the input.
The parameterized complexity class ∃k∀∗ is characterized by alternating Turing machines in the following
way. These results can be seen as an analogue to the Cook-Levin Theorem for the complexity class ∃k∀∗.
Theorem 15. The problem ∃k∀∗-TM-halt∗ is ∃k∀∗-complete, and so is the problem ∃k∀∗-TM-haltm for
each m ∈ N.
Theorem 16. ∃k∀∗ is exactly the class of parameterized decision problems P that are decided by some
∃k∀∗-machine.
Proof of Theorems 15 and 16. In order to show these results, concretely, we will use the following statements.
We show how the results follow from these statements. Detailed proofs of the statements can be found in
the appendix, in Section B.1.
(i) ∃k∀∗-TM-halt∗ ≤fpt ∃k∀∗-MC (Proposition B.2).
(ii) For any parameterized problem P that is decided by some ∃k∀∗-machine with m tapes, it holds
that P ≤fpt ∃k∀∗-TM-haltm+1 (Proposition B.3).
(iii) There is an ∃k∀∗-machine with a single tape that decides ∃≤k∀∗-WSat (Proposition B.4).
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(iv) Let A and B be parameterized problem. If B is decided by some ∃k∀∗-machine with m tapes, and
if A ≤fpt B, then A is decided by some ∃k∀∗-machine with m tapes (Proposition B.5).
In addition to these statements, we will need one result known from the literature (Proposition B.6 and
Corollary B.7). To see that these statements imply the desired results, observe the following.
Together, (ii) and (iii) imply that ∃≤k∀∗-WSat ≤fpt ∃k∀∗-TM-halt2. Clearly, for all m ≥ 2, ∃k∀∗-TM-
halt2 ≤fpt ∃
k∀∗-TM-haltm. This gives us ∃k∀∗-hardness of ∃k∀∗-TM-haltm, for allm ≥ 2. ∃k∀∗-hardness
of ∃k∀∗-TM-halt1 follows from Corollary B.7, which implies that there is an fpt-reduction from ∃k∀∗-TM-
halt2 to ∃k∀∗-TM-halt1. This also implies that ∃k∀∗-TM-halt∗ is ∃k∀∗-hard. Then, by (i), and since
∃k∀∗-MC is in ∃k∀∗ by Theorem 12, we obtain ∃k∀∗-completeness of ∃k∀∗-TM-halt∗ and ∃k∀∗-TM-haltm,
for each m ≥ 1.
By (i) and (ii), and by transitivity of fpt-reductions, we have that any parameterized problem P that is
decided by an ∃k∀∗-machine is fpt-reducible to ∃k∀∗-WSat, and thus is in ∃k∀∗. Conversely, let P be any
parameterized problem in ∃k∀∗. Then, by ∃k∀∗-hardness of ∃≤k∀∗-WSat, we know that P ≤fpt ∃≤k∀∗-WSat.
By (iii) and (iv), we know that P is decided by some ∃k∀∗-machine with a single tape. From this we conclude
that ∃k∀∗ is exactly the class of parameterized problems P decided by some ∃k∀∗-machine.
7 The ∗-k Hierarchy
We now turn our attention to the ∗-k hierarchy. Unlike in the k-∗ hierarchy, in the canonical quantified
Boolean satisfiability problems of the ∗-k hierarchy, we cannot add auxiliary variables to the second quantifier
block whose truth assignment is not restricted. Therefore, because of similarity to the W-hierarchy, we believe
that the classes of the ∗-k hierarchy are distinct. The main results in this section are normalization results
for ∃∗∀k-W[1] and ∃∗∀k-W[P]. In addition, we show a completeness result for the ∗-k hierarchy for another
variant of our running example.
7.1 Normalization Results for the ∗-k Hierarchy
We show that the problem ∃∗∀k-WSat is already ∃∗∀k-W[1]-hard when the input circuits are restricted to
formulas in c-DNF, for any constant c ≥ 2. In order to make our life easier, we switch our perspective
to the co-problem ∀∗∃k-WSat when stating and proving the following results. Note that the proofs of
the following results make heavy use of the original normalization proof for the class W[1] by Downey and
Fellows [19, 20, 21]. Therefore, we provide only proof sketches.
Lemma 17. For any u ≥ 1, ∀∗∃k-WSat(Γ1,u) ≤fpt ∀∗∃k-WSat(s-CNF), where s = 2u + 1.
Proof (sketch). The reduction is completely analogous to the reduction used in the proof of Downey and
Fellows [19, Lemma 2.1], where the presence of universally quantified variables is handled in four steps. In
Steps 1 and 2, in which only the form of the circuit is modified, no changes are needed. In Step 3, universally
quantified variables can be handled exactly as existentially quantified variables. Step 4 can be performed
with only a slight modification, the only difference being that universally quantified variables appearing in
the input circuit will also appear in the resulting clauses that verify whether a given product-of-sums or sum-
of-products is satisfied. It is straightforward to verify that this reduction with the mentioned modifications
works for our purposes.
Theorem 18. ∀∗∃k-WSat(2CNF) is ∀∗∃k-W[1]-complete.
Proof (sketch). Clearly ∀∗∃k-WSat(2CNF) is in ∀∗∃k-W[1], since a 2CNF formula can be considered as
a constant-depth circuit of weft 1. To show that ∀∗∃k-WSat(2CNF) is ∀∗∃k-W[1]-hard, we give an fpt-
reduction from ∀∗∃k-WSat(Γ1,u) to ∀∗∃k-WSat(2CNF), for arbitrary u ≥ 1. By Lemma 17, we know
that we can reduce ∀∗∃k-WSat(Γ1,u) to ∀∗∃k-WSat(s-CNF), for s = 2u + 1. We continue the reduction
in multiple steps. In each step, we let C denote the circuit resulting from the previous step, and we let
Y denote the universally quantified and X the existentially quantified variables of C, and we let k denote
22
the parameter value. We only briefly describe the last two steps, since these are completely analogous to
constructions in the work of Downey and Fellows [20].
Step 1: contracting the universally quantified variables. This step transforms C into a CNF for-
mula C′ such that each clause contains at most one variable in Y such that (C, k) is a yes-instance if and only
if (C′, k) is a yes-instance. We introduce new universally quantified variables Y ′ containing a variable y′A
for each set A of literals over Y of size at least 1 and at most s. Now, it is straightforward to construct
a set D of polynomially many ternary clauses over Y and Y ′ such that the following property holds. An
assignment α to Y ∪ Y ′ satisfies D if and only if for each subset A = {l1, . . . , lb} of literals over Y it holds
that α(l1) = α(l2) = . . . = α(lb) = 1 if and only if α(y
′
A) = 1. Note that we do not directly add the set D of
clauses to the formula C′.
We introduce k−1 many new existentially quantified variables x⋆1, . . . , x
⋆
k−1. We add binary clauses to C
′
that enforce that the variables x⋆1, . . . , x
⋆
k−1 all get the same truth assignment. Also, we add binary clauses
to C′ that enforce that each x ∈ X is set to false if x⋆1 is set to true.
We introduce |D| many existentially quantified variables, including a variable x′′d for each clause d ∈ D.
For each d ∈ D, we add the following clauses to C′. Let d = (l1, l2, l3), where each li is a literal over Y ∪ Y ′.
We add the clauses (¬x′′d ∨¬l1), (¬x
′′
d ∨¬l2) and (¬x
′′
d ∨¬l3), enforcing that the clause d cannot be satisfied
if x′′d is set to true.
We then modify the clauses of C as follows. Let c = (lx1 , . . . , l
x
s1 , l
y
1 , . . . , l
y
s2) be a clause of C,
where lx1 , . . . , l
x
s1 are literals over X , and l
y
1 , . . . , l
y
s2 are literals over Y . We replace c by the
clause (lx1 , . . . , l
x
s1 , x
⋆
1, y
′
B), where B = {l
y
1 , . . . , l
y
s2}. Clauses c of C that contain no literals over the vari-
ables Y remain unchanged.
The idea of this reduction is the following. If x⋆1 is set to true, then exactly one of the variables x
′′
d
must be set to true, which can only result in an satisfying assignment if the clause d ∈ D is not satisfied.
Therefore, if an assignment α to the variables Y ∪ Y ′ does not satisfy D, there is a satisfying assignment of
weight k that sets both x⋆1 and x
′′
d to true, for some d ∈ D that is not satisfied by α. Otherwise, we know
that the value α assigns to variables y′A corresponds to the value α assigns to
∧
a∈A a, for A ⊆ Lit(Y ). Then
any satisfying assignments of weight k for C is also a satisfying assignments of weight k for C′.
Step 2: making C antimonotone in X. This step transforms C into a circuit C′ that has only negative
occurrences of existentially quantified variables, and transforms k into k′ depending only on k, such that (C, k)
is a yes-instance if and only if (C′, k′) is a yes-instance. The reduction is completely analogous to the reduction
in the proof of Downey and Fellows [20, Theorem 10.6].
Step 3: contracting the existentially quantified variables. This step transforms C into a circuit C′
in CNF that contains only clauses with two variables in X and no variables in Y and clauses with one
variable in X and one variable in Y , and transforms k into k′ depending only on k, such that (C, k) is a
yes-instance if and only if (C′, k′) is a yes-instance. The reduction is completely analogous to the reduction
in the proof of Downey and Fellows [20, Theorem 10.7].
Corollary 19. For any fixed integer r ≥ 2, the problem ∃∗∀k-WSat(r-DNF) is ∃∗∀k-W[1]-complete.
Next, we consider a normalization result for ∃∗∀k-W[P]. In order to do so, we will need some definitions.
Let C be a quantified Boolean circuit over two disjoint sets X and Y of variables that is in negation normal
form. We say that C is monotone in the variables Y if the only negation nodes that occur in the circuit C′
have variables in X as inputs, i.e., the variables in Y can appear only positively in the circuit. Then, the
following restriction of ∃∗∀k-WSat is already ∃∗∀k-W[P]-hard.
Proposition 20. The problem ∃∗∀k-WSat is ∃∗∀k-W[P]-hard, even when restricted to quantified circuits
that are in negation normal form and that are monotone in the universal variables.
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Proof. We give an fpt-reduction from the problem ∃∗∀k-WSat to the problem ∃∗∀k-WSat restricted to
circuits that are monotone in the universal variables. Let (C, k) be an instance of ∃∗∀k-WSat, where C
is a quantified Boolean circuit over the set X of existential variables and the set Y of universal variables,
where X = {x1, . . . , xn} and where Y = {y1, . . . , ym}. We construct an equivalent instance (C′, k) of
∃∗∀k-WSat where C′ is a quantified Boolean circuit over the set X of existential variables and the set Y ′ of
universal variables, and where the circuit C′ is monotone in Y ′. We may assume without loss of generality
that C is in negation normal form. If this is not the case, we can simply transform C into an equivalent
circuit that has this property using the De Morgan rule. The form of the circuit C is depicted in Figure 2.
This construction bears some resemblance to the construction used in a proof by Flum and Grohe [30,
Theorem 3.14]. The plan is to replace the variables in Y by k copies of them, grouped in sets Y 1, . . . , Y k of
new variables. Each assignment of weight k to the new variables that sets a copy of a different variable to
true in each set Y i corresponds exactly to an assignment of weight k to the original variables in Y . Moreover,
we will ensure that each assignment of weight k to the new variables that does not set a copy of a different
variable to true in each set Y i satisfies the newly constructed circuit. Using these new variables we can then
construct internal nodes yj and y
′
j that, for each assignment to the new input nodes Y
′, evaluate to the
truth value assigned to yj and ¬yj , respectively, by the corresponding truth assignment to the original input
nodes Y .
We will describe this construction in more detail. The construction is also depicted in Figure 3. We
let Y ′ = { yij : 1 ≤ i ≤ k, 1 ≤ j ≤ m }. We introduce a number of new internal nodes. For each 1 ≤ j ≤ m,
we introduce an internal node yj , that is the disjunction of the input nodes y
i
j, for 1 ≤ i ≤ k. That is, the
internal node yj is true if and only if y
i
j is true for some 1 ≤ i ≤ k. Intuitively, this node yj corresponds to
the input node yj in the original circuit C. Moreover, we introduce an internal node y
′
j,i for each 1 ≤ j ≤ m
and each 1 ≤ i ≤ k, that is the disjunction of yij′ , for each 1 ≤ j
′ ≤ m such that j 6= j′. That is, the
node y′j,i is true if and only if y
i
j′ is true for some j
′ that is different from j. Then, we introduce the node y′j,
for each 1 ≤ j ≤ m, that is the conjunction of the nodes y′j,i for 1 ≤ i ≤ k. That is, the node y
′
j is true
if and only if for each 1 ≤ i ≤ k there is some j′ 6= j for which the input node yij is true. Intuitively, this
node y′j corresponds to the negated input node ¬yj in the original circuit C. Also, for each 1 ≤ i ≤ k and
each 1 ≤ j < j′ ≤ m, we add an internal node zj,j
′
i that is the conjunction of the input nodes y
i
j and y
i
j′ . Then,
for each 1 ≤ i ≤ k we add the internal node zi that is the conjunction of all nodes z
j,j′
i , for 1 ≤ j < j
′ ≤ m.
Intuitively, zi is true if and only if at least two input nodes in the set Yi are set to true. In addition, we add
a subcircuit B that acts on the nodes y′1, . . . , y
′
m, and that is satisfied if and only if at least m − k + 1 of
the nodes y′j are set to true. It is straightforward to construct such a circuit B in polynomial time. Then,
we add the subcircuit C with input nodes x1, . . . , xn, negated input nodes ¬x1, . . . ,¬xn, where the input
nodes y1, . . . , ym are identified with the internal nodes y1, . . . , ym in the newly constructed circuit C
′, and
where the negated input nodes ¬y1, . . . ,¬ym are identified with the internal nodes y′1, . . . , y
′
m in the newly
constructed circuit C′. Finally, we let the output node be the disjunction of the nodes z1, . . . , zk and the
output nodes of the subcircuits C and B. Since C is a circuit in negation normal form, the circuit C′ is
monotone in Y ′. We claim that for each assignment α : X → {0, 1} it holds that the circuit C[α] is satisfied
by all assignments of weight k if and only if C′[α] is satisfied by all assignments of weight k.
x1 . . . xn¬x1. . .¬xn y1 . . . ym¬y1. . .¬ym
C
Figure 2: Original quantified Boolean circuit C over the set X = {x1, . . . , xn} of existential variables and
the set Y = {y1, . . . , ym} of universal variables.
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Figure 3: Equivalent circuit C′ over the set X = {x1, . . . , xn} of existential variables and the set Y ′ =
{y11, . . . , y
k
m} of universal variables, that is monotone in Y
′.
(⇒) Let α : X → {0, 1} be an arbitrary truth assignment. Assume that C[α] is satisfied by all truth
assignments β : Y → {0, 1} of weight k. We show that C′[α] is satisfied by all truth assignments β′ : Y ′ →
{0, 1} of weight k. Let β′ : Y ′ → {0, 1} be an arbitrary truth assignment of weight k. We distinguish several
cases: either (i) for some 1 ≤ i ≤ k there are some 1 ≤ j < j′ ≤ m such that β′(yij) = β
′(yij′) = 1, or (ii) for
each 1 ≤ i ≤ k there is exactly one ℓi such that β′(yiℓi) = 1 and for some 1 ≤ i < i
′ ≤ k it holds that ℓi = ℓi′ ,
or (iii) for each 1 ≤ i ≤ k there is exactly one ℓi such that β′(yiℓi) = 1 and for each 1 ≤ i < i
′ ≤ k it holds
that ℓi 6= ℓi′ . In case (i), we know that the assignment β′ sets the node z
j,j′
i to true. Therefore, β
′ sets
the node zi to true, and thus satisfies the circuit C
′[α]. In case (ii), we know that β′ sets y′j to true for at
least m− k + 1 many different values of j. Therefore, β′ satisfies the subcircuit B, and thus satisfies C′[α].
Finally, in case (iii), we know that β′ sets exactly k different internal nodes yj to true, and for each 1 ≤ j ≤ m
sets the internal node y′j to true if and only if it sets yj to false. Then, since C[α] is satisfied by all truth
assignments of weight k, we know that β′ satisfies the subcircuit C, and thus satisfies C′[α]. Since β′ was
arbitrary, we can conclude that C′[α] is satisfied by all truth assignments β′ : Y ′ → {0, 1} of weight k.
(⇐) Let α : X → {0, 1} be an arbitrary truth assignment. Assume that C′[α] is satisfied by all truth
assignments β′ : Y ′ → {0, 1} of weight k. We show that C[α] is satisfied by all truth assignments β : Y →
{0, 1} of weight k. Let β : Y → {0, 1} be an arbitrary truth assignment of weight k. We now define the truth
assignment β′ : Y ′ → {0, 1} as follows. Let {yℓ1 , . . . , yℓk} = { yj : 1 ≤ j ≤ m,β(yj) = 1 }. For each 1 ≤ i ≤ k
and each 1 ≤ j ≤ m we let β′(yij) = 1 if and only if j = ℓi. Clearly, β
′ has weight k. Moreover, the
assignment β′ sets the nodes z1, . . . , zk to false. Furthermore, it is the case that β
′ sets the internal node yj
in C′ to true for exactly those 1 ≤ j ≤ m for which β(yj) = 1, and it sets the internal node y′j in C
′ to
true for exactly those 1 ≤ j ≤ m for which β(yj) = 0. Thus, β′ sets (the output node of) the subcircuit B
to false. Therefore, since β′ satisfies the circuit C′[α], we can conclude that β′ satisfies the subcircuit C,
and thus that β satisfies C[α]. Since β was arbitrary, we can conclude that C[α] is satisfied by all truth
assignments β : Y → {0, 1} of weight k.
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7.2 Answer Set Programming and Completeness for the ∗-k Hierarchy
We now turn to two other variants of our running example problem, that turn out to be complete for
∃∗∀k-W[P]. We begin with showing ∃∗∀k-W[P]-completeness for ASP-consistency(#disj.rules).
Theorem 21. ASP-consistency(#disj.rules) is ∃∗∀k-W[P]-complete.
Proof. In order to show hardness, we give an fpt-reduction from ∃∗∀k-WSat. Let (C, k) be an instance
of ∃∗∀k-WSat, where C is a quantified Boolean circuit over existential variables X and universal variables Y ,
where X = {x1, . . . , xn}, and where Y = {y1, . . . , ym}. By Proposition 20, we may assume without loss of
generality that C is in negation normal form and that it is monotone in Y , i.e., that the variables y1, . . . , ym
occur only positively in C. We construct a disjunctive program P as follows. We consider the variables in X
and Y as atoms. In addition, we introduce fresh atoms v1, . . . , vn, w, and y
j
i for all 1 ≤ j ≤ k, 1 ≤ i ≤ m. Also,
for each internal node g of C, we introduce a fresh atom zg. We let P consist of the rules described as follows:
xi ← not vi for 1 ≤ i ≤ n; (13)
vi ← not xi for 1 ≤ i ≤ n; (14)
y
j
1
∨ · · · ∨ yjm ← for 1 ≤ j ≤ k; (15)
yi ← y
j
i for 1 ≤ i ≤ m; (16)
y
j
i ← w for 1 ≤ i ≤ m
and 1 ≤ j ≤ k; (17)
w ← y
j
i , y
j′
i for 1 ≤ i ≤ m,
and 1 ≤ j < j′ ≤ k; (18)
zg ← w for each internal node g of C; (19)
zg ← σ(g1), . . . , σ(gu) for each conjunction node g of C
with inputs g1, . . . , gu; (20)
zg ← σ(gi) for each disjunction node g of C
with inputs g1, . . . , gu
and each 1 ≤ i ≤ u; (21)
w ← zo where o is the output node of C; (22)
w ← not w. (23)
Here, we define the following mapping σ from nodes of C to variables in V . For each non-negated input
node xi ∈ X , we let σ(xi) = xi. For each negated input node ¬xi, for xi ∈ X , we let σ(¬xi) = vi. For each
input node yj ∈ Y , we let σ(y) = yj . For each internal node g, we let σ(g) = zg. Intuitively, vi corresponds
to ¬xi. One of the main differences with the reduction of Eiter and Gottlob [22] is that we use the rules
in (15)–(18) to let the variables yi represent an assignment of weight k to the variables in Y . Another main
difference is that we encode an arbitrary Boolean circuit, rather than just a DNF formula, in the rules (19)–
(22). Note that P has k disjunctive rules, namely the rules (15). We show that (C, k) ∈ ∃∗∀k-WSat if and
only if P has an answer set.
(⇒) Assume there exists an assignment α : X → {0, 1} such that for each assignment β : Y → {0, 1}
of weight k it holds that α ∪ β satisfies C. We show that M = { xi : α(xi) = 1, 1 ≤ i ≤ n } ∪ { y
j
i , yi : 1 ≤
i ≤ m, 1 ≤ j ≤ k } ∪ { zg : g an internal node of C } ∪ {w} is an answer set of P . We have that PM
consists of Rules (15)–(22), the rules (xi ←) for all 1 ≤ i ≤ n such that α(xi) = 1, and the rules (vi ←)
for all 1 ≤ i ≤ n such that α(xi) = 0. Clearly, M is a model of PM . We show that M is a minimal model
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of PM . Assume M ′ (M is a minimal model of PM . IfM ′ does not coincide with M on the atoms xi and vi,
then M ′ is not a model of PM . If w ∈M ′, then by Rules (16), (17) and (19), M ′ =M . Therefore, w 6∈M ′.
By Rule (15), we have that y1i1 , y
2
i2
, . . . , ykik ∈ M
′, for some 1 ≤ i1, . . . , ik ≤ m. By Rule (18), we know
that i1, . . . , ik are all different, since otherwise it would have to hold that w ∈ M ′. By Rule (16), it holds
that yi1 , . . . , yik ∈ M
′. By minimality of M ′, we know that { 1 ≤ i ≤ m : i 6∈ {i1, . . . , ik} } ∩ M
′ = ∅.
Define the assignment γ : X ∪ Y → {0, 1} by letting γ(xi) = 1 if and only if xi ∈ M ′ and γ(yi) = 1 if
and only if yi ∈ M ′. Clearly, γ coincides with α on X , and γ assigns exactly k variables yj to true. Now,
since (C, k) ∈ ∃∗∀k-WSat, we know that γ satisfies C. Using the Rules (20) and (21), we can show by an
inductive argument that for each internal node g of C that is set to true by γ it must hold that zg ∈ M ′.
Since γ satisfies C, it sets the output node o of C to true, and thus by Rule (22), we know that w ∈ M ′.
This is a contradiction. From this we can conclude that no model M ′ (M of PM exists, and thus M is an
answer set of P .
(⇐) Assume P has an answer set M . We know that w ∈ M , since otherwise (w ←) would be a rule
of PM , and then M would not be a model of PM . Then, by Rules (16) and (17), also yi, y
j
i ∈ M for
all 1 ≤ i ≤ m and 1 ≤ j ≤ k. We show that for each 1 ≤ i ≤ n it holds that |M ∩ {xi, vi}| = 1. Assume
that for some 1 ≤ i ≤ n, M ∩ {xi, vi} = ∅. Then (xi ←) and (vi ←) would be rules of PM , and then M
would not be a model of PM , which is a contradiction. Assume instead that {xi, vi} ⊆M . Then PM would
contain no rules with xi and vi in the head, and hence M would not be a minimal model of P
M , which is a
contradiction.
We now construct an assigment α : X → {0, 1} such that for all assignments β : Y → {0, 1} of weight k
it holds that ψ[α ∪ β] evaluates to true. Define α by letting α(xi) = 1 if and only if xi ∈ M . Now let β
be an arbitrary truth assignment to Y of weight k. We show that α ∪ β satisfies C. We proceed indirectly,
and assume to the contrary that α ∪ β does not satisfy C. We construct a model M ′ ( M of PM . We
let yi1 , . . . , yik denote the k variables yi such that β(yi) = 1. We let M
′ consist of (M ∩{ xi, vi : 1 ≤ i ≤ n }),
of { yℓiℓ , yiℓ : 1 ≤ ℓ ≤ k }, and of { zg : g an internal node of C set to true by α ∪ β }. For all rules of P
M
other than Rules (20)–(22), it is clear that M ′ satisfies them. It holds that M ′ also satisfies Rules (20)–(21),
sinceM ′ contains zg for all internal nodes g of C that are satisfied by α∪β. Then, since α∪β does not satisfy
the output node o of C, we know that zo 6∈M ′, and thus M ′ satisfies Rule (22). It then holds that M ′ (M
is a model of PM , which is a contradiction with the fact that M is an answer set of P . From this we can
conclude that α ∪ β satisfies C. Since β was arbitrary, we know this holds for all truth assignments β to Y
of weight k. Therefore, (C, k) ∈ ∃∗∀k-WSat.
To show membership in ∃∗∀k-W[P], we give an fpt-reduction to ∃∗∀k-WSat. Let P be an instance
of ASP-consistency(#disj.rules), where P is a disjunctive logic program that contains k disjunctive rules
and that contains atoms {a1, . . . , an}. Let r1, . . . , rk be the disjunctive rules of P , where the head of rule ri
is a1i ∨ · · · ∨ a
ℓi
i , for each 1 ≤ i ≤ k. Moreover, let ℓ =
∑
1≤i≤k ℓi + k. We sketch an algorithm that
takes as input two bitstrings: one string x = x1 . . . xn, of length n, and one string z = z1 . . . zℓ of length ℓ
containing exactly k 1’s. Moreover, we consider the string z as the concatenation of the strings z1, . . . , zk,
where zi = zi,0 . . . zi,ℓi . Firstly, the algorithm checks (0) whether each zi contains exactly one 1. If this checks
fails, the algorithm accepts the input. Otherwise, the algorithm constructs the set M = { ai : xi = 1 }, and
it checks (1) whether M is a model of the reduct PM . Moreover, the algorithm constructs the subset R of
disjunctive rules that is defined as follows. For each 1 ≤ i ≤ k, it holds that ri ∈ R if and only if zi,0 = 0.
In addition, it constructs the mapping µ : R → At(P ), by letting µ(ri) = a
j
i for the unique 1 ≤ j ≤ ℓi
for which zi,j = 1. The algorithm constructs the set Mµ, as defined in Lemma 2. Then, the algorithm
checks (2) whether Mµ is not a strict subset of M . The algorithm accepts the input if and only if both
checks (1) and (2) pass. We can choose this algorithm so that it runs in polynomial time.
Now, by Lemma 2, it is straightforward to verify that P ∈ ASP-consistency(#disj.rules) if and only if
there exists some strings x such that for all strings z containing exactly k 1’s the algorithm accepts. Since the
algorithm runs in polynomial time, we can construct in polynomial time a quantified Boolean circuit C over
the set X of existential variables and the set Z of universal variables, with the property that the algorithm
accepts for some strings x and for all suitable strings z if and only if there is a truth assignment α : X → {0, 1}
such that for all truth assignments β : Z → {0, 1} of weight k the assignment α ∪ β satisfies C. In other
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words, (C, k) ∈ ∃∗∀k-WSat if and only if P ∈ ASP-consistency(#disj.rules).
This hardness result holds even for the case where each atom occurs only a constant number of times
in the input program. In order to show this, we consider the following polynomial-time transformation on
disjunctive logic programs. Let P be an arbitrary program, and let x be an atom of P that occurs ℓ ≥ 3
many times. We introduce new atoms xj for all 1 ≤ j ≤ ℓ. We replace each occurrence of x in P by a unique
atom xj . Then, to P , we add the rules (xj+1 ← xj), for all 1 ≤ j < ℓ, and the rule (x1 ← xℓ). We call
the resulting program P ′. It is straightforward to verify that P has an answer set if and only if P ′ has an
answer set.
Proposition 22. Let ℓ ≥ 3. ASP-consistency(#disj.rules) is ∃∗∀k-W[P]-hard, even when each atom
occurs at most ℓ times.
Proof. The transformation described above can be repeatedly applied to ensure that each atom occurs at
most 3 times. Since this transformation does not introduce new disjunctive rules, the result follows by
Theorem 21.
Repeated application of the described transformation also gives us the following result.
Corollary 23. ASP-consistency(max.atom.occ.) is para-ΣP2 -complete.
Finally, we show ∃∗∀k-W[P]-completeness for ASP-consistency(#non-dual-normal.rules).
Theorem 24. ASP-consistency(#non-dual-normal.rules) is ∃∗∀k-W[P]-complete.
Proof. To show hardness, we give an fpt-reduction from ∃∗∀k-WSat. Let (C, k) be an instance
of ∃∗∀k-WSat, where C = ∃X.∀Y.C, X = {x1, . . . , xn}, and Y = {y1, . . . , ym}. By Proposition 20, we
may assume without loss of generality that C is monotone in Y , i.e., that the variables y1, . . . , ym occur only
positively in C. We construct a disjunctive program P as follows. We consider the variables X and Y as
atoms. In addition, we introduce fresh atoms v1, . . . , vn, w, and y
j
i for all 1 ≤ j ≤ k, 1 ≤ i ≤ m. Also, for
each internal node g of C, we introduce a fresh atom zg. We let P consist of the following rules:
xi ← not vi for 1 ≤ i ≤ n; (24)
vi ← not xi for 1 ≤ i ≤ n; (25)
w← y
j
1
, . . . , y
j
m for 1 ≤ j ≤ k; (26)
y
j
i ← yi for 1 ≤ i ≤ m, 1 ≤ j ≤ k; (27)
y
j
i ← w for 1 ≤ i ≤ m, 1 ≤ j ≤ k; (28)
zg ← w for each internal node g of C; (29)
z ← w (30)
yi ← w for 1 ≤ i ≤ m (31)
y
j
i ∨ y
j′
i ← z for 1 ≤ i ≤ m, 1 ≤ j < j
′
≤ k; (32)
σ(g1) ∨ · · · ∨ σ(gu)← zg for each conjunction node g of C with inputs g1, . . . , gu; (33)
σ(gi)← zg for each disjunction node g of C with inputs g1, . . . , gu,
and each 1 ≤ i ≤ u; (34)
zo ← z where o is the output node of C; (35)
w ∨ z ← (36)
w← not w. (37)
Here, we define the following mapping σ from nodes of C to variables in V . For each non-negated input
node xi ∈ X , we let σ(xi) = vi. For each negated input node ¬xi, for xi ∈ X , we let σ(¬xi) = xi. For each
input node yj ∈ Y , we let σ(y) = yj . For each internal node g, we let σ(g) = zg. Intuitively, vi corresponds
to ¬xi. Note, however, that σ negates literals over variables in X . Note that P has k rules that are not
dual-Horn, namely the rules (26). We show that (ϕ, k) ∈ ∃∗∀k-WSat if and only if P has an answer set.
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(⇒) Assume there exists an assignment α : X → {0, 1} such that for each assignment β : Y → {0, 1}
of weight k it holds that α ∪ β satisfies C. We show that M = { xi : α(xi) = 1, 1 ≤ i ≤ n } ∪ { y
j
i , yi : 1 ≤
i ≤ m, 1 ≤ j ≤ k } ∪ { zg : g an internal node of C } ∪ {w, z} is an answer set of P . We have that PM
consists of Rules (26)–(36), the rules (xi ←) for all 1 ≤ i ≤ n such that α(xi) = 1, and the rules (vi ←)
for all 1 ≤ i ≤ n such that α(xi) = 0. Clearly, M is a model of P
M . We show that M is a minimal model
of PM . Assume M ′ (M is a minimal model of PM . IfM ′ does not coincide with M on the atoms xi and vi,
then M ′ is not a model of PM . If w ∈ M ′, then by Rules (28)–(31), M ′ = M . Therefore, w 6∈ M ′. By
Rule (26), we have that y1i1 , y
2
i2
, . . . , ykik 6∈M
′, for some 1 ≤ i1, . . . , ik ≤ m. By Rule (32) and (36), we know
that i1, . . . , ik are all different, since otherwise it would have to hold that w ∈ M ′. By Rule (27), it holds
that yi1 , . . . , yik 6∈M
′. Define the assignment γ : X ∪ Y → {0, 1} by letting γ(xi) = 1 if and only if xi ∈M ′
and γ(yi) = 1 if and only if yi ∈M ′. Clearly, γ coincides with α on X , and γ assigns exactly k variables yj
to true. Now, since (C, k) ∈ ∃∗∀k-WSat, we know that γ satisfies C. Using the Rules (33) and (34), we can
show by an inductive argument that for each internal node g of C that is forced to true by γ it must hold
that zg 6∈ M ′. Since γ satisfies C, it forces the output node o of C to be true, and thus by Rule (35), we
know that z 6∈ M ′. Then, by Rule (36), we know that w ∈ M ′, which is a contradiction. From this we can
conclude that no model M ′ (M of PM exists, and thus M is an answer set of P .
(⇐) Assume P has an answer set M . We know that w ∈ M , since otherwise (w ←) would be a rule
of PM , and thenM would not be a model of PM . Then, by Rules (28)–(31), also yi, y
j
i ∈M for all 1 ≤ i ≤ m
and 1 ≤ j ≤ k, zg ∈ M for all internal nodes g of C, and z ∈ M . We show that for each 1 ≤ i ≤ n it
holds that |M ∩ {xi, vi}| = 1. Assume that for some 1 ≤ i ≤ n, M ∩ {xi, vi} = ∅. Then (xi ←) and (vi ←)
would be rules of PM , and then M would not be a model of PM , which is a contradiction. Assume instead
that {xi, vi} ⊆M . Then PM would contain no rules with xi and vi in the head, and hence M would not be
a minimal model of PM , which is a contradiction.
We now construct an assigment α : X → {0, 1} such that for all assignments β : Y → {0, 1} of weight k
it holds that ψ[α ∪ β] evaluates to true. Define α by letting α(xi) = 1 if and only if xi ∈ M . Now let β be
an arbitrary truth assignment to Y of weight k. We show that α ∪ β satisfies C. We proceed indirectly, and
assume to the contrary that α∪β does not satisfy C. We construct a modelM ′ (M of PM . We let yi1 , . . . , yik
denote the k variables yi such that β(yi) = 1. We letM
′ consist of (M ∩{ xi, vi : 1 ≤ i ≤ n }), of { y
j
i , yi : 1 ≤
i ≤ m, 1 ≤ j ≤ k }\{ yℓiℓ, yiℓ : 1 ≤ ℓ ≤ k }, of { zg : g an internal node of C not satisfied by α∪β }, and of {z}.
For all rules of PM other than Rules (33)–(35), it is clear that M ′ satisfies them. It holds that M ′ also
satisfies Rules (33)–(34), since M ′ does not contain zg for all internal nodes g of C that are satisfied by α∪β.
Then, since α ∪ β does not satisfy the output node o of C, we know that zo ∈ M ′, and thus M ′ satisfies
Rule (35). It then holds that M ′ ( M is a model of PM , which is a contradiction with the fact that M is
an answer set of P . From this we can conclude that α ∪ β satisfies C. Since β was arbitrary, we know this
holds for all truth assignments β to Y of weight k. Therefore, (C, k) ∈ ∃∗∀k-WSat.
Membership in ∃∗∀k-W[P] can be shown similarly to ∃∗∀k-W[P]-membership for ASP-
consistency(#disj.rules), as in the proof of Theorem 21. We omit a detailed membership proof
here.
8 Relating k-∗ and ∗-k to Existing Complexity Classes
In this section, we relate the classes of the k-∗ and ∗-k hierarchies to existing parameterized complexity
classes. In particular, we give evidence that these classes differ from the parameterized complexity classes
para-NP, para-co-NP, para-ΣP2 and para-Π
P
2 . We will do this by providing separation results that are based
on complexity-theoretic assumptions related to well-known classical complexity classes (that is, the classes
of the first two levels of the Polynomial Hierarchy).
8.1 Situating k-∗
We begin with making some observations about the relation of ∃k∀∗ to existing parameterized complexity
classes. It is straightforward to see that ∃k∀∗ ⊆ para-ΣP2 . In polynomial time, any formula ∃X.∀Y.ψ can
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be transformed into a ΣP2 -formula that is true if and only if for some assignment α of weight k to the
variables X the formula ∀Y.ψ[α] is true. Also, trivially, para-co-NP ⊆ ∃k∀∗. To summarize, we obtain the
following inclusions:
para-co-NP ⊆ ∃k∀∗ ⊆ para-ΣP2 and para-NP ⊆ ∀
k∃∗ ⊆ para-ΠP2 .
This immediately leads to the following result.
Proposition 25. If ∃k∀∗ ⊆ para-NP, then NP = co-NP.
It is also not so difficult to see that ∃k∀∗ ⊆ Xco-NP. A straightforward brute-force algorithm to solve
∃k∀∗-WSat that tries out all
(
n
k
)
= O(nk) assignments of weight k to the existentially quantified variables
(and that uses nondeterminism to handle the assignment to the universally quantified variables) witnesses
this.
A natural question to ask is whether para-NP ⊆ ∃k∀∗. Since para-NP ⊆ Xco-NP implies NP = co-NP
[29, Proposition 8], this is unlikely. We give a direct proof of this consequence.
Proposition 26. If para-NP ⊆ ∃k∀∗, then NP = co-NP.
Proof. Assume that para-NP ⊆ ∃k∀∗. Note that the language Sat of satisfiable propositional formulas
is NP-complete, and the language Unsat of unsatisfiable propositional formulas is co-NP-complete. The
parameterized problem P = { (ϕ, 1) : ϕ ∈ Sat } is in para-NP. Then also P ∈ ∃k∀∗. This means that there
is an fpt-reduction R from P to ∃k∀∗-WSat. We construct a polynomial-time reduction S from Sat to
Unsat. Let ϕ be an instance of Sat. The reduction R maps (ϕ, 1) to an instance (ϕ′, f(1)) of ∃k∀∗-WSat,
where f is some computable function and ϕ′ = ∃X.∀Y.ψ, such that (ϕ′, f(1)) ∈ ∃k∀∗-WSat if and only
if ϕ ∈ Sat. Note that f(1) is a constant, since f is a fixed function. To emphasize this, we let c = f(1),
and we will use c to denote f(1). By definition, we know that (ϕ′, c) ∈ ∃k∀∗-WSat if and only if for some
truth assignment α to the variables X of weight c, the formula ∀Y.ψ[α] is true. Let ta(X, c) denote the set
of all truth assignments to X of weight c. We then get that ϕ ∈ Sat if and only if the formula ∀Y.χ is true,
where χ is defined as follows:
χ =
∨
α∈ta(X,c)
ψ[α]
It is straightforward to verify that the mapping ϕ 7→ ¬χ is a polynomial-time reduction from Sat to
Unsat.
This implies that ∃k∀∗ is very likely to be a strict subset of para-ΣP2 .
Corollary 27. If ∃k∀∗ = para-ΣP2 , then NP = co-NP.
The following result shows another way in which the class ∃k∀∗ relates to the existing complexity class
co-NP. Let P be a parameterized decision problem, and let c ≥ 1 be an integer. Recall that the c-th slice
of P , denoted Pc, is the (unparameterized) decision problem { x : (x, c) ∈ P }.
Proposition 28. Let P be a parameterized problem complete for ∃k∀∗, and let c ≥ 1 be an integer. Then Pc
is in co-NP. Moreover, there exists some integer d ≥ 1 such that P1 ∪ · · · ∪ Pd is co-NP-complete.
Proof. We show co-NP-membership of Pc, by constructing a polynomial-time reduction S from Pc to Unsat.
Since P ∈ ∃k∀∗, we know that there exists an fpt-reduction R from P to ∃k∀∗-WSat(Φ). Therefore, there
exist computable functions f and g and a polynomial p such that for all instances (x, k) of P , R(x, k) = (x′, k′)
is computable in time f(k) · p(|x|) and k′ ≤ g(k). We describe the reduction S. Let x be an arbitrary
instance of Pc. We know R maps (x, c) to (ϕ, k
′), for some k′ ≤ g(c), where ϕ = ∃X.∀Y.ψ. Note that k′
is bounded by a constant g(c) = d. Let ta(X, k′) denote the set of all truth assignment to X of weight k′.
Then, for each α ∈ ta(X, k′), we let Y α be the set containing of a copy yα of each variable y ∈ Y , and we
let Y ′ =
⋃
α∈ta(X,k′) Y
α. We then get that ϕ is equivalent to the formula ∀Y ′.χ, where χ =
∨
α∈ta(X,k′)(ψ[α])
α.
Here, (ψ[α])α denotes the formula ψ[α] where each variable y ∈ Y is replaced by its copy yα. Also, the size
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of χ is polynomial in the size of ψ. We then let S(x) = ¬χ. It is straightforward to verify that S is a correct
polynomial-time reduction from Pc to Unsat.
We show that there exists a function f such that for any positive integer s ≥ 1, there is a polynomial-
time reduction from Unsat to P1 ∪ · · · ∪ Pf(s). Then, in particular, P1 ∪ · · · ∪ Pf(1) is co-NP-complete.
Let s ≥ 1 be an arbitrary integer. We construct the reduction S. There is a trivial polynomial-time
reduction S from Unsat to (∃k∀∗-WSat)s, that maps a Boolean formula ϕ over a set of variables Y to the
instance (∃{x1, . . . , xs}.∀Y.¬χ, s) of ∃k∀∗-WSat. Since P is ∃k∀∗-complete, there exists an fpt-reduction R
from ∃k∀∗-WSat to P . From this, we know that there exists a nondecreasing and unbounded function f such
that for each instance (x, k) of ∃k∀∗-WSat it holds that k′ ≤ f(k), where R(x, k) = (x′, k′). This reduction R
is a polynomial-time reduction from (∃k∀∗-WSat)s to P1 ∪ · · · ∪ Pf(s). Composing the polynomial-time
reductions S and R, we obtain a reduction from Unsat to P1 ∪ · · · ∪ Pf(s).
8.2 Situating the ∗-k Hierarchy
Next, we continue with relating the classes of the ∗-k hierarchy to existing parameterized complexity classes.
Similarly to the case of k-∗, we obtain the following inclusions:
para-co-NP ⊆ ∀∗∃k-W[1] ⊆ · · · ⊆ ∀∗∃k-W[P] ⊆ para-ΠP2
and
para-NP ⊆ ∃∗∀k-W[1] ⊆ · · · ⊆ ∃∗∀k-W[P] ⊆ para-ΣP2 .
This immediately leads to the following result.
Proposition 29. If ∃∗∀k-W[1] ⊆ para-co-NP, then NP = co-NP.
It is also not so difficult to see that ∃∗∀k-W[P] ⊆ XNP. A straightforward brute-force algorithm to solve
∃∗∀k-WSat that tries out all
(
n
k
)
= O(nk) assignments of weight k to the universally quantified variables
(and that uses nondeterminism to handle the assignment to the existentially quantified variables) witnesses
this.
A natural question to ask is whether para-co-NP is contained in any of the classes ∃∗∀k-W[t]. Since
para-co-NP ⊆ XNP implies NP = co-NP [29, Proposition 8], this is unlikely. We show how to prove this
consequence directly.
Proposition 30. If para-co-NP ⊆ ∃∗∀k-W[P], then NP = co-NP.
Proof (sketch). With an argument similar to the one in the proof of Proposition 26, a polynomial-time
reduction from Unsat to Sat can be constructed. An additional technical observation needed for this case
is that Sat is in NP also when the input is a Boolean circuit.
Then in particular for ∃∗∀k-W[1], we get the following result.
Corollary 31. If para-co-NP ⊆ ∃∗∀k-W[1], then NP = co-NP.
Moreover, this gives us the following separation.
Corollary 32. If ∃∗∀k-W[P] = para-ΣP2 , then NP = co-NP.
Similarly to the class ∃k∀∗, the classes ∀∗∃k-W[t] relate to the existing complexity class co-NP in the
following way.
Proposition 33. Let P be a parameterized problem that is contained in ∀∗∃k-W[P] and that is hard for
∀∗∃k-W[1], and let c ≥ 1 be an integer. Then Pc is in co-NP. Moreover, there exists some integer d ≥ 1
such that P1 ∪ · · · ∪ Pd is co-NP-complete.
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Proof. The proof of this proposition is similar to the proof of Proposition 28. We show co-NP-membership
of Pc, by constructing a polynomial-time reduction S from Pc to Unsat. Since P ∈ ∀∗∃k-W[P], we know that
there exists an fpt-reduction R from P to ∀∗∃k-WSat(Γ). Therefore, there exist computable functions f
and g and a polynomial p such that for all instances (x, k) of P , R(x, k) = (x′, k′) is computable in time f(k)·
p(|x|) and k′ ≤ g(k). We describe the reduction S. Let x be an arbitrary instance of Pc. We know R
maps (x, c) to (ϕ, k′), for some k′ ≤ g(c), where ϕ = ∃X.∀Y.C. Note that k′ is bounded by a constant g(c) = d.
Let ta(X, k′) denote the set of all truth assignment to X of weight k′. We then get that ϕ is equivalent to
the quantified circuit ∀Y.C′, where C′ ≡
∨
α∈ta(X,k′) C[α]. Also, the size of C
′ is polynomial in the size of C.
It is straightforward to construct a propositional formula ψ that is valid if and only if C′ is valid. We then
let S(x) = ¬ψ. Then, S is a correct polynomial-time reduction from Pc to Unsat.
We show that there exists a function f such that for any positive integer s ≥ 1, there is a polynomial-time
reduction from Unsat to P1 ∪ · · · ∪Pf(s). Then, in particular, P1 ∪ · · · ∪ Pf(1) is co-NP-complete. Let s ≥ 1
be an arbitrary integer. We construct the reduction S. There is a trivial polynomial-time reduction S from
Unsat to (∀∗∃k-WSat(3DNF))s, that maps a Boolean formula χ in 3CNF over a set of variables Y to
the instance (∀Y.∃{x1, . . . , xs}.¬χ, s) of ∀∗∃k-WSat(3DNF). Since P is ∀∗∃k-W[1]-hard, there exists an
fpt-reduction R from ∀∗∃k-WSat(3DNF) to P . From this, we know that there exists a nondecreasing and
unbounded function f such that for each instance (x, k) of ∀∗∃k-WSat(3DNF) it holds that k′ ≤ f(k),
where R(x, k) = (x′, k′). This reduction R is a polynomial-time reduction from (∀∗∃k-WSat(3DNF))s
to P1 ∪ · · · ∪Pf(s). Composing the polynomial-time reductions S and R, we obtain a reduction from Unsat
to P1 ∪ · · · ∪ Pf(s).
8.3 Nontrivial Obstacles to Showing Equality
Above, we have seen that ∃k∀∗ is different from para-NP, under some common complexity-theoretic assump-
tions. However, it might in principle be the case that ∃k∀∗ coincides with para-co-NP. In this section, we
obtain a result that shows that this has highly nontrivial consequences. Moreover, this result can be used
to show that a similarly nontrivial obstacle would need to be overcome to show that ∃∗∀k-W[t] coincides
with para-NP, for t ≥ 2. Concretely, we will show that showing any of the above equalities would involve
establishing that there exists a subexponential-time reduction from QSati to either SAT or UNSAT. In
order to show the existence of such a reduction one would need to a novel, profound understanding of the
problems QSati, SAT and UNSAT.
The nonexistence of such a subexponential-time reduction is not commonly used as a complexity-theoretic
assumption. However, using this conjecture that no such subexponential-time reductions exist as an assump-
tion, one could consider the results in this section as additional evidence that the class ∃k∀∗ is different from
para-co-NP and that the class ∃∗∀k-W[2] is different from para-NP.
To obtain the result, we will use the following auxiliary problem ∃k∀k-WSat(C), which is a variant of
QSat2 where the assignment to both quantifier blocks is weighted. Here C is an arbitrary class of Boolean
circuits.
∃k∀k-WSat(C)
Instance: A Boolean circuit C ∈ C over two disjoint sets X and Y of variables, and an integer k.
Parameter: k.
Question: Does there exist a truth assignment α to X of weight k such that for all truth assign-
ments β to Y with weight k the assignment α ∪ β satisfies C?
Moreover, we consider the following effective notion of “little oh,” as used by Flum and Grohe [30,
Definition 3.22]. Let f, g be computable functions with the positive integers as domain and range. We say
that f is o(g) if there is a computable function h such that for all ℓ ≥ 1 and n ≥ h(ℓ), we have that f(n) ≤
g(n)/ℓ. Equivalently, f is o(g) if and only if there exists a positive integer n0 and a nondecreasing and
unbounded computable function ι such that for all n ≥ n0 we have that f(n) ≤ g(n)/ι(n) [30, Lemma 3.23].
Now, we prove the following technical result, whose proof is inspired by results relating the parameterized
complexity classes of the Weft hierarchy to intractability notions from the field of subexponential-time
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complexity [14, 15, 16].
Theorem 34. If there exists an f(k)no(k)mO(1) time reduction from ∃k∀k-WSat(Γ2,4) to UNSAT, where k
denotes the parameter value, n denotes the number of variables and m denotes the instance size, then there
exists a subexponential-time reduction from QSat2 to UNSAT, i.e., a reduction that runs in time 2
o(n)mO(1),
where n denotes the number of variables and m denotes the instance size.
Proof. Assume that there exists a reduction R from ∃k∀k-WSat(Γ2,4) to UNSAT that, for large enough
values of n, runs in time f(k)nk/λ(k)mO(1), for some computable function f and some nondecreasing and
unbounded computable function λ.
We now construct a reduction from QSat2 to UNSAT that, for sufficiently large values of n, runs
in time 2o(n)mO(1), where n is the number of variables, and m is the instance size. Let (ϕ, k) be an
instance of QSat2, where ϕ = ∃X1.∀X2.ψ and where ψ is in 3DNF. We may assume without loss of
generality that |X1| = |X2| = n; we can add dummy variables to X1 and X2 to ensure this. We denote
the size of ψ by m. Let X = X1 ∪ X2. We may assume without loss of generality that f(k) ≥ 2k and
that f is nondecreasing and unbounded. Define f−1 by letting f−1(h) = max{ q : f(q) ≤ h }. Since the
function f is nondecreasing and unbounded, the function f−1 is also nondecreasing and unbounded, and
satisfies f(f−1(h)) ≤ h. Since f(k) ≥ 2k, we know that f−1(h) ≤ log h. We then choose the integers r, k′ as
follows. We let r = ⌊n/f−1(n)⌋, and let k′ = ⌈n/r⌉.
We firstly construct an instance (ϕ′, k′) of ∃k∀k-WSat(Γ2,4) that is a yes-instance if and only if ϕ is
a yes-instance of QSat2. We will describe ϕ
′ as a quantified Boolean formula whose matrix corresponds
to a circuit of depth 4 and weft 2. In order to do so, for each 1 ≤ i ≤ 2, we split Xi into k′ disjoint
sets Xi,1, . . . , Xi,k′ . We do this in such a way that each set Xi,j has at most n/k
′ elements, i.e., |Xi,j | ≤ r
for all 1 ≤ i ≤ 2 and all 1 ≤ j ≤ k′. Now, for each truth assignment α : Xi,j → {0, 1} we introduce a new
variable yαi,j . Formally, we define a set of variables Yi,j for each 1 ≤ i ≤ 2 and each 1 ≤ j ≤ k
′:
Yi,j = { y
α
i,j : (α : Xi,j → {0, 1}) }.
We have that |Yi,j | ≤ 2r, for each 1 ≤ i ≤ 2 and each 1 ≤ j ≤ k′. We let Yi =
⋃
1≤j≤k′ Yi,j , and we
let Y = Y1 ∪ Y2.
We continue the construction of the formula ϕ′. For each 1 ≤ i ≤ 2, we define the formula ψYi as follows:
ψYi =
∧
1≤j≤k′
∧
α,α′:Xi,j→{0,1}
α6=α′
(
¬yαi,j ∨ ¬y
α′
i,j
)
.
Then we define the auxiliary function σ : X → 2Y , that maps variables in X to sets of variables in Y . For
each x ∈ Xi,j , we let:
σ(x) = { yαi,j : (α : Xi,j → {0, 1}), α(x) = 1 }.
Intuitively, σ(x) corresponds to those variables yαi,j where α is an assignment that satisfies x.
Now, we construct a formula ψ′′, by transforming the formula ψ in the following way. We replace each
occurrence of a variable x ∈ Xi,j in ψ by the formula χx, that is defined as follows:
χx =
∨
yαi,j∈σ(x)
yαi,j.
We can now define the quantified Boolean formula ϕ′. We let ϕ′ = ∃Y1.∀Y2.ψ′, where ψ′ is defined as
follows:
ψ′ = ψY1 ∧ (ψY2 → ψ
′′).
The formula ψ′ can be seen as a circuit of depth 4 and weft 2. In the remainder, we will refer to ψ′ as a
circuit.
We verify that ϕ ∈ QSat2 if and only if (ϕ
′, k′) ∈ ∃k∀k-WSat(Γ2,4).
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(⇒) Assume that ϕ ∈ QSat2, i.e., that there exists a truth assignment β1 : X1 → {0, 1} such that for
all truth assignments β2 : X2 → {0, 1} it holds that ψ[β1 ∪ β2] is true. We show that (ϕ′, k′) ∈ ∃k∀k-WSat.
We define the truth assignment γ1 : Y1 → {0, 1} by letting γ1(yα1,j) = 1 if and only if β1 coincides with α on
the variables X1,j , for each 1 ≤ j ≤ k′ and each α : X1,j → {0, 1}. Clearly, γ1 has weight k. Moreover, γ1
satisfies ψY1 . We show that for each truth assignment γ2 : Y2 → {0, 1} of weight k it holds that ψ
′[γ1 ∪γ2] is
true. Let γ2 be an arbitrary truth assignment of weight k. We distinguish two cases: either (i) γ2 does not
satisfy ψY2 , or (ii) γ2 does satisfy ψY2 . In case (i), clearly, ψ
′[γ1 ∪ γ2] is true. In case (ii), we know that for
each 1 ≤ j ≤ k′, there is exactly one αj : X2,j → {0, 1} such that γ2(yα2,j) = 1. Now let β2 : X2 → {0, 1} be
the assignment that coincides with αj on the variables Y2,j , for each 1 ≤ j ≤ k′. We know that ψ[β1 ∪ β2]
is true. Then, by definition of ψ′′, it follows that ψ′′[γ1 ∪ γ2] is true as well. Since γ2 was arbitrary, we can
conclude that (ϕ′, k′) ∈ ∃k∀k-WSat.
(⇐) Conversely, assume that (ϕ′, k′) ∈ ∃k∀k-WSat, i.e., that there exists a truth assignment γ1 : Y1 →
{0, 1} of weight k′ such that for all truth assignments γ2 : Y2 → {0, 1} of weight k
′ it holds that ψ′[γ1 ∪ γ2]
is true. We show that ϕ ∈ QSat2. Since ψY1 contains only variables in Y1, we know that γ1 satisfies ψY1 ,
i.e., that for each 1 ≤ j ≤ k′ there is a unique αj : X1,j → {0, 1} such that γ1(y
αj
1,j) = 1. We define the truth
assignment β1 : X1 → {0, 1} to be the unique truth assignment that coincides with αj for each 1 ≤ j ≤ k′.
We show that for all truth assignments β2 : X2 → {0, 1} it holds that ψ[β1 ∪ β2] is true. Let β2 be an
arbitrary truth assignment. We construct the truth assignment γ2 : Y2 → {0, 1} by letting γ2(yα2,j) = 1 if
and only if β2 coincides with α on the variables in Y2,j , for each 1 ≤ j ≤ k′ and each α : X2,j → {0, 1}.
Clearly, γ2 has weight k. Moreover, γ2 satisfies ψY2 . Therefore, since we know that ψ
′[γ1 ∪ γ2] is true, we
know that ψ′′[γ1 ∪ γ2] is true. Then, by definition of ψ
′′, it follows that ψ[β1 ∪ β2] is true as well. Since β2
was arbitrary, we can conclude that ϕ ∈ QSat2.
We observe some properties of the quantified Boolean formula ϕ′ = ∃Y1.∀Y2.ψ′. Each Yi, for 1 ≤ i ≤ 2,
contains at most n′ = k′2r variables. Furthermore, the circuit ψ′ has size m′ ≤ O(k′22r+2rm) ≤ O(k′22rm).
Finally, it is straightforward to verify that the circuit ψ′ can be constructed in time O((m′)2).
Since (ϕ′, k′) is an instance of ∃k∀k-WSat(Γ2,4), we can apply the reduction R to obtain an equivalent in-
stance (ϕ′′, k′′) of UNSAT. This reduction runs in time f(k′)(n′)k
′/λ(k′)(m′)O(1). By first constructing (ϕ′, k′)
from ϕ, and then constructing ϕ′′ from (ϕ′, k′), we get a reduction R′ from QSat2 to UNSAT, that runs in
time f(k′)(n′)k
′/λ(k′)(m′)O(1) +O((m′)2). We analyze the running time of this reduction R′ in terms of the
values n and m.
Since k′ = ⌈n/r⌉ ≤ f−1(n) ≤ logn, we have f(k′) ≤ f(f−1(n)) ≤ n. Moreover,
k′ = ⌈n/r⌉ ≥ n/r ≥ n/(n/f−1(n)) = f−1(n).
Therefore if we set λ′(n) = λ(f−1(n)), then λ(k′) ≥ λ′(n). Since both λ and f−1 are nondecreasing and
unbounded, λ′(n) is a nondecreasing and unbounded function of n. We have,
(n′)k
′/λ(k′) = (k′2r)k
′/λ(k′) ≤ (k′)k
′
2k
′r/λ(k′) ≤ (k′)k
′
2k
′n/(λ(k′)f−1(n)) ≤ (k′)k
′
2n/λ(k
′)
≤ (k′)k
′
2n/λ
′(n) = 2o(n).
Finally, consider the factor m′. Since f−1 is nondecreasing and unbounded,
m′ ≤ O(k′22rm) = O(2 log n22n/f
−1(n)m) = 2o(n)m.
Therefore, both terms (m′)O(1) and O((m′)2) in the running time of R′ are bounded by 2o(n)mO(1). Com-
bining all these, we conclude that the running time f(k′)(n′)k
′/λ(k′)(m′)O(1) + O((m′)2) of R′ is bounded
by 2o(n)mO(1). Therefore, R′ is a subexponential-time reduction from QSat2 to UNSAT. This completes
our proof.
In addition, we get the following technical result by a completely analogous argument.
Corollary 35. If there exists an f(k)no(k)mO(1) time reduction from ∃k∀k-WSat(Γ2,4) to SAT, where k
denotes the parameter value, n denotes the number of variables and m denotes the instance size, then there
exists a subexponential-time reduction from QSat2 to SAT, i.e., a reduction that runs in time 2
o(n)mO(1),
where n denotes the number of variables and m denotes the instance size.
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In order to use this technical result to show that it is nontrivial to prove that ∃k∀∗ = para-co-NP,
or to prove that ∃∗∀k-W[2] = para-NP, we show that ∃k∀k-WSat(Γ2,4) ∈ ∃k∀∗ and ∃k∀k-WSat(Γ2,4) ∈
∃∗∀k-W[2].
Proposition 36. ∃k∀k-WSat(Γ2,4) is in ∃k∀∗.
Proof (sketch). We show that ∃k∀k-WSat(Γ2,4) ∈ ∃k∀∗ by giving an fpt-reduction from ∃k∀k-WSat(Γ2,4)
to ∃k∀∗-WSat. Let (ϕ, k) be an instance of ∃k∀k-WSat(Γ2,4), where ϕ = ∃X.∀Y.C and where C ∈ Γ2,4. It is
straightforward to construct a circuit B with input nodes Y that is satisfied if and only if exactly k variables
in Y are set to true. We then construct the instance (ϕ′, k) of ∃k∀∗-WSat by letting ϕ′ = ∃X.∀Y.C′, where C′
is a circuit that is equivalent to the expression B → C. This is an fpt-reduction from ∃k∀k-WSat(Γ2,4) to
∃k∀∗-WSat.
Proposition 37. ∃k∀k-WSat(Γ2,4) is in ∃∗∀k-W[2].
Proof (sketch). We show that ∃k∀k-WSat(Γ2,4) ∈ ∃∗∀k-W[2] by giving an fpt-reduction from
∃k∀k-WSat(Γ2,4) to ∃∗∀k-WSat(Γ2,4). Let (ϕ, k) be an instance of ∃k∀k-WSat(Γ2,4), where ϕ = ∃X.∀Y.C
and where C ∈ Γ2,4. It is straightforward to construct a circuit B with input nodes X that is satisfied if and
only if exactly k variables in X are set to true. Then, by means of the standard Tseitin transformation [61],
we can transform B into a 3CNF formula over the sets X and X ′ of variables, where X ′ is a set of fresh
variables, such that for each truth assignment α : X → {0, 1}, the formula B′[α] is satisfiable if and only
if B[α] is true. Moreover, B′ can be constructed in time polynomial in the size of B. We then construct the
instance (ϕ′, k) of ∃k∀∗-WSat by letting ϕ′ = ∃X ∪X ′.∀Y.C′, where C′ is a circuit that is equivalent to the
expression B′ ∧C. Also, we can choose C′ in such a way that C′ ∈ Γ2,4. Then this is an fpt-reduction from
∃k∀k-WSat(Γ2,4) to ∃k∀∗-WSat.
Since the classes ∃k∀∗ and ∃∗∀k-W[2] are closed under fpt-reductions, the results of Theorem 34, Corol-
lary 35, and Propositions 36 and 37 give us the following results.
Corollary 38. If ∃k∀∗ ⊆ para-co-NP, then there exists a subexponential-time reduction from QSat2 to
UNSAT.
Corollary 39. If ∃∗∀k-W[2] ⊆ para-NP, then there exists a subexponential-time reduction from QSat2 to
SAT.
We conjecture that when proving the inclusion ∃∗∀k-W[1] ⊆ para-NP one faces similar obstacles in terms
of notions from classical complexity theory. However, it is not clear whether the proof techniques used for
the case of ∃∗∀k-W[2] can be used to show this, or whether entirely different proof techniques would be
required.
9 Conclusion
We developed a general theoretical framework that supports the classification of parameterized problems
on whether they admit an fpt-reduction to SAT or not. Our theory is based on two new hierarchies of
complexity classes, the k-∗ and ∗-k hierarchies. We illustrated the use of this theoretical toolbox by means
of a case study, in which we studied the complexity of the consistency problem for disjunctive answer set
programming with respect to various natural parameters. The newly introduced parameterized complexity
classes are populated by many natural problems from various domains. A systematic and concise overview
of (completeness) results for a wide range of problems can be found as a compendium in the appendix.
Additionally, we provided alternative characterizations of the complexity classes in the k-∗ hierarchy based
on first-order model checking and alternating Turing machines. Hence we have quite a clear understanding
of the k-∗ hierarchy. The ∗-k hierarchy seems to be more complicated and we have focused only on two of its
levels. A more comprehensive study of the ∗-k hierarchy including alternative characterizations of its classes
using first-order model checking and machine models are left for future research.
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We focused our attention on the range between the first and the second level of the PH, since many
natural problems lie there [58]. In general, any fpt-reduction from a problem whose complexity is higher in
the PH to a lower level in the PH would be interesting. With this more general aim in mind, it would be
helpful to have tools to gather evidence that an fpt-reduction across some complexity border in the PH is
not possible. We hope that this paper provides a starting point for further developments.
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A Compendium
In this compendium, we give an overview of a number of parameterized complexity results based on classical
decision problems that lie at higher levels of the polynomial hierarchy. This illustrates the applicability of
the hardness theory developed in this paper. We group the results by the type of problems. To provide a
systematic and concise overview, the compendium also contains the results established in the main text of
the paper, and proofs for new results can be found in Appendix B below.
A.1 Logic Problems
We start with the quantified circuit satisfiability problems on which the k-∗ and ∗-k hierarchies are based.
We present only a two canonical forms of the problems in the k-∗ hierarchy. For problems in the ∗-k
hierarchy, we let C range over classes of Boolean circuits.
∃k∀∗-WSat
Instance: A quantified Boolean formula φ = ∃X.∀Y.ψ, and an integer k
Parameter: k.
Question: Does there exist an assignment α to X with weight k, such that ∀Y.ψ[α] evaluates to
true?
Complexity: ∃k∀∗-complete (Theorem 8).
∃k∀∗-WSat(3DNF)
Instance: A quantified Boolean formula φ = ∃X.∀Y.ψ with ψ ∈ 3DNF, and an integer k
Parameter: k.
Question: Does there exist an assignment α to X with weight k, such that ∀Y.ψ[α] evaluates to
true?
Complexity: ∃k∀∗-complete (Theorem 8).
∃∗∀k-WSat(C)
Instance: A Boolean circuit C ∈ C over two disjoint sets X and Y of variables, and an integer k
Parameter: k.
Question: Does there exist an assignment α to X , such that for all assignments β to Y of weight k
the assignment α ∪ β satisfies C?
Complexity:
∃∗∀k-W[t]-complete when restricted to circuits of weft t, for any t ≥ 1 (by definition);
∃∗∀k-W[SAT]-complete if C = Φ (by definition);
∃∗∀k-W[P]-complete if C = Γ (by definition).
A.1.1 Weighted Quantified Boolean Satisfiability for k-∗
∃≤k∀∗-WSat
Instance: A quantified Boolean formula φ = ∃X.∀Y.ψ, and an integer k
Parameter: k.
Question: Does there exist an assignment α to X with weight at most k, such that ∀Y.ψ[α]
evaluates to true?
Complexity: ∃k∀∗-complete (Propositions B.8 and B.9).
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∃n−k∀∗-WSat
Instance: A quantified Boolean formula φ = ∃X.∀Y.ψ, and an integer k
Parameter: k.
Question: Does there exist an assignment α to X with weight |X |−k, such that ∀Y.ψ[α] evaluates
to true?
Complexity: ∃k∀∗-complete (Proposition B.12).
∃≥k∀∗-WSat
Instance: A quantified Boolean formula φ = ∃X.∀Y.ψ, and an integer k
Parameter: k.
Question: Does there exist an assignment α to X with weight at least k, such that ∀Y.ψ[α]
evaluates to true?
Complexity: para-ΣP2 -complete (Propositions B.10 and B.11).
A.1.2 Weighted Quantified Boolean Satisfiability in the ∗-k Hierarchy
∃∗∀k-WSat(2DNF)
Instance: A quantified Boolean formula ϕ = ∃X.∀Y.ψ with ψ ∈ 2DNF, and an integer k
Parameter: k.
Question: Does there exist an assignment α to X , such that for all assignments β to Y of weight k
the assignment α ∪ β satisfies ψ?
Complexity: ∃∗∀k-W[1]-complete (Theorem 18 and Corollary 19).
∃∗∀k-WSat(∀-monotone)
Instance: A Boolean circuit C ∈ C over two disjoint sets X and Y of variables that is in negation
normal form and that is monotone in Y , and an integer k
Parameter: k.
Question: Does there exist an assignment α to X , such that for all assignments β to Y of weight k
the assignment α ∪ β satisfies C?
Complexity: ∃∗∀k-W[P]-complete (Proposition 20).
Let C be a quantified Boolean circuit over two disjoint sets X and Y of variables that is in negation normal
form. We say that C is anti-monotone in the variables Y if the only nodes having variables in Y as input
are negation nodes. i.e., the variables in Y can appear only negatively in the circuit.
∃∗∀k-WSat(∀-anti-monotone)
Instance: A Boolean circuit C ∈ C over two disjoint sets X and Y of variables that is in negation
normal form and that is anti-monotone in Y , and an integer k
Parameter: k.
Question: Does there exist an assignment α to X , such that for all assignments β to Y of weight k
the assignment α ∪ β satisfies C?
Complexity: ∃∗∀k-W[P]-complete (Proposition B.13).
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A.1.3 Quantified Boolean Satisfiability with Bounded Treewidth
A tree decomposition of a graph G = (V,E) is a pair (T , (Bt)t∈T ) where T = (T, F ) is a rooted tree
and (Bt)t∈T is a family of subsets of V such that:
• for every v ∈ V , the set B−1(v) = { t ∈ T : v ∈ Bt } is nonempty and connected in T ; and
• for every edge {v, w} ∈ E, there is a t ∈ T such that v, w ∈ Bt.
The width of the decomposition (T , (Bt)t∈T ) is the number max{ |Bt| : t ∈ T }−1. The treewidth of G is the
minimum of the widths of all tree decompositions of G. Let G be a graph and k a nonnegative integer. There
is an fpt-algorithm that computes a tree decomposition of G of width k if it exists, and fails otherwise [9].
We call a tree decomposition (T , (Bt)t∈T ) nice if every node t ∈ T is of one of the following four types:
• leaf node: t has no children and |Bt| = 1;
• introduce node: t has one child t′ and Bt = Bt′ ∪ {v} for some vertex v 6∈ Bt′ ;
• forget node: t has one child t′ and Bt = Bt′\{v} for some vertex v ∈ Bt′ ; or
• join node: t has two children t1, t2 and Bt = Bt1 = Bt2 .
Given any graph G and a tree decomposition of G of width k, a nice tree decomposition of G of width k can
be computed in polynomial time [45].
Let ψ = δ1 ∨ · · · ∨ δu be a DNF formula. For any subset Z ⊆ Var(ψ) of variables, we define the incidence
graph IG(Z,ψ) of ψ with respect to Z to be the graph IG(Z,ψ) = (V,E), where V = Z ∪ {δ1, . . . , δu}
and E = { {δj, z} : 1 ≤ j ≤ u, z ∈ Z, z occurs in the clause δj }.
One way of capturing structure in an instance ϕ = ∃X.∀Y.ψ of QSat2 is to take the treewidth of the
incidence graph (the incidence treewidth) of ψ (with respect to all variables) as a parameter. However, as
this is very restrictive, one could alternatively consider taking as parameter the incidence treewidth with
respect to certain subsets of the variables. In order to do so, we define the existential incidence treewidth
of ϕ as the treewidth of the incidence graph of ψ with respect to the set X of existential variables. The
universal incidence treewidth is the treewidth of the incidence graph of ψ with respect to the set Y of
universal variables.
The existential and universal treewidth can be small for formulas whose incidence treewidth is arbitrarily
large. Take for instance an instance of QSat2 whose incidence graph is an n× n square grid, as in Figure 4.
In this example, both the existential and the universal incidence treewidth are 2 (since after the deletion of
the universal or the existential variables the incidence graph becomes a collection of trivial path-like graphs),
but the incidence treewidth is n [10]. Hence, a tractability result in terms of existential or universal incidence
treewidth would apply to a significantly larger class of instances than a tractability result in terms of the
incidence treewidth.
(a) (b) (c)
Figure 4: Incidence graph of an instance ofQSat2 (a). Universal variables are drawn with black round shapes,
existential variables with gray round shapes, and terms are drawn with square shapes. Both restricting to
the the existential variables (b) and to the universal variables (c) significantly decreases the treewidth of the
incidence graph.
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The following parameterized decision problems are variants of QSat2, where the treewidth of the
incidence graph with respect to certain subsets of variables is bounded.
QSat2(incid.tw)
Instance: A quantified Boolean formula ϕ = ∃X.∀Y.ψ, with ψ in DNF, and an tree decomposi-
tion (T , (Bt)t∈T ) of IG(X ∪ Y, ψ) of width k.
Parameter: k.
Question: Is ϕ satisfiable?
Complexity: fixed-parameter tractable [13, 27].
QSat2(∃-incid.tw)
Instance: A quantified Boolean formula ϕ = ∃X.∀Y.ψ, with ψ in DNF, and an tree decomposi-
tion (T , (Bt)t∈T ) of IG(X,ψ) of width k.
Parameter: k.
Question: Is ϕ satisfiable?
Complexity: para-ΣP2 -complete (Proposition B.14).
QSat2(∀-incid.tw)
Instance: A quantified Boolean formula ϕ = ∃X.∀Y.ψ, with ψ in DNF, and an tree decomposi-
tion (T , (Bt)t∈T ) of IG(Y, ψ) of width k.
Parameter: k.
Question: Is ϕ satisfiable?
Complexity: para-NP-complete (Proposition B.15).
A.1.4 DNF Minimization
Let ϕ be a propositional formula in DNF. We say that a set C of literals is an implicant of ϕ if all assignments
that satisfy
∧
l∈C l also satisfy ϕ. Moreover, we say that a DNF formula ϕ
′ is a term-wise subformula of ϕ′
if for all terms t′ ∈ ϕ′ there exists a term t ∈ ϕ such that t′ ⊆ t. The following parameterized problems are
natural parameterizations of problems shown to be ΣP2 -complete by Umans [62].
Shortest-Implicant-Core(core size)
Instance: A DNF formula ϕ, an implicant C of ϕ, and an integer k.
Parameter: k.
Question: Does there exists an implicant C′ ⊆ C of ϕ of size k?
Complexity: ∃k∀∗-complete (Propositions B.18 and B.19).
Shortest-Implicant-Core(reduction size)
Instance: A DNF formula ϕ, an implicant C of ϕ of size n, and an integer k.
Parameter: k.
Question: Does there exists an implicant C′ ⊆ C of ϕ of size n− k?
Complexity: ∃k∀∗-complete (Propositions B.20 and B.21).
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DNF-Minimization(reduction size)
Instance: A DNF formula ϕ of size n, and an integer k.
Parameter: k.
Question: Does there exist a term-wise subformula ϕ′ of ϕ of size n− k such that ϕ ≡ ϕ′?
Complexity: ∃k∀∗-complete (Propositions B.24 and B.25).
DNF-Minimization(core size)
Instance: A DNF formula ϕ of size n, and an integer k.
Parameter: k.
Question: Does there exist an DNF formula ϕ′ of size k, such that ϕ ≡ ϕ′?
Complexity: para-co-NP-hard (Proposition B.26), solvable in fpt-time using k + 1 many SAT
calls (Proposition B.31), and in ∃k∀∗ (Proposition B.27).
A.2 Knowledge Representation and Reasoning Problems
A.2.1 Disjunctive Answer Set Programming
The following problems from the setting of disjunctive answer set programming are based on the notions of
disjunctive logic programs and answer sets for such programs. For definitions of these and other notions
that are used in the problem statements below, we refer to Section 1.
ASP-consistency(#cont.atoms)
Instance: A disjunctive logic program P .
Parameter: The number of contingent atoms of P .
Question: Does P have an answer set?
Complexity: para-co-NP-complete (Proposition 1).
ASP-consistency(#cont.rules)
Instance: A disjunctive logic program P .
Parameter: The number of contingent rules of P .
Question: Does P have an answer set?
Complexity: ∃k∀∗-complete (Theorem 9).
ASP-consistency(#disj.rules)
Instance: A disjunctive logic program P .
Parameter: The number of disjunctive rules of P .
Question: Does P have an answer set?
Complexity: ∃∗∀k-W[P]-complete (Theorem 21).
ASP-consistency(#non-dual-normal.rules)
Instance: A disjunctive logic program P .
Parameter: The number of non-dual-normal rules of P .
Question: Does P have an answer set?
Complexity: ∃∗∀k-W[P]-complete (Theorem 24).
41
ASP-consistency(str.norm.bd-size)
Instance: A disjunctive logic program P .
Parameter: The size of the smallest normality-backdoor for P .
Question: Does P have an answer set?
Complexity: para-NP-complete [28].
ASP-consistency(max.atom.occ.)
Instance: A disjunctive logic program P .
Parameter: The maximum number of times that any atom occurs in P .
Question: Does P have an answer set?
Complexity: para-ΣP2 -complete (Corollary 23).
A.2.2 Robust Constraint Satisfaction
The following reasoning problem originates in the domain of knowledge representation. We consider the
class of robust constraint satisfaction problems, introduced recently by Gottlob [37] and Abramsky, Gottlob
and Kolaitis [1]. These problems are concerned with the question of whether every partial assignment of a
particular size can be extended to a full solution, in the setting of constraint satisfaction problems.
A CSP instance N is a triple (X,D,C), where X is a finite set of variables, the domain D is a finite set
of values, and C is a finite set of constraints. Each constraint c ∈ C is a pair (S,R), where S = Var(c), the
constraint scope, is a finite sequence of distinct variables from X , and R, the constraint relation, is a relation
over D whose arity matches the length of S, i.e., R ⊆ Dr where r is the length of S.
Let N = (X,D,C) be a CSP instance. A partial instantiation of N is a mapping α : X ′ → D defined
on some subset X ′ ⊆ X . We say that α satisfies a constraint c = ((x1, . . . , xr), R) ∈ C if Var(c) ⊆ X
′
and (α(x1), . . . , α(xr)) ∈ R. If α satisfies all constraints of N then it is a solution of N . We say that α
violates a constraint c = ((x1, . . . , xr), R) ∈ C if there is no extension β of α defined on X ′ ∪ Var(c) such
that (β(x1), . . . , β(xr)) ∈ R.
Let k be a nonnegative integer. We say that a CSP instance N = (X,D,C) is k-robustly satisfiable if for
each instantiation α : X ′ → D defined on some subset X ′ ⊆ X of k many variables (i.e., |X ′| = k) that does
not violate any constraint in C, it holds that α can be extended to a solution for the CSP instance (X,D,C).
The following parameterized problem is ∀k∃∗-complete.
Robust-CSP-SAT
Instance: A CSP instance (X,D,C), and an integer k.
Parameter: k.
Question: Is (X,D,C) k-robustly satisfiable?
Complexity: ∀k∃∗-complete (Theorems B.32 and B.34).
A.3 Graph Problems
A.3.1 Clique Extensions
Let G = (V,E) be a graph. A clique C ⊆ V of G is a subset of vertices that induces a complete subgraph
of G, i.e. {v, v′} ∈ E for all v, v′ ∈ C such that v 6= v′. The W[1]-complete problem of determining whether a
graph has a clique of size k is an important problem in the W-hierarchy, and is used in many W[1]-hardness
proofs.
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Small-Clique-Extension
Instance: A graph G = (V,E), a subset V ′ ⊆ V , and an integer k.
Parameter: k.
Question: Is it the case that for each clique C ⊆ V ′, there is some k-clique D of G such that C∪D
is a (|C|+ k)-clique?
Complexity: ∀∗∃k-W[1]-complete (Propositions B.35 and B.36).
A.3.2 Graph Coloring Extensions
The following problem related to extending colorings to the leaves of a graph to a coloring on the entire
graph, is ΠP2 -complete in the most general setting [2].
Let G = (V,E) be a graph. We will denote those vertices v that have degree 1 by leaves. We call a
(partial) function c : V → {1, 2, 3} a 3-coloring (of G). Moreover, we say that a 3-coloring c is proper
if c assigns a color to every vertex v ∈ V , and if for each edge e = {v1, v2} ∈ E holds that c(v1) 6= c(v2).
The problem of deciding, given a graph G = (V,E) with n many leaves and an integer m, whether any
3-coloring that assigns a color to exactly m leaves of G (and to no other vertices) can be extended to a
proper 3-coloring of G, is ΠP2 -complete [2].
3-Coloring-Extension(degree)
Instance: a graph G = (V,E) with n many leaves, and an integer m.
Parameter: the degree of G.
Question: can any 3-coloring that assigns a color to exactlym leaves of G (and to no other vertices)
be extended to a proper 3-coloring of G?
Complexity: para-ΠP2 -complete (Proposition B.37).
3-Coloring-Extension(#leaves)
Instance: a graph G = (V,E) with n many leaves, and an integer m.
Parameter: n.
Question: can any 3-coloring that assigns a color to exactlym leaves of G (and to no other vertices)
be extended to a proper 3-coloring of G?
Complexity: para-NP-complete (Proposition B.38).
3-Coloring-Extension(#col.leaves)
Instance: a graph G = (V,E) with n many leaves, and an integer m.
Parameter: m.
Question: can any 3-coloring that assigns a color to exactlym leaves of G (and to no other vertices)
be extended to a proper 3-coloring of G?
Complexity: ∀k∃∗-complete (Proposition B.39).
3-Coloring-Extension(#uncol.leaves)
Instance: a graph G = (V,E) with n many leaves, and an integer m.
Parameter: n−m.
Question: can any 3-coloring that assigns a color to exactlym leaves of G (and to no other vertices)
be extended to a proper 3-coloring of G?
Complexity: para-ΠP2 -complete (Proposition B.40).
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A.4 Other Problems
A.4.1 First-order Model Checking
First-order model checking is at the basis of a well-known hardness theory in parameterized complexity
theory [30]. The following problem, also based on first-order model checking, offers another characterization
of the parameterized complexity class ∃k∀∗. For a formal definition of first-order model checking we refer to
Section 6.1.
∃k∀∗-MC
Instance: A first-order logic sentence ϕ = ∃x1, . . . , xk.∀y1, . . . , yn.ψ over a vocabulary τ , where ψ
is quantifier-free, and a finite τ -structure A.
Parameter: k.
Question: Is it the case that A |= ϕ?
Complexity: ∃k∀∗-complete (Theorem 12).
A.4.2 Bounded Model Checking
The following problem is concerned with the problem of verifying whether a linear temporal logic formula
is satisfied on all paths in a Kripke structure. This problem is of importance in the area of software and
hardware verification [5]. Linear temporal logic (LTL) is a modal temporal logic where one can encode
properties related to the future of paths. LTL formulas are defined recursively as follows: propositional
variables and their negations are in LTL; then, if ϕ1, ϕ2 ∈ LTL, then so are ϕ1 ∨ ϕ2, Fϕ1 (Future), Xϕ1
(neXt), ϕ1Uϕ2 (ϕ1 Until ϕ2). (Further temporal operators that are considered in the literature can be
defined in terms of the operators X and U.)
The semantics of LTL is defined along paths of Kripke structures. A Kripke structure is a tuple K =
(S, I, T, L) such that (i) S is a set of states, where states are defined by valuations to a set V of propositional
variables, (ii) I ⊆ S is a nonempty set of initial states, (iii) T ⊆ S × S is the transition relation and
(iv) L : S → 2V is the labeling function. The initial states I and the transition relation T are given as
functions in terms of S. A path π of K is an infinite sequence (s0, s1, s2, . . . ) of states, where si ∈ S
and T (si, si+1) for all i ∈ N. A path is initialized if s0 ∈ I. We let π(i) = si denote the i-th state of π. A
suffix of a path is defined as πi = (si, si+1, . . . ). We give the standard semantics of LTL formulas, defined
recursively over the formula structure. We closely follow the definitions as given by Biere [5]. In what cases
an LTL formula ϕ holds along a path πi, written πi |= ϕ, is specified by the following conditions:
πi |= v ∈ V iff v ∈ L(π(i)), πi |= ¬v iff v 6∈ L(π(i)),
πi |= ϕ1 ∨ ϕ2 iff πi |= ϕ1 or πi |= ϕ2, πi |= Xϕ iff πi+1 |= ϕ,
πi |= Fϕ iff for some j ∈ N, πi+j |= ϕ, πi |= ϕ1Uϕ2 iff for some j ∈ N, πi+j |= ϕ2 and
πℓ |= ϕ1 for all i ≤ ℓ < i+ j.
Then, an LTL formula ϕ holds in a Kripke structure K if and only if π |= ϕ for all initialized paths π of K.
Related to the model checking problem is the question whether a witness exists: a formula ϕ has a witness
in K if there is an initialized path π of K with π |= ϕ.
The idea of bounded model checking is to consider only those paths that can be represented by a prefix
of length at most k, and prefixes of length k. Observe that some infinite paths can be represented by a finite
prefix with a “loop”: an infinite path is a (k, l)-lasso if π(k+1+j) = π(l+j), for all j ∈ N. In fact, the search
for witnesses can be restricted to lassos if K is finite. This leads to the following bounded semantics. In what
cases an LTL formula ϕ holds along a suffix πi of a (k, l)-lasso π in the bounded semantics, written πi |=k ϕ,
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is specified by the following conditions:
πi |=k Xϕ iff
{
πi+1 |=k ϕ if i < k,
πl |=k ϕ if i = k,
πi |=k Fϕ iff for some j ∈ {min(i, l), . . . , k}, π
j |=k ϕ,
πi |=k ϕ1Uϕ2 iff for some j ∈ {min(i, l), . . . , k}, πj |=k ϕ2,
and
{
πℓ |=k ϕ1 for all i ≤ ℓ < k and all l ≤ ℓ < j if j < i,
πℓ |=k ϕ1 for all l ≤ ℓ < j if j ≥ i.
In the case where π is not a (k, l)-lasso for any l, the bounded semantics only gives an approximation. In what
cases an LTL formula ϕ holds along a suffix πi of a path π that is not a (k, l)-lasso for any l, written πi |=k ϕ,
is specified by the following conditions:
πi |=k Xϕ iff πi+1 |=k ϕ and i < k,
πi |=k Fϕ iff for some j ∈ {i, . . . , k}, πj |=k ϕ,
πi |=k ϕ1Uϕ2 iff for some j ∈ {i, . . . , k}, πj |=k ϕ2,
and πℓ |=k ϕ1 for all i ≤ ℓ < j.
Note that π |=k ϕ implies π |= ϕ for all paths π. However, it might be the case that π |= ϕ but not π |=k ϕ.
For a detailed definition and discussion of Kripke structures and the syntax and semantics of LTL we
refer to other sources [3, 17]. For a detailed definition of the bounded semantics for LTL formulas, we
refer to the bounded model checking literature [5, 6]. The following problem is central to bounded model
checking. The unparameterized problem based on this problem is PSPACE-complete (cf. [3, 18]).
Bounded-Model-Checking-Witness
Instance: An LTL formula ϕ, a Kripke structure K, and an integer k ≥ 1.
Parameter: k.
Question: Is there some path π of K such that π |=k ϕ?
Complexity: in para-NP [6].
A.4.3 Quantified Fagin Definability
The W-hierarchy can also be defined by means of Fagin-definable parameterized problems [30], which are
based on Fagin’s characterization of NP. We provide an additional characterization of the class ∀k∃∗ by
means of some parameterized problems that are quantified analogues of Fagin-defined problems.
Let τ be an arbitrary vocabulary, and let τ ′ ⊆ τ be a subvocabulary of τ . We say that a τ -structure A
extends a τ ′-structure B if (i) A and B have the same domain, and (ii) A and B coincide on the interpretation
of all relational symbols in τ ′, i.e. RA = RB for all R ∈ τ ′. We say that A extends B with weight k
if
∑
R∈τ\τ ′ |R
A| = k. Let ϕ be a first-order formula over τ with a free relation variable X of arity s.
We let Π2 denote the class of all first-order formulas of the form ∀y1, . . . , yn.∃x1, . . . , xm.ψ, where ψ is
quantifier-free. Let ϕ(X) be a first-order formula over τ , with a free relation variable X with arity s.
∀k∃∗-FD(τ,τ
′)
ϕ
Instance: A τ ′-structure B, and an integer k.
Parameter: k.
Question: Is it the case that for each τ -structure A extending B with weight k, there exists some
relation S ⊆ As such that A |= ϕ(S)?
Complexity:
in ∀k∃∗ for each ϕ(X), τ ′ and τ (Proposition B.41);
∀k∃∗-hard for some ϕ(X) ∈ Π2, τ ′ and τ (Proposition B.42).
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∀∗∃k-FD(τ,τ
′)
ϕ
Instance: A τ ′-structure B, and an integer k.
Parameter: k.
Question: Is it the case that for each τ -structure A extending B, there exists some relation S ⊆ As
with |S| = k such that A |= ϕ(S)?
Complexity: ∀∗∃k-W[1]-hard for some ϕ(X) ∈ Π2 (Proposition B.43)
Characterization of ∀k∃∗ by means of quantified Fagin definability We let T denote the set of all
relational vocabularies, and for any τ ∈ T we let FOXτ denote the set of all first-order formulas over the
vocabulary τ with a free relation variable X . We then get the following characterization of ∀k∃∗:
∀k∃∗ = [ { ∀k∃∗-FD(τ
′,τ)
ϕ : τ ∈ T, τ
′ ⊆ τ, ϕ ∈ FOXτ } ]
fpt.
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B Additional Proofs
B.1 Proofs for Section 6.2
We give detailed proofs of the Propositions B.2–B.5 that were used in the proof of Theorems 15 and 16. We
first prove the following technical lemma.
Lemma B.1. Let M be an ∃∀-machine with m tapes and let k, t ∈ N. We can construct an ∃∀-machine M′
with m tapes (in time polynomial in |(M, k, t)|) such that the following are equivalent:
• there is an accepting run ρ of M′ with input ǫ and each computation path in ρ contains exactly k
existential configurations and exactly t universal configurations
• M halts on ǫ with existential cost k and universal cost t.
Proof. Let M = (S∃, S∀,Σ,∆, s0, F ) be an ∃∀-machine with m tapes. Now construct M =
(S′∃, S
′
∀,Σ,∆
′, s0, F
′) as follows:
S′∃ = { si : s ∈ S∃, 1 ≤ i ≤ k + t },
S′∀ = { si : s ∈ S∀, 1 ≤ i ≤ k + t },
∆′ = { (si, a, s′i+1, a
′, d) : (s, a, s′, a′, d) ∈ ∆, 1 ≤ i ≤ k + t− 1 } ∪
{ (si, a, si+1, a,Sm) : s ∈ S∃ ∪ S∀, a ∈ Σm }, and
F ′ = { fk+t : f ∈ F }.
To see that M′ satisfies the required properties, it suffices to see that for each (accepting) computation
path C1 → . . .→ Ck′+t′ of M with input ǫ that contains existential configurations C1, . . . , Ck′ and universal
configurations Ck′+1, . . . , Ck′+t′ for 1 ≤ k′ ≤ k and 1 ≤ t′ ≤ t, it holds that
C11 → . . .→ C
k′
k′ → C
k′+1
k′ → . . .→ C
k
k′ → C
k+1
k′+1 → . . .→ C
k+t′
k′+t′ → C
k+t′+1
k′+t′ → . . .→ C
k+t
k′+t′
is an (accepting) computation path of M′ with input ǫ, where for each 1 ≤ i ≤ k+ t and each 1 ≤ j ≤ k′+ t′
we let Cij be the configuration (si, x1, p1, . . . , xm, pm), where Cj = (s, x1, p1, . . . , xm, pm).
Proposition B.2. ∃k∀∗-TM-halt∗ ≤fpt ∃
k∀∗-MC
Proof. Let (M, k, t) be an instance of ∃k∀∗-TM-halt∗, where M = (S∃, S∀,Σ,∆, s0, F ) is an ∃∀-machine
with m tapes, and k and t are positive integers. We constuct in fpt-time an instance (A, ϕ) of ∃k∀∗-MC,
such that (M, k, t) ∈ ∃k∀∗-TM-halt∗ if and only if (A, ϕ) ∈ ∃k∀∗-MC. By Lemma B.1, it suffices to
construct (A, ϕ) in such a way that (A, ϕ) ∈ ∃k∀∗-WSat if and only if there exists an accepting run ρ of M
with input ǫ such that each computation path of ρ contains exactly k existential configurations and exactly t
universal configurations.
We constructA to be a τ -structure with domain A. We will define the vocabulary τ below. The domain A
of A is defined as follows:
A = S ∪ Σ ∪ {$,} ∪ {L,R,S} ∪ {0, . . . ,max{m, k + t− 1}} ∪ T,
where T is the set of tuples (a1, . . . , am) ∈ (Σ ∪ {$,})m and of tuples (d1, . . . , dm) ∈ {L,R,S}m occurring
in transitions of ∆. Observe that |A| = O(k + t+ |M|).
We now describe the relation symbols in τ and their interpretation in A. The vocabulary τ contains the
5-ary relation symbol D (intended as “transition relation”), and the ternary relation symbol P (intended as
“projection relation”), with the following interpretations:
DA = ∆, and
PA = { (j, b, bj) : 1 ≤ j ≤ m, b ∈ T, b = (b1, . . . , bm) }.
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Moreover, τ contains the unary relation symbols Rtape, Rcell, Rblank, Rend, Rsymbol, Rinit, Racc, Rleft, Rright,
Rstay, R∃, R∀, Ri for each 1 ≤ i ≤ k + t− 1, and Ra for each a ∈ Σ, which are interpreted in A as follows:
RAtape = {1, . . . ,m}, R
A
cell = {1, . . . , k + t}, R
A
blank = {}, R
A
end = {$}, R
A
symbol = Σ, R
A
init = {s0},
RAacc = F,R
A
left = {L}, R
A
right = {R}, R
A
stay = {S}, R
A
∃ = S∃, R
A
∀ = S∀,
RAi = {i} for each 1 ≤ i ≤ k + t− 1, and R
A
a = {a} for each a ∈ Σ.
Next, we define a formula that is intended to provide a fixed interpretation of some variables that we can
use to refer to the elements of the singleton relations of A:
ψconstants = Rblank(z) ∧Rend(z$) ∧Rblank(z) ∧Rleft(zleft) ∧Rright(zright) ∧
Rstay(zstay) ∧
∧
0≤i≤k+t−1
Ri(zi) ∧
∧
a∈Σ
Ra(za).
The formula ϕ that we will construct aims to express that there exist k transitions (from existential
states), such that for any sequence of t− 1 many transitions (from universal states), the entire sequence of
transitions results in an accepting state. It will contain variables si, ti, s
′
i, t
′
i, di, for 1 ≤ i ≤ k + t− 1.
The formula ϕ will also contain variables pi,j and qi,j,ℓ, for each k + 1 ≤ i ≤ k + t, each 1 ≤ j ≤ m
and each 1 ≤ ℓ ≤ k + t. The variables pi,j will encode the position of the tape head for tape j at the i-th
configuration in the computation path, and the variables qi,j,ℓ will encode the symbol that is at cell ℓ of
tape j at the i-th configuration in the computation path.
The position of the tape heads and the contents of the tapes for configurations 1 to k in the computation
path, will not be encoded by means of variables, but by means of the formulas ψsymbol,i and ψposition,i, which
we define below.
In addition the formula ϕ will contain variables z, z$, zinit, zleft, zright, zstay, z1, . . . , zk+t, za1 , . . . , za|Σ| ,
where Σ = {a1, . . . , a|Σ|}, that we will use to refer to elements of the singleton relations of A. We define ϕ
as follows:
ϕ = ∃s1, t1, s
′
1, t
′
1, d1, . . . , sk, tk, s
′
k, t
′
k, dk.
∀z, z$, zinit, zleft, zright, zstay, z1, . . . , zk+t, za1 , . . . , za|Σ| .
∀sk+1, tk+1, s′k+1, t
′
k+1, dk+1, . . . , sk+t−1, tk+t−1, s
′
k+t−1, t
′
k+t−1, dk+t−1.
∀pk+1,1, . . . , pk+t,m.qk+1,1,1, . . . , qk+t,m,k+t.ψ,
ψ = ψconstants → (ψ∃-states ∧ ψ∃-tapes ∧ ((ψ∀-states ∧ ψ∀-tapes)→ ψaccept)) ,
ψ∃-states = (s1 = zinit) ∧
∧
1≤i≤k
D(si, ti, s
′
i, t
′
i, di) ∧
∧
1≤i≤k−1
((si+1 = s
′
i) ∧R∃(si+1)) ,
ψ∀-states =
∧
k+1≤i≤k+t−1
D(si, ti, s
′
i, t
′
i, di) ∧
∧
k≤i≤k+t−2
((si+1 = s
′
i) ∧R∀(si+1)) , and
ψaccept = Racc(s
′
k+t−1),
where we define the formulas ψ∃-tapes and ψ∀-tapes below. In order to do so, for each 1 ≤ i ≤ k+ 1 we define
the quantifier-free formulas
ψsymbol,i(w, p, a, vi) and ψposition,i(w, p, vi),
with vi = s1, t1, s
′
1, t
′
1, d1, . . . , si−1, ti−1, s
′
i−1, t
′
i−1, di−1. Intuitively:
• ψsymbol,i(w, p, a, vi) represents whether, starting with empty tapes, whenever the sequence of transitions
in vi has been carried out, then the p-th cell of the w-th tape contains the symbol a; and
• ψposition,i(w, p, vi) represents whether, starting with empty tapes, whenever the sequence of transitions
in vi has been carried out, then the head of the w-th tape is at position p.
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We define ψsymbol,i(w, p, a, vi) and ψposition,i(w, p, vi) simultaneously by induction on i as follows:
ψsymbol,1(w, p, a) = Rtape(w) ∧Rcell(p) ∧ (p = z0 → a = z$) ∧ (p 6= z0 → a = z),
ψposition,1(w, p) = Rtape(w) ∧ (p = z1),
ψsymbol,i+1(w, p, a, vi+1) = Rtape(w) ∧Rcell(p) ∧
((ψposition(w, p, vi) ∧ P (w, t′i, x)) ∨ (¬ψposition(w, p, vi) ∧ ψsymbol,i(w, p, a, vi))) ,
ψposition,i+1(w, p, vi+1) = Rtape(w) ∧ ψleft,i+1(w, p, vi+1) ∧ ψright,i+1(w, p, vi+1) ∧ ψstay,i+1(w, p, vi+1),
ψleft,i+1(w, p, vi+1) = P (w, di, zleft) ∧
∨
1≤j≤i+1
(ψposition,i(w, zj , vi) ∧ (p = zj−1)),
ψright,i+1(w, p, vi+1) = P (w, di, zright) ∧
∨
1≤j≤i+1
(ψposition,i(w, zj , vi) ∧ (p = zj+1)), and
ψstay,i+1(w, p, vi+1) = P (w, di, zstay) ∧
∨
1≤j≤i+1
(ψposition,i(w, zj , vi) ∧ (p = zj)).
Note that for each 1 ≤ i ≤ k, the size of the formulas ψsymbol,i(w, p, a, vi) and ψposition,i(w, p, vi) only depends
on k. We can now define ψ∃-tapes:
ψ∃-tapes = ∀w.∀p.∀a.
∧
1≤i≤k
((ψposition,i(w, p, vi) ∧ ψsymbol,i(w, p, a, vi))→ P (w, ti, a)) .
Intuitively, the formulas ψ∃-states and ψ∃-tapes together represent whether the transitions specified by si, ti, s
′
i,
t′i, di, for 1 ≤ i ≤ k, together constitute a valid (partial) computation path.
Next, we define the formula ψ∀-tapes:
ψ∀-tapes = ψ∀-tapes-1 ∧ ψ∀-tapes-2 ∧ ψ∀-tapes-3 ∧ ψ∀-tapes-4 ∧ ψ∀-tapes-5,
ψ∀-tapes-1 =
∧
k+1≤i≤k+t
∧
1≤j≤m
(
Rcell(pi,j) ∧
∧
1≤ℓ≤k+t
Rsymbol(qi,j,ℓ)
)
,
ψ∀-tapes-2 =
∧
1≤j≤m


∧
1≤ℓ≤k+1
a∈Σ
((qk+1,j,ℓ = za)↔ ψsymbol,k+1(zj , zk+1, za, vk+1)) ∧
∧
k+2≤ℓ≤k+t
(qk+1,j,ℓ = z)

 ,
ψ∀-tapes-3 =
∧
1≤j≤m
∧
1≤i≤k+1
((pk+1,j = zi)↔ ψposition,k+1(zj , zi, vk+1)) ,
ψ∀-tapes-4 =
∧
1≤j≤m
∧
k+1≤i≤k+t−1
∧
1≤ℓ≤k+t

 (P (zj , di, zleft) ∧ (pi,j = zℓ))→ (pi+1,j = zℓ−1) ∧(P (zj , di, zright) ∧ (pi,j = zℓ))→ (pi+1,j = zℓ+1) ∧
(P (zj , di, zstay) ∧ (pi,j = zℓ))→ (pi+1,j = zℓ) ∧

 , and
ψ∀-tapes-5 =
∧
1≤j≤m
∧
k+1≤i≤k+t−1
∧
1≤ℓ≤k+t
∧
a∈Σ

 ((pi,j 6= zℓ)→ (qi+1,j,ℓ = qi,j,ℓ)) ∧((pi,j = zℓ) ∧ P (zj, ti, za)→ (qi,j,ℓ = za)) ∧
((pi,j = zℓ) ∧ P (zj, t′i, za)→ (qi+1,j,ℓ = za))

 .
Intuitively, the formulas ψ∀-states and ψ∀-tapes together represent whether the transitions specified by si, ti, s
′
i,
t′i, di, for k + 1 ≤ i ≤ k + t − 1, together constitute a valid (partial) computation path, extending the
computation path represented by the transitions si, ti, s
′
i, t
′
i, di, for 1 ≤ i ≤ k.
It is straightforward to verify that ϕ is (logically equivalent to a formula) of the right form, containing k′ =
5k existentially quantified variables. Also, it is now straightforward to verify that (M, k, t) ∈ ∃k∀∗-TM-halt∗
if and only if (A, ϕ) ∈ ∃k∀∗-MC.
Proposition B.3. For any parameterized problem P that is decided by some ∃k∀∗-machine with m tapes,
it holds that P ≤fpt ∃
k∀∗-TM-haltm+1.
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Proof. Let P be a parameterized problem, and let M = (S∃, S∀,Σ,∆, s0, F ) be an ∃k∀∗-machine with m
tapes that decides it, i.e., there exists some computable function f and some polynomial p such that for any
instance (x, k) of P we have that any computation path ofM with input (x, k) has length at most f(k) ·p(|x|)
and contains at most f(k) · log |x| nondeterministic existential configurations. We show how to construct in
fpt-time for each instance (x, k) of P an ∃∀-machine M(x,k) with m+1 tapes, and positive integers k′, t ∈ N
such that M(x,k) accepts the empty string with existential cost k′ and universal cost t if and only if M
accepts (x, k).
The idea of this construction is the following. We add to Σ a fresh symbol σ(C1,...,Cu) for each sequence
of possible “transitions” T1, . . . , Tu of M, where u ≤ ⌈log |x|⌉. The machine M(x,k) starts with nondeter-
ministically writing down f(k) symbols σ(T1,...,T⌈log |x|⌉) to tape m + 1 (stage 1). This can be done using k
′
nondeterministic existential steps. Then, using universal steps, it writes down the input (x, k) to its first
tape (stage 2). It continues with simulating the existential steps in the execution of M with input (x, k)
(stage 3): each deterministic existential step can simply be performed by a deterministic universal step, and
each nondeterministic existential step can be simulated by “reading off” the next configuration from the
symbols on tape m+ 1, and transitioning into this configuration (if this step is allowed by ∆). Finally, the
machine M(x,k) simply performs the universal steps in the execution of M with input (x, k) (stage 4).
Let (x, k) be an arbitrary instance of P . We construct M(x,k) = (S′∃, S
′
∀,Σ
′,∆′, s′0, F
′). We split the
construction of M(x,k) into several steps that correspond to the various stages in the execution of M(x,k)
described above. We begin with defining Σ′:
Σ′ = Σ ∪ { σ(T1,...,Tu) : 0 ≤ u ≤ ⌈log |x|⌉, 1 ≤ i ≤ u, Tu = (s, a, d), s ∈ S, a ∈ Σ
m, d ∈ {L,R,S}m }.
Observe that for each s ∈ S and each a ∈ Σm, each Tu = (s′, a
′, d) specifies a tuple (s, a, s′, a′, d) that may
or may not be contained in ∆, i.e., a “possible transition.” Note that also σ() ∈ Σ
′, where () denotes the
empty sequence. Moreover, it is straightforward to verify that |Σ′| = |Σ|+O(|x|).
We now construct the formal machinery that executes the first stage of the execution of M(x,k). We let:
S1,∃ = {s1,guess, s1,done}, and
∆′1 = { (s1,guess, a, s1,guess, a
′, d) : a = m+1, a′ = mσ(T1,...,T⌈log |x|⌉),
1 ≤ i ≤ ⌈log |x|⌉, Ti ∈ S × Σm × {L,R,S}m, d = S
mR } ∪
{ (s1,guess, a, s1,done, a, d) : a = 
m+1, d = SmL } ∪
{ (s1,done, a, s1,done, a, d) : a ∈ {}m × Σ′, d = S
mL } ∪
{ (s1,done, a, s2,0, a, d) : a = m$, d = S
mR },
where we will define s2,0 ∈ S′∀ below (s2,0 will be the first state of the second stage of M
(x,k)). Furthermore,
we let:
s′0 = s1,guess.
The intuition behind the above construction is that state s1,guess can be used as many times as necessary
to write the symbol σ(T1,...,T⌈log |x|⌉) to the (m + 1)-th tape, for some sequence T1, . . . , T⌈log |x|⌉ of “possible
transitions.” Then, the state s1,done moves the tape head of tape m+ 1 back to the first position, in order
to continue with the second stage of the execution of M(x,k).
We continue with the definition of those parts of M(x,k) that perform the second stage of the execution
of M(x,k), i.e., writing down the input (x, k) to the first tape. Let the sequence (σ1, . . . , σn) ∈ Σn denote the
representation of (x, k) using the alphabet Σ. We define:
S2,∀ = { s2,i : 1 ≤ i ≤ n } ∪ {s2,n+1 = s2,done}, and
∆′2 = { (s2,i, a, s2,i+1, a
′, d) : 1 ≤ i ≤ n, a ∈ mσ, σ ∈ Σ′, a = σim−1σ, d = R(S)m } ∪
{ (s2,done, a, s2,done, a, d) : a ∈ Σ× {}m−1 × Σ′, d = LS
m } ∪
{ (s2,done, a, s3,0, a, d) : a = {$} × {}
m−1 × Σ′, d = RSm },
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where we will define s3,0 ∈ S′∀ below (s3,0 will be the first state of the second stage of M
(x,k)). Intuitively,
each state s2,i writes the i-th symbol of the representation of (x, k) (that is, symbol σi) to the first tape, and
state s2,n+1 = s2,done moves the tape head of the first tape back to the first position. Note that the states
in S2,∀ are deterministic.
Next, we continue with the definition of those parts ofM(x,k) that perform the third stage of the execution
of M(x,k), i.e., simulating the existential steps in the execution of M with input (x, k). We define:
S3,∀ = S∃, and
∆′3 = {∆
′
3,s : s ∈ S∃ },
where for each s ∈ S∃ we define the set ∆′3,s ⊆ ∆
′
3 as follows:
∆′3,s = {∆
′
3,s,a : a ∈ Σ
m },
and where for each s ∈ S∃ and each a ∈ Σ
m we define:
∆(s,a) = { (s
′, a′, d) : (s, a, s′, a′, d) ∈ ∆ },
∆′3,s,a =


{ (s, aσ′, s′, a′σ′, dS) : σ′ ∈ Σ′ } if ∆(s,a) = {(s
′, a′, d)},
{ (s, aσ(T1,...,Tu), s
′, a′σ(T2,...,Tu), dS) :
1 ≤ u ≤ ⌈log |x|⌉, T1 = (s′, a
′, d), (s, a, s′, a′, d) ∈ ∆ } ∪
{(s, aσ(), s, a,S
mR)}
if |∆(s,a)| > 1,
∅ otherwise.
Observe that there exist transitions from states in S3,∀ to states in S∀; this will be unproblematic, since we
will have that S∀ ⊆ S′∀ (see below). Intuitively, each state in S∃ that is deterministic in M simply performs
its behavior from M on the first m tapes, and ignores tape m + 1. Each state in S∃ that would lead to
nondeterministic behavior in M, performs the transition T1 that is written as first “possible transition” in
the currently read symbol σ(T1,...,Tu) on tape m+1 (if this transition is allowed by ∆), and removes T1 from
tape m+ 1 (by replacing σ(T1,...,Tu) by σ(T2,...,Tu)). Note that the states in S3,∀ are deterministic.
We continue with formally defining the part ofM(x,k) that performs stage 4, i.e., performing the (possibly
nondeterministic) universal steps in the execution of M with input (x, k). We define:
S4,∀ = S∀, and
∆′4 = { (s, aδ
′, s′, a′δ′, dS) : s ∈ S∀, a ∈ Σm, (s, a, s′, a
′, d) ∈ ∆ }.
Intuitively, each state in S∀ simply performs its behavior fromM on the firstm tapes, and ignores tape m+1.
Note that the states in S4,∀ may be nondeterministic.
We conclude our definition of M(x,k) = (S′∃, S
′
∀,Σ
′,∆′, s′0, F
′):
S′∃ = S1,∃,
S′∀ = S2,∀ ∪ S3,∀ ∪ S4,∀,
∆′ = ∆′1 ∪∆
′
2 ∪∆
′
3 ∪∆
′
4,
s′0 = s1,guess (as mentioned above), and
F ′ = F.
Finally, we define k′ and t:
k′ = 2f(k) + 2 and t = 2|(x, k)|+ f(k) · (p(|x|) + 1) + 2.
Intuitively, M′ needs k′ = 2f(k) + 2 existential steps to write down f(k) symbols σ(T1,...,T⌈log |x|⌉) and return
the tape head of tape m+ 1 to the first position. It needs 2|(x, k)|+ 2 steps to write the input (x, k) to the
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first tape and return the tape head of tape 1 to the first position. It needs ≤ f(k) · p(|x|) + f(k) steps to
simulate the existential steps in the execution of M with input (x, k), and to perform the universal steps in
the execution of M with input (x, k).
This concludes our construction of the instance (M(x,k), k′, t) of ∃k∀∗-TM-haltm+1. It is straightforward
to verify that (x, k) ∈ P if and only if (M(x,k), k′, t) ∈ ∃k∀∗-TM-haltm+1, by showing that M accepts (x, k)
if and only if (M(x,k), k′, t) ∈ ∃k∀∗-TM-haltm+1.
Proposition B.4. There is an ∃k∀∗-machine with a single tape that decides ∃≤k∀∗-WSat.
Proof. We describe an ∃k∀∗-machine M with 1 tape for ∃≤k∀∗-WSat, that accepts the language
∃≤k∀∗-WSat. We will not spell out the machine M = (S∃, S∀,Σ,∆, s0, F ) in full detail, but describe M in
such detail that the working of M is clear and writing down the complete formal description of M can be
done straightforwardly.
We assume that instances (ϕ, k) are encoded as strings σ1σ2 . . . σn over an alphabet Σ
′ ⊆ Σ. We denote the
representation of an instance (ϕ, k) using the alphabet Σ′ by Repr(ϕ, k). Also, for any Boolean formula ψ(Z)
over variables Z and any (partial) assignment γ : Z → {0, 1}, we let Repr(ψ, γ) denote the representation
(using alphabet Σ) of the formula ψ, where each variable z ∈ Dom(γ) is replaced by the constant value γ(z).
Let (ϕ, k) be an instance of ∃≤k∀∗-WSat, where ϕ = ∃X.∀Y.ψ, X = {x1, . . . , xn}, and Y = {y1, . . . , ym}.
In the initial configuration of M, the tape contains the word Repr(ϕ, k). We construct M in such a way
that it proceeds in seven stages. Intuitively, in stage 1, M adds Repr(ψ, ∅) to the right of the tape
contents. We will refer to this word Repr(ψ, ∅) as the representation of ψ. In stage 2, it appends the
word (1 . . .1), containing ⌈logn⌉ = u many 1s, k times to the right of the tape contents. Next, in stage 3,M
(nondeterministically) overwrites each such word (1 . . . 1) by (b1, . . . , bu), for some bits b1, . . . , bu ∈ {0, 1}.
Then, in stage 4, it repeatedly reads some word (b1, . . . , bu) written at the rightmost part of the tape, and
in the representation of ψ, written as “second word” on the tape, instantiates variable xi to the value 1,
where b1 . . . bu is the binary representation of i. After stage 4, at most k variables xi are instantiated to 1.
Then, in stage 5, M instantiates the remaining variables xi in the representation of ψ to the value 0. These
first five stages are all implemented using states in S∃. The remaining two stages are implemented using
states in S∀. In stage 6, M nondeterministically instantiates each variable yj in the representation of ψ to
some truth value 0 or 1. Finally, in stage 7, the machine verifies whether the fully instantiated formula ψ
evaluates to true or not, and accepts if and only if the formula ψ evaluates to true.
We now give a more detailed description of the seven stages of M, by describing what each stage does
to the tape contents, and by giving bounds on the number of steps that each stage needs. In the initial
configuration, the tape contents w0 are as follows (we omit trailing blank symbols):
w0 = $Repr(ϕ, k).
In stage 1, M transforms the tape contents w0 to the following contents w1:
w1 = $Repr(ϕ, k)Repr(ψ, ∅),
where ∅ denotes the empty assignment to the variables X ∪ Y . This addition to the tape contents can be
done by means of O(|Repr(ϕ, k)|) many deterministic existential steps.
Next, in stage 2, M adds to the tape contents k words of the form (1 . . . 1), each containing ⌈logn⌉
many 1s, resulting in the tape contents w2 after stage 2:
w2 = $Repr(ϕ, k)Repr(ψ, ∅)
⌈log n⌉︷ ︸︸ ︷
1 . . . 1︸ ︷︷ ︸
word 1

⌈logn⌉︷ ︸︸ ︷
1 . . . 1︸ ︷︷ ︸
word 2
 . . .
⌈logn⌉︷ ︸︸ ︷
1 . . . 1︸ ︷︷ ︸
word k
.
This addition to the tape contents can be done by means of O(k ·|Repr(ϕ, k)|2) many deterministic existential
steps.
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Then, in stage 3, M proceeds nondeterministically. It replaces each word of the form (1 . . . 1) that were
written to the tape in stage 2 by a word of the form (b1, . . . , bu), for some bits b1, . . . , bu ∈ {0, 1} ⊆ Σ.
Here we let u = ⌈logn⌉. Resultingly, the tape contents w3 after stage 3 are:
w3 = $Repr(ϕ, k)Repr(ψ, ∅)b
1
1 . . . b
1
ub
2
1 . . . b
2
u . . .b
k
1 . . . b
k
u,
where for each 1 ≤ i ≤ k and each 1 ≤ j ≤ u, bij ∈ {0, 1}. This transformation of the tape contents can be
done by means of O(k · ⌈logn⌉) many nondeterministic existential steps.
In stage 4, M repeatedly performs the following transformation of the tape contents, until all
words bi1 . . . b
i
u are removed. The tape contents w
′
3 before each such transformation are as follows:
w′3 = $Repr(ϕ, k)Repr(ψ, α)b
1
1 . . . b
1
ub
2
1 . . . b
2
u . . .b
ℓ
1 . . . b
ℓ
u,
for some partial assignment α : X → {0, 1}, and some 1 ≤ ℓ ≤ k. Each such transformation functions in
such a way that the tape contents w′′3 afterwards are:
w′′3 = $Repr(ϕ, k)Repr(ψ, α
′)b11 . . . b
1
ub
2
1 . . . b
2
u . . .b
ℓ−1
1 . . . b
ℓ−1
u ,
where the bit string bℓ1 . . . b
ℓ
u is the binary representation of the integer i ≤ 2
u, and where the assignment α′
is defined for all 1 ≤ j ≤ n, by:
α′(xj) =


α(xj) if xj ∈ Dom(α),
1 if xj 6∈ Dom(α) and j = i,
undefined otherwise.
Each such transformation can be implemented by means of O(|Repr(ψ, α)|2 · k⌈logn⌉) many deterministic
existential steps. After all the k many transformation of stage 4 are performed, the tape contents w4 are
thus as follows:
w4 = $Repr(ϕ, k)Repr(ψ, αpos),
where αpos : X → {0, 1} is the partial assignment such that Dom(αpos) = {i1, . . . , ik}, and αpos(xij ) = 1 for
each 1 ≤ j ≤ k, where for each 1 ≤ j ≤ k, the integer ij is such that b
j
1 . . . b
j
u is the binary representation of ij .
The operations in stage 4 can be implemented by means of O(|Repr(ψ, ∅)|2 · k2⌈logn⌉) many deterministic
existential steps.
Next, in stage 5, the machine M transforms the tape contents by modifying the word Repr(ψ, αpos),
resulting in w5:
w5 = $Repr(ϕ, k)Repr(ψ, α),
where the complete assignment α′ : X → {0, 1} is defined as follows:
α(x) =
{
αpos(x) if x ∈ Dom(αpos),
0 otherwise.
This can be done using O(|Repr(ψ, αpos)|) nondeterministic existential steps. Note that the assignment α
has weight at most k.
Now, in stage 6, the machineM alternates to universal steps. It nondeterministically transforms the tape
contents using O(|Repr(ψ, α)|) nondeterministic universal steps, resulting in the tape contents w6:
w6 = $Repr(ϕ, k)Repr(ψ, α ∪ β),
for some complete assignment β : Y → {0, 1}.
Finally, in stage 7, M checks whether the assignment α ∪ β satisfies the formula ψ. This check can be
done by means of O(|Repr(ψ, α ∪ β)|) many deterministic universal steps. The machine M accepts if and
only if α ∪ β satisfies ψ.
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It is straightforward to verify that there exists a computable function f and a polynomial p such that each
computation path of M with input (ϕ, k) has length at most f(k) · p(|ϕ|) and contains at most f(k) · log |ϕ|
many nondeterministic existential configurations. Also, it is straightforward to verify that M accepts an
input (ϕ, k) if and only if (ϕ, k) ∈ ∃≤k∀∗-WSat. This concludes our proof that the ∃k∀∗-machine M decides
∃≤k∀∗-WSat.
Proposition B.5. Let A and B be parameterized problem, and let m ∈ N be a positive integer. If B is
decided by some ∃k∀∗-machine with m tapes, and if A ≤fpt B, then A is decided by some ∃k∀∗-machine
with m tapes.
Proof. Let R be the fpt-reduction from A to B, and let M be an algorithm that decides B and that can
be implemented by an ∃k∀∗-machine with m tapes. Clearly, the composition of R and M is an algorithm
that decides A. It is straightforward to verify that the composition of R and M can be implemented by an
∃k∀∗-machine with m tapes.
The following statement is known from the literature.
Proposition B.6 (cf. [43, Thm 8.9 and Thm 8.10]). Let m ≥ 1 be a (fixed) positive integer. For each
ATM M with m tapes, there exists an ATM M′ with 1 tape such that:
• M and M′ are equivalent, i.e., they accept the same language;
• M′ simulates n many steps of M using O(n2) many steps; and
• M′ simulates existential steps of M using existential steps, and simulates universal steps of M using
universal steps.
Corollary B.7. ∃k∀∗-TM-halt2 ≤fpt ∃k∀∗-TM-halt1.
B.2 Proofs for the Compendium
Proposition B.8. ∃k∀∗-WSat ≤fpt ∃≤k∀∗-WSat.
Proof. Let (ϕ, k) be an instance of ∃k∀∗-WSat, where ϕ = ∃X.∀Y.ψ, and X = {x1, . . . , xn}. We construct
an instance (ϕ′, k′) of ∃≤k∀∗-WSat. Let C = { cij : 1 ≤ i ≤ k, 1 ≤ j ≤ n } be a set of fresh propositional
variables. Intuitively, we can think of the variables cij as being placed in a matrix with k columns and n
rows: variable cij is positioned in the i-th column and in the j-th row. We ensure that in each column,
exactly one variable is set to true (see ψcol below), and that in each row, at most one variable is set to true
(see ψrow below). This way, any satisfying assignment must set exactly k variables in the matrix to true,
in different rows. Next, we ensure that if any variable in the j-th row is set to true, that xj is set to true
(see ψcorr below). This way, we know that exactly k many variables xj must be set to true in any satisfying
assignment.
Formally, we define:
ϕ′ = ∃X ∪C.∀Y.ψ′;
k′ = 2k;
ψ′ = ψcol ∧ ψrow ∧ ψcorr ∧ ψ;
ψcol =
∧
1≤j≤n
( ∨
1≤i≤k
cij ∧
∧
1≤i<i′≤k
(¬cij ∨ ¬c
i′
j )
)
;
ψrow =
∧
1≤i≤k
∧
1≤j<j′≤n
(¬cij ∨ ¬c
i
j′ ); and
ψcorr =
∧
1≤i≤k
∧
1≤j≤n
cij → xj .
Any assignment α : X ∪ C → {0, 1} that satisfies ψcol ∧ ψrow must set the variables c1j1 , . . . , c
k
jk
to true,
for some 1 ≤ j1 < · · · < jk ≤ n. Furthermore, if α satisfies ψcorr, it must also set xj1 , . . . , xjk to true.
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It is now easy to show that (ϕ, k) ∈ ∃k∀∗-WSat if and only if (ϕ′, k′) ∈ ∃≤k∀∗-WSat. Let α : X → {0, 1}
be an assignment of weight k such that ∀Y.ψ[α] is true, where { xi : 1 ≤ i ≤ n, α(xi) = 1 } = {xj1 , . . . , xjk}.
Then consider the assignment γ : C → {0, 1} where γ(cij) = 1 if and only if j = ji. Then the assignment α∪γ
has weight k′, and has the property that ∀Y.ψ′[α ∪ γ] is true.
Conversely, let γ : X ∪ C → {0, 1} be an assignment of weigth k′ such that ∀Y.ψ′[γ] is true. Then the
restriction α of γ to the variables X has weight k, and has the property that ∀Y.ψ[α] is true.
Proposition B.9. ∃≤k∀∗-WSat ≤fpt ∃k∀∗-WSat.
Proof. Let (ϕ, k) be an instance of ∃≤k∀∗-WSat, with ϕ = ∃X.∀Y.ψ. We construct an instance (ϕ′, k) of
∃k∀∗-WSat. Let X ′ = {x′1, . . . , x
′
k}. Now define ϕ
′ = ∃X ∪X ′.∀Y.ψ. We show that (ϕ, k) ∈ ∃≤k∀∗-WSat
if and only if (ϕ′, k) ∈ ∃k∀∗-WSat.
(⇒) Assume that (ϕ, k) ∈ ∃≤k∀∗-WSat. This means that there exists an assignment α : X → {0, 1} of
weight ℓ ≤ k such that ∀Y.ψ[α] evaluates to true. Define the assignment α′ : X ′ → {0, 1} as follows. We
let α′(x′i) = 1 if and only if 1 ≤ i ≤ k − ℓ. Then the assignment α ∪ α
′ has weight k, and ∀Y.ψ[α ∪ α′]
evaluates to true. Therefore, (ϕ′, k) ∈ ∃k∀∗-WSat.
(⇐) Assume that (ϕ′, k) ∈ ∃k∀∗-WSat. This means that there exists an assignment α : X ∪X ′ → {0, 1}
of weight k such that ∀Y.ψ[α] evaluates to true. Now let α′ be the restriction of α to the set X of variables.
Clearly, α′ has weight at most k. Also, since ψ contains no variables in X ′, we know that ∀Y.ψ[α′] evaluates
to true. Therefore, (ϕ, k) ∈ ∃≤k∀∗-WSat.
Proposition B.10. ∃≥k∀∗-WSat is para-ΣP2 -hard.
Proof. To show para-ΣP2 -hardness, it suffices to show that the problem is already Σ
P
2 -hard when the parameter
value is restricted to 1 [29]. We give a polynomial-time reduction from QSat2 to the slice of ∃
≥k∀∗-WSat
where k = 1. Let ϕ = ∃X.∀Y.ψ be an instance of QSat2. We let ϕ
′ = ∃X.∀Y ′.ψ, where Y ′ = Y ∪ {y0} for
a fresh variable y0. Moreover, we let k = 1. We claim that ϕ ∈ QSat2 if and only if (ϕ
′, k) ∈ ∃≥k∀∗-WSat.
(⇒) Assume that ϕ ∈ QSat2, i.e., that there exists a truth assignment α : X → {0, 1} such that ∀Y.ψ[α]
is true. We show that for all truth assignments β : Y ′ → {0, 1} of weight at least 1 it holds that ψ[α ∪ β] is
true. Let β : Y ′ → {0, 1} be an arbitrary such truth assignment. Clearly, since ψ contains only variables in Y
and since ∀Y.ψ[α] is true, we know that ψ[α ∪ β] is true. Thus, we can conclude that (ϕ, k) ∈ ∃≥k∀∗-WSat.
(⇐) Conversely, assume that (ϕ, k) ∈ ∃≥k∀∗-WSat, i.e., that there exists a truth assignment α : X →
{0, 1} such that for all truth assignments β : Y ′ → {0, 1} of weight at least 1 it holds that ψ[α ∪ β] is true.
We show that ∀Y.ψ[α] is true. Let β : Y → {0, 1} be an arbitrary truth assignment. Construct the truth
assignment β′ : Y ′ → {0, 1} as follows. On the variables in Y , β and β′ coincide, and β′(y′) = 1. Clearly, β′
has weight at least 1, and thus ψ[α ∪ β′] is true. Since ψ does not contain the variable y0, we then know
that ψ[α ∪ β] is true as well. Then, since β was arbitrary, we can conclude that ϕ ∈ QSat2.
Proposition B.11. ∃≥k∀∗-WSat is in para-ΣP2 .
Proof. To show para-ΣP2 -membership, we show that the problem is in Σ
P
2 -hard after a precomputation on
the parameter [29], i.e., we give a reduction from ∃≥k∀∗-WSat to QSat2 that is allowed to run in fpt-time.
Let (ϕ, k) be an instance of ∃≥k∀∗-WSat, where ϕ = ∃X.∀Y.ψ. We construct an instance ϕ′ of QSat2 as
follows.
We let Z be a set of fresh variables. Then, let χ be a propositional formula on the variables Y ∪ Z that
is unsatisfiable if and only if less than k variables in Y are set to true. This formula χ is straightforward to
construct, and we omit the details of the construction here. Then, we let ϕ′ = ∃X.∀Y ∪ Z.ψ′, where ψ′ =
χ→ ψ. We claim that (ϕ, k) ∈ ∃≥k∀∗-WSat if and only if ϕ′ ∈ QSat2.
(⇒) Assume that (ϕ, k) ∈ ∃≥k∀∗-WSat, i.e., that there exists a truth assignment α : X → {0, 1} such
that for all truth assignments β : Y → {0, 1} of weight at least k it holds that ψ[α ∪ β] is true. We show
that ϕ′ ∈ QSat2. We show that ∀Y ∪ Z.ψ
′[α] is true. Let γ : Y ∪ Z → {0, 1} be an arbitrary truth
assignment. We distinguish two cases: either (i) γ satisfies χ or (ii) this is not the case. In case (i), we know
that χ is satisfied, and thus that γ sets at least k variables in Y to true. Therefore, we know that ψ[α ∪ γ]
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is true, and thus that α ∪ γ satisfies ψ′. In case (ii), α ∪ γ satisfies ψ′ because it does not satisfy χ. Then,
since γ was arbitrary, we know that ϕ′ ∈ QSat2.
(⇐) Conversely, assume that ϕ′ ∈ QSat2, i.e., that there exists an truth assignment α : X → {0, 1}
such that for all truth assignments γ : Y ∪ Z → {0, 1} it holds that ψ′[α ∪ γ] is true. We show that (ϕ, k) ∈
∃≥k∀∗-WSat. In particular, we show that for all truth assignments β : Y → {0, 1} of weight at least k
it holds that ψ[α ∪ β] is true. Let β : Y → {0, 1} be a truth assignment of weight at least k. Since, by
construction, χ is satisfiable if and only if at least k variables in Y are set to true, we know that we can
extend the assignment β to a truth assignment γ : Y ∪ Z → {0, 1} that satisfies χ. Then, since ψ′[α ∪ γ]
is true, and since γ satisfies χ, we know that α ∪ γ satisfies ψ. Moreover, since ψ contains only variables
in X ∪ Y , and since γ coincides with β on the variables in Y , we know that ψ[α ∪ β] is true. Since β was
arbitrary, we can conclude that (ϕ, k) ∈ ∃≥k∀∗-WSat.
Proposition B.12. ∃n−k∀∗-WSat is ∃k∀∗-complete.
Proof. We show that ∃k∀∗-WSat ≡fpt ∃n−k∀∗-WSat. The same reduction works for both directions. We
describe the fpt-reduction from ∃k∀∗-WSat to ∃n−k∀∗-WSat. Let (ϕ, k) be an instance of ∃k∀∗-WSat,
with ϕ = ∃X.∀Y.ψ. Assume without loss of generality that ϕ contains only binary conjunctions and negations.
We construct an instance (ϕ′, k) of ∃n−k∀∗-WSat. Intuitively, we construct ϕ′ by replacing in ϕ all literals
over variables in X by their complement.
Formally, we let ϕ′ = ∃X.∀Y.τ(ψ), where τ(¬ψ1) = ¬τ(ψ1), τ(ψ1 ∧ ψ2) = τ(ψ1) ∧ τ(ψ2), τ(y) = y for
all y ∈ Y , and τ(x) = ¬x for all x ∈ X .
It is straightforward to verify that for each assignment α to the propositional variables X of weight k we
have that ψ[α] = ψ′[α], where α is the assignment of weight n− k obtained by flipping all assignments of α,
i.e., α(x) = ¬α(x). Thus, (ϕ, k) ∈ ∃k∀∗-WSat if and only if (ϕ′, k) ∈ ∃n−k∀∗-WSat.
Proposition B.13. The problem ∃∗∀k-WSat is ∃∗∀k-W[P]-hard, even when restricted to quantified circuits
that are in negation normal form and that are anti-monotone in the universal variables.
Proof (sketch). We show the equivalent result that ∀∗∃k-WSat is ∀∗∃k-W[P]-hard, even when restricted
to quantified circuits that are in negation normal form and that are monotone in the existential variables.
The proof of this statement is very similar to the proof of Proposition 20. We describe the modifications
that need to be made to the construction. In a similar fashion, given a quantified circuit C, we construct a
quantified circuit C′ that is monotone in the existential variables, by introducing k sets Y1, . . . , Yk of copies
of the input nodes, and simulating the original input nodes yj and their negations ¬yj by internal nodes yj
and y′j in the constructed circuit. In the modified construction, we can dispose of the nodes z
j,j′
i and the
nodes zi. Moreover, we modify the subcircuit B to check whether at least k of its inputs are set to true,
and we let its input nodes be the nodes y1, . . . , ym in the constructed circuit. The resulting circuit C
′ is
in negation normal form, is monotone in the existential variables, and constitutes an equivalent instance of
∀∗∃k-WSat.
Proposition B.14. QSat2(∃-incid.tw) is para-Σ
P
2 -complete. Furthermore, para-Σ
P
2 -hardness holds even
for the case where the input formula is in DNF.
Proof. Membership in para-ΣP2 is obvious. To show para-Σ
P
2 -hardness, it suffices to show that the problem is
already ΣP2 -hard when the parameter value is restricted to 1 [29]. We show this by means of a reduction from
∃∀-Sat. The idea of this reduction is to introduce for each existentially quantified variable x a corresponding
universally quantified variable zx that is used to represent the truth value assigned to x. Each of the
existentially quantified variables then only directly interacts with universally quantified variables.
Take an arbitrary instance of ∃∀-Sat, specified by ϕ = ∃X.∀Y.ψ(X,Y ), where ψ(X,Y ) is in DNF. We
introduce a new set Z = { zx : x ∈ X } of variables. It is straightforward to verify that ϕ = ∃X.∀Y.ψ(X,Y )
is equivalent to the formula ∃Z.∀X.∀Y.χ, where χ =
∨
x∈X [(x ∧ ¬zx) ∨ (¬x ∧ zx)] ∨ ψ(X,Y ). Also,
clearly, IG(Z, χ′) consists only of isolated paths of length 2, and thus has treewidth 1. Thus, the unpa-
rameterized problem consisting of all yes-instances of QSat2(∃-incid.tw), where the input formula is in DNF
and the parameter value is 1, is ΣP2 -hard. This proves that QSat2(∃-incid.tw) is para-Σ
P
2 -hard.
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Proposition B.15. QSat2(∀-incid.tw) is para-NP-complete. Furthermore, para-NP-hardness holds even
for the case where the input formula is in DNF.
Proof. We show para-NP-hardness by showing that the problem is already NP-hard when restricted to
instances where the parameter value is 1 [29]. We reduce from Sat, and the idea behind this reduction is to
reduce the instance of Sat to an instance of ∃∀-Sat whose matrix is in DNF by using the standard Tseitin
transformation, resulting in tree-like interactions between the universally quantified variables.
Let ϕ be a propositional formula whose satisfiability we want to decide, with Var(ϕ) = X . Assume
without loss of generality that ϕ contains only the connectives ¬ and ∧. Equivalently, we want to determine
whether the QBF ψ = ∃X.∀∅.ϕ is true. We can transform ψ into an equivalent QBF ψ′ = ∃X.∀Y.χ whose
matrix is in DNF by using the standard Tseitin transformation [61] as follows. Let Sub(ϕ) = {r1, . . . , rs} be
the set of subformulas of ϕ. We let Y = {y1, . . . , ys} contain one propositional variable yi for each ri ∈ Sub(ϕ).
Then, we define ψ′ = ∃X.∀Y.χ, where χ = rϕ ∨
∨
1≤i≤u χi, and:
χi =


(ri ∧ rj) ∨ (¬ri ∧ ¬rj) if ri = ¬rj ;
(ri ∧ ¬x) ∨ (¬ri ∧ x) if ri = x ∈ X ;
(ri ∧ ¬rj) ∨ (ri ∧ ¬rk) ∨ (¬ri ∧ rj ∧ rk) if ri = rj ∧ rk.
It is straightforward to verify that ψ and ψ′ are equivalent. Moreover, IG(Y, χ) is a tree, and thus has
treewidth 1. Therefore, it is easy to construct a tree decomposition (T , (Bt)t∈T ) of IG(Y, χ) of width 1 in
polynomial time. Then (T , (Bt)t∈T ) and ψ′ together are an instance of (QSat2(∀-incid.tw))1 such that ψ
′
is true if and only if ϕ is satisfiable.
We now show para-NP-membership of QSat2(∀-incid.tw). Let ϕ = ∃X.∀Y.ψ be a quantified Boolean
formula where ψ = δ1 ∨ · · · ∨ δu, and let (T , (Bt)t∈T ) be a tree decomposition of IG(Y, ψ) of width k. We
may assume without loss of generality that (T , (Bt)t∈T ) is a nice tree decomposition. We may also assume
without loss of generality that for each t ∈ T , Bt contains some y ∈ Y . We construct a CNF formula ϕ′
that is satisfiable if and only if ϕ is true. The idea is to construct a formula that encodes the following
guess-and-check algorithm. Firstly, the algorithm guesses an assignment γ to the existential variables. Then,
the algorithm uses a dynamic programming approach using the tree decomposition to decide whether the
formula instantiated with γ is valid. This dynamic programming approach is widely used to solve problems
for instances where some graph representing the structure of the instance has small treewidth (cf. [8]).
Next, we show how to encode this guess-and-check algorithm into a formula ϕ′ that is satisfiable if and only
if the algorithm accepts. We let Var(ϕ′) = X ∪ Z where Z = { zt,α,i : t ∈ T, α : Var(t)→ {0, 1}, 1 ≤ i ≤ u }.
Intuitively, the variables zt,α,i represent whether at least one assignment extending α (to the variables
occurring in nodes t′ below t) violates the term δi of ψ. We then construct ϕ
′ as follows by using the
structure of the tree decomposition. For all t ∈ T , all α : Var(t) → {0, 1}, all 1 ≤ i ≤ u, and each
literal l ∈ δi such that Var(l) ∈ X , we introduce the clause:
(l → zt,α,i). (38)
Then, for all t ∈ T , all α : Var(t)→ {0, 1}, and all 1 ≤ i ≤ u such that for some l ∈ δi it holds that Var(l) ∈ Y
and α(l) = 0, we introduce the clause:
(zt,α,i). (39)
Next, let t ∈ T be any introduction node with child t′, and let α : Var(t′)→ {0, 1} be an arbitrary assignment.
For any assignment α′ : Var(t)→ {0, 1} that extends α, and for each 1 ≤ i ≤ u, we introduce the clause:
(zt′,α,i → zt,α′,i). (40)
Then, let t ∈ T be any forget node with child t′, and let α : Var(t)→ {0, 1} be an arbitrary assignment. For
any assignment α′ : Var(t′)→ {0, 1} that extends α, and for each 1 ≤ i ≤ u, we introduce the clause:
(zt′,α′,i → zt,α,i). (41)
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Next, let t ∈ T be any join node with children t1, t2, and let α : Var(t)→ {0, 1} be an arbitrary assignment.
For each 1 ≤ i ≤ u, we introduce the clauses:
(zt1,α,i → zt,α,i) and (zt2,α,i → zt,α,i). (42)
Finally, for the root node troot ∈ T and for each α : Var(troot)→ {0, 1} we introduce the clause:∨
1≤i≤u
¬ztroot,α,i. (43)
It is straightforward to verify that ϕ′ contains O(2k|T |) many clauses. We now show that ϕ is true if and
only if ϕ′ is satisfiable.
(⇒) Assume that there exists an assignment β : X → {0, 1} such that ∀Y.ψ[β] is true. We construct
an assignment γ : Z → {0, 1} such that β ∪ γ satisfies ϕ′. Let C be the set of clauses (zt,α,i) such that ϕ′
contains a clause (l → zt,α,i) for which β(l) = 1. Since C together with the clauses (39–42) forms a definite
Horn formula χ, we can compute its unique subset-minimal model (by unit-propagation). Let γ be this
subset-minimal model of χ. We show that γ also satisfies the clauses (43). Let α : Var(troot) → {0, 1} be
an arbitrary assignment. Since ∀Y.ψ[β] is true, we know that there exists an assignment α′ : Y → {0, 1}
extending α such that ψ[α′ ∪ β] is true, i.e., for some 1 ≤ i ≤ u the term δi is satisfied by α′ ∪ β. This
assignment α′ induces a family (αt)t∈T of assignments as follows: for each t ∈ T , the assignment αt is the
restriction of α′ to the variables Var(t). It is straightforward to verify that γ(zt,αt,i) = 0 for all t ∈ T .
Therefore, since α = αtroot , the clause
∨
1≤i≤u(¬ztroot,α,i) is satisfied. Since α was arbitrary, we know that γ
satisfies all clauses in (43). Thus, β ∪ γ satisfies ϕ′.
(⇐) Assume that there is an assignment β : X → {0, 1} and an assignment γ : Z → {0, 1} such that β∪γ
satisfies ϕ′. We show that ∀Y.ψ[β] is true. Let α′ : Y → {0, 1} be an arbitrary assignment. We show that
for some 1 ≤ i ≤ u, α′ ∪ β satisfies the term δi, and thus that ψ[α′ ∪ β] is true. The assignment α′ induces
a family (αt)t∈T of assignments as follows: for each t ∈ T , the assignment αt is the restriction of α′ to
the variables Var(t). Since γ satisfies the clauses (43), we know that there exists some 1 ≤ i ≤ u such
that γ(ztroot,αtroot ,i) = 0. It is straightforward to verify that γ(zt,αt,i) = 0 for all t ∈ T then; otherwise, the
clauses (40–42) would force γ(ztroot,αtroot ,i) to be 1. Then, by the clauses (38–39) we know that α
′ must
satisfy δi. Since α
′ was arbitrary, we know that ∀Y.ψ[β] is true, and thus that ϕ is true.
Lemma B.16. Let (ϕ, k) be an instance of ∃k∀∗-WSat. In polynomial time, we can construct an in-
stance (ϕ′, k) of ∃k∀∗-WSat with ϕ′ = ∃X.∀Y.ψ, such that:
• (ϕ′, k) ∈ ∃k∀∗-WSat if and only if (ϕ, k) ∈ ∃k∀∗-WSat; and
• for any assignment α : X → {0, 1} that has weight m 6= k, it holds that ∀Y.ψ[α] is true.
Proof. Let (ϕ, k) be an instance of ∃k∀∗-WSat, where ϕ = ∃X.∀Y.ψ, and where X = {x1, . . . , xn}. We
construct an instance (ϕ′, k), with ϕ′ = ∃X.∀Y ∪ Z.ψ′. We define:
Z = { zij : 1 ≤ i ≤ k, 1 ≤ j ≤ m }.
Intuitively, one can think of the variables zij as being positioned in a matrix with n rows and k columns: the
variable zij is placed in the j-th row and the i-th column. We will use this matrix to verify whether exactly k
variables in X are set to true.
We define ψ′ as follows:
ψ′ = (ψX,Zcorr ∧ ψ
Z
row ∧ ψ
Z
col)→ ψ;
ψX,Zcorr =
∧
1≤j≤n
( ∧
1≤i≤k
(zij → xj) ∧ (xj →
∨
1≤i≤k
zij)
)
;
ψZrow =
∧
1≤j≤n
∧
1≤i<i′≤k
(¬zij ∨ ¬z
i′
j ); and
ψZcol =
∧
1≤i≤k
( ∧
1≤j<j′≤n
(¬zij ∨ ¬z
i
j′) ∧
∨
1≤j≤n
zij
)
.
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Intuitively, the formula ψX,Zcorr ensures that exactly those xj are set to true for which there exists some z
i
j
that is set to true. The formula ψZrow ensures that in each row of the matrix filled with variables z
i
j , there is
at most one variable set to true. The formula ψZcol ensures that in each column there is exactly one variable
set to true.
We show that (ϕ, k) ∈ ∃k∀∗-WSat if and only if (ϕ′, k) ∈ ∃k∀∗-WSat. Assume that there is some
assignment α : X → {0, 1} of weight k such that ∀Y.ψ[α] is true. Then ∀Y ∪Z.ψ′[α] is true too, since for any
assignment β : Y → {0, 1}, α∪β already satisfies the consequent of the implication in ψ′. Conversely, assume
that there is some assignment α : X → {0, 1} of weight k such that ∀Y ∪Z.ψ′[α] is true. We show that ∀Y.ψ[α]
is true as well. Let β : Y → {0, 1} be any assignment. Now, let { x ∈ X : α(x) = 1 } = {xj1 , . . . , xjk}.
Define γ : Z → {0, 1} by letting γ(zij) = 1 if and only if j = ji. We know that ψ
′[α∪β∪γ] is true. Then, it is
easy to verify that (ψX,Zcorr ∧ψ
Z
row∧ψ
Z
col)[β∪γ] is true. Therefore, ψ[α∪β∪γ] is true. Since Var(ψ)∩Dom(γ) = ∅,
we know that ψ[α ∪ β] is true.
Also, we show that for any assignment α : X → {0, 1} of weight m 6= k it holds that ∀Y.ψ[α] is true.
Let α be any such assignment. For any assignment γ : Z → {0, 1} it holds that (ψX,Zcorr ∧ ψ
Z
row ∧ ψ
Z
col)[α ∪ γ]
is false. Therefore, ∀Y ∪ Z.ψ[α] is true.
Lemma B.17. Let (ϕ, k) be an instance of ∃n−k∀∗-WSat. In polynomial time, we can construct an in-
stance (ϕ′, k) of ∃n−k∀∗-WSat with ϕ′ = ∃X.∀Y.ψ, such that:
• (ϕ′, k) ∈ ∃n−k∀∗-WSat if and only if (ϕ, k) ∈ ∃n−k∀∗-WSat; and
• for any assignment α : X → {0, 1} that has weight m 6= (|X | − k), it holds that ∀Y.ψ[α] is true.
Proof (sketch). The result follows directly from the proofs of Proposition B.12 and Lemma B.16.
Proposition B.18. Shortest-Implicant-Core(core size) is ∃k∀∗-hard.
Proof. We give an fpt-reduction from ∃k∀∗-WSat(DNF) to Shortest-Implicant-Core(core size).
Let (ϕ, k) be an instance of ∃k∀∗-WSat(DNF), with ϕ = ∃X.∀Y.ψ. By Lemma B.16, we may assume
without loss of generality that for any assignment α : X → {0, 1} of weight m 6= k, ∀Y.ψ[α] is true. We
may assume without loss of generality that |X | > k; if this were not the case, (ϕ, k) would trivially be a
no-instance.
We construct an instance (ϕ′, C, k) of Shortest-Implicant-Core(core size) by letting Var(ϕ′) = X ∪
Y , C =
∧
x∈X x, and ϕ
′ = ψ. Clearly, ϕ′ is a Boolean formula in DNF. Also, consider the assignment α :
X → {0, 1} where α(x) = 1 for all x ∈ X . We know that ∀Y.ψ[α] is true, since α has weight more than k.
Therefore C is an implicant of ϕ′.
Intuitively, the choice for some C′ ⊆ C with |C′| = k corresponds directly to the choice of some assign-
ment α : X → {0, 1}. For any variable x included in the implicant C′, the value of x will be set to true. Any
variable x that is not in C′ can be set either to true or to false. However, any assignment that sets more
than k variables x to true will trivially satisfy ψ. Therefore, the only relevant assignment is that assignment
that sets only those x to true that are forced to be true by C′.
We show that (ϕ, k) ∈ ∃k∀∗-WSat(DNF) if and only if (ϕ′, C, k) ∈ Shortest-Implicant-
Core(core size).
(⇒) Let α : X → {0, 1} be an assignment of weight k such that ∀Y.ψ[α] is true. Then construct C′ =
{ x ∈ X : α(x) = 1 }. Clearly, |C′| = k, and C′ ⊆ C. We show that C′ is an implicant of ϕ′. Let γ :
Var(ϕ′) → {0, 1} be an arbitrary assignment that satisfies
∧
C′. We distinguish two cases: either (i) γ
satisfies exactly k different variables x ∈ X , or (ii) this is not the case.
In case (i), we know that γ(x) = α(x) for all x ∈ X . Then, since ∀Y.ψ[α] is true, we know that ψ[γ] is true,
and therefore γ satisfies ϕ′. In case (ii), we know that the restriction γ|X of γ to X (i.e., γ|X : X → {0, 1}
such that γ|X(x) = γ(x) for all x ∈ X) has weight m 6= k. Therefore, we know that ∀Y.ψ[γ|X ] is true, and
thus γ satisfies ψ. Thus, γ satisfies ϕ′. This concludes our proof that C′ is an implicant of ϕ′.
(⇐) Let C′ ⊆ C be an implicant of ϕ′ such that |C′| = k. Define α : X → {0, 1} by letting α(x) = 1 if
and only if x ∈ C′, for all x ∈ X . Clearly, α has weight k. We show that ∀Y.ψ[α] is true. Let β : Y → {0, 1}
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be an arbitrary assignment. Now, clearly the assignment α ∪ β satisfies C′. Since C′ is an implicant of ϕ′,
we know that α ∪ β satisfies ϕ′ = ψ. This concludes our proof that ∀Y.ψ[α] is true.
Proposition B.19. Shortest-Implicant-Core(core size) is in ∃k∀∗.
Proof. We give an fpt-reduction from Shortest-Implicant-Core(core size) to ∃k∀∗-WSat. Let (ϕ,C, k)
be an instance of Shortest-Implicant-Core(core size), where C = {c1, . . . , cn}. We construct an in-
stance (ϕ, k) of ∃k∀∗-WSat, where ϕ = ∃X.∀Y.ψ. We define X = {x1, . . . , xn}, Y = Var(ϕ), ψ = ψX,Ycorr → ϕ,
and ψX,Ycorr =
∧
1≤i≤n(xi → ci). Intuitively, the choice for α : X → {0, 1} of weight k corresponds to the
choice for C′ ⊆ C with |C′| = k. We show that (ϕ,C, k) ∈ Shortest-Implicant-Core(core size) if and
only if (ϕ′, k) ∈ ∃k∀∗-WSat.
(⇒) Assume that C′ ⊆ C with |C′| = k is an implicant of ϕ. Define the assignment α : X → {0, 1} by
letting α(xi) = 1 if and only if ci ∈ C′. Clearly, α has weight k. We show that ∀Y.ψ[α] evaluates to true.
Let β : Y → {0, 1} be an arbitrary assignment. We distinguish two cases: either (i) there is some 1 ≤ i ≤ n
such that α(xi) = 1 but β does not satisfy ci, or (ii) this is not the case. In case (i), α ∪ β does not
satisfy ψX,Ycorr , and therefore ψ[α ∪ β] is true. In case (ii), β satisfies C
′. Since C′ is an implicant of ϕ, β also
satisfies ϕ. Therefore ψ[α ∪ β] is true.
(⇐) Assume that there is some assignment α : X → {0, 1} of weight k such that ∀Y.ψ[α] is true.
Construct C′ = { ci : 1 ≤ i ≤ n, α(xi) = 1 }. Clearly, C′ ⊆ C and |C′| = k. We show that C′ is an
implicant of ϕ. Let β : Var(ϕ) → {0, 1} be any assignment that satisfies C′. We show that β satisfies ϕ.
Since Y = Var(ϕ) and ∀Y.ψ[α] is true, we know that ψ[α ∪ β] is true. Clearly, α ∪ β satisfies ψX,Ycorr .
Therefore, α ∪ β satisfies ϕ. Since Var(ϕ) ∩Dom(α) = ∅, we know that β satisfies ϕ.
Proposition B.20. Shortest-Implicant-Core(reduction size) is ∃k∀∗-hard.
Proof (sketch). The fpt-reduction given in the proof of Proposition B.18 is also an fpt-reduction from from
∃n−k∀∗-WSat to Shortest-Implicant-Core(reduction size). In order to argue that this is a correct re-
duction from ∃n−k∀∗-WSat to Shortest-Implicant-Core(reduction size), Lemma B.17 is needed instead
of Lemma B.16. Verifying that this is indeed a correct fpt-reduction is straightforward.
Proposition B.21. Shortest-Implicant-Core(reduction size) is in ∃k∀∗.
Proof (sketch). The fpt-reduction given in the proof of Proposition B.19 is also an fpt-reduction from
Shortest-Implicant-Core(reduction size) to ∃n−k∀∗-WSat. Verifying that this is indeed a correct fpt-
reduction is straightforward.
Proposition B.22. DNF-Minimization(reduction size) is ∃k∀∗-hard.
Proof. The polynomial-time reduction from the unparameterized version of Shortest-Implicant-
Core(reduction size) to the unparameterized version of DNF-Minimization(reduction size) given by
Umans [62, Theorem 2.2] is an fpt-reduction from Shortest-Implicant-Core(reduction size) to DNF-
Minimization(reduction size). This is straightforward to verify.
Proposition B.23. DNF-Minimization(reduction size) is in ∃k∀∗.
Proof. We give an fpt-reduction from DNF-Minimization(reduction size) to ∃k∀∗-WSat. Let (ϕ, k) be an
instance of DNF-Minimization(reduction size), where ϕ = t1∨· · · ∨ tm, and ti = l1i ∧· · · ∧ l
ℓi
i for 1 ≤ i ≤ m.
We construct an instance (ϕ′, k) of ∃k∀∗-WSat as follows. We let X = { xji : 1 ≤ i ≤ m, 1 ≤ j ≤ ℓi },
Y = Var(ϕ), and we define ϕ′ = ∃X.∀Y.ψ, where ψ =
∨
1≤i≤m[(l
1
i ∨ x
1
i ) ∧ · · · ∧ (l
ℓi
i ∨ x
ℓi
i )] →
∨
1≤j≤m tj .
Intuitively, the variable xji represents whether or not the literal occurrence l
j
i has been removed from ϕ to
form a suitable DNF formula ϕ′′. We show that (ϕ, k) ∈ DNF-Minimization(reduction size) if and only
if (ϕ′, k) ∈ ∃k∀∗-WSat.
(⇒) Assume that there exists a DNF formula ϕ′′ = t′1 ∨ · · · ∨ t
′
m with n − k occurrences of literals
such that t′i ⊆ ti for all 1 ≤ i ≤ m, and such that ϕ ≡ ϕ
′′. Then there are exactly k literals lb1a1 , . . . , l
bk
ak
such that lbuau does not occur in tau for all 1 ≤ u ≤ k. Let α : X → {0, 1} be the assignment defined by
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letting α(xji ) = 1 if and only if i = au and j = bu for some 1 ≤ u ≤ k. Clearly, α has weight k. We show
that ∀Y.ψ[α] is true. Let β : Y → {0, 1} be an arbitrary assignment. We consider two cases: either α ∪ β
does not satisfy ϕ′′, or α ∪ β does satisfy ϕ′′.
Consider the first case. Then we know that for no 1 ≤ i ≤ m, the assignment α ∪ β satisfies the
subformula (l1i ∨ x
1
i ) ∧ · · · ∧ (l
ℓi
i ∨ x
ℓi
i ). Therefore, α ∪ β satisfies ψ. Next, consider the second case. Then,
since ϕ ≡ ϕ′′, we know that α ∪ β satisfies ϕ, and thus satisfies tj for some 1 ≤ j ≤ m. Therefore, α ∪ β
satisfies ψ.
(⇐) Assume that there exists an assignment α : X → {0, 1} of weight k such that ∀Y.ψ[α] is true.
Construct the DNF formula ϕ′′ by removing the k many occurrences of literals lji such that α(x
j
i ) = 1. We
show that ϕ′′ ≡ ϕ. Clearly, ϕ |= ϕ′′. We show that ϕ′′ |= ϕ. Let β : Y → {0, 1} be an arbitrary assignment,
and assume that β satisfies ϕ′′. Then there exists some 1 ≤ i ≤ m such that β satisfies t′i. We need to
show that there exists some 1 ≤ j ≤ m such that β satisfies tj . We know that α ∪ β satisfies ϕ′. It is now
straightforward to verify that α ∪ β satisfies the subformula (l1i ∨ x
1
i ) ∧ · · · ∧ (l
ℓi
i ∨ x
ℓi
i ). Therefore, α ∪ β
must satisfy tj for some 1 ≤ j ≤ m. Since tj contains only variables in Y , we know that β satisfies tj . This
completes our proof that ϕ′′ ≡ ϕ.
Proposition B.24. DNF-Minimization(reduction size) is ∃k∀∗-hard.
Proof. The polynomial-time reduction from the unparameterized version of Shortest-Implicant-
Core(reduction size) to the unparameterized version of DNF-Minimization(reduction size) given by
Umans [62, Theorem 2.2] is an fpt-reduction from Shortest-Implicant-Core(reduction size) to DNF-
Minimization(reduction size). This is straightforward to verify.
Proposition B.25. DNF-Minimization(reduction size) is in ∃k∀∗.
Proof. We give an fpt-reduction from DNF-Minimization(reduction size) to ∃k∀∗-WSat. Let (ϕ, k) be an
instance of DNF-Minimization(reduction size), where ϕ = t1∨· · · ∨ tm, and ti = l1i ∧· · · ∧ l
ℓi
i for 1 ≤ i ≤ m.
We construct an instance (ϕ′, k) of ∃k∀∗-WSat as follows. We let X = { xji : 1 ≤ i ≤ m, 1 ≤ j ≤ ℓi },
Y = Var(ϕ), and we define ϕ′ = ∃X.∀Y.ψ, where ψ =
∨
1≤i≤m[(l
1
i ∨ x
1
i ) ∧ · · · ∧ (l
ℓi
i ∨ x
ℓi
i )] →
∨
1≤j≤m tj .
Intuitively, the variable xji represents whether or not the literal occurrence l
j
i has been removed from ϕ to
form a suitable DNF formula ϕ′′. We show that (ϕ, k) ∈ DNF-Minimization(reduction size) if and only
if (ϕ′, k) ∈ ∃k∀∗-WSat.
(⇒) Assume that there exists a DNF formula ϕ′′ = t′1 ∨ · · · ∨ t
′
m with n − k occurrences of literals
such that t′i ⊆ ti for all 1 ≤ i ≤ m, and such that ϕ ≡ ϕ
′′. Then there are exactly k literals lb1a1 , . . . , l
bk
ak
such that lbuau does not occur in tau for all 1 ≤ u ≤ k. Let α : X → {0, 1} be the assignment defined by
letting α(xji ) = 1 if and only if i = au and j = bu for some 1 ≤ u ≤ k. Clearly, α has weight k. We show
that ∀Y.ψ[α] is true. Let β : Y → {0, 1} be an arbitrary assignment. We consider two cases: either α ∪ β
does not satisfy ϕ′′, or α ∪ β does satisfy ϕ′′.
Consider the first case. Then we know that for no 1 ≤ i ≤ m, the assignment α ∪ β satisfies the
subformula (l1i ∨ x
1
i ) ∧ · · · ∧ (l
ℓi
i ∨ x
ℓi
i ). Therefore, α ∪ β satisfies ψ. Next, consider the second case. Then,
since ϕ ≡ ϕ′′, we know that α ∪ β satisfies ϕ, and thus satisfies tj for some 1 ≤ j ≤ m. Therefore, α ∪ β
satisfies ψ.
(⇐) Assume that there exists an assignment α : X → {0, 1} of weight k such that ∀Y.ψ[α] is true.
Construct the DNF formula ϕ′′ by removing the k many occurrences of literals lji such that α(x
j
i ) = 1. We
show that ϕ′′ ≡ ϕ. Clearly, ϕ |= ϕ′′. We show that ϕ′′ |= ϕ. Let β : Y → {0, 1} be an arbitrary assignment,
and assume that β satisfies ϕ′′. Then there exists some 1 ≤ i ≤ m such that β satisfies t′i. We need to
show that there exists some 1 ≤ j ≤ m such that β satisfies tj . We know that α ∪ β satisfies ϕ′. It is now
straightforward to verify that α ∪ β satisfies the subformula (l1i ∨ x
1
i ) ∧ · · · ∧ (l
ℓi
i ∨ x
ℓi
i ). Therefore, α ∪ β
must satisfy tj for some 1 ≤ j ≤ m. Since tj contains only variables in Y , we know that β satisfies tj . This
completes our proof that ϕ′′ ≡ ϕ.
The following propositions give us some first lower and upper bounds on the complexity of DNF-
Minimization(core size).
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Proposition B.26. DNF-Minimization(core size) is para-co-NP-hard.
Proof. We show that the problem P = { (x, 2) : (x, 2) ∈ DNF-Minimization(core size) } is co-NP-hard, by
giving a polynomial time reduction from Unsat to P . Let ψ be an instance of UNSAT. Assume without
loss of generality that ψ is in CNF. We construct an instance (ϕ, 2) of DNF-Minimization(core size) by
letting ϕ = ¬ψ ∨ (x1 ∧ x2 ∧ x3), for fresh variables x1, x2, x3 6∈ Var(ψ). We show that ψ is unsatisfiable if
and only there exists a DNF formula ϕ′ of size 2 that is equivalent to ϕ.
(⇒) Assume that ψ is unsatisfiable. Then ¬ψ is valid, and therefore so is ϕ. Let y ∈ Var(ψ) be some
variable that occurs both positively and negatively in ψ. Then ϕ′ = y ∨ ¬y is a DNF formula of size 2 that
is equivalent to ϕ.
(⇐) Assume that ψ is satisfiable. Then there exists an assignment α : Var(ψ)→ {0, 1} such that ψ[α] = 1.
Then the variables x1, x2, x3 are all relevant in ϕ. The assignment α1 = α ∪ {x2 7→ 1, x3 7→ 1} witnesses
that x1 is relevant in ϕ, for instance. Therefore, by Lemma B.28, any DNF formula equivalent to ϕ must
contain all variables x1, x2, x3, and thus must be of size at least 3.
Proposition B.27. DNF-Minimization(core size) is in ∃k∀∗.
Proof. We give an fpt-reduction to ∃k∀∗-WSat. Let (ϕ, k) be an instance of DNF-Minimization(core size),
where ϕ is a DNF formula. Let X = Var(ϕ). We construct an instance (ϕ′, k′) of ∃k∀∗-WSat as follows.
We introduce the set Y = {yi,x : 1 ≤ i ≤ k, x ∈ X } of variables. Intuitively, the variables yi,x represent a
choice of (at most) k many variables x ∈ X to be used in the minimized DNF formula. Let ψ1, . . . , ψb be an
enumeration of all possible DNF formulas of size ≤ k on the (fresh) variables z1, . . . , zk. By straightforward
counting, we know that b ≤ f(k), for some function f = 2O(k log k). Moreover, for each 1 ≤ j ≤ b, let ψj =
tj,1 ∨ · · · ∨ tj,wj , and for each 1 ≤ ℓ ≤ wj , let tj,ℓ = lj,ℓ,1 ∧ · · · ∧ lj,ℓ,vj,ℓ . We introduce another set U =
{ uj : 1 ≤ j ≤ b } of variables. Intuitively, these variables will be used to select the shape ψj of the minimized
DNF formula. We then perform our construction by letting ϕ′ = ∃Y.∃U.∀X.ϕ′′, where ϕ′′ = ϕYproper ∧ϕ
U
one ∧∧
1≤j≤b(uj → (ϕ ↔
∨
1≤ℓ≤wj
ϕj,ℓsat)). Here, the formula ϕ
Y
proper ensures that for each 1 ≤ i ≤ k there is
exactly one xi ∈ X such that yi,xi is true, and that the xi are all distinct. It consists of clauses
∨
x∈X yi,x,
(¬yi,x ∨ ¬yi′,x) and (¬yi,x ∨ ¬yi,x′), for each 1 ≤ i < i′ ≤ k and each x, x′ ∈ X such that x 6= x′. The
formula ϕUone ensures there is exactly one 1 ≤ j ≤ b such that uj is true, and consists of the clause
∨
1≤j≤b uj
and clauses (¬uj ∨ ¬uj′) for each 1 ≤ j < j′ ≤ u. For each 1 ≤ j ≤ b, the assignment to the variables in Y
represents a DNF formula χj that is obtained by taking the ψj and replacing each zi in ψj by the unique xi
for which yi,xi is true. Next, the formulas ϕ
j,ℓ
sat =
∧
1≤t≤vj,ℓ
ϕj,ℓ,tsat encode whether the ℓ-th term of χj is
satisfied by the assignment to the variables in X . For this, we let ϕj,ℓ,t =
∧
x∈X(ym,x → x) if lj,ℓ,t = zm for
some 1 ≤ m ≤ k, and we let ϕj,ℓ,t =
∧
x∈X(ym,x → ¬x) if lj,ℓ,t = ¬zm for some 1 ≤ m ≤ k. Finally, we
let k′ = k + 1. We show that (ϕ, k) ∈ DNF-Minimization(core size) if and only if (ϕ′, k′) ∈ ∃k∀∗-WSat.
(⇒) Assume that there exists a DNF χ of size ≤ k such that ϕ ≡ χ. By Lemma B.28, we may assume
without loss of generality that Var(χ) ⊆ Var(ϕ). Then clearly there exists some DNF formula ψj over the
variables z1, . . . , zk and some distinct variables x1, . . . , xk ∈ X such that χ = ψj [z1 7→ x1, . . . , zk 7→ xk]. We
construct the assignment α : Y ∪U → {0, 1} of weight k′ as follows. We let α(yi,x) = 1 if and only if x = xi,
and we let α(uj′) = 1 if and only if j
′ = j.
It is straightforward to verify that α satisfies the formulas ϕYproper and ϕ
U
one. We show
that ∀X.(
∧
1≤j≤b(uj → (ϕ ↔
∨
1≤ℓ≤wj
ϕj,ℓsat)))[α] is true. Let β : X → {0, 1} be an arbitrary truth as-
signment. Clearly, for each 1 ≤ j′ ≤ u such that j′ 6= j, the implication is satisfied, because α(uj′ ) = 0.
We show that (ϕ ↔
∨
1≤ℓ≤wj
ϕj,ℓsat)[α ∪ β] is true. If ϕ[β] is true, then since χ ≡ ϕ, we know that some
term tj,ℓ[z1 7→ x1, . . . , zk 7→ xk] of χ is satisfied. It is straightforward to verify that ϕ
j,ℓ
sat is satisfied then
as well. Conversely, if ϕ[β] is not true, then an analogous argument shows that for no 1 ≤ ℓ ≤ wj the
formula ϕj,ℓsat is satisfied. This concludes our proof that (ϕ
′, k′) ∈ ∃k∀∗-WSat.
(⇐) Assume that there exists some assignment α : Y ∪ U → {0, 1} of weight k such that ∀X.ϕ′′ is true.
Clearly, for each 1 ≤ i ≤ k, α there must be exactly one xi ∈ X such that α sets yi,xi to true, and there
must be exactly one 1 ≤ j ≤ b such that α sets uj to true, since otherwise the formulas ϕ
Y
proper and ϕ
U
one
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would not be satisfied. Consider the formula χ that is obtained from ψj by replacing the variables z1, . . . , zk
by the variables x1, . . . , xk, respectively. We know that the size of χ is at most k. We show that ϕ ≡ χ.
Let β : X → {0, 1} be an arbitrary truth assignment. We show that ϕ[β] = χ[β]. Since α(uj) = 1, we
know that α ∪ β must satisfy the formula (ϕ ↔
∨
1≤ℓ≤wj
ϕj,ℓsat). Assume that β satisfies χ, i.e., β satisfies
some term tj,ℓ[z1 7→ x1, . . . , zk 7→ xk] of χ. It is straightforward to verify that then ϕ
j,ℓ
sat[α ∪ β] is true. Then
also ϕ[α ∪ β] = ϕ[β] is true. Conversely, assume that β satisfies ϕ. Then we know that
∨
1≤ℓ≤wj
ϕj,ℓsat[α ∪ β]
is true, i.e., there exists some 1 ≤ ℓ ≤ wj such that ϕ
j,ℓ
sat[α ∪ β] is true. It is then straightforward to verify
that the term tj,ℓ[z1 7→ x1, . . . , zk 7→ xk] is satisfied by β. This concludes our proof that (ϕ, k) ∈ DNF-
Minimization(core size).
Next, we turn our attention to an fpt-algorithm that solves DNF-Minimization(core size) by using f(k)
many SAT calls, for some computable function f . In order to so, we will define the notion of relevant
variables, and establish several lemmas that help us to describe and analyze the algorithm (the first of which
we state without proof).
Let ϕ be a DNF formula and let x ∈ Var(ϕ) be a variable occurring in ϕ. We call x relevant in ϕ if there
exists some assignment α : Var(ϕ)\{x} → {0, 1} such that ϕ[α ∪ {x 7→ 0}] 6= ϕ[α ∪ {x 7→ 1}].
Lemma B.28. Let ϕ be a DNF formula and let ϕ′ be a DNF formula of minimal size that it is equivalent
to ϕ. Then for every variable x ∈ Var(ϕ) it holds that x ∈ Var(ϕ′) if and only if x is relevant in ϕ.
Proof. Assume that x ∈ Var(ϕ) is relevant in ϕ. We show that x ∈ Var(ϕ′). Let X = Var(ϕ) ∪ Var(ϕ′).
Then there exists some assignment α : X\{x} → {0, 1} such that ϕ[α1] 6= ϕ[α2], where α1 = α ∪ {x 7→ 0}
and α2 = α∪{x 7→ 1}. Assume that x 6∈ Var(ϕ′). Then ϕ′[α1] = ϕ′[α2] because ϕ1 and ϕ2 coincide on Var(ϕ′).
This is a contradiction with the assumption that ϕ and ϕ′ are equivalent. Therefore, x ∈ Var(ϕ′).
Conversely, assume that x ∈ Var(ϕ) is not relevant in ϕ. We show that x 6∈ Var(ϕ′). By definition we
know that for each assignment α : X\{x} → {0, 1} it holds that ϕ[α1] = ϕ[α2], where α1 = α ∪ {x 7→ 0}
and α2 = α ∪ {x 7→ 1}. Assume that x ∈ Var(ϕ′). Then ϕ′ is equivalent to the DNF formula ϕ′[x 7→ 0],
which is strictly smaller than ϕ′. This contradicts minimality of ϕ′. Therefore, x 6∈ Var(ϕ′).
Lemma B.29. Given a DNF formula ϕ and a positive integer m (given in unary), deciding whether there
are at least m variables that are relevant in ϕ is in NP.
Proof. We describe a guess-and-check algorithm that decides the problem. The algorithm first guesses m
distinct variables occurring in ϕ, and for each guessed variable x the algorithm guesses an assignment αx to
the remaining variables Var(ϕ)\{x}. Then, the algorithm verifies whether the guessed variables are really
relevant by checking that, under αx, assigning different values to x changes the outcome of the Boolean
function represented by ϕ, i.e., ϕ[αx ∪{x 7→ 0}] 6= ϕ[αx ∪{x 7→ 1}]. It is straightforward to construct a SAT
instance ψ that implements this guess-and-check procedure. Moreover, from any assignment that satisfies ψ
it is easy to extract the relevant variables.
Lemma B.30. Let x1, . . . , xk be propositional variables. There are 2
O(k log k) many different DNF formulas ψ
over the variables x1, . . . , xk that are of size k.
Proof. Each suitable DNF formula ψ = t1∨· · ·∨tℓ can be formed by writing down a sequence σ = (l1, . . . , lk)
of literals li over x1, . . . , xk, and splitting this sequence into terms, i.e., choosing integers 1 = d1 < · · · <
dℓ+1 = k + 1 such that ti = {ldi, . . . , ldi+1−1} for each 1 ≤ i ≤ ℓ. To see that there are 2
O(k log k) many
formulas ψ, it suffices to see that there are O(kk) many sequences σ, and O(2k) many choices for the
integers di.
Proposition B.31. DNF-Minimization(core size) can be solved by an fpt-algorithm that uses (⌈log2 k⌉+ 1)
many SAT calls, where the SAT solver returns a model for satisfiable formulas. Moreover, the first ⌈log2 k⌉
many calls to the solver use SAT instances of size O(k2n2), whereas the last call uses a SAT instance of
size 2O(k log k) · n, where n is the input size.
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input : an instance (ϕ, k) of DNF-Minimization(core size)
output : YES iff (ϕ, k) ∈ DNF-Minimization(core size)
rvars ← ∅ ; // variables relevant in ϕ
i← 0; j ← k + 2 ; // bounds on # of rvars
while i+ 1 < j do // logarithmic search for the # of rvars
ℓ← ⌈(i+ j)/2⌉ ;
query the SAT solver whether there exist at least ℓ variables
that are relevant in ϕ ; // for idea behind encoding, see Lemma B.29
if the SAT solver returns a model M then
rvars ← the ℓ many relevant variables encoded by the model M ;
else break
if |rvars| > k then
return NO ; // too many rvars for any DNF of size ≤ k
else
foreach DNF formula ψ of size k over variables in rvars do // 2O(k log k) many
construct a formula ϕψ that is unsatisfiable iff ψ ≡ ϕ;
// the formulas ϕψ must be variable disjoint
query the SAT solver whether
∧
ψ ϕψ is satisfiable ;
if the SAT solver returns YES then
return NO ; // no candidate ψ is equivalent to ϕ
else
return YES ; // some candidate ψ is equivalent to ϕ
Algorithm 1: Solving DNF-Minimization(core size) in fpt-time using (⌈log2 k⌉+1) many SAT calls.
Proof. The algorithm given in pseudo-code in Algorithm 1 solves the problemDNF-Minimization(core size)
in the required time bounds. To obtain the required running time, we assume that each call to a SAT solver
takes only a single time step. By Lemma B.28, we know that any minimal equivalent formula of ϕ must
contain all and only the variables that are relevant in ϕ. The algorithm firstly determines how many variables
are relevant in ϕ. By Lemma B.29, we know that this can be done with a binary search using ⌈log2 k⌉ SAT
calls. If there are more than k relevant variables, the algorithm rejects. Otherwise, the algorithm will have
computed the set rvars of relevant variables. Next, with a single SAT call, it checks whether there exists some
DNF formula ψ of size k over the variables in rvars. By Lemma B.30, we know that there are 2O(k log k) many
different DNF formulas ψ of size k over the variables in rvars. Verifying whether a particular DNF formula ψ
is equivalent to the original formula ϕ can be done by checking whether the formula ϕψ = (ψ∧¬ϕ)∨(¬ψ∧ϕ)
is unsatisfiable. Verifying whether there exists some suitable DNF formula ψ that is equivalent to ϕ can be
done by making variable-disjoint copies of all ϕψ and checking whether the conjunction of these copies is
unsatisfiable.
Note that the algorithm requires that the SAT solver returns a model if the query is satisfiable. Also, the
algorithm can be modified straightforwardly to return a DNF formula ψ of size at most k that is equivalent
to an input ϕ if such a formula ψ exists. It would need to search for this ψ that is equivalent to ϕ, for which
it would need an additional O(k log k) many SAT calls (with instances of size 2O(k log k) · ||ϕ||).
An interesting topic for further research is to investigate how many SAT calls are needed for an fpt-
algorithm to produce an equivalent DNF when the SAT solver only returns whether or not the input is
satisfiable, and does not return a satisfying assignment in case the input is satisfiable. For decision problems,
the difference between these two interfaces to SAT solvers is (theoretically) not relevant, when allowing more
than a constant number of calls to the solver [46, Lemma 6.3.4]. For instance, when allowing a logarithmic
number of calls, using witnessed and non-witnessed SAT calls yields the same computational power [46,
Corollary 6.3.5]. For function problems, on the other hand, the difference does seem to be relevant, in cases
where the number of calls is bounded to logarithmically many in the input size (cf. [38, Theorem 5.4]) or
bounded by a function of the parameter.
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From a practical point of view, the algorithm given in Algorithm 1 might not be the best approach to
solve the problem. The (single) instance produced for the last SAT call in the algorithm is rather large
(exponential in k). However, this instance is equivalent to the conjunction of 2O(k log k) many instances of
linear size, and these instances can be solved in parallel. Such a parallel approach involves more (yet easier)
SAT calls, but might be more efficient in practice.
Theorem B.32. Robust-CSP-SAT is in ∀k∃∗.
Proof. We give an fpt-reduction from Robust-CSP-SAT to ∀k∃∗-WSat. Let (X,D,C, k) be an instance
of Robust-CSP-SAT, where (X,D,C) is a CSP instance, X = {x1, . . . , xn}, D = {d1, . . . , dm}, and k
is an integer. We construct an instance (ϕ, k) of ∀k∃∗-WSat. For the formula ϕ, we use propositional
variables Z = { zij : 1 ≤ i ≤ n, 1 ≤ j ≤ m } and Y = { y
i
j : 1 ≤ i ≤ n, 1 ≤ j ≤ m }. Intuitively, the
variables zij will represent an arbitrary assignment α that assigns values to k variables in X . Any variable z
i
j
represents that variable xi gets assigned value dj . The variables y
i
j will represent the solution β that extends
the arbitrary assignment α. Similarly, any variable yij represents that variable xi gets assigned value dj .
We then let ϕ = ∀Z.∃Y.ψ with ψ = (ψZproper ∧¬ψ
Z
violate)→ (ψ
Y,Z
corr ∧ ψ
Y
proper ∧
∧
c∈C ψ
Y
c ). We will describe
the subformulas of ϕ below, as well as the intuition behind them.
We start with the formula ψZproper. This formula represents whether for each variable xi at most one
value is chosen for the assignment α. We let:
ψZproper =
∧
1≤i≤n
∧
1≤j<j′≤m
(¬zij ∨ ¬z
i
j′ ).
Next, we consider the formula ψZviolate. This subformula encodes whether the assignment α violates some
constraint c ∈ C. We let:
ψZviolate =
∨
c=(S,R)∈C
∧
d∈R
∨
z∈Ψd,c
z,
where we define the set Ψd,c ⊆ Z as follows. Let c = ((xi1 , . . . , xir ), R) ∈ C and d = (dj1 , . . . , djr ) ∈ R. Then
we let:
Ψd,c = { ziℓj : 1 ≤ ℓ ≤ r, j 6= jℓ }.
Intuitively, the set Ψd,c contains the variables zij that represent those variable assignments in α that prevent
that β satisfies c by assigning Var(c) to d.
Then, the formula ψYproper ensures that for each variable xi exactly one value dj is chosen in β. We define:
ψYproper =
∧
1≤i≤n
[
∨
1≤j≤m
yij ∧
∧
1≤j<j′≤m
(¬yij ∨ ¬y
i
j′ )].
Next, the formula ψY,Zcorr ensures that β is indeed an extension of α. We define:
ψY,Zcorr =
∧
1≤i≤n
∧
1≤j≤m
(zij → y
i
j).
Finally, for each c ∈ C, the formula ψYc represents whether β satisfies c. Let c = ((xi1 , . . . , xir ), R) ∈ C. We
define:
ψYc =
∨
(dj1 ,...,djr )∈R
∧
1≤ℓ≤r
yiℓjℓ .
We now argue that (X,D,C, k) ∈ Robust-CSP-SAT if and only if (ϕ, k) ∈ ∀k∃∗-WSat.
(⇒) Assume that (X,D,C) is k-robustly satisfiable. We show that (ϕ, k) ∈ ∀k∃∗-WSat. Let α :
Z → {0, 1} be an arbitrary assignment of weight k. If α(zij) = α(z
i
j′) = 1 for some 1 ≤ i ≤ n and
some 1 ≤ j < j′ ≤ m, then α (and any extension of it) satisfies ¬ψZproper. Therefore, ∃Y.ψ[α] is true. We
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can thus restrict our attention to the case where for each 1 ≤ i ≤ n, there is at most one 1 ≤ ji ≤ m
such that α(ziji) = 1. Define the subset X
′ ⊆ X and the instantiation µ : X ′ → D by letting xi ∈ X ′
and µ(xi) = dj if and only if α(z
i
j) = 1. Clearly, µ assigns values to k different variables.
We distinguish two cases: either (i) µ violates some constraint c ∈ C, or (ii) µ violates no constraint in C.
In case (i), it is straightforward to verify that α satisfies ψZviolate. Therefore, ∃Y.ψ[α] is true. Next, consider
case (ii). Since (X,D,C) is k-robustly satisfiable, we know that there exists some complete instantiation ν :
X → D that extends µ, and that satisfies all constraints c ∈ C. Now, define the assignment β : Y → {0, 1}
by letting β(yij) = 1 if and only if ν(xi) = dj . It is straightforward to verify that α ∪ β satisfies ψ
Y,Z
corr,
and that β satisfies ψYproper and ψ
Y
c for all c ∈ C. Therefore, α ∪ β satisfies ψ. This concludes our proof
that (ϕ, k) ∈ ∀k∃∗-WSat.
(⇐) Assume that (ϕ, k) ∈ ∀k∃∗-WSat. We show that (X,D,C) is k-robustly satisfiable. Let X ′ ⊆ X
be an arbitrary subset of size k, and let µ : X ′ → D be an arbitrary instantiation that does not violate
any constraint c ∈ C. Define the assignment α : Z → {0, 1} by letting α(zij) = 1 if and only if xi ∈ X
′
and µ(xi) = dj . Clearly, the assignment α has weight k. Therefore, there must exist an assignment β :
Y → {0, 1} such that α ∪ β satisfies ψ. It is straightforward to verify that α satisfies ψZproper ∧ ¬ψ
Z
violate.
Therefore, α ∪ β must satisfy ψY,Zcorr ∧ ψ
Y
proper and ψ
Y
c for all c ∈ C. Since α ∪ β satisfies ψ
Y
proper, we know
that for each 1 ≤ i ≤ n, there is a unique 1 ≤ ji ≤ m such that β(yiji) = 1. Define the complete
instantiation ν : X → D by letting ν(xi) = dji . It is straightforward to verify that ν extends µ, since α ∪ β
satisfies ψY,Zcorr. Also, since α∪ β satisfies ψ
Y
c for all c ∈ C, it follows that ν satisfies each c ∈ C. Therefore, ν
is a solution of the CSP instance (X,D,C). This concludes our proof that (X,D,C) is k-robustly satisfiable.
In order to prove ∀k∃∗-hardness, we need the following technical lemma.
Lemma B.33. Let (ϕ, k) be an instance of ∃k∀∗-WSat. In polynomial time, we can construct an instance
(ϕ′, k) of ∃k∀∗-WSat with ϕ′ = ∃X.∀Y.ψ, such that:
• (ϕ′, k) ∈ ∃k∀∗-WSat if and only if (ϕ, k) ∈ ∃k∀∗-WSat; and
• for any assignment α : X → {0, 1} that has weight m 6= k, it holds that ∀Y.ψ[α] is true.
Proof. Let (ϕ, k) be an instance of ∃k∀∗-WSat, where ϕ = ∃X.∀Y.ψ, and where X = {x1, . . . , xn}. We
construct an instance (ϕ′, k), with ϕ′ = ∃X.∀Y ∪ Z.ψ′. We define:
Z = { zij : 1 ≤ i ≤ k, 1 ≤ j ≤ n }.
Intuitively, one can think of the variables zij as being positioned in a matrix with n rows and k columns: the
variable zij is placed in the j-th row and the i-th column. We will use this matrix to verify whether exactly
k variables in X are set to true.
We define ψ′ as follows:
ψ′ = (ψX,Zcorr ∧ ψ
Z
row ∧ ψ
Z
col)→ ψ;
ψX,Zcorr =
∧
1≤j≤n
( ∧
1≤i≤k
(zij → xj) ∧ (xj →
∨
1≤i≤k
zij)
)
;
ψZrow =
∧
1≤j≤n
∧
1≤i<i′≤k
(¬zij ∨ ¬z
i′
j ); and
ψZcol =
∧
1≤i≤k
( ∧
1≤j<j′≤n
(¬zij ∨ ¬z
i
j′) ∧
∨
1≤j≤n
zij
)
.
Intuitively, the formula ψX,Zcorr ensures that exactly those xj are set to true for which there exists some z
i
j
that is set to true. The formula ψZrow ensures that in each row of the matrix filled with variables z
i
j , there is
at most one variable set to true. The formula ψZcol ensures that in each column there is exactly one variable
set to true.
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We show that (ϕ, k) ∈ ∃k∀∗-WSat if and only if (ϕ′, k′) ∈ ∃k∀∗-WSat.
(⇒) Let α : X → {0, 1} be an assignment of weight k such that ∀Y.ψ[α] is true. We show that ∀Y ∪Z.ψ′[α]
is true. Let β : Y ∪ Z → {0, 1} be an arbitrary truth assignment. We distinguish two cases: either (i) for
each 1 ≤ i ≤ k there is a unique 1 ≤ ji ≤ n such that β(ziji) = 1 and α(xji ) = 1, or (ii) this is not the case.
In case (i), it is straightforward to verify that α ∪ β satisfies (ψX,Zcorr ∧ ψ
Z
row ∧ ψ
Z
col). Then, since ∀Y.ψ[α] is
true, we know that α ∪ β satisfies ψ, and thus that α ∪ β satisfies ψ′. In case (ii), we know that α ∪ β does
not satisfy (ψX,Zcorr ∧ ψ
Z
row ∧ ψ
Z
col), and thus that α ∪ β satisfies ψ
′. Therefore, ∀Y ∪ Z.ψ′[α] is true.
(⇐) Assume that there exists an assignment α : X → {0, 1} of weight k such that ∀Y ∪ Z.ψ′[α] is true.
We show that ∀Y.ψ[α] is true. Let β : Y → {0, 1} be an arbitrary truth assignment. Let { xj : 1 ≤ j ≤
n, α(xj) = 1 } = {xj1 , . . . , xjk}. We construct the assignment γ : Z → {0, 1} by letting γ(z
i
j) = 1 if and only
if j = ji. We know that α∪β ∪γ satisfies ψ′. Clearly, α∪γ satisfies (ψX,Zcorr ∧ψ
Z
row ∧ψ
Z
col). Hence, α∪β must
satisfy ψ. Since β was arbitrary, we know that ∀Y.ψ[α] is true.
Next, it is straightforward to verify that for any assignment α : X → {0, 1} that has weight m 6= k′, it
holds that for no assignment γ : Z → {0, 1} it is the case that α ∪ γ satisfies (ψX,Zcorr ∧ ψ
Z
row ∧ ψ
Z
col), and thus
that ∀Y.ψ[α] is true.
Theorem B.34. Robust-CSP-SAT is ∀k∃∗-hard, even when the domain size |D| is restricted to 2.
Proof. We give an fpt-reduction from ∀k∃∗-WSat(3CNF) to Robust-CSP-SAT. Let (ϕ, k) be an instance
of ∀k∃∗-WSat(3CNF), with ϕ = ∀X.∃Y.ψ, and ψ = c1 ∧ · · · ∧ cu. By Lemma B.33, we may assume without
loss of generality that for any assignment α : X → {0, 1} of weight m 6= k, we have that ∃Y.ψ[α] is false.
We construct an instance (Z,D,C, k) of Robust-CSP-SAT as follows. We define the set Z of variables
by Z = X ∪ Y ′, where Y ′ = { yi : y ∈ Y, 1 ≤ i ≤ 2k + 1 }, and we let D = {0, 1}. We will define the set C of
constraints below, by representing them as a set of clauses whose length is bounded by f(k), for some fixed
function f .
The intuition behind the construction of C is the following. We replace each variable y ∈ Y , by 2k + 1
copies yi of it. Assigning a variable y ∈ Y to a value b ∈ {0, 1} will then correspond to assigning a majority
of variables yi to b, i.e., assigning at least k + 1 variables yi to b. In order to encode this transformation in
the constraints of C, intuitively, we will replace each occurrence of a variable y by the conjunction:
ψy =
∧
1≤i1<···<ik+1≤2k+1
(yi1 ∨ · · · ∨ yik+1),
and replace each occurrence of a literal ¬y by a similar conjunction. We will then multiply the resulting
formula out into CNF. Note that whenever a majority of variables yi is set to b ∈ {0, 1}, then the formula ψy
will also evaluate to b.
In the construction of C, we will directly encode the CNF formula that is a result of the transformation
described above. For each literal l = y ∈ Y , let li denote yi, and for each literal l = ¬y with y ∈ Y , let li
denote ¬yi. For each literal l over the variables X ∪ Y , we define a set σ(l) of clauses:
σ(l) =
{
{ (li1 ∨ · · · ∨ lik+1) : 1 ≤ i1 < · · · < ik+1 ≤ 2k + 1 } if l is a literal over Y ;
{l} if l is a literal over X .
Note that for each literal l, it holds that |σ(l)| ≤ g(k) =
(
2k+1
k+1
)
. Next, for each clause ci = l
i
1 ∨ l
i
2 ∨ l
i
3
of ψ, we introduce to C a set σ(ci) of clauses:
σ(ci) = { d1 ∨ d2 ∨ d3 : d1 ∈ σ(l
i
1), d2 ∈ σ(l
i
2), d3 ∈ σ(l
i
3) }.
Note that |σ(ci)| ≤ g(k)3. Formally, we let C be the set of constraints corresponding to the set
⋃
1≤i≤u σ(ci)
of clauses. Since each such clause is of length at most 3(k + 1), representing a clause by means of a
constraint can be done by specifying ≤ 23(k+1) − 1 tuples, i.e., all tuples satisfying the clause. Therefore,
the instance (Z,D,C, k) can be constructed in fpt-time. We now argue that (ϕ, k) ∈ ∀k∃∗-WSat(3CNF) if
and only if (Z,D,C, k) ∈ Robust-CSP-SAT.
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(⇒) Assume that (ϕ, k) ∈ ∀k∃∗-WSat(3CNF). We show that (Z,D,C) is k-robustly satisfiable. Let µ :
Z → D be an arbitrary partial assignment with |Dom(µ)| = k that does not violate any constraint in C. We
know that |Dom(µ)∩X | ≤ k, and in particular that |{ x ∈ Dom(µ)∩X : µ(x) = 1 }| = m ≤ k. Now define the
assignment α : X → {0, 1} as follows. For any x ∈ X , if x ∈ Dom(µ), then let α(x) = µ(x). Also, for k −m
many variables x′ ∈ X\Dom(µ), we let α(x′) = 1. For all other variables x′ ∈ X\Dom(µ), we let α(x′) = 0.
Then α has weight k. Therefore, there must exist an assignment β : Y → {0, 1} such that ψ[α ∪ β] is true.
Now, define the assignment ν : Z → D extending µ as follows. For each z ∈ Dom(µ), we let ν(z) = µ(z).
For each x ∈ X\Dom(µ), we let ν(x) = α(x). For each yi ∈ Y ′\Dom(µ), we let ν(yi) = β(y). It is
straightforward to verify that for each y ∈ Y , β(y) = b ∈ {0, 1} if and only if ν sets at least k+1 variables yi
to b. Using this fact, and the fact that α ∪ β satisfies each clause ci of ψ, it is straightforward to verify
that ν satisfies each constraint of C, and therefore that ν is a solution of the CSP instance (Z,D,C). This
concludes our proof that (Z,D,C, k) ∈ Robust-CSP-SAT.
(⇐) Now, assume that (Z,D,C) is k-robustly satisfiable. We show that (ϕ, k) ∈ ∀k∃∗-WSat(3CNF).
Let α : X → {0, 1} be an arbitrary assignment of weight k. Now define the partial assignment µ : Z → D
by letting x ∈ Dom(µ) and µ(x) = α(x) if and only if α(x) = 1, for all x ∈ X . Clearly, |Dom(µ)| = k, and µ
does not violate any constraints of C. Therefore, we know that there exists an extension ν : Z → D of µ that
is a solution for the CSP instance (Z,D,C). For all x ∈ X\Dom(µ) it holds that ν(x) = 0. If this weren’t
the case, this would violate our assumption that for all assignments α′ : X → {0, 1} with weight m 6= k
we have that ∃Y.ψ[α′] is false. Therefore, we know that ν coincides with α on the variables X . Now, we
define the assignment β : Y → {0, 1} by letting β(y) = 1 if and only if for at least k + 1 different yi it holds
that ν(yi) = 1.
We then verify that ψ[α∪β] is true. Let ci be a clause of ψ. We know that ν satisfies all clauses in σ(ci).
Assume that α∪β does not satisfy ci = li1∨ l
i
2∨ l
i
3. Then, α∪β sets all literals l
i
1, l
i
2 and l
i
3 to false. Therefore,
for any literal lij over Y , ν sets at least k + 1 copies of l
i
j to false. From this, we can conclude that there is
some clause in σ(ci) that is set to false by ν, which is a contradiction. Therefore, we know that ψ[α ∪ β] is
true. This concludes our proof that (ϕ, k) ∈ ∀k∃∗-WSat(3CNF).
Proposition B.35. Small-Clique-Extension is ∀∗∃k-W[1]-hard.
Proof. We give an fpt-reduction from ∀∗∃k-WSat(2CNF) to Small-Clique-Extension. Let (ϕ, k) be an
instance of ∀∗∃k-WSat(2CNF), where ϕ = ∀Y.∃X.ψ. By step 2 in the proof of Theorem 18, we may assume
without loss of generality that ψ is antimonotone in X , i.e., all literals of ψ that contain variables in X are
negative.
We construct an instance (G, V ′, k) of Small-Clique-Extension as follows. We define:
G = (V,E);
V ′ = { vy, v¬y : y ∈ Y };
V = V ′ ∪ { vx : x ∈ X };
E = EY ∪ EXY ;
EY = { {vy, v
′} : y ∈ Y, v′ ∈ V ′, v′ 6= v¬y } ∪
{ {v¬y, v
′} : y ∈ Y, v′ ∈ V ′, v′ 6= vy }; and
EXY = { {vx, vx′} : x ∈ X, x
′ ∈ X, {¬x,¬x′} 6∈ ψ } ∪
{ {vx, vy} : x ∈ X, y ∈ Y, {¬x,¬y} 6∈ ψ } ∪
{ {vx, v¬y} : x ∈ X, y ∈ Y, {¬x, y} 6∈ ψ }.
We claim that (ϕ, k) ∈ ∀∗∃k-WSat(2CNF) if and only if (G, V ′, k) ∈ Small-Clique-Extension.
(⇒) Assume that (ϕ, k) ∈ ∀∗∃k-WSat(2CNF). Let C ⊆ V ′ be an arbitrary clique of G. It suffices to
consider maximal cliques C, i.e., assume there is no clique C′ such that C ( C′ ⊆ V ′. If a maximal clique C
can be extended with k elements in V to another clique, then clearly this holds for all its subsets as well.
We show that for all y ∈ Y , either vy ∈ C or v¬y ∈ C. Assume the contrary, i.e., assume that for
some y ∈ Y it holds that vy 6∈ C and v¬y 6∈ C. Then C ∪ {vy} ) C is a clique. This contradicts our
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assumption that C is maximal. Now define the assignment αC : Y → {0, 1} by letting αC(y) = 1 if and only
if vy ∈ C. We then know that there exists an assignment β to the variables X of weight k such that αC ∪ β
satisfies ψ. Consider the set Dβ = { vx ∈ V : x ∈ X, β(x) = 1 } ⊆ V . Since β has weight k, we know
that |Dβ | = k. Also, Dβ ∩ C = ∅, therefore |C ∪Dβ | = |C| + k. By the construction of E, and by the fact
that αC ∪ β satisfies ψ, it follows that C ∪Dβ is a clique. To see this, assume the contrary, i.e., assume that
there exist v, v′ ∈ C∪Dβ such that {v, v′} 6∈ E. We assume that v = vx and v′ = vx′ for x, x′ ∈ X . The other
cases are analogous. Then {¬x,¬x′} ∈ ψ. Since vx, vx′ ∈ Dβ, we know that β(x) = β(x′) = 1. Then αC ∪ β
does not satisfy ψ, which is a contradiction. From this we can conclude that C ∪ Dβ is a (|C| + k)-clique
of G, and thus that (G, V ′, k) ∈ Small-Clique-Extension.
(⇐) Assume (G, V ′, k) ∈ Small-Clique-Extension. We show that for all assignments α : Y → {0, 1}
there exists an assignment β : X → {0, 1} of weight k such that ψ[α∪β] evaluates to true. Let α : Y → {0, 1}
be an arbitrary assignment. Consider Cα = { vy ∈ V : y ∈ Y, α(y) = 1 } ∪ { v¬y : y ∈ Y, α(y) = 0 } ⊆ V ′. By
construction of EY ⊆ E, it follows that Cα is a clique of G. We then know that there exists some set D ⊆ V
of size k such that Cα∪D is a clique. We show that D ⊆ V \V ′. To show the contrary, assume that this is not
the case, i.e., assume that there exists some v ∈ D∩V ′. By construction of Cα, we know that for each y ∈ Y ,
either vy ∈ C or v¬y ∈ Cα. We also know that v ∈ {vy′ , v¬y′} for some y′ ∈ Y . Assume that v = vy′ ; the
other case is analogous. If vy′ ∈ Cα ∩ D, then Cα ∪ D cannot be a clique of size |Cα| + k = |Cα| + |D|.
Therefore, vy′ 6∈ Cα, and thus v¬y′ ∈ Cα. We then know that {vy′ , v¬y′} ⊆ Cα∪D. However, {vy′ , v¬y′} 6∈ E,
and therefore Cα ∪D is not a clique. This is a contradiction, and thus D ⊆ V \V ′.
We define βD : X → {0, 1} as follows. We let βD(x) = 1 if and only if vx ∈ D. Clearly, βD is of weight k.
We show that ψ[α∪ βD] evaluates to true. Consider an arbitrary clause c of ψ. Assume that c = {¬x, y} for
some x ∈ X and some y ∈ Y ; the other cases are analogous. To show the contrary, assume that α∪ βD does
not satisfy c, i.e., (α ∪ βD)(x) = 1 and (α ∪ βD)(y) = 0. Then vx ∈ D and v¬y ∈ C. However {vx, v¬y} 6∈ E,
and thus Cα∪D is not a clique. This is a contradiction, and therefore we can conclude that α∪βD satisfies c.
Since c was arbitrary, we know that ψ[α ∪ βD] evaluates to true. Thus, (ϕ, k) ∈ ∀∗∃k-WSat(2CNF).
Proposition B.36. Small-Clique-Extension is in ∀∗∃k-W[1].
Proof. We give an fpt-reduction from Small-Clique-Extension to ∀∗∃k-WSat(Γ1,3). Let (G, V ′, k) be
an instance Small-Clique-Extension, with G = (V,E). We construct an equivalent instance (C, k) of
∀∗∃k-WSat(Γ1,3). We will define a circuit C, that has universally quantified variables Y and existentially
quantified variables X . We present the circuit C as a propositional formula. We define:
Y = { yv′ : v
′ ∈ V ′ };
X = { xv : v ∈ V };
C = C1 ∨ (C2 ∧ C3);
C1 =
∨
{v1,v2}∈(V ′×V ′)\E
(yv1 ∧ yv2) ;
C2 =
∧
v′∈V ′
(¬yv′ ∨ ¬xv′) ;
C3 =
∧
e∈(V×V )\E
χe;
χe =
∧
z2∈Θ(v2)
z1∈Θ(v1)
(¬z1 ∨ ¬z2) , for all {v1, v2} = e ∈ (V × V )\E; and
Θ(v) =
{
{xv, yv} if v ∈ V ′,
{xv} otherwise,
for all v ∈ V .
We show that (G, V ′, k) ∈ Small-Clique-Extension if and only if (C, k) ∈ ∀∗∃k-WSat(Γ1,3).
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(⇒) Assume that (G, V ′, k) ∈ Small-Clique-Extension. This means that for each clique F ⊆ (V ′×V ′)
there exists some set D ⊆ V of vertices such that F ∪ D is a (|F | + k)-clique. We show that for each
assignment α : Y → {0, 1} there exists an assignment β : X → {0, 1} of weight k such that C[α ∪ β]
evaluates to true. Let α : Y → {0, 1} be an arbitrary assignment. We define Fα = { v ∈ V ′ : α(yv) = 1 }.
We distinguish two cases: either (i) Fα is not a clique in G, or (ii) Fα is a clique in G. In case (i), we know
that there exist v1, v2 ∈ Fα such that {v1, v2} 6∈ E. Then α satisfies (yv1 ∧ yv2), and therefore α satisfies C1
and C as well. Thus for every assignment β : X → {0, 1} of weight k, α ∪ β satisfies C.
Consider case (ii). Let m = |Fα|. We know that there exists a subset D ⊆ V of vertices such that Fα ∪D
is an (m + k)-clique. Define the assignment β : X → {0, 1} by letting β(xv) = 1 if and only if v ∈ D.
Clearly, β has weight k. We show that α ∪ β satisfies C. We know there is no v ∈ V , such that v ∈ Fα ∩D,
since otherwise Fα ∪ D could not be a clique of size m + k. Therefore, α ∪ β satisfies C2. Since Fα ∪ D
is a clique, we know that α ∪ β satisfies C3 as well. Thus α ∪ β satisfies C. This concludes our proof
that (C, k) ∈ ∀∗∃k-WSat(Γ1,3).
(⇐) Assume that (C, k) ∈ ∀∗∃k-WSat(Γ1,3). This means that for each assignment α : Y → {0, 1} there
exists an assignment β : X → {0, 1} of weight k such that C[α ∪ β] evaluates to true. Let F ⊆ (V ′ × V ′) be
an arbitrary clique, and let m = |F |. We show that there exists a set D ⊆ V of vertices such that F ∪D is an
(m+k)-clique. Let αF : Y → {0, 1} be the assignment defined by letting αF (yv) = 1 if and only if v ∈ F . We
know that there must exist an assignment β : X → {0, 1} of weight k such that C[αF ∪ β] evaluates to true.
Since F is a clique, it is straightforward to verify that αF ∪ β does not satisfy C1. Therefore, αF ∪ β must
satisfy C2 and C3. Consider Dβ = { v ∈ V : β(xv) = 1 }. Since β has weight k, |D| = k. Because αF ∪ β
satisfies C2, we know that F ∩ Dβ = ∅, and thus that |F ∪ Dβ| = m + k. Because αF ∪ β satisfies C3, we
know that F ∪Dβ is a clique in G. Since F was arbitrary, we can conclude that (G, V ′, k) ∈ Small-Clique-
Extension.
Proposition B.37. 3-Coloring-Extension(degree) is para-ΠP2 -complete.
Proof. It is known that 3-Coloring-Extension is already ΠP2 -hard when restricted to graphs of degree 4 [2].
From this, it follows immediately that 3-Coloring-Extension is para-ΠP2 -hard [29]. Membership in
para-ΠP2 follows directly from the Π
P
2 -membership of 3-Coloring-Extension.
Proposition B.38. 3-Coloring-Extension(#leaves) is para-NP-complete.
Proof. To show membership in para-NP, we give an fpt-reduction to Sat. Let (G,m) be an instance of
3-Coloring-Extension(#leaves), where k denotes the number of leaves of G. We construct a propositional
formula that is satisfiable if and only if (G,m) ∈ 3-Coloring-Extension(#leaves). Let V ′ denote the set of
leaves of G, and let C be the set of all 3-colorings that assigns m many vertices in V ′ to any color. We know
that |C| ≤ 3k. For each c ∈ C, we know that the problem of deciding whether c can be extended to a proper
3-coloring of G is in NP. Therefore, for each c, we can construct a propositional formula ϕc that is satisfiable
if and only if c can be extended to a proper 3-coloring of G. We may assume without loss of generality that
for any distinct c, c′ ∈ C it holds that ϕc and ϕc′ are variable-disjoint. We then let ϕ =
∧
c∈C ϕc. Clearly, ϕ
is satisfiable if and only (G,m) ∈ 3-Coloring-Extension. Moreover, ϕ is of size O∗(3k).
Hardness for para-NP follows directly from the NP-hardness of deciding whether a given graph has a
proper 3-coloring, which corresponds to the restriction of 3-Coloring-Extension to instances with k = 0,
i.e., to graphs that have no leaves.
Proposition B.39. 3-Coloring-Extension(#col.leaves) is ∀k∃∗-complete.
Proof. To show membership, we give an fpt-reduction from 3-Coloring-Extension(#col.leaves) to
∀k∃∗-MC. Let (G,m) be an instance of 3-Coloring-Extension(#col.leaves), where V ′ denotes the
set of leaves of G, and where k = m is the number of edges that can be pre-colored. Moreover,
let V ′ = {v1, . . . , vn} and let V = V ′ ∪ {vn+1, . . . , vu}. We construct an instance (A, ϕ) of ∀k∃∗-MC.
We define the domain A = { av,i : v ∈ V ′, 1 ≤ i ≤ 3 } ∪ {1, 2, 3}. Next, we define CA = {1, 2, 3},
SA = { (av,i, av,i′) : v ∈ V ′, 1 ≤ i, i′ ≤ 3 }, and FA = { (j, j′) : 1 ≤ j, j′ ≤ 3, j 6= j′ }. Then, we
can define the formula ϕ, by letting ϕ = ∀x1, . . . , xk.∃y1, . . . , yu.(ψ1 → (ψ2 ∧ ψ3 ∧ ψ4)), where ψ1 =
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∧
1≤j<j′≤k ¬S(xi, xi′ ), and ψ2 =
∧
1≤j≤uC(yj), and ψ3 =
∧
vj∈V ′,1≤i≤3
((
∨
1≤ℓ≤k(xℓ = avj ,i)) → (yj = i)),
and ψ4 =
∧
{vj ,vj′}∈E
F (yj , yj′). It is straightforward to verify that (G,m) ∈ 3-Coloring-Extension if
and only if A |= ϕ.
Intuitively, the assignments to the variables xi correspond to the pre-colorings of the vertices in V
′. This
is done by means of elements av,i, which represent the coloring of vertex v with color i. The subformula ψ1
is used to disregard any assignments where variables xi are not assigned to the intended elements. Moreover,
the assignments to the variables yi correspond to a proper 3-coloring extending the pre-coloring. The
subformula ψ2 ensures that the variables yi are assigned to a color in {1, 2, 3}, the subformula ψ3 ensures
that the coloring encoded by the assignment to the variables yi extends the pre-coloring encoded by the
assignment to the variables xi, and the subformula ψ4 ensures that the coloring is proper.
To show hardness, it suffices to observe that the polynomial-time reduction from co-QSat2 to
3-Coloring-Extension to show ΠP2 -hardness [2, Appendix] can be seen as an fpt-reduction from
∀k∃∗-WSat to 3-Coloring-Extension(#col.leaves) (which leaves the parameter unchanged).
Proposition B.40. 3-Coloring-Extension(#uncol.leaves) is para-ΠP2 -complete.
Proof. We know that 3-Coloring-Extension is already ΠP2 -hard when restricted to instances where n = m
(and thus where k = 0) [2]. From this, it follows immediately that 3-Coloring-Extension is para-ΠP2 -
hard [29]. Membership in para-ΠP2 follows directly from the Π
P
2 -membership of 3-Coloring-Extension
.
Proposition B.41. Let τ be an arbitrary relational vocabulary, and let τ ′ ⊆ τ be a subvocabulary of τ .
Let ϕ(X) be a first-order formula over τ with a free relation variable X of arity s. The problem ∀k∃∗-FD(τ,τ
′)
ϕ
is in ∀k∃∗.
Proof. We show membership in ∀k∃∗ by giving an fpt-reduction to ∀k∃∗-WSat. Let (B, k) be an instance
of ∀k∃∗-FD(τ,τ
′)
ϕ , where B is a τ
′-structure with domain B. We construct an instance (ψ, k) of ∀k∃∗-WSat
as follows. We consider the set W = {wR,b : R ∈ τ\τ
′, b ∈ Barity(R) } of variables that will represent the
interpretation of the relation symbols R ∈ τ\τ ′. In addition, we consider the set Y = { yb : b ∈ B
s } of
variables that will represent the choice of the relation S ⊆ Bs. We will let:
ψ = ∀W.∃Y.ψϕ,
where ψϕ is defined below by induction on the structure of ϕ. Concretely, for each formula χ such that χ =
χ′[β] for some subformula χ′ of ϕ and some assignment β : Free(χ′) → B, we will define the formula ψχ.
We assume without loss of generality that ϕ contains only existential quantifiers and only the connectives ¬
and ∧. We distinguish several cases. Consider the case where χ = R(b1, . . . , bn) for some b1, . . . , bn ∈ B, and
where R ∈ τ ′. We define:
ψχ =
{
⊤ if (b1, . . . , bn) ∈ RB,
⊥ otherwise.
Next, consider the case where χ = R(b1, . . . , bn) for some b1, . . . , bn ∈ B, and where R ∈ τ\τ ′. We let b =
(b1, . . . , bn). We then define:
ψχ = wR,b.
Next, consider the case where χ = X(b1, . . . , bs) for some b1, . . . , bs ∈ B. We let b = (b1, . . . , bs), and we
define:
ψχ = yb.
Next, consider the case where χ = ∃z.χ′. We define:
ψχ =
∨
b∈B
ψχ
′[z 7→b].
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Finally, in the case where χ = χ1 ∧ χ2, we define ψχ = ψχ1 ∧ ψχ2 , and in the case where χ = ¬χ1, we
let ψχ = ¬ψχ1 . We claim that (ψ, k) ∈ ∀k∃∗-WSat if and only if (B, k) ∈ ∀k∃∗-FD(τ,τ
′)
ϕ .
(⇒) Assume that for all assignments α : W → {0, 1} of weight k the formula ∃Y.ψϕ[α] is true. Now
let A be an arbitrary τ -structure extending B with weight k. We show that there exists some S ⊆ Bs
such that A |= ϕ(S). We define the assignment αA : W → {0, 1} as follows. For each R ∈ τ\τ ′ and
each b ∈ Barity(R), we let αA(wR,b) = 1 if and only if b ∈ R
A. Since A extends B with weight k, we know
that αA has weight k. Therefore, we know that there must exist some assignment β : Y → {0, 1} such
that ψϕ[αA ∪ β] is true. We define the relation Sβ ⊆ B
s as follows. For each b ∈ Bs, we let b ∈ Sβ if and
only if β(yb) = 1. It is now straightforward to verify by induction on the structure of ϕ that A |= ϕ(Sβ) if
and only if ψϕ[αA ∪ β] is true. This concludes our proof that (B, k) ∈ ∀k∃∗-FD
(τ,τ ′)
ϕ .
(⇐) Conversely, assume that for every τ -structure A that extends B with weight k there exists some
relation S ⊆ Bs such that A |= ϕ(S). Now let α : W → {0, 1} be an arbitrary assignment of weight k.
We define the τ -structure Aα as follows. For each R ∈ τ\τ
′ we let RAα = { b ∈ Barity(R) : α(wR,b) = 1 }.
Since α has weight k, we know that Aα extends B with weight k. Therefore, we know that there exists
some relation S ⊆ Bs such that Aα |= ϕ(S). We now define the assignment βS : Y → {0, 1} as follows. For
each b ∈ Bs we let βS(yb) = 1 if and only if b ∈ S. It is now straightforward to verify by induction on the
structure of ϕ that Aα |= ϕ(S) if and only if ψϕ[α ∪ βS ] is true. This concludes our proof that (ψ, k) ∈
∀k∃∗-WSat.
Proposition B.42. The problem ∀k∃∗-FD(τ,τ
′)
ϕ is ∀
k∃∗-hard, for some relational vocabulary τ , some sub-
vocabulary τ ′ ⊆ τ of τ , and some first-order formula ϕ(Z) ∈ Π2 over τ with a free relation variable Z of
arity s.
Proof. We let τ ′ contain the unary relation symbols G and C, and the binary relation symbols CF− , C
F
+ , C
G
−
and CG+ . We let τ ⊇ τ
′ in addition contain the unary relation symbol F . Furthermore, we let ϕ(Z) ∈ Π2 be
the first-order formula defined as follows:
ϕ = ∀v.(Zv → Gv) ∧ ∀v.(Cv → (∃w.ψ(v, w, Z))); and
ψ(v, w, Z) =
(
¬Fw ∧CF− (v, w)
)
∨
(
Fw ∧CF+ (v, w)
)
∨
(
¬Zw ∧ CG− (v, w)
)
∨
(
Zw ∧ CG+ (v, w)
)
.
Note that ϕ(Z) is not a formula in Π2, but can easily be transformed to an equivalent formula in Π2.
We show that the problem ∀k∃∗-FD(τ,τ
′)
ϕ is ∀
k∃∗-hard, by giving an fpt-reduction from
∀≤k∃∗-WSat(CNF). Let (ϕ′, k) be an instance of ∀≤k∃∗-WSat(CNF), where ϕ′ = ∀Y.∃X.ψ′, Y =
{y1, . . . , yn}, X = {x1, . . . , xm}, and ψ′ = c1 ∧ · · · ∧ cu. We construct an instance (A, k) of ∀k∃∗-FD
(τ,τ ′)
ϕ .
We define the structure A with domain A as follows:
A = X ∪ Y ∪ {c1, . . . , cu};
GA = X ;
CA = {c1, . . . , cu};
(CF− )
A = { (ci, y) : 1 ≤ i ≤ u, y ∈ Y,¬y ∈ ci };
(CF+ )
A = { (ci, y) : 1 ≤ i ≤ u, y ∈ Y, y ∈ ci };
(CG− )
A = { (ci, x) : 1 ≤ i ≤ u, x ∈ X,¬x ∈ ci }; and
(CG+ )
A = { (ci, x) : 1 ≤ i ≤ u, x ∈ X, x ∈ ci }.
We show that (ϕ′, k) ∈ ∀≤k∃∗-WSat(CNF) if and only if (A, k) ∈ ∀k∃∗-FD(τ,τ
′)
ϕ .
(⇒) Assume that (ϕ′, k) ∈ ∀≤k∃∗-WSat(CNF). This means that for any assignment α : Y → {0, 1} of
weight at most k, the formula ∃X.ψ′[α] evaluates to true. We show that (A, k) ∈ ∀k∃∗-FD(τ,τ
′)
ϕ . Let A
′
be an arbitrary τ -structure extending A with weight k. Then we know that |FA
′
∩ Y | ≤ k. Consider the
assignment αA′ : Y → {0, 1}, where αA′(y) = 1 if and only if y ∈ FA
′
∩Y . Clearly, αA′ has weight at most k.
Therefore, ∃X.ψ′[αA′ ] evaluates to true. This means that there exists an assignment β : X → {0, 1} such
that ψ′[αA′ ∪ β] evaluates to true. Consider the relation W = { x ∈ X : β(x) = 1 } ⊆ A.
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We show that A′ |= ϕ(W ). Clearly, A′ |= ∀v.(Wv → Gv). To see that A′ |= ∀v.(Cv → (∃w.ψ(v, w,W ))),
consider the assignment {v 7→ ci} for an arbitrary 1 ≤ i ≤ u. We show that A′ |= ∃w.ψ(w, ci,W ). We know
that ψ′[αA′ ∪ β] evaluates to true, so therefore there must exist a literal l ∈ ci such that αA′ ∪ β satisfies l.
Assume l = x ∈ X . Then x ∈W , and therefore A′ |= (Wx∧CG+ (ci, x)). Assume l = y ∈ Y . Then αA′(y) = 1,
and thus y ∈ FA
′
. Therefore,A′ |= (Fy∧CF+ (ci, y)) The cases where l = ¬z for some z ∈ X∪Y are analogous.
This concludes our proof that A′ |= ϕ(W ), and so we can conclude that (A, k) ∈ ∀k∃∗-FD(τ,τ
′)
ϕ .
(⇐) Assume that (A, k) ∈ ∀k∃∗-FD(τ,τ
′)
ϕ . This means that for each τ -structure A
′ that extends A
with weight k, there exists a relation W ⊆ A such that A′ |= ϕ(W ). Let α : Y → {0, 1} be an arbitrary
assignment of weight ℓ ≤ k. We show that ∃X.ψ′[α] evaluates to true. Define the τ -structure Aα by
letting FAα = { y ∈ Y : α(y) = 1 } ∪ {y1, . . . , yk−ℓ}. Assuming without loss of generality that |Y | ≥ |X |,
it follows that |FAα | = k. Thus, Aα extends A with weight k. We therefore know that there exists a
relation W ⊆ A such that Aα |= ϕ(W ). Now define βW : X → {0, 1} by letting βW (x) = 1 if and only
if x ∈W .
We show that ψ′[α ∪ βW ] evaluates to true. Let ci be an arbitrary clause of ψ′. Since Aα |= ∀v.(Cv →
(∃w.ψ(v, w,W ))), we know that there must be some a ∈ A such that Aα |= ψ(ci, a,W ). It is straightforward
to verify that a ∈ X ∪ Y .
We distinguish four cases. Consider the case where a ∈ X and a ∈ (CG+ )
Aα . Then Aα |= Wa, and
thus a ∈ W . Also, since a ∈ (CG+ )
Aα , a is a positive literal in the clause ci. Therefore, βW (a) = 1, and
thus α∪βW satisfies ci. Consider the case where a ∈ Y and a ∈ (CF+ )
Aα . Then Aα |= Fa, and thus α(y) = 1.
Also, since a ∈ (CF+ )
Aα , a is a positive literal in the clause ci. Therefore, α(a) = 1, and thus α ∪ βW
satisfies ci. The cases where a ∈ (CG− )
Aα and where a ∈ (CF−)
Aα are analogous.
Since ci was an arbitrary clause of ψ
′, we know that α ∪ βW satisfies ψ′. This concludes our proof
that (ϕ′, k) ∈ ∀≤k∃∗-WSat(CNF).
Proposition B.43. The problem ∀∗∃k-FD(τ,τ
′)
ϕ is ∀
∗∃k-W[1]-hard, for some relational vocabulary τ , some
subvocabulary τ ′ ⊆ τ of τ , and some first-order formula ϕ(Z) ∈ Π2 over τ with a free relation variable Z of
arity s.
Proof. We show ∀∗∃k-W[1]-hardness by giving an fpt-reduction from ∀∗∃k-WSat(2CNF). Let (ϕ′, k) be
an instance of ∀∗∃k-WSat(2CNF), where ϕ′ = ∀Y.∃X.ψ′, Y = {y1, . . . , yn}, X = {x1, . . . , xm}, and ψ′ =
c1 ∧ · · · ∧ cu. We use the same construction as the one used in the fpt-reduction from ∀≤k∃∗-WSat(CNF)
to ∀∗∃k-FD(τ,τ
′)
ϕ , in the proof of Proposition B.42 to construct an instance (A, k) of ∀
∗∃k-FD(τ,τ
′)
ϕ . This is
possible since instance of ∀∗∃k-WSat(2CNF) are also instances of ∀≤k∃∗-WSat(CNF). We show that this
reduction is also a correct fpt-reduction from ∀∗∃k-WSat(2CNF) to ∀∗∃k-FD(τ,τ
′)
ϕ .
(⇒) Assume that (ϕ′, k) ∈ ∀∗∃k-WSat(2CNF). This means that for any assignment α : X → {0, 1},
there exists an assignment β : Y → {0, 1} of weight k such that ψ′[α ∪ β] evaluates to true. We show
that (A′, k) ∈ ∀∗∃k-FD(τ,τ
′)
ϕ . Let A
′ be an arbitrary τ -structure extending A. Consider the assignment αA′ :
Y → {0, 1}, where αA′(y) = 1 if and only if y ∈ FA
′
∩ Y . There must be an assignment β : X → {0, 1} such
that ψ′[αA′ ∪ β] evaluates to true. Consider the relation W = { x ∈ X : β(x) = 1 } ⊆ A. Clearly, |W | = k.
We show that A′ |= ϕ(W ). Clearly A′ |= ∀v.(Wv → Gv). To see that A′ |= ∀v.(Cv → (∃w.ψ(v, w,W ))),
consider the assignment {v 7→ ci} for an arbitrary 1 ≤ i ≤ u. We show that A′ |= ∃w.ψ(w, ci,W ). We know
that ψ′[αA′∪β] evaluates to true, so therefore there must exist a literal l ∈ ci such that αA′∪β satisfies l. Let z
be the variable of the literal l. Verifying that A′ |= ψ(z, ci,W ) is analogous to the proof of Proposition B.42.
This completes our proof that A′ |= ϕ(W ), and we can thus conclude that (A′, k) ∈ ∀∗∃k-FD(τ,τ
′)
ϕ .
(⇐) Assume that (A, k) ∈ ∀∗∃k-FD(τ,τ
′)
ϕ . This means that for each τ -structure A
′ that extends A, there
exists a relation W ⊆ A with |W | = k such that A′ |= ϕ(W ). Let α : Y → {0, 1} be an arbitrary assignment.
We show that there exists an assignment β : X → {0, 1} of weight k such that ψ′[α ∪ β] evaluates to true.
Define the τ -structure Aα by letting FAα = { y ∈ Y : α(y) = 1 }. Clearly, Aα extends A. We therefore
know that there exists a relation W ⊆ A with |W | = k such that Aα |= ϕ(W ). Since Aα |= ∀v.(Wv → Gv),
we know that W ⊆ X . Now define βW : X → {0, 1} by letting βW (x) = 1 if and only if x ∈ W . We know
that βW has weight k.
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We show that ψ′[α ∪ βW ] evaluates to true. Let ci be an arbitrary clause of ψ′. Since Aα |= ∀v.(Cv →
(∃w.ψ(v, w,W ))), we know that there must be some a ∈ A such that Aα |= ψ(ci, a,W ). It is straightforward
to verify that a ∈ X ∪ Y . Verifying that Aα |= ψ(ci, a,W ) implies that α ∪ βW satisfies ci is analogous to
the proof of Proposition B.42. This completes our proof that ψ′[α ∪ βW ] evaluates to true, and we can thus
conclude that (ϕ′, k) ∈ ∀∗∃k-WSat(2CNF).
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