Introduction
Modeling of power systems results in large differential-algebraic systems. These systems are built from the equations describing the network, the generators, the voltage regulators, the speed governors and the dynamic shunt loads. All together they form a non-linear system in semi-explicit form with initial values y(0) = y 0 and z(0) = z 0 , such that g(t 0 , y 0 , z 0 ) = 0. It is assumed that the matrix ∂ g ∂ z is non singular and therefore system (1) has index one. Time domain simulation is an important application for the dynamic security assessment of power systems [6] . The components involved in the systems are known to exhibit a wide range of time scales. A voltage wave propagation due to lightning lasts a few microseconds to milliseconds but a secondary frequency control may have a time duration of several minutes. A particular situation requiring numerical simulation is that a damaging event which occurs in one of the European countries should not affect other countries. For such problems, the multirate time stepping strategies can automatically detect strong local temporal activity and lead to large speed-ups in the simulation time [2, 5, 7] . With such methods different solution components can be integrated with different time steps.
Multirate time stepping
In this paper it will be assumed that the variables of the system (1) can be partitioned into fast and slow
Our multirate time stepping strategy can be described as follows. For a given global time step τ = t n − t n−1 , we first compute a tentative approximation at the time level t n for the both fast and slow variables. We accept the computed numerical solution for the slow components, while for the fast components the computation is redone with smaller time steps. During this refinement computation the subsystem After each completed time slab the solutions are synchronized. In our approach, these time slabs are automatically generated, similar as in the single-rate approach, but without imposing temporal accuracy constraints on all components.
An important issue in our strategy is to determine the size of the time slabs. These could be taken large with a large multirate factor, or small with a lower multirate factor. A decision can be made based on an estimate of the number of components at which the solution needs to be calculated, including the overhead due to coupling.
In this paper we consider two levels of activity: slow variables and fast variables. One can also allow for more levels of activity. In this case, the desired accuracy does not necessary have to be achieved during the first refinement. The refinement Time domain simulation of power systems with different time scales 3 can be continued until the error estimator is below a prescribed tolerance for all components.
Mixed Adams-BDF time integration method
As the basic time integration method we use the mixed Adams-BDF method presented in [1] . The second-order Adams method is applied to the differential state variables and provides a reliable detection of unstable situations. It is symmetrically A-stable (the domain of stability coincides with the left complex half-plane) and thus does not suffer from the hyper stability. The second-order BDF method is used for the algebraic state variables, since it less sensitive to the variations in the algebraic equations than the Adams method. Detailed description and the coefficients for both methods can be found in [3] .
Interpolation
For given approximations w n−1 ≈ w(t n−1 ) and w n ≈ w(t n ) for the solution vector w = [y, z], the multirate schemes can require an intermediate value w I (t n−1+θ ) ≈ w(t n−1 + θ τ) for 0 < θ < 1. This can be calculated by using linear or quadratic interpolation.
For the linear interpolation we use the values of w n−1 and w n
For the quadratic interpolation we use the values of w n−1 , w n ,
with
where ρ is a free parameter satisfying the condition − Partitioning of the variables in slow and fast can be fixed and given in advance, or it can vary in time and should be performed automatically during the time integration process.
In this section we present a strategy for automatic partitioning of the differential and algebraic variables. This strategy is based on the local time variation of the numerical solution of the system and on the topology of the power system.
A power system can be usually decomposed in two parts:
• a large network which consists of a set of nodes (each node introducing two variables) connected by a set of branches (lines, cables and transformers), • a set of components (synchronous machines, motors, loads. . . ) which are usually connected to a particular node.
This particular structure can be used to derive a dedicated partitioning strategy. We first perform a single step with step size τ and using an error estimator we determine the variables which do not satisfy the criterion
where e i is the estimated local error for the variable i and Tol is a given tolerance. These variables will be called fast. The local error vector e is computed as the difference between the corrected solution and the predicted solution.
To allow for accurate computation of the fast variables, during the refinement stage, we also recompute the slow variables which are strongly coupled to the fast ones. The propagation of the fast status is performed as follows:
1. All the components which contain at least one fast variable are classified as fast. 2. All the nodes which contain at least one fast variable are classified as fast. 3. The connection node of a fast component is classified as fast. 4. The fast status of the nodes is then propagated through the network: a. The graph G is defined as follows:
• A node in G is defined for each electrical node;
• An edge is defined between two nodes of G if there exists at least one branch linking the two corresponding electrical nodes; • A weight representing an "electrical distance" will be associated to each edge of G. Let us denote by C 1 and C 2 the two 2 × 2 sub-matrices of the admittance matrix coupling the pairs of variables associated nodes 1 and 2. The weight between node 1 and 2 is defined as
where . Each node at a distance less than a given parameter tol G from a fast node is classified as fast.
5. All the variables belonging to a fast node or a fast component are classified as fast and will therefore be updated during the refining phase.
The creation of a table containing, for each node, the list of strongly connected nodes can be efficiently (through a modified Dijkstra algorithm and a parallel implementation) performed off-line before the start of the simulation. With this off-line preparation, the cost of the above partitioning is almost negligible during the simulation.
Numerical experiments
In this section we present numerical results for two test problems. For the results reported here we used quadratic interpolation to obtain missing component values. Linear interpolation was also tried and the results were nearly identical; this simply indicates that the interpolation errors are not significant in these tests.
The computational costs are presented in terms of number of function evaluations, number of Jacobian evaluations and number of Newton iterations. We estimate the total computation cost by means of formula
Here the coefficients represent the reference costs and are based on the benchmarks in a particular software package.
A chain test problem
For our first test problem we consider a power system composed of a chain of 100 small subsystems connected by very long lines. Each subsystem comprises a generator and the corresponding controllers modeled by 30 equations, a step-up transformer and an impedant load. A schematic illustration of the chain is presented in Figure 1 . The resulting system contains 4970 variables, 3089 of which are algebraic.
A short-circuit of 100 ms is performed at the first high voltage busbar. During the very first second, this event strongly affects the beginning of the chain while the rest of the system remains more or less constant. The impact of the short-circuit propagates to the neighboring subsystems while being progressively damped. Table 1 shows the number of function evaluations, number of Jacobian evaluations, number of Newton iterations, estimated costs and the weighted L 2 -and 6 Valeriu Savcenco, Bertrand Haut, E. Jan W. ter Maten, and Robert M.M. Mattheij   Fig. 1 Chain of 100 subsystems. infinity-norm errors for the single-rate and multirate methods. From these results it is seen that a substantial improvement in number of function evaluations is obtained. For the single-rate method, the number of function evaluations is four times larger. Moreover, the error behavior of the multirate scheme is very good. The speed up in terms of estimated costs is smaller than the one based on the number of function evaluations. This reduction in speed up is due to large number of Jacobian evaluations. This is again visible from the results presented in the table. An improvement of the local Jacobian evaluation within multirate time stepping is needed. Figure 2 shows the time points in which the solution for two variables, one fast and one slow, were computed. It is seen that the time steps used for the fast variable are much smaller than the ones used for the slow variable. The solution of the fast variable on this interval is computed by 26 time steps, whereas only 5 time steps are needed for the slow variable. In this simulation 70 fast variables were observed. 
PEGASE problem
As the second test we consider the PEGASE problem. This problem is a dedicated test case constructed by the PEGASE consortium [4] . The system modeled is loosely inspired from the European transmission grid in term of size (number of branches, nodes, generators, loads), topology and type of units (nuclear, hydro, TGV). The problem is modeled by a DAE system with 123463 variables, of which 50235 are algebraic. We solve this problem on the time interval 0 < t < T = 10.1. A short-circuit is performed in the southern Italy during the last 0.1 seconds of simulation time. We expect that this event will only have a local impact and hence, multirate method will be able to exploit this difference in the time scales. Figure 3 shows the time points in which the solution for two variables, one fast located in Italy and one slow located in Luxembourg, were computed during the time interval when the short-circuit occurred. It is seen that the time steps used for the fast variable are much smaller than the ones used for the slow variable. The solution for the fast variable on this interval is computed by 15 time steps, whereas only 2 time steps are needed for the slow variable. Table 2 shows the number of function evaluations, number of Jacobian evaluations, number of Newton iterations, estimated costs and the weighted L 2 -and infinity-norm errors (measured with respect to an accurate reference solution) for the single-rate and multirate methods. From these results it is seen that a substantial improvement in cost is obtained. For the single-rate method the estimated costs are four times larger. Moreover, the error behavior of the multirate scheme is very good.
Conclusions
In this paper we presented a multirate time stepping strategy for systems of differential and algebraic equations resulting from modeling of power systems. The algorithm for dynamic partitioning of the components into slow and fast was described. Numerical experiments confirmed that the efficiency of time integration methods can be significantly improved by using large time steps for inactive components, without sacrificing accuracy.
