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STOCHASTIC COALESCENCE MULTI-FRAGMENTATION PROCESSES
EDUARDO CEPEDA
Abstract. We study infinite systems of particles which undergo coalescence and fragmentation,
in a manner determined solely by their masses. A pair of particles having masses x and y coalesces
at a given rate K(x, y). A particle of mass x fragments into a collection of particles of masses
θ1x, θ2x, . . . at rate F (x)β(dθ). We assume that the kernels K and F satisfy Ho¨lder regularity
conditions with indices λ ∈ (0, 1] and α ∈ [0,∞) respectively. We show existence of such infinite
particle systems as strong Markov processes taking values in ℓλ, the set of ordered sequences
(mi)i≥1 such that
∑
i≥1 m
λ
i
< ∞. We show that these processes possess the Feller property.
This work relies on the use of a Wasserstein-type distance, which has proved to be particularly
well-adapted to coalescence phenomena.
Mathematics Subject Classification (2000): 60K35, 60J25.
Keywords: Stochastic coalescence multi-Fragmentation process, Stochastic interacting particle
systems.
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1. Introduction
A coalescence-fragmentation process is a stochastic process which models the evolution in time
of a system of particles undergoing coalescence and fragmentation. The size of a particle increases
and decreases due to successive mergers and dislocations. We assume that each particle is fully
identified by its mass x ∈ (0,∞). We consider the mean-field setting, so that the positions of
particles in space, their shapes, and other geometric properties are not considered. Examples of
applications of these models arise in the study of polymers, aerosols and astronomy; see the survey
papers [8, 1] for more details.
In this paper, we will concern ourselves with the phonomena of coalescence and fragmentation at
a macroscopic scale. Consider a (possibly infinite) system of particles. The framework we consider
is as follows. The coalescence of particles of masses x and y results in the formation of a new particle
of mass x+y. We assume that this coalescence occurs at rate K(x, y), where K is some symmetric
coagulation kernel. Particles may also fragment: we assume that a particle of mass x splits into a
collection of particles of smaller masses θ1x, θ2x, . . . at rate F (x)β(dθ). Here, F : (0,∞)→ [0,∞)
and β is a positive measure on the set Θ := {θ = (θi)i≥1 : 1 > θ1 ≥ θ2 ≥ . . . ≥ 0}. In particular,
this means that the distribution of the ratios of the masses of the child particles to the mass of
the parent particle is a function of these ratios only, and not of the mass of the parent particle.
In this setting, our coalescence-fragmentation processes will be defined through their infinitesimal
generators. Note that at a fixed time the state may be composed of an infinite number of particles
which have finite total mass.
In previous works by Evans and Pitman [11], Fournier [15] and Fournier and Lo¨cherbach [17],
pure stochastic coalescents with an infinite number of particles have been constructed for a large
class of kernels K. See also the survey paper by Aldous [1]. On the other hand, the fragmentation
model we study was first introduced by Bertoin [3] where the author takes into account an infinite
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measure β and a mechanism of dislocation with a possibly infinite number of fragments. The
properties of the only fragmentation model are studied in Bertoin [3, 4] and in Hass [19, 20]. We
refer also to the book [5] where a extensive study of coalescence and fragmentation is carried out.
The present paper combines the two phenomena. We are mainly concerned with a general
existence and uniqueness result, and seek to impose as few conditions on K, F and β as possible.
Roughly speaking, our assumptions are that the coalescence and fragmentation kernels each satisfy
a Ho¨lder regularity condition which makes them bounded near the origin ((0, 0) and 0 respectively)
but not near ∞. The measure β is allowed to be infinite.
We follow ideas developed in [15, 17] in the context of pure coalescence (F ≡ 0). We work
on the set ℓλ of ordered sequences of non-negative real numbers (mi)i≥1 which are such that∑
i≥1m
λ
i <∞. We endow this space with a Wasserstein-type distance δλ: for m, m˜ ∈ ℓλ, let
δλ(m, m˜) = inf
pi,σ∈Perm(N)
∑
i≥1
∣∣∣mλpi(i) − m˜λσ(i)∣∣∣ ,
where Perm(N) denotes the set of finite permutations of N.
Extending results in [15, 17], we construct a stochastic particle system undergoing coalescence
and fragmentation. In Theorem 3.3, we show existence and uniqueness of a stochastic coalescence-
fragmentation process as a Markov process in D([0,∞), ℓλ) which enjoys the Feller property. We
use a convergence method, starting from a finite process, for which the initial number of particles
in the system is bounded, and fragmentation occurs at a bounded rate and produces a bounded
number of fragments. Existence and uniqueness are obtained for these finite processes in a straight-
forward manner. We pass to the limit using a Poisson-driven stochastic differential equation (SDE)
associated to the model, and coupling techniques.
In the finite case (see Proposition 3.1), we require only that the coalescence and fragmentation
kernels be locally bounded (in the sense that for all a > 0, sup(0,a]2 K(x, y) <∞ and sup(0,a] F (x) <
∞) and that there be only a finite number of particles. In order to extend the results to a system
composed of an infinite number of particles and with fragmentation into an infinite number of
fragments, it is necessary to impose the additional continuity conditions on the kernels.
The first works known to us on coalescence-fragmentation processes focussed on binary fragmen-
tation, where a particle may only split into two child particles: denoting ct(x) the concentration
of particles of mass x ∈ (0,∞) at time t, in this case the dynamics is given by
∂tct(x) =
1
2
∫ x
0
K(y, x− y)ct(y)ct(x− y) dy − ct(x)
∫ ∞
0
K(x, y)ct(y) dy(1.1)
+
∫ ∞
x
Fb(x, y − x)ct(y)dy − 1
2
ct(x)
∫ x
0
Fb(y, x− y)dy,
The binary fragmentation kernel Fb(·, ·) is a symmetric function and Fb(x, y) gives the rate at
which a particle of mass x + y fragments into particles of masses x and y. In this case, the total
fragmentation rate of a particle of mass x is given by 12
∫ x
0
Fb(y, x− y)dy.
The deterministic setting of our model has been studied in Cepeda [6] where existence and
uniqueness of the corresponding equation is proved, using the same notation as for equation (1.1),
the equation reads as follows:
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∂tct(x) =
1
2
∫ x
0
K(y, x− y)ct(y)ct(x− y) dy − ct(x)
∫ ∞
0
K(x, y)ct(y) dy(1.2)
+
∫
Θ
[ ∞∑
i=1
1
θi
F
(
x
θi
)
ct
(
x
θi
)
− F (x)ct(x)
]
β(dθ).
Note that we can obtain the continuous coagulation binary-fragmentation equation (1.1), for
example, by considering β with support in {θ : θ1 + θ2 = 1} and β(dθ) = h(θ1)dθ1δ{θ2=1−θ1}
and setting Fb(x, y) =
2
x+yF (x+ y)h
(
x
x+y
)
, where h(·) is a continuous function on [0, 1] which is
symmetric about 1/2.
In the binary framework, and under the additional assumptions that the kernel K and the
total fragmentation rate are bounded, some results on existence, uniqueness and convergence to
the solution of the deterministic equation (1.1) may be found in Guias¸ [18]. Jeon [12] considered
the discrete coagulation-fragmentation equation. He showed that the weak limit points of the
stochastic particle system exist and provide a solution. He assumed that K(x, y) = o(x)o(y) and
that the total rate of fragmentation of a particle of mass x is o(x).
In Fournier and Giet [13], the authors study the behaviour of small particles in the coagulation-
fragmentation equation (1.1) using a probabilistic approach. They assume a linear bound on the
coagulation kernel, but allow for the total fragmentation rate to be infinite. Eibeck and Wagner [9]
proved tightness of the corresponding stochastic particle systems and characterize the weak limit
points as solutions. A continuous coagulation kernel satisfying K(x, y) = o(x)o(y) for x, y →∞ is
required, as is a weakly continuous fragmentation measure for which the total fragmentation rate
of a particle of size x is o(x) as x→∞. We refer also to Eibeck and Wagner [10], where a general
model is studied which is used to approach general nonlinear kinetic equations.
Kolokoltsov [21] shows a hydrodynamic limit result for a mass exchange Markov process in the
discrete case. In Kolokoltsov [22], existence and uniqueness are proved under different assumptions
to ours; there, the author assumes a multiplicative bound on the coagulation rates and a linear
growth for the fragmentation rates. For that model, the author also proves convergence to the
deterministic equation. An extensive study of the methods used by the author is given in the
books [23, 24]. Finally, we also refer to Berestycki [2], who proves a similar result to ours for a
class of exchangeable coalescence-fragmentation processes.
We believe that it is possible to obtain a hydrodynamic limit result concerning our model:
making tend simultaneously the number of particles to infinite and their sizes to 0 may allow to
prove convergence of the stochastic coalescence-fragmentation process to the solution to equation
(1.2). Considering dλ an equivalent distance to δλ on measures; see [14], and (µt)t≥0 the solution
to the deterministic equation which is a measure, we can proceed in the following way. We fix
n ∈ N, we begin by constructing a system consisting on a finite number of particles, the initial
number of particles N0 is set in such a way that dλ(µ0, µ
n
0 ) ≤ C/
√
n; see [7, Proposition 3.2.]
where a way to construct such systems is already provided. Thus, µn0 is set as a discretisation of
the initial condition µ0 consisting in N0 atoms of weight 1/n, this is µ
n
0 =
1
n
∑N0
i=1 δmi , here δmi
holds for the Dirac measure on mi.
Next, we make the system µnt to evolve following the dynamics of a coalescence-fragmentation
process where the number of particles at each time t > 0 is determined by the successive mergers
and fragmentations, so that µnt =
1
n
∑Nt
i=1 δmi . This method requires some finite moments to µ0,
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but we believe that is possible to control dλ(µt, µ
n
t ) by roughly Ct/
√
n where Ct > 0, allowing to
show convergence and furthermore deduce a rate. Norris [25, 26] gives a first result on convergence
for the pure coalescence case F ≡ 0; see Cepeda and Fournier [7] for an explicit rate of convergence
where the method discribed in this paragraph is applied also to pure coalescence.
The rest of this paper is organized as follows. We introduce the notation and formal definitions
in Section 2. The main results may be found in Section 3. Stochastic coalescence-fragmentation
processes are studied in Section 4, and in Appendix A we give some useful technical details.
2. Notation and Definitions
Let S↓ be the set of non-increasing sequences m = (mn)n≥1 with values in [0,+∞). A state m
in S↓ represents the sequence of the ordered masses of the particles in a particle system. Next, for
λ ∈ (0, 1], consider
ℓλ =
{
m = (mk)k≥1 ∈ S↓, ‖m‖λ :=
∞∑
k=1
mλk <∞
}
.(2.1)
Consider also the sets of finite particle systems, completed for convenience with infinite 0-s.
ℓ0+ =
{
m = (mk)k≥1 ∈ S↓, inf{k ≥ 1,mk = 0} <∞
}
.
Remark 2.1. Note that for all 0 < λ1 < λ2, ℓ0+ ⊂ ℓλ1 ⊂ ℓλ2 . Note also that, since ‖m‖1 ≤ ‖m‖
1
λ
λ
the total mass of m ∈ ℓλ is always finite.
Hypothesis 2.2. We present now the general hypotheses.
Coagulation and Fragmentation Kernels.- We consider coagulation kernel K, symmetric K(x, y) =
K(y, x) for (x, y) ∈ [0,∞)2 and bounded on every compact subset in (0,∞)2. There exists λ ∈ (0, 1]
such that for all a > 0 there exists a constant κa > 0 such that for all x, y, x˜, y˜ ∈ (0, a],
|K(x, y)−K(x˜, y˜)| ≤ κa
[|xλ − x˜λ|+ |yλ − y˜λ|] ,(2.2)
We consider also a fragmentation kernel F : (0,∞) 7→ [0,∞), bounded on every compact subset in
(0,∞). There exists α ∈ [0,∞) such that for all a > 0 there exists a constant µa > 0 such that for
all x, x˜ ∈ (0, a],
|F (x)− F (x˜)| ≤ µa |xα − x˜α|.(2.3)
We define the set of ratios by
Θ = {θ = (θk)k≥1 : 1 > θ1 ≥ θ2 ≥ . . . ≥ 0 } .
The β measure.- We consider on Θ a measure β(·) and assume that it satisfies
β

∑
k≥1
θk > 1

 = 0,(2.4)
Cλβ :=
∫
Θ

∑
k≥2
θλk + (1− θ1)λ

β(dθ) < ∞, for some λ ∈ (0, 1].(2.5)
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For example, the coagulation kernels listed below, taken from the mathematical and physical
literature, satisfy Hypothesis 2.2.
K(x, y) ≡ 1 (2.2) holds with κa = 0,
K(x, y) = (xα + yα)β with α ∈ (0,∞), β ∈ (0,∞) and λ = αβ ∈ (0, 1],
K(x, y) = xαyβ + xβyα with 0 ≤ α ≤ β ≤ 1 and λ = α+ β ∈ (0, 1],
K(x, y) = (xy)α/2(x+ y)−β with α ∈ (0, 1], β ∈ [0,∞) and λ = α− β ∈ (0, 1],
K(x, y) = (xα + yα)β |xγ − yγ | with α ∈ (0,∞), β ∈ (0,∞), γ ∈ (0, 1] and λ = αβ + γ ∈ (0, 1],
K(x, y) = (x+ y)λe−β(x+y)
−α
with α ∈ (0,∞), β ∈ (0,∞), and λ ∈ (0, 1].
On the other hand, the following fragmentation kernels satisfy Hypothesis 2.2.
F (x) ≡ 1,
F (x) = xα, with α > 0.
Remark 2.3. i) The property (2.4) means that there is no gain of mass due to the dislocation
of a particle. Nevertheless, it does not exclude a loss of mass due to the dislocation of the
particles.
ii) Note that under (2.4) we have
∑
k≥1 θk − 1 ≤ 0 β-a.e., and since θk ∈ [0, 1) for all k ≥ 1,
θk ≤ θλk , we have
(2.6)


1− θλ1 ≤ 1− θ1 ≤ (1− θ1)λ, β − a.e.,
∑
k≥1 θ
λ
k − 1 =
∑
k≥2 θ
λ
k − (1− θλ1 ) ≤
∑
k≥2 θ
λ
k , β − a.e.
implying the following bounds:
(2.7)


∫
Θ
(1− θ1)β(dθ) ≤ Cλβ ,
∫
Θ

∑
k≥2
θλk + (1− θλ1 )

 β(dθ) ≤ Cλβ ,
∫
Θ

∑
k≥1
θλk − 1


+
β(dθ) ≤ Cλβ .
We point out that
∫
Θ
∣∣∣∑k≥1 θλk − 1∣∣∣β(dθ) ≤ 2Cλβ but when the term ∑k≥1 θλk − 1 is negative
our calculations can be realized in a simpler manner. We will thus use the positive bound given
in the last inequality.
Within the whole paper, we will use the convention that, when dealing with sequences in ℓλ,
K(x, 0) = 0 for all x ∈ [0,∞),
F (0) = 0.
We will always use this convention, even in the case where, e.g., K ≡ 1 on (0,∞) × (0,∞) and
F ≡ 1 on (0,∞). Actually, 0 is a symbol used to refer to a particle that does not exist. For
θ ∈ Θ and x ∈ (0,∞) we will write θ · x to say that the particle of mass x of the system splits into
θ1x, θ2x, . . .
Furthermore, we will refer to the property of “local boundedness” of the coagulation and fragmen-
tation kernels in the sense that for all a > 0, sup(0,a]2 K(x, y) <∞ and sup(0,a] F (x) <∞.
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Considering m ∈ ℓλ, the dynamics of the process is as follows. A pair of particles mi and mj
coalesce with rate given by K(mi,mj) and this is described by the map cij : ℓλ → ℓλ (see below). A
particle mi fragments following the dislocation configuration θ ∈ Θ with rate given by F (mi)β(dθ)
and this is described by the map fiθ : ℓλ → ℓλ, with
(2.8)
cij(m) = reorder(m1, . . . ,mi−1,mi +mj ,mi+1, . . . ,mj−1,mj+1, . . .),
fiθ(m) = reorder(m1, . . . ,mi−1, θ ·mi,mi+1, . . .),
the reordering being in the decreasing order.
Distances on S↓
We endow S↓ with the pointwise convergence topology, which can be metrized by the distance
(2.9) d(m, m˜) =
∑
k≥1
2−k|mk − m˜k|.
Also, for λ ∈ (0, 1] and m, m˜ ∈ ℓλ, we recall that since the masses are decreasingly ordered, from
[15, Lemma 3.1.] we have the equality
(2.10) δλ(m, m˜) = inf
pi,σ∈Perm(N)
∑
i≥1
|mλpi(i) − m˜λσ(i)| =
∑
k≥1
|mλk − m˜λk |,
In this paper we will use the second equality.
Infinitesimal generator LβK,F
Considering some coagulation and fragmentation kernels K and F and a measure β. We define
the infinitesimal generator LβK,F for any Φ : ℓλ → R sufficiently regular and for any m ∈ ℓλ by
(2.11)
LβK,FΦ(m) =
∑
1≤i<j<∞
K(mi,mj) [Φ (cij(m))− Φ(m)] +
∑
i≥1
F (mi)
∫
Θ
[Φ (fiθ(m)) − Φ(m)]β(dθ).
3. Results
We first define the finite coalescence - fragmentation process. In order to properly define this
process we need to add two properties to the measure β. Namely, the measure of Θ must be finite
and the number of fragments at each fragmentation must be bounded:
(3.1)
{
β(Θ) < ∞,
β(Θ \Θk) = 0 for some k ∈ N,
where
Θk = {θ = (θn)n≥1 ∈ Θ : θk+1 = θk+2 = · · · = 0} .
Proposition 3.1 (Finite Coalescence - Fragmentation processes). Consider λ ∈ (0, 1], α ≥ 0
and m ∈ ℓ0+. Assume that a coagulation kernel K bounded on compact subsets on [0,∞)2, a
fragmentation kernel F bounded on compact subsets of [0,∞) and a measure β satisfy Hypotheses
2.2. Furthermore, suppose that β satisfies (3.1).
Then, there exists a unique (in law) strong Markov process (M(m, t))t≥0 starting at M(m, 0) =
m and with infinitesimal generator LβK,F .
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We point out that in order to prove existence and uniqueness of the Finite Coalescence - Frag-
mentation process, kernelsK and F do not need to satisfy the continuity conditions (2.2) and (2.3),
respectively. The proof is based on the existence and uniqueness of its Poissonian representation
Proposition 4.3. for which the jump intensity remains bounded on finite time-intervals Lemma 4.5.
We wish to extend this process to the case where the initial condition consists of an infinite
number of particles and for more general fragmentation measures β under some additional conti-
nuity conditions for the kernels. For this, we will build a particular sequence of finite coalescence
- fragmentation processes, the result will be obtained by passing to the limit.
We introduce the following notation that will be useful when working with finite processes.
We consider a measure β satisfying Hypotheses 2.2., n ∈ N and the set Θ(n) defined by Θ(n) ={
θ ∈ Θ : θ1 ≤ 1− 1n
}
, we consider also the projector
(3.2)
ψn : Θ → Θn
θ 7→ ψn(θ) = (θ1, . . . , θn, 0, . . .),
and we put
(3.3) βn = 1θ∈Θ(n)β ◦ ψ−1n .
The measure βn can be seen as the restriction of β to the projection of Θ(n) onto Θn. Note
that Θ(n) ⊂ Θ(n + 1) and that since we have excluded the degenerated cases θ1 = 1 we have⋃
nΘ(n) = Θ.
Lemma 3.2 (Definition.- The finite process Mn(m, t)). Consider λ ∈ (0, 1], α ≥ 0 and m ∈ ℓ0+.
Assume that the coagulation kernel K, the fragmentation kernel F and the measure β satisfy
Hypotheses 2.2. Furthermore, recall βn as defined by (3.3).
Then, there exists a unique (in law) strong Markov process (Mn(m, t))t≥0 starting at m and
with infinitesimal generator LβnK,F .
This lemma is straightforward, it suffices to note that βn satisfies (3.1), that the kernels K and
F are locally bounded since they satisfy respectively (2.2) and (2.3) and to use Proposition 3.1.
Indeed, recall (2.7), for n ≥ 1
βn(Θ) =
∫
Θ
1{1−[ψn(θ)]1≥
1
n
} β(dθ) ≤ n
∫
Θ
(1 − θ1)β(dθ) ≤ nCλβ <∞.
We have chosen an explicit sequence of measures (βn)n≥1 because it will be easier to manipulate
when coupling two coalescence-fragmentation processes. Nevertheless, more generally, taking any
sequence of measures βn satisfying (3.1) and converging towards β in a suitable sense as n tends
to infinity should provide the same result.
Our main result concerning stochastic Coalescence-Fragmentation processes is the following.
Theorem 3.3. Consider λ ∈ (0, 1], α ≥ 0. Assume that the coagulation K and the fragmentation
F kernels and a measure β satisfy Hypotheses 2.2. Endow ℓλ with the distance δλ.
i) For anym ∈ ℓλ, there exists a (necessarily unique in law) strong Markov process (M(m, t))t≥0 ∈
D ([0,∞), ℓλ) satisfying the following property.
For any sequence mn ∈ ℓ0+ such that limn→∞ δλ(mn,m) = 0, the sequence (Mn(mn, t))t≥0
defined in Lemma 3.2, converges in law, in D ([0,∞), ℓλ), to (M(m, t))t≥0.
ii) The obtained process is Feller in the sense that for all t ≥ 0, the map m 7→ Law (M(m, t)) is
continuous from ℓλ into P(ℓλ) (endowed with the distance δλ).
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iii) Recall the expression (2.9) of the distance d. For all bounded application Φ : ℓλ → R satisfying
|Φ(m)− Φ(m˜)| ≤ a d(m, m˜) for some a > 0, the process
Φ (M(m, t))− Φ (m)−
∫ t
0
LβK,F (M(m, s)) ds
is a local martingale.
This result extends those of Fournier [15] concerning solely coalescence and Bertoin [4, 3]
concerning only fragmentation. We point out that in [4] is not assumed Cλβ < ∞ but only∫
Θ
(1 − θ1)β(dθ) < ∞. However, we believe that in the presence of coalescence our hypotheses
on β are optimal.
Theorem 3.3. will be proved in two steps, the first step consists in proving existence and
uniqueness of the Finite Coalescence-Fragmentation process, finite in the sense that it is composed
by a finite number of particles for all t ≥ 0. Next, we will use a sequence of finite processes to
build a process as its limit, where the system is composed by an infinite number of particles. The
construction of such processes uses a Poissonian representation which is introduced in the next
section.
4. A Poisson-driven S.D.E.
We now introduce a representation of the stochastic processes of coagulation - fragmentation in
terms of Poisson measures, in order to couple two of these processes with different initial data.
Definition 4.1. Assume that a coagulation kernel K, a fragmentation kernel F and a measure β
satisfy Hypotheses 2.2.
a) For the coagulation, we consider a Poisson measure N (dt, d(i, j), dz) on [0,∞)×{(i, j) ∈ N2, i <
j} × [0,∞) with intensity measure dt [∑k<l δ(k,l)(d(i, j))] dz, and denote by (Ft)t≥0 the asso-
ciated canonical filtration.
b) For the fragmentation, we consider M(dt, di, dθ, dz) a Poisson measure on [0,∞) × N × Θ ×
[0,∞) with intensity measure dt
(∑
k≥1 δk(di)
)
β(dθ) dz, and denote by (Gt)t≥0 the associated
canonical filtration. M is independent of N .
Finally, we consider m ∈ ℓλ. A ca`dla`g (Ht)t≥0 = (σ(Ft,Gt))t≥0-adapted process (M(m, t))t≥0 is
said to be a solution to SDE(K,F,m,N ,M) if it belongs a.s. to D ([0,∞), ℓλ) and if for all t ≥ 0,
a.s.
M(m, t) = m+
∫ t
0
∫
i<j
∫ ∞
0
[cij (M(m, s−))−M(m, s−)]1{z≤K(Mi(m,s−),Mj(m,s−))}
N (ds, d(i, j), dz)
+
∫ t
0
∫
i
∫
Θ
∫ ∞
0
[fiθ (M(m, s−))−M(m, s−)]1{z≤F (Mi(m,s−))}
M(ds, di, dθ, dz).(4.1)
Remark that due to the independence of the Poisson measures only a coagulation or a fragmen-
tation event occurs at each instant t.
We begin by checking that the integrals in (4.1) always make sense.
Lemma 4.2. Let λ ∈ (0, 1] and α ≥ 0, the coagulation kernel K be bounded on compact subsets
on [0,∞)2, the fragmentation kernel F be bounded on compact subsets of [0,∞), and the β and
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the Poisson measures N and M as in Definition 4.1. For any (Ht)t≥0-adapted process (M(t))t≥0
belonging a.s. to D ([0,∞), ℓλ), a.s.
I1 =
∫ t
0
∫
i<j
∫ ∞
0
[cij (M(s−))−M(s−)]1{z≤K(Mi(s−),Mj(s−))}N (ds, d(i, j), dz),
I2 =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
[fiθ (M(s−))−M(s−)]1{z≤F (Mi(s−))}M(ds, di, dθ, dz),
are well-defined and finite for all t ≥ 0.
Proof. The processes in the integral being ca`dla`g and adapted, it suffices to check the compensators
are a.s. finite. We have to show that a.s., for all k ≥ 1, all t ≥ 0,
Ck(t) =
∫ t
0
ds
∑
i<j
K(Mi(s),Mj(s))|[cij(M(s))]k −Mk(s)|
+
∫ t
0
ds
∫
Θ
β(dθ)
∑
i≥1
F (Mi(s))|[fiθ(M(s))]k −Mk(s)| <∞.
Note first that for all s ∈ [0, t], supiMi(s) ≤ sup[0,t] ‖M(s)‖1 ≤ sup[0,t] ‖M(s)‖1/λλ =: at < ∞ a.s.
since M belongs a.s. to D ([0,∞), ℓλ). Next, let
(4.2) Kt = sup
(x,y)∈[0,at]2
K(x, y) and F t = sup
x∈[0,at]
F (x),
which are a.s. finite since K and F are bounded on every compact in [0,∞)2 and [0,∞), respec-
tively. Then using (A.15) and (A.17) with (2.6) and (2.7), we write:
∑
k≥1
2−kCk(t) =
∫ t
0
ds
∑
i<j
K(Mi(s),Mj(s)) d (cij(M(s)),M(s))
+
∫ t
0
ds
∫
Θ
β(dθ)
∑
i≥1
F (Mi(s)) d (fiθ(M(s)),M(s))
≤ Kt
∫ t
0
ds
∑
i<j
3
2
2−iMj(s) + C
λ
βF t
∫ t
0
ds
∑
i≥1
2−iMi(s)
≤
(
3
2
Kt + C
λ
βF t
)∫ t
0
‖M(s)‖1ds
≤ t
(
3
2
Kt + C
λ
βF t
)
sup
[0,t]
‖M(s)‖1/λλ < ∞.

4.1. Existence and uniqueness for SDE : finite case. The aim of this paragraph is to prove
Proposition 3.1. This proposition is a consequence of Proposition 4.3. bellow. We will first prove
existence and uniqueness of the Finite Coalescence - Fragmentation processes satisfiying (SDE)
and then some fundamental inequalities.
Proposition 4.3. Let m ∈ ℓ0+. Consider a coagulation kernel K bounded on compact subsets of
[0,∞)2, a fragmentation kernel F bounded on compact subsets of [0,∞) and a measure β and the
Poisson measures N and M as in Definition 4.1, suppose furthermore that β satisfies (3.1).
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Then there exists a unique process (M(m, t))t≥0 which solves SDE(K,F,m,N ,M). This process
is a finite Coalescence-Fragmentation process in the sense of Proposition 3.1.
We recall that in order to prove Proposition 4.3. the kernels K and F do not need to satisfy the
continuity conditions (2.2) and (2.3), we need only to assume local boundness to prove that the
jump intensity is bounded on finite time-intervals. The continuity conditions on both kernels are
needed, in general, when considering an infinite number of particles in the system and in particular,
to control the distance δλ between two solutions to SDE Proposition 4.4. ii) below.
4.1.1. A Gronwall type inequality. We will also check a fundamental inequality, which shows that
the distance between two coagulation-fragmentation processes introduced in Proposition 4.3. can-
not increase excessively while their moments of order λ remain finite. For this, we need to consider
the additional continuity conditions (2.2) and (2.3).
Proposition 4.4. Let λ ∈ (0, 1], α ≥ 0 and m, m˜ ∈ ℓ0+. Consider K, F , β and the Poisson
measures N and M as in Definition 4.1, we furthermore suppose that β satisfies (3.1). Consider
the unique solutions M(m, t) and M(m˜, t) to SDE(K,F,m,N ,M) and SDE(K,F, m˜,N ,M) con-
structed in Proposition 4.3. and recall Cλβ (2.5).
i) The map t 7→ ‖M(m, t)‖1 is a.s. non-increasing. Futhermore, for all t ≥ 0
E
[
sup
s∈[0,t]
‖M(m, s)‖λ
]
≤ ‖m‖λ eFmCλβ t,
where Fm = sup[0,‖m‖1] F (x).
ii) We define, for all x > 0, the stopping time τ(m,x) = inf{t ≥ 0, ‖M(m, t)‖λ ≥ x}. Then for
all t ≥ 0 and all x > 0,
E
[
sup
s∈[0,t∧τ(m,x)∧τ(m˜,x)]
δλ (M(m, s),M(m˜, s))
]
≤ δλ (m, m˜) eC(x+1) t.
where C is a positive constant depending on K, F , Cλβ , ‖m‖1 and ‖m˜‖1.
This proposition will be useful to construct a process in the sense of Definition 4.1. as the limit
of a sequence of approximations. It will provide some important uniform bounds not depending
on the approximations but only on the initial conditions and Cλβ .
4.1.2. Proofs. In this section we provide proofs to propositions 4.3., 3.1. and 4.4.
Proof of Proposition 4.3. This proposition will be proved considering that in such a system the
number of particles remains finite. We will conclude using the fact that the total rate of jumps of
the system is bounded by the number of particles.
Lemma 4.5. Let m ∈ ℓ0+, consider a coagulation kernel K bounded on compact subsets on
[0,∞)2, a fragmentation kernel F bounded on compact subsets of [0,∞), and β and the Poisson
measures N and M as in Definition 4.1. and assume that β satisfies (3.1). Assume that there
exists (M(m, t))t≥0 solution to SDE(K,F,m,N ,M).
i) The number of particles in the system remains a.s. bounded on finite time-intervals,
sup
s∈[0,t]
Ns <∞, a.s. for all t ≥ 0,
where Nt = card{Mi(m, t) :Mi(m, t) > 0} =
∑
i≥1 1{Mi(m,t)>0}.
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ii) The coalescence and fragmentation jump rates of the process (M(m, t))t≥0 are a.s. bounded on
finite time-intervals, this is
sup
s∈[0,t]
(ρc(s) + ρf (s)) <∞, a.s. for all t ≥ 0,
where ρc(t) :=
∑
i<j K(Mi(m, t),Mj(m, t)) and ρf (t) := β(Θ)
∑
i≥1 F (Mi(m, t)).
Proof. First, denoting Km := sup[0,‖m‖1]2 K(x, y) and Fm := sup[0,‖m‖1] F (x), note that we have
ρc(0) ≤ KmN20 and ρf (0) ≤ β(Θ)FmN0, which shows that the initial total jump intensity of the
system is finite and that the first jump time is strictly positive T1 > 0. We can thus prove by
recurrence that there exists a sequence 0 < T1 < . . . < Tj < . . . < T∞ of jumping times with
T∞ = limj→∞ Tj . We now prove that T∞ =∞.
Let Lf(t) := card{j ≥ 1 : Tj ≤ t and Tj is a jump of M} be the number of fragmentations in
the system until the instant t ≥ 0. Recall that the measure β satisfies (3.1), since k is the maximum
number of fragments, it is easy to see that
Nt ≤ N0 + (k − 1)Lf(t) <∞ a.s., for all t < T∞.
Applying now (2.11) with Ψ(m) =
∑
n≥1mn and since that Ψ(cij(m))−Ψ(m) = 0 and Ψ(fiθ(m))−
Ψ(m) = mi
(∑k
i=1 θi − 1
)
≤ 0, β − a.e., we obtain
sup
s∈[0,t]
‖M(m, s)‖1 ≤ ‖m‖1, a.s., for all t < T∞,
which implies, a.s. for all t < T∞,
(4.3)
{
ρc(t) ≤ KmN2t−,
ρf (t) ≤ β(Θ)FmNt−.
Next, define Φ(m) =
∑
n≥1 1{mn>0}, recall (2.11) and use Φ(cij(m))− Φ(m) ≤ 0, to obtain
LβK,FΦ(m) ≤
∑
i≥1
∫
Θ
F (mi) [Φ (fiθ(m))− Φ(m)]β(dθ)
≤ Fm
∑
i≥1
∫
Θ

∑
n≥1
1{θnmi>0} − 1{mi>0}

β(dθ)
≤ (k − 1)Fm β(Θ)Φ(m),
we used θjmi = 0 for all j ≥ k + 1.
Hence, we have for all t ≥ 0,
E
[
sup
s∈[0,t∧T∞)
Ns
]
≤ N0 + (k − 1)Fm β(Θ)E
[∫ t∧T∞
0
Ns−ds
]
≤ N0 + (k − 1)Fm β(Θ)
∫ t
0
E
[
sup
u∈[0,s∧T∞)
Nu
]
du.
We use the Gronwall Lemma to obtain
E
[
sup
s∈[0,t∧T∞)
Ns
]
≤ N0 e(k−1)Fm β(Θ)t,
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for all t ≥ 0. We thus deduce,
(4.4) sup
s∈[0,t∧T∞)
Ns <∞, a.s.,
for all t ≥ 0.
Suppose now that T∞ < ∞, then from (4.4) we deduce that supt∈[0,T∞)Nt < ∞, a.s.. which
means that, using (4.3), supt∈[0,T∞)(ρc(t)+ρf (t)) <∞, a.s. This is in contradiction with T∞ <∞
since the total jump intensity necessarily explodes to infinity on T∞ when T∞ <∞.
We deduce that,
E
[
sup
s∈[0,t]
Ns
]
≤ N0 e(k−1)Fm β(Θ)t,
for all t ≥ 0, and i) readily follows. Finally, ii) follows easily from i) and (4.3).
This ends the proof of Lemma 4.5. 
From Lemma 4.5. we deduce that the total rate of jumps of the system is uniformly bounded.
Thus, pathwise existence and uniqueness holds for (M(m, t))t≥0 solution to SDE(K,F,m,N ,M).
This ends the proof of Proposition 4.3. 
Proof of Proposition 3.1. Let λ ∈ (0, 1], α ≥ 0 and m ∈ ℓ0+, and consider K, F , β and the Poisson
measures N and M as in Proposition 3.1.
Consider the process (M(m, t))t≥0, the unique solution to SDE(K,F,m,N ,M) built in Proposi-
tion 4.3. The system (M(m, t))t≥0 is a strong Markov process in continuous time with infinitesimal
generator LβK,F and Proposition 3.1. follows. 
Proof of Proposition 4.4. Let λ ∈ (0, 1], α ≥ 0 and m ∈ ℓ0+, and consider (M(m, t))t≥0 the
solution to SDE(K,F,m,N ,M) constructed in Proposition 4.3. We begin studying the behavior
of the moments of this solution.
First, we will see that under our assumptions the total mass ‖ · ‖1 does a.s. not increase in time.
This property is fundamental in this approach since we will use the bound sup[0,‖M(m,0)‖1] F (x),
which is finite whenever ‖M(m, 0)‖λ is. This will allows us to bound lower moments of M(m, t)
for t ≥ 0.
Next, we will prove that the λ-moment remains finite in time. Finally, we will show that the
distance δλ between two solutions to (4.1) is bounded in time while their λ-moments remain finite.
We point out that in these paragraphs we will use more general estimates for m ∈ ℓλ and β
satisfying Hypotheses 2.2. and not necessarily (3.1). This will provide uniform bound when dealing
with finite processes.
Moments Estimates.- The aim of this paragraph is to prove Proposition 4.4. i).
The solution to SDE(K,F,m,N ,M) will be writtenM(t) := M(m, t) for simplicity. From Lemma
4.5. i), we know that the number of particles in the system is a.s. finite and thus the following
sums are obviously well-defined.
First, from (4.1) we have for k ≥ 1,
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Mk(t) = Mk(0) +
∫ t
0
∫
i<j
∫ ∞
0
[[cij (M(s−))]k −Mk(s−)]1{z≤K(Mi(s−),Mj(s−))}
N (ds, d(i, j), dz)
+
∫ t
0
∫
i
∫
Θ
∫ ∞
0
[[fiθ (M(s−))]k −M(s−)k]1{z≤F (Mi(s−))}
M(ds, di, dθ, dz),(4.5)
and summing on k, we deduce
‖M(t)‖1 = ‖m‖1 +
∫ t
0
∫
i<j
∫ ∞
0
[‖cij (M(s−)) ‖1 − ‖M(s−)‖1]1{z≤K(Mi(s−),Mj(s−))}
N (ds, d(i, j), dz)
+
∫ t
0
∫
i
∫ ∞
0
[‖fiθ (M(s−)) ‖1 − ‖M(s−)‖1]1{z≤F (Mi(s−))}
M(ds, di, dθ, dz).(4.6)
Note that, clearly ‖cij (m) ‖1 = ‖m‖1 and ‖fiθ (m) ‖1 = ‖m‖1 +mi
(∑
k≥1 θk − 1
)
≤ ‖m‖1 for all
m ∈ ℓλ, since
∑
k≥1 θk ≤ 1 β-a.e. Then,
sup
[0,t]
‖M(s)‖1 ≤ ‖m‖1, a.s. ∀t ≥ 0.
This implies for all s ∈ [0, t], supiMi(s) ≤ sup[0,t] ‖M(s)‖1 ≤ ‖m‖1 a.s. We set
(4.7) Km = sup
(x,y)∈[0,‖m‖1]2
K(x, y) and Fm = sup
x∈[0,‖m‖1]
F (x)
which are finite since K and F are bounded on every compact in [0,∞)2 and [0,∞) respectively.
In the same way, from (4.1) for λ ∈ (0, 1) we have for k ≥ 1,
[Mk(t)]
λ = [Mk(0)]
λ +
∫ t
0
∫
i<j
∫ ∞
0
[
[cij (M(s−))]λk − [Mk(s−)]λ
]
1{z≤K(Mi(s−),Mj(s−))}
N (ds, d(i, j), dz)
+
∫ t
0
∫
i
∫
Θ
∫ ∞
0
[
[fiθ (M(s−))]λk − [M(s−)]λk
]
1{z≤F (Mi(s−))}
M(ds, di, dθ, dz),
and summing on k, we deduce
‖M(t)‖λ = ‖m‖λ +
∫ t
0
∫
i<j
∫ ∞
0
[‖cij (M(s−)) ‖λ − ‖M(s−)‖λ]1{z≤K(Mi(s−),Mj(s−))}
N (ds, d(i, j), dz)
+
∫ t
0
∫
i
∫ ∞
0
[‖fiθ (M(s−)) ‖λ − ‖M(s−)‖λ]1{z≤F (Mi(s−))}
M(ds, di, dθ, dz).(4.8)
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We take the expectation, use (A.4) and (A.5) with (2.7) and (4.7), to obtain
E
[
sup
s∈[0,t]
‖M(s)‖λ
]
≤ ‖m‖λ + Cλβ
∫ t
0
E

∑
i≥1
F (Mi(s))M
λ
i (s)

 ds
≤ ‖m‖λ + FmCλβ
∫ t
0
E [‖M(s)‖λ] ds.
We conclude using the Gronwall Lemma.
Bound for δλ.- The aim of this paragraph is to prove Proposition 4.4. ii). For this, we consider
for m, m˜ ∈ ℓλ some solutions to SDE(K,F,m,N ,M) and SDE(K,F, m˜,N ,M) which will be
written M(t) := M(m, t) and M˜(t) := M(m˜, t) for simplicity. Since M and M˜ solve (4.1) with
the same Poisson measures N and M, and since the numbers of particles in the systems are a.s.
finite, we have
(4.9) δλ(M(t), M˜(t)) = δλ(m, m˜) +A
c
t +B
c
t + C
c
t +A
f
t +B
f
t + C
f
t ,
where
Act =
∫ t
0
∫
i<j
∫ ∞
0
{
δλ
(
cij(M(s−)), cij(M˜(s−))
)
− δλ
(
M(s−), M˜(s−)
)}
1{z≤K(Mi(s−),Mj(s−))∧K(M˜i(s−),M˜j(s−))} N (ds, d(i, j), dz),
Bct =
∫ t
0
∫
i<j
∫ ∞
0
{
δλ
(
cij(M(s−)), M˜(s−)
)
− δλ
(
M(s−), M˜(s−)
)}
1{K(M˜i(s−),M˜j(s−))≤z≤K(Mi(s−),Mj(s−))} N (ds, d(i, j), dz),
Cct =
∫ t
0
∫
i<j
∫ ∞
0
{
δλ
(
M(s−), cij(M˜(s−))
)
− δλ
(
M(s−), M˜(s−)
)}
1{K(Mi(s−),Mj(s−))≤z≤K(M˜i(s−),M˜j(s−))} N (ds, d(i, j), dz),
Aft =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
{
δλ
(
fiθ(M(s−)), fiθ(M˜(s−))
)
− δλ
(
M(s−), M˜(s−)
)}
1{z≤F (Mi(s−))∧F(M˜i(s−))}M(ds, di, dθ, dz),
Bft =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
{
δλ
(
fiθ(M(s−)), M˜(s−)
)
− δλ
(
M(s−), M˜(s−)
)}
1{F(M˜i(s−))≤z≤F (Mi(s−))}M(ds, di, dθ, dz),
Cft =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
{
δλ
(
M(s−), fiθ(M˜(s−))
)
− δλ
(
M(s−), M˜(s−)
)}
1{F (Mi(s−))≤z≤F(M˜i(s−))}M(ds, di, dθ, dz).
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Note also that
(4.10) ∣∣∣δλ (cij(M(s−)), M˜(s−))− δλ (M(s−), M˜(s−))∣∣∣ ≤ δλ (cij(M(s−)),M(s−))
(4.11) ∣∣∣δλ (fiθ(M(s−)), M˜(s−))− δλ (M(s−), M˜(s−))∣∣∣ ≤ δλ (fiθ(M(s−)),M(s−))
We now search for an upper bound to the expression in (4.9). We define, for all x > 0, the
stopping time τ(m,x) := inf{t ≥ 0; ‖M(m, t)‖λ ≥ x}. We set τx = τ(m,x) ∧ τ(m˜, x).
Furthermore, since for all s ∈ [0, t], supiMi(s) ≤ sup[0,t] ‖M(s)‖1 ≤ ‖m‖1 := am a.s, equivalently
for M˜ , we put am˜ = ‖m˜‖1. For a := am ∨ am˜ we set κa and µa the constants for which the kernels
K and F satisfy (2.2) and (2.3). Finally, we set Fm as in (4.7).
Term Act : using (A.8) we deduce that this term is non-positive, we bound it by 0.
Term Bct : we take the expectation, use (4.10), (A.6) and (2.2), to obtain
E
[
sup
s∈[0,t∧τx]
Bcs
]
≤ E
[ ∫ t∧τx
0
∑
i<j
2Mλj (s)
∣∣∣∣∣K (Mi(s),Mj(s)) −K
(
M˜i(s), M˜j(s)
) ∣∣∣∣∣ds
]
≤ 2κaE
[∫ t∧τx
0
∑
i<j
Mλj (s)
( ∣∣∣Mλi (s)− M˜λi (s)∣∣∣ + ∣∣∣Mλj (s)− M˜λj (s)∣∣∣ )ds
]
≤ 2κaE

∫ t∧τx
0
∑
i≥1
∣∣∣Mλi (s)− M˜λi (s)∣∣∣ ∑
j≥i+1
Mλj (s)ds


+2κaE

∫ t∧τx
0
∑
j≥2
∣∣∣Mλj (s)− M˜λj (s)∣∣∣
j−1∑
i=1
Mλi (s)ds


≤ 4κaE
[∫ t∧τx
0
‖M(s)‖λ δλ
(
M(s), M˜(s)
)
ds
]
≤ 4κa x
∫ t
0
E
[
sup
u∈[0,s∧τx]
δλ
(
M(u), M˜(u)
)]
ds,(4.12)
we used that for m ∈ ℓλ,
∑j−1
i=1 m
λ
j ≤
∑j−1
i=1 m
λ
i ≤ ‖m‖λ.
Term Cct : it is treated exactly as B
c
t .
Term Aft : We take the expectation, and use (A.9) together with (2.7), to obtain
E
[
sup
s∈[0,t∧τx]
Afs
]
≤ CλβE

∫ t∧τx
0
∑
i≥1
(
F (Mi(s)) ∧ F (M˜i(s))
) ∣∣∣Mλi (s)− M˜λi (s)∣∣∣

 ds
≤ Fm CλβE

∫ t∧τx
0
∑
i≥1
∣∣∣Mλi (s)− M˜λi (s)∣∣∣

 ds
≤ Fm Cλβ
∫ t
0
E
[
sup
u∈[0,s∧τx]
δλ
(
M(u), M˜(u)
)]
ds.(4.13)
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Term Bft : we take the expectation and use (2.3) (recall a := am ∨ am˜), (4.11), (A.7) together with
(2.7), (A.3) and finally Proposition 4.4. ii), to obtain
E
[
sup
s∈[0,t∧τx]
Bfs
]
≤ CλβE

∫ t∧τx
0
∑
i≥1
∣∣∣F (Mi(s))− F (M˜i(s))∣∣∣Mλi (s)

 ds
≤ µa CλβE

∫ t∧τx
0
∑
i≥1
∣∣∣Mi(s)α − M˜i(s)α∣∣∣ (Mλi (s) + M˜λi (s))

 ds
≤ µa Cλβ C E
[ ∫ t∧τx
0
(
‖M(s)‖α1 + ‖M˜(s)‖α1
)
×
∑
i≥1
∣∣∣Mλi (s)− M˜λi (s)∣∣∣
]
ds
≤ 2µaCλβ C (‖m‖α1 ∨ ‖m˜‖α1 )×
∫ t
0
E
[
sup
u∈[0,s∧τx]
δλ
(
M(u), M˜(u)
)]
ds.(4.14)
Term Cft : it is treated exactly as B
f
t .
Conclusion.- we take the expectation on (4.9) and gather (4.12), (4.13) and (4.14) to obtain
E
[
sup
s∈[0,t∧τx]
δλ
(
M(s), M˜(s)
)]
≤ δλ (m, m˜)
+
[
8κa x+ 4µaC
λ
β C (‖m‖α1 ∨ ‖m˜‖α1 ) + FmCλβ
]
×
∫ t
0
E
[
sup
u∈[0,s∧τx]
δλ
(
M(u), M˜(u)
)]
ds.(4.15)
We conclude using the Gronwall Lemma:
E
[
sup
s∈[0,t∧τx]
δλ
(
M(s), M˜(s)
)]
≤ δλ (m, m˜)× eC (x∨1∨‖m‖α1∨‖m˜‖α1 ) t
≤ δλ (m, m˜) eC (x+1) t.
Where C is a positive constant depending on λ, α, κa, µa, K, F , C
λ
β , ‖m‖1 and ‖m˜‖1.
This ends the proof of Proposition 4.4. 
4.2. Existence for SDE : general case. We may now prove existence for (SDE). For this, we
will build a sequence of coupled finite Coalescence-Fragmentation processes which will be proved
to be a Cauchy sequence in D ([0,∞), ℓλ).
Theorem 4.6. Let λ ∈ (0, 1], α ≥ 0 and m ∈ ℓλ. Consider the coagulation kernel K, the
fragmentation kernel F , the measure β and the Poisson measures N and M as in Definition 4.1.
Then, there exists a solution (M(m, t))t≥0 to SDE(K,F,m,N ,M).
We point out that we do not provide a pathwise uniqueness result for such processes. This is
because, under our assumptions, we cannot take advantage of Proposition 4.4. for this process
since the expressions in (4.6), (4.8) and (4.9) are possibly not true in general.
Nevertheless, when adding the hypothesis limx+y→0K(x, y) = 0 to the coagulation kernel we
can prove that these expressions hold by considering finite sums and passing to the limit. We
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believe that this is due to a possible injection of dust (particles of mass 0) into the system which
could produce an increase in the total mass of the system; see [16].
In order to prove this theorem, we first need the following lemma.
Lemma 4.7. Let λ ∈ (0, 1] and α ≥ 0 be fixed. Assume that the coagulation kernel K, the
fragmentation kernel F and a measure β satisfy Hypotheses 2.2. Consider for all k ≥ 1 the
measure βk defined by (3.3). Finally, consider also a subset A of ℓ0+ such that supm∈A ‖m‖λ <∞
and limi→∞ supm∈A
∑
k≥im
λ
k = 0.
For each m ∈ A and each k ≥ 1, let (Mk(m, t))t≥0 be the unique solution to SDE(K,F,m,N ,Mk)
constructed in Lemma 3.2., define τk(m,x) = inf{t ≥ 0 : ‖Mk(m, t)‖λ ≥ x}. Then for each t ≥ 0
we have lim
x→∞
γ(t, x) = 0, where
γ(t, x) := sup
m∈A
sup
k≥1
P
[
sup
s∈[0,t]
‖Mk(m, s)‖λ ≥ x
]
.
Remark that this convergence does not depend on βk since is based on a bound not depending
in the number of fragments but only on Cλβ .
4.2.1. Proofs.
Proof of Lemma 4.7. It suffices to remark that from Proposition 4.4. i), we have
sup
m∈A
sup
k≥1
P
[
sup
[0,t]
‖Mk(m, s)‖λ ≥ x
]
≤ 1
x
sup
m∈A
sup
k≥1
E
[
sup
[0,t]
‖Mk(m, s)‖λ
]
≤ 1
x
sup
m∈A
‖m‖λeFmCλβ t.
We make x tend to infinity and the lemma follows. 
Proof of Theorem 4.6. First, recall ψn defined by (3.2) and the measure βn = 1θ∈Θ(n)β ◦ ψ−1n .
Consider the Poisson measure M(dt, di, dθ, dz) associated to the fragmentation, as in Definition
4.1.
We set Mn = 1Θ(n)M ◦ ψ−1n . This means that writing M as M =
∑
k≥1 δ(Tk,ik,θk,zk), we have
Mn =
∑
k≥1 δ(Tk,ik,ψn(θk),zk)1θ∈Θ(n). Defined in this way, Mn is a Poisson measure on [0,∞) ×
N × Θ × [0,∞) with intensity measure dt
(∑
k≥1 δk(di)
)
βn(dθ) dz. In this paragraph δ(·) holds
for the Dirac measure on (·).
We define mn ∈ ℓ0+ by mn = (m1,m2, · · · ,mn, 0, · · · ) and denote Mn(t) := M(mn, t) the
unique solution to SDE(K,F,mn,N ,Mn) obtained in Proposition 4.3. Note that Mn(t) satisfies
the following equation
(4.16)
Mn(t) = mn +
∫ t
0
∫
i<j
∫ ∞
0
[cij (M
n(s−))−Mn(s−)]1{z≤K(Mni (s−),Mnj (s−))}
N (ds, d(i, j), dz)
+
∫ t
0
∫
i
∫
Θ
∫ ∞
0
[
fiψn(θ) (M
n(s−))−Mn(s−)]1{z≤F (Mn
i
(s−))}1{θ∈Θ(n)}
M(ds, di, dθ, dz).
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This setting allows us to couple the processes since they are driven by the same Poisson measures.
Convergence Mnt →Mt.– Consider p, q ∈ N with 1 ≤ p < q, from (4.16) we obtain
δλ (M
p(t),M q(t)) ≤ δλ(mp,mq) +Ap,qc (t) +Bp,qc (t) + Cp,qc (t)(4.17)
+Ap,qf (t) +B
p,q
f (t) + C
p,q
f (t) +D
p,q
f (t).
We obtain this equality, exactly as in (4.9), by replacing M by Mp and M˜ by M q. The terms
concerning the coalescence are the same. The terms concerning the fragmentation are, equivalently:
Ap,qf (t) =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
{
δλ
(
fiψp(θ)(M
p(s−)), fiψp(θ)(M q(s−))
)
−δλ (Mp(s−),M q(s−))
}
1{θ∈Θ(p)}1{z≤F(Mpi (s−))∧F(Mqi (s−))}
M(ds, di, dθ, dz),
Bp,qf (t) =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
{
δλ
(
fiψp(θ)(M
p(s−)),M q(s−))− δλ (Mp(s−),M q(s−))}
1{θ∈Θ(p)}1{F(Mqi (s−))≤z≤F(Mpi (s−))}M(ds, di, dθ, dz),
Cp,qf (t) =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
{
δλ
(
fiψp(θ)(M
q(s−)),Mp(s−))− δλ (Mp(s−),M q(s−))}
1{θ∈Θ(p)}1{F(Mpi (s−))≤z≤F(Mqi (s−))}M(ds, di, dθ, dz),
Finally, the term Dp,qf (t) is the term that collects the errors.
Dp,qf (t) =
∫ t
0
∫
i
∫
Θ
∫ ∞
0
δλ
(
fiψp(θ)(M
q(s−)), fiψq(θ)(M q(s−))
)
1{θ∈Θ(p)}
1{z≤F(Mqi (s−))}M(ds, di, dθ, dz)
+
∫ t
0
∫
i
∫
Θ
∫ ∞
0
{
δλ
(
fiψq(θ)(M
q(s−)),Mp(s−))− δλ (Mp(s−),M q(s−))}
1{z≤F(Mqi (s−))} 1{θ∈Θ(q)\Θ(p)}M(ds, di, dθ, dz).
The first term of Dp,qf (t) results from the utilization of the triangle inequality that gives A
p,q
f (t)
and Cp,qf (t). The second term is issued from fragmentation of M
q when θ belongs to Θ(q) \Θ(p).
This induces a fictitious jump to Mp which does not undergo fragmentation.
We proceed to bound each term. We define, for all x > 0 and n ≥ 1, the stopping time τxn =
inf{t ≥ 0 : ‖Mn(t)‖λ ≥ x}.
From Proposition 4.4. we have for all s ∈ [0, t],
sup
n≥1
sup
i≥1
Mni (s) ≤ sup
n≥1
sup
i≥1
sup
[0,t]
‖Mn(s)‖1 ≤ ‖m‖1 := am a.s.
We set κam and µam the constants for which the kernelsK and F satisfy (2.2) and (2.3). Finally,
we set Fm = sup[0,am] F (x).
The terms concerning coalescence are upper bounded on [0, t ∧ τxp ∧ τxq ] with t ≥ 0, exactly as in
(4.9).
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Term Ap,qf (t): we take the sup on [0, t∧ τxp ∧ τxq ] and then the expectation. We use (A.9) together
with (2.7). We thus obtain exactly the same bound as for Aft .
Term Bp,qf (t): we take the sup on [0, t ∧ τxp ∧ τxq ] and then the expectation. We use (4.11), (A.7)
with (2.7) and (2.3). We thus obtain exactly the same bound as for Bft .
Term Cp,qf (t): it is treated exactly as B
p,q
f (t).
Term Dp,qf (t): we take the sup on [0, t ∧ τxp ∧ τxq ] and then the expectation. For the first term
we use (A.10). For the second term we use (4.11) and (A.7) together with (2.7). Finally, we use
Proposition 4.4. i). and the notation C(θ) :=
∑
k≥2 θ
λ
k + (1 − θλ1 ), to obtain
E
[
sup
s∈[0,t∧τxq ∧τ
x
p ]
Dp,qf (t)
]
≤ E

∫ t∧τxp∧τxq
0
∑
i≥1
F (M qi (s))
∫
Θ
1{θ∈Θ(p)}
q∑
k=p+1
θλk [M
q
i (s)]
λβ(dθ)ds


+ E
[∫ t∧τxp∧τxq
0
∑
i≥1
F (M qi (s)) [M
q
i (s)]
λds
∫
Θ
C(θ)1{θ∈Θ(q)\Θ(p)}β(dθ)
]
≤ Fm
∫
Θ
∑
k>p
θλkβ(dθ)
∫ t
0
E
[
sup
u∈[0,t]
‖M q(u)‖λ
]
ds
+ Fm
∫
Θ
C(θ)1{θ∈Θ\Θ(p)}β(dθ)
∫ t
0
E
[
sup
u∈[0,t]
‖M q(u)‖λ
]
ds
≤ Fm t ‖m‖λ eFm Cλβ t(A(p) +B(p)),
where A(p) :=
∫
Θ
∑
k>p θ
λ
kβ(dθ) and B(p) :=
∫
Θ C(θ)1{θ∈Θ\Θ(p)}β(dθ). Note that by (2.5) and
since Θ \Θ(p) tends to the empty set, A(p) and B(p) tend to 0 as p tends to infinity.
Thus, gathering the terms as for the bound (4.15), we get
E
[
sup
s∈[0,t∧τxq ∧τ
x
p ]
δλ (M
p(s),M q(s))
]
≤ δλ (mp,mq) +D1t[A(p) +B(p)]
+
(
8κ1 x+ CC
λ
β‖m‖α1
) ∫ t
0
E
[
sup
u∈[0,s∧τxq ∧τ
x
p ]
δλ (M
p(u),M q(u))
]
ds,(4.18)
where D1 = Fm ‖m‖λ eFm Cλβ t. The Gronwall Lemma allows us to obtain
(4.19) E
[
sup
s∈[0,t∧τxq ∧τ
x
p ]
δλ (M
p(s),M q(s))
]
≤ {δλ (mp,mq) +D1[A(p) +B(p)]t} × eD2 x t,
where D2 is a positive constants depending on λ, α, κam , µam , K, F , C
λ
β and ‖m‖1.
Since limn→∞ δλ(m
n,m) = 0, we deduce from Lemma 4.7. that for all t ≥ 0,
(4.20) lim
x→∞
γ(t, x) = 0 where γ(t, x) := sup
n≥1
P [τ(mn, x) ≤ t].
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This means that the stopping times τxn tend to infinity as x→∞, uniformly in n.
Next, from (4.19), (4.20) and since (mn)n≥1 is a Cauchy sequence for δλ and (A(n))n≥1 and
(B(n))n≥1 converge to 0, we deduce that for all ε > 0, T > 0 we may find nε > 0 such that for
p, q ≥ nε we have
(4.21) P
[
sup
[0,T ]
δλ (M
p(t),M q(t)) ≥ ε
]
≤ ε.
Indeed, for all x > 0,
P
[
sup
[0,T ]
δλ (M
p(t),M q(t)) ≥ ε
]
≤ P [τxp ≤ T ] + P [τxq ≤ T ] +
1
ε
E
[
sup
[0,T∧τxp∧τ
x
q ]
δλ (M
p(t),M q(t))
]
≤ 2γ(T, x) + 1
ε
[δλ (m
p,mq) +D1T (A(p) +B(p))]× eD2 xT .
Choosing x large enough so that γ(T, x) ≤ ε/8 and nε large enough to have both A(p) and
B(p) ≤ (ε2/4D1 T )e−D2xT and in a such a way that for all p, q ≥ nε, δλ (mp,mq) ≤ (ε2/4)e−D2xT ,
we conclude that (4.21) holds.
We deduce from (4.21) that the sequence of processes (Mnt )t≥0 is Cauchy in probability in
D([0,∞), ℓλ), endowed with the uniform norm in time on compact intervals. We are thus able
to find a subsequence (not relabelled) and a (Ht)-adapted process (M(t))t≥0 belonging a.s. to
D([0,∞), ℓλ) such that for all T > 0,
(4.22) lim
n→∞
sup
[0,T ]
δλ (M
n(t),M(t)) = 0. a.s.
Setting now τx := inf{t ≥ 0 : ‖M(t)‖λ ≥ x}, due to Lebesgue Theorem,
(4.23) lim
n→∞
E
[
sup
[0,T∧τxn∧τ
x]
δλ (M
n(t),M(t))
]
= 0.
We have to show now that the limit process (M(t))t≥0 defined by (4.22) solves the equation
SDE(K,F,m,N ,M) defined in (4.1).
We want to pass to the limit in (4.16), it suffices to show that limn→∞∆n(t) = 0, where
∆n(t) = E
[ ∫ t∧τxn∧τx
0
∫
i<j
∫ ∞
0
∑
k≥1
2−k
∣∣ ([cij (M(s−))]k −Mk(s−)])1{z≤K(Mi(s−),Mj(s−))}
− ([cij (Mn(s−))]k −Mnk (s−))1{z≤K(Mni (s−),Mnj (s−))}
∣∣N (ds, d(i, j), dz)
+
∫ t∧τxn∧τx
0
∫
i
∫
Θ
∫ ∞
0
∑
k≥1
2−k
∣∣ ([fiθ (M(s−))]k − [M(s−)]k)1{z≤F (Mi(s−))}
− ([fiψn(θ) (Mn(s−))]k −Mnk (s−))1{z≤F (Mni (s−))}1{θ∈Θ(n)}∣∣M(ds, di, dθ, dz)
]
.
Indeed, due to (4.22), for all x > 0 and for n large enough, a.s. τxn ≥ τx/2. Thus M will solve
SDE(K,F,M(0),N ,M) on the time interval [0, τx/2) for all x > 0, and thus on [0,∞) since a.s.
limx→∞ τ
x =∞, because M ∈ D([0,∞), ℓλ).
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Note that∣∣ ([cij (M(s))]k −Mk(s)])1{z≤K(Mi(s),Mj(s))} − ([cij (Mn(s))]k −Mnk (s))1{z≤K(Mni (s),Mnj (s))}∣∣
≤
∣∣∣ ([cij (M(s))]k −Mk(s)])− ([cij (Mn(s))]k −Mnk (s)) ∣∣∣1{z≤K(Mi(s),Mj(s))}
+
∣∣[cij (Mn(s))]k −Mnk (s)∣∣ ∣∣∣1{z≤K(Mi(s),Mj(s))} − 1{z≤K(Mni (s),Mnj (s))}
∣∣∣
and ∣∣ ([fiθ (M(s))]k −Mk(s))1{z≤F (Mi(s))} − ([fiψn(θ) (Mn(s))]k −Mnk (s))1{z≤F (Mni (s))}1{θ∈Θ(n)}∣∣
≤ ∣∣ ([fiθ (M(s))]k −Mk(s))− ([fiθ (Mn(s))]k −Mnk (s)) ∣∣1{z≤F (Mi(s))}
+
∣∣ ([fiθ (Mn(s))]k − [fiψn(θ) (Mn(s))]k) ∣∣1{z≤F (Mi(s))}
+
∣∣[fiψn(θ) (Mn(s))]k −Mnk (s)∣∣ ∣∣1{z≤F (Mi(s))} − 1{z≤F (Mni (s))}∣∣
+
∣∣[fiψn(θ) (Mn(s))]k −Mnk (s)∣∣1{z≤F (Mni (s))}1{θ∈Θ(n)c},
where Θ(n)c = Θ \Θ(n). We thus obtain the following bound
∆n(t) ≤ Acn(t) +Bcn(t) +Afn(t) +Bfn(t) + Cfn(t) +Dfn(t).
First, Acn(t) =
∑
i<j A
ij
n (t) with
Aijn (t) = E
[ ∫ t∧τxn∧τx
0
K (Mi(s),Mj(s))
∑
k≥1
2−k
|([cij (M(s))]k −Mk(s)])− ([cij (Mn(s))]k −Mnk (s))| ds
]
,
and using ∣∣∣1{z≤K(Mi(s),Mj(s))} − 1{z≤K(Mni (s),Mnj (s))}
∣∣∣
= 1{K(Mi(s),Mj(s))∧K(Mni (s),Mnj (s))≤z≤K(Mi(s),Mj(s))∨K(Mni (s),Mnj (s))},
Bcn(t) = E
[ ∫ t∧τxn∧τx
0
∑
i<j
∣∣K (Mi(s),Mj(s))−K (Mni (s),Mnj (s))∣∣
∑
k≥1
2−k |[cij (Mn(s))]k −Mnk (s)| ds
]
.
For the fragmentation terms we have
Afn(t) = E
[ ∫ t∧τxn∧τx
0
∫
Θ
∑
i≥1
F (Mi(s))
∑
k≥1
2−k |([fiθ (M(s))]k −Mk(s))− ([fiθ (Mn(s))]k −Mnk (s))|β(dθ)ds
]
,
Bfn(t) = E
[ ∫ t∧τxn∧τx
0
∫
Θ
∑
i≥1
F (Mi(s))
∑
k≥1
2−k
∣∣([fiθ (Mn(s))]k − [fiψn(θ) (Mn(s))]k)∣∣ β(dθ)ds
]
,
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using ∣∣1{z≤F (Mi(s))} − 1{z≤F (Mni (s))}∣∣ = 1{F (Mi(s))∧F (Mni (s))≤z≤F (Mi(s))∨F (Mni (s))},
Cfn(t) = E
[∫ t∧τxn∧τx
0
∫
Θ
1{θ∈Θ(n)}
∑
i≥1
|F (Mi(s))− F (Mni (s))|
∑
k≥1
2−k
∣∣[fiψn(θ) (Mn(s))]k −Mnk (s)∣∣ β(dθ)ds
]
,
and finally,
Dfn(t) = E
[ ∫ t∧τxn∧τx
0
∫
Θ
1{θ∈Θ(n)c}
∑
i≥1
F (Mni (s))
∑
k≥1
2−k
∣∣[fiψn(θ) (Mn(s))]k −Mnk (s)∣∣ β(dθ)ds
]
,
We will show that each term converges to 0 as n tends to infinity.
Note first that from (4.22) we have, a.s. sup[0,t] ‖M(s)‖1 ≤ lim sup
n→∞
sup[0,t] ‖Mn(s)‖1 and a.s.
sup[0,t] ‖M(s)‖λ ≤ lim sup
n→∞
sup[0,t] ‖Mn(s)‖λ and from Proposition 4.4 i), we get supn≥1 sup[0,t] ‖Mn(s)‖1 ≤
‖m‖1, implying for all t ≥ 0
(4.24) sup
s∈[0,t]
‖M(s)‖1 ≤ ‖m‖1 := am <∞, a.s.,
equivalently for Mn, we have amn = ‖mn‖1 ≤ ‖m‖1. We set κam and µam the constants for
which the kernels K and F satisfy (2.2) and (2.3). Finally, we set Km = sup[0,am]2 K(x, y) and
Fm = sup[0,am] F (x).
We prove that Acn(t) tends to 0 using the Lebesgue dominated convergence Theorem. It suffices
to show that:
a) for each 1 ≤ i < j, Aijn (t) tends to 0 as n tends to infinity,
b) limk→∞ lim supn→∞
∑
i+j≥k A
ij
n (t) = 0.
Now, for Aijn (t) using (A.16), (A.14), (4.24) and Proposition 4.4. i), we have
Aijn (t) ≤ KmE
[∫ t∧τxn∧τx
0
d (cij (M(s)) , cij (M
n(s))) + d (M(s),Mn(s)) ds
]
≤ KmE
[∫ t∧τxn∧τx
0
(
2i + 2j + 1
)
d (M(s),Mn(s)) ds
]
≤ C Km
(
2i + 2j + 1
)
E
[ ∫ t∧τxn∧τx
0
(‖M(s)‖1−λ1 ∨ ‖Mn(s)‖1−λ1 )
×δλ (M(s),Mn(s)) ds
]
≤ C Km
(
2i + 2j + 1
)
t‖m‖1−λ1 E
[
sup
[0,t∧τxn∧τ
x]
δλ (M(s),M
n(s))
]
.
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which tends to 0 as n→∞ due to (4.23). On the other hand, using (A.15) we have
Aijn (t) ≤ KmE
[∫ t∧τxn∧τx
0
d (cij (M(s)) ,M(s)) + d (cij (M
n(s)) ,Mn(s)) ds
]
≤ 3Km
2
2−i
∫ t
0
E
[
Mj(s) +M
n
j (s)
]
ds.
Since
∑
i≥1 2
−i = 1 and
∑
j≥1
∫ t
0
E[Mj(s)]ds ≤ ‖m‖1t, b) reduces to
lim
k→∞
lim sup
n→∞
∑
j≥k
∫ t
0
E[Mnj (s)]ds = 0.
For each k ≥ 1, since Mn(s) and M(s) belong to ℓ1 for all s ≥ 0 a.s and since the map m 7→∑k−1
j=1 mj is continuous for the pointwise convergence topology,
lim sup
n→∞
∫ t
0
E

∑
j≥k
Mnj (s)

 = ∫ t
0
ds

 limn→∞ ‖Mn(s)‖1 − limn→∞E

k−1∑
j=1
Mnj (s)



 ds
=
∫ t
0

‖M(s)‖1 − E

k−1∑
j=1
Mj(s)



 ds
=
∫ t
0
E

 ∞∑
j=k
Mj(s)

 ds.
We easily conclude using that a.s. ‖M(s)‖1 < ‖m‖1 for all s ≥ 0.
Using (2.2), (A.15) and Proposition 4.4. i), we obtain
Bcn(t) ≤ κamE
[ ∫ t∧τxn∧τx
0
∑
i<j
[∣∣Mni (s)λ −Mi(s)λ∣∣+ ∣∣Mnj (s)λ −Mj(s)λ∣∣ ds]
×d (cij (Mn(s)) ,Mn(s))
]
≤ 3
2
κamE
[∫ t∧τxn∧τx
0
∑
i<j
[ ∣∣Mni (s)λ −Mi(s)λ∣∣+ ∣∣Mnj (s)λ −Mj(s)λ∣∣ ]2−iMnj (s) ds
]
≤ 3t κam‖m‖1E
[
sup
[0,[t∧τxn∧τ
x]
δλ (M(s),M
n(s))
]
,
which tends to 0 as n→∞ due to (4.23).
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We use (A.18) and (A.14) both with (4.24) and Proposition 4.4. i) and (A.17) to obtain
Afn(t) ≤ FmE
[ ∫ t∧τxn∧τx
0
∑
i≥1
∫
Θ
[(
d (fiθ (M(s)) , fiθ (M
n(s))) + d (M(s),Mn(s))
)
∧
(
d (fiθ (M(s)) ,M(s)) + d (fiθ (M
n(s)) ,Mn(s))
)]
β(dθ)ds
]
≤ FmE
{∫ t∧τxn∧τx
0
∫
Θ
∑
i≥1
[(
2C‖m‖1−λλ δλ (M(s),Mn(s))
)
∧
(
2−i(1 − θ1) (Mi(s) +Mni (s))
)]
β(dθ)ds
}
.
We split the integral on Θ and the sum on i into two parts. Consider Θε = {θ ∈ Θ : θ1 ≤ 1 − ε}
and N ∈ N. Using (4.24) and Proposition 4.4. i) and relabelling the constant C, we deduce∫
Θ
∑
i≥1
[(
C‖m‖1−λλ δλ (M(s),Mn(s))
)
∧
(
2−i(1 − θ1) (Mi(s) +Mni (s))
)]
β(dθ)
≤ C‖m‖1−λλ
∫
Θε
N∑
i=1
δλ (M(s),M
n(s)) β(dθ) +
∫
Θcε
(1 − θ1)β(dθ)
∑
i≥1
(Mi(s) +M
n
i (s))
+
∫
Θ
∑
i>N
2−i(1− θ1) (Mi(s) +Mni (s)) β(dθ)
≤ C‖m‖1−λ1 Nβ(Θε)δλ (M(s),Mn(s)) + 2‖m‖1
∫
Θcε
(1 − θ1)β(dθ)
+ 2‖m‖1
∫
Θ
(1− θ1)β(dθ)
∑
i>N
2−i.
Note that β(Θε) =
∫
Θ 1{1−θ1≥ε} β(dθ) ≤ 1ε
∫
Θ(1− θ1)β(dθ) ≤ 1ε Cλβ <∞. Thus, we get
Afn(t) ≤
t
ε
CλβNFmC‖m‖1−λ1 E
[
sup
[0,[t∧τxn∧τ
x]
δλ (M(s),M
n(s))
]
+2tFm‖m‖1
∫
Θcε
(1 − θ1)β(dθ) + 4tFm‖m‖1Cλβ 2−N .
Thus, due to (4.23) we have for all ε > 0 and N ≥ 1,
lim sup
n→∞
Afn(t) ≤ 2tFm‖m‖1
∫
Θcε
(1− θ1)β(dθ) + 4tFm‖m‖1Cλβ 2−N .
Since Θcε tends to the empty set as ε → 0 we conclude using (2.7) with (2.5) and making ε → 0
and N →∞.
Next, use (A.19) and Proposition 4.4. i) to obtain
Bfn(t) ≤ tF t‖m‖1
∫
Θ
∑
k>n
θkβ(dθ).
which tends to 0 as n→∞ due to (2.4).
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Using (2.3), (A.17) with (2.6) and (2.7), (A.3), (A.14), (4.24) and Proposition 4.4. i), we obtain
Cfn(t) ≤ 2µamE

∫ t∧τxn∧τx
0
∫
Θ(n)
∑
i≥1
|[Mi(s)]α − [Mni (s)]α| 2−i(1− θ1)Mi(s)β(dθ)ds


≤ 2µam CλβE

∫ t∧τxn∧τx
0
∑
i≥1
2−i |Mi(s)−Mni (s)| ([Mni (s)]α + [Mi(s)]α) ds


≤ 2µam C Cλβ t‖m‖1−λ+α1 E
[
sup
[0,t∧τxn∧τ
x]
δλ (M(s),M
n(s))
]
,
which tends to 0 as n→∞ due to (4.23).
Finally, we use (A.17) with (2.6) and (2.7) and Proposition 4.4. i), to obtain
Dfn(t) ≤ 2t F t‖m‖1
∫
Θ
1{θ∈Θ(n)c}(1− θ1)β(dθ),
which tends to 0 as n tends to infinity since
∫
Θ
(1− θ1) β(dθ) ≤ Cλβ and Θ(n)c tends to the empty
set.
This ends the proof of Theorem 4.6. 
4.3. Conclusion. It remains to conclude the proof of Theorem 3.3.
We start with some boundedness of the operator LβK,F .
Lemma 4.8. Let λ ∈ (0, 1], α ≥ 0, the coagulation kernel K, fragmentation kernel F and the
measure β satisfying Hypotheses 2.2. Let Φ : ℓλ → R satisfy, for all m, m˜ ∈ ℓλ, |Φ(m)| ≤ a and
|Φ(m)−Φ(m˜)| ≤ ad(m, m˜). Recall (2.11). Then m 7→ LβK,FΦ(m) is bounded on {m ∈ ℓλ, ‖m‖λ ≤
c} for each c > 0.
Proof. This Lemma is a straightforward consequence of the hypotheses on the kernels and Lemma
A.3. Let c > 0 be fixed, and set A := c1/λ. Notice that if ‖m‖λ ≤ c, then for all k ≥ 1 mk ≤ A.
Setting sup[0,A]2 K(x, y) = K and sup[0,A] F (x) = F . We use (A.15) and (A.17) with (2.6) and
(2.7), and deduce that for all m ∈ ℓλ such that ‖m‖λ ≤ c,
|LβK,FΦ(m)| ≤ K
∑
1≤i<j<∞
|Φ (cij(m))− Φ(m)|+ F
∑
i≥1
∫
Θ
|Φ (fiθ(m)) − Φ(m)|β(dθ)
≤ aK
∑
1≤i<j<∞
d(cij(m),m) + aF
∫
Θ
∑
i≥1
d(fiθ(m),m)β(dθ)
≤ 3
2
aK ‖m‖1 + 2aF Cλβ‖m‖1 ≤
(
3
2
K + 2F Cλβ
)
ac1/λ.

Finally, it remains to conclude the proof of Theorem 3.3.
Proof of Theorem 3.3. We consider the Poisson measures N and M as in Definition 4.1., and
we fix m ∈ ℓλ. We consider M(t) := M(m, t) a solution to SDE(K,F,m,N ,M) built in Section
4.2. M is a strong Markov Process, since it solves a time-homogeneous Poisson-driven S.D.E. We
now check the points i) and ii).
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Consider any sequence mn ∈ ℓ0+ such that limn→∞ δλ(mn,m) = 0 and Mn(t) := M(mn, t) the
unique solution to SDE(K,F,mn,N ,Mn) obtained in Proposition 4.3. Denote by τx = inf{t ≥
0, ‖M(m, t)‖λ ≥ x} and by τxn the stopping time concerning Mn. We will prove that for all T ≥ 0
and ε > 0
(4.25) lim
n→∞
P
[
sup
[0,T ]
δλ (M(t),M
n(t)) > ε
]
= 0.
For this, consider the sequencem(n) ∈ ℓ0+ defined bym(n) = (m1, · · · ,mn, 0, . . . ) andM (n)(t) :=
M(m(n), t) the solution to SDE(K,F,m(n),N ,Mn) obtained in Proposition 4.3. and denote by
τx(n) the stopping time concerning M
(n).
First, note that since limn→∞ δλ(m
(n),m) = limn→∞ δλ(m
n,m) = 0, we deduce that supn≥1 ‖m(n)‖λ <
∞ and from Lemma 4.7. that for all t ≥ 0,
lim
x→∞
γ1(t, x) = 0 where γ1(t, x) := sup
n≥1
P [τx(n) ≤ t],(4.26)
lim
x→∞
γ2(t, x) = 0 where γ2(t, x) := sup
n≥1
P [τxn ≤ t].(4.27)
Thus, using Proposition 4.4. ii) we get for all x > 0
P
[
sup
[0,T ]
δλ (M(t),M
n(t)) > ε
]
≤ P
[
sup
[0,T ]
δλ
(
M(t),M (n)(t)
)
>
ε
2
]
+ P
[
sup
[0,T ]
δλ
(
M (n)(t),Mn(t)
)
>
ε
2
]
≤ P [τx ≤ T ] + γ1(T, x) + 2
ε
E
[
sup
[0,T∧τx
(n)
∧τx]
δλ
(
M(t),M (n)(t)
)]
+γ1(T, x) + γ2(T, x) +
2
ε
eC(x+1)T δλ
(
m(n),mn
)
.
We first make n tend to infinity and use (4.23), then x to infinity and use (4.26) and (4.27). We
thus conclude that (4.25) holds.
We may prove point ii) using a similar computation that for i). The proof is easier since we do
not need to use a triangle inequality.
Finally, consider (M(m, t))t≥0 solution to SDE(K,F,m,N ,M) and the sequence of stopping
times (τxn)n≥1 where τ
xn = inf{t ≥ 0, ‖M(m, t)‖λ ≥ xn}, with xn = n. Since M ∈ D([0,∞), ℓλ),
we have that (τxn)n≥1 is non-decreasing and τ
xn −→
n→∞
∞ and from Lemma 4.8. we deduce that
(LβK,FΦ(M(m, s)))s∈[0,τxn) is uniformly bounded.
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We thus apply Itoˆ’s Formula to Φ(M(m, t)) on the interval [0, t ∧ τxn) to obtain
Φ(M(m, t ∧ τxn))− Φ(m) =∫ t∧τxn
0
∫
i<j
∫ ∞
0
[Φ (cij (M(m, s−)))− Φ (M(m, s−))]1{z≤K(Mi(m,s−),Mj(m,s−))}
N˜ (dt, d(i, j), dz)
+
∫ t∧τxn
0
∫
i
∫
Θ
∫ ∞
0
[Φ (fiθ (M(m, s−)))− Φ (M(m, s−))]1{z≤F (Mi(m,s−))}
M˜(dt, di, dθ, dz)
+
∫ t∧τxn
0
LβK,F (M(m, s)) ds,
where N˜ and M˜ are two compensated Poisson measures and point iii) follows.
This ends the proof of Theorem 3.3.
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Appendix A. Estimates concerning cij , fiθ, d and δλ
Here we put all the auxiliary computations needed in Sections 4.1.2 and 4.2.
Lemma A.1. Fix λ ∈ (0, 1]. Consider any pair of finite permutations σ, σ˜ of N. Then for all m
and m˜ ∈ ℓλ,
d(m, m˜) ≤
∑
k≥1
2−k|mk − m˜σ˜(k)|,(A.1)
δλ(m, m˜) ≤
∑
k≥1
|mλσ(k) − m˜λσ˜(k)|.(A.2)
This lemma is a consequence of [15, Lemma 3.1].
We also have the following inequality: for all α, β > 0, there exists a positive constant C = Cα,β
such that for all x, y ≥ 0,
(A.3) (xα + yα)|xβ − yβ | ≤ 2|xα+β − yα+β | ≤ C(xα + yα)|xβ − yβ |.
We now give the inequalities concerning the action of cij and fiθ on δλ and ‖ · ‖λ.
Lemma A.2. Let λ ∈ (0, 1] and θ ∈ Θ. Then for all m and m˜ ∈ ℓλ, all 1 ≤ i < j <∞,
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‖cij(m)‖λ = ‖m‖λ + (mi +mj)λ −mλi −mλj ≤ ‖m‖λ,(A.4)
‖fiθ(m)‖λ = ‖m‖λ +mλi

∑
k≥1
θλk − 1

 ,(A.5)
δλ(cij(m),m) ≤ 2mλj ,(A.6)
δλ(fiθ(m),m) ≤ mλi

∑
k≥2
θλk +
(
1− θλ1
) ,(A.7)
δλ(cij(m), cij(m˜)) ≤ δλ(m, m˜),(A.8)
δλ(fiθ(m), fiθ(m˜)) ≤ δλ(m, m˜) + |mλi − m˜λi |

∑
k≥1
θλk − 1

 .(A.9)
On the other hand, recall (3.2), we have, for u, v ∈ N with 1 ≤ u < v,
(A.10)
δλ(fiψu(θ)(m), fiψv(θ)(m)) ≤
v∑
k=u+1
θλkm
λ
i .
Note that in the case
∑
k≥1 θ
λ
k − 1 < 0, we have that ‖ · ‖λ and δλ are respectively, decreasing
and contracting under the action of fragmentation and the calculations in precedent sections would
be simpler.
Proof. First (A.4) and (A.5) are evident. Next, (A.6) and (A.8) are proved in [17, Lemma A.2].
To prove (A.7) let θ = (θ1, · · · ) ∈ Θ, i ≥ 1 and p ≥ 2 and set l := l(m) = min{k ≥ 1 : mk ≤
θpmi}, we consider the largest particle of the original system (before dislocation of mi) that is
smaller than the p-th fragment of mi, this is ml. Consider now σ, the finite permutation of N that
achieves:
(A.11)
(fk)k≥1 :=
(
[fiθ(m)]σ(k)
)
k≥1
= (m1, · · · ,mi−1, θ1mi,mi+1, · · · ,ml−1,ml, θ2mi, θ3mi, · · · , θpmi, [fiθ(m)]l+1 , · · · ).
It suffices to compute the δλ-distance of the sequences (fk)k and (mk)k:
(A.12)
m1 · · · mi−1 θ1mi mi+1 · · · ml−1 ml θ2mi θ3mi · · · θpmi fl+p · · ·
m1 · · · mi−1 mi mi+1 · · · ml−1 ml ml+1 ml+2 · · · ml+p−1 ml+p · · ·
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Thus, using (A.2), we have
δλ(fiθ(m),m) ≤
∑
k≥1
∣∣fλk −mλk∣∣ =

 l∑
k=1
+
l+p−1∑
k=l+1
+
∑
k≥l+p

∣∣fλk −mλk∣∣
≤ (1− θλ1 )mλi +
l+p−1∑
k=l+1
∣∣θλk−l+1mλi −mλk∣∣ + ∑
k≥l+p
∣∣fλk −mλk∣∣
≤ (1− θλ1 )mλi +
(
p∑
k=2
θλkm
λ
i +
l+p−1∑
k=l+1
mλk
)
+
∑
k≥l+p
(
fλk +m
λ
k
)
= (1− θλ1 )mλi +mλi
∞∑
k=2
θλk + 2
∑
k>l
mλk .
For the last equality it suffices to remark that
∑
k≥l f
λ
k contains all the remaining fragments of m
λ
i
and all the particles mλk with k > l.
Note that if m ∈ ℓ0+ the last sum consists of a finite number of terms and it suffices to take p large
enough (implying l large) to cancel this term. On the other hand, if m ∈ ℓλ \ ℓ0+ then the last
sum is the tail of a convergent serie and since l →∞ whenever p→∞, we conclude by making p
tend to infinity and (A.7) follows.
To prove (A.9) consider m˜, l := l(m) ∨ l(m˜) and the permutations σ and σ˜ associated to this l,
exactly as in (A.11). Let f and f˜ be the corresponding objects concerning m and m˜:
(A.13)
m1 · · · mi−1 θ1mi mi+1 · · · ml−1 ml θ2mi θ3mi · · · θpmi fl+p · · ·
m˜1 · · · m˜i−1 θ1m˜i m˜i+1 · · · m˜l−1 m˜l θ2m˜i θ3m˜i · · · θpm˜i f˜l+p · · ·
Using again (A.2) for (fk)k and (f˜k)k, we have
δλ(fiθ(m), fiθ(m˜))
≤
∑
k≥1
∣∣∣fλk − f˜λk ∣∣∣ =

 l∑
k=1
+
l+p−1∑
k=l+1
+
∑
k≥l+p

∣∣∣fλk − f˜λk ∣∣∣
=
l∑
k=1
∣∣mλk − m˜λk ∣∣− ∣∣mλi − m˜λi ∣∣+
p∑
k=1
θλk
∣∣mλi − m˜λi ∣∣+ ∑
k≥l+p
(
fλk + f˜
λ
k
)
=
l∑
k=1
∣∣mλk − m˜λk∣∣− ∣∣mλi − m˜λi ∣∣+
p∑
k=1
θλk
∣∣mλi − m˜λi ∣∣+∑
k>p
θλk
(
mλi + m˜
λ
i
)
+
∑
k>l
(
mλk + m˜
λ
k
)
=
l∑
k=1
∣∣mλk − m˜λk∣∣+ |mλi − m˜λi |
(
p∑
k=1
θλk − 1
)
+
(
mλi + m˜
λ
i
)∑
k>p
θλk +
∑
k>l
(
mλk + m˜
λ
k
)
.
Notice that the last two sums are the tails of convergent series, note also that l → ∞ whenever
p→∞. We thus conclude making p tend to infinity.
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Finally, to prove (A.10) we consider the permutation σ as in (A.11) with p = v and l := l(m).
Recall (A.13), we have
δλ(fiψu(θ)(m), fiψv(θ)(m)) = δλ(fiψv(ψu(θ))(m), fiψv(θ)(m))
≤
∑
k≥1
∣∣∣[fiψv(ψu(θ))(m)]λσ(k) − [fiψv(θ)(m)]λσ(k)∣∣∣
≤
v∑
k=u+1
θλkm
λ
i + 2
∑
k>l
mλk .
We used that [ψv(ψu(θ))]k = 0 for k = u + 1, · · · , v. Since m ∈ ℓλ, we conclude making l tend to
infinity.

Lemma A.3. Consider m, m˜ ∈ S↓ and 1 ≤ i < j < ∞. Recall the definition of d (2.9), δλ
(2.10), cij(m) and fiθ(m) (2.8) and ψn(θ) (3.2). For λ ∈ (0, 1) and for all m, m˜ ∈ ℓλ there exists
a positive constant C depending on λ such that
(A.14) d(m, m˜) ≤ δ1(m, m˜) ≤ C(‖m‖1−λ1 ∨ ‖m˜‖1−λ1 ) δλ(m, m˜).
Next,
d(cij(m),m) ≤ 3
2
2−imj ,
∑
1≤k<l<∞
d(ckl(m),m) ≤ 3
2
‖m‖1,(A.15)
d(cij(m), cij(m˜)) ≤ (2i + 2j)d(m, m˜).(A.16)
d(fiθ(m),m) ≤ 2(1− θ1)2−imi,(A.17)
d(fiθ(m), fiθ(m˜)) ≤ C(‖m‖1−λ1 ∨ ‖m˜‖1−λ1 ) δλ(m, m˜),(A.18)
d(fiθ(m), fiψn(θ)(m)) ≤ mi
∑
k>n
θk.(A.19)
Proof. The first inequality in (A.14) follows readily from the definition of d and the second one
comes from (A.3), with α = 1 − λ and β = λ. The inequalities (A.15) and (A.16) involving d are
proved in [15, Corollary 3.2.].
We prove (A.17) exactly as (A.7). Consider p, l and the permutation σ defined by (A.11), from
(A.1) and since i ≤ l + 1 ≤ l + p, we obtain
d(fiθ(m),m) ≤

 l∑
k=1
+
l+p−1∑
k=l+1
+
∑
k≥l+p

 2−k |fk −mk|
≤ (1− θ1)2−imi +
l+p−1∑
k=l+1
2−k |θk−l+1mi −mk|+
∑
k≥l+p
2−k |fk −mk|
≤ (1− θ1)2−imi +
(
p∑
k=2
2−iθkmi +
l+p−1∑
k=l+1
mk
)
+
∑
k≥l+p
2−i (fk +mk)
≤ (1− θ1)2−imi + 2−imi
∞∑
k=2
θk + 2
∑
k>l
mk.
Since m ∈ ℓ1, we conclude using (2.4) and making l tend to infinity.
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Next, we prove (A.18) as (A.9) using δ1. Consider p, l and the permutations σ and σ˜ defined
by (A.11). Recall (A.13), using (A.14) then (A.2) (applied to δ1) and since, i ≤ l + 1 ≤ l + p we
obtain
d(fiθ(m), fiθ(m˜))
≤ δ1(fiθ(m), fiθ(m˜)) ≤

 l∑
k=1
+
l+p−1∑
k=l+1
+
∑
k≥l+p

∣∣∣fk − f˜k∣∣∣
≤
l∑
k=1
|mk − m˜k|+ (θ1 − 1) |mi − m˜i|+
l+p−1∑
k=l+1
θk−l+1 |mi − m˜i|+
∑
k≥l+p
(
fk + f˜k
)
≤
l∑
k=1
|mk − m˜k|+ |mi − m˜i|
(
p∑
k=1
θk − 1
)
+ (mi + m˜i)
∑
k>p
θk +
∑
k>l
(mk + m˜k)
≤
l∑
k=1
|mk − m˜k|+ (mi + m˜i)
∑
k>p
θk +
∑
k>l
(mk + m˜k) .
We used that for k ≥ l + p, fk contains all the remaining fragments of mi and the particles mj
with j > l and (2.4). Since m, m˜ ∈ ℓ1 we conclude making p tend to infinity and using (A.14).
Finally, for inequality (A.19), let i ≥ 1, p ≥ 1 and l := lp(m) = min{k ≥ 1 : mk ≤ (θn/p)mi}
and consider σ, the finite permutation of N that achieves:
(fk)k≥1 :=
(
[fiθ(m)]σ(k)
)
k≥1
= (m1, · · · ,mi−1, θ1mi, · · · , θnmi,mi+1, · · · ,ml−1,ml, [fiθ(m)]l+n , · · · ).(A.20)
Thus, from (A.14) and (A.2), and since i ≤ l + 1 ≤ l + n+ 1, we deduce
d
(
(fiθ(m), fiψn(θ)(m)
) ≤ δ1 ((fiθ(m), fiψn(θ)(m)) = ∑
k≥1
∣∣[fiθ(m)]k − [fiψn(θ)(m)]k∣∣
≤

 l∑
k=1
+
l+n−1∑
k=l+1
+
∑
k≥l+n

∣∣[fiθ(m)]σ(k) − [fiψn(θ)(m)]σ(k)∣∣
≤
∑
k>n
θkmi + 2
∑
k>l
mk.
The last sum being the tail of a convergent series we conclude making l →∞.
This concludes the proof of Lemma A.3. 
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