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Las Interfaces Cerebro Computador (BCI) son una tecnologa basada en la
adquisicion y procesamiento de se~nales cerebrales para el control de diversos
dispositivos. Su objetivo principal es proporcionar un nuevo canal de salida al
cerebro del usuario que requiere un control adaptativo voluntario. Usualmen-
te los BCI se enfocan en reconocer eventos que son adquiridos por metodos
como el Electroencefalograma (EEG). Dichos eventos representan distintos
estados mentales, que deberan identicarse como distintas clases mediante
un sistema de clasicacion. En BCI, tras la adquisicion de las se~nales cere-
brales se procede a prepararlas para su posterior procesamiento. Para extraer
y seleccionar las caractersticas se aplican diversos metodos, en los que, en
funcion del tipo de se~nales de control que se utilice, sera adecuado identicar
un subconjunto que optimice las tareas para su clasicacion. La seleccion de
las caractersticas mas discriminativas es imprescindible a la hora de dise~nar
BCI funcionales.
En este trabajo hemos realizado un estudio del estado del arte de BCI,
en concreto, de los metodos mas relevantes de procesado de la se~nal EEG
utilizados en la etapa de extraccion y clasicacion de caractersticas. El uso
y dise~no de dichos metodos, es llevado a cabo de forma experimental me-
diante un analisis oine y un analisis online simulado, con el proposito de
asegurar un mayor exito en el desempe~no del sistema BCI en tiempo real.
Ambos tipos de analisis son necesarios y complementarios para el dise~no de
algoritmos efectivos, en el que el usuario recibe feedback del BCI. Usando la
tecnica de analisis que hemos propuesto online simulado, con la que los re-
sultados de las pruebas realizadas son emulados para obtener una estimacion
de los mismos como si el usuario hubiera utilizado el sistema en tiempo real,
fue posible minimizar el tiempo de deteccion de eventos y as optimizar el
tiempo de respuesta del BCI.
Para el desarrollo practico de este estudio, utilizamos una coleccion de da-
tos reales de EEG relacionados con los Potenciales Corticales Lentos (SCP),
V
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que contiene dos experimentos diferentes denominados \Ia", provenientes de
sujetos sanos y \Ib" provenientes de sujetos con la enfermedad ALS. Dichos
datos, se obtuvieron de la competicion \BCI Competitions II" de 2003 [2].
Se han analizado diferentes metodologas para extraer las caractersticas
mas relevantes de estas se~nales SCP. En una primera fase, hemos realiza-
do la clasicacion con cada una de las tecnicas estadsticas y metodos de
extraccion de caractersticas por separado para reducir la dimensionalidad.
En una segunda fase las tecnicas y metodos con los que obtuvimos mejores
resultados, se han usado para conformar nuevos patrones (super vectores de
caractersticas) que se han utilizado en los diferentes metodos de clasicacion
estudiados. Con ello, minimizamos las tasas de error obtenidas, mejorando el
rendimiento en la clasicacion y superando a los resultados obtenidos por los
ganadores de \BCI Competitions II" tanto en \Ia" [73] como en \Ib" [26].
Palabras claves: BCI, EEG, se~nales de control, SCP, extraccion y clasi-
cacion de caractersticas, analisis oine, analisis online simulado, generacion




BCI is a new technology based in the acquisition and signal processing to
control a variety of devices. Its main goal is to provide a new output channel
to the user's brain which requires a voluntary adaptive control. Usually,
BCI is focused in recognizing acquired events by methods such as EEG.
Those events represent dierent mental states which should be identied
as dierent classes through a classication system. In BCI after the Brain
signal acquisition it is necessary to process the signal, before processing it.
To extract and select features it is necessary to apply a dierent method, in
which, it will be suitable to identify a subset according to the signals control
used to optimize the classication of tasks. To design functional BCI, it is
indispensable to select the most discriminative features.
In this work we have made a BCI state of the art research, especially
about the most relevant methods to process the EEG signal, used in the
extraction and classication of characteristics steps. The use and design
of those methods, has been made through an oine and simulated online
analysis, in order to ensure a better performance of the BCI system in real
time. Both kind of analysis are complemented and needed to design eective
algorithms where the user receives feedback from the BCI. Using the analysis
technique that we proposed, the simulated online analysis, where the results
of the test are emulated to obtain an estimation as if the user had used the
system in real time, it was possible to minimize the events detection time,
and in consequence, optimizing the BCI response time.
To develop this study, we have used a collection of EEG real data related
with Slow Cortical Potential (SCP), that contains two dierent experiments
called \Ia" from healthy people, and \Ib" from people who suer from ALS.




We have analyzed dierent methodologies to extract the most relevant
characteristics of those SCP signals. In a rst phase, we made a classication
with each one of the statistical techniques and extraction methods separately
to reduce dimensionality. In a second phase, the techniques and methods,
which we obtained the best results were used to make up new patterns (the
super vectors of characteristics), that have been used in the dierent clas-
sication methods studied. Using those phases, we minimized the obtained
error rates, improving the performance in the classication and improving
the results obtained for the winners of \BCI competitions II" in both \Ia"
[73] and \Ib" [26].
Key words: BCI, EEG, control signals, SCP, features extraction and
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1.1. Ambito del Trabajo Fin de Master
El interes por el desarrollo de las Interfaces Cerebro Computador se re-
monta a varias decadas atras y responde a la necesidad del mundo moderno
brindar una nueva forma de comunicacion entre las personas y el compu-
tador, conllevando a una accesibilidad mas amplia de uso del mundo digital
y a una mayor automatizacion las tareas cotidianas humanas.
Los sistemas BCI son un campo en evolucion continuo y creciente. En
las ultimas decadas el interes entre los grupos de investigacion de todo el
mundo ha ido aumentando. Cada a~no se acrecienta la participacion tanto en
congresos internacionales como en las competiciones BCI [115], [63].
Los grupos de investigacion trabajan en el proceso de dise~nar BCI optimas
que proporcionen una va de comunicacion a aquellas personas tetraplejicas
o \locked-in" (personas que han perdido el control muscular total o par-
cial). Jan Schuermann, una mujer de 53 a~nos que fue diagnosticada con una
enfermedad cerebral degenerativa hace 13 a~nos y esta paralizada del cuello
para abajo, ha sido capaz de operar un brazo robotico con un nivel de con-
trol y uidez nunca antes visto en este tipo de protesis avanzadas. Expertos
calican el suceso como un notable avance para las protesis controladas di-
rectamente con la actividad cerebral [118]. Otros sistemas ya han permitido a
pacientes paralticos mecanograar o escribir a mano, simplemente con ima-
ginar las letras que quieren plasmar. Hasta hace poco, investigadores en EE.
UU. usaron electrodos implantados directamente en la retina para permitir
leer a un paciente invidente [7]. Las ultimas tendencias en BCI, muestran a
Zac Vawter, el primer hombre en controlar una extremidad articial que usa
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neurose~nales de los musculos superiores de la pierna que controlan la rodilla
protesica y el tobillo [6]. As mismo, Dennis Sorensen pasara a la historia por
ser la primera persona con una mano protesica con un cable conectado a los
nervios de su brazo, que ha vuelto a tener informacion sensorial en tiempo
real [8]. Por ultimo mencionar, que por primera vez en la historia un joven
con paralisis, usara un esqueleto controlado por un BCI para patear el balon
en la ceremonia de apertura de la Copa Mundial de futbol (Brasil 2014) [14].
El uso de BCI pretende mejorar la calidad de vida de este tipo de personas.
Existe ademas, un gran interes por el desarrollo de nuevas tecnologas de
control y comunicacion por parte de la industria del entretenimiento, casas
inteligentes y aplicaciones militares, lo que ha impulsado un incremento en la
inversion para realizar este tipo de trabajos de investigacion, sobrepasando
el objetivo principal de un BCI [111], [74], [61], [18].
Los sistemas BCI utilizan diferentes tecnicas de neuroimagen para regis-
trar la actividad cerebral y traducir determinadas caractersticas, correspon-
dientes a las intenciones del usuario, en comandos de control de un dispositivo
[115]. El EEG es la modalidad mas empleada para registrar las se~nales ce-
rebrales, debido a que es una tecnica no invasiva, facil de manejar, de bajo
coste y portable [116]. De esta actividad cerebral, se ha logrado extraer va-
rias se~nales de control con el n de determinar las intenciones del usuario.
Estas se~nales son los Potenciales Evocados Visuales (VEP) [112], [43], [83],
Potenciales Evocados P300 [36], [17], Potenciales Corticales Lentos (SCP)
[81], [22] y Ritmos Sensoriomotores ( y ) [72], [88].
Una vez que las se~nales registradas se muestrean y digitalizan se procede
a preparar la se~nal para su procesamiento. Por medio de la aplicacion de dis-
tintos metodos de extraccion se pueden obtener determinadas caractersticas
de la se~nal EEG que pueden ser utiles para discriminar entre diferentes tareas
mentales. Despues, mediante el empleo de metodos de seleccion se escoge el
subgrupo de caractersticas mas relevantes. Finalmente, los metodos de cla-
sicacion permiten determinar, a partir de las caractersticas seleccionadas,
a que clase de tarea mental pertenece una muestra concreta.
En este Trabajo de Fin de Master (TFM) se estudiaran los metodos de
extraccion y clasicacion de caractersticas de las se~nales EEG mas utiliza-
dos actualmente en BCI. Para el desarrollo del TFM se usara el conjunto de
se~nales reales de EEG propuesto por \BCI Competitions II" en el a~no 2003
[2] que contiene dos diferentes experimentos: \Ia" y \Ib". Se estudiara es-
peccamente las se~nales de EEG relacionadas con la autorregulacion cortical.
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Este tipo de se~nales son conocidas como Potenciales Corticales Lentos. Fi-
nalmente, se mostraran los resultados obtenidos en la clasicacion, luego de
realizar el procesado de los datos SCP en los escenarios de analisis oine y
online simulado, obteniendo un porcentaje de error menor y mejor que los
resultados obtenidos por los ganadores de \BCI Competitions II" [2] para
\Ia" [73] y \Ib" [26].
1.2. Objetivos
El objetivo principal de este TFM es realizar un estudio teorico y practico
de los metodos mas relevantes en las distintas etapas de procesamiento para
las se~nales de control SCP en los sistemas BCI en el escenario oine y el
estudio, analisis y discusion de como se podran extrapolar dichos metodos a
un escenario online simulado. Para abordar este problema, se esperan lograr
cuatro hitos fundamentales:
1. Estudiar el estado del arte de los sistemas BCI.
2. Estudiar e identicar los metodos mas relevantes de procesado de la
se~nal EEG utilizados en la etapa de extraccion y clasicacion de carac-
tersticas.
3. Aplicar y evaluar practicamente los diferentes metodos de extraccion y
clasicacion de caractersticas. Para ello, se utilizara una coleccion de
datos reales de EEG relacionados con los Potenciales Corticales Lentos
(SCP), que contiene dos experimentos diferentes denominados \Ia" y
\Ib" proporcionados por \BCI Competitions II" de 2003.
4. Dise~nar y aplicar metodologas propias en el procesado de las se~nales
SCP, que contribuyan en el exito del desempe~no en la clasicacion,
como son, (i) la generacion de super vectores apropiados para la clasi-
cacion de eventos para comandar un sistema BCI y (ii) el desarrollo
de la tecnica de analisis online simulado que optimiza el tiempo de
respuesta del BCI.
1.3. Estructura del Trabajo Fin de Master
Esta memoria se divide en seis captulos incluyendo este primer captulo
introductorio.
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El segundo captulo aborda conceptos fundamentales y necesarios para
adentrarse en el campo de los sistemas BCI y ademas hace un estudio de
las investigaciones mas actualizadas. Seguidamente, se explican las diferen-
tes tecnicas de neuroimagen profundizando en EEG. Tambien, se estudian
las diferentes tecnicas utilizadas para el procesamiento de se~nales cerebrales.
Estas tecnicas engloban aquellas que pretenden extraer la informacion carac-
terstica de las se~nales cerebrales y las que emplean esta informacion extrada
para clasicar las se~nales con el n de conocer las intenciones del usuario.
Finalmente, se motiva a la investigacion en BCI mencionando los retos y el
futuro del mismo.
El tercer captulo describe en detalle los conjuntos de datos \Ia" y \Ib"
de \BCI Competitions II" [2] relacionados con la autorregulacion de SCP,
que son los empleados para realizar el estudio de metodos de extraccion y
clasicacion de caractersticas. Se resume tambien, los metodos para el pro-
cesamiento de las se~nales aplicados por los ganadores de \BCI Competitions
II" en dichos conjuntos de datos. Por ultimo, se busca extraer las caractersti-
cas de las se~nales SCP, mediante un primer analisis visual y estadstico de
las se~nales.
El cuarto captulo presenta los metodos de extraccion y clasicacion de
caractersticas empleados en los conjuntos de datos \Ia" y \Ib" de SCP en
el escenario oine y su extrapolacion en el escenario online simulado. Los
metodos que se usaron para extraer caractersticas de las se~nales de autorre-
gulacion cortical son: Analisis de Componentes Principales (PCA), modelos
autorregresivos (AR) y Transformada Wavelet Discreta (DWT). Para la cla-
sicacion de las caractersticas extradas se utiliza Analisis Discriminante
Lineal (LDA) y una Maquina de Vectores de Soporte (SVM).
El quinto captulo incluye la discusion de los resultados obtenidos una
vez que se han analizado las se~nales de SCP de \BCI Competitions II" [2] y
se han realizado todas las pruebas con las tecnicas y metodos explicados en
el tercero y cuarto captulo.
Finalmente, el sexto captulo contiene las principales conclusiones ex-
tradas de los resultados obtenidos uniendolos con los objetivos inicialmente






Fundamentos de los sistemas
BCI
En este captulo se presentan los fundamentos considerados esenciales
para el seguimiento de este TFM. Inicialmente se estudian conceptos es-
peccos y necesarios para adentrarse en las Interfaces Cerebro Computador.
Seguidamente, se aborda las se~nales de entrada a los sistemas BCI, mas con-
cretamente, las se~nales de EEG aunque se presentaran otras se~nales electro-
siologicas consideradas relevantes. Finalmente se detallaran otros aspectos
importantes de los sistemas BCI y se revisa los metodos en tiempo, frecuencia
y tiempo-frecuencia mas populares y utilizados actualmente para extraer las
caractersticas relevantes de las se~nales cerebrales y su posterior clasicacion.
2.1. >Que es BCI?
Las Interfaces Cerebro Computador (Brain Computer Interface, BCI) es
un medio de comunicacion basado en la actividad neuronal generada por el
cerebro y es independiente de sus vas de salida a nervios perifericos y muscu-
los. El objetivo principal de los sistemas BCI no es determinar la intencion
de una persona visualizando la actividad cerebral, sino que es el de propor-
cionar un nuevo canal de salida al cerebro del usuario que requiere un control
adaptativo voluntario [114].
El caso mas importante de las aplicaciones BCI es en el contexto clnico,
desarrollado para pacientes con Esclerosis Lateral Amiotroca (Amyotrophic
Lateral Sclerosis, ALS), Lesion de la Medula Espinal (Spinal Cord Injury,
SCI) y otros trastornos de la funcion del movimiento, con el n de controlar
dispositivos, tales como una silla de ruedas o un robot. En estos, la entrada es
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una se~nal cerebral obtenida a partir de EEG o alguna otra medicion directa
de la actividad cerebral, y la salida es tomada como una se~nal de control [79].
Mas alla de este noble n, los sistemas BCI ofrecen ademas nuevas tecnicas
para el entretenimiento, casas inteligentes y aplicaciones militares [111], [77],
[66].
2.2. Historia de la Investigacion BCI
El cerebro siempre ha fascinado a los humanos, y en particular a un
cientco aleman llamado Hans Berger, quien descubrio la Electroencefalo-
grafa en humanos, y especulaba en su primera revision de sus experimentos
con el \Elektrenkephalogramm" en 1929, acerca de la posibilidad de leer pen-
samientos a partir de trazos de EEG usando sosticados analisis matematicos.
Grey Walter, uno de los pioneros de EEG, robotica, cibernetica e inteligencia
articial, construyo el primer analizador de frecuencia automatico con la in-
tencion de discriminar los pensamientos y el lenguaje en el EEG humano [23].
En 1969, se hizo la primera publicacion acerca de los estudios de condi-
cionamiento operante de Fetz y sus colegas [39], en los que mostraron por
primera vez, que los monos podan aprender a controlar voluntariamente las
tasas de disparo de las neuronas individuales y multiples en la corteza motora
primaria, si eran recompensados por la generacion de patrones apropiados de
la actividad neuronal.
Sin embargo, solo el reciente desarrollo de los sistemas BCI, nos ha colo-
cado mas cerca al sue~no de estos pioneros de la investigacion en EEG.
Los sistemas BCI invasivos y no invasivos se originan desde diferentes in-
vestigaciones, aunque ambos tienen sus races en experimentos con animales.
Los sistemas BCI invasivos constan de redes de micro-electrodos implantados
en la corteza motora de pacientes paralizados [37] o en la corteza pre-motora
de monos [29]. Este tipo de BCI, trata de reconstruir movimientos inten-
cionales aprendidos a partir de patrones online. Nicolelis y su grupo [29]
demostraron en monos despues de un largo entrenamiento de movimientos
de alcanzar y agarrar, que la ejecucion de patrones de 32 neuronas son su-
cientes para ejecutar el movimiento directamente con un miembro articial.
El interes en los sistemas BCI ha ido aumentado conforme han ido pasan-
do los a~nos. En 1995 haba seis grupos de investigacion dedicados al estudio
de estos sistemas. En el primer congreso internacional, que tuvo lugar en el
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a~no 2000, participaron 20 grupos de investigacion [115]. En el tercer congreso
el numero de participantes aumento hasta alcanzar casi el triple de los que
participaron en el primer congreso [63]. As mismo, en la Figura 2.1 se puede
comprobar el espectacular aumento en la produccion cientca en BCI.



























Figura 2.1: Numero de artculos en revista indexados en web of science
2.3. Componentes funcionales de BCI
Un BCI detecta y mide las caractersticas de las se~nales cerebrales que
revelan las intensiones del usuario y traduce estas caractersticas en tiempo
real en comandos que logran la intencion del usuario [15].
Existen diversas conguraciones con respecto a la implementacion de un sis-
tema BCI, sin embargo, Mason [71] propone un modelo general aplicable a
cualquiera de estos sistemas, siendo dicho modelo el que se muestra en la
Figura 2.2.
La funcion de cada uno de los componentes que forman dicho modelo se
detalla a continuacion:
Sujeto: Persona que controla el dispositivo en el sistema BCI, modi-
cando para ello intencionadamente su actividad cerebral con el n de
generar las se~nales de control que actuan sobre el dispositivo.
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Figura 2.2: Estructura general de un sistema BCI. Fuente: [71].
Electrodos: Convierten dicha actividad cerebral en se~nales electricas.
Amplicador: Amplica las se~nales electricas.
Digitalizacion: Conversion de las se~nales analogico-digital, necesarias
para el posterior procesado.
Extraccion de caractersticas: Se transforman las se~nales electricas ya
amplicadas en parametros que caractericen la actividad cerebral mo-
dicada por el sujeto.
Clasicacion: Se asignan a los parametros que caracterizan las se~nales
electricas, unas se~nales logicas de control. En denitiva se trata de clasi-
car los diferentes parametros de entrada entre un numero determinado
de estados posibles.
Interfaz de control: Traduce las se~nales logicas de control en se~nales
de control apropiadas para un determinado dispositivo. La interfaz de
control puede ir acompa~nada de un \display de control" que proporcio-
na feedback (visual, auditivo o tactil) al sujeto sobre el resultado de su
estado mental. Dicha informacion puede ser usada por el sujeto para
modicar su actividad cerebral en caso de que la respuesta recibida no
sea la adecuada.
Controlador del dispositivo: Transforma las se~nales de control proce-
dentes de la interfaz de control en las se~nales fsicas necesarias para
actuar sobre el dispositivo.
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Dispositivo: Como en cualquier sistema de control, el numero de dispo-
sitivos sobre el cual puede actuar un sistema BCI puede ser ilimitado.
Teniendo en cuenta que las distintas se~nales logicas de control propor-
cionadas por estos sistemas son aun bastante limitadas, esto lleva a
que se reduzca considerablemente el numero de aplicaciones nales. El
estado del dispositivo es a su vez una realimentacion hacia el sujeto,
proporcionandole informacion sobre el control que esta ejerciendo sobre
este.
Entorno de actuacion: Hace referencia a las condiciones fsicas del en-
torno sobre el cual se esta usando el sistema BCI, as como los objetos
y personas presentes en dicho entorno. Estos factores por lo general
pueden ser controlados en el laboratorio.
En la literatura existen otros modelos de sistemas BCI, sin embargo, todos
ellos son versiones simplicadas del modelo presentado. En estos, al conjunto
formado por los electrodos, el amplicador y la digitalizacion, se le suele agru-
par en una sola etapa conocida como etapa de adquisicion de la se~nal. Una
nueva etapa conocida como pre-procesamiento, prepara las se~nales adquiridas
en la etapa anterior en una forma adecuada para su posterior procesamien-
to. A las etapas de extraccion y de clasicacion se las suele incluir en un
unico bloque denominado procesamiento de la se~nal. Por ultimo, la etapa de
control del dispositivo externo, la forman la interfaz y el \display" de control.
Mas adelante en la Seccion 2.6, se hablara en detalle de cada uno de los
bloques o etapas consecutivas de los sistemas BCI.
2.4. Enfoques en BCI: Se~nales para analizar
Un BCI puede monitorear variedad de se~nales del cerebro, como electricas,
magneticas y metabolicas. Se pueden medir las corrientes electricas, produci-
das por la sincronizacion de corrientes sinapticas, mediante Electroencefalo-
grafa (EEG), Electrocorticografa (ECoG) y mediante electrodos epidurales
e intracorticales. Los campos magneticos pueden ser grabados con Magneto-
encefalografa (MEG), mientras que la actividad metabolica del cerebro que
se reeja en los cambios en el ujo sanguneo, puede ser observada con Tomo-
grafa por Emision de Positrones (PET), Imagenes de Resonancia Magnetica
funcional (fMRI) y mediante tecnicas opticas como Espectroscopia de Infra-
rrojo Cercano (NIRS) [41].
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Como se ha mencionado, la actividad cerebral puede ser registrada me-
diante modalidades invasivas y no invasivas. Las modalidades invasivas como
ECoG o la adquisicion de se~nales electricas en neuronas individuales [84]
requieren la implantacion quirurgica de un \array" de electrodos con esta-
bilidad a largo plazo, que pueden situarse en diferentes partes de la corteza
cerebral para registrar la actividad de una neurona o peque~nos grupos de
estas. En el ambito humano, las modalidades invasivas han sido aplicadas
para movimientos de cursor y aplicaciones de escritura [109]. Tanto EcoG
como la adquisicion de se~nales electricas en neuronas individuales tienen me-
jor resolucion que las modalidades no invasivas y presentan un menor nivel
de ruido cuanto mas invasivo sea el metodo.
PET es considerada como una modalidad parcialmente invasiva, ya que
requiere una inyeccion radiactiva, aunque no se necesita ciruga [90].
Las modalidades no invasivas como la Tomografa Computarizada (Com-
puterized Tomography, CT), Tomografa por Emision de Foton Unico (Single
Photon Emission Computed Tomography, SPECT), Imagen de Resonancia
Magnetica (Magnetic Resonance Imaging, MRI), fMRI, MEG y EEG [15],
[98], no necesitan implantacion quirurgica y, por ello, las se~nales obtenidas
tienen una Relacion Se~nal-Ruido (Signal to Noise Ratio, SNR) menor. Aun-
que los BCI basados en este tipo de metodos tienen una velocidad y precision
modesta, estudios actuales se centran en el uso de sistemas multicanal (tpi-
camente 64 canales) para poder mejorarlas [116].
Las tecnicas de neuroimagen permiten el estudio del cerebro humano
en vivo [48]. A continuacion, se describen las tecnicas de neuroimagen mas
usadas en BCI.
2.4.1. Electroencefalografa
La Electroencefalografa (Electroencephalography, EEG) mide la actividad
electrica del cerebro usando electrodos adheridos al cuero cabelludo; que son
activados por el ujo de corrientes electricas durante excitaciones sinapticas
de las dendritas en las neuronas. Su rango se expresa en microVoltios debido
a la alta atenuacion por el craneo y el cuero cabelludo (de tal forma que para
un analisis adecuado las ondas de EEG tienen que ser amplicadas) [67]. Un
ejemplo representativo de EEG para una conguracion BCI se muestra en la
Figura 2.3.
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Figura 2.3: Representacion esquematica de un sistema de BCI basado en
EEG. Usando el paradigma conocido como imaginacion motora, sujetos hu-
manos controlan el movimiento en 3D de un helicoptero virtual. Fuente: [4].
Los dise~nos de BCI basados en EEG son muy utiles para dispositivos de
control de manos libres y la comunicacion, dado que estos usan la actividad
electrica del cerebro para interactuar con el ambiente externo, sin involucrar
el uso de musculos perifericos y extremidades. Algunas aplicaciones actuales
de BCI en sistemas de comunicacion son para que individuos con paralisis
se comuniquen con su alrededor a traves de la seleccion de un menu de ca-
racteres y un dispositivo de control tales como el movimiento de una silla de
ruedas, control de protesis y tecnologas de asistencia [89].
Los sistemas BCI basados en EEG utilizan una estrategia de colocacion
de los electrodos sugerido por el Sistema Internacional 10/20 [60] que garan-
tiza el cubrimiento de todas las partes de la cabeza, como se muestra en la
Figura 2.4. Para una mejor resolucion espacial, es tambien comun el uso de
una variante de este sistema que rellena los espacios entre los electrodos con
electrodos adicionales [69].
Las posiciones exactas para cada electrodo son la interseccion de las lneas
calculadas desde las mediciones en puntos de referencia en craneos estandar.
La letra de cada electrodo identica el segmento del lobulo particular (FP
lobulo prefrontal, F, lobulo frontal; T lobulo temporal, C, lobulo central, P,
lobulo parietal; o, lobulo occipital). El numero de la segunda letra identi-
ca su localizacion hemisferica (z, denotando la lnea cero, se reere que un
16 CAPITULO 2. FUNDAMENTOS DE LOS SISTEMAS BCI
electrodo esta colocado a lo largo de la lnea media del cerebro; numeros
pares representan el hemisferio derecho; numeros impartes representan el he-
misferio izquierdo. Los numeros estan en orden ascendente con distancia en
incremento desde la lnea media) [71].
Figura 2.4: Colocacion de electrodos para la adquisicion no invasiva de se~nales
usando EEG. Fuente: [1].
Los datos de SCP estudiados en este TFM, han sido registrados desde
las posiciones que se encuentran resaltadas en azul en el mapa de electrodos
de la Figura 2.4. Para el conjunto de datos \Ia", se usaron 6 canales como
sigue, canal 1: A1-Cz, canal 2: A2-Cz, canal 3: 2 cm frontal de C3, canal
4: 2 cm parietal de C3, canal 5: 2 cm frontal de C4 y canal 6: 2 cm parie-
tal de C4. Para el conjunto de datos \Ib", se utiliza los mismos 6 canales y
un canal adicional para detectar los movimientos oculares verticales (vEOG).
La se~nal de EEG se mide como la diferencia de potencial a lo largo del
tiempo entre la se~nal o electrodo activo y el electrodo de referencia. Un tercer
electrodo adicional, conocido como el electrodo de tierra, se utiliza para me-
dir la diferencia de voltaje entre los puntos activos y los puntos de referencia.
La conguracion mnima para la medicion de EEG consta de de un electrodo
activo, uno de referencia y un electrodo de tierra [84].
De la actividad cerebral detectada por los electrodos pueden realizarse
dos tipos de medidas:
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Oscilaciones continuas de potencial, que en su conjunto forman lo que es
EEG. A estas oscilaciones se les conoce como los ritmos de la actividad
cerebral o ritmos cerebrales.
Cambios de potencial que surgen como respuesta a la aparicion de
un determinado evento, el cual puede ser interno o externo al sujeto.
A estos potenciales se les conoce como potenciales relacionados con
eventos (ERP) y se derivan del propio EEG.
2.4.1.1. Ritmos cerebrales
Diferentes frecuencias electricas podran estar vinculadas a las acciones y
diferentes estados de la conciencia. Esto fue hecho observando a sujetos desa-
rrollando diferentes tareas, como resolver problemas matematicos, mientras
se grababa su EEG.
La Figura 2.5 muestra las bandas de frecuencias mas usadas a excepcion
de la banda MU () (cuya frecuencia es igual que la banda alfa ()) y sus
relaciones de la actividad de las ondas del cerebro humano. Los rangos de
frecuencias conocidas han sido denidos de acuerdo a la distribucion sobre el
cuero cabelludo o a su signicancia biologica. Estas bandas de frecuencia se
denominan delta (), theta (), alfa (), MU (), beta () y gamma () de
menor a mayor, respectivamente [65].
Figura 2.5: Las principales bandas de frecuencia y su relacion con las demas.
Fuente: [65].
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Las ondas delta () estan presentes en ni~nos menores de 1 a~no y en adultos
en estado de sue~no profundo. Una gran cantidad de actividad delta en adultos
despiertos es anormal y se relaciona con enfermedades neurologicas. Debido
a su baja frecuencia, es facil de confundir las ondas delta con se~nales de arte-
factos que son causadas por los grandes musculos del cuello o la mandbula.
Este tipo de ondas no son utiles en los sistemas BCI [50].
Las ondas theta () se localizan en la zona parietal-temporal del cerebro.
Se producen por un estres emocional, especialmente frustracion o desilusion
[121]. Tambien se han asociado con el acceso al material inconsciente, ins-
piracion creativa y meditacion profunda. Altos niveles de ondas theta son
consideradas anormales en adultos, y esta, por ejemplo, muy relacionada con
AD/AH (Decit de Atencion e Hiperactividad) [52].
Las ondas alfa () estan presentes durante estados de vigilia, sobre regio-
nes posteriores de la cabeza, generalmente de gran amplitud sobre las zonas
occipitales. La amplitud de las ondas alfa aumenta al cerrar los ojos o en
estados de relajacion y poca actividad mental y se atenuan o disminuyen
cuando se abren los ojos, durante la atencion, especialmente visual, y el es-
fuerzo mental [87].
Las ondas MU () son asociadas con actividades motoras y son tambien
encontradas en el rango de frecuencia de ondas alfa, pero su maxima amplitud
es grabada sobre la corteza motora. De esta forma, basicamente se desenca-
denan cuando hay un movimiento actual o hay un intento de movimiento [21].
Las ondas beta () estan a menudo divididas en 1 (ondas beta bajas:
13,5 a 17 Hz), 2 (ondas beta: 17,5 a 21 Hz) y 3 (ondas beta altas: 21,5 a
30 Hz) para tener un rango mas especco. Son ondas peque~nas y rapidas,
asociadas con la concentracion y a actividades mentales intensas y estan me-
jor denidas en las areas centrales y frontales del cerebro [122].
Las ondas gamma () son las ondas mas rapidas del cerebro, se asocian
con una mayor actividad mental (no son los pensamientos normales o reso-
lucion de problemas) y pueden incluir destellos de brillantez y explosiones
repentinas de percepciones/intuiciones y momentos de extrema atencion y
concentracion.
Las ondas gamma y beta juntas han sido asociadas con la atencion, la percep-
cion y la cognicion [93]. Este tipo de ondas son menos utilizadas en BCI basa-
dos en EEG, porque los artefactos tales como la Electromiografa (Electrom-
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yography, EMG) o Electrooculografa (Electrooculography, EOG) les afecta.
Sin embargo, este rango esta atrayendo creciente atencion en investigacion
BCI porque, en comparacion con beta tradicional y las se~nales de alfa, la
actividad gamma puede aumentar la tasa de transferencia de informacion y
ofrecer mayor especicidad espacial [84].
La Figura 2.6 muestra los rangos de frecuencias de las diferentes bandas
(, , , , , ) presentes en la se~nal EEG.
Figura 2.6: Rangos de frecuencias de las diferentes bandas presentes en la
se~nal EEG. Los rangos de la banda delta estan por debajo de 4 Hz y los
rangos de la banda theta oscilan entre 4 y 7 Hz. La mayora de los sistemas
BCI utilizan componentes de la banda alfa, cuyos rangos estan entre 7 y 12
HZ como la banda MU y la banda beta entre 12 y 30 Hz. La banda gamma,
que esta empezando a aplicar en BCI, es mayor que 30 Hz.
2.4.1.2. Potenciales Relacionados con Eventos
Los Potenciales Relacionados con Eventos (Event Related Potential, ERP)
o Potenciales Evocados (Evoked Potential, EP) se denen como la respuesta
neuroelectrica cerebral especca, generada por la activacion sincronica de
una poblacion neuronal determinada, mediante un estmulo sensorial, motor
o cognitivo interno o externo al sujeto, que activa selectivamente la region
que se desea estudiar.
Los ERPs son respuestas de muy peque~na amplitud superpuestas y enmas-
caradas por la actividad de EEG, que es de mucha mayor amplitud, por lo
que es necesario promediar multiples registros con el estmulo desencadenan-
te para que la respuesta sincronizada sobresalga de la actividad de base.
Los ERPs se pueden denir por la polaridad y latencia de sus componen-
tes, con la sigla de la polaridad P si es positiva y N si es negativa, seguida
de la latencia o retardo posterior a la estimulacion en la que aparece dicho
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componente, como por ejemplo, el potencial evocado P300 que describe una
componente de polaridad positiva que aparece 300 ms despues de una esti-
mulacion [16].
En relacion a los sistemas BCI, los ERPs han marcado las lneas de inves-
tigacion y en particular los potenciales evocados P300, los ritmos sensorio-
motores  y , potenciales evocados visuales (VEP) y potenciales corticales
lentos (SCP) [33]. Mas adelante en la Seccion 2.5 se hablara en detalle de los
diferentes ERPs.
2.4.2. Magnetoencefalografa
Los dise~nos de BCI basados en Magnetoencefalografa (Magnetoencepha-
lography, MEG), usa mediciones de los campos magneticos producidos por la
actividad electrica cerebral. Este tipo de medida directa de la actividad neu-
ronal permite obtener mapas de la actividad cerebral con una alta resolucion
espacial y una alta resolucion temporal del orden de los milisegundos. Esta
excelente combinacion espaciotemporal convierte a la MEG en una tecnica
ideal para el estudio de las funciones cognitivas.
Una ventaja de MEG sobre EEG es que los campos magneticos son menos
distorsionados por el craneo y el cuero cabelludo que los campos electricos
[15]. Sin embargo la mayor limitacion para su amplia aceptacion en BCI es
el alto costo y el alto grado de tecnicacion asociada con el equipo de MEG
que usa los sensores \superconductores" [32].
Un enfoque representativo es la integracion EEG-MEG [51]. El EEG hace
su contribucion desde los componentes radiales y tangenciales de la corriente
primaria. De otra parte, las mediciones de MEG son insensibles al volumen
de los efectos conductores, y son mas sensibles a las fuentes tangenciales su-
perciales.
La Figura 2.7 representa las diferencias entre EEG y MEG, observandose
que mientras que EEG detecta la diferencia de potencial electrico entre dos
electrodos, MEG detecta los campos magneticos dinamicos derivados de sus
actividades electricas. De esta forma, los aspectos complementarios de las me-
diciones bioelectricas y biomagneticas sugieren que la combinacion de EEG
y MEG pueden proporcionar mejor conabilidad y exactitud.
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Figura 2.7: Diferencias en las bases fsicas entre EEG y MEG. Fuente: [5].
2.4.3. Electrocorticografa
La Electrocorticografa (Electrocorticogram, ECoG) como plataforma de
se~nal se ha convertido en los ultimos a~nos en un posible candidato para los
sistemas BCI clnicamente viable.
ECoG es una tecnica que mide la actividad electrica en la corteza cerebral
por medio de electrodos profundos y electrodos subdurales que se colocan
de forma intracraneal en el individuo. En comparacion con EEG, ECoG
proporciona una mayor resolucion temporal y espacial y tiene una menor
vulnerabilidad a los artefactos tales como EMG o movimientos oculares. Las
se~nales registradas por medio de ECoG se encuentran en el rango de los mV
y tienen buena SNR, lo que provoca que los usuarios necesiten una fase de
entrenamiento mucho menor y a la hora de clasicar se obtienen tasas de
acierto bastante mejores que usando EEG.
Sin embargo, los principales problemas que plantea esta tecnica son el re-
querimiento de una craneotoma (operacion quirurgica del craneo) para im-
plantar una rejilla de electrodos, lo que implica riesgos signicativos para la
salud y que la vida util de los electrodos implantados es limitada. Por esa
razon, los primeros estudios sobre ECoG fueron realizados con animales. En
la Figura 2.8, se muestra un ejemplo de ECoG mediante la utilizacion de una
macro red de electrodos.
En sistemas BCI basados en ECoG, se ha demostrado, como un usuario
logra controlar un cursor en una y en dos dimensiones [97]. Los resultados
de estos estudios podran hacer que sea mas factible para las personas con
discapacidades motoras severas utilizar BCI basados en ECoG para sus ne-
cesidades de comunicacion y control.
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Figura 2.8: Electroencefalograma Invasivo mediante la utilizacion de una ma-
cro red de electrodos. Fuente: [67]
2.4.4. Adquisicion en neuronas intracorticales
La adquisicion en neuronas intracorticales es una tecnica invasiva que re-
quiere la implantacion de microelectrodos en el interior de la corteza para
medir la actividad neuronal electrica de las se~nales producidas por una sola
neurona o campos electricos producidos por varias neuronas muy cercanas
entre s. Esta tecnica ofrece una resolucion espacial y temporal mucho mas
alta que EEG, por ello, las se~nales intracorticales resultan ser mucho mas
sencillas de utilizar por los pacientes que las se~nales EEG. No obstante, exis-
te el inconveniente de que se requiere estabilizar la calidad de la se~nal a lo
largo del tiempo, ya que los microelectrodos tienden a estropearse con el paso
de los das y es posible que se deba hacer una recalibracion de la sensibilidad
de los electrodos para el usuario [84].
Se han empleado se~nales de control corticales para dise~nar un BCI que
permiten a los usuarios controlar el movimiento de un cursor y la exion de
un dedo en una mano virtual [59].
2.4.5. Imagen por Resonancia Magnetica Funcional
La Imagen por Resonancia Magnetica funcional (functional Magnetic Re-
sonance Imaging, fMRI) detecta cambios en el volumen, ujo y nivel de
oxigenacion de la sangre a traves de campos electromagneticos permitiendo
mostrar en imagenes las regiones cerebrales que ejecutan una tarea determi-
nada. fMRI es un tecnica de neuroimagen no invasiva ya que no se requiere
inyecciones de sustancia alguna.
Los sistemas BCI basados en fMRI tienen por un lado, un enfoque ma-
nipulativo, ya que el sujeto es entrenado para cambiar voluntariamente la
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actividad cerebral en una region particular del cerebro (como una variable in-
dependiente) con el n de observar cambios en el comportamiento y ademas,
tiene en cuenta la perspectiva fsico-siologica al incorporar un paradigma
experimental con una respuesta neuronal (como la variable dependiente).
Usando neurofeedback en EEG, los estudios de SCP reportaron efectos en el
comportamiento del procesamiento lexico, accion motora y desempe~no mu-
sical [101].
Los sistemas BCI basados en fMRI, tienen la ventaja de se~nalar una re-
gion localizada del cerebro, con una alta resolucion espacial y una razonable
resolucion temporal [113]. La Figura 2.9 presenta un ejemplo de una platafor-
ma BCI basado en fMRI. Un sistema BCI basado en fMRI es un sistema de
Figura 2.9: Arquitectura general de un sistema BCI-fMRI y sus componentes.
Fuente: [113].
circuito cerrado que tiene los siguientes componentes principales: 1) adquisi-
cion de se~nal, 2) analisis de se~nal, 3) feedback de se~nal y 4) el participante.
Los primeros 3 componentes son usualmente ejecutados en computadores
separados para optimizar el desempe~no del sistema, y son conectados por una
area de red local. La actividad cerebral espacialmente localizada es medida
por el fMRI usando el efecto \bold" que es la respuesta neurovascular de la
actividad electrica cerebral. Las series temporales de la se~nal de las regiones
de interes son seleccionadas y despues exportadas al software de visualizacion,
el cual proporciona el feedback al sujeto usando proyecciones de video [113].
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2.4.6. Espectroscopia del Infrarrojo Cercano
Los sistemas BCI basados en la Espectroscopia de Infrarrojo Cercano
(Near Infrared Spectroscopy, NIRS) son relativamente nuevos y usan la re-
gion cercana del infrarrojo del espectro electromagnetico (desde 800nm a
2500nm). La penetracion es profunda dentro del craneo dado que usa NIR;
la luz NIR es emitida y la reexion desde las celulas sanguneas (especca-
mente el nivel de oxigeno en la hemoglobina) es usada como una medicion
del ujo sanguneo. Este ujo sanguneo denota activacion de areas cerebra-
les (activacion deducida desde las imagenes con alta intensidad de reexion).
Este procedimiento es conocido como un metodo optico, dado que NIRS pro-
duce imagenes de intensidad [90].
EEG tiene resolucion espacial baja y es vulnerable al ruido electrico. En
contraste, NIRS es mas resistente al ruido electrico e impone menos restriccio-
nes al movimiento del cuerpo que el EEG y fMRI dado que el sensor-detector
puede ser acomodado en el craneo, pero su principal impedimento es la res-
puesta vascular lenta (en el orden de unos pocos segundos). Tambien aunque
la mayor energa NIR es reejada, una peque~na porcion de la energa NIRS
puede ser absorbida por las celulas cerebrales y potencialmente puede ser
perjudicial a largo plazo [120].
En un estudio reciente, Nagaoka y su grupo [3] desarrollaron un sistema de
rehabilitacion NIRS-BCI. En su estudio, fueron aplicados estmulos electri-
cos correspondientes a la informacion de nervios craneales al musculo bceps
braquial del usuario mediante el establecimiento de umbrales en las se~nales
medidas desde NIRS con el n de causar el movimiento de la articulacion del
codo.
2.4.7. Tomografa por Emision de Positrones
Los sistemas BCI basados en la Tomografa por Emision de Positrones
(Positron Emission Tomography, PET), estan basados en la medicina nu-
clear, capaz de generar imagenes en 3D de procesos en el interior del cuerpo
humano.
La tecnica consiste en la deteccion y seguimiento de los positrones emiti-
dos por una partcula radioactiva (radionuclido o trazador radioactivo) a~nadi-
da a la glucosa y que se produce durante su metabolizacion por las neuronas
en el cerebro. Durante la emision de positrones se generan los rayos gama,
que luego seran detectados por el escaner. Una computadora analiza los ra-
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yos gama y utiliza la informacion para crear un mapa de imagen del organo
o tejido en estudio. La cantidad de radionuclidos concentrados en el tejido
afecta el brillo con el que aparece el tejido en la imagen e indica el nivel de
funcionalidad del organo o tejido [90].
De esta forma, son detectados los cambios en el ujo sanguneo debidos
a una actividad electrica especca. Por ejemplo, en un sujeto pensando en
mover su mano derecha, la actividad cerebral sera detectada en el hemisferio
izquierdo y viceversa. Esta actividad electrica detectada puede ser traducida
para aplicaciones BCI.
Entre las ventajas de PET esta la alta resolucion espacial, en el orden de
milmetros, aunque con una resolucion temporal muy pobre. Entre las des-
ventajas se encuentra el costoso equipamiento necesario para su realizacion,
la necesidad de personal especializado y por supuesto los efectos radioacti-
vos. En la Figura 2.10) se puede apreciar el equipamiento medico para la
realizacion de PET.
Figura 2.10: Procedimiento para la realizacion de una PET. Fuente: [9].
2.5. Tipos de BCI
Los sistemas BCI se pueden clasicar en dos grupos segun la naturaleza
de la se~nales de control empleadas: endogenos y exogenos [115].
2.5.1. Sistemas BCI endogenos
Los sistemas BCI endogenos no necesitan de ningun tipo de estimula-
cion externa para la generacion de la actividad cerebral necesaria para su
funcionamiento y dependen de la capacidad del usuario para controlar deter-
minadas caractersticas de su actividad electrosiologica, como la amplitud
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en una banda de frecuencia especca del EEG registrado sobre una zona
concreta de la corteza cerebral [116]. Este tipo de sistemas son especialmente
utiles para los usuarios con estados avanzados ALS o cuyos organos senso-
riales se han visto afectados.
Uno de los mas importantes sistemas BCI de tipo endogeno, es el Dispo-
sitivo de Traduccion de Pensamientos (Thought Translation Device, TTD)
basado en la modulacion voluntaria de los SCP, desarrollado en la Universi-
dad de Tubingen [25].
Los sistemas endogenos requieren mucho entrenamiento para manejar un
BCI y dependen signicativamente del grado de modulacion, muchas veces
obtenidas a traves de la Imaginacion Motora (Motor Imaginary, MI) o de
los ritmos cerebrales por del sujeto [44]. La atencion sostenida y capacidad
de predecir efectos futuros [82], frustracion, cansancio y distraccion [104],
motivacion [82], son algunos de los factores que pueden afectar a la capacidad
para controlar las se~nales EEG, y han de ser tenidas en cuenta a la hora de
establecer un protocolo de entrenamiento que garantice un aprendizaje mas
ecaz.
2.5.1.1. Potenciales Corticales Lentos
Los Potenciales Corticales Lentos (Slow Cortical Potential, SCP) se fun-
damentan en la teora de la regulacion voluntaria en el nivel promedio de
EEG por parte del sujeto [99]. Los SCP son cambios de voltaje lentos que
pueden apreciarse en intervalos superiores a los 5 segundos. Son generados
en la corteza y tienen componentes espectrales entre 0.1 Hz a 1 Hz.
Se ha demostrado en muchos estudios, que los humanos somos capaces de
adquirir el control de estos potenciales corticales (aprender a producir SCP
en una direccion electricamente positiva o negativa) y otros ritmos de acti-
vidad cerebral (como la banda alfa) con la ayuda de tecnicas de biofeedback
adecuadas [91], [57]. A traves de un TTD, es posible entrenar a los usuarios
para que sean capaces de generar voluntariamente cambios en sus SCP.
Un TTD es un sistema de comunicacion cerebro computador basado en EEG
que ha sido desarrollado para restablecer la comunicacion en pacientes con
paralisis severa. Se basa en la auto-regulacion de los SCP, la produccion vo-
luntaria de cambios de potenciales positivos y negativos. El TTD informa
al usuario que tipo de modulacion ha realizado sobre sus SCP mediante un
feedback visual o auditivo.
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En un sistema BCI basado en SCP, se requiere que el sujeto regule su acti-
vidad cerebral de forma voluntaria, generalmente usando un paradigma de
tipo binario en el que suele haber dos fases, la fase inicial de preparacion
seguida de la fase activa, durante la cual se le pide al sujeto que realice una
actividad mental concreta (por ejemplo mover un cursor hacia arriba o ha-
cia abajo de una pantalla de ordenador) basandose en estados emocionales
o imaginacion. En primer lugar, se mide el nivel de voltaje inicial durante
la fase de preparacion de unos 2 s y en los siguientes 3 s el usuario realiza
la actividad mental concreta, produciendo una disminucion o un aumento,
respectivamente, de dicho nivel de voltaje.
En la Figura 2.11 se distinguen dos tipos de SCP: los SCP negativos, que
estan relacionados con la activacion cortical, asociada a la realizacion de mo-
vimientos; y los SCP positivos, que estan relacionados con la reduccion de la
activacion cortical.
Figura 2.11: La negatividad y la positividad del SCP en EEG. Fuente: [53].
La autorregulacion de los SCP se ha aplicado en la seleccion de letras
dividiendo en cada intento el abecedario en dos partes, hasta escoger una
sola letra. Se han alcanzado precisiones superiores al 75% y tasas de comu-
nicacion de 0.15 a 3 letras por minuto [24]. El principal problema con este
enfoque es que requiere un amplio entrenamiento, de hasta varios meses con
1 o 2 das a la semana, de 7 a 12 ejecuciones por da y entre 70 y 100 ensayos
por ejecucion [53].
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La produccion de SCP positivos o negativos ha sido explorada por Bir-
baumer [24] para mostrar que los pacientes con ALS pueden utilizar un BCI
para controlar un dispositivo al seleccionar letras de una pantalla y comuni-
carse as con su entorno.
Como se menciono antes, los sistemas BCI basados en SCP son por su
naturaleza de tipo binario. Se han realizado intentos posteriores por conse-
guir un paradigma multidimensional en el que puedan usarse varios estados
mentales, pero han resultado ser difciles de controlar [62].
2.5.1.2. Ritmos Sensoriomotores  y 
Los sistemas BCI basado en ritmos sensoriomotores, se basan en un pa-
radigma de dos o mas clases de imagenes motoras (movimiento de la mano
derecha o izquierda, de los pies, de la lengua, etc.) u otras tareas mentales
(rotacion de un cubo, realizacion de calculos aritmeticos, etc.). Este tipo de
tareas mentales producen cambios en la amplitud de los ritmos sensoriomo-
tores  (8-12 Hz) y  (13-28 Hz), registrados sobre la zona somatosensorial
y motora de la corteza cerebral [54] [117]. Estos ritmos presentan variaciones
tanto para la ejecucion de un movimiento real como para la imaginacion de
un movimiento o la preparacion al mismo.
Los ritmos cerebrales se han utilizado para proveer al usuario el control
sobre diversos dispositivos que le permiten manejar su medio u operar pro-
gramas en un ordenador. La Figura 2.12 muestra el fenomeno basico de los
ritmos sensoriomotores. El EEG es grabado sobre la corteza sensoriomotora.
Los usuarios controlan la amplitud del ritmo  de 8-12 Hz (o de 13-28 Hz
en el ritmo ) para mover un cursor a un objetivo en la parte superior de
la pantalla o a otro objetivo en la parte inferior (u objetivos adicionales en
localizaciones intermedias).
El espectro de frecuencia (arriba) para los objetivos de superior e inferior
muestran que el control esta claramente enfocado en la banda de frecuencia
de ritmo . Muestras de trazos (abajo) de EEG tambien indican que el rit-
mo  es prominente cuando el objetivo esta en la parte superior y mnimo
cuando esta en la parte inferior de la pantalla [116].
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Figura 2.12: Ritmos Sensoriomotores en BCI. Fuente: [116].
Stecklow, Infantosi y Cagy en 2008 [102] hicieron un estudio con deportis-
tas y no deportistas comparando la Imaginacion Motora (Motor Imaginary,
MI) de una tarea previamente entrenada. Observaron resultados diferencia-
dos en esas se~nales, sin embargo, conrman la participacion tambien de la
corteza parietal posterior del hemisferio contralateral en la planicacion y
simulacion de tareas mentales. Tambien indicaron que esa lateralizacion en
las diferentes se~nales (activacion en el electrodo C3) ocurre segun el conoci-
miento previo de MI que tenga el individuo.
2.5.2. Sistemas BCI exogenos
Los sistemas BCI exogenos dependen de la actividad electrosiologica evo-
cada por estmulos externos para producir una serie de respuestas siologicas
que seran moduladas de forma voluntaria por el sujeto mediante tareas cogni-
tivas. La modulacion voluntaria de estas respuestas siologicas causa distin-
tos patrones de actividad cerebral que seran usados en los sistemas BCI [116].
Los sistemas exogenos tienen la ventaja de que no requieren practicamen-
te entrenamiento por parte del sujeto. Normalmente, se presenta al sujeto de
forma simultanea un conjunto de estmulos distintos y cada uno de estos evo-
ca una respuesta siologica distinta. Cada estmulo representa un comando
o codigo. Mediante alguna actividad cognitiva, el sujeto es capaz de modular
la respuesta siologica del estmulo objetivo y as se reconoce el codigo que
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el sujeto quiere comunicar.
Los sistemas BCI de tipo exogenos son los basados en los Potenciales Evo-
cados Visuales de Estado Estable (Steady State Visual Evoked Potential,
SSVEP), potenciales P300 y el uso de un paradigma de tipo oddball, que
se basa en el reconocimiento, de entre una serie de estmulos identicos o no
relevantes aquel distinto o de interes.
2.5.2.1. Potenciales Evocados Visuales
Los Potenciales Evocados Visuales (Visually Evoked Potential, VEP) son
potenciales recogidos sobre la corteza visual, derivados de una respuesta ce-
rebral a un estmulo visual [112]. Los VEP de Estado Estable (SSVEP) son
respuestas periodicas causadas por la presentacion repetida de una serie de
estmulos visuales a una frecuencia superior de 6 Hz. La potencia de los SS-
VEP se extiende sobre un ancho de banda muy estrecho, ya que la frecuencia
de la respuesta coincide con la de la excitacion [58].
En [31] un BCI basado en SSVEP es usado para marcar un numero de telefono
(ver Figura 2.13).
Figura 2.13: Dise~no de un sistema BCI basado en SSVEP usado para marcar
un numero de telefono. Fuente: [90].
Se muestra cada numero como un estmulo visual que parpadea a una
cierta frecuencia de forma que el usuario debe mantener ja la mirada en el
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numero que desea marcar. El sistema BCI calcula la potencia de todas las
frecuencias de parpadeo y clasica la que con mas probabilidad corresponde
al numero atendido. De esta forma se produce un SSVEP en la corteza visual,
que consiste en una componente periodica de la misma frecuencia a la que
parpadea el numero y una serie de armonicos secundarios.
La Figura 2.14 muestra dos SSVEP, a 8,5 Hz y 13 Hz, cada uno de ellos
provocado por separado. La mejor respuesta se obtiene en el rango de 5-20
Hz [46]. Con este sistema se han obtenido altas Velocidades de Transferencia
de Informacion (Information Transfer Rate, ITR), con un maximo cercano a
1 bps.
Figura 2.14: Frecuencias SSVEP para dos objetivos. Fuente: [28].
Los sistemas BCI basados en VEP tienen especial interes debido a la ro-
bustez de los fenomenos SSVEP, a la buena SNR, debido fundamentalmente
a que el ancho de banda necesario para la extraccion de la caracterstica se
extiende tan solo al de la frecuencia de repeticion del estmulo permitiendo
esto, obtener una ITR aceptable, dentro del campo de los BCI. As mismo, no
requieren entrenamiento, ya que los SSVEP se generan en la corteza median-
te mecanismos siologicos y la modulacion de estos se produce mediante la
atencion selectiva, que es una caracterstica innata en el ser humano. Se han
conseguido precisiones del 84% con estmulos a 6 frecuencias diferentes [46],
as como tasas de comunicacion de hasta 10-12 palabras por minuto [112].
2.5.2.2. Potenciales Evocados P300
El potencial P300 es un pico de amplitud que aparece en el EEG aproxi-
madamente unos 300 ms despues de haberse producido un estmulo auditivo
o visual poco frecuente. Habitualmente, se presenta al usuario una tanda
de estmulos de los que solo unos pocos tienen relacion con la intencion del
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usuario. De esta forma, los estmulos de interes, al ser infrecuentes y estar
mezclados con otros estmulos mucho mas comunes, provocan la aparicion de
un potencial P300 en la actividad cerebral del usuario [54]. Dicho potencial se
observa principalmente en las zonas central y parietal del la corteza cerebral
[60].
La amplitud del P300 vara directamente con la relevancia del estmulo pro-
vocado y con la habilidad del sujeto para discriminar unos eventos de otros.
La primera aplicacion BCI basada en potenciales evocados P300 fue im-
plementada por Farwell y Donchin en 1988 [42], tambien llamado paradigma
P300. Consiste en una matriz de 6 las y 6 columnas que contiene letras
y numeros del alfabeto, con el proposito de mandar mensajes escritos. Se
obtuvo un ITR de 12 bpm con sujetos sanos (ver la Figura 2.15).
Figura 2.15: Matriz de letras formada por 6 las y 6 columnas de letras que
se van iluminando aleatoriamente. Fuente: [36].
Las las y las columnas de esa matriz se iluminan aleatoriamente. Los
sujetos deben prestar atencion a una de las letras o numeros de la matriz y
contar cuantas veces se ilumina. Tras doce iluminaciones, cada la y columna
se ha iluminado una vez y, por tanto, el elemento objetivo del usuario se ha
iluminado dos veces. Se promedia, entonces, la respuesta para cada elemento
de la matriz y el potencial que presente un pico de mayor amplitud sera el
que el usuario pretende seleccionar. La Figura 2.16 muestra la forma de P300
promediado.
Las caractersticas fundamentales de este tipo de BCI es que necesitan
de muy poco entrenamiento, no causa mucho cansancio y es adecuado para
pacientes que no pueden controlar ningun movimiento voluntario del sistema
motor, debido a que se basa en habilidades cognitivas y sensoriales de los
usuarios [92].
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Figura 2.16: P300 promediado. La lnea continua muestra un P300 evocado
cuando el sujeto cuenta el numero de veces que un estmulo visual le es pre-
sentado. La lnea punteada muestra la onda tpica cuando el recuento no se
produce ante la misma estimulacion. Fuente: [19].
Una version desarrollada con posterioridad del paradigma P300 mostro ser
algo mas eciente con sujetos con deciencias motoras [36]. En [95] Rebsamen
presenta al usuario una pantalla con diferentes opciones que se corresponden
con localizaciones de un espacio publico.
En [19] se muestran dos estudios de BCI con P300 en entornos de realidad
virtual. El estudio de Iturrate en el que ademas de controlar los movimientos
de la silla de ruedas en tiempo real mediante los potenciales evocados P300,
el usuario esta remotamente conectado va internet con una estacion robot
que puede estar localizada en cualquier parte del mundo [40].
Y por ultimo destacar el BCI desarrollado en [86] ya que esta basado en
estmulos auditivos en vez de visuales. La idea es que pueda ser usado con
sujetos en estado muy avanzado de ALS, cuando el sujeto tiene limitaciones
para dirigir la mirada o incluso enfocar correctamente un estmulo visual.
2.6. Etapas consecutivas de un BCI
El funcionamiento de un sistema BCI se puede dividir en cinco etapas
como se muestra en la Figura 2.17: (1) adquisicion de la se~nal, (2) pre-
procesamiento o mejora de la calidad de la se~nal, (3) extraccion de carac-
tersticas, (4) clasicacion y (5) control del dispositivo externo. En algunos
documentos cientcos, se suele encontrar una etapa denominada procesa-
miento que integra la etapa de extraccion y la etapa de clasicacion de ca-
ractersticas.
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Figura 2.17: Etapas consecutivas de un sistema BCI.
2.6.1. Etapa de adquisicion de la se~nal
La etapa de adquisicion de la se~nal captura el fenomeno neurologico que
reeja las intenciones del usuario mediante electrodos, que son ademas am-
plicadas, ltradas y digitalizadas. Tambien puede llevar a cabo la reduccion
de ruido y el procesamiento de artefactos tales como EMG y EOG, Electro-
cardiograma (Electrocardiography, ECG) y Respuesta Galvanica de la Piel
(Galvanic Skin Response, GSR) como medidas objetivas sobre el estado del
sujeto.
En esta primera etapa se prepara la se~nal registrada para su posterior
procesado. Aunque para el procesado online y, en consecuencia, para el fun-
cionamiento del sistema BCI no resulta necesario almacenar la se~nal registra-
da, casi todos los sistemas BCI incorporan esta etapa con objeto de permitir
posteriores analisis y procesados de la misma.
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2.6.2. Etapa de pre-procesado
La mayora de las se~nales biomedicas aparecen como se~nales debiles en
un ambiente que esta lleno con muchas otras se~nales de diversos orgenes.
Cualquier se~nal que no sea el de interes podra ser denominada como una
interferencia, artefacto o simplemente ruido. Las fuentes de ruido pueden ser
siologicas, la instrumentacion utilizada o el medio ambiente del experimento
[94].
En esta etapa se utiliza diferentes tipos de dise~nos de ltros que abarcan
una amplia gama de enfoques as como algoritmos para eliminar de la se~nal
en bruto los artefactos no deseados. Los ltros permiten eliminar frecuencias
no deseadas que contaminan y dicultan la interpretacion de la se~nal. Esto
debe hacerse procurando no sustraer aquellas frecuencias que forman parte
esencial de la actividad bioelectrica cerebral. La etapa de pre-procesado pre-
para las se~nales adquiridas en la etapa anterior en una forma adecuada para
su posterior procesamiento.
2.6.3. Etapa de extraccion de caractersticas
La extraccion de caractersticas permite obtener determinadas caractersti-
cas especcas de la se~nal adquirida que son utiles para discriminar entre
diferentes tareas mentales. Se crea una serie de vectores de propiedades que
caracterizan a lo largo del tiempo las cualidades de la se~nal adquirida.
El dise~no de un conjunto adecuado de caractersticas es una cuestion difcil
ya que la informacion de interes de las se~nales del cerebro se oculta en un
entorno muy ruidoso, son inherentemente no estacionarias y comprenden un
gran numero de fuentes simultaneas. Una se~nal que puede ser de interes
podra ser superpuesta en el tiempo y en el espacio por multiples se~nales
desde tareas cerebrales diferentes. Se requiere ademas, que la dimension del
vector de propiedades no sea demasiado elevada con el n de no incrementar
demasiado la complejidad del sistema y que esta reduccion del numero de
propiedades no signique una perdida de informacion relevante de la se~nal
[55], [84].
2.6.3.1. Metodos de extraccion de caractersticas
Los metodos para la extraccion de caractersticas consisten en la reali-
zacion de distintas combinaciones y transformaciones sobre las se~nales cere-
brales recogidas en la etapa de adquisicion. A partir de una o varias carac-
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tersticas obtenidas de esta manera se realizara posteriormente la etapa de
clasicacion.
La extraccion de caractersticas se puede hacer ya sea en el dominio
del tiempo, en el dominio de la frecuencia, y/o en el dominio de tiempo-
frecuencia. Emplear uno u otro metodo va a depender de las se~nales de
control con las que se utilice y de las caractersticas que se quieran resal-
tar. Los metodos para extraer caractersticas como Analisis de Componentes
Principales (PCA), Analisis de Componentes Independientes (ICA) y Patron
Espacial Comun (CSP) permiten encontrar una representacion lineal de los
datos para obtener la informacion mas relevante. Para el analisis de los datos
en tiempo-frecuencia, se usan metodos como la Transformada de Fourier por
intervalos (STFT), Transformada Wavelet (WT), Modelos autorregresivos
(AR) y Filtro Adaptado (MF) con el mismo objetivo.
Todos estos metodos se explican a continuacion a excepcion de PCA, WT y
Modelos AR, que se explican mas adelante en el Captulo 4, seccion 4.2, ya
que son los metodos empleados para extraer las caractersticas de los datos
de estudio de SCP en este TFM.
2.6.3.1.1. Analisis de Componentes Independientes clau
Analisis de Componentes Independientes (Independent Component Analy-
sis, ICA), es un metodo estadstico que permite encontrar una representacion
lineal de los datos de forma que las componentes sean estadsticamente lo mas
independientes posible. Una representacion de este tipo permite obtener la
estructura fundamental de los datos en muchas aplicaciones, incluidas la ex-
traccion de caractersticas y la Separacion Ciega de Fuentes (Blind Source
Separation, BSS) [100].
ICA establece 3 hipotesis: (1) las fuentes son estadsticamente independientes
entre s, (2) las fuentes tienen distribucion no gaussiana y (3) el modelo de
mezcla se conoce (lineal o no lineal). Una vez obtenidos los datos, estos se
conocen como las componentes independientes.
El clasico ejemplo para explicar el funcionamiento de ICA, es el llamado
problema del coctel de esta [103], representado en la Figura 2.18, donde
estas en un cuarto con varias personas hablando al mismo tiempo, de tal
manera que solo se puede escuchar la mezcla de voces y es muy difcil identi-
car lo que cada persona esta diciendo. Pensando que las fuentes provienen
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Figura 2.18: Representacion de ICA: problema del coctel de esta. Fuente:
[110].
de dos voces del coctel de esta y se tuvieran dos microfonos en diferentes
lugares, cada uno registrara una se~nal en el tiempo, las cuales, se pueden
escribir como x1(t) y x2(t). Cada una de esas se~nales registradas (se~nales
observadas) es una suma ponderada de las se~nales emitidas por los dos locu-
tores (se~nales originales), las cuales denotamos como S1(t) y S2(t). Lo cual,
se puede expresar como una transformacion lineal:
x1(t) = a11S1(t) + a12S2(t)
x2(t) = a21S1(t) + a22S2(t) (2.1)
o de forma analoga:
X = A  S (2.2)
donde los coecientes aij son constantes que dan los pesos de la mezcla y que
se agrupan en la matriz A, (en otras palabras, los parametros aij dependen de
las distancias de los microfonos a los locutores), xi(t) representa las se~nales
observadas y Si(t), son los datos de las se~nales originales.
El problema ahora es estimar las se~nales originales S1(t) y S2(t) y la ma-
triz de mezcla A contando unicamente con las se~nales mezcladas x1(t) y x2(t).
Los coecientes de mezclado aij toman una serie de valores que permiten
que la matriz A sea invertible. De este modo, existe una matriz W con coe-
cientes wij tal que permite separar las se~nales Si(t) como:
S1(t) = w11x1(t) + w12x2(t)
S2(t) = w21x1(t) + w22x2(t) (2.3)
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o en forma matricial:
S = W X (2.4)
Entonces se encuentra la matriz W como la inversa de A, la matriz que for-
maban los coecientes aij, si se conocen dichos coecientes de mezclado.
La Figura 2.19, ilustra el esquema que representa los procesos de genera-
cion de observaciones y estimacion de fuentes en el problema de BSS.
Figura 2.19: Esquema general que representa los procesos de generacion de
observaciones y estimacion de fuentes en el problema de BSS.
ICA obtiene las se~nales originales Si(t) y la matriz de mezcla A de las
se~nales observadas xi(t), por medio de algoritmos tales como Infomax. Dichos
algoritmos son rapidos y robustos a pesar de su poca exibilidad [20].
En los sistemas BCI, ICA es empleado usualmente para descomponer los
datos de las se~nales cerebrales de EEG eliminando los artefactos oculares que
estan inmersos en dichas se~nales.
2.6.3.1.2. Patrones Espaciales Comunes clau
Los Patrones Espaciales Comunes (Common Spatial Pattern, CSP) es un
metodo de extraccion de caractersticas que ha sido empleado con gran exito
para el calculo de ltros espaciales empleados para la deteccion de ERD y
ERS en los sistemas BCI [84]. CSP es un metodo de ltrado espacial que
procesa los datos de entrada para que tengan una varianza optima para su
posterior clasicacion. Se ha empleado CSP en datos que proceden de multi-
ples fuentes o canales y que puede pertenecen tanto a dos clases diferentes
como a multiples clases.
2.6.3.1.3. Transformada de Fourier clau
La Transformada de Fourier (Fourier Transform, FT) permite descompo-
ner una se~nal en sus componentes sinusoidales de diferentes frecuencias, en
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otras palabras, puede pensarse que es una tecnica matematica para transfor-
mar el punto de vista de una se~nal desde la base de tiempo a la base de la
frecuencia, tal como se representa esquematicamente en la Figura 2.20.
Figura 2.20: Esquema de la Transformada de Fourier. Fuente: [75].
El analisis mediante la FT resulta extremadamente util en muchos ca-
sos, razon por la cual sera natural preguntarse por que podra ser necesario
el uso de otra herramienta para el analisis de se~nales; pues bien, al pasar
una se~nal al dominio de la frecuencia se pierde la informacion referente al
tiempo; mas precisamente, cuando se observa una se~nal producto de la FT,
resulta imposible determinar cuando ocurre un determinado evento o cuando
esta presente una determinada frecuencia [75].
Si la se~nal que se esta analizando es estacionaria, esta desventaja no resul-
ta muy relevante. Sin embargo, un importante numero de se~nales de interes
presentan caractersticas no estacionarias o transitorias como el EEG y la
FT no esta preparada para detectarlas y/o analizarlas [75].





donde y(t) es la se~nal en el dominio del tiempo, F(t) es la se~nal en el dominio
de la frecuencia, i es la unidad imaginaria equivalente a
p 1 -1 y e j2ft
es la funcion exponencial compleja, que consiste en la combinacion de una
funcion seno y una funcion coseno (o, lo que es lo mismo, en la combinacion
de dos funciones sinusoidales que presentan un desfase entre ellas de =2).
En un esfuerzo por corregir la deciencia presentada con la FT, en 1946
Denis Gabor adapto la Transformada de Fourier para poder analizar una
peque~na seccion de la se~nal en un determinado tiempo (mediante una especie
de ventana). Esta adaptacion es la que se conoce como Transformada de
Fourier por intervalos (Short-Time Fourier Transform, STFT), la cual lleva
40 CAPITULO 2. FUNDAMENTOS DE LOS SISTEMAS BCI
una se~nal del plano del tiempo al plano bidimensional de tiempo y frecuencia,
tal como se presenta esquematicamente en la Figura 2.21.
Figura 2.21: Esquema de la Transformada de Fourier por intervalos (STFT).
Fuente: [75].
La STFT representa una especie de compromiso entre el dominio del
tiempo y el de la frecuencia de una se~nal, ya que provee algo de informacion
acerca de cuando y a que frecuencia de una se~nal ocurre un determinado
evento. Sin embargo, solamente se puede obtener dicha informacion con una
precision limitada, la cual esta acotada por el tama~no de la ventana. Mien-
tras que el compromiso entre la informacion del tiempo y la frecuencia puede
resultar util, el inconveniente surge dado que una vez que se escoge un deter-
minado tama~no para la ventana de tiempo, dicha ventana es la misma para
todas las frecuencias. Muchas se~nales requieren un acercamiento mas exible,
de modo tal que sea posible variar el tama~no de la ventana para determinar
con mayor precision el tiempo o la frecuencia [75].
2.6.3.1.4. Filtros Adaptados clau
Los ltros Adaptados (Matched Filtering, MF) o de correlacion es un
metodo de extraccion de caractersticas en el que un tipo de ltro se dise~na
con el proposito de detectar un patron especco en las se~nales cerebrales en
base a su similitud con un conjunto de se~nales o plantillas conocidas prede-
terminadamente. La intencion del usuario es revelada por medio de la corre-
lacion entre las se~nales EEG desconocidas y el conjunto de plantillas. Cada
plantilla que pertenece a ese conjunto de plantillas representa una intencion
concreta del usuario y esta representada por un ltro que se emplea para
calcular la correlacion entre la plantilla y la se~nal. Una mayor correlacion
implica una mejor adecuacion entre la plantilla y la intencion del usuario con
lo que existe mayor probabilidad de que efectivamente el usuario pretenda
generar ese patron en su se~nal EEG.
Los MF han sido utilizados para la extraccion de caractersticas de los
SSVEP, as como para identicar las intenciones de un usuario a traves de
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ritmos  [55], [84].
2.6.4. Etapa de clasicacion de caractersticas
Si en la etapa anterior se trataba de obtener ciertos parametros que carac-
terizaran las se~nales EEG procedentes del sujeto, en esta etapa se pretenden
clasicar dichos parametros entre diferentes patrones o clases. El exito de
la clasicacion viene determinado por la apropiada eleccion de los parame-
tros que caracterizan la se~nal, por la efectividad de los propios algoritmos
de clasicacion y por supuesto, por la capacidad del sujeto para producir o
controlar dichas caractersticas. Si un sujeto no tiene control, los algoritmos
de clasicacion no podran asociar parametros a estados mentales deseados y
el sistema BCI no funcionara.
En la actualidad los sistemas BCI se pueden clasicar entre mas de dos
clases, sin embargo, cuanto mayor sea el numero de estas, peores seran las
prestaciones del sistema. Distinguir entre un numero elevado de estados men-
tales implica el uso de algoritmos de clasicacion especialmente robustos y
un absoluto control por parte del sujeto para producir diferentes patrones
EEG, lo que en la actualidad esta lejos de conseguirse.
En los sistemas BCI, la eleccion del algoritmo de clasicacion viene con-
dicionado principalmente por el numero de clases y por la posibilidad de
adaptacion al sujeto.
2.6.4.1. Metodos de clasicacion de caractersticas
Hay varias metodologas populares de clasicacion que han sido explora-
das en BCI: clasicadores lineales y clasicadores no lineales [90].
Los clasicadores lineales suelen ser mas robustos que los no lineales [90].
Estos algoritmos asumen que los datos pueden separarse de manera lineal.
Divide el espacio en hiperplanos de separacion generando diferentes regiones.
Cada una de estas regiones se corresponde con una seleccion distinta. Los
algoritmos no lineales tienen en cuenta mas parametros por lo que la carga
computacional es mayor. Cuando se trabaja con pocos datos los algoritmos
lineales dan buenos resultados. Si se trabaja con grandes cantidades de datos
son mas adecuados los metodos no lineales [78].
En este TFM se estudian dos metodos para el dise~no de la etapa de cla-
sicacion de un BCI, el Analisis Discriminante Lineal y una Maquina de
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Vectores de Soporte que se explican mas adelante en detalle en el Captulo
4, seccion 4.3.
2.6.4.1.1. Red Neuronal Articial clau
Una Red Neuronal Articial (Articial Neural Network, ANN), es un cla-
sicador no lineal que se basa en una analoga del sistema nervioso. La idea
general consiste en emular la capacidad de aprendizaje del sistema nervioso,
de manera que la ANN aprenda a identicar un patron de asociacion entre
los valores de un conjunto de variables predictoras (entradas) y los estados
que se consideran dependientes de dichos valores (salidas) [45].
Una ANN contiene un conjunto de elementos simples de procesado (no-
dos) interconectados. La capacidad de procesado de la red reside en los valores
asociados a las conexiones entre nodos, denominadas pesos, que se obtienen
en un proceso de adaptacion o aprendizaje a partir de un conjunto de patro-
nes de entrenamiento.
Matematicamente, una ANN dene una aplicacion de un espacio de entra-
da a un espacio de salida que puede ser descrito como una funcion vectorial
Y = f(x), donde X e Y pueden tener cualquier dimension. Las ANN se
componen de un conjunto de nodos o neuronas articiales que procesan la
informacion por medio de la funcion no lineal.
Existen distintos tipos de redes neuronales, algunos muy sencillos, con una
sola neurona (perceptron), hasta redes que se componen por decenas de ellas.
El perceptron tiene la capacidad de clasicar muestras que sean linealmente
separables, sin embargo, si se necesita una clasicacion mas compleja, don-
de la separacion de las clases solo se puede hacer mediante varias funciones
discriminantes entonces se necesita una red neuronal multicapa, o tambien
conocida como el Perceptron Multicapa (Multilayer Perceptron, MLP).
MLP es uno de los clasicadores no lineales mas comunmente empleados
en dise~nos de BCI. MLP esta formada por multiples capas (esto le permite
resolver problemas que no son linealmente separables) que contienen varias
neuronas articiales (perceptrones) que realizan distintas transformaciones
sucesivas.
Un ejemplo de este tipo de red neuronal se muestra en la Figura 2.22. Este
tipo de red neuronal, normalmente tiene tres capas activas, una capa de sa-
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lida y dos capas ocultas. La capa de entrada no contribuye en el algoritmo y
solamente transmite su entrada a la capa siguiente. En MLP las se~nales van
siempre desde la capa de entrada a la capa de salida.
Figura 2.22: Estructura de un MLP con una capa de entada y tres capas
activas. Fuente: [10].
Matematicamente, la salida generada por un MLP se puede describir








donde y es el termino de salida, xi es la i-esima entrada de las N entradas
y wi su peso asociado. La funcion f es siempre una funcion monotona y, por
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Ambas funciones comparten la propiedad de que sus resultados tienden a
cero para entradas negativas y a uno para entradas positivas. Esto signica
que las funciones conmutaran de cero a uno cuando la suma ponderada de
las entradas sea mayor que el termino umbral w0.
El valor de cada peso wi es modicado durante el proceso de aprendiza-
je. En el aprendizaje, se introducen varias entradas a la ANN y se analiza la
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salida. Si la salida es incorrecta se ajustan internamente los pesos para redu-
cir el riesgo de cometer el mismo error en la siguiente. Con esta modicacion
se espera que la ANN responda correctamente la proxima vez cuando tenga
las mismas o similares entradas (aprendizaje supervisado).
2.6.4.1.2. K-vecinos mas Cercanos clau
K-Vecinos mas Cercanos (Nearest Neighbour, K-NN) es un modelo clasi-
cador de mnima distancia y se ubica en los clasicadores basados en metricas.
El paradigma de K-NN se fundamenta por tanto en una idea muy simple e
intuitiva, lo que unido a su facil implementacion hace que sea muy extendido.
Para hacer la clasicacion, K-NN utiliza un tipo de distancia, con la que
determina todas las distancias entre el punto a clasicar y todos los puntos
del conjunto de entrenamiento. Con las distancias calculadas determina los
K vecinos mas cercanos y, segun el tipo de la clase para determinar, asigna
el punto a una de ellas.
La distancia es el criterio de comparacion principal en K-NN. La distancia
clasica Euclidiana es comunmente el tipo de metrica mas utilizada. Existen
metricas alternativas tales como, la distancia de Manhattan, distancia de
Chebychev, distancia de Mahalanobis, entre otras.




(x2   x1)2 + (y2   y1)2 (2.8)
En K-NN, la letra K, es usualmente un numero entero que indica el nume-
ro de patrones que se consideran para tomar la decision; as, se habla del
clasicador 1-NN o del 3-NN.
La Figura 2.23 muestra 26 casos ya clasicados en dos posibles valores: la
clase 1 (crculos rojos rellenos) y la clase 2 (crculos rojos sin relleno). Las
variables predictoras son X1 y X2. La muestra que se desea clasicar es el
triangulo verde. Para K = 3, este es clasicado con la clase 2, ya que hay
solo un crculo rojo relleno y dos crculos rojos sin relleno, dentro del crculo
interno que los contiene y por tanto el clasicador 3-NN predice la clase 2
para el nuevo caso. Notese que el caso mas cercano al triangulo verde perte-
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nece a la clase 1, si hubiesemos utilizado un clasicador 1-NN, el triangulo
verde hubiese sido asignado a la clase 1.
Si K = 5, este es clasicado con la clase 1, ya que hay 2 dos crculos ro-
jos sin relleno y 3 crculos rojos rellenos, dentro del crculo externo.
Figura 2.23: Ejemplo de aplicacion del algoritmo K-NN
2.6.5. Etapa de control
Por ultimo, la etapa de control o aplicacion se corresponde con la que
directamente interactua con el usuario. Una vez que han sido detectadas las
caractersticas y se han clasicado (o traducido) estas en se~nales de control,
la aplicacion implementada debera realizar las acciones correspondientes.
Que una aplicacion pueda ser utilizada en la practica depende de factores
como la velocidad o la precision. Algunas de estas aplicaciones permiten al
usuario controlar dispositivos domoticos presentes en una vivienda, responder
a preguntas del tipo SI/NO, manejar una silla de ruedas, movimiento de
protesis, etc.
2.7. Retos y futuro de BCI
Los principales problemas que reducen la conabilidad y la exactitud de
los BCI y que evita que esta tecnologa sea clnicamente util, son los proble-
mas de interface sensorial y los problemas de traduccion de algoritmos [18].
Con el n de hacer clnicamente util un BCI, la exactitud de la deteccion de
la intencion necesita ser muy alta y de hecho mas alta que la actualmente
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obtenida con diferentes tipos de BCI [18].
El primer obstaculo mas importante para dise~nar un BCI robusto es el pro-
blema de la interface sensorial. Hasta la fecha no existe una modalidad sen-
sorial que sea adecuada y segura. Tres tipos de interfaces sensoriales han
sido usados previamente, los sensores de EEG, ECoG y los microelectrodos
implantados. Hay un punto medio entre seguridad y exactitud de los sensores.
De manera no sorpresiva, el BCI mas exacto ha sido el basado en el im-
plante cortical de micro-electrodos, el cual es el tipo de tecnica mas invasiva.
Los microelectrodos estan en contacto directo con las neuronas, lo que hace
que relacion se~nal ruido sea mejor que en otros tipos de sensores. Nicolelis
demostro con que exactitud los monos pueden ser entrenados para agarrar
objetos usando un brazo robotico basado en BCI puesto en marcha directa-
mente por las neuronas del mono encargadas de dicho movimiento [85]. Las
mayores desventajas de este tipo de sensor son su alta invasividad en el tejido
cerebral y su inestabilidad. La se~nal gradualmente se deteriorara debido al
mecanismo defensivo del tejido cerebral que reacciona a objetos extra~nos. Es-
to causa la formacion de tejido broso, lo que hace a los sensores inservibles
luego de 6 meses [47].
El otro tipo de BCI es basado en EEG. El sensor de EEG tiene la mayor
seguridad y la menor invasividad pero tiene la peor precision y exactitud pa-
ra acceder a la se~nal cerebral. A pesar de amplias investigaciones en este tipo
de BCI durante los ultimos 15 a~nos, la exactitud del BCI basado en EEG
no es promisoria para ayudar a pacientes a un control articial protesico.
No obstante, este tipo de BCI ha mostrado ser util en funciones tan simples
como speller (deletreador), el cual proporciona a los pacientes una lenta pero
efectiva forma de comunicacion [18].
La tecnica intermedia entre precision y seguridad es el BCI basado en ECoG,
el cual ha demostrado ser promisorio. La matriz de sensores de electrodos son
menos invasivas y proporcionan comparable precision y resolucion espacial
comparado con el tipo de implante. El BCI basado en ECoG necesita mucho
menos entrenamiento que el BCI basado en EEG y los investigadores han
mostrado que puede ser lograda alta precision y rapida repuesta en expe-
rimentos hechos en pacientes epilepticos que necesitan un implante ECoG
temporal para identicar la localizacion exacta del foco epileptico antes de
la ciruga.
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La comunidad BCI necesita un avance tecnologico en el campo de los
sensores, que le permita abrir la puerta a una amplia area de aplicaciones
que actualmente tienen gran impedimento debido a sus limitaciones por las
actuales modalidades de sensores. Para proporcionar seguridad, no invasivi-
dad y acceso preciso a las se~nales cerebrales se requiere una tecnologa de
sensores diferente.
Es conocido que fMRI puede proporcionar un buen metodo no invasivo
con una relativa alta resolucion espacial. El problema con la tecnica es su
baja respuesta temporal. Las acciones neuronales pueden ser detectadas por
los previos metodos en solo unos pocos milisegundos, mientras que la fMRI
lo hace en unos pocos segundos. El otro problema con la tecnica de fMRI y
como se menciono anteriormente es su costo y gran tama~no.
Recientemente un investigador de los laboratorios de Investigacion de Tele-
comunicaciones Avanzadas en Neurociencia Computacional en Kyoto Japon,
demostro la habilidad para reconstruir imagenes de 10  10 pixeles de la cor-
teza visual de un individuo mirando una imagen en blanco y negro con fMRI
[76]. Los investigadores dicen que en futuras investigaciones se puede alcan-
zar una reconstruccion de una foto a color o incluso un sue~no grabado en un
archivo de video. Sin embargo, este logro esta lejos de ser exitoso con la tecno-
loga EEG, debido a la distorsion del sensor de EEG de las se~nales cerebrales.
fMRI portatil podra proporcionar una esperanza para la tecnologa BCI.
fMRI barato, portatil y preciso, podra ser un buen candidato para un BCI
robusto. Investigadores del Laboratorio Nacional Lawrence Berkeley del de-
partamento de Energa de EE. UU. han desarrollado exitosamente un laser
basado en MIR portatil, barato y altamente sensible usando Magnetometra
Atomica con mejor resolucion temporal [119]. No obstante, para proporcio-
nar un BCI rapido que sea capaz de controlar una protesis articial, esta
nueva tecnologa necesita desarrollarse mas para incrementar su resolucion
temporal.
El otro reto radica en el cerebro en s mismo. El cerebro usualmente
tiene numerosos centros neuronales que cooperan para producir un simple
movimiento de labios. La pregunta es si el cerebro es capaz de entrenar a
especcas neuronas para que actuen como centros de redes de trabajo que
controlen las extremidades a traves de la va de la espina dorsal produciendo
un no movimiento de la extremidad. La capacidad y la eciencia del BCI
dependen de la respuesta a esta pregunta [18].
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Mejores algoritmos de traduccion probablemente emergeran en el futuro,
haciendo el control mas realstico y mas eciente, sin embargo, la severidad
y la naturaleza de este decit en las actuales investigaciones de BCI indican
que debera ser desarrollada una traduccion de algoritmos mas realista que
reduzca esta dicultad.
Parte III




Adquisicion de datos y su
caracterizacion
Para el desarrollo del TFM se emplea un conjunto de datos de EEG reales,
proporcionado por una competicion a nivel mundial \BCI Competitions II"
de 2003 [2], propuesto por el grupo BerlinBrain-Computer Interface en el que
diferentes grupos de investigacion trataban de decodicar se~nales EEG acce-
sibles va web. El objetivo de la competicion es validar modelos de procesado
de se~nal y metodos de clasicacion que puedan servir para su aplicacion a
problemas de BCI.
Desde el a~no 2001, se ha llevado a cabo cada dos a~nos una serie de compe-
ticiones BCI en las que cualquier investigador puede demostrar la eciencia
de su sistema BCI empleando una serie de se~nales cerebrales proporcionadas
por algunos de los mas importantes grupos de investigacion sobre BCI.
El objetivo principal de las competiciones BCI es impulsar la investigacion en
BCI. Se ofrecen diferentes tipos de se~nales. Las competiciones proporcionan
un conjunto de se~nales que pueden ser utilizadas por todos los investigadores
de la comunidad cientca. Esto hace mas sencilla la comparacion de los di-
ferentes metodos presentados por los investigadores facilitando la replicacion
de los estudios.
En este captulo, se detalla los conjuntos de datos \Ia" y \Ib" de \BCI
Competitions II"[2] que seran los empleados para realizar el estudio de los
metodos de extraccion y clasicacion de caractersticas. Tambien, se resume
los metodos aplicados por el ganador de \BCI Competitions II"[2] para el
procesamiento de las se~nales en ambos conjuntos de datos. Finalmente, se
hace un primer analisis visual y estadstico de dichos conjuntos de datos.
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3.1. Competicion BCI II
El conjunto de datos \I" de \BCI Competitions II" [2] ha sido proporcio-
nado por el Instituto de Psicologa Medica y Neurobiologa Conductual de la
Universidad de Tubingen. Este conjunto de datos, contiene dos experimentos
diferentes denominados \Ia" y \Ib" que son datos de se~nales de EEG rela-
cionadas con la autorregulacion cortical. Este tipo de se~nales son conocidas
como Potenciales Corticales Lentos.
3.1.1. Descripcion del conjunto de datos \Ia"
Los datos de EEG del conjunto de datos \Ia" son tomados de un sujeto
sano. Al sujeto se le pide que piense en mover un cursor hacia arriba y hacia
abajo de una pantalla del computador (dos tareas mentales), mientras se re-
gistran sus potenciales corticales.
Durante la grabacion el sujeto recibe feedback visual de sus SCP (Cz-
mastoides). La positividad cortical (que esta relacionada con la reduccion de
de la activacion cortical) conduce a un movimiento del cursor hacia abajo de
la pantalla y la negatividad cortical (que esta relacionada con la activacion
cortical, asociada a la realizacion de movimientos) conduce a un movimiento
del cursor hacia arriba. La Figura 3.1 muestra un ejemplo aclarativo sobre
positividad y negatividad cortical.
Figura 3.1: Registro EEG de un BCI basado en SCP. SCP promedio de un
paciente durante 700 ensayos para las fases de preparacion (izquierda del
rectangulo) toma del umbral de comparacion (rectangulo) y fase activa (dere-
cha del rectangulo). Durante la fase activa, la lnea gruesa indica una eleccion
binaria (positividad cortical) mientras que la lnea na indica la opuesta (ne-
gatividad cortical). Fuente: [25].
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Cada ensayo dura 6 s. Durante cada ensayo, se presenta visualmente una
tarea (rectangulo verde) resaltada arriba o abajo de la pantalla para indi-
car negatividad o positividad desde los 0,5 s hasta el nal de la prueba. El
feedback visual es presentado desde el segundo 2 hasta el segundo 5,5. Solo
el intervalo de 3,5 s de cada ensayo es proporcionado para el Training y el
Testing. La Figura 3.2 muestra el paradigma del experimento.
Figura 3.2: Experimento del conjunto de datos \Ia" de la Competicion BCI
II.
El feedback visual esta representado por un cursor que aparece entre el
intervalo 2,5 s a 5,5 s en la parte central de la pantalla y que se mueve hacia
el objetivo o en direccion contraria del mismo, lo que le permitira al sujeto
saber si esta realizando correctamente la tarea mental (positividad cortical
mueve cursor hacia abajo y negatividad cortical mueve cursor hacia arriba).
Se registran seis canales de datos de EEG (denotacion que sigue el siste-
ma 10/20), como se muestra en la Figura 3.3.
Canal 1: A1-Cz (A1 = mastoides izquierda)
Canal 2: A2-Cz (A2 = mastoides derecha)
Canal 3: (2 cm frontal de C3)-Cz = F3-Cz
Canal 4: (2 cm parietal de C3)-Cz = P3-Cz
Canal 5: (2 cm frontal de C4)-Cz = F4-Cz
Canal 6: (2 cm parietal de C4)-Cz = P4-Cz







Figura 3.3:Mapa de electrodos de los datos de EEG de estudio para 6 canales.
Los 6 canales estan formados por A1,A2,F3,P3,F4 y P4 referenciados a Cz.
La frecuencia de muestreo es de 256 Hz y la duracion de la grabacion de
3,5 s que generan 896 muestras por canal para cada ensayo. Como se usaron
6 canales, la se~nal total se compone de 5376 muestras.
Se registran en total 268 ensayos en dos das diferentes y se mezclan alea-
toriamente. Del total global de ensayos, 168 son grabados en el primer da y
los 100 ensayos restantes en el segundo da. Las matrices que conforman el
conjunto de datos de Training, contienen datos de 135 ensayos pertenecientes
a la \clase 0" y 133 ensayos pertenecientes a la \clase 1". Las dimensiones de
las matrices son 135  5377 y 133  5377 respectivamente. Cada lnea de una
matriz contiene los datos de un ensayo. Los primeros codigos de las columnas
son las etiquetas de referencia para cada una de las clases (0/1). Las colum-
nas restantes contienen las muestras de tiempo de los 6 canales de EEG que
comienza con 896 muestras para el canal 1 y termina con 896 muestras para
el canal 6.
La matriz que conforma el conjunto de datos de Testing tiene una dimension
de 293  5376 y contiene 293 ensayos de datos de prueba. Cada ensayo se
registra en el segundo da y pertenece tanto a la \clase 0" como a la \clase
1". La matriz de Testing tiene casi la misma estructura que las matrices de
datos de Training con la diferencia de que falta la etiqueta de las dos respec-
tivas clases. Cada lnea contiene 896 muestras de tiempo de cada uno de los
6 canales de EEG.
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3.1.2. Descripcion conjunto de datos \Ib"
Los datos de EEG del conjunto de datos \Ib" son tomados de un paciente
con ALS con ventilacion articial. Al sujeto se le pide que piense en mover
un cursor hacia arriba y hacia abajo de una pantalla del computador (dos
tareas mentales), mientras se registran sus potenciales corticales.
Durante la grabacion el sujeto recibe feedback visual y auditivo de sus
SCP (Cz-mastoides). La positividad cortical (que esta relacionada con la re-
duccion de de la activacion cortical) conduce a un movimiento del cursor
hacia abajo de la pantalla y la negatividad cortical (que esta relacionada con
la activacion cortical, asociada a la realizacion de movimientos) conduce a
un movimiento del cursor hacia arriba. La Figura 3.1 muestra un ejemplo
aclarativo sobre positividad y negatividad cortical.
Cada ensayo dura 8 s. Durante cada ensayo, se presenta visual y auditi-
vamente una tarea (rectangulo verde) resaltada en la parte superior de la
pantalla (para negatividad) o en la parte inferior de la pantalla (para positi-
vidad) desde el segundo 0,5 hasta los 7,5 s de cada ensayo. Adicionalmente
la tarea (\arriba" o \abajo") es vocalizada a los 0,5 s. El feedback visual es
presentado desde el segundo 2 a los 6,5 segundos. Solamente este intervalo
de 4,5 s de cada ensayo es proporcionado para el Training y el Testing. La
Figura 3.4 muestra el paradigma del experimento.
Figura 3.4: Experimento del conjunto de datos \Ib" de la Competicion BCI
II.
56CAPITULO 3. ADQUISICI ON DE DATOS Y SU CARACTERIZACI ON
Ademas de los mismos seis canales usados en el conjunto de datos \Ia",
hay otro canal para detectar los artefactos de los movimientos oculares ver-
ticales (vEOG).
Canal 1: A1-Cz (A1 = mastoides izquierda)
Canal 2: A2-Cz (A2 = mastoides derecha)
Canal 3: (2 cm frontal de C3)-Cz = F3-Cz
Canal 4: (2 cm parietal de C3)-Cz = P3-Cz
Canal 5: vEOG
Canal 6: (2 cm frontal de C4)-Cz = F4-Cz
Canal 7: (2 cm parietal de C4)-Cz = P4-Cz
La frecuencia de muestreo es de 256 Hz y la duracion de la grabacion de
4,5 s que genera 1152 muestras por canal para cada ensayo. Como se usaron
7 canales, la se~nal total se compone de 8064 muestras.
Los ensayos se registran en el mismo da y se mezclan aleatoriamente. Las
matrices que conforman el conjunto de datos de Training, contienen datos
de 100 ensayos pertenecientes a la \clase 0" y 100 ensayos pertenecientes a
la \clase 1". Las dimensiones de las matrices son 100  8065 y 100  8065
respectivamente. Cada lnea de una matriz contiene los datos de un ensayo.
Los primeros codigos de las columnas son las etiquetas de referencia para
cada una de las clases (0/1). Las columnas restantes contienen las muestras
de tiempo de los 7 canales de EEG/EOG que comienza con 1152 muestras
para el canal 1 y naliza con 1152 muestras para el canal 7.
La matriz que conforma el conjunto de datos de Testing tiene una dimension
de 180  8064 y contiene 180 ensayos de datos de prueba. Estos datos de
prueba se registran despues de los datos de Training (en el mismo da). La
matriz de Testing tiene casi la misma estructura que las matrices de datos de
Training con la diferencia de que falta la etiqueta de las clases 0 y 1. Cada
lnea contiene 1152 muestras de tiempo de cada uno de los 7 canales de de
EEG/EOG.
3.2. Descripcion del metodo ganador
3.2.1. Metodo ganador del conjunto de datos \Ia"
El metodo ganador de \BCI Competitions II" [2] para el conjunto de da-
tos \Ia" fue el desarrollado por Brett Mensh del Instituto de Tecnologa de
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Massachussets en Cambridge, obteniendo un porcentaje de error en la clasi-
cacion online de 11;3% [11], [73] .
Para el conjunto de datos \Ia" el autor calcula la Componente Continua
(Direct Current, DC) de los ultimos dos tercios o menos de las se~nales para
cada canal. Esto proporciona una dimension para cada uno de los canales
1 y 2. Luego hace un analisis espectral utilizando el metodo Multitaper de
Thomson (Thomson Multi Taper Method, MTM), y los canales 4 y 6 mues-
tran potencias diferentes en el rango de frecuencias de 24-37 Hz entre las dos
condiciones (\arriba" o \abajo"). MTM es un metodo de estimacion espec-
tral y reconstruccion de la se~nal temporal que contiene tanto componentes
continuas y singulares [105].
Utiliza las caractersticas proporcionadas por los canales 1,2,4 y 6 para hacer
la clasicacion con LDA.
Para el conjunto de datos \Ib" no utiliza el nivel DC debido a la alta comple-
jidad de las se~nales. En primer lugar, emplea un ltro espacial Laplaciano,
que tiene el efecto de enfatizar las diferencias entre canales individuales por
encima de efectos globales mayores. Las caractersticas de las se~nales son
extradas mediante un analisis espectral de potencia de la banda beta. Los
resultados de la clasicacion para este conjunto de datos no son publicados.
3.2.2. Metodo ganador del conjunto de datos \Ib"
El metodo ganador de \BCI Competitions II" [2] para el conjunto de
datos \Ib" fue el desarrollado por Vladimir Bostanov de la Universidad de
Tubingen, obteniendo un porcentaje de error en la clasicacion online de
45;6% [12], [26].
Utiliza la Trasnformada Wavelet Continua (con un escalograma para de-
tectar los picos) para extraer las caractersticas de las se~nales cerebrales y
clasicarlas con LDA. Para obtener una presentacion mas concisa de la se~nal,
utiliza un ltro paso baja que elimina las frecuencias mas altas y no tiene en
cuenta el canal 5 en el procesamiento de los datos. En [26] se encuentra los
detalles mas especcos acerca del procesamiento de las se~nales de SCP para
este conjunto de datos.
58CAPITULO 3. ADQUISICI ON DE DATOS Y SU CARACTERIZACI ON
3.3. Visualizacion y caracterizacion
3.3.1. Caracterizacion del conjunto de datos \Ia"
Con el proposito de identicar las caractersticas de los datos de SCP
para el conjunto de datos \Ia" que puedan discriminar entre las dos clases
de referencia para cada ensayo (0=1), se separan los 268 ensayos que confor-
man el conjunto de Training, en los ensayos que estan referenciados con la
etiqueta 0 de los que estan referenciados con la etiqueta 1.
Para cada uno de los seis canales de EEG utilizados, se calcula y se re-
presenta gracamente el promedio o la media de todos los ensayos de cada
una de las clases (135 ensayos pertenecientes a la \clase 0" y 133 ensayos
pertenecientes a la \clase 1") en el dominio del tiempo, como se puede ver
en las Figuras 3.5, 3.7, 3.9, 3.11, 3.13 y 3.15.
Se hace tambien una representacion graca de cada canal utilizando un his-
tograma para obtener una \primera vista" general de la distribucion de las
muestras (nivel DC) respecto a cada una de las clases. Dicho procedimiento
se ve reejado en las Figuras 3.6, 3.8, 3.10, 3.12, 3.14 y 3.16.




















Media del canal 1 de la clase 0 y la clase 1. Ia
Clase 0
Clase 1
Figura 3.5: Representacion de la media de los ensayos del canal 1 de la clase
0 y de la clase 1 para el conjunto de datos \Ia".
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Canal 1 de la clase 0 y la clase 1
clase 0
clase 1
Figura 3.6: Histograma del canal 1 de la clase 0 y de la clase 1 para el conjunto
de datos \Ia".





















Media del canal 2 de la clase 0 y la clase 1. Ia
Clase 0
Clase 1
Figura 3.7: Representacion de la media de los ensayos del canal 2 de la clase
0 y de la clase 1 para el conjunto de datos \Ia".
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Figura 3.8: Histograma del canal 2 de la clase 0 y de la clase 1 para el conjunto
de datos \Ia".






















Figura 3.9: Representacion de la media de los ensayos del canal 3 de la clase
0 y de la clase 1 para el conjunto de datos \Ia".
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Figura 3.10: Histograma del canal 3 de la clase 0 y de la clase 1 para el
conjunto de datos \Ia".



















Media del canal 4 de la clase 0 y la clase 1. Ia
Clase 0
Clase 1
Figura 3.11: Representacion de la media de los ensayos del canal 4 de la clase
0 y de la clase 1 para el conjunto de datos \Ia".
62CAPITULO 3. ADQUISICI ON DE DATOS Y SU CARACTERIZACI ON



























Figura 3.12: Histograma del canal 4 de la clase 0 y de la clase 1 para el
conjunto de datos \Ia".





















Figura 3.13: Representacion de la media de los ensayos del canal 5 de la clase
0 y de la clase 1 para el conjunto de datos \Ia".
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Canal 5 de la clase 0 y la clase 1
clase 0
clase 1
Figura 3.14: Histograma del canal 5 de la clase 0 y de la clase 1 para el
conjunto de datos \Ia".




















Figura 3.15: Representacion de la media de los ensayos del canal 6 de la clase
0 y de la clase 1 para el conjunto de datos \Ia".
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Canal 6 de la clase 0 y la clase 1
clase 0
clase 1
Figura 3.16: Histograma del canal 6 de la clase 0 y de la clase 1 para el
conjunto de datos \Ia".
Despues de analizar todas y cada una de las Figuras anteriormente re-
presentadas que corresponden al conjunto de datos \Ia", se puede ver en las
Figuras 3.5 y 3.7 una clara diferencia de separacion entre la \clase 0" y la
\clase 1".
As mismo, las Figuras 3.6 y 3.8 describen el comportamiento de los datos
de SCP de los canales 1 y 2, mostrando una gran diferencia en la dispersion
y separacion de las muestras pertenecientes a cada una de las clases.
Los canales 1 y 2 son los mas precisos en proyectar dicha separacion entre
las clases, y por ello, las se~nales de estos canales, seran utilizados para lle-
var a cabo el procesamiento inicial con diferentes tecnicas estadsticas, como
el nivel DC y el valor de la Varianza, que permitan extraer sus caractersticas.
A diferencia del metodo ganador de \BCI Competitions II" [2] en el con-
junto de datos \Ia" [11], nosotros calculamos en nivel DC para diferentes
segmentos en cada ensayo procurando con esto, seguir la dinamica no esta-
cionaria de las se~nales de SCP. El objetivo de segmentar las se~nales y obtener
el nivel DC de los mismos, es conseguir una representacion simbolica de la
serie temporal que permita con ello, la reduccion de la dimensionalidad sin
perder la correlacion con la serie de tiempo original [68].
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Consideramos que podra ser util, obtener los valores aproximados bajo
la curva, calculados por medio de una Integral, usando 3 diferentes combi-
naciones de canales: (1) canales 1 y 2 (2) canales 1, 2 y 5 y (3) todos los 6
canales. Estos valores podran aportar informacion signicativa considerando
la diferencia clara entre las clases de los canales 1, 2 y seguramente el canal 5,
ya que como puede verse en las Figuras 3.13 y 3.14 que representan la media
y la distribucion de las muestras de la \clase 0" y la \clase 1", es el tercer
mejor canal en el que se visualiza una peque~na diferencia entre las clases
y ademas el histograma ilustra una diferenciacion entre la dispersion de las
muestras de cada una de las clases a considerar. Al utilizar todos los canales
tendramos mas datos y posiblemente mayor informacion signicativa.
En el resto de canales difcilmente se puede ver la diferenciacion entre
las clases, posiblemente debido al ruido derivado de la medicion de SCP. Por
ello, se emplearan metodos de extraccion de caractersticas en el dominio de
la frecuencia y/o tiempo-frecuencia.
3.3.2. Caracterizacion del conjunto de datos \Ib"
Para identicar las caractersticas de los datos de SCP en el conjunto de
datos \Ib" que puedan discriminar entre la \clase 0" y la \clase 1", se separa
los 200 ensayos de Training, en aquellos referenciados con la etiqueta 0 y la
etiqueta 1 (como se hizo en \Ia").
Para cada uno de los 7 canales de EEG/EOG utilizados, se calcula y se
representa gracamente el promedio o la media de todos los ensayos de cada
una de las clases en el dominio del tiempo, como se puede ver en las Figuras
3.17, 3.18, 3.19, 3.20, 3.21, 3.22 y 3.23 .
Los canales 4, 5 y 6 representados en las Figuras 3.20, 3.21 y 3.22 son los
que quizas visualmente tengan una mnima diferencia de separacion entre las
clases. Por ello, se analizara dicha combinacion de canales con las tecnicas
estadsticas propuestas: el nivel DC, la Varianza y la Integral.
Para el resto de canales, las se~nales resultantes son considerablemente mas
ruidosas. En general, las se~nales adquiridas del paciente con ALS para este
conjunto de datos \Ib", con malas, ya que a simple vista no se puede ver un
patron evidente inmerso.
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Media del canal 1 de la clase 0 y la clase 1. Ib
Clase 0
Clase 1
Figura 3.17: Representacion de la media de los ensayos del canal 1 de la clase
0 y de la clase 1 para el conjunto de datos \Ib".

















Media del canal 2 de la clase 0 y la clase 1. Ib
Clase 0
Clase 1
Figura 3.18: Representacion de la media de los ensayos del canal 2 de la clase
0 y de la clase 1 para el conjunto de datos \Ib".
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Media del canal 3 de la clase 0 y la clase 1. Ib
Clase 0
Clase 1
Figura 3.19: Representacion de la media de los ensayos del canal 3 de la clase
0 y de la clase 1 para el conjunto de datos \Ib".




















Media del canal 4 de la clase 0 y la clase 1. Ib
Clase 0
Clase 1
Figura 3.20: Representacion de la media de los ensayos del canal 4 de la clase
0 y de la clase 1 para el conjunto de datos \Ib".
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Media del canal 5 de la clase 0 y la clase 1. Ib
Clase 0
Clase 1
Figura 3.21: Representacion de la media de los ensayos del canal 5 de la clase
0 y de la clase 1 para el conjunto de datos \Ib".




















Media del canal 6 de la clase 0 y la clase 1. Ib
Clase 0
Clase 1
Figura 3.22: Representacion de la media de los ensayos del canal 6 de la clase
0 y de la clase 1 para el conjunto de datos \Ib".
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Media del canal 7 de la clase 0 y la clase 1. Ib
Clase 0
Clase 1
Figura 3.23: Representacion de la media de los ensayos del canal 7 de la clase
0 y de la clase 1 para el conjunto de datos \Ib".
Emplear las caractersticas obtenidas con las 3 tecnicas estadsticas plan-
teadas no sera suciente para caracterizar las diferencias entre positividad y
negatividad cortical en este conjunto de datos. Sin embargo, se podran ltrar
las se~nales y quedarnos solamente con las bajas frecuencias y omitir el canal 5
que ha sido utilizado para detectar los artefactos de los movimientos oculares
verticales (vEOG), tal como lo propuso, el ganador de \BCI Competitions II"
[26]. Para el resto de canales, es necesario utilizar otros metodos de extraccion
de caractersticas ya sea en el dominio de la frecuencia y/o tiempo-frecuencia.
Con el objetivo de obtener vectores con caractersticas signicativas que
nos permitan caracterizar las diferencias entre positividad y negatividad cor-
tical para los conjuntos de datos \Ia" y \Ib", proponemos crear vectores
heterogeneos o super vectores, que contengan caractersticas extradas con
los mejores metodos y tecnicas de extraccion.
Los resultados de la clasicacion en los escenarios oine y online simu-
lado para ambos conjuntos de datos de SCP con el vector de caractersticas
formado por el Nivel DC, el valor de la medida de la Varianza y los valores
de aproximacion del area bajo la curva, se muestran en el Captulo 5, seccion
5.2.
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Parte IV






El procesado de la se~nal en sistemas BCI se divide habitualmente en cinco
etapas, como se ha explicado en secciones anteriores. En primer lugar la ad-
quisicion de la se~nal, luego la etapa de pre-procesado que prepara las se~nales
adquiridas en la etapa anterior en una forma adecuada para su posterior pro-
cesamiento. La tercera etapa que consiste en la extraccion de determinadas
caractersticas especcas de la se~nal EEG que pueden ser utiles para discri-
minar entre diferentes tareas mentales. A continuacion, se aplican metodos
de seleccion de caractersticas que escogen las mas signicativas dentro del
conjunto extrado, que codican la intencion del usuario. Finalmente, los al-
goritmos de clasicacion traducen el conjunto de caractersticas seleccionado
en un comando concreto, relacionado con la intencion del usuario.
En este captulo se presenta en detalle la aplicacion de los metodos utiliza-
dos en la etapa de extraccion y clasicacion de caractersticas en los conjuntos
de datos \Ia" y \Ib" de SCP en el escenario oine y su extrapolacion en
el escenario online simulado. Los metodos de extraccion de caractersticas
que incluye este TFM son PCA, modelos AR y DWT. Finalmente, se utiliza
LDA y una SVM para hacer la clasicacion de las caractersticas.
4.1. Escenarios de analisis de datos: oine y
online simulado
La aplicacion de los metodos de extraccion y clasicacion de caractersti-
cas empleados en este trabajo, se ha realizado desde dos escenarios o enfoques
diferentes: mediante un analisis oine de los datos y su extrapolacion en el
escenario online simulado.
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El analisis oine nos permite estimar ciertas propiedades de las se~nales
observandolas en su extension en el tiempo y realizar calculos que implican
largos tiempos de computacion. Las se~nales de estudio de SCP, se han des-
cargado de [2] y almacenado posteriormente en el computador. En este tipo
de analisis, se prueba un metodo en concreto que permita extraer las carac-
tersticas de dichas se~nales para su posterior clasicacion.
El analisis online es el medio para evaluar un BCI en un entorno real. Te-
niendo en cuenta, que en los sistemas BCI el analisis de las se~nales es llevado
a cabo mediante un analisis oine y online, nuestra propuesta en este TFM,
es hacer un analisis intermedio online simulado, con el proposito de obte-
ner una estimacion de los resultados como si el usuario hubiera utilizado el
sistema en tiempo real, asegurando con ello, un mayor exito en dicho entorno.
En el analisis online simulado, las se~nales son analizadas y procesadas por
segmentos o trozos de un determinado tama~no en el tiempo (ventana). La
ventana se va incrementando y desplazando a lo largo de toda la se~nal de
EEG con el objetivo de determinar el segmento mnimo y optimo que nos
permita detectar los eventos (mover cursor arriba o abajo de una pantalla de
computador) con el menor porcentaje de error.
4.2. Extraccion de caractersticas
Se busca, crear una representacion manejable y signicativa de la se~nal
de EEG, con vistas a maximizar el exito potencial de la fase de clasicacion
y a su vez el rendimiento global del sistema. A continuacion se presenta cada
uno de los metodos utilizados para extraer las caractersticas de los datos de
SCP.
4.2.1. Analisis de Componentes Principales
El Analisis de Componentes Principales (Principal Component Analysis,
PCA) es un metodo clasico de analisis de datos que tiene sus principales
aplicaciones en el campo de la extraccion de caractersticas y compresion de
datos.
PCA decorrelaciona las se~nales fuentes en EEG, transformando un set mul-
tivariado de datos con n componentes correlacionados X = [x1jx2j:::xn], en
un set de componentes no correlacionados llamados Componentes Principa-
les (Principal Components, PCs), encontrando las direcciones ortogonales de
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maxima varianza en las se~nales EEG.
La matriz de covarianza C; es calculada de los datos correlacionados de en-
trada. Los eigenvectores de C; son calculados y se crea una matriz modal
E = [e1je2j:::en]. Los datos de entrada son transformados mediante:
Y = ETX (4.1)
La nueva matriz Y consta de las componentes principales concatenadas, en
la Ecuacion 4.2 la varianza de cada componente principal es encontrada a
partir de la matriz de covarianza:
var(Yi) = E
T
i C i = 1; 2; :::n (4.2)
PCA rota el espacio de datos original de tal forma que los ejes del nuevo
sistema de coordenadas apuntan en las direcciones mas altas de varianza de
los datos. Los ejes o nuevas variables son los PCs y se ordenan segun su va-
rianza, de tal manera que el primer componente PC1 represente la direccion
de la mayor varianza posible. La direccion del segundo componente PC2,
representa las mas alta varianza ortogonal restante del primer componente.
Esto puede ser naturalmente extendido para obtener el numero requerido
de componentes que juntos abarquen un espacio del componente cubriendo
de esta forma la cantidad deseada de la varianza [64].
Ya que los componentes describen direcciones especcas en los espacios de
datos, cada componente depende de cierta cantidad de cada una de las va-
riables originales: cada componente es una combinacion lineal de todas las
variables originales.
A menudo se puede asumir que la varianza baja representa un ruido de
fondo no deseado. La dimensionalidad de los datos puede sin embargo ser
reducido, sin perdida de informacion relevante, mediante la extraccion del
espacio del componente dimensional mas bajo, cubriendo la varianza alta.
Usar un menor numero de componentes principales en vez de datos origina-
les de alta dimension, es un paso comun de pre-procesamiento que a menudo
mejora los resultados de los analisis subsecuentes tales como una clasicacion.
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En MatLab, el analisis de componentes principales hace parte del toolbox
estadstico. Hemos utilizado la funcion princomp que realiza el PCA en X
(siendo X una matriz que contiene los datos del conjunto de Training de
\Ia", en este caso, con una dimension de 268  5376) y devuelve los PCs. Las
las de X corresponden a las observaciones y las columnas a las variables.
La sintaxis de la funcion princomp es:
[coefs,scores,variances] = princomp (X)
donde coefs, es una matriz de 5376  5376 en la que cada columna contie-
ne los coecientes de las combinaciones lineales de las variables originales
que generan los PCs. Las columnas estan en orden decreciente de varianza
de los componentes.
La segunda salida corresponde a los scores, las puntuaciones de los PCs,
es decir, las coordenadas de los datos originales (X) en el espacio denido
por los PCs. Esta salida es del mismo tama~no que la matriz de datos de
entrada (X). La matriz scores, contiene informacion en las primeras 5376
columnas que representan el valor de los datos proyectados en PC1, PC2,
PC3, ..., PC5376.
La tercera salida es variances, un vector que contiene la varianza explica-
da por el PC correspondiente. Cada columna de scores tiene una varianza
de la muestra igual a la varianza de los elementos correspondientes. Para
observar la representacion graca de la varianza de los PCs, se calcula el
porcentaje de la variabilidad total explicada por cada PC del conjunto de
datos de Training de \Ia".
En la Figura 4.1 se muestra la varianza de los 10 primeros PCs. Como se
puede observar, hay un cambio signicativo en la cantidad de varianza ex-
plicada por el primero y el segundo componente.
El primer componente por s mismo explica un poco mas del 45% de la
varianza, de tal forma que se necesitan mas componentes. Los 3 primeros
PCs explican cerca de dos tercios de la variabilidad total y los diez 10 PCs
explican aproximadamente el 95% de la variabilidad total de las clasicacio-
nes estandarizadas, por lo que podra ser una manera razonable para reducir
las dimensiones con el n de visualizar los datos.
El resultado de la clasicacion en el escenario oine y en el escenario
online simulado para los conjuntos de datos \Ia" y \Ib" con el vector de
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caractersticas conformado por los PCs, se muestra en el Captulo 5.




















































Figura 4.1: Porcentaje de variabilidad total de cada componente principal.
4.2.2. Estimacion espectral
La mayora de las se~nales biomedicas son el resultado de procesos que
tienen lugar en el dominio del tiempo. Para el caso de las se~nales de control
SCP, es conveniente realizar su estudio en el dominio de la frecuencia, por
lo cual es necesario obtener la funcion de Densidad Espectral de Potencia
(Power Spectral Density, PSD).
En la literatura cientca, se encuentran distintos metodos para la obten-
cion mediante PSD de una se~nal. Se pueden distinguir tres grandes clases:
(1) Metodos no parametricos basados en la DFT, (2) Metodos parametricos
basados en modelos ARMA y variantes y (3) Metodos de tiempo-frecuencia
que asumen la no estacionariedad de las se~nales con el tiempo [64].
1. Metodos no parametricos: Estan basados en la Transformada de Fou-
rier discreta (Discrete Fourier transform, DFT). Se utiliza de forma
intensiva la aproximacion directa (Periodograma), que se obtiene co-
mo la magnitud al cuadrado de la DFT obtenida mediante la Trans-
formada de Fourier Rapida (Fast Fourier transform, FFT) y aplicada
directamente sobre los datos (previamente enventanados). Los metodos
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parametricos son computacionalmente ecientes y el PSD obtenido es
directamente proporcional a la potencia de las componentes espectrales
del proceso [64].
En estos modelos, la autocorrelacion se estima directamente de la se~nal.
La version mejorada del metodo del Periodograma se conoce como el
Metodo de Welch. Una estrategia mas moderna es el MTM, siendo este,
el metodo utilizado por el ganador del conjunto de datos \Ia" de SCP
[11].
2. Metodos parametricos: Se conoce que la autocorrelacion responde a
una determinada forma parametrica o modelo. Los modelos Autorre-
gresivos (AR) es un metodo parametrico, que calcula la PSD estimando
primero los coecientes de un hipotetico sistema lineal que genera la
se~nal [96] junto a los Modelos Autorregresivos de Media Movil (Auto-
Regressive Moving Average Models, ARMA) y los modelos de Medias
Moviles (MA).
Estos modelos proporcionan estimadores con mejores caractersticas
estadsticas, aunque pueden ser computacionalmente menos ecientes
que los basados en la DFT [64]. As mismo, tienden a producir mejo-
res resultados que las tecnicas clasicas, cuando la longitud de la se~nal
disponible es relativamente corta [96].
3. Metodos de tiempo-frecuencia: Tanto los metodos parametricos como
los no parametricos hacen la suposicion de que la se~nal es estacionaria.
En caso contrario, se debe implementar un esquema de segmentacion
que asegure una ventana de datos libre de transitorios [64]. Los meto-
dos de tiempo-frecuencia, asumen la no estacionariedad de las se~nales
con el tiempo. La STFT y la WT son los mas usuales en aplicaciones
biomedicas.
4.2.2.1. Modelos Autorregresivos
Un modelo Autorregresivo (AR) es un modelo parametrico lineal que des-





coefist i + e(t) (4.3)
donde s(t) es la se~nal de EEG, p es el orden del modelo, coefi son los parame-
tros AR que se pretende obtener y e(t) es un termino de error que representa
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un ruido blanco de media cero y varianza nita.
En AR, el orden del modelo expresa el numero de observaciones retrasadas
de la serie temporal analizada. La estimacion del orden p es muy importante,
ya que debe representar correctamente el proceso minimizando a la vez la
complejidad del modelo. Para estimar p se puede usar diferentes tecnicas de
optimizacion [64]. Para estimar el orden del modelo en las se~nales de SCP,
se toma como referencia [35], [27], [38], [30], variando p = 1; 2; 3; 4; 5; 6; 8; 10.
Existen diversos algoritmos para obtener los parametros del modelo AR.
Los mas utilizados son: Forward-backward, Least-squares, Geometric lattice,
Burg y Yule-Walker [80]. Con un estimador parametrico basado en el modelo
de Yule-Walker, se buscan los parametros del modelo AR en las se~nales SCP.
4.2.2.1.1. Modelo de Yule-Walker clau
El modelo de estimacion de Yule-Walker es tambien llamado Metodo
de Autocorrelacion. Consiste en plantear el sistema de ecuaciones de Yule-
Walker y proceder a su resolucion sustituyendo en dicho sistema las autoco-
rrelaciones por sus estimaciones. Por tanto, se iguala momentos teoricos con
estimados.
Si la serie tiene estructura AR(p) que es equivalente a la Ecuacion 4.3:
s(t) = 1st 1 + :::+ pst p + e(t) (4.4)
las ecuaciones de Yule-Walker se obtienen calculando las covarianzas o co-
rrelaciones de st con st k (k  1) con lo que obtenemos la ecuacion en
diferencias: 8><>:
k = 1k 1 + :::+ pk p
o
k = 1k 1 + :::+ pk p
(4.5)
Como estas funciones son pares, podemos plantear un sistema de p ecuaciones
con p incognitas. Al resolverlas obtenemos la estimacion de los parametros
i, sustituyendo los valores de las covarianzas o correlaciones teoricas por sus
estimaciones muestrales.
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El valor de la varianza de e se obtiene de la ecuacion:




ecuacion para (k = 0).
Las covarianzas del modelo teorico as obtenido coinciden con las muestrales
para los valores k = 0; 1; :::; p:
En los estudios llevados a cabo en [107], se concluye que el uso de los
parametros AR en se~nales de EEG es mas adecuado que el de los coecientes
de Fourier. Tambien los modelos AR se utilizan frecuentemente debido a su
simplicidad y a la existencia de algoritmos efectivos para la estimacion de
parametros.
En MatLab, hemos utilizado la funcion aryule para estimar los parame-
tros del modelo AR con el metodo de Yule-Walker. La sintaxis de la funcion
aryule es:
[ar coes] = aryule(data,order)
donde ar coeffs son los parametros AR que devuelve la funcion aryule .
Dicha funcion recibe dos parametros de entrada, data (un vector que contie-
ne los datos un canal (896 muestras) del conjunto de Training de \Ia") y el
parametro order que hace referencia al orden del modelo. El valor de order
es un numero entero positivo que no puede superar la longitud de los datos
de entrada.
El resultado de la clasicacion en el escenario oine y en el escenario
online simulado para los conjuntos de datos \Ia" y \Ib" con el vector de
caractersticas conformado por los parametros AR, se presenta en el siguiente
Captulo.
4.2.2.2. Transformada Wavelet
La Transformada Wavelet (Wavelet Transform, WT) representa el paso
logico siguiente a la STFT. Una tecnica mediante ventanas con regiones de
tama~no variable.
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El analisis Wavelet permite el uso de intervalos grandes de tiempo en aque-
llos segmentos en los que se requiere mayor precision en baja frecuencia, y
regiones mas peque~nas donde se requiere informacion en alta frecuencia. Para
ello se emplea una ventana modulada con diferentes escalas en tiempo. Esta
idea es la que se muestra en forma esquematica en la Figura 4.2.
Figura 4.2: Esquema de la Transformada Wavelet. Fuente: [75].
Una Wavelet es una se~nal (o forma de onda) de duracion limitada cuyo
valor medio es cero. Comparando las Wavelets con las funciones sinusoidales
(que son la base del analisis de Fourier), se puede resaltar que la principal
diferencia radica en que las se~nales sinusoidales no tienen duracion limitada,
dado que se extienden desde   / a + /. Ademas, mientras las se~nales si-
nusoidales son suaves y predecibles, las Wavelets tienden a ser irregulares y
asimetricas, tal como se puede apreciar en la Figura 4.3 [75].





























Figura 4.3: Ejemplo de se~nal sinusoidal y una se~nal Wavelet.
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LasWavelets se emplean para hacer representaciones en tiempo-frecuencia
de una se~nal partiendo de una wavelet madre  (t) que se escala por un valor
s y se desplaza un tiempo b.
4.2.2.2.1. Transformada Wavelet Continua clau
La Transformada Wavelet Continua c (Continuous Wavelet Transform,
CWT) de una se~nal x(t) se dene como la convolucion de la se~nal con la





donde wc(s; b) son los coecientes de la transformada wavelet que se co-
rresponde con el escalado por s y desplazamiento en tiempo b. El smbolo
`*' expresa la conjugacion compleja. La funcion wavelet  s;b(t) es la version








Al permitir variaciones continuas de desplazamientos b y escalados s de
la wavelet madre, la CWT implica una carga computacional importante,
ademas de redundancias en los resultados. Esto da lugar a la DWT, que
se basa en dividir una se~nal en sus diferentes componentes frecuenciales y
estudiar cada componente con una resolucion acorde a su escala.
4.2.2.2.2. Transformada Wavelet Discreta clau
La Transformada Wavelet Discreta (Discrete Wavelet Transform, DWT)
es una herramienta de gran utilidad para la caracterizacion espectral de una
se~nal, pues al utilizar bancos de ltros y hacer descomposiciones en bandas
de frecuencia ortogonales, se puede analizar el contenido de energa de una
se~nal en cada una de ellas por separado.
En los datos de SCP, no se emplea bandas de frecuencias especcas, y por
ello, se realiza una descomposicion de un solo nivel. La se~nal bruta se ltra
mediante una pareja de ltros, uno paso bajo y otro paso alto, que realiza
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posteriormente una separacion de la se~nal en dos segmentos. Este proceso da
lugar a unos coecientes de Aproximaciones (cA) que corresponde a las bajas
frecuencias y unos coecientes de Detalles (cD) que corresponde a las altas
frecuencias. El proceso de descomposicion wavelet de la se~nal en un nivel se
muestra en la Figura 4.4.
Figura 4.4: Descomposicion Wavelet de la se~nal generada en un nivel.
Considerando que en la mayora de las se~nales cerebrales, las componen-
tes de baja frecuencia otorgan la mayor parte de su informacion, o bien, le
dan una especie de identidad, el vector de caractersticas inicial se forma a
partir dichas frecuencias obtenidas.
Para implementar este esquema de descomposicion, utilizamos la funcion
dwt de MatLab con 1 nivel de profundidad y una onda Wavelet Daubechies
(db4) (ver Figura 4.3) tomando como referencia el estudio citado en [106].
La sintaxis de la funcion dwt es:
[A,D] = dwt(data,`db4')
donde A y D son los coecientes de Aproximaciones y coecientes de De-
talles que devuelve la funcion dwt . Dicha funcion recibe dos parametros de
entrada, data (un vector que contiene los datos un canal (896 muestras) del
conjunto de Training de \Ia") y el parametro `db40, entre comillas simples,
que hace referencia al tipo de onda Wavelet que se usa.
El resultado de la clasicacion en los escenarios oine y online simulado
para los conjuntos de datos \Ia" y \Ib" con el vector de caractersticas
conformado por los coecientes de Aproximaciones (cA), se muestra en el
Captulo 5.
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4.3. Clasicacion de caractersticas
Una vez caracterizada la se~nal EEG de estudio, se usa Analisis Discrimi-
nante Lineal y una Maquina de Vectores de Soporte, con dos tipos de kernel :
Lineal y RBF, variando los valores de los parametros C y .
4.3.1. Analisis Discriminante
El Analisis Discriminante (Discriminant Analysis, DA) es una de las
tecnicas de analisis multivariante mas conocidas cuyo objetivo es encontrar
la combinacion lineal (o cuadratica) de las variables independientes (tambien
llamadas variables de clasicacion en las que suponemos que se diferencian
los grupos) que mejor permitan diferenciar (discriminar) a las grupos (cla-
ses), por medio de una funcion discriminante, la cual podra ser utilizada para
clasicar nuevos casos.
Esta tecnica es capaz de aprovechar las relaciones existentes entre una gran
cantidad de variables para maximizar la capacidad de discriminacion [34].
Existen distintas tecnicas de analisis discriminante, tales como Analisis
Discriminante Lineal (Linear Discriminant Analysis, LDA), Analisis Discri-
minante Cuadratico (Quadratic Discriminant Analysis, QDA) entre otras.
Tanto LDA como QDA parten de una serie de suposiciones. Ambas requieren
que las variables que describen las observaciones de cada grupo siga la distri-
bucion normal multivariante. Ademas, la discriminacion lineal requiere que
la matriz de varianzas-covarianzas de los grupos sean iguales. Este supues-
to de homogeneidad de las matrices de varianza-covarianza se cumple raras.
Al no cumplirse y al existir normalidad entre los datos, la discriminacion
cuadratica sera mas eciente que la lineal para muestras grandes [70].
LDA y QDA son dos clasicadores clasicos que como su nombre lo in-
dica, tienen una frontera de decision lineal y cuadratica (elipses, hiperbo-
las), respectivamente. Estos clasicadores son interesantes porque pueden
ser facilmente calculados, son multiclase y han demostrado funcionar bien en
la practica [13].
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La Figura 4.5 muestra las fronteras de decision para LDA y QDA. La
la de abajo demuestra que LDA solamente puede aprender lmites lineales,
mientras que QDA puede aprender lmites cuadraticos y de esta forma ser
mas exible.
Figura 4.5: fronteras de decision para LDA y QDA. Fuente:[13]
En el dise~no de sistemas BCI online, LDA proporciona una respuesta
rapida con recursos computacionales limitados. LDA es usado para clasicar
los patrones encontrados en las se~nales cerebrales en dos clases, no obstan-
te es posible extender el metodo para diferenciar entre cualquier numero de
clases (multiclases).
En la Figura 4.6 estan representadas en el espacio denido por las va-
riables X1 y X2, las nubes de puntos correspondientes a dos clases que se
diferencian entre s en ambas variables aunque se solapan en una peque~na
region situada entre ambas.
As mismo, esta representada la funcion D, que es una combinacion lineal
de ambas variables. Sobre la funcion D se representa la proyeccion de las
dos nubes de puntos en forma de histograma, como si la funcion D cortara
a las dos nubes de puntos en la direccion de su eje. Las dos lneas punteadas
de cada uno de los histogramas representan la ubicacion proyectada de los
puntos medios de cada una de las clases (los centroides).
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Figura 4.6: Diagramas de dispersion de dos clases en dos variables de clasi-
cacion.
El proposito de LDA es aprovechar la informacion contenida en las varia-
bles independientes para crear una funcion D combinacion lineal de X1 y X2
capaz de diferenciar lo mas posible a ambas clases. La funcion discriminante
es de la forma:
D = b1X1 + b2X2 (4.9)
donde b1 y b2 son las ponderaciones de las variables independientes que con-
siguen hacer que una de las clases obtengan puntuaciones maximas en D, y
la otra clase puntuaciones mnimas.
En la Figura 4.7 se representa la funcion discriminante D extrada del
espacio de las variables X1 y X2. Las clases aparecen representadas por sus
histogramas y las proyecciones de los centroides aparecen marcadas por lneas
de puntos.
Sustituyendo en la funcion discriminante el valor de las medias de la \clase






De igual modo, sustituyendo las medias de la \clase 2", obtenemos el cen-






4.3. CLASIFICACI ON DE CARACTERISTICAS 87
Figura 4.7: Histogramas de cada clase y centroides representados sobre la
funcion discriminante.
La funcion D debe ser tal que la distancia d entre los dos centroides sea
maxima, consiguiendo de esta forma que las clases esten lo mas distantes
posible. Podemos expresar esta distancia de la siguiente manera:
h = d1   d2 (4.12)
donde d1 y d2 son las medias de la \clase 1" y de la \clase 2" en la funcion D.
Es importante se~nalar que para un problema de dos clases, LDA supone
que las dos clases son linealmente separables como se muestra en la Figura
4.8. Un problema es linealmente separable cuando para cualquier conjunto
Figura 4.8: Caso binario linealmente separable. El margen del clasicador
lineal es la distancia mnima de cualquier punto a la frontera de decision.
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de muestras existe un unico hiperplano que clasica con error cero. Al ser el
problema linealmente separable, se dene una funcion lineal D como se expli-
caba anteriormente, que representa un plano en el espacio de caractersticas
para distinguir la clase a la que pertenece el vector de caractersticas a cla-
sicar en funcion del lado del plano en el que se encuentra el vector.
Tambien es importante resaltar que las clases se deben diferenciar de an-
temano en las variables independientes ya que el analisis busca diferenciar
los grupos al maximo combinando estas variables. Si estas variables no di-
eren entre los grupos, entonces el analisis sera infructuoso, es decir no se
podra encontrar una dimension en que los grupos se diferencian [34].
Para llevar a cabo la clasicacion con LDA, hemos utilizado la funcion
classify implementada en MatLab, que clasica cada la de sample en uno
de los grupos en training. Su sintaxis es de la forma:
class = classify (sample, training, group, `type')
en donde, la salida class indica el grupo al cual cada la de sample ha sido
asignada, siendo del mismo tipo que el de group.
Los parametros de entrada sample y training, son matrices con el mismo
numero de columnas. sample contiene los datos con las muestras con las que
se valida el clasicador y training los datos de entrenamiento.
El parametro de entrada group, es una variable de agrupacion para trai-
ning. Estos valores unicos denen los grupos; cada elemento dene el grupo
al cual pertenece la correspondiente la de training. group es un vector co-
lumna. Tanto group como training tienen el mismo numero de las.
La funcion classify puede realizar la clasicacion utilizando diferentes tipos
de analisis discriminante. Mediante el parametro `type' dentro de comillas
simples, especicamos el tipo de funcion discriminante que queremos utili-
zar, tales como, lineal, cuadratica o mahalanobis.
Para clasicar los datos de SCP, utilizamos el Analisis Discriminante Li-
neal (LDA) como se describio y menciono anteriormente. La funcion Lineal
implementada en Matlab es `linear' escrita entre comillas simples.
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4.3.2. Maquina de Vectores de Soporte
Las Maquinas de Vectores de Soporte (Support Vector Machine, SVM) se
emplean tanto en aplicaciones de clasicacion como en regresion y se basa
en la determinacion del hiperplano que da lugar a la maxima distancia de
separacion entre los vectores transformados.
Esta distancia de separacion se obtiene mediante la construccion de dos hi-
perplanos paralelos al hiperplano de separacion optimo, localizados a ambos
lados del mismo y que contengan al menos a uno de los vectores transforma-
dos, denominados Vectores de Soporte (Support Vectors), tal como se muestra
en la Figura 4.9; se asume que cuanto mayor sea esta distancia, mejor sera la
capacidad de generalizacion del clasicador.
Figura 4.9: Funcionamiento de una SVM
Las operaciones que realiza una SVM en clasicacion son:
Transformacion de los datos o vectores de caractersticas de entrada a
un espacio de mayor dimension a traves de una funcion nucleo o kernel
K.
Calculo del hiperplano optimo que maximiza la distancia entre las cla-
ses consideradas. Si los datos son linealmente separables, el hiperplano
obtenido maximiza el margen de separacion, a la vez que minimiza la
funcion de penalizacion que considera las clasicaciones incorrectas.
En los procesos de clasicacion puede ocurrir que los datos no sean lineal-
mente separables o que exista un cierto nivel de ruido. Segun esto se pueden
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emplear distintos tipos de SVM: (1) SVM lineal con margen maximo, (2)
SVM con margen blando o (3) SVM para la clasicacion no lineal.
1. SVM lineal con margen maximo.
Solo se debe emplear cuando los datos son linealmente separables, es de-
cir, cuando es posible trazar una frontera lineal para delimitar ambas clases
de datos.
Las SVM conforman hiperplanos que separan los datos de entrada en dos
subgrupos que poseen una etiqueta propia. En medio de todos los posibles
planos de separacion de las dos clases etiquetadas, existe solo un hiperplano
de separacion optimo, H0, (ver Figura 4.9), que actuando como frontera de
separacion entre las clases consideradas, maximiza la distancia a los ejempla-
res mas proximos de dichas clases, denominandose a estos datos vectores de
soporte, sobre los mismos se dispondran dos hiperplanos, H1 y H2, paralelos
al hiperplano H0. Cuanto mayor sea la distancia mejor sera en general el
error del clasicador.
Aquellos puntos sobre los cuales se apoya el margen maximo son los de-
nominados vectores de soporte. Un ejemplo de este caso se puede observar
en la Figura 4.10 en el que el hiperplano optimo es aquel que tiene margen
1 porque maximiza el margen. Como se observa, los Vectores de Soporte son
aquellos que se encuentran justo a la distancia del margen.
Figura 4.10: SVM linealmente separable. Seleccion del hiperplano de separa-
cion optimo
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2. SVM con margen blando
En el analisis anterior se considera que en la region comprendida entre los
hiperplanos H1 y H2 no existen vectores, ni que estos pudieran ser erronea-
mente clasicados.
Esta consideracion es muy exigente para su aplicacion en casos practicos,
lo que motivo una nueva idea de margen maximo, denominada \Margen
Blando" la cual, para el caso en que no sea posible encontrar un hiperplano
de separacion optimo, H0, seleccionara aquel hiperplano que separando los
vectores de entrada tan limpiamente como fuera posible, permitiera errores
de clasicacion a la vez que maximiza la distancia al resto de los datos que
han sido correctamente identicados, tal como se muestra en la Figura 4.11.
Esta nueva variante introduce un nuevo conjunto de variables, denomina-
das \variables de holgura": hi; i = 1; :::; N , que permiten ponderar el grado
de desclasicacion de cada vector.
Figura 4.11: SVM linealmente separable. Margen Blando.
3. SVM para la clasicacion no lineal
Para un problema no separable linealmente, puede aplicarse una transfor-
macion a traves de una funcion no lineal K de los conjuntos de datos origi-
nales a conjuntos de datos en espacios de caractersticas transformados, de
dimension superior a la del espacio de caractersticas original, y separables
linealmente, emplearan el algoritmo de determinacion de hiperplano optimo,
H0, como metodo de separacion de dichos conjuntos.
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De este modo, aunque el clasicador se base en un hiperplano en el espa-
cio de caractersticas transformado, este puede ser no lineal en el espacio de
caractersticas original.
Las funciones que se usan para poder realizar la transformacion de los datos
de un espacio inicial a otro de mayor dimension se logra mediante el uso de
una funcion nucleo o kernel. De manera graca se puede observar en la Fi-
gura 4.12 como la funcion kernel permite realizar la separacion y el traslado
de los datos al espacio de caractersticas.
Figura 4.12: SVM no linealmente separable. Transformacion de los datos de
entrada a un espacio de mayor dimension inducida por una funcion kernel.
Una Funcion kernel k(x; y) es un producto interno en el espacio de ca-
ractersticas, que tiene su equivalente en el espacio de entrada [49].
Entre los kernels mas comunes, se encuentran: la funcion lineal, la funcion
polinomial, la funcion de base radial (Radial Basis Function, RBF), entre
otras.
Lineal:
k(x; y) = x  y (4.13)
Polinomica:
k(x; y) = (x  y + c) (4.14)
siendo c un coeciente y  el rango del polinomio.
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RBF:
k(x; y) = exp(  j x  y j2) (4.15)
siendo  una constante de proporcionalidad.
Segun el tipo de kernel y de los valores de sus parametros, se puede ob-
tener distintas fronteras de decision. El kernel que se utiliza generalmente en
el campo de los sistemas BCI es RBF, que ha sido aplicado para clasicar a
los Potenciales Evocados P300 [84].
Para llevar a cabo la clasicacion de los datos de SCP, empleamos la fun-
cion Kernel RBF que ademas presenta menos dicultades numericas, ya que
los valores de salida de las funciones gaussianas se encuentran entre 0 e /
[108].
Para resolver una tarea de clasicacion con SVM y una funcion kernel
RBF, hay que determinar dos parametros principales:
1. C : Parametro de regularizacion que controla el equilibrio entre la ma-
ximizacion del margen y la clasicacion del conjunto de entrenamiento
sin error.
2. : Parametro de suavizado que determina el ancho de la gaussiana, y
con ello la sensibilidad de la medicion de la distancia.
Estos parametros se calculan a traves de la seleccion de distintos valores para
C y  evaluando de forma emprica el resultado con todas las combinaciones
posibles. En [56], los autores recomiendan una \red de busqueda" para C y
 utilizando validacion cruzada. Por medio de un metodo bastante practico,
descubrieron que tomando valores para C y  en secuencias de crecimiento
exponencial se pueden identicar buenos pares de parametros.
Para crear y entrenar la SVM hemos utilizado la funcion svmtrain de
Matlab que tiene la siguiente estructura:
svmstruct = svmtrain (training, train class, `kernel function', 'boxconstraint')
donde,
training : Es un matriz con los datos de entrenamiento.
train class : Especica las etiquetas (0/1) de entrenamiento.
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kernel function: Es la funcion kernel que se va a usar. Los tipos de
funcion kernel implementados son: lineal, cuadratica, polinomica, gau-
siana, entre otras.
Para la clasicacion de los datos de SCP con una SVM, se usara dos
tipos de kernel diferentes:
 Funcion Lineal: En Matlab, la funcion es `linear' escrita entre
comillas simples.
 Funcion Gaussiana de Base Radial: La funcion es `rbf' en comillas
simples. Para entrenar la SVM, usamos diferentes valores para ,
siguiendo una secuencia de crecimiento exponencial. Los valores
de  los denimos en el rango:  = 2 15,  = 2 13,..., = 27.
`boxconstraint' o parametro de suavizado C : El parametro C va a to-
mar distintos valores entre s, para ver como vara el resultado, siguien-
do el mismo metodo utilizado para obtener los valores de . Los valores
que toma C son: C = 2 7, C = 2 5,...,C = 215.
Para probar el desempe~no del clasicador utilizamos svmclassify que




En este captulo se incluye la discusion de los resultados de la clasicacion
obtenidos con las diferentes tecnicas estadsticas propuestas en el Captulo
3, as como los resultados de la clasicacion despues de aplicar los diferentes
metodos de extraccion de caractersticas explicados en el Captulo anterior
de los conjuntos de datos \Ia" y \Ib".
Los resultados de la clasicacion en el escenario oine se presenta en Tablas,
en las que se describe el porcentaje de error obtenido tanto para la \clase 0"
como para la \clase 1" en ambos conjuntos de datos utilizando LDA y una
SVM. Por medio de representaciones gracas, se muestra los resultados de la
clasicacion en el escenario online simulado.
5.1. Metodos de evaluacion de desempe~no
La evaluacion de un algoritmo de construccion de modelos de clasica-
cion se puede realizar atendiendo a distintos aspectos, tales como, precision,
eciencia, robustez, escalabilidad, interpretabilidad, complejidad entre otros.
Existen diferentes metricas y metodos que permiten evaluar y estimar de
forma able, la \calidad" de un modelo de clasicacion.
Es necesario establecer una metrica comun para evaluar el desempe~no o la
precision del clasicador en los sistemas BCI. Existen diferentes metricas,
tales como, la Funcion o Matriz de Costes, la Matriz de Confusion, las Cur-
vas ROC y DET, la Velocidad de Transferencia de Informacion (Information
Transfer Rate, ITR), entre otras.
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La forma practica de evaluar los clasicadores en este TFM, es elaboran-
do una matriz de confusion. La matriz de confusion es una herramienta del
analisis estadstico multivariante, el cual propone crear una matriz de n  n,
donde n es el numero de clases, como se muestra en la Figura 5.1.
Figura 5.1: Estructura de una matriz de confusion
La forma de llenar esta matriz, primero se tiene que tener un conjunto
de entrenamiento (Training) y un conjunto de datos de validacion o prueba
(Testing), de las cuales conocemos a priori su clase. Una vez que el clasi-
cador ha sido entrenado con el conjunto de entrenamiento, se le envan las
muestras del conjunto de prueba, para as obtener un resultado de clasica-
cion de dichas muestras.
Si la muestra n con clase i es clasicada en la i-esima clase entonces se
coloca en las coordenadas i, j y el resultado se considera correcto, pero en
caso de que la muestra sea clasicada en la clase j, entonces se considera un
error y se coloca dentro de la matriz en la posicion i, j, por lo que el numero
de aciertos estara posicionado sobre la diagonal de la matriz y los errores
estaran dispersos por el resto de ella.
De esta forma, la matriz de confusion no solo permite observar y contar
facilmente los errores, si no permite saber exactamente en que situaciones el
clasicador esta fallando y con que clase se esta confundiendo.
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5.2. Resultados obtenidos
Los resultados obtenidos, han sido alcanzados utilizando dos metodologas
diferentes de clasicacion:
1. Se ha comenzado por simular con el conjunto de entrenamiento (Trai-
ning), realizando tres diferentes tipos de particiones de datos (P1, P2
y P3 tal y como se muestra en la Tabla 5.1) para entrenar y validar el
modelo.





Tabla 5.1: Particiones de los datos de SCP del conjunto de Training.
Con ello, pretendemos hacer un analisis mas exhaustivo de los datos de
SCP, con el n de predecir y estimar como de preciso es nuestro modelo
para llevar a cabo una posterior clasicacion lo mejor posible.
Utilizaremos la tecnica de la validacion cruzada aleatoria para evaluar
los resultados obtenidos con el conjunto de entrenamiento (Training) y
garantizar que son independientes de la particion entre datos de entre-
namiento y validacion. Esta tecnica consiste principalmente en realizar
100 iteraciones de forma aleatoria con cada una de las particiones esta-
blecidas y calcular el valor medio de los porcentajes de error obtenidos
en cada una de las clases.
A partir de ahora, le llamamos Training, al error de validacion obtenido
con 100 iteraciones, del conjunto de datos de Training que suministra
\BCI Competition II".
2. Despues se ha procedido a probar los clasicadores con la misma con-
guracion, pero entrenando con el conjunto de entrenamiento (Training)
y testeando con el conjunto de test (Testing) iterando una sola vez.
Este proceso se ha seguido tanto para el conjuntos de datos \Ia" (sujeto
sano) como para el conjunto de datos \Ib" (paciente con ALS).
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5.2.1. Resultados del conjunto de datos \Ia"
A continuacion presentamos los resultados de la clasicacion del conjunto
de datos \Ia", obtenidos con el conjunto de entrenamiento (Training) y cada
una de las particiones establecidas para entrenar y validar el modelo, en los
escenarios oine y online simulado. Seguido, la clasicacion con el conjunto
de entrenamiento (Training) y testeando con el conjunto de test (Testing),
en ambos escenarios de analisis ya mencionados.
5.2.1.1. Resultado de la clasicacion en el escenario oine, con
el conjunto de datos de Training particionado.
Se muestra a continuacion, el porcentaje de error en la clasicacion of-
ine utilizando LDA y una SVM con un kernel Lineal y las caractersticas
obtenidas usando las diferentes tecnicas de visualizacion y caracterizacion
propuestas en el Captulo 3, as como los diferentes metodos de extraccion
de caractersticas estudiados. El vector esta conformado por las caractersti-
cas extradas de un metodo en concreto.
En cada una de las siguientes Tablas, se puede observar el porcentaje de
error obtenido en la clasicacion tanto para la \clase 0" como para la \clase
1" y el promedio o media de ambas clases. Las particiones P1, P2 y P3 co-
rresponden a las particiones hechas en el conjunto de Training para entrenar
y validar el modelo.
Las celdas sombreadas de azul, representan los mejores porcentajes de
error alcanzados en las clasicaciones.
5.2.1.1.1. Clasicacion con el nivel DC clau
Despues de realizar varias pruebas, utilizando los valores del nivel DC ob-
tenidos de diferentes combinaciones de canales, se presenta el menor y mejor
porcentaje de error alcanzado. Dicho resultado se obtiene con los canales 1 y
2, tal como propusimos en el Captulo 3, ya que son los canales que presentan
una clara diferencia de separacion entre las clases. Los valores del nivel DC
del canal 5, no mejora el desempe~no del clasicador, por esta razon no se
tiene en cuenta.
En la Tabla 5.2, se muestra el porcentaje de error alcanzado en la clasi-
cacion con LDA.
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Los segmentos DC se reeren a las divisiones de la se~nal de cada uno de
los canales 1 y 2 (cada canal esta compuesto por 896 muestras). En cada
trozo o segmento de la se~nal dividida se calcula el nivel DC respectivo.
Como puede verse en la Tabla 5.2, el error en la clasicacion con el valor
del nivel DC es inversamente proporcional al numero de segmentos, de tal
forma, que entre mas segmentos DC se empleen, el error de la clasicacion
disminuye progresivamente hasta un maximo de 8 divisiones.
El mejor desempe~no de LDA se logra con la particion de datos P3, en el
que se entrena con el 75% de los datos y se valida con el 25% restante.
Nivel DC - LDA
Segmentos
Particion
Canales: 1 y 2
DC clase 0 clase 1 media cl0 y cl1
1
P1 31,28% 30,36% 30,82%
P2 31,17% 30,07% 30,62%
P3 31,17% 30,51% 30,84%
2
P1 24,15% 28,86% 26,50%
P2 24,28% 27,93% 26,10%
P3 24,31% 27,49% 25,90%
3
P1 17,58% 25,61% 21,59%
P2 17,82% 24,56% 21,19%
P3 17,31% 24,06% 20,69%
4
P1 16,58% 24,38% 20,48%
P2 16,93% 22,65% 19,79%
P3 17,30% 21,61% 19,46%
5
P1 15,85% 23,41% 19,63%
P2 15,82% 22,40% 19,11%
P3 15,63% 22,45% 19,04%
8
P1 16,42% 24,61% 20,52%
P2 15,24% 22,74% 18,99%
P3 14,62% 21,66% 18,14%
Tabla 5.2: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por el nivel DC de los canales 1 y 2 para el conjunto de
datos de Training con particiones de \Ia".
La dimension del vector de caractersticas que se obtiene desde los valores
del nivel DC, es denido de acuerdo a la cantidad de segmentos en los que se
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divide la se~nal. Por ejemplo, si se obtiene el valor DC de la se~nal completa
para los canales 1 y 2, el vector de caractersticas sera una matriz de 268  2
y si se obtiene el valor DC de la se~nal con 8 segmentos, el vector estara con-
formado por una matriz de 268  16.
Con lo anterior se puede decir, que aunque se incrementen los segmentos
para alcanzar un mejor desempe~no del clasicador, esto no afecta ni incre-
menta el tiempo de proceso, ya que obtener los valores del nivel DC de las
se~nales no es costoso computacionalmente.
En la Tabla 5.3 se observa el porcentaje de error en la clasicacion con
LDA, utilizando un vector de caractersticas conformado por los valores del
nivel DC y adicionando la medida de la Varianza obtenida de los canales 1
y 2. Una vez mas, dicha combinacion de canales resulta ser la mas represen-
tativa.
Solo se muestra los resultados obtenidos con la particion de datos P3,
ya que representa el menor porcentaje error en la clasicacion tanto para la
\clase 0" como para la \clase 1".
Nivel DC y Varianza - LDA
Segmentos DC
Particion
Canales: 1 y 2
y Varianza clase 0 clase 1 media cl0 y cl1
1 P3 17,80% 29,04% 23,42%
2 P3 15,71% 29,80% 22,76%
3 P3 15,54% 25,09% 20,31%
4 P3 15,45% 25,23% 20,34%
5 P3 15,38% 22,82% 19,10%
8 P3 17,28% 23,63% 20,46%
Tabla 5.3: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por el nivel DC y la Varianza de los canales 1 y 2 para
el conjunto de datos de Training con particiones de \Ia".
En la Tabla anterior 5.3, la medida de la Varianza aporta informacion
cuando se toma la se~nal completa, es decir, cuando esta no se divide en seg-
mentos. Al realizar la clasicacion con el valor del nivel DC, se obtiene un
porcentaje de error de 30,84% que se reduce en un 7,42% al adicionar el
valor de la medida de la Varianza (siendo esta de 23,42%).
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Al dividir la se~nal en 2, 3 y 5 segmentos y agregar la medida de la Varian-
za, se obtiene una leve disminucion del porcentaje de error en la clasicacion,
de tal forma que al realizar la clasicacion solo con el valor del nivel DC, el
porcentaje de error es 25,90%, 20,69% y 19,11%, y con la medida de la Va-
rianza, este disminuye en un 7,42%, 0,38% y 0,01% respectivamente.
En algunos casos, como por ejemplo, al dividir la se~nal en 4 y 8 segmentos,
la medida de la Varianza parece ser un valor redundante o poco signicativo.
La dimension del vector de caractersticas obtenido desde los valores DC
y la medida de la Varianza, es proporcional a la cantidad de segmentos en
los que se divide la se~nal. El calculo adicional de la medida de la Varianza
incrementa el doble el vector de caractersticas.
5.2.1.1.2. Clasicacion con la Integral clau
El vector de caractersticas esta conformado por los valores de aproxima-
cion al valor del area bajo la curva de las se~nales de SCP. El porcentaje de
error en la clasicacion para la \clase 0" y para la \clase 1" se presenta en
la Tabla 5.4 usando la combinacion de los canales 1 y 2, siguiendo nuestro
analisis propuesto en el Captulo 3.
Tal y como se puede observar, los valores de la integral obtenidos de dichos
canales no es suciente o no aporta informacion signicativa para alcanzar
un buen desempe~no con el clasicador LDA.
Integral - LDA
Particiones
Canales: 1 y 2
clase 0 clase 1 media cl0 y cl1
P1 31,15% 30,49% 30,82%
P2 31,27% 30,33% 30,80%
P3 31,12% 30,07% 30,60%
Tabla 5.4: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por el valor de la Integral de los canales 1 y 2 para el
conjunto de datos de Training con particiones de \Ia".
En la Tabla 5.5, se presenta los resultados de la clasicacion utilizando la
combinacion de canales 1, 2 y 5.
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Como puede verse, al utilizar los valores de aproximacion al valor del area
bajo la curva del canal 5, el desempe~no del clasicador mejora un 4,48%, lo
que supone, que dicho canal, aporta informacion signicativa.
Integral - LDA
Particiones
Canales: 1,2 y 5
clase 0 clase 1 media cl0 y cl1
P1 25,73% 28,51% 27,12%
P2 25,44% 28,09% 26,77%
P3 25,02% 27,22% 26,12%
Tabla 5.5: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por el valor de la Integral de los canales 1, 2 y 5 para el
conjunto de datos de Training con particiones de \Ia".
Finalmente, en la Tabla 5.6, se muestra el porcentaje de error en la cla-
sicacion usando todos los 6 canales.
Tal y como se puede observar, para obtener un buen desempe~no con los valo-
res de aproximacion al valor del area bajo la curva, es necesario la combina-
cion de todos los 6 canales, ya que todos en su conjunto, revelan informacion
signicativa para llevar a cabo la clasicacion.
Integral - LDA
Particiones
Canales: 1,2,3,4,5 y 6
clase 0 clase 1 media cl0 y cl1
P1 24,86% 24,10% 24,48%
P2 24,62% 22,68% 23,65%
P3 24,78% 21,44% 23,11%
Tabla 5.6: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por el valor de la Integral de todos los 6 canales para el
conjunto de datos de Training con particiones de \Ia".
Los menores porcentajes de error alcanzados en la clasicacion, usando
las 3 diferentes combinaciones de canales: (1) Canales 1 y 2, (2) Canales 1,
2 y 5 y (3) Todos los 6 canales, han sido obtenidos con la particion de datos
P3, con una mnima diferencia.
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5.2.1.1.3. Clasicacion con PCA clau
Con PCA se logra reducir la dimensionalidad de los datos de SCP y a la
vez hallar las causas de la variabilidad de las se~nales y ordenarlas por im-
portancia segun su varianza, de tal manera que PC1 representa la direccion
de la mayor varianza posible, la direccion de PC2, representa las mas alta
varianza restante de PC1 y as sucesivamente.
Las Tablas que se muestran a continuacion, muestran los mejores resulta-
dos obtenidos en las clasicaciones con PCA, utilizando la particion de datos
P3.
Despues de realizar diversas pruebas con los PCs extrados desde diferen-
tes combinaciones de canales, se presentan aquellas combinaciones con las
que se obtienen mejores desempe~nos en la clasicacion, tomando tambien
como referencia los resultados del analisis visual realizado en el Captulo 3.
La Tabla 5.7 muestra el porcentaje de error en la clasicacion utilizando
los PCs extrados de los canales 1 y 2.
PCA - LDA
PCs
Canales: 1 y 2
clase 0 clase 1 media cl0 y cl1
1 30,76% 28,15% 29,45%
2 30,45% 30,33% 30,39%
3 22,05% 27,81% 24,93%
4 11,37% 21,91% 16,64%
5 12,03% 20,59% 16,31%
6 14,80% 21,21% 18,00%
7 14,71% 21,60% 18,15%
8 15,23% 22,22% 18,73%
9 15,39% 22,31% 18,85%
10 16,16% 21,29% 18,73%
Tabla 5.7: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por los PCs de los canales 1 y 2 para el conjunto de
datos de Training con particiones de \Ia".
Como se puede observar, con los primeros 5 PCs, es posible obtener el me-
nor y mejor porcentaje de error en la clasicacion de la \clase 0" y la \clase
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1" usando solamente los canales 1 y 2. Con esto se logra reducir considera-
blemente el porcentaje de error en casi un 50% a diferencia de los metodos
anteriormente descritos.
El vector de caractersticas compuesto por los 5 PCs de los dos canales tiene
una dimension de 268*5 a diferencia de la dimension del vector de carac-
tersticas conformado por los valores del nivel DC y la medida de la Varianza
sin segmentaciones y los valores de aproximacion al valor del area bajo la
curva (que tienen una dimension de 268*2).
En la Tabla 5.8, se puede observar el porcentaje de error en la clasica-
cion utilizando los 6 primeros PCs de los canales 1, 2 y 5.
Como puede verse, el canal 5 que se adiciona, mejora un 0,65% el desempe~no
del clasicador LDA. El vector de caractersticas esta conformado nalmente
por un matriz con una dimension de 268  6.
PCA - LDA
PCs
Canales: 1,2 y 5
clase 0 clase 1 media cl0 y cl1
1 30,20% 29,40% 30,80%
2 30,21% 25,97% 28,09%
3 24,29% 26,82% 25,55%
4 19,63% 21,41% 20,52%
5 11,72% 21,96% 16,84%
6 13,16% 18,17% 15,66%
7 13,91% 18,08% 15,99%
8 13,57% 18,23% 15,90%
9 14,23% 17,81% 16,02%
10 14,21% 17,28% 15,74%
Tabla 5.8: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por los PCs de los canales 1, 2 y 5 para el conjunto de
datos de Training con particiones de \Ia".
La Tabla 5.9 presenta el porcentaje de error en la clasicacion usando
LDA y el vector de caractersticas compuesto por los PCs de todos los 6
canales.
Como se puede ver, al utilizar un PC mas (los primeros 11 PCs) se logra
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el menor porcentaje de error y el mejor desempe~no del clasicador LDA con
los PCA. El vector de caractersticas compuesto por los 11 PCs, tiene una
dimension de 268  11.
PCA - LDA
PCs
Canales: 1,2,3,4,5 y 6
clase 0 clase 1 media cl0 y cl1
1 33,47% 30,98% 32,23%
2 31,73% 32,87% 32,30%
3 30,33% 27,38% 28,85%
4 26,66% 30,07% 28,37%
5 25,26% 28,13% 26,70%
6 17,31% 16,19% 16,75%
7 17,50% 15,40% 16,45%
8 12,86% 15,12% 13,99%
9 12,65% 14,75% 13,70%
10 12,89% 14,72% 13,81%
11 11,91% 14,27% 13,09%
Tabla 5.9: Resultados de la clasicacion oine con LDA. Vector de carac-
tersticas compuesto por los PCs de todos los 6 canales para el conjunto de
datos de Training con particiones de \Ia".
De acuerdo a los resultados presentados anteriormente, podemos deducir
que la dimension de los datos es importante en PCA, es decir, entre mas
informacion haya (canales), mejor sera el proceso de reduccion de dicha di-
mension.
5.2.1.1.4. Clasicacion con AR clau
En el analisis espectral utilizado en las se~nales de SCP, se utiliza un esti-
mador parametrico basado en el modelo de Yule-Walker. Para llevar a cabo la
clasicacion con dicho modelo, se ha utilizado una SVM con un kernel Lineal.
Las suposiciones de normalidad e igualdad de varianza no siempre se cum-
plen en los datos y cuando esto ocurre, LDA no puede ser usado para llevar
a cabo la clasicacion, es por ello, que se ha empleado una SVM.
Las Tablas que se muestran a continuacion, muestran los mejores resulta-
dos obtenidos en las clasicaciones con los parametros AR, variando el valor
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del orden p del modelo, como se establecio en el Captulo anterior y utilizan-
do la particion de datos P3.
En la Tabla 5.10 se muestra el porcentaje de error en la clasicacion usando
los parametros AR de los canales 1 y 2. Estableciendo un orden 5, es posible
obtener el menor porcentaje de error en dicha clasicacion.
AR - SVM Lineal
Orden
Canales: 1 y 2
clase 0 clase 1 media cl0 y cl1
1 20,43% 37,04% 28,74%
2 36,37% 37,74% 37,06%
3 27,55% 29,48% 28,52%
4 27,92% 25,50% 26,71%
5 28,03% 25,18% 26,60%
6 30,23% 25,42% 27,82%
8 29,68% 27,32% 28,50%
10 31,61% 27,25% 29,43%
Tabla 5.10: Resultados de la clasicacion oine con una SVM Lineal. Vector
de caractersticas compuesto por los parametros AR de los canales 1 y 2 para
el conjunto de datos de Training con particiones de \Ia".
Al utilizar la combinacion de canales 1, 2 y 5 y deniendo un orden 5,
como se muestra en la Tabla 5.11, es posible obtener un menor porcentaje
de error (22,74%).
Finalmente, en la Tabla 5.12 se muestra los resultados de los porcentajes
de error obtenidos en la clasicacion, utilizando los componentes AR de to-
dos los 6 canales.
Despues de observar los resultados con cada una de las tres combinaciones
de canales, se puede decir, que la clasicacion llevada a cabo con los parame-
tros AR obtenidos de los canales 1, 2 y 5 disminuye el porcentaje error de
clasicacion un 1,11% y un 3,86% con respecto a utilizar todos los 6 canales
y los canales 1 y 2 respectivamente, lo que indica, que la combinacion de
los canales 1, 2 y 5 es la que aporta informacion mas relevante para dicha
clasicacion.
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Los vectores de caractersticas obtenidos para cada una de las tres combi-
naciones de los canales, tiene una dimension de 26810, 26815 y 26830 para
los canales 1 y 2, canales 1, 2 y 5 y para todos los 6 canales respectivamente.
AR - SVM Lineal
Orden
Canales: 1, 2 y 5
clase 0 clase 1 media cl0 y cl1
1 30,55% 32,91% 31,37%
2 34,43% 36,31% 35,37%
3 28,59% 26,37% 27,48%
4 23,66% 22,15% 22,90%
5 23,26% 22,23% 22,74%
6 23,90% 24,06% 23,98%
8 29,37% 27,47% 26,92%
10 26,42% 25,75% 26,09%
Tabla 5.11: Resultados de la clasicacion oine con una SVM Lineal. Vector
de caractersticas compuesto por los parametros AR de los canales 1, 2 y 5
para el conjunto de datos de Training con particiones de \Ia".
AR - SVM Lineal
Orden
Canales: 1,2,3,4,5 y 6
clase 0 clase 1 media cl0 y cl1
1 31,84% 33,62% 32,73%
2 36,47% 37,88% 37,18%
3 30,07% 26,03% 28,05%
4 24,54% 23,15% 23,85%
5 25,22% 23,87% 24,54%
6 27,46% 24,17% 25,82%
8 28,77% 28,62% 27,70%
10 28,49% 27,76% 28,12%
Tabla 5.12: Resultados de la clasicacion oine con una SVM Lineal. Vector
de caractersticas compuesto por los parametros AR de todos los 6 canales
para el conjunto de datos de Training con particiones de \Ia".
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5.2.1.1.5. Clasicacion con DWT clau
El vector de caractersticas esta formado por las componentes de baja
frecuencia (cA) extradas de las se~nales de SCP mediante la descomposicion
Wavelet de un solo nivel, utilizando una onda Wavelet Daubechuies (db4).
Inicialmente se hacen pruebas con LDA, pero no es posible realizar dicha
clasicacion, ya que el numero de observaciones supera el numero de las va-
riables, debido a ello, hemos utilizado una SVM con un kernel Lineal.
La Tabla 5.14, muestra los porcentajes de error adquiridos con las tres
diferentes combinaciones de canales y la particion de datos P3, con los que
se obtuvieron mejores resultados en el desempe~no con la SVM.
Como puede verse, hay una disminucion del porcentaje de error alcanzado
con los cA, proporcional al numero de canales utilizados (o combinaciones
de canales propuestos en el analisis visual de los datos en el Captulo 3).
El vector compuesto por las componentes de baja frecuencia extradas de
cada uno de los 6 canales, es mas signicativo, ya que se obtiene el menor
porcentaje de error en la clasicacion (15,48%).
DWT - SVM Lineal
Canales clase 0 clase 1 media cl0 y cl1
1 y 2 25,80% 30,21% 28,00%
1,2 y 5 18,91% 24,32% 21,62%
1,2,3,4,5 y 6 13,59% 17,38% 15,48%
Tabla 5.13: Resultados de la clasicacion oine con una SVM Lineal. Vector
de caractersticas compuesto por los coecientes de Aproximacion obtenidos
desde la DWT para el conjunto de datos de Training con particiones de \Ia".
5.2.1.1.6. Resumen de los mejores resultados de la clasicacion
oine con el conjunto de datos de Training con P3 de \Ia" utili-
zando caractersticas extradas con un metodo concreto. clau
Finalmente, en la Tabla 5.14, se muestra un resumen con los mejores
resultados alcanzados en la clasicacion oine con el conjunto de entrena-
miento (Training), realizando una particion (P3) del 75% para entrenar y
un 25% para validar el modelo del conjunto \Ia". Dichos resultados, pueden
ser utilizados para una posible formacion de super vectores.
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Para llevar a cabo la clasicacion, se utilizo LDA y una SVM con un kernel
Lineal, y vectores compuestos por caractersticas extradas con un metodo
en concreto.
Resumen clasicacion oine con Training (P3) de \Ia"
Clasicador Vector de caractersticas % error
LDA DC (8 Segmentos)(Canal 1 y 2) 18,14
LDA DC y Varianza (5 Segmentos)(Canal 1 y 2) 19,10
LDA Integral (Todos los 6 canales) 23,11
LDA PCA (11 PCs) (Todos los 6 canales) 13,09
SVM Lineal AR (Orden 4) (Canal 1, 2 y 5) 22,74
SVM Lineal DWT (db4) (Todos los 6 canales) 15,48
Tabla 5.14: Mejores resultados de la clasicacion oine con las caractersti-
cas extradas de un metodo en concreto del conjunto de datos de Training
con la particion de datos P3 de \Ia".
Como se puede apreciar en la Tabla anterior 5.14, el menor y mejor por-
centaje de error (13,09%), es alcanzado con LDA y un vector de caractersti-
cas formado por los 11 primeros PCs de todos los 6 canales.
El segundo mejor porcentaje de error (15,48%), se logra con una SVM con
kernel Lineal y un vector compuesto por las componentes de baja frecuencia
extradas de los 6 canales, mediante la descomposicion Wavelet de un solo
nivel, utilizando una onda Wavelet Daubechuies (db4).
Al utilizar los valores del nivel DC y la medida de la Varianza en segmentos
de las se~nales de SCP de los canales 1 y 2, se obtienen resultados satisfacto-
rios con un costo computacional bajo.
Finalmente, se obtienen porcentajes de errores alrededor del 20%, con un
vector formado por los valores de aproximacion al valor del area bajo la cur-
va de las se~nales de todos los 6 canales y un vector con los parametros AR
de los canales 1,2 y 5, estableciendo un orden de 4.
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5.2.1.1.7. Mejores resultados de la clasicacion oine del conjun-
to de datos de Training con P3 de \Ia" utilizando super vectores.
clau
Despues de observar y analizar los resultados obtenidos en las clasica-
ciones con un metodo en concreto, proponemos crear vectores heterogeneos
o super vectores (tal como lo indicamos en el Captulo 3, en la visualizacion
y caracterizacion de los conjuntos de datos), que contengan caractersticas
extradas con los mejores metodos y tecnicas (ver la Tabla 5.14). Con ello,
buscamos mejorar el desempe~no en la clasicacion.
La clasicacion con los super vectores, se lleva a cabo utilizando LDA y
una SVM con dos diferentes tipos de kernel : Lineal y RBF. En la Tabla 5.15
puede verse el porcentaje de error obtenido con los super vectores.
Clasicacion oine \Ia"
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Tabla 5.15: Mejores resultados de la clasicacion oine con super vectores
con el conjunto de Training (P3) de \Ia".
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Como se puede ver en la Tabla anterior 5.15, los resultados obtenidos en
la clasicacion usando super vectores (a excepcion de PCA en la lnea 3, que
es el metodo en concreto con el que se obtiene un mejor desempe~no) es mas
optima y eciente que utilizando vectores que contiene las caractersticas ex-
tradas con un metodo en concreto.
Hemos creado un nuevo super vector (lnea 4), buscando con ello, extraer
los PCs de las se~nales de baja frecuencia (cA) y mejorando levemente el por-
centaje de error con respecto a extraer los PCs de las se~nales brutas (lnea 3).
En los ultimos tres super vectores, hemos modicado algunas de sus ca-
ractersticas (con respecto a la Tabla 5.14), como son, el numero de PCs a
usar, los valores del nivel DC sin segmentar las se~nales con (1) canales 1 y 2
y (2) todos los 6 canales y el orden del modelo AR. Dichos cambios, mejoran
el desempe~no en la clasicacion.
La celda sombreada de azul que hace referencia al porcentaje de error 10,44%,
indica que es el menor y mejor valor obtenido con una SVM con kernel RBF
en el conjunto de entrenamiento (Training) con una particion de datos P3.
En general con este tipo de clasicador se obtiene un mejor desempe~no con
los super vectores. Los valores de los parametros  y C de la SVM son esta-
blecidos para cada uno de los diferentes super vectores.
El valor 16,54%, sombreado de azul, hace referencia al porcentaje de error
que se corresponde con el super vector utilizado en la Tabla 5.16 con el que
se obtiene el menor y mejor porcentaje de error entrenando con el conjun-
to de entrenamiento (Training) y testeando con el conjunto de test (Testing).
Las lneas que se observan (-), indican la ausencia del valor del porcenta-
je de error obtenido con dicho clasicador, ya que no mejora su desempe~no
o que simplemente la clasicacion no ha sido posible.
5.2.1.2. Resultados de la clasicacion online simulado del conjun-
to de datos de Training con P3 de \Ia" utilizando super
vectores.
Como se menciono al comienzo del Captulo, los resultados de la clasi-
cacion de las se~nales de SCP en el escenario online simulado se representan
gracamente. El proposito de ello, es visualizar en que tiempo es posible
112 CAPITULO 5. RESULTADOS Y DISCUSI ON
detectar los eventos (mover un cursor arriba y abajo de la pantalla de un
computador). Adquirir un tiempo mnimo y optimo de deteccion de los even-
tos en las se~nales, es fundamental para el dise~no de sistemas BCI ables que
requieren de metodos ecientes en el procesamiento en tiempo real.
Para llevar a cabo la clasicacion en el escenario online simulado, hemos
utilizado los super vectores de caractersticas construidos en el analisis of-
ine de la Tabla 5.15. Todas las gracas que se muestran a continuacion,
optimizan el tiempo de deteccion de los eventos (t < 3; 5 s).
La aplicacion de las diferentes tecnicas y metodos de extraccion de carac-
tersticas en este tipo de analisis, se hace sobre una porcion o trozo de los
datos de SCP previamente establecido como se comento en captulos ante-
riores, utilizando una ventana de tiempo de una longitud determinada que
se va incrementando en la medida que se desplaza a lo largo de toda la se~nal.
Con una ventana de tiempo de t = 0; 2 s que equivale a tomar 51 mues-
tras aproximadamente cada vez, es posible observar que en la medida que la
ventana de tiempo se va desplazando por la se~nal y se va incrementando, el
porcentaje de error en la clasicacion tanto para la \clase 0" como para la
\clase 1" va disminuyendo progresivamente hasta llegar a un tiempo t en el
que el porcentaje de error tiende a estabilizarse.
5.2.1.2.1. Clasicacion online simulado con LDA y caractersti-
cas obtenidas del nivel DC y la Integral. clau
En la Figura 5.2 esta representada la clasicacion en el escenario online
simulado con LDA y el super vector de caractersticas conformado por los
valores del nivel DC obtenidos de 8 segmentos de las se~nales de los canales
1 y 2 y los valores de aproximacion al valor del area bajo la curva (integral)
de todos los 6 canales.
Como puede verse, con LDA es posible detectar los dos eventos con un por-
centaje de error global de las 2 clases de 13,5%, en un tiempo de t = 2; 3 s,
lo que indica un ahorro en tiempo de t = 1; 2 s.
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Figura 5.2: Clasicacion online simulado con LDA. Super vector de carac-
tersticas compuesto por el valor DC y el valor de la Integral para el conjunto
de datos de Training de \Ia".
5.2.1.2.2. Clasicacion online simulado con LDA y caractersti-
cas obtenidas de DWT, PCA y DC. clau
En la Figura 5.3 esta representada la clasicacion con LDA en el escena-
rio online simulado y el super vector de caractersticas conformado por los
9 primeros PCs obtenidos de las componentes de bajas frecuencias (cA) y el
valor del nivel DC de las se~nales en toda su extension (sin realizar segmentos)
de todos los 6 canales.
Como puede verse en la Tabla 5.15, en el escenario oine se obtiene un
porcentaje de error menor al utilizar una SVM con un kernel RBF (10,62%)
que al utilizar LDA (14,23%).
En el escenario online simulado representado en la Figura 5.3, mostramos
la clasicacion con LDA, ya que es posible detectar los dos eventos con un
porcentaje de error global de las 2 clases de 14%, en un tiempo de t = 2; 9
s, lo que indica un ahorro en tiempo de t = 0; 6 s.
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Figura 5.3: Clasicacion online simulado con LDA. Super vector de carac-
tersticas compuesto por los PCs de los cA y el valor DC de todos los 6
canales para el conjunto de datos de Training de \Ia".
5.2.1.2.3. Clasicacion online simulado con una SVM Lineal y
caractersticas obtenidas de AR, DC y la Integral. clau
En la Figura 5.4 esta representada la clasicacion con una SVM con ker-
nel Lineal en el escenario online simulado y el super vector de caractersticas
conformado por los parametros AR de los canales 1, 2 y 5, con un orden
establecido en 5, los valores del nivel DC obtenido de 8 segmentos de las
se~nales de los canales 1 y 2 y los valores de aproximacion al valor del area
bajo la curva (integral) de todos los 6 canales.
Como se puede observar, usando una SVM con kernel Lineal, se logra detec-
tar los eventos de la \clase 0" y la \clase 1", con un porcentaje de error global
de 11,25%, en un tiempo de t = 2; 3 s, lo que indica un ahorro signicativo
en tiempo de t = 1; 2 s.
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Error clasificación señales SCP con SVM Lineal. AR − DC − Integral


















Figura 5.4: Clasicacion online simulado con una SVM Lineal. Super vector
de caractersticas compuesto por AR, nivel DC y la Integral para el conjunto
de datos de Training de \Ia".
5.2.1.3. Mejores resultados de la clasicacion oine, entrenando
con el conjunto de Training y testeando con el conjunto
de Testing de \Ia" utilizando super vectores.
A continuacion presentamos los resultados de la clasicacion en el es-
cenario oine del conjunto de datos \Ia", entrenando con el conjunto de
entrenamiento (Training) y testeando con el conjunto de test (Testing).
Dicha clasicacion, se ha llevado a cabo con super vectores (de la misma
forma que se hizo en el conjunto de entrenamiento (Training) con particion
de datos P3 para entrenar y validar), tal y como se muestra en Tabla 5.16.
La celda sombreada de azul que hace referencia al porcentaje de error 10,25%,
indica que es el menor y mejor valor obtenido con una SVM con kernel RBF.
En general con este tipo de clasicador se obtiene un mejor desempe~no con
los super vectores. Los valores de los parametros  y C de la SVM son esta-
blecidos para cada uno de los diferentes super vectores.
El valor 12,65%, sombreado de azul, hace referencia al porcentaje de error
que se corresponde con el super vector utilizado en la Tabla 5.15 con el que
se obtiene el menor y mejor porcentaje de error con el conjunto de entrena-
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miento (Training) con una particion de datos P3 (75% para entrenar y un
25% para validar el modelo).
Las lneas que se observan (-), indican la ausencia del valor del porcenta-
je de error obtenido con dicho clasicador, ya que no mejora su desempe~no
o que simplemente la clasicacion no ha sido posible.
Clasicacion oine \Ia"
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Tabla 5.16: Mejores resultados de la clasicacion oine con super vectores
entrenando con el conjunto de Training y testeando con el conjunto de Testing
de \Ia".
5.2.1.4. Resultados de la clasicacion online simulado, entrenan-
do con el conjunto de Training y testeando con el con-
junto de Testing de \Ia" utilizando super vectores.
La clasicacion en el escenario online simulado, sigue el mismo procedi-
miento realizado en el conjunto de datos de entrenamiento Training usando la
particion de datos P3, descrito anteriormente en el mismo escenario de anali-
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sis. Se muestran las gracas que optimizan la deteccion de los dos eventos
(mover cursor arriba y abajo de una pantalla de computador) en un tiempo
t < 3; 5 s.
5.2.1.4.1. Clasicacion online simulado con una SVM con kernel
RBF y caractersticas obtenidas del nivel DC y la Integral. clau
En la Figura 5.5 se representa la clasicacion en el escenario online si-
mulado con una SVM con kernel RBF, cuyos valores de los parametros  y
C estan establecidos en 4,4 y 1 respectivamente. El super vector de carac-
tersticas esta formado por los valores del nivel DC obtenidos de 8 segmentos
de las se~nales de los canales 1 y 2 y los valores de aproximacion al valor del
area bajo la curva (integral) de todos los 6 canales.
Como se puede observar, usando una SVM con kernel RBF, es posible de-
tectar los eventos de la \clase 0" y la \clase 1", con un porcentaje de error
global de 11%, en un tiempo de t = 2; 6 s, lo que indica un ahorro en tiempo
de t = 0; 9 s.










Error clasificación señales SCP con SVM RBF. Nivel DC − Integral



















Figura 5.5: Clasicacion online simulado con SVM RBF. Super vector de
caractersticas compuesto por el valor DC y el valor de la Integral entrenando
con el conjunto de Training y testeando con el conjunto de Testing de \Ia".
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5.2.1.4.2. Clasicacion online simulado con una SVM con kernel
RBF y caractersticas obtenidas del nivel DC, la Varianza y la In-
tegral clau
En la Figura 5.6 se muestra la clasicacion en el escenario online simulado
con una SVM con kernel RBF, que toma como valores =16,4 y C=2.
El super vector de caractersticas esta formado por los valores del nivel DC
y la medida de la Varianza obtenidos de 5 segmentos de las se~nales de los
canales 1 y 2 y los valores de aproximacion al valor del area bajo la curva
(integral) de todos los 6 canales.
Como puede verse, con dicho clasicador es posible detectar los dos even-
tos con un porcentaje de error global de las 2 clases de 9%, en un tiempo de
t = 2; 3 s, lo que indica un ahorro considerable en tiempo de t = 1; 2 s.








Error clasificación señales SCP con SVM RBF.  DC y Varianza − Integral


















Figura 5.6: Clasicacion online simulado con SVM RBF. Super vector de
caractersticas compuesto por el el valor DC, la Varianza y el valor de la
Integral entrenando con el conjunto de Training y testeando con el conjunto
de Testing de \Ia".
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5.2.1.4.3. Clasicacion online simulado con LDA y caractersti-
cas obtenidas de PCA. clau
En la Figura 5.7 se representa la clasicacion en el escenario online simu-
lado con LDA y un vector de caractersticas formado solamente por el primer
PC usando todos los 6 canales.
Mostramos la clasicacion con LDA, ya que es posible detectar los dos even-
tos con un porcentaje de error global de la \clase 0" y la \clase 1" de 9,1%,
en un tiempo de t = 2; 25 s, lo que indica un ahorro en tiempo muy signi-
cativo de t = 1; 25 s.
Vale destacar que con el super vector compuesto por caractersticas del nivel
DC, la Varianza y la Integral (ver Figura 5.6) se obtiene tambien un por-
centaje de error muy similar en un tiempo signicativo, con la diferencia del
tipo de clasicador utilizado.
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Figura 5.7: Clasicacion online simulado con LDA. Super vector de carac-
tersticas compuesto por los PCs entrenando con el conjunto de Training y
testeando con el conjunto de Testing de \Ia".
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5.2.1.5. Resumen general de los mejores resultados en los esce-
narios oine y online simulado con los diferentes super
vectores del conjunto de datos \Ia."
En la Tabla 5.17 se puede observar un resumen general de los mejores y
menores porcentajes de error obtenidos en la clasicacion con los diferentes
super vectores, en los escenarios de analisis oine de las Tablas 5.15 y 5.16
y online simulado para el conjunto de datos \Ia".
Resultados generales clasicacion conjunto de datos \Ia"
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cios cada canal)(canal
1 y 2) - Multitaper de
Thomson (canal 4 y 6)
Tabla 5.17: Resumen general de los mejores resultados en los escenarios of-
ine y online simulado con los diferentes super vectores del conjunto de datos
\Ia' (Tablas 5.15 y 5.16.).
En la Tabla anterior 5.17, se puede observar, los resultados obtenidos con
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el conjunto de entrenamiento (Training) y la particion de datos P3 as co-
mo los resultados alcanzados entrenando con el conjunto de entrenamiento
(Training) y testeando con el conjunto de test (Testing). Mostramos tambien,
el porcentaje de error obtenido por el Ganador de \BCI Competitions II" [2].
Tal y como se puede observar, el desempe~no en la clasicacion usando
super vectores llevada a cabo en este TFM para el conjunto de datos \Ia",
mejora entrenando con el conjunto de entrenamiento (Training) y testeando
con el conjunto de test (Testing) con respecto al resultado obtenido por el
Ganador de \BCI Competitions II" [2].
Obtenemos menores porcentajes de error en la clasicacion, entrenando
con el conjunto de entrenamiento (Training) y testeando con el conjunto de
test (Testing) en ambos escenarios de analisis. Esta mejora puede ser debido
a un aprendizaje por parte del sujeto, ya que los ensayos del conjunto de
test (Testing) se registraron despues (en el segundo da) de las sesiones de
grabacion de los datos de entrenamiento Training o posiblemente sea una
caracterstica propia del tipo de se~nal de control SCP estudiada.
Queremos mencionar tambien, que en un principio se realizaron pruebas
ltrando las primeras muestras en las que aparece un pico (variabilidad de
voltaje) en cada uno de los 6 canales tanto para la \clase 0" como para la
\clase 1". Dichas pruebas demostraron que la exclusion de los picos no altera-
ba los resultados de la clasicacion, por el contrario, al suprimir muestras se
incrementaba el porcentaje de error. Por ello, el procesamiento de las se~nales
se realiza a partir de la se~nal bruta y completa.
Finalmente, queremos resaltar los resultados obtenidos en el analisis on-
line simulado. Entrenando con el conjunto de entrenamiento (Training) y
testeando con el conjunto de test (Testing), logramos optimizar el tiempo de
deteccion de los dos eventos (mover un cursor arriba y abajo de la pantalla
de un computador) con un porcentaje de error alrededor de 9%. Con ello,
queremos decir, que solo requerimos t = 2; 3 s del total de la se~nal propor-
cionada por \BCI Competition II" que es t = 3; 5 s, lo que supone un ahorro
signicativo de t = 1; 2 s.
5.2.2. Resultados del conjunto de datos \Ib"
La clasicacion con el conjunto de datos \Ib ha sido mas difcil de llevar
a cabo, debido a la alta complejidad de los datos, ya que fueron tomados de
una persona con ALS. Sin embargo, seguimos la misma metodologa realizada
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con el conjunto de datos \Ia", presentando los resultados mas signicativos
obtenidos con super vectores.
Hemos realizado diferentes pruebas con los datos \Ib", en las que compro-
bamos, que el canal 5 (que detectaba los movimientos oculares verticales
(vEOG)), no aportaba informacion signicativa que mejorara el desempe~no
del clasicador. Por ello, hemos omitido dicho canal. De la misma manera,
comprobamos que la combinacion de los canales 4, 5 y 6, que propusimos en el
Captulo 3, en la visualizacion y caracterizacion, tampoco generan resultados
aceptables en la clasicacion.
5.2.2.1. Resultado de la clasicacion oine del conjunto de Trai-
ning con P3 de \Ib" utilizando super vectores.
En la Tabla 5.18 se presenta los resultados de los porcentajes de error en
la clasicacion con el conjunto de entrenamiento (Training), realizando una
particion de datos P3 (75% para entrenar y un 25% para validar el modelo)
usando super vectores. Se han utilizado LDA y una SVM con dos tipos de
kernel : Lineal y RBF, variando los valores de sus parametros  y C.
Como se puede ver, la celda sombreada de azul que hace referencia al por-
centaje de error 43,75%, indica que es el menor valor obtenido con una SVM
con kernel Lineal en el conjunto de entrenamiento (Training) con una parti-
cion de datos P3. El super vector de caractersticas esta conformado por los
parametros AR de los canales 1,2,3,4,6 y 7, con un orden establecido en 1,
los valores del nivel DC obtenido de 8 segmentos de las se~nales de los canales
1 y 2 y los valores de aproximacion al valor del area bajo la curva (integral)
de los canales 1,2,3,4,6 y 7.
En general los resultados obtenidos con LDA y una SVM, no son muy diferen-
tes entre si. Los valores de los parametros  y C de la SVM son establecidos
para cada uno de los diferentes super vectores.
El valor 49,97%, tambien sombreado de azul, hace referencia al porcenta-
je de error que se corresponde con el super vector utilizado en la Tabla 5.19
con el que se obtiene el menor porcentaje de error entrenando con el conjun-
to de entrenamiento (Training) y testeando con el conjunto de test (Testing).
Las lneas que se observan (-), indican la ausencia del valor del porcenta-
je de error obtenido con dicho clasicador, ya que no mejora su desempe~no
o que simplemente la clasicacion no ha sido posible.
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Clasicacion oine \Ib"
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Tabla 5.18: Mejores resultados de la clasicacion oine con super vectores
con el conjunto de Training (P3) de \Ib".
5.2.2.2. Resultados de la clasicacion online simulado del conjun-
to de Training con P3 de \Ib" utilizando super vectores.
Los resultados de la clasicacion de las se~nales de SCP en el escenario
online simulado para el conjunto de datos \Ib" se muestran gracamente de
forma similar como se hizo para el conjunto de datos \Ia" en dicho escenario.
El objetivo principal en este analisis, es visualizar en que tiempo es posi-
ble detectar los eventos (mover un cursor arriba y abajo de la pantalla de un
computador), utilizando los super vectores de caractersticas denidos en el
analisis oine de la Tabla 5.18. Se presenta una graca en la que es posible
visualizar e identicar que el tiempo optimo de deteccion de dichos eventos
es menor a t = 4; 5 s.
Se dene una ventana de tiempo de longitud t = 0; 5 s que equivale a tomar
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aproximadamente 128 muestras aproximadamente cada vez. Con esta ven-
tana de tiempo establecida, se puede observar que en la medida que esta se
desplaza por la se~nal y se va incrementando, el porcentaje de error en la clasi-
cacion para la \clase 0" va disminuyendo progresivamente hasta llegar a un
tiempo t en el que tiende a estabilizarse. Para la \clase 1", por el contrario,
el porcentaje de error aumenta sucesivamente con el tiempo.
5.2.2.2.1. Clasicacion online simulado con una SVM con kernel
RBF y caractersticas obtenidas del nivel DC y la Integral. clau
En la Figura 5.8 se representa la clasicacion en el escenario online simu-
lado con una SVM con kernel RBF, que toma como valores =3 y C=2. El
super vector de caractersticas esta conformado por los valores del nivel DC
obtenidos de 8 segmentos de las se~nales de los canales 1 y 2 y los valores de
aproximacion al valor del area bajo la curva (integral) de los canales 1,2,3,4,6
y 7.
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Figura 5.8: Clasicacion online simulado con una SVM con kernel RBF.
Super vector de caractersticas compuesto por el valor DC y el valor de la
Integral para el conjunto de datos de Training de \Ib"
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Como puede verse en la Figura anterior 5.8, con dicho clasicador es
posible detectar los dos eventos con un porcentaje de error global de las 2
clases de 41,9%, en un tiempo de t = 2; 6 s, lo que indica un ahorro muy
signicativo en tiempo de t = 1; 9 s.
5.2.2.3. Resultados de la clasicacion oine entrenando con el
conjunto de Training y testeando con el conjunto de Tes-
ting de \Ib" utilizando super vectores.
A continuacion presentamos los resultados de la clasicacion en el es-
cenario oine del conjunto de datos \Ib", entrenando con el conjunto de
entrenamiento (Training) y testeando con el conjunto de test (Testing).
Dicha clasicacion, se ha llevado a cabo con super vectores (de la misma
forma que se hizo en el conjunto de entrenamiento (Training) con particion
de datos P3 para entrenar y validar), tal y como se muestra en Tabla 5.19.
Hemos modicado los valores de los parametros de  y C de la SVM con
kernel RBF.
Como se puede ver en la Tabla 5.19, la celda sombreada de azul que ha-
ce referencia al porcentaje de error 37,78%, indica que es el menor valor
obtenido con una SVM con kernel RBF. El super vector de caractersticas
esta conformado por las componentes de bajas frecuencias (Coecientes de
Aproximacion Wavelet) de los canales 1,2,3,4,6 y 7 (tal como lo propusimos
en el Captulo 3, en la visualizacion y caracterizacion) y los 3 primeros PCs
extrados de los cA.
El valor 43,89%, sombreado de azul, hace referencia al porcentaje de error
que se corresponde con el super vector utilizado en la Tabla 5.18 con el que
se obtiene el menor porcentaje de error con el conjunto de entrenamiento
(Training) con una particion de datos P3 (75% para entrenar y un 25% para
validar el modelo).
Las lneas que se observan (-), indican la ausencia del valor del porcenta-
je de error obtenido con dicho clasicador, ya que no mejora su desempe~no
o que simplemente la clasicacion no ha sido posible.
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Clasicacion oine \Ib"
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Tabla 5.19: Mejores resultados de la clasicacion oine con super vectores
entrenando con el conjunto de Training y testeando con el conjunto de Testing
de \Ib".
5.2.2.4. Resultados de la clasicacion online simulado, entrenan-
do con el conjunto de Training y testeando con el con-
junto de Testing de \Ib" utilizando super vectores.
La clasicacion en el escenario online simulado, sigue el mismo procedi-
miento realizado en el conjunto de datos de entrenamiento Training usando
la particion de datos P3, descrito anteriormente en el mismo escenario de
analisis. Se presenta una graca en la que es posible visualizar e identicar
que el tiempo optimo de deteccion de los eventos es menor a t = 4; 5 s.
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5.2.2.4.1. Clasicacion online simulado con una SVM con kernel
RBF y caractersticas obtenidas del nivel DC y la Integral. clau
En la Figura 5.9 se representa la clasicacion en el escenario online simu-
lado con una SVM con kernel RBF, cuyos valores de los parametros  y C
estan establecidos en 2 y 2 respectivamente.
El super vector de caractersticas esta formado por los valores del nivel DC
obtenidos de 8 segmentos de las se~nales de los canales 1 y 2 y los valores de
aproximacion al valor del area bajo la curva (integral) de los canales 1,2,3,4,6
y 7.
Como se puede observar, usando dicho clasicador, es posible detectar los
eventos de la \clase 0" y la \clase 1 ", con un porcentaje de error global de
39,95%, en un tiempo de t = 4; 0 s, lo que indica un ahorro en tiempo de
t = 0; 5 s.
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Figura 5.9: Clasicacion online simulado con SVM RBF. Super vector de
caractersticas compuesto por el valor DC y el valor de la Integral entrenando
con el conjunto de Training y testeando con el conjunto de Testing de \Ib".
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5.2.2.5. Resumen general de los mejores resultados en los esce-
narios oine y online simulado con los diferentes super
vectores del conjunto de datos \Ib".
En la Tabla 5.20 se puede observar un resumen general de los mejores y
menores porcentajes de error obtenidos en la clasicacion con los diferentes
super vectores, en los escenarios de analisis oine de las Tablas 5.18 y 5.19
y online simulado para el conjunto de datos \Ib".
Resultados generales clasicacion conjunto de datos \Ib"
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Tabla 5.20: Resumen general de los mejores resultados en los escenarios of-
ine y online simulado con los diferentes super vectores del conjunto de datos
\Ib" (Tablas 5.18 y 5.19)
Se puede observar en la Tabla anterior 5.20, los resultados obtenidos con
el conjunto de entrenamiento (Training) y la particion de datos P3 as co-
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mo los resultados alcanzados entrenando con el conjunto de entrenamiento
(Training) y testeando con el conjunto de test (Testing). Mostramos tambien,
el porcentaje de error obtenido por el Ganador de \BCI Competitions II" [2].
Tal y como se puede ver, el desempe~no en nuestra clasicacion usando el
super vector conformado por las caractersticas extradas con DWT y PCA,
entrenando con el conjunto de entrenamiento (Training) y testeando con el
conjunto de test (Testing) es de 37,78%. Aunque es un resultado malo, de-
bido en gran parte, a la alta complejidad de los datos, ya que son se~nales
tomadas de un sujeto con ALS, si logramos minimizar el porcentaje de error
con respecto al obtenido por el Ganador de \BCI Competitions II" [2] que
es de 45,60%.
De la misma manera que en el conjunto de datos \Ia", con el conjunto
de datos \Ib" obtenemos menores porcentajes de error en la clasicacion,
entrenando con el conjunto de entrenamiento (Training) y testeando con el
conjunto de test (Testing) en ambos escenarios de analisis.
Finalmente, en el analisis online simulado del conjunto de datos de \Ib",
nos podemos dar cuenta, que aunque fue posible identicar y detectar los
eventos (mover un cursor arriba y abajo de la pantalla de un computador)
en un tiempo inferior a t = 4;5 s que fue el proporcionado por \BCI Compe-
tition II", no fue posible minimizar el porcentaje de error en la clasicacion.
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Este TFM consta de dos partes fundamentales, la primera parte, un es-
tudio y analisis del estado del arte de los sistemas BCI, es decir, conceptos
especcos para adentrarse en BCI, tecnicas de neuroimagen, se~nales de con-
trol en BCI y tecnicas y metodos para extraer las caractersticas de las se~nales
cerebrales y su posterior clasicacion. Una segunda parte que tiene que ver
con el estudio, analisis y la aplicacion practica de dichas tecnicas y metodos
en el procesamiento de se~nales reales de EEG relacionadas con SCP.
5.3.1. Conclusiones generales del estado del arte
Los sistemas BCI se basan en la interpretacion de las intenciones del
usuario monitorizando su actividad cerebral. Existen varias tecnicas para re-
gistrar la actividad cerebral actualmente, EEG es un metodo no invasivo de
bajo coste, portatil y de facil uso, por lo que suele ser el metodo mas em-
pleado en estos sistemas. A partir del registro del EEG se pueden obtener
distintos tipos de se~nales adecuadas para controlar un sistema BCI, de las
cuales, las mas signicativas son: VEP, Potenciales Evocados P300, SCP y
Ritmos Sensoriomotores  y .
Los BCI basados en Ritmos Sensoriomotores y en SCP dependen de la
capacidad del usuario para controlar su actividad electrosiologica, como
puede ser la amplitud del EEG en una banda de frecuencia especca sobre
un area concreta de la corteza cerebral y requieren de un perodo de entre-
namiento intensivo. Un BCI basado en Ritmos Sensoriomotores se basa en
un paradigma de dos o mas clases de imagenes motoras o tareas mentales
que producen cambios en la amplitud de los ritmos sensoriomotores  (8-12
Hz) y  (16-24 Hz), registrados sobre la zona somatosensorial y motora de la
corteza cerebral. Los SCP son cambios lentos de voltaje generados sobre la
corteza cerebral, con una duracion variable entre 0.5 s y 10 s. Los SCP nega-
tivos, estan relacionados con la activacion cortical asociada a la realizacion
de movimientos y los SCP positivos, estan relacionados con la reduccion de
la activacion cortical. Ambos tipos de se~nales de control, son especialmente
utiles para los usuarios con estados avanzados de ALS o cuyos organos sen-
soriales se han visto afectados.
Los sistemas BCI basados en Potenciales Evocados P300 y en VEP de-
penden de la actividad electrosiologica evocada por estmulos externos y
no necesitan de una etapa intensiva de entrenamiento. El potencial P300 es
un pico de amplitud que aparece en el EEG aproximadamente unos 300 ms
134
despues de haberse producido un estmulo auditivo o visual poco frecuente.
Los potenciales evocados visuales se detectan en el EEG registrado sobre la
zona visual de la corteza cerebral tras haberse aplicado un estmulo visual
al usuario. Estos potenciales se hacen estables si la tasa de presentacion del
estmulo visual esta por encima de 6 Hz. Cuando el usuario enfoca su mirada
en una imagen que parpadea a una frecuencia determinada, es posible detec-
tar dicha frecuencia analizando el espectro de la se~nal EEG, ya que aumenta
la amplitud del SSVEP en la frecuencia de la imagen parpadeante y en su
segundo y tercer armonico. Estos tipos de se~nales de control pueden alcanzar
una alta velocidad de transferencia de informacion y mucho mayor que los
Ritmos Sensoriomotores y SCP.
Los sistemas BCI pueden clasicarse atendiendo a distintas caractersti-
cas como son su naturaleza invasiva, si necesitan de estimulacion externa,
por el tipo de caracterstica usada y, nalmente, si necesitan de un periodo
de preparacion anterior a la realizacion o no de la tarea mental. En cuanto a
la naturaleza de las causas que provocan los distintos patrones de actividad
cerebral que se pueden clasicar en endogenas y exogenas, se podra decir
que, todos los BCI necesitan de estimulacion externa y por tanto todos tie-
nen cierta naturaleza exogena. Los BCI publicados hasta la fecha usan la
tecnica del biofeedback, necesaria para una comunicacion plena. Por tanto sin
biofeedback, no hay posibilidad de comunicacion y sin estimulacion externa
no existe biofeedback.
El procesado de la se~nal se divide en tres etapas: extraccion, seleccion
y clasicacion de caractersticas. La extraccion de caractersticas selecciona
parametros que aportan informacion sobre la intencion del usuario. Para ello,
se emplean es este trabajo metodos en tiempo, en frecuencia y en tiempo-
frecuencia, como la WT, los modelos AR y PCA. El metodo de seleccion
determina que caractersticas aportan la informacion que permite discrimi-
nar mejor entre dos clases. Por ultimo, el algoritmo de clasicacion se encarga
de identicar el vector formado por las caractersticas seleccionadas con una
clase determinada y, a su vez, con un comando de control. Estos algoritmos
pueden ser tanto lineales como LDA y no lineales como SVM.
Existen diversas alternativas para la extraccion de caractersticas, ya sea
en el dominio del tiempo, en el dominio de la frecuencia, y/o en el dominio
de tiempo-frecuencia. Algunas son mas adecuadas que otras en funcion del
tipo de se~nal de control que se utilice y de las caractersticas que se quieran
resaltar.
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5.3.2. Conclusiones particulares respecto al analisis de
datos
Las conclusiones mas importantes que se derivan despues de realizar el
analisis de los datos y de aplicar las distintas tecnicas y metodos para extraer
y clasicar las caractersticas de los conjuntos de datos \Ia" y \Ib" en los
escenarios de analisis oine y online simulado se pueden resumir en los
puntos que se muestran a continuacion:
Al utilizar super vectores, que contienen caractersticas extradas con
las mejores tecnicas y metodos de extraccion, minimizamos las tasas
de error y obtenemos desempe~nos mas ecientes en la clasicacion.
Mediante la tecnica propuesta de analisis online simulado realizado
para los dos conjuntos de datos \Ia" y \Ib", fue posible minimizar el
tiempo para detectar los eventos (mover un cursor arriba y abajo de la
pantalla de un computador), logrando con ello, una mejora signicativa
en el dise~no de sistemas BCI en tiempo real, que requieren mejores
tiempos de respuesta (Ver columnas% Error/Tiempo, en las Tablas
5.17 y 5.20).
Tanto el analisis oine como el analisis online simulado, son necesarios
y complementarios para el dise~no de algoritmos efectivos en un entorno
real, en el que el usuario recibe feedback del sistema BCI.
Una vez realizado el estudio de las tecnicas y metodos en el procesado
de las se~nales de SCP en los conjuntos de datos \Ia" y \Ib" y se han
analizado los resultados obtenidos, hemos comparado con los resultados
suministrados por los Ganadores de \BCI Competitions II" [2], com-
probando que hemos conseguido mejorar el rendimiento tanto en \Ia"
como en \Ib" (Ver columnas% Error/ Tiempo, en las Tablas 5.17 y
5.20). El super vector utilizado por la SVM (RBF) en \Ia" es DC y
Varianza (5 Segmentos) (Canal 1 y 2) - Integral (Todos los 6 canales)
que ha generado un error de 10,25% versus 11,30% que es el error que
consiguio el ganador de la competicion. El super vector utilizado por
la SVM (RBF) en \Ib" es DWT(db4) - PCA(3 PCs) (Canal 1,2,3,4,6 y
7) que genero un error de 37,78% versus el error 45,60% obtenido por
el ganador de la competicion.
La extraccion de caractersticas usando un super vector conformado
por DC y Varianza (5 segmentos) (Canal 1 y 2) - Integral (Todos los 6
canales) con una SVM (RBF), parece ser un buen metodo en el anali-
sis online simulado en el conjunto de datos \Ia", ya que obtuvimos
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una tasa de exito al rededor de 91% optimizando el tiempo de res-
puesta del BCI. En un tiempo de t = 2; 3 s logramos detectar los dos
eventos (mover cursor arriba y abajo de una pantalla de computador),
consiguiendo un ahorro signicativo de t = 1; 2 s del tiempo total pro-
porcionado por \BCI Competition II" que es t = 3; 5 s (Ver Figura 5.6).
Con la misma estrategia de super vectores, en el conjunto de datos
\Ib", obtenemos un exito en la clasicacion alrededor de 60,05%. Con
un super vector, conformado por DC (8 segmentos) (Canal 1 y 2) - Inte-
gral (Todos los 6 canales) con una SVM (RBF), optimizamos el tiempo
de respuesta del BCI. Logramos detectar dichos eventos, en un tiempo
de t = 4; 0 s del total del tiempo propuesto por \BCI Competition II"
que es de t = 4; 5 s (Ver Figura 5.9).
En el conjunto de datos \Ia", el rendimiento de la clasicacion es bas-
tante bueno, teniendo en cuenta que las grabaciones de EEG y las
se~nales del cerebro son demasiado ruidosas y son no estacionarias. El
rendimiento de la clasicacion en el conjunto de datos \Ib" es malo, ya
que no hay un patron evidente para clasicar adecuadamente. Esto nos
demuestra que para las personas con ALS, se deben crear metodologas
especiales para el procesamiento de datos para su utilizacion efectiva
en BCI.
Las pruebas en el analisis oine consistieron basicamente, en determi-
nar los algoritmos de procesamiento, el tipo de clasicador y la eleccion
de los super vectores a utilizar en el analisis online simulado, para dife-
renciar satisfactoriamente los eventos (mover cursor arriba o abajo de
una pantalla de computador) contando con toda la se~nal de EEG en
su extension. En las pruebas realizadas en el analisis online simulado,
los resultados fueron emulados para obtener una estimacion de los re-
sultados como si el usuario hubiera utilizado el sistema en tiempo real.
En este escenario de analisis, las se~nales son analizadas y procesadas
por segmentos o trozos de un determinado tama~no en el tiempo (venta-
na). La ventana se va incrementando y desplazando a lo largo de toda
la se~nal de EEG con el objetivo de determinar el segmento mnimo y
optimo que nos permita detectar los eventos con el menor porcentaje
de error.
5.4. Lneas futuras
Como mejoras para un proyecto futuro basado en este, podemos proponer:
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Utilizar un modelo Autorregresivo Multivariable Adaptativo para el
dise~no de sistemas BCI online mas ecaces que permita obtener los
coecientes AR de las se~nales no estacionarias.
Teniendo en cuenta que la DWT es una herramienta con un alto po-
tencial para la extraccion de patrones caractersticos, utilizar dicha he-
rramienta en su forma recursiva, como es la transformada wavelet en
paquetes TWP, considerando el nivel de descomposicion, el tipo de
wavelet madre adecuada para el analisis y, nalmente, que bandas de
frecuencia de las generadas en el proceso de descomposicion wavelet
realmente determinan o contienen la informacion necesaria para detec-
tar los eventos de las se~nales de SCP.
Estudiar diferentes tipos de algoritmos ICA que permitan descomponer
los datos de las se~nales cerebrales de EEG eliminando los artefactos
oculares que estan inmersos en dichas se~nales.
Hemos manejado una SVM con un Kernel RBF, sin embargo hay mas
posibilidades como utilizar un Kernel cuadratico, polinomico o per-
ceptron multicapa.
Utilizar otros metodos de clasicacion que permitan determinar, a par-
tir de las caractersticas seleccionadas, a que clase de tarea mental per-
tenece una muestra concreta, tales como, Redes neuronales, K-vecinos
mas cercanos, Regresion logstica o Modelos de mezclas gaussianas.
Hacer un analisis mas explicito, en la estimacion del coste computacio-
nal de cada una de las tecnicas y metodos de extraccion de caractersti-
cas estudiados en este TFM.
Aplicar y demostrar que los algoritmos utilizados en el procesado de
las se~nales de SCP, as como la tecnica del analisis online simulado
podran ser apropiados para extraer las caractersticas en otro tipo de
se~nales de control, tales como, en los Potenciales Evocados P300, en los
SSVEP o en los ritmos  y .
Crear una interfaz que fuera completamente adaptativa y que contenga
clasicadores adaptativos online, con el proposito de suministrar feed-
back en ciclo cerrado a sujetos sanos inexpertos en las primeras etapas
de uso. Con ello, podra eliminarse las sesiones iniciales de entrenamien-
to sin feedback, por lo que disminuira el tiempo total de aprendizaje y
los sujetos seran capaces de encontrar una estrategia de funcionamien-









ALS: Amyotrophic Lateral Sclerosis
ANN: Articial Neural Network
AR: Autorregresivos
ARMA: AutoRegressive Moving Average Models
BCI: Brain Computer Interface
BSS: Blind Source Separation
CSP: Common Spatial Pattern
CT: Computerized Tomography
CWT: Continuous Wavelet Transform
DC: Direct Current
DET: Detection Error Tradeo
DFT: Discrete Fourier transform







ERD: Event Related Desynchronization
ERP: Event Related Potentials
ERS: Event Related Synchronization
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FFT: Fast Fourier transform
fMRI: functional Magnetic Resonance Imaging
FT: Fourier Transform
GSR: Galvanic Skin Response
ICA: Independent Component Analysis
ITR: Information Transfer Rate
k-NN: Nearest Neighbour






MRI: Magnetic Resonance Imaging
MTM: Thomson Multi Taper Method
NIRS: Near Infrared Spectroscopy
PC: Principal Component
PCA: Principal Component Analysis
PET: Positron Emission Tomography
PSD: Power Spectral Density
RBF: Radial Basis Function
ROC: Receiver Operator Characteristic
SCP: Slow Cortical Potential
SCI: Spinal Cord Injury
SNR: Signal to Noise Ratio
SPECT: Single Photon Emission Computed Tomography
SSVEP: Steady State Visual Evoked Potential
STFT: Short Time Fourier Transform
SVM: Support Vector Machine
TTD: Thought Translation Device
TFM: Trabajo de Fin de Master
143
VEP: Visually Evoked Potential
WT: Wavelet Transform
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