Motivation: In genetic association studies, linear mixed models (LMMs) are used to test for associations between phenotypes and candidate single nucleotide polymorphisms (SNPs). These same models are also used to estimate heritability, which is central not only to evolutionary biology but also to the prediction of the response to selection in plant and animal breeding, as well as the prediction of disease risk in humans. However, when one or more of the underlying assumptions are violated, the estimation of variance components may be compromised and therefore so may the estimates of heritability and any other functions of these. Considering that datasets obtained from real life experiments are prone to several sources of contamination, which usually induce the violation of the assumption of the normality of the errors, a robust derivative-free restricted-maximum likelihood framework (DF-REML) together with a robust coefficient of determination are proposed for the LMM in the context of genetic studies of continuous traits. Results: The proposed approach, in addition to the robust estimation of variance components and robust computation of the coefficient of determination, allows in particular for the robust estimation of SNP-based heritability by reducing the bias and increasing the precision of its estimates. The performance of both classical and robust DF-REML approaches is compared via a Monte Carlo simulation study. Additionally, three examples of application of the methodologies to real datasets are given in order to validate the usefulness of the proposed robust approach. Although the main focus of this article is on plant breeding applications, the proposed methodology is applicable to both human and animal genetic studies. Availability and implementation: Source code implemented in R is available in the Supplementary Material.
Introduction
The extent to which a phenotype is genetically determined, i.e. its heritability, can be inferred from traditional breeding or pedigreebased approaches. In recent years, with the advent of dense wholegenome sequence data, it has become feasible to estimate heritability based on the proportion of phenotypic variance explained by genotyped single nucleotide polymorphisms (SNPs; SNP-based heritability; de los Campos et al., 2012; Staton-Geddes et al., 2013) , an approach that has advantages over traditional pedigree-based techniques because it allows for the use of apparently unrelated individuals (Speed et al., 2012; Yang et al., 2010) . This measure is essential both in plant and animal breeding studies since it determines the response to selection and reflects the breeding potential of a trait, which in turn helps to improve yield and other agronomic/animal traits of interest. In human genetics, heritability is important for evaluating the potential to predict genetic risk for disease and for comparing traits across groups and populations (Reimherr and Nicolae, 2016) . Accurate estimation of heritability is thus of great importance, not only for the success of breeding programmes and human genetics studies but also for the sake of the ongoing debate on missing heritability (Zuk et al., 2012) .
In genetic association studies of continuous traits, linear mixed models (LMMs) are used to test for associations between phenotype and candidate SNPs via a single-SNP analysis where SNP enters the model as a fixed effect. These models are also the underlying statistical framework for the estimation of SNP-based heritability which is computed based on the LMM estimated variance components (SNPs entering the model only in the random effects component). The LMM has, however, several key assumptions (Laird and Ware, 1982) and care must be taken when, in particular, the presence of data contamination (outliers) induces the violation of the assumption of the normality of the errors, since not only results from the association analysis may be biased (Lourenc¸o et al., 2011) but also both variance components estimation and the coefficient of determination may be compromised (Demidenko, 2013; Rousseeuw, 1984) . In general, it is known that procedures based on the likelihood can be negatively influenced by the presence of even a single outlier (Huber, 1964) . Real life experiments produce data with unusual observations which are not necessarily measurement errors. For example, in plant breeding studies outliers may arise from inherent characteristics of the studied genotypes, environments or even years (Bernal-Vasquez et al., 2016; Estaghvirou et al., 2014) . Therefore, not only is it important to validate the assumptions of the model used to analyse the data, but it is also of major importance to either adopt and/or develop alternative approaches that are able to provide reliable results when the data deviates from modelte core premises (e.g. non-linearity, Fusi et al., 2014; correlated and heteroscedastic errors, Jacqmin-Gadda et al., 2007) .
Robust procedures are designed to minimize the effects of outlying observations on, e.g. parameter estimation (Rodrigues et al., 2016) , testing procedures (Copt and Heritier, 2007; Lourenc¸o et al., 2011; Lourenc¸o and Pires, 2014) and goodness-of-fit measures (Brys et al., 2008) . A goodness-of-fit measure of interest that can be seriously affected by data contamination is the classical coefficient of determination (Croux and Dehon, 2003; Rousseeuw, 1984; Rousseeuw and Croux, 1993) . In the simple linear regression model, robust methods have been proposed to tackle normality violations as well as other model misspecifications and we can find, in the context of robust linear regression, several robust alternatives to the classical coefficient of determination (Maronna et al., 2006; Renaud and Vitoria-Feser, 2010) . Still, generalizing the concept of R 2 from the general linear multiple regression model to the context of a LMM is not straightforward. One popular measure that leans on the log-likelihood was presented by Magee (1990) . However, the likelihoods of LMMs with different fixed effects structures cannot always be compared when models are fitted by restricted maximum likelihood (REML; Pinheiro and Bates, 2000) . Using maximum likelihood (ML) estimation overcomes this problem but on the other hand variance component estimates will be more biased (Pinheiro and Bates, 2000) . Magee'a proposal was compared with several others by Sun (2006) and Sun et al. (2010) in the context of also several LMMs, one of which is the genetic association model proposed by Yu et al. (2006) . Sun et al. (2010) used a maize and an Arabidopsis dataset in their comparisons and concluded that the proposal of Magee (1990) was the most useful R 2 -type statistic and the one that made most sense amongst all the R 2 -type statistics considered. Kramer (2005) also recommended its use as a measure of goodness of fit because it can be easily calculated (see a recent review in Edwards et al., 2008) . More recently Nakagawa and Schielzeth (2013) proposed a coefficient of determination for the variance explained by the fixed factors (marginal) and a coefficient of determination for the variance explained by both the fixed and random factors (conditional). Not only do these coefficients address many of the handicaps of other suggested alternatives in the literature but they are also easily computable (see Nakagawa and Schielzeth, 2013 for a more detailed discussion). Additionally, not being likelihood-based goodness-of-fit measures, these R 2 -type measures have the advantage that they may be used to compare models fitted by REML. Nevertheless, these coefficients, being computed from estimated variance components, are subject to bias.
Derivative-free (DF) algorithms are most popular in variance component estimation by REML in animal breeding (Graser et al., 1987; Meyer, 1988 Meyer, , 1989 . The main reason is that they require only the computation of the REML log-likelihood function in addition to a maximization algorithm to locate its maximum. In this way, the direct inversion of the coefficient matrix of the mixed model equations, whose size can equal the total number of levels of all fitted random effects, can be conveniently avoided. Although DF-REML methods were proven most suitable for univariate analyses (Meyer, 1994) , it has also been shown that they can be computationally expensive and/ or inaccurate in multi-trait analyses in which case it has been suggested that second-derivative algorithms (e.g. Newton-Rapshon, modified Newton-Raphson EM or other) are highly advantageous (Meyer and Smith, 1996) . In the specific case of our application, the use of DF-REML is adequate and presents the additional convenience that it can easily be robustified by appropriately pluging-in robust estimators in the optimization procedure.
Aside of robust variance components estimation, we additionally propose robust versions of the marginal and conditional coefficients of determination of Nakagawa and Schielzeth (2013) and an alternative formulation for the estimation of pointwise SNP-heritability defined in Yang et al. (2014) . The performance of both the classical and robust DF-REML approaches is assessed via a Monte Carlo simulation where several plausible contamination scenarios are considered. Three examples of application, which comprise two real maize datasets and one rye dataset, are given to assess the practical adequacy of the robust method.
The remainder of the article is organized as follows. In Section 2, we describe the datasets of our application, present the robust DF-REML estimation framework, formulate the LMM used in genetic association studies and discuss heritability estimation. In Section 3, we describe the Monte Carlo simulation and define how model comparison is achieved. In Section 4, we present the results for the simulation study and apply our methodology to the real datasets, and in Section 5 we present the discussion.
Materials and methods

Datasets
In this section, we present three real plant datasets that are typical of applications in the plant sciences in terms of design and size.
As a first example of application, the Maize dataset of Weber et al. (2008) is considered. The plant data, obtained from a completely randomized design, conducted between 2004 and 2005 in a research station in Mexico, consists of a continuous phenotype (female ear length) observed for 493 teosinte plants (maize ancestor), 61 candidate SNPs (genetic markers), a kinship matrix to correct for recent coancestry or familial relatedness and a 10 principal components matrix to account for population structure (Zhao et al., 2007) . This dataset was recently revisited by Lourenc¸o et al. (2011) and Lourenc¸o and Pires (2014) where some observations were identified as possible outliers.
The second dataset is the Maize population described by Zhang et al. (2010) and by Yu et al. (2006) . The plant data consists of three continuous phenotypes (ear diameter; ear height; and days to pollination) observed for 277 diverse maize inbred lines, generally belong to one of four groups recognized by plant breeders (stiff stalk, nonstiff stalk, tropical/subtropical and mixed), representing the diversity present in public breeding programmes around the world (FlintGarcia et al., 2005) . The trait mean between the field tests conducted in Clayton, NC, USA (summer nursery) and Homestead, FL, USA (winter nursery) in 2002, was used in this study. This data includes 553 SNPs with a minimum frequency of 0.1 in the 277 maize inbreds, 5 principal components derived for this SNP dataset (matrix W) and a Kinship matrix K (calculated from either a set of genetic markers or pedigree). No information was found regarding possible data contamination in this case.
For our third application we consider a Rye dataset obtained from the KWS-LOCHOW project described by (Bernal-Vasquez et al., 2014 , 2016 . The MET data consists of 320 genotypes tested between 2009 and 2011 at several locations in Germany and Poland, considering a designs (designs with complete replicates, which are subdivided into incomplete blocks; John and Williams, 1995) with two replicates. Each trial was randomized independently from the others. The field layout of some trials was not perfectly rectangular. Some trials at a given location and year had fewer blocks but larger size, i.e. there were two different block sizes within a few trials. Blocks were nested within rows of the field layout. This dataset has 16 atypical observations of yield which were pinpointed by the breeder as outliers. Additionally there is also one genotype for which no value of yield was observed. For the purpose of our example we will consider the raw/full dataset and a cleaned dataset where the following observations are removed: (i) 16 pinpointed outliers; (ii) one genotype with unobserved value of yield; and (iii) two additional genotypes for which no information in the genomic relationship matrix (GRM) is available.
Robust estimation in the LMM
In this section, we will use the standard DF-REML layout to introduce our plug-in robust derivative free estimation proposal, which involves the plug-in of robust estimates of scale in the optimization procedure.
We consider the general LMM
where y nÂ1 is a vector of observations, X nÂ pþ1 ð Þ is the design matrix for the fixed effects (intercept included), b pþ1 ð Þ Â 1 is the vector of unknown fixed effects, Z nÂq is the design matrix for the random effects, u qÂ1 $ N 0; G ð Þ is the vector of unknown random effects and e nÂ1 $ N 0; R ð Þ is the vector of random errors. This model also assumes that cov u; e ð Þ¼ 0 and as such we have that y $ N Xb; ZGZ 0 þ RÞ: ð In general, G and R are unknown. Often, however, it is assumed that all the diagonal elements of R are equal and that all offdiagonal elements are zero, i.e. R ¼ r 2 e I, with r 2 e a residual variance that needs to be estimated, which means that the errors have equal variances and are mutually uncorrelated. Setting R ¼ r 2 e I usually constitutes an approximation to the structure of the error variance but, in the context of genomic selection in plant breeding, might have the advantage of accounting for possible unexplained genetic variance, which can be absorbed by the error variance (Piepho et al., 2012b) . We point out that in particular in the case of our two maize datasets this assumption is perfectly tenable because there was only a single plot observation per genotype for the first and genotype means in the second were simple means across two environments.
We henceforward consider that R ¼ r 
where var y has the direct formulation
Replacing this expression in (3) we get the REML profile-loglikelihood
Formulation (4) requires the inversion of the variance-covariance matrix U which is usually non-diagonal and high dimensional (its dimension equals the number of individuals which in genetic breeding studies can reach from few hundreds to even thousands; Mrode, 2000; Searle, 1971) . Direct inversion, even if possible, must be avoided due to numerical instability, and the use of a matrix decomposition, such as the Cholesky decomposition, is recommended (C ızkov a and C ızek, 2012). In this case, if U is a symmetric positivedefinite matrix (which implies that U is also symmetric positivedefinite), one can take the inverse of the Cholesky decomposition of
, and transform model (2) to
where It can be shown that the log-likelihood of (6) has the same formulation as (3). Moreover, the estimate of the residual variance given by
is equivalent to (4). This estimator of scale is used in the DF-REML method to provide an initial estimate of scale in the optimization process (in this case the minimization of the profile-log-likelihood (5)) upon which h is also estimated (Graser et al., 1987; Meyer, 1989) . In the case of the robust DF-REML (technical details in Supplementary Appendix S1), initial robust estimates of scale need to be considered, e.g. the Huber's proposal II (Huber, 1964) , the robust location-free scale estimate of Rousseeuw and Croux (1993) or other robust estimates of scale. In this work only the two former robust estimators of scale are contemplated, providing the robust approach with different compromises between robustness and efficiency. In particular, Hubercu proposal II is known to tolerate up to 26% contamination, i.e. has a 26% break down point (BP), having a Gaussian efficiency of 96%, whereas the other presents a BP point of 50%, which is the best possible one, but has only 82% Gaussian efficiency (Huber, 1964 (Huber, , 1981 Rousseeuw, 1984; Rousseeuw and Croux, 1993) . Other compromises are possible between robustness and efficiency, e.g. by considering other robust estimators of scale.
After h has been robustly estimated, we compute the robust estimated b U and b D matrices and subsequently recalculate a robust estimate of r 
M-regression is used to robustly estimate the vector of fixed effects b via the fit of the model
where
and thus
e IÞ: À More detail on the robust estimation of the fixed parameters b can be found in Supplementary Appendix S1. Nakagawa and Schielzeth (2013) proposed a general method for obtaining R 2 from generalized linear mixed-effects models. They defined a coefficient of determination for the variance explained by the fixed factors, marginal R 2 m , and another for the variance explained by both the fixed and random factors, conditional R 2 c . Those coefficients rewrite in the LMM as
A robust coefficient of determination for the LMM
where r 2 e is the residual variance, r 2 is the unknown genetic variance and r 2 f is the variance calculated from the fixed effect components of the LMM, which can be estimated by the sample variance of the elements of the vector X b b, i.e. by b r 2 f ¼ varðX b bÞ without degrees-offreedom correction (Snijders and Bosker, 1999 ).
In the case of the robust DF-REML approach we propose to estimate r 2 f using the robust location-free scale estimator Qn of Rousseeuw and Croux (1993) , the Huber M-estimator of scale (Huber, 1981) , or other robust estimator of scale. These should be chosen according to the robust estimators of scale used in (7). The two former estimators are implemented in R packages MASS and robustbase, under the functions hubers() and Qn (), respectively. Using these functions, robust estimates of r 
LMMs in genetic association studies
In the case of genetic association studies of quantitative traits we consider the linear mixed effects model proposed by Yu et al. (2006) , which assumes a single observation per genotype and is given by
where y is the vector of phenotypic values; Xb ¼ l þ Wa þ Sc with W a matrix derived from principal component analysis (to help correct for population structure), a is a vector of fixed effects regarding population structure, S a matrix of SNP genetic marker covariates, and c is the fixed effects vector for the candidate SNPs; I is the identity matrix and u $ N 0; 2r 2 K À Á is a vector of random genetic effects correlated according to recent coancestry (reflects the polygenic background), with K a kinship matrix that quantifies the proportion of shared alleles (coancestry matrix; defines the degree of genetic covariance between pairs of individuals; equals 1/2 of the numerator relationship matrix) and r 2 is an unknown genetic variance; Model (10), where primary interest lies in SNP effects and therefore the random effect is used only to help overcome counfounding due to population structure and cryptic relatedness, is very popular both in candidate-gene and genome-wide plant genetic studies (Weber et al., 2008; Yu et al., 2006; Zhang et al., 2010) , animal genetics (Daetwyler et al., 2008; Jiang et al., 2010; Zhang et al., 2010) and human genetic studies (Yang et al., 2014; Yu et al., 2006; Zhang et al., 2010) .
Additionally, with the availability of dense genome-wide SNPs, there is also a growing interest in the estimation of SNP-based narrow-sense heritability, which is a measure that reflects the proportion of phenotypic variance that is due to additive genetic effects. As mentioned in the introduction, estimation of narrow-sense heritability is crucial in plant and animal breeding for determining the response to selection and in human studies for evaluating the potential to predict genetic risk for disease, among other things. These estimates are obtained from LMMs considering random additive genetic effects with covariance structure obtained from the SNP markers (Hartwig, 2013) . More precisely, the SNP-based narrowsense heritability on a plot basis, also referred to as chip heritability (Speed et al., 2012) , can be estimated via the fit of the standard infinitesimal model
by
where r 2 and r 2 e are the genetic additive and residual variances. Note that here: (i) W are optional non-genetic covariates and can therefore just be a general mean; (ii) only a single observation per genotype is considered; (iii) u $ N 0; r 2 G À Á , with G a genetic/GRM; and (iv) e $ iid N 0; r 2 e I À Á . Note also, that the formulation of (11) differs from the one of (10), in the sense that in the first model, the fixed effects component comprises, aside from the intercept, a genetic component (SNPs), whereas in the second model the fixed effects component admits only non-genetic covariates with the genetic information going straight to the random effects component. The error covariance structure of this model is typically what we find in human studies (Marshall et al., 2013; Yang et al., 2010 Yang et al., , 2014 . In animal breeding studies it is found in the context of a simple univarite animal model with a single fixed effect (general mean) and a single random additive genetic effect (Graser et al., 1987; Guo et al., 2014; Wilson et al., 2010) . In plant breeding it is relevant in the case of a single-trial experiment with a single observation per genotype (Kruijer et al., 2015) . Also, still in this context, model (11) can be extended to the case of a single-trial balanced randomized complete block design experiment with r replicates, in which case e $ iid N 0; r 2 e r À1 I À Á . In this case an estimate of SNP-based heritability is taken as
which is also regarded as an ad hoc approximation of heritability in the case of incomplete block designs where genotypes are assumed to be uncorrelated (Estaghvirou et al. (2013) ; Method 1).
Often there is also interest in quantifying the pointwise SNPheritability, h 2 SNP , which refers to the proportion of phenotypic variation that is explained by the test SNP. In this case Yang et al. (2014) 
A two-stage approach
In plant breeding studies a two-stage approach (Piepho et al., 2012a; Schultz-Streeck et al., 2013) is usually used to predict true breeding values (TBVs; g) that are then used to estimate heritability and predictive accuracy upon which genomic selection is performed. In the first stage, the LMM
is fitted in order to estimate the adjusted means for the testcross genotypes, where y is the vector of the observed phenotypic plot values, X is the design matrix for genotype means, l is the vector of unknown genotypic means and f is a vector that combines all the fixed, random design and error effects (replicates, blocks etc.). In the second stage, the genotypic means b l estimated at the first stage are used as a response variable for computing the TBVs g via the fit of the LMM
where / is the general mean, g $ Nð0; r 2 g GÞ is the vector of random effects, with G a GRM, and e $ N 0; R ð Þthe residual error, where R is the estimated variance-covariance matrix of adjusted means from the first stage.
Because in this case an independent estimate of R is available from the first stage analysis, a linear transformation of model (17) by means of the spectral decomposition of R À1 can be performed as:
where a square symmetric matrix L R can be found such that Piepho et al., 2012b) . This model is equivalent to model
where now, small when compared with the diagonal values, then Equation (13) can be used to compute an estimate of narrow-sense heritability (Estaghvirou et al., 2013; Piepho and Mö hring, 2007) . Otherwise, Oakey et al. (2006) suggested the computation of a generalized narrow-sense heritability as
where the f i are the eigenvalues of I n À P 1n ð Þ G Ã , with P 1n the projection matrix onto 1 n . The robust DF-REML estimation method described in Section 2.2 is presented via a step by step algorithm in Supplementary Appendix S2, for the estimation of variance components in the LMM with only one random effects variance component, which is the case of models (10), (11), (17) and (18). Throughout the text, the acronym DF-REML-h and DF-REML-Qn refers to the robust DF-REML methods which consider the robust estimates of scale of Huber (1964) and Rousseeuw and Croux (1993) , respectively, in both the estimation procedure and the computation of the coefficients of determination. The acronym DF-REML refers to the classical DF REML estimation procedure.
Monte Carlo simulation study
In order to compare the performances of both classical and robust approaches, a simulation study is performed considering both contaminated and non-contaminated data.
The phenotypic data are generated from known population structure, genetic effects and residual effect, based on an adaptation of the second scheme of the simulation study of Zhang et al. (2010) where now, for the simplicity of the simulations, no dominance nor epistatic genetic effects are contemplated. The dataset considered in the simulations is also the maize data of Zhang et al. (2010) described in Section 2.1. The simulated phenotypic data are obtained according to the model (no intercept included)
where: (i) a and b are the fixed effects vectors; (ii) W is a matrix of principal components computed from the SNP data in order to account for population structure; (iii) S is a matrix of SNP(s); (iv) I is the identity matrix; (v) u ¼ Zu Ã with u , where varðÞ refers to the sample variance of the elements of the vector provided as argument. So that the contamination scheme presented in the next paragraph may be used, after being generated, the vector of phenotypes y is centered and scaled to have mean equal to 0 and variance equal to 1, respectively. Because a common and natural way of defining H 2 is in terms of the coefficient of determination, in this case the data is generated so that SNP-based broad-sense heritability H 2 is equivalent to R 2 c (Equation 9) and thus the variance of the random errors is simply taken as
H 2 . It should be noted that in the case of unbalanced data in general, there are alternative definitions of heritability which do not necessarily coincide with the one used here, though they usually give very similar answers.
Our primary outliers of interest are shift-outliers where the good data is considered to be standard normally distributed and the bad data are normally distributed with a shifted mean. Here only the asymmetric case, i.e. one tail contamination, is considered since it is known to be the most damaging. Bad data are thus generated from a Gaussian distribution N k; 1 ð Þ with k > 0. We also take a brief look at outliers whose variance is multiplied by k, i.e. data generated from a N 0; k ð Þ distribution. In particular, when k is very small, this type of contamination is known in the literature as point-mass contamination. More detail can be found in Rocke and Woodruff (1996) .
The simulation, which assumes that no epistatic effects are present, encompasses the following settings:
• 1 SNP contributing to the quantitative trait/phenotypemotivated by the fact that in genetic association studies of quantitative traits researchers are mostly interested in the results from the Single-SNP analysis; this SNP is randomly selected from the whole SNP dataset throughout the simulation replications; • Five principal components in W;
• for simplicity a ¼ 1 and b ¼ 1 are considered, which translate to a small SNP effect; • several levels of trait heritabilities H 2 : 0.15, 0.3, 0.45, 0.6 and 0.75-covering from low to high heritable traits; • three contamination scenarios:
(A) k-unit shift-outlier contamination with k ¼ 5, 6, 7, 8, 9 and 10, (B) point-mass outlier contamination. i.e. k ¼ 1=100, (C) increased variance contamination with k ¼ 1.5 and 2.5; • percentages of data contamination of 1, 2, 3, 4 and 5%;
• 1000 replications for each scenario.
The R routine developed in this work and used to generate the data is available in the Supplementary Material as function phenotype(). The robust methods are available in the supplementary material under the function r.REML(). Classical analysis is performed using the R routine lmekin() from the R package coxme where a DF REML method is already implemented.
Method comparison
The estimates of the variance components obtained from the classical and robust fits are compared via box-and-whisker plots based on the 1000 Monte Carlo simulations. Here, because there are as yet no generally accepted methods for constructing confidence intervals for robust variance estimators (Maronna et al., 2006) , these are not reported.
The R 2 c values computed by the two methods are compared with the true values of H 2 using box-and-whisker plots and summary tables, also based on the 1000 Monte Carlo simulations. Moreover, the mean squared deviations (MSDs) between observed R 2 c and true H 2 across simulations and heritabilities are computed:
where m is the number of simulations and l the number of H 2 scenarios. It is expected that in the non-contaminated data scenarios, the methods perform similarly and that in the contaminated data scenarios, differences arise between the methods.
Results
In the next subsections, the results from the simulation study are summarized. The complete results with detailed discussion can be found in Supplementary Appendix S3. In order to alleviate concerns regarding the computational burden of the robust approach, it should be noted that the robust DF-REML methods took no longer than one second to fit each LMM throughout all the simulation scenarios.
Monte Carlo simulation study-variance components estimation
In terms of variance components estimation (Supplementary Figs S1-S12), simulation results show that all methods perform better in the case of high simulated heritabilities. In the case of lower heritabilities, the variance of the random effects is slightly overestimated and the variance of the residual errors is slightly underestimated by the methods. In both cases, and referring to the robust approaches, DF-REML-Qn is outperformed by DF-REML-h. We acknowledge that point-mass contamination is not problematic to the classical approach. When considering shift-outlier contamination, and in contrast to what happens with the classical approach, the robust DF-REML-h method is able to keep a good performance. . In all, the three methods can be considered adequate for heritability estimation as can also be confirmed by the observed values of MSD R 2 c which are close to zero. In particular, it should be noted that the performance of the methods improves with the increase of heritability. Again, DF-REML-Qn is outperformed by DF-REML-h for lower heritabilities.
Monte
In the case of the contaminated datasets (Supplementary Tables S1-S10; Supplementary Figs S13-S23), the shift-outlier contamination scenario shows the greatest differences between methods, with a poor performance of the classical approach, the DF-REML-h being slightly better for lower percentages of contamination and the DF-REML-Qn coming slightly better for higher percentages of contamination (Fig. 1) . The computation of the MSDs further confirms this assessment (Fig. 2) .
Monte Carlo simulation study-estimation of narrow-sense heritability, h 2
In terms of heritability estimation (Supplementary Figs S24-S30) , simulation results show that with non-contaminated datasets, DF-REML and DF-REML-h perform similarly, with the latter having boxplots showing a bit more dispersion and slight larger interquartile range (IQR) as is already expected from robust approaches, and that when contaminated data are considered, in general, the robust DF-REML-h method performs better than the other methods across all contamination scenarios.
Monte Carlo simulation study-pointwise SNPheritability, h 2 SNP
With respect to the non-contaminated datasets, Supplementary Figure S31 shows that for moderate to high levels of simulated heritabilities, the boxplots relative to Equation (14) are uncentered on the threshold in contrast with what happens in general with the ones obtained via Equation (15). Additionally, the formulation given by Equation (14) produces estimates of h 2 SNP with larger IQR and greater dispersion than the ones obtained via Equation (15). These results indicate that the proposed formulation (15) may be a more reasonable approach to pointwise SNP-heritability estimation. Specifically, the new proposal produces estimates with much smaller IQRs, IQR areas almost always overlapping the threshold line and little to very little dispersion across the simulated scenarios.
When non-contaminated data are considered, DF-REML and DF-REML-h methods deliver similar performances with DF-REML-Qn showing a slight poorer performance. Throughout the contaminated data scenarios [Supplementary Figs S32-S37; Equation (15) results only], contamination affects the three methods in a similar fashion, i.e. by increasing the dispersion of the boxplots and their IQRs, although with the IQRsou areas still overlapping the threshold. The reason why there is no visible improvement from the robust methods in the estimation of pointwise SNP-heritability in these scenarios, when compared with the classical results, might be explained by the occurrence of a cancellation effect that follows from the construction of the estimation method itself.
Real data examples
4.5.1 Maize dataset 1 As a first example of application, the Maize dataset of Weber et al. (2008) , described in Section 2.1 is considered. Variance components estimation and the coefficients of determination. Table 2 displays the results of the classical (DF-REML) and robust (DF-REML-h) fits of model (10), relative to the estimation of variance components and the computation of marginal and conditional R 2 , considering the SNPs declared significant by Weber et al. (2008) .
Regarding the estimated variances of the random effects (b r 2 ) no trend is observed between both classical and robust approaches, which is in accordance with the simulation results ( Supplementary  Figs S1-S6 ). Concerning the variances of the residual errors (b r 2 e ), the robust estimates are always smaller than the classical, being consistent with the simulation results, in particular with the shift contamination scenarios (Supplementary Figs S8-S10) . When removing the six outliers from the data, the estimated residual variances from the classical approach decrease between 11 and 16%, not only getting closer to the robust ones but also, with the exception of one case, showing smaller values (DF-REML *; Supplementary Table S12) .
Although the R 2 reported by the authors are also shown, they are not directly comparable to the former because the model used by the authors to compute these R 2 was a general linear model and not a LMM as in (10). In this respect, results displayed in Table 2 show a degree of disagreement between classical and robust approaches what hints to possible data contamination. In fact, all the residuals from the classical single-SNP fitted models fail to pass the normality tests of Shapiro-Francia (SF) and Shapiro-Wilks (SW) showing lefttailed distributions ( Supplementary Fig. S38 ) which in turn are consistent with shift-outlier contamination. Despite the fact that this dataset was shown by Lourenc¸o et al. (2011) and Lourenc¸o and Pires (2014) to have around 1% of data contamination, amongst which a couple of evident shift outliers, the existence of other types of outliers was and is not excluded. For example, inliers are outliers that fall within the distribution of the bulk of the data and are therefore usually undetectable either by a visual inspection of the residuals of the fitted models and/or by outlier tests. Table 2 also shows that the robust R 2 m are ' 1:3 to 1.5 times smaller than the classical R 2 m . Given that in the case of complex traits, SNPs usually have individual low effect on the phenotype, the robust results seem more plausible. Indeed, when the group of six outliers detected by Lourenc¸o et al. (2011) are removed from the data (amongst which there are one left and one right tail extreme observations), not only do the residuals of every classical single-SNP model pass both the SF and SW normality tests ( Supplementary Fig.  S39 ), but also the observed marginal R 2 m decrease between 11% and 22%, getting closer to the ones reported by the robust approach (DF-REML *; Table 2 ). The robust R Tables S2 and S9 ). The removal of the outliers from the data does not bring any trend to light as to what concerns the conditional classical and robust R 2 .
In all, with the exception of the conditional R 2 , every estimated variance components and marginal R 2 by the classical fit of model (10) got closer to the robust estimates when outliers were removed from the dataset. Narrow-sense heritability estimation ( b h 2 ). Here, the estimates of narrow-sense heritability are computed using formulation (19) because in this case the values of the off diagonal elements of the kinship matrix K are not small enough when compared with its diagonal values. The classical and robust fits of model (11) (10), both the SF and SW normality tests on the residuals of the classical fit of model (11) gave a P-value 0.0007, meaning that there is clear violation of the normal distribution of the errors which in turn helps to explain the differences observed between results, specially at the level of R Despite the fact that the estimate of narrow-sense heritability does not change much, it approximates the robust one. Moreover, all the other estimates are now smaller than previously observed and also much closer to the robust ones.
Pointwise SNP-heritability estimation ( b h 2 SNP ). Supplementary  Table S12 shows the computed pointwise SNP-heritabilities obtained from the classical and robust fits of model (10) as well as the ones computed considering the classical fit without the six outliers.
Observed negative values appear in the Table in red color and should be interpreted as zero Equations (14 and 15).
As seen in the simulations, the range of the estimates produced by the formulation in Equation (15) is smaller than the one produced by Equation (14). Additionally, the values given by the robust method using the proposed formulation (Equation 15 ) are all positive with SNPs PZD00073.5, PZD00022.3 and PZD00006.1 showing estimated b h 2 SNP of 1:2; 1:3 and 2.2%, respectively. Because all the estimates given by the classical model without the outliers are negative (Supplementary Table S12 ; DF-REML Ã ; Equation 15), and are therefore interpreted as 0% contribution of the SNP to the phenotypic variation, the results from the robust approach seem more plausible. In particular, we refer to the fact that SNPs PZD00022.3 and PZD00006.1 were the ones from this lot of six, which were declared significant by the robust fit in Lourenc¸o et al. (2011) .
Maize dataset 2
The second maize dataset is the one of Zhang et al. (2010) , used in the Monte Carlo simulation study (Section 3) and described in Section 2.1. The analysis of this dataset shows that the use of the robust approach, which allows for the estimation of the parameters of interest without discarding any information, is not only helpful in the identification of outliers but also provides similar results to the classical ones when those outliers are removed from the data. Detailed discussion of the analyses can be found in Supplementary Appendix S4.
Rye dataset 3
For our third application we consider one trial from the Rye dataset described in Section 2.1. The analysis of this dataset involves a preliminary first stage analysis as in model (16), where estimates of the genotypic least-squares means are computed as well as the variancecovariance structure of the errors. After rotating the data as described in Section 2.5, both classical and robust fits of model (10) are performed (second stage analysis; Equation 17) and variance components estimation performance is compared. Besides a small difference in the estimated genetic random effects variance component, no other major differences are observed between the results from both approaches. The removal of the outliers, however, produces a decrease in more than half in the classical estimate of this variance component, and gets the estimate of the residual variance closer to the robust one. Nevertheless, because the behaviour of the robust method under perturbation of the random-effects variancecovariance structure is unknown (not studied here), it might well be that the robust approach is unable to control for this source of contamination. Detailed discussion of the analyses can be found in Supplementary Appendix S4.
Discussion
In this article, we propose a robust generalization of the standard DF-REML layout for variance components estimation in genetic studies involving continuous phenotypes. This framework, where the user is able to specify the level of compromise between robustness and efficiency, allows for the robust estimation of the unknown parameters of the linear mixed effects model when small departures from normality, produced by data contamination, occur. The robust method, ideally suited for the routine analysis of breeding trials where there is little time for intervention on part of the user (e.g. for detailed scrutiny of hundreds of residual plots to diagnose outlier), performs similarly to the classical when the data are clean and outperforms in general its counterpart when the data are contaminated. This outperformance is more visible when shift contamination is considered, and becomes greater with the increase of the levels of heritability as well as the increase of the percentage of data contamination. In addition, the robust estimation of variance components results in more accurate coefficients of determination and estimates of heritability. Moreover, the robust framework also provides an adequate setting to: (i) perform outlier detection, hence circumventing the swamping and masking effects that occur when classical estimation is performed (Lourenc¸o and Pires, 2014; Rousseeuw and Leroy, 2003) ; and (ii) perform association testing between SNP-markers and phenotypes, thus increasing the power of the tests while at the same time controlling for the false discovery rate (Copt and Heritier, 2007; Lourenc¸o et al., 2011) . Another important remark is that, as its classical counterpart, the robust framework may also benefit from the use of techniques that improve the accuracy of the estimates, e.g. correction for linkage disequilibrium via the inclusion of a weighted kinship matrix (Speed et al., 2012) . The analyses of the real datasets and the differences observed between classical and robust results brought to light some data problems which resulted, in particular, from the violation of model's assumptions like the normality of the errors (all datasets), normality of the random effects (rye dataset) and possibly the homoscedastiticy of the variance of the errors (maize dataset 2). Although some outliers were identified and removed for a new classical analysis, which now complied to model's assumptions, still some differences in results from the classical and robust methods remained. Those differences might be explained by the presence of imperceptible or not easily detected outliers, which do not impact assumptions but might have a disproportionately strong influence on estimation. Two examples of such outlying observations are: (i) inliers, which are erroneous observations that fall within the distribution of the bulk of the data, thus close to the mean, but which have their own distribution (Akkaya and Tiku, 2005) ; and (ii) fringeliers, referred in the text as borderline outliers, which are points that lie near three standard deviations from the mean (Wainer, 1976) . Additionally, the rotation of the data in the third example allowed for the correction of the violation of the normality assumption from the first stage to the second stage but introduced in the latter a perturbation in the variance-covariance structure of the random effects that translated to the violation of the assumption of the normality of the random effects. Although the removal of the flagged outliers was not enough to completely correct for this problem and still great disagreement between classical and robust results was observed, the direct comparison of the results produced from both classical and robust DF-REML approaches not only allows the researcher to better assess the quality of the estimation but at the same time also helps identify data problems.
To conclude, although the statistical framework considered in this work assumes balanced data and independent errors, which is what is implicitly assumed by GWAS but not always satisfied by crop data, it is often used in practice (plants: Weber et al., 2008; Zhao et al., 2007; humans: Golan and Rosset, 2011; Yang et al., 2010; animals: Rolf et al., 2010; Ding et al., 2012) . Moreover, data rotation allows the applicability of the proposed robust method to any data, no matter how unbalanced or how correlated the error. In the specific case of crop data, the robust framework amounts to the second-stage model and therefore, the proposed methodology can be regarded as a step forward in the direction of robustifying the mixed model analyses for GWAS in crops.
