This paper describes a general framework for learning Higher-Order Network Embeddings (HONE) from graph data based on network motifs. The HONE framework is highly expressive and flexible with many interchangeable components. The experimental results demonstrate the effectiveness of learning higher-order network representations. In all cases, HONE outperforms recent embedding methods that are unable to capture higher-order structures with a mean relative gain in AUC of 19% (and up to 75% gain) across a wide variety of networks and embedding methods.
HIGHER-ORDER NETWORK EMBEDDINGS
This section describes the Higher-Order Network Embedding (HONE) framework. Given a network G = (V , E) with N = |V | nodes and a set H = {H 1 , . . . , H T } of T network motifs, form the motif (weighted) adjacency matrices:
where (W t ) i j = number of instances of motif H t ∈ H that contain nodes i and j. To generalize HONE for any motif-based matrix, we define Ψ as a function Ψ : R N ×N → R N ×N over a weighted motif adjacency matrix W t ∈ W. Using Ψ we derive S t = Ψ(W t ), for t = 1, 2, . . . ,T
The term motif-based matrix refers to any motif matrix S derived from Ψ(W). 1 We summarize the functions Ψ investigated below.
• Motif Weighted Graph: In the case of using HONE directly with a weighted motif adjacency matrix W, then
The number of paths weighted by motif counts from node i to node j in k-steps is given by
• Motif Transition Matrix: The random walk on a graph W weighted by motif counts has transition probabilities
where d i = j W i j is the (weighted) motif degree of node i. The random walk motif transition matrix P for an arbitrary weighted motif graph W is defined as:
where D = diag(We) is a N × N diagonal motif degree matrix with the motif degree d i = j W i j of each node on the diagonal and e = [ 1 1 · · · 1 ] T ∈ R N is the vector of all ones. The motif transition matrix P represents the transition probabilities of a non-uniform random walk on the graph that selects subsequent nodes with probability proportional to the connecting edge's motif count. Therefore, the probability of transitioning from node i to node j depends on the motif degree of j relative to the total sum of motif degrees of all neighbors of i. The probability of transitioning from node i to node j in k-steps is given by
• Motif Laplacian: The motif Laplacian for a weighted motif graph W is defined as:
where D = diag(We) is the diagonal matrix of motif degrees.
• Normalized Motif Laplacian: Given a graph W weighted by the counts of an arbitrary network motif H t ∈ H , the normalized motif Laplacian is defined as
1 For convenience, W denotes a weighted adjacency matrix for an arbitrary motif.
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where I is the identity matrix and D = diag(We). In other words,
Notice that all variants are easily formulated as functions Ψ in terms of an arbitrary motif weighted graph W. Next, we derive all k-step motif-based matrices for all T motifs and K steps:
These k-step motif-based matrices can densify quickly and therefore we recommend using K ≤ 4. Given a k-step motif-based matrix S (k) t for an arbitrary network motif H t ∈ H , we learn an embedding by solving the following objective function:
where D is a generalized Bregman divergence with matching linear or non-linear function Φ and C is constraints (e.g.,
for all t = 1, . . . ,T and k = 1, . . . , K. Afterwards, we scale each column of U (k) t using the Euclidean norm. Next, we concatenate the k-step embedding matrices for all T motifs and all K steps:
where Y is a N × T KD ℓ matrix. Given Y, we learn a global higherorder network embedding by solving the following:
where Z is a N × D matrix of node embeddings. In Eq. 14 we use Frobenius norm which leads to the following minimization problem: min
A similar minimization problem using Frobenius norm is solved for Eq. 12. To solve these minimization problems, we use a fast parallel coordinate descent-based optimization scheme [15] . We have also investigated other approaches for solving the above HONE objective function including an autoencoder [5, 11] and Alternating Least Squares (ALS) [16] and found similar results. Moreover, it is straightforward to represent the (k-step) motif-based matrices Ψ(W k 1 ), Ψ(W k 2 ), . . . , Ψ(W k T ) as a tensor and derive embeddings jointly using Higher Order SVD (Tucker decomposition) [14] , among other higher-order tensor factorization schemes [6] .
EXPERIMENTS
We compare four HONE variants from the proposed framework to five recent state-of-the-art methods (see Table 1 ). All methods output (D = 128)-dimensional node embeddings Z = z 1 · · · z N T where z i ∈ R D . For node2vec, we perform a grid search over p, q ∈ {0.25, 0.5, 1, 2, 4} as mentioned in [4] . All other hyperparameters for node2vec [4] , DeepWalk [7] , and LINE [12] correspond to those mentioned in [4] . In contrast, the HONE variants have only one hyperparameter, namely, the number of steps K which is selected automatically via a grid search over K ∈ {1, 2, 3, 4} using 10% of the labeled data. We use all 2-4 node connected orbits [8] and set D ℓ = 16 for the local motif embeddings. All methods use logistic regression (LR) with an L2 penalty. The model is selected using 10-fold cross-validation on 10% of the labeled data. Experiments are repeated for 10 random seed initializations. Data was obtained from [9] . We evaluate the HONE variants for link prediction. Given a partially observed graph G with a fraction of missing edges, the link prediction task is to predict these missing edges. We generate a labeled dataset of edges. Positive examples are obtained by removing 50% of edges randomly, whereas negative examples are generated by randomly sampling an equal number of node pairs (i, j) E. For each method, we learn embeddings using the remaining graph. Using the embeddings from each method, we then learn a model to predict whether a given edge in the test set exists in E or not. To construct edge features from the node embeddings, we use the mean operator defined as (z i +z j ) 2. The AUC results are provided in Table 1 . In all cases, the HONE methods outperform the other embedding methods with an overall mean gain of 19.24% (and up to 75.21% gain) across a wide variety of graphs with different characteristics. Overall, the HONE variants achieve an average gain of 10.68% over node2vec, 12.56% over DeepWalk, 13.79% over LINE, 17.17% over GraRep, and 41.99% over Spectral clustering across all networks. We also derive a total ranking of the embedding methods over all graph problems based on mean relative gain (1-vs-all). Results are provided in the last column of Table 1 .
CONCLUSION
In this work, we introduced higher-order network representation learning and proposed a general framework called higher-order network embedding (HONE) for learning such embeddings based on higher-order connectivity patterns. The experimental results demonstrate the effectiveness of learning higher-order network representations. Future work will investigate the framework using other useful motif-based matrices.
