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Konstantina CHRISTAKOU

On the mountains of truth you can never climb in vain:
either you will reach a point higher up today, or
you will be training your powers so that you
will be able to climb higher tomorrow.
— Friedrich Nietzsche
To my mother. . .
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Abstract
In the last few years, the entire power industry is undergoing profound changes towards
a smarter electrical grid. Decentralized generation, distributed energy storage systems
and active participation of end-users in the lower level of the electrical infrastructure,
intelligently managed to provide support to the grid, define the notion of Active Dis-
tribution Networks (ADNs). The increased connection of distributed generation in
ADNs, essentially composed of renewable energy resources, incurs severe impacts on
planning and operational procedures of both transmission and distribution systems
and calls for application of intelligent control techniques in order to achieve specific
operation objectives. In this respect, this thesis focuses on the compelling problem
of optimal operation and control of ADNs, with particular reference to the design of
real-time control algorithms for voltage regulation and lines congestion management.
In the first part of this thesis, we adopt a centralized control architecture for
voltage regulation and lines congestion management in ADNs. The goal of the pro-
posed controller is to schedule both the active and reactive power injections of a set
of controllable resources, in coordination with other traditional resources, in order
to achieve an optimal grid operation. The proposed online controller is based on a
linearized approach that links control variables (e.g., power injections, transformers
tap positions) and controlled quantities (e.g., voltages, current flows) by means of
sensitivity coefficients. We first provide a straightforward analytical derivation of node-
voltages and line-currents sensitivity coefficients as a function of the power injections
and transformers’ tap-changers positions that allows us to significantly reduce the
computational time compared to traditional approaches. The proposed centralized
scheme is suitable for the real-time control of a limited number of distributed energy re-
sources, (e.g., medium-sized dispersed generation units) as it relies on a point-to-point
communication from the distribution network operator (DNO) to each controllable
resource. Once the proposed control algorithm is validated, as a further step, we relax
the assumption that the DNO has an accurate knowledge of the system model, i.e., a
correct network admittance matrix [Y] and we adapt the proposed centralized control
architecture to such a scenario. To this end, we formulate the optimal control problem
of interest as an uncertain mixed integer linear programming (MILP) one and we use a
robust optimization framework to immunize the solution against the uncertainty in
the system model. Additionally, we propose a methodology for the computation of
voltage sensitivity coefficients for a multi-phase unbalanced grid without relying on
iii
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the knowledge of the system model and its state. We validate the proposed methods
and assess their performances by making reference to typical IEEE 13- and 34-nodes
balanced and unbalanced distribution test feeders and using load profiles inferred
from real measurements coming from two Italian low voltage (LV) networks.
In cases where the available controllable resources are heterogeneous and large
in number, control mechanisms that rely on two-way communication between the
controllable entity and the DNO can quickly result in algorithms that cannot scale in
the number of network buses and controllable resources. Additionally, the adoption of
completely different architectures for the control of different energy resources, renders
the problem difficult when heterogeneous energy resources need to be coordinated to
achieve a common goal. The distributed and heterogeneous nature of the available
controllable resources, as well as their large number and small individual impact moti-
vates the need for unified scalable control mechanisms. In this direction, in the second
part of this thesis, we propose as a possible solution, to keep the system tractable, the
use of broadcast-based control schemes that rely on state estimation for the feedback
channel. In particular, we propose a low-overhead broadcast-based control mecha-
nism, called Grid Explicit Congestion Notification (GECN), intended for deployment
by DNOs to provide grid ancillary services by a seamless control of large populations of
distributed, heterogeneous energy resources. GECN is a decentralized control scheme,
conceived to provide primary voltage control in a scalable way by broadcasting low
bit-rate control signals to large populations of distributed energy resources (DERs) in
order to manage the variations of the nodal power injections in the network. Two very
promising candidates in terms of controllable resources, expected to be deployed for
grid ancillary services, are energy storage systems (ESSs) and elastic loads. Therefore,
we choose to apply and validate GECN in the case of large aggregations of thermostati-
cally controlled loads, as well as of distributed electrochemical-based storage systems.
Similar to the aforementioned centralized control scheme, the GECN mechanism relies
on an approximation/linearization of the power flow equations by means of sensitivity
coefficients. In order to estimate the benefits and assess the performances of the GECN
mechanism, the evaluation of the algorithm is carried out by using typical IEEE 13- and
34-nodes test feeders equipped with loads and generation units. Real measurements
are used both for the active and reactive load profiles and for the non-dispatchable
generation of photovoltaic units coming from low voltage and medium voltage (MV)
distribution feeders in Italy and Switzerland.
In the last part of the thesis, we go one step further and we formulate the voltage
control and lines congestion management problem as a non-approximated AC optimal
power flow problem (OPF). Whilst the category of OPF problems represents the main
set of problems for the optimal operation of power systems, the AC-OPF problem is
known to be non-convex, thus difficult to solve efficiently. A recent approach that
focuses on the branch-flow convexification of the OPF problem is claimed to be exact
for the case of radial distribution systems under specific assumptions, despite the
absence of apparent approximations. We show that this claim, in fact, does not hold,
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as it leads to an incorrect system model and therefore, there is a need to develop
algorithms for the solution of the non-approximated OPF problem that remains in-
herently non-convex. To overcome the aforementioned limitations we propose an
algorithm for the solution of the non-approximated, non-convex AC OPF problem
in radial networks. Our proposed solution uses an augmented Lagrangian approach,
relies on the method of multipliers and does not require that the problem be convex.
In particular, we first design a centralized OPF algorithm that is proven to converge
to a local minimum of the original non-approximated OPF problem. With respect
to the case of controlling multiple dispersed energy resources, it is of interest to also
define a distributed solution method that is formally equivalent to the centralized
formulation. We investigate the application of the alternating direction method of
multipliers (ADMM) for the distributed solution of the original non-approximated OPF
problem and we show, through practical examples, cases for which the ADMM-based
decomposition of the non-relaxed OPF problem fails to converge. As a solution we
present a distributed version of the proposed OPF algorithm that, unlike ADMM, is
based on a primal decomposition and does not require that the problem be convex. We
evaluate the performance of the proposed algorithms using both small-scale electrical
networks, where typical values of medium-voltage underground cables are consid-
ered for the resistance, reactance and shunt capacitances of the lines, taken from
manufacturers’ data, as well as a modified balanced IEEE 13-nodes test feeder.
Key words: Active distribution network, alternating direction method of multi-
pliers, ancillary services, asynchronous algorithms, broadcast signals, convex relax-
ation, decomposition methods, demand response, distributed algorithms, distributed
generation, elastic demand, electrical distribution networks, energy storage systems,
congestion management, method of multipliers, optimal control, optimal power flow,
power systems, real-time, robust optimization, smart grids, unbalanced distribution
networks, primary voltage control, voltage/current sensitivity coefficients.
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Résumé
Au cours des dernières années, l’industrie de l’énergie a connu de profonds change-
ments, évoluant vers des réseaux électriques intelligents. La production décentralisée
de l’énergie, les systèmes de stockage d’énergie distribués et la participation active
des utilisateurs dans les réseaux électriques moyenne et basse tension, gérés de façon
intelligente afin de fournir des services auxiliaires au réseau, définissent la notion de
“réseaux actifs de distribution”. La connexion croissante de la production distribuée
de l’énergie dans les réseaux de distribution, composée essentiellement de ressources
énergétiques renouvelables, entraîne de graves conséquences sur la planification et
l’ opération des systèmes de transmission et de distribution et exige des techniques
intelligentes de contrôle afin d’atteindre des objectifs opérationnels spécifiques. À cet
égard, dans cette thèse, nous nous concentrons sur le problème d’ opération optimale
et de contrôle en temps-réel des réseaux actifs de distribution. En particulier, nous
concevons des algorithmes pour le contrôle de la tension et la gestion de la congestion
des lignes.
Dans la première partie de cette thèse, nous adoptons une architecture de contrôle
centralisée pour la régulation de la tension et la gestion de la congestion des lignes
dans les réseaux actifs de distribution. Le but du contrôleur proposé est le calcul des
injections de puissance active et réactive de ressources contrôlables qui permettront,
en coordination avec des ressources traditionnelles, une opération optimale du ré-
seau. Le contrôleur proposé est basé sur une approche linéarisée qui relie les variables
de contrôle (par exemple, les injections de puissance, les changeurs de prises) et les
quantités contrôlées (par exemple, la tension, les flux de puissance) en utilisant des
coefficients de sensibilité. Nous proposons d’abord une dérivation analytique de coeffi-
cients de sensibilité de la tension et des courants de ligne en fonction des injections de
puissance et des changeurs de prises des transformateurs. Cette méthode nous permet
de réduire considérablement le temps de calcul des coefficients de sensibilité par
rapport aux méthodes traditionnelles. Le contrôleur proposé est adapté au contrôle, en
temps réel, d’un nombre limité de ressources énergétiques distribuées (par exemple,
des unités de production dispersées de capacité moyenne), car il est basé sur une
communication point-à-point entre l’opérateur de réseau de distribution et chaque
ressource contrôlable. Une fois que l’algorithme de contrôle proposé est validé, nous
détendons l’hypothèse que l’opérateur de réseau a une connaissance exacte du modèle
du système, i.e., une matrice d’ admittance correcte, et nous adaptons l’architecture
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de contrôle centralisé à un tel scénario. À cette fin, nous formulons le problème de
contrôle optimal comme un programme linéaire incertain et nous utilisons un cadre
d’optimisation robuste pour immuniser la solution contre l’incertitude dans le modèle
du système. En plus, nous proposons une méthode pour le calcul des coefficients de
sensibilité de tension pour un réseau polyphasé et asymétrique quand le modèle du
système et l’état du réseau ne sont pas connus. Nous validons les méthodes proposées
et nous évaluons leur performance en faisant référence aux réseaux de distribution
IEEE, symétriques et asymétriques, composés de 13 et 34 nœuds. Les profils de charge
utilisés sont déduits des mesures réelles provenant de deux réseaux basse tension
italiens.
Dans les cas où les ressources contrôlables sont hétérogénes et nombreuses, les
mécanismes de contrôle qui utilisent une communication bidirectionnelle entre l’en-
tité contrôlable et l’opérateur de réseau ne sont pas capables de traiter un très grand
nombre de nœuds de réseau et de ressources contrôlables. En plus, l’adoption d’archi-
tectures complètement différentes pour le contrôle des ressources énergétiques rend
le problème difficile lorsque des ressources hétérogènes doivent être coordonnées
pour atteindre un objectif commun. La nature distribuée et hétérogène des ressources
contrôlables disponibles dans les réseaux actifs de distribution, ainsi que leur grand
nombre et leur impact individuel negligéable motive le dévelopment de mécanismes
de contrôle unifiés. Pour cette raison, dans la deuxième partie de cette thèse, nous
proposons comme solution possible l’utilisation des stratégies de contrôle basées
sur la diffusion de signaux de contrôle qui utilisent l’estimation d’état pour le retour
d’information. En particulier, nous proposons un mécanisme de contrôle basé sur la
diffusion de signaux, appelé Grid Explicit Congestion notification (GECN), conçu pour
fournir des services auxiliaires au réseau par un contrôle transparent de grandes po-
pulations de ressources énergétiques distribuées et hétrogènes. GECN est un système
de contrôle décentralisé, conçu pour fournir un contrôle primaire de la tension en
diffusant des signaux de commande de faible débit binaire à de grandes populations
de ressources énergétiques distribuées afin de gérer les variations des injections de
puissance dans les nœuds du réseau. Deux candidats très prometteurs, en termes
de ressources contrôlables, qui vont être déployés pour des services auxiliaires, sont
les systèmes de stockage d’énergie et les charges élastiques. Pour cette raison, nous
appliquons et validons GECN dans le cas de larges groupes de charges thermostatiques
contrôlables, ainsi que de systèmes de stockage distribués, à base électrochimique.
GECN, comme le système de contrôle centralisé susmentionné, est basé sur une
approximation / linéarisation des équations de flux de puissance en utilisant des co-
efficients de sensibilité. Afin d’estimer les avantages et d’ évaluer la performance de
GECN, la validation de l’algorithme est réalisée en utilisant des réseaux typiques IEEE,
composés de 13 et de 34 nœuds, équipés avec des charges et des unités de production.
Des mesures réelles sont utilisées pour les profils de charge active et réactive ainsi que
pour la génération non contrôlable d’unités photovoltaïques, provenant de réseaux de
distribution basse et moyenne tension en Italie et en Suisse.
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Dans la dernière partie de la thèse, nous formulons le problème du contrôle de
la tension et de la congestion des lignes comme un problème non approximé de flux
de puissance optimal en régime alternatif (AC-OPF). Alors que la catégorie des pro-
blèmes OPF est très importante pour l’opération optimale des systèmes de puissance,
le problème AC-OPF est connu pour être non-convexe, donc difficile à résoudre de
manière efficace. Une méthode récente, basée sur la convexification du problème OPF
en utilisant le modèle de flux de branche (BFM), est présentée comme exacte pour le
cas des réseaux de distribution radiaux sous des hypothèses spécifiques, malgré l’ab-
sence d’approximations apparentes. Nous montrons que cette allégation, en fait, ne
tient pas, car cette méthode repose sur un système erroné. Il est donc, il est nécessaire
de développer des algorithmes pour la solution du problème OPF non approximé, qui
reste intrinsèquement non-convexe. Pour adresser les limitations susmentionnées,
nous proposons un algorithme pour la solution du problème AC OPF non approximé
et non-convexe dans les réseaux électriques radiaux. Notre solution proposée utilise
une méthode de Lagrangien augmenté. Elle est basée sur la méthode des multiplica-
teurs et ne nécessite pas que le problème soit convexe. En particulier, nous concevons
d’abord un algorithme OPF centralisé, dont nous prouvons la convergence vers un
minimum local du problème OPF original. En ce qui concerne le cas de contrôle de
plusieurs ressources énergétiques dispersées, il est intéressant de définir également
un algorithme distribué qui est équivalent à la formulation centralisée. Nous étudions
l’application de la méthode des directions alternées (ADMM) pour la solution dis-
tribuée du problème OPF original non-approximé et nous montrons, à travers des
exemples concrets, des cas pour lesquels la décomposition du problème OPF base
sur ADMM n’arrive pas à converger. Comme solution, nous présentons une version
distribuée de l’algorithme OPF proposé. Cette version, contrairement à l’ADMM, est
basée sur une décomposition primale et ne nécessite pas que le problème soit convexe.
Nous évaluons la performance des algorithmes OPF proposés en utilisant des modèles
des réseaux électriques à petite échelle, où des valeurs typiques des câbles souterrains
moyenne tension sont considérés pour la résistance, la réactance et les capacités des
lignes, provenant des données des fabricants, ainsi qu’un réseau IEEE composé de 13
nœuds.
Mots clefs : Réseau de distribution actif, méthode des directions alternées, ser-
vices auxiliaires, algorithmes asynchrones, signaux de diffusion, relaxation convexe,
méthodes de décomposition, gestion de charge, algorithmes distribués, production
distribuée, charge élastique, réseaux électriques de distribution, systèmes de stockage
d’énergie, gestion de la congestion, méthode des multiplicateurs, contrôle optimal,
flux de puissance optimal, systèmes de puissance, temps réel, optimisation robuste,
réseaux intelligents, réseaux de distribution asymétriques, contrôle primaire de la
tension, coefficients de sensibilité de tension/courant.
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1 Introduction
1.1 Motivation
Increased connection of decentralized generation, distributed energy storage systems
and active participation of end-users in the lower levels of the electrical infrastruc-
ture, intelligently managed to provide support to the grid, define the notion of active
distribution networks (ADNs) [1].
Within the context of ADNs, the structure and operation of conventional electrical
networks will undergo important changes. The integration of embedded generation
into the lower voltage levels, essentially composed of renewable energy resources
(RERs), as a first consequence, will result in bidirectional power flows between the
transmission and distribution levels. These bidirectional power flows require the def-
inition of appropriate dispatching strategies of ADNs with respect to transmission
networks. Specifically, grid ancillary services1, typically employed in the HV transmis-
sion networks, should be extended to distribution networks, according to the recent
proposal by the European Network of Transmission System Operators for Electricity
(ENTSO-E) [2]. As a second consequence, the distributed generation (DG) integration
in distribution networks calls for a complete re-engineering of the control processes
related to the local operation requirements of ADNs [3]. This thesis focuses on this
second aspect of the DG integration related to the control needs of ADNs.
Several studies of the impact of the embedded generation in distribution systems
have shown how the lack of controllability of highly volatile RERs causes frequent
violations of operational constraints (e.g., [4, 5]). For example, Figure 1.1 (adapted
from [4]) shows the simulation results of an analysis that was realized to determine
the maximum amount of dispersed generation that can be hosted in the Italian MV
system. It can be observed that, in the absence of generation, hardly any constraint is
violated. However, with 10 MW of embedded generation the majority of network nodes
face violations of operational constraints, such as line power flows and voltage limits.
1By “grid ancillary services” we refer to frequency support, voltage support, black start and island-
operation capabilities, system coordination and operational measurement. See, as a general reference, [2]
for further details.
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Figure 1.1: Percentage of network nodes exhibiting violations of operational constraints
as a function of the amount of embedded generation (adapted from [4]).
It is clear that the “connect and forget” approach applied so far by the distribution
network operators is no longer adequate. On the contrary, it is important to develop
optimal control strategies specifically applied to the operation of these networks in
order to achieve specific operation objectives (e.g., [6, 7, 8, 9, 10, 11]). Two of the most
important control functionalities that have not yet been deployed in ADNs are voltage
control and lines congestion management [3].
On the one hand, recent progress in information and communication technolo-
gies (ICT), the introduction of new generation of advanced metering devices such as
phasor measurement units (PMUs) (e.g., [12, 13]) and the development of real-time
state estimation algorithms (SE) (e.g., [14]) present new opportunities and will, even-
tually, enable the deployment of processes for voltage control and lines congestion
management in distribution networks.
On the other hand, ADNs exhibit specific peculiarities that render the design of
such control processes compelling. In particular, distribution networks are charac-
terized by reduced line lengths with a non-negligible resistance over reactance (R/X)
ratio of line longitudinal parameters, limited power-flow values, low inertia and high
dynamics. These characteristics need to be properly taken into account in the design
of control algorithms for distribution networks and, as discussed below, do not allow
the direct adoption of control schemes that are established and well-performing in HV
transmission networks. Additionally, the coordination of large numbers of dispersed
energy resources in ADNs, in combination with their small size and heterogeneous
nature, poses significant technical challenges requiring the design of scalable control
2
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Figure 1.2: Optimal active and reactive power adjustments necessary to improve the
voltage by 2% as a function of the line parameters (adapted from [16]).
mechanisms.
As far as voltage control is concerned, it is a well-known concept in the domain
of high voltage (HV) transmission networks where, typically, it is related to reactive
power management [15]. Although, this is true in HV transmission networks2, such an
assumption is no longer valid for distribution networks. Figure 1.2 (adapted from [16])
shows the optimal active and reactive power adjustments required to improve the
voltage magnitude of a network bus by 2%, as a function of theR/X ratio of the network
lines. As this ratio increases the active power requirements become, eventually, more
important than the reactive power ones. As a consequence, the design of voltage
control schemes for ADNs requires the control of both active and reactive power
injections, in view of the non-negligible R/X ratio of longitudinal parameters of the
medium and low voltage lines (e.g., [17, 18]).
Lines congestion management is also a well-explored area in the case of trans-
mission networks. It constitutes one of the major tasks performed on a frequent basis
by transmission system operators (TSOs) in order to ensure the operation of the sys-
tem within safe limits, as overloading the lines can lead to severe deterioration of the
conductors and even to cascading failures (e.g., [19, 20, 21, 22, 23, 24, 25]). Typically,
this type of control in HV networks is incorporated in the market processes and is
performed by dispatching generators through the market operations (e.g., [26]). Other
means of dealing with congestion management is through flexible AC transmission
systems devices (FACTS), via system reconfiguration or by curtailing excessive load-
2In general this holds for networks where the ratio of the longitudinal-line resistance versus reactance
is small resulting in the decoupling of the active and reactive power injections on voltage angle differences
and magnitudes.
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Figure 1.3: Example of the highest solar irradiance dynamics measured on March, 24th
2014 at location 46.518397-N, 6.565229-E (adapted from [34]).
/generation as a last resort (e.g., [27, 28, 29]). However, in the case of distribution
systems, in the presence of line-ampacity violations, no optimal control solution has
been established. The radial nature of these systems, the heterogeneity and small size
of the available controllable resources in ADNs prohibits the application of the majority
of the control schemes adopted in HV transmission systems. So far, to avoid congestion
problems, distribution networks have been over-dimensioned [3]. However, within
the context of ANDs, capacity expansion cannot constitute a viable solution to the
problem, as reinforcement of the grid typically incurs prohibitive costs to the DNOs.
Currently, when the network is overloaded, the DNOs curtail the active power in strate-
gic points of the network until the current flows lie again within their allowed limits
(e.g.,[30, 31, 32, 33]). The aforementioned approach represents an extreme solution,
however, when dealing with current-flows violations because it is not cost effective.
Therefore, research efforts are required to deal with the congestion management of
distribution systems.
Finally, a significant challenge related to ADNs operation, which affects the de-
sign of both voltage-control and lines-congestion management processes, is the high
short-term dynamics of the non-dispatchable renewable energy resources. Real mea-
surements of the power production of solar panels found in the literature (e.g., [34])
show that there can be variations in the power profiles of these resources in the order of
more than 50% within a few seconds (e.g., Figure 1.3 (adapted from [34])). Within this
context, the solution of optimal control problems becomes of interest, only if it meets
the stringent time constraints imposed by the dynamics of distribution networks.
Taking into account the aforementioned challenges, in this thesis we focus on the
design concepts and application of real-time control algorithms for voltage regulation
and lines congestion management in ADNs. To this end, we develop a set of control
schemes, ranging from centralized to fully decentralized solutions, that will allow to
take advantage of the available DERs in ADNs, such as generators, loads and storage
systems and engage them in local grid ancillary services.
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1.2 Dissertation Outline
This thesis is organized as follows.
In Chapter 2, we provide the context, specifically we first identify the operational
limits of ADNs with respect to the maximum amount of DG penetration, and we
discuss the impact of the embedded DG on the quality of service. Then we describe the
current practices used by DNOs, we identify their limitations and we discuss possible
alternatives for the control of ADNs. Finally, we categorize the control functionalities
expected to be deployed in ADNs with respect to their perspective time frame of
application.
In Chapter 3, we adopt a centralized control architecture for voltage regulation
and lines congestion management in ADNs; it relies on two-way point-to-point com-
munication between the DNO and the controllable DERs. The goal of the proposed
controller is to schedule both the active and reactive power injections of the control-
lable energy resources, in coordination with traditional resources, such as transformers’
on load tap-changers, in order to achieve an optimal grid operation. The proposed
real-time controller is based on a linearized approach that links control variables and
controlled quantities by means of the known concept of sensitivity coefficients. We
propose a formal analytical derivation of node-voltages and line-currents sensitivities
with respect to the power injections and transformers’ OLTC positions as a function
of the system model and state. The proposed derivation is computationally efficient
and is three times faster than traditional approaches. This approach requires the avail-
ability of both the grid model and the system state. In the last part of the chapter, we
relax these assumptions and propose a robust optimization framework to formulate
the voltage control problem in ADNs when the DNO has available information on the
network admittance matrix but its entries are known with some level of uncertainty.
Finally, we also propose a methodology for the computation of voltage sensitivity
coefficients in a multi-phase unbalanced grid when there is no information on the
system model and its state.
In Chapter 4, we are interested in designing a scalable control scheme for ADNs;
it manages nodal power injections of the network buses where a large population of
distributed, heterogeneous energy resources are connected and, at the same time, cen-
tralized resources such as transformers’ OLTC. We propose a low-overhead broadcast-
based control mechanism, called Grid Explicit Congestion Notification (GECN), in-
tended for deployment by DNOs to provide grid ancillary services by a seamless control
of large populations of distributed, heterogeneous energy resources. GECN is a de-
centralized control scheme that is conceived to provide primary voltage control in
a scalable way by broadcasting low bit-rate control signals to large populations of
distributed energy resources in order to manage the variations of the nodal power
injections in the network. We assess the performances of GECN in the case of large ag-
gregations of thermostatically controlled loads, as well as of distributed supercapacitor
arrays.
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In Chapter 5, we go one step-further in the problem formulation. In particular,
we do not linearize the control problem of interest by means of sensitivity coefficients.
Instead, we formulate the voltage control and lines congestion management problem
as a non-approximated non-convex AC optimal power flow problem (OPF). First, we
briefly review several OPF algorithms that are based on approximations in order to
guarantee convergence; we focus on the branch-flow model (BFM) convexification of
the OPF problem that has been recently proposed as an exact method for the OPF solu-
tion. We show that the BFM convexification of the OPF problem, in fact, is not exact, as
it leads to an incorrect system model. Therefore, as an alternative solution, we propose
a centralized algorithm for the non-approximated non-convex AC OPF problem in ra-
dial networks. Our proposed solution uses an augmented Lagrangian approach, relies
on the method of multipliers, and does not require that the problem be convex. In an
effort to provide also a fully distributed algorithm for the OPF problem, we investigate
the application of ADMM for the solution of the original non-approximated OPF prob-
lem and we show cases for which the ADMM-based decomposition of the non-relaxed
OPF problem fails to converge. As a solution, we present an asynchronous, distributed
version of the proposed centralized algorithm that, unlike ADMM, is based on a primal
decomposition and once more does not require that the problem be convex.
Finally, in Chapter 6 we conclude this thesis with a summary of the main findings
and possible directions for future work.
1.3 Contributions
A detailed list of the contributions of this thesis can be found below.
1. We develop a method for the analytical computation of voltage and current
sensitivities that (i) is generalized to account for a generic number of slack buses;
(ii) enables the computation of sensitivities with respect to OLTC positions; (iii)for
a given state of the system, is proved to admit a unique solution for the case of
radial networks; (iv) supports the computation of the sensitivities for a generic
unbalanced multi-phase electrical network by using the network admittance
compound matrix that is suitable for distribution systems and (v) allows us to
reduce the computational time by almost a factor of three compared to traditional
approaches, thus enabling, in principle, its implementation in real-time optimal
controllers.
2. By leveraging on (1), we propose a dedicated control scheme where each of the
three phases of the DERs can be controlled independently of the others and
we show that, when this possibility exists, the resulting optimal voltage and
current profiles are better than those corresponding to the balanced control of
the 3-phase output of the set-points of the DERs.
3. We relax the assumption that the DNO has an accurate knowledge of the system
model, i.e., a correct network admittance matrix, which is a typical assumption
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when designing control algorithms. In this direction, we formulate the optimal
control problem of interest as an uncertain mixed integer linear programming
(MILP) one, and we use a robust optimization framework to immunize the so-
lution against the uncertainty in the system model. Additionally, we propose a
methodology for the computation of voltage sensitivity coefficients for a multi-
phase unbalanced grid, without relying on the knowledge of the system model
and its state.
4. By leveraging on (1), we design and implement GECN, a new low-overhead
broadcast-based decentralized control mechanism. We describe in depth the
principles and operation of the GECN control mechanism and provide the de-
tailed architecture of the GECN network controller.
5. We design a local GECN controller tailored to the characteristics of thermo-
statically controlled loads (TCLs). Furthermore, we investigate the potential of
real-time demand response (DR) for providing grid ancillary services, and we
indirectly reveal storage capabilities of end-customers. In the design of the load
controller, we take into account the issue of limiting the frequency of cycles of
the elastic appliances and avoid possible synchronization (i.e., cold load pick up
after the DR actions.
6. We design a local GECN controller tailored to the characteristics of electrochemical-
based energy storage systems. We evaluate the potential of distributed energy
storage systems (ESSs) for providing primary voltage control via broadcast sig-
nals. In the case of ESSs control, we propose a method for estimating the energy
reserve required for successfully performing voltage control depending on the
characteristics of the network lines.
7. We show that without altering the GECN signal, a suitably designed controller
implemented in the storage devices enables them to successfully contribute to
primary voltage control, in addition to the elastic loads, and allows the success-
ful use of the same broadcast signal for the control of heterogeneous energy
resources.
8. We assess the performance of the proposed control mechanism in real-time using
a hardware-in-the-loop (HIL) setup where all the chain including the models of
the network and measurement devices, the real-time state-estimation and the
control mechanism is presented. This allows us to assess the performance, in
terms of accuracy and latencies, of the whole process.
9. We show that the BFM-based convexification of the OPF problem proposed
in [35, 36], claimed to be exact for the case of radial distribution systems under
specific assumptions, despite no apparent approximations, is in fact not exact.
10. We extend the BFM convexification of the OPF problem to account also for
networks characterized by lines modeled accurately as pi-equivalents.We show
7
Chapter 1. Introduction
that even in the case where the system model is correctly represented, the BFM-
based convexification of the OPF problem might provide physically infeasible
solutions.
11. We investigate ADMM for the distributed solution of the AC OPF problem and we
highlight specific cases for which the ADMM-based solution of the non-relaxed
OPF problem fails to converge.
12. We design a centralized algorithm for the solution of the non-approximated non-
convex AC-OPF problem that is based on an augmented Lagrangian approach.
We use a primal decomposition framework to extend the proposed algorithm to
a fully decentralized asynchronous implementation.
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2 Active Distribution Networks: Con-
trol Needs and Current Practices
2.1 Operational Limits of ADNs with Respect to Maximum DG
Penetration and Impact on the Quality of Service
Within the context of ADNs, the supply mix is expected to evolve towards a carbon-
constrained future where renewable energy resources and distributed storage systems
will replace conventional generation. Moreover, the demand requirements are ex-
pected to change with the integration of new types of loads, such as plugged-in electric
vehicles and intelligent appliances, leading to active participation of end-users in the
grid ([1, 3]).
The first steps towards the evolution of conventional distribution systems into
ADNs has already begun as evidenced by the continuously increasing penetration
of distributed generation in the lower voltage levels of the electrical infrastructure.
Both renewable technologies (e.g., solar, wind, geothermal, etc.) and conventional
generation units (e.g., internal combustion engines, micro-turbines, fuel cells, etc.) are
experiencing an unprecedented growth worldwide. In particular, at least 67 countries
have renewable energy policy targets with many European countries having legally
binding renewable energy targets (the baseline target is 20% by 2020 [37]). The USA
also has a national target of 20% integration of renewables for the same horizon ( [38]).
Furthermore, recently G8 leaders called on countries to adopt instruments and mea-
sures to significantly increase the share of combined heat and power (CHP) in the
generation of electricity [39].
This growth is driven by several different reasons (e.g., [40, 41, 42]). First, the
green-house gas emissions are expected to be decreased and the construction of new
large power plants could be avoided. Additionally, smaller DG units will represent less
financial risks for stakeholders compared to the investment in large power stations.
In the same direction, introduction of small DG units is expected to facilitate the
competition in the electricity market which is an essential step towards achieving lower
energy prices and improved quality of service. Finally, the increased penetration of
DG, in combination with appropriate control schemes, can have beneficial impacts on
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power quality (e.g., voltage and power flows control), supply reliability (e.g., reductions
in supply interruptions) and can contribute to the improvement of the energy security.
Despite the numerous benefits associated to DGs, severe impacts on the operation
of distribution networks are expected when no control action is taken and challenges
such as technical, commercial and regulatory will be non-negligible. In view of the
scope of this thesis, we first briefly review the technical and operational requirements
for distribution networks and then we focus on the impact of the DG on the operational
constraints of distribution systems and on the quality of supply.
The quality requirements for electrical networks are intimately coupled with the
supply voltage of the system. The reason is that for electrical equipment to operate
correctly, electrical energy needs to be supplied at a voltage that is within a specified
range around the rated value [43]. Depending on the country, several standards exist
that define the main characteristics of the voltage at the customers’ supply terminals (in
particular in public LV and MV electricity distribution systems) under normal operating
conditions1. For instance, in Europe, it is the EN50160 standard [44] that describes
the main voltage parameters and their permissible deviation ranges at the customer’s
point of common coupling in public LV (nominal voltage less than 1kV) and MV
(nominal voltage between 1kV and 35kV) distribution systems, under normal operating
conditions2. In North America, the IEEE recommended practice for monitoring electric
power quality [46] describes nominal conditions and deviations from these conditions
that may originate within the source of supply or load equipment or from interactions
between the source and the load. Finally, the NRS-048 standard [47] is assembled by
representatives of the South African Electricity Supply Industry and covers voltage
quality parameters that can affect the normal operation of the electricity dependent
processes of customers.
Despite their differences, these standards classify the possible disturbances in
electrical grids and provide the limits within which any customer can expect the voltage
to remain. Despite the different admissible limits of the various grid codes, a generally
approved classification of the grid disturbances is in periodic and aperiodic events.
Below, we provide a short description of the possible disturbance events along with
the corresponding limits found in the EN50160 standard.
• Periodic/reccuring events
– Permanent variations of the voltage magnitude: During pre-defined periods
of time the mean rms values of the supply voltage shall be within a specified
1With normal operating condition we refer to the condition of meeting load demand, system switching
and clearing faults by automatic system protection in the absence of exceptional conditions due to
external influences or major events [44].
2Even though the EN50160 is a European standard it is complemented in some countries by other
rules or standards. For instance, in Germany the voltage parameters defined in EN50160 are taken into
account but they are considered extreme situations in the network and not typical conditions, therefore
national recommendations should be followed [45].
10
2.1. Operational Limits of ADNs with Respect to Maximum DG Penetration and
Impact on the Quality of Service
range of the network nominal value. According to EN50160, both for LV
and MV networks, each week 95% of 10min mean rms values of the supply
voltage should remain with±10% of the network rated value. For LV systems
all 10min mean rms voltage values should not exceed +10%/−15% of the
network voltage rated value.
– Voltage imbalances: Limits on the degree of asymmetry of the voltages of a
three phase system. The ratio of direct and indirect sequence components
of the voltages should be bounded. EN50160 states that under normal oper-
ating conditions, during each period of one week, 95% of the 10min mean
rms values of the negative phase sequence component of the supply voltage
shall be within the range 0−2% of the positive phase sequence component.
– Harmonic distortion: Limits on the harmonic voltages, i.e., on the voltages
with a frequency equal to an integer multiple of the fundamental frequency
of the supply voltage. Under normal operating conditions, during each
period of one week, 95% of the 10min mean rms values of each individual
harmonic voltage should be less than or equal to a pre-specified value
which is a function of the harmonic order h (e.g., for h=19 this value is 1.5%).
Moreover, the total harmonic distortion of the supply voltage (including all
harmonics up to the order 40) should be less than or equal to 8%.
– Flicker: The impression of unsteadiness of visual sensation induced by a
light stimulus whose luminance or spectral distribution fluctuates with time.
Caused by the modulation of the voltage magnitude. For both MV and LV
networks, under normal operating conditions, in any period of one week
the long-term flicker severity caused by voltage fluctuation should be less
than 1 for 95% of the time.
– Network frequency variations: Frequency is allowed to vary around the
nominal value (50Hz for Europe and 60Hz in the USA) for a specified limited
amount of time. ±1% is allowed for 99.5% of a year, whereas the range
+4%/−6% should never be exceeded.
• Aperiodic events
– Voltage dips/swells: Voltage magnitude 110% above the nominal value (swell),
or 90% below the nominal value characterized by a duration (typically) less
than 1sec. For LV systems ±5% is allowed normally and 10% infrequently,
whereas for MV systems these limits are 4% and 6% respectively.
– Interruptions of supply: Absence of supply with duration between 1sec and
1min (very short-term), or between 1min and 60min (short-term). Few tens
to few hundreds of very short-term interruptions per year are allowed for MV
and LV grids, whereas short-term interruptions should be less than 10-50 a
year.
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In addition to the aforementioned limits on the voltage characteristics, ampacity
limits on the current flows along the network branches apply. In general, network lines
are over-sized according to the peak load of the system. Operation of the lines close to
their ampacity limits should be avoided as overheating can have detrimental effects
on the conductors. When the thermal limits of a line are exceeded a conductor can be
severely damaged. For this reason it is necessary to calculate the line ampacity that
keeps the temperature within allowed limits. Typically, the ampacity of the lines is
calculated by solving a circuit that represents their thermal behavior. Several standards
exist that provide ways to calculate the line ampacity limits as a function of the type
of cable, i.e., its dimension and material, such as the IEC 60287 Standard, the IEEE
399-1997 Standard, the National Electric Code (NEC), and the IEEE 835-1994 Standard
([48, 49, 50, 51, 52, 53]).
Several studies found in the literature summarize the main impacts of DG on the
aforementioned operational limits of ADNs and on the quality of supply (e.g., [41, 40,
54, 4, 55, 56]). The first aspect which is influenced by the connection of DG units is the
voltage. In the absence of generation in distribution systems (passive networks), the
voltage magnitude typically decreases as a function of the distance from the primary
substation and as the load of the feeders increases. The impact of the DG on the
network voltage profile is dependent on the power flows in the network. In particular,
when the injected power by these units exceeds the network load, then, typically, there
is a rise on the voltage magnitude.
The power quality is also affected by the integration of DG units. In particular,
transient voltage variations may occur in addition to the steady-state voltage rise effect,
for instance due to connection/disconnection of generators. DG may cause noticeable
flicker as a consequence of starting a machine or due to changes in the DG output
that result in a significant voltage change on the feeder. Finally, harmonic distortion of
the network voltage may also occur, whose type and severity depends on the power
converter technology and interconnection configuration.
As far as lines congestion is concerned, DG units can significantly alter the loading
patterns in the network. It is likely that increased levels of DG will eventually increase
the overall current flow in the network and can lead to the operation of overhead lines
and/or cables closer to their thermal limits.
Further technical consequences of the penetration of DG units in distribution
networks, that are outside the scope of this thesis, include changes in the losses pattern,
increase of short-circuit levels, possible new fault events, stability issues, etc.
Overall, it is obvious that DG units can be beneficial for ADNs, but their integration
in distribution systems cannot be realized in a “connect and forget” approach as their
impact on the system operation cannot be neglected. In the following section we
discuss what are the current practices of DNOs with respect to planning and operation
of distribution networks and we identify the current limitations and possible future
opportunities.
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2.2 Current Practices and Future Opportunities for DNOs
As discussed in the previous section, DNOs are required to operate their networks
in a way that ensures a given quality of supply of electricity and respects specific
operational limits. So far, in the absence of DG, distribution networks have been over-
sized as a function of the peak load of the system in order to cope with the worst-case
scenario in terms of voltage variations, lines congestion management and certain
security constraints. As a consequence, minimal or no monitoring and active control
actions were required for their everyday operation (e.g., [57, 41]).
Currently, even in cases where DG units are connected in distribution networks,
essentially DNOs apply the “connect and forget” approach. This entails a planning
phase during which it is assessed whether the network can actually host the con-
nected DG while ensuring that operational constraints such as congestion, voltage
rise and power flows, will be within acceptable limits. This planning study is mainly
using maximum generation-minimum demand scenarios. In particular, in the case
of medium-sized DG units DNOs currently accepts DG connections until operational
limits are reached or, in some cases, the DNOs impose automatic tripping of DG units
in case of limits violation to allow for an increased hosting capacity. In the case of
smaller scale distributed generation, essentially composed of photovoltaic panels or
CHP units little or no control actions take place from the DNO’s point of view. As a
consequence, high penetrations of small-scale DG can quickly and more easily lead LV
circuits to face technical issues similar to those of higher voltage levels [58].
In general, current practices in distribution networks essentially consist in proac-
tive or passive approaches in compliance with the view that these systems have been
designed to deal with the worst-case scenario. On the contrary, future practices are ex-
pected to include maximum exploitation of existing assets and expected DERs, with the
operation of these systems closer to their physical limits and integration of monitoring
and control procedures similar to the ones found in HV systems [3].
In particular, in the case of voltage rise or drop, so far, curtailment of loads and/or
generation takes place (e.g., [59, 60]). Additional measures include generation tripping
and use of capacitor banks. Within the context of ADNs, several efforts in the literature
propose that the voltage variations be tackled by coordinated volt-var control, static var
compensators, coordinated dispatch of DERs (DGs, ESSs, DR) or even on-line system
reconfiguration.
In the case of limited hosting capacity, so far, network reinforcement in terms of
new lines and transformers was proposed as a counter-measure (e.g., [61, 62]). In the
future, advanced monitoring of the network will allow the real-time dynamic thermal
rating of assets, which in combination with the dispatch of DERs or the reconfiguration
of the system will provide a means of congestion alleviation.
The fault levels, i.e., short circuit currents are traditionally dealt with by upgrading
the equipment (e.g., switchgears), by inserting higher impedance components in
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the network (e.g., transformers) or by network reconfiguration. As part of the future
smarter distribution networks, this technical issue can be addressed by managing
actively the DG and load connections and, also, through deployment of fault-current
limiters.
Overall it is worth observing that distribution systems operation currently is lim-
ited to passive network elements (e.g., OLTCs, capacitor banks, etc.). This passive way
of planning and operating distribution networks has proven to be cost- effective and
adequately performing until recently. However, as discussed in the previous section it
might soon inhibit the increasing penetration of DG and, in general, non-conventional
resources. As discussed in this section, distribution networks are expected to require
also the control of active elements, namely demand and generation, in order to pro-
mote their evolution into ADNs. Consequently, the full deployment of ADNs, i.e., more
observable and controllable networks, will lead to a future where DNOs will manage
the networks in a very similar fashion to the TSOs for transmission systems [3].
For this to become reality, research efforts are required to bring new control con-
cepts into application and development of dedicated control mechanisms is essential.
This thesis constitutes an effort towards this direction with particular reference to
voltage control and lines congestion management in ADNs.
2.3 Perspective Control Functionalities and Corresponding Ti-
me Frames
In this section we discuss the perspective control functionalities as a function of
their time frame of application. In particular, first, we discuss the architectures and
time-frames of voltage control processes within the context of transmission systems.
Also we discuss the congestion management processes in transmission networks and
their relevance in the context of ADNs. The reason is that, currently, no established
control architectures exist for ADNs and the requirements of these networks in terms
of categorization of controls as a function of time-frames need to be defined.
In general, the control processes adopted by each country and/or each utility is
different from each other. The architecture of the control system can be centralized/de-
centralized or hierarchical, while the variety of the control operation changes from a
completely manual solution to different kinds of automation [63].
To provide a concrete example, we refer to the known problem of voltage control
in HV transmission systems. In many countries, hierarchical systems based on network
area subdivision and automatic coordination of reactive power resources are adopted
for network voltage control purposes (e.g., Italy [64, 63], France [65, 66], and Spain [67]).
As a result of the deregulation of the energy markets, hierarchical voltage control
systems are increasingly being adopted. In fact, system operators recognize that the
hierarchy favors the simplification of automatic control of overall transmission network
voltages and allows the potential contributions of different participants to the voltage
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ancillary service.
From a system perspective, the overall task of regulating the voltage is typically or-
ganized in a 3-level hierarchical fashion. It is important to note that the hierarchy levels
are temporally and spatially independent as much as possible to avoid oscillatory be-
haviors and instability issues [68]. A brief description of the levels, their functionalities
and time-frame of application is as follows.
• Primary Voltage Control (PVC): This type of control maintains the generator sta-
tor voltages at their set-point values. It is an automatic control that is performed
within a few seconds in order to compensate against rapid voltage variations.
PVC is an immediate control that must operate continuously, as it maintains the
voltage at its nominal value and ensures stability. It is mostly realized through ac-
tions of the generators’ automatic voltage controllers (AVR), systems that monitor
the output voltage and control the input voltage of the generator [64].
• Secondary Voltage Control (SVC): The time constant of this control system is typi-
cally of a few minutes (1-15min) and the goal is to compensate voltage variations
that are slower compared to the ones tackled by the PVC system. Essentially, this
control is applied to network zones that are non-interacting and within which
the voltage can be controlled independently. The control is typically performed
through the generating units’ reactive power which is already available in the
field, low-cost and simple to control for network voltage support; Few main buses
(pilot-nodes) in the system are suitably identified and considered in the voltage
control action and the rest of the buses are forming control areas as a function of
their electrical coupling. The control structure, based on the subdivision of the
grid into control areas, automatically and, as much as possible, independently
regulates each area’s pilot node voltage [68].
• Tertiary Voltage Control (TVC): This type of control is at the highest level of the
hierarchy and its goal is to optimize the nationwide voltage map. The time
frame of application of tertiary control is roughly 15mins to 1hr and it is typically
a manual control. The basic idea of TVC comes from the need to increase the
system’s operating security and efficiency through centralized coordination of the
decentralized SVC structure. Within the TVC context the pilot nodes’ voltage set-
points must be adequately updated and coordinated but with dynamics slower
than the one of SVC, considering the real condition of the overall grid. In the
same time conflicting inter-area control efforts should be avoided. Typically, the
pilot nodes voltage set-points are optimized to minimize grid losses in addition
to preserving control [69].
Within the context of distribution networks voltage control, secondary control is
not of interest in view of the size and radiality of these systems and tertiary control is
out of context. For this reason, in this thesis we focus on the design of primary control
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algorithms for ADNs, namely we are interested in real-time (RT) applications that have
a time range of few seconds.
As far as line congestion management is concerned, it is a problem usually treated
in transmission networks within the context of market operations and in particular as
part of the problem of the security constraint unit commitment/dispatch (SCUC) [70,
26]. In conventional distribution systems, this problem cannot be easily expressed
as a SCUC problem and is, traditionally, solved in the design/planning phase. As a
consequence, the RERs’ contribution cannot be easily taken into account in the lines
congestion management problem. For this reason, in this thesis we propose that this
problem be casted as a control problem with the same time-frames of voltage control.
Therefore, we incorporate the congestion management functionality as a primary
control application.
16
3 Centralized and Linearized Control
Strategies in ADNs
3.1 Introduction
As seen in Chapter 2 the progressive penetration of distributed energy resources (DERs)
in distribution systems poses significant challenges in terms of operation and control
philosophies. With the view that the DERs can become an opportunity for the DNO
rather than a problem, it is essential to develop optimal control strategies tailored to the
characteristics of ADNs that will allow their participation in the network management
(e.g., [6, 7, 8, 9, 10, 11]).
In particular, the solution of optimal control problems in ADNs becomes of inter-
est only if it meets the stringent time constraints required by real-time controls and
imposed by the stochasticity of RERs, in particular photovoltaic units (PVs), largely
present in these networks. Moreover, control schemes are meaningful for imple-
mentation in real-time controllers only when convergence to an optimal solution is
guaranteed. Finally, control processes for ADNs need to take into account the inherent
multi-phase and unbalanced nature of these networks, as well as the non-negligible
R/X ratio of longitudinal parameters of the medium and low voltage lines (e.g., [17, 18])
together with the influence of transverse capacitances1. Taking into consideration the
aforementioned requirements, the distribution management systems (DMSs) need
to be updated accordingly in order to incorporate optimization processes for the
scheduling of the distributed energy resources [71].
In this direction, in this chapter, we adopt a centralized control architecture for
voltage regulation and lines congestion management in ADNs (e.g., [71, 72, 9, 73, 74]).
The proposed centralized scheme is suitable for the real-time control of a limited
number of distributed energy resources, such as medium-sized dispersed generation
units. The goal of the proposed controller is to schedule both the active and reactive
power injections of the controllable energy resources, in coordination with traditional
resources, such as on load tap-changers (OLTCs), in order to achieve an optimal grid
operation.
1Note that line shunt parameters are non-negligible in case of networks characterized by the presence
of coaxial cables. These types of components are typical in the context of urban distribution networks.
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We consider that the distribution grid is equipped with a centralized distribution
management system where all the operation and control functionalities are performed
(e.g., [9]). Additionally, we assume availability of a monitoring infrastructure and a state
estimation process that provides the DNO with the state of the grid, i.e., the phasors of
the phase-to-ground voltages at all the network buses. The DMS comprises an online
centralized controller that uses the knowledge of the network state to formulate an
optimization problem in order to minimize the deviations of the voltage magnitudes
from the network rated value while keeping the line current flows below their ampacity
limit. The resulting solution of the control problem provides the DNO with the optimal
nodal power set-points for the controllable energy resources and the optimal OLTC
positions.
The formulation of the optimization problem of the proposed online controller
is based on a linearized approach that links control variables (e.g., power injections,
transformers tap positions) and controlled quantities (e.g., voltages, current flows) by
means of sensitivity coefficients. The use of sensitivity coefficients for optimal control
is a well-explored concept in the case of transmission systems (e.g., [75, 76, 77, 78, 79]).
In order to increase the computational efficiency of this category of approaches, and
to extend it to the inherent multi-phase unbalanced configuration of distribution
networks, we provide a straightforward analytical derivation of node-voltages and
line-currents sensitivities as a function of the power injections and transformers’ tap-
changers positions.
The proposed control architecture relies on the assumption that the DNO has
an accurate up-to-date model of the network topology and a complete knowledge of
the feeder parameters, i.e., a correct network admittance matrix [Y]. However, this
assumption does not always hold in reality. In particular, the distribution network
operator (DNO) might have wrong data for the feeder parameters, resulting in a non-
accurate network admittance matrix (e.g., [80, 81]). Furthermore, there are factors,
such as the temperature that can cause variations of the values of the resistances of the
network branches along the day and are not taken into account in the computation of
the admittance matrix (e.g., [82]). Such uncertainties, when not taken into account,
can lead to control decisions that are meaningless for the grid operation.
To account for such scenarios, in the last part of this chapter, we assume that
the DNO has limited or no information on the system model. We propose a robust
optimization framework ([83]) to formulate the voltage control problem in ADNs
when the DNO has available information on the network admittance matrix but its
entries are known with some level of uncertainty. In detail, we assume that the feeder
parameters are uncertain but bounded and that a monitoring infrastructure is available
that allows the DNO to have information on the voltage phasors of the network buses.
We consider uncertainty sets that are intervals and we formulate the robust counterpart
of the control problem using the method proposed in [84]. In the same direction, we
also propose a methodology for the computation of voltage sensitivity coefficients in a
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multi-phase unbalanced grid when there is no information on the system model and its
state. In particular, we assume availability of a monitoring infrastructure that provides
measurements of power injections and voltage magnitudes only and we obtain the
desired sensitivities as a solution to an over-determined system of linear equations.
The main contributions of this chapter can be summarized as follows. We develop
a method for the analytical computation of voltage and current sensitivities that (i) is
generalized to account for a generic number of slack buses; (ii) allows the computation
of sensitivities with respect to OLTC positions; (iii) is proved to admit a unique solution
for the case of radial networks; (iv) supports the computation of the sensitivities for a
generic unbalanced multi-phase electrical network by using the [Y] compound matrix
being, thus, suitable for distribution systems and (v) allows us to reduce the compu-
tational time by almost a factor of three compared to traditional approaches, thus
enabling, in principle, its implementation in real-time network controllers. We verify
that, in distribution systems, both active and reactive power for voltage control need to
be taken into account as their impact on the voltage variations can be comparable. We
propose a sophisticated control scheme where each of the three phases of the DERs
can be controlled independently of the others and we show that, when there is this
possibility, the optimal voltage and current profiles are better than the ones corre-
sponding to the balanced control of the 3-phase output of the set-points of the DERs.
Finally, we relax the assumption that the DNO has an accurate knowledge of the system
model, i.e., a correct network admittance matrix [Y]. We show that uncertainty in the
network admittance matrix can have a significant effect on the solution of the optimal
voltage control problem and that formulating the voltage control problem using a
robust optimization framework can immunize the solution against the considered
uncertainties in [Y] without significantly increasing the complexity of the problem.
Additionally, we show that it is possible to compute voltage sensitivity coefficients for
a multi-phase unbalanced grid and, consequently, perform voltage control without
knowledge of the grid model and the system state.
3.2 Related work
Voltage control and lines congestion management are typical examples of optimal
controls that are expected to be deployed in ADNs in the near future. This category of
problems has been well investigated in the domain of HV transmission systems and,
usually, it has been addressed in the literature by means of linear approaches applied
to the dependency between voltages and power flows (both nodal and branch) as a
function of the power injections (e.g., [9, 10, 85, 86]).
For the case of nodal voltage sensitivities with respect to nodal powers, the typical
approach for the solution of this class of control problems is the use of the sensitivity
coefficients through an updated Jacobian matrix derived from the load flow problem
(e.g., [75, 76, 77, 78, 79]). However, from the computational point of view, the main
disadvantage of such a category of methods is that, for every change in the operation
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conditions of the network, an updated Jacobian matrix needs to be built on the basis
of the network state and needs, then, to be inverted. This procedure involves non-
trivial computation constraints for the implementation in real-time centralized or
decentralized controllers.
In order to overcome the aforementioned limitations, the authors of [87] have
proposed the direct computation of voltages and network-losses sensitivity coefficients,
based on the Gauss-Seidel formulation of the load flow problem, by making use of the
impedance matrix ([Z]) of a balanced network. Also, in [85] the use of the [Z] matrix has
been proposed along with the constant-current model for loads and generators. In [86]
the sensitivity coefficients are proposed to be calculated starting from the network
branch currents. Finally, the approach presented in [88, 89, 90, 91, 92] belongs to a
class of methods typically derived from circuit theory and is based on the use of the
so-called adjoint network.
Compared to [85] our approach for the computation of the sensitivities takes into
account the whole admittance matrix of the network. On the other hand the analytical
derivation of sensitivities in [85] was based on the approximated representation of the
network lines where lines shunt parameters are neglected2. The method presented
in [86] always requires a base-case load flow solution and it relies on the assumption
that all generators are PV nodes (i.e., with fixed voltage magnitude). Also, it does not
account for the mutual coupling between different phase conductors.
Close to our work is the approach proposed in [87]. However, there are several sig-
nificant differences. First, the method in [87] depends on a pseudo-load flow approach
(i.e., it makes use of a Gauss-Seidel iterative process with a fixed number of iterations)
which influences the accuracy of the computed coefficients. Furthermore, compared
to [87] we are able to generalize the problem formulation for a generic number of
slack buses and extend the computation of sensitivities to tap-changers positions (i.e.,
changes of slack-buses reference voltages). Moreover, we prove that the analytical
computation of sensitivities admits a unique solution for the case of radial networks.
Finally, we adopt the so-called [Y] compound matrix, which has the advantage of
being sparse. This allows us to take into account the inherent multi-phase and unbal-
anced nature of distribution networks and to reduce the computation time by almost
a factor of three compared to traditional approaches, thus enabling, in principle, the
implementation of the proposed method in real-time optimal controllers.
Despite their differences, all the aforementioned methods rely on the key assump-
tion that an accurate knowledge of the system model, i.e., the [Y] admittance matrix,
is available for the computation of the desired sensitivities. However, this assumption
does not always hold in reality. For this reason, recently, there has been an effort in the
literature to compute sensitivity coefficients using measurements and, thus, avoiding
2It is important to note that line shunt parameters are non-negligible in case of networks character-
ized by the presence of coaxial cables. These types of components are typical in the context of urban
distribution networks.
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the use of the network admittance matrix. In particular, in [93, 94] a least squares
method is proposed for the computation of injection shift factors in transmission
networks where large sets of synchronized measurements of PMUs are available. In
the same direction, in [95], availability of historical data coming from smart meters is
assumed and voltage sensitivity coefficients are computed for a low voltage grid and
for different loading scenarios in the network.
Compared to the work in [93, 94], we propose here a methodology for the com-
putation of voltage sensitivity coefficients in low voltage 3-phase unbalanced grids
without relying on the knowledge of the system model and its state. As availability of
PMUs is still limited in low voltage grids, our proposed method does not require highly
synchronized phasor measurements. Instead we assume availability of a monitoring
infrastructure that provides us with measurements of power injections and voltage
magnitudes only. Our work is closer to [95]. However, compared to [95] we consider the
computation of sensitivities in the generic case of 3-phase unbalanced networks and
we take into account noise in the available measurements. Furthermore, we perform
the computation in an online fashion, thus enabling, in principle, the adoption of the
method in real-time ADN controllers. Finally, we validate and benchmark the proposed
method using real measurements coming from a real low voltage distribution feeder in
Switzerland.
In cases when the DNO has some knowledge of the system model, but the avail-
able information is inaccurate, the voltage control problem can be formulated as an
optimization problem with uncertain data. In this respect, a robust optimization (RO)
framework can be adopted for its solution ([83]). RO is one possible way to handle
optimization problems where a certain measure of robustness is sought against uncer-
tainty of the problem data. Contrary to stochastic optimization, in the case of RO, there
is no assumption on the distribution of the uncertain parameters and the uncertainty
can be represented as deterministic variability in the value of the parameters of the
problem. Within the context of the smart grid, RO has recently gained attention due to
the increasing presence of uncertain sources in the grid. It has already been applied
to the unit commitment problem in order to account for price uncertainty (e.g., [96]).
Other problems that have been tackled in the literature, so far, by means of RO is the
capacity expansion problem, the reactive power planning and the real-time demand
response under uncertain energy prices (e.g., [97, 98, 99]). However, to the best of our
knowledge RO has not yet been applied to the case of voltage control when there are
uncertainties in the feeder parameters.
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Figure 3.1: Distribution Management System adopted for the proposed centralized
controller, adapted from [71].
3.3 Centralized Online Controller for Voltage Control and Lines
Congestion Management in ADNs
3.3.1 Control Architecture
Throughout this chapter we consider an ADN equipped with a number of distributed
controllable energy resources, a monitoring infrastructure that provides the DNO with
field measurements and a centralized DMS adapted from [71]. The architecture of the
considered DMS is shown in Figure 3.1. Its main modules are the following:
• State estimation: The first step towards the development of control schemes for
ADNs is the knowledge of the system state. To this end, the state estimation (SE)
module involves algorithms that process field measurements and provide the
DNO with the state of the grid, i.e., the voltage phasors at the network buses. It
is worth noting, that control functionalities in distribution systems can be char-
acterized by dynamics in the order of few seconds. In this respect, we consider
a real-time state estimator (RTSE) that is capable of assessing the ADNs’ state
within few tens/hundreds of ms with relatively high levels of accuracy (e.g., [14]).
Provided that the network admittance matrix is known, once the voltage phasors
are obtained, the computation of the nodal power injections, as well as the flows
of each line is straightforward.
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• Short-term forecasts: This DMS module incorporates algorithms that are able
to provide ultra short-term forecasts for both the loads’ consumption and the
RERs’ production (e.g., [34]). ADNs are characterized by increased penetration of
highly volatile renewable energy resources. Therefore, the possibility to forecast
as accurately as possible their power production can play a fundamental role,
especially in cases where the RERs are requested to contribute to grid ancillary
services. In the same direction, load forecasting is crucial especially in cases
when demand-response actions are included in the control functionalities. This
module is also useful in cases where multi-horizon optimization is used for the
grid control (e.g., model predictive control) or uncertainty in loads and RERs’
production is included in the control via, for instance, a robust optimization
framework.
• Intra-day scheduler & DERs control: The intra-day scheduler module essen-
tially comprises the real-time controller that acts in short time intervals (in the
order of few seconds to several minutes according to the control application). It
uses the system state and the available short-term forecasts as inputs and for-
mulates an optimization problem in order to obtain the optimal required power
adjustments and the optimal variations in the OLTC positions which lead to the
desired operation set-point. Depending on the control application that the DNO
wishes to implement, the objective function is modified accordingly. Typical
examples of controls include resistive losses minimization, voltage deviations
minimization, lines congestion management or energy supply cost minimiza-
tion. Once the optimal set-points are computed the DERs control module is
responsible to communicate them to the controllable DERs.
In our case, the DNO is interested in minimizing the voltage deviations from the
network rated value and in maintaining the line current flows below their ampacity
limits. In the following section, we focus on the actions that the online centralized
controller performs to achieve these objectives.
3.3.2 Controller’s Actions
In what follows, the modules of state estimation, on-line centralized optimization and
DERs control (Figure 3.1) are adopted to formulate the control problem.
A network is considered composed of K buses, L lines and NDER controllable
resources. The DNO wishes to compute the optimal DERs’ active and reactive power
variations (∆Pi, ∆Qi, i = 1, . . . , NDER), and the optimal OLTC positions ∆n in order
to achieve primary voltage control and lines congestion management.
The first step towards this direction is to linearize the dependencies of the voltage
and line currents with respect to the nodal power injections and OLTC positions. To
this end, at each time step, t, the DNO uses the network state computed by the SE
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module, i.e., the voltage phasors E¯i(t) at each bus i (e.g., [100, 101])3. Also, we assume
that the system model, namely the network admittance matrix, [Y] is known. Using
this information, the DNO can compute, subsequently, the nominal values of the
voltage and current sensitivity coefficients with respect to absorbed/injected power
of a bus ` where a controllable resource is connected, as well as with respect to the
transformer’s OLTC positions4:
KP,i`(t) :=
∂|E¯i|
∂P`
, KQ,i`(t) :=
∂|E¯i|
∂Q`
HP,k`(t) :=
∂I¯k
∂P`
, HQ,k`(t) :=
∂I¯k
∂Q`
Kn,i(t) :=
∂|E¯i|
∂E0
, Hn,k(t) :=
∂I¯k
∂E0
These sensitivities can be computed on-line by solving a linear system of equations
([17]). The details related to the computation of the sensitivities will be discussed in
the following section.
Therefore, the following linear relations between variation in bus voltages, line
currents and variations of active/reactive power ∆Pi,∆Qi and OLTC ∆n can be derived
(e.g., [9]):
∆|E¯|i ≈ KPi∆P + KQi∆Q + Kn∆n , (KP,Q,n(t)∆(P,Q,n))i
∆I¯k ≈ HPk∆P + HQk∆Q + Hn∆n , (HP,Q,n(t)∆(P,Q,n))k
where KPi=[KPi1 , . . . ,KPiNDER ], KQi=[KQi1 , . . . ,KQiNDER ], Kn = [Kn1 , . . . ,KnB ],
HPk=[HPk1 , . . . ,HPkNDER ], HQk=[HQk1 , . . . ,HQkNDER ], Hn = [Hn1 , . . . ,HnL ].
At this stage, using the sensitivity coefficients KP,Q,n and HP,Q,n the DNO can
compute the optimal required power adjustments in the buses and the optimal OLTC
positions {∆(P,Q,n)∗}which lead to the desired operation set-point for optimal grid
control. Depending on the grid’s needs, the DNO can formulate different objective
functions. In this chapter, we assume that at a given time step t, the DNO wishes to
minimize the deviations of the voltage magnitudes in the network buses from the
network rated value, Eo, while keeping the line flows below the ampacity limits, via the
following constrained optimization problem ([102]):
3In the rest of the thesis complex numbers are denoted with a bar above (e.g., E¯) and complex
conjugates with a bar below (e.g., E
¯
).
4Note that we assume that transformers’ tap-changers are located in correspondence of the slack
buses of the network because for distribution networks these represent the connections to external
transmission or sub-transmission networks.
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min
∆(P,Q,n)
∑
i
λi[(|E¯i(t)|+ (KP,Q,n(t)∆(P,Q,n))i − |Eo|)2 − δ2]+ (3.1)
+
∑
k
µk[(|I¯k + (HP,Q,n(t)∆(P,Q,n))k|)2 − 2]+
subject to: (Pj , Qj) ∈ Hj , j = 1, . . . , NDER (3.2)
nmin ≤ n ≤ nmax (3.3)
where we have used the notation [a]+ , max(a, 0) and λi and µk are weighting the
two terms of the objective function that correspond to voltage and current control
respectively. The constants δ and  represent the voltage and current thresholds which
define the ranges outside of which the controller optimizes the voltage and the current
flows. This avoids the minimization of the voltage deviations and the current flows
when they are within acceptable limits imposed by the DNO. Constraints (3.2) represent
the capability curves of the controllable resources. The last constraint (3.3) represents
the minimum and maximum OLTC positions allowed.
Note that the formulation of the optimization problem in (3.1)-(3.3) is generic.
According to the DNO’s desire, the objective can be modified to account only for the
voltage or the current flows control. Also, in case the OLTCs are included in the control
the problem becomes a mixed integer one, otherwise the corresponding sensitivity
coefficients can be set to zero and control is achieved only through the scheduling of
the DERs. In all cases, the key element for the formulation and solution of the linearized
control problem is the computation of the sensitivity coefficients. To this end, in the
following section we recall the traditional way to compute sensitivity coefficients and
we propose a method for the analytical derivation of these sensitivities, that is suitable
for real-time network controllers.
3.4 Efficient Computation of Sensitivity Coefficients of Node
Voltages and Line Currents in Unbalanced Radial Electri-
cal Distribution Networks
3.4.1 Classic Computation of Sensitivity Coefficients in Power Networks
In this paragraph we make reference to a balanced network composed by K buses.
Traditionally, there are three proposed ways to calculate the sensitivity coefficients
of our interest. The first method consists of estimating them by a series of load-flow
calculations each performed for a small variation of a single control variable (i.e., nodal
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power injections, Pl, Ql) [9]:
∂|E¯i|
∂Pl
=
∆|E¯i|
∆Pl
∣∣∣∣∆Pi,i 6=l=0
∆Qi,i 6=l=0
∂|I¯ij |
∂Pl
=
∆|I¯ij |
∆Pl
∣∣∣∣∆Pi,i 6=l=0
∆Qi,i 6=l=0
(3.4)
∂|E¯i|
∂Ql
=
∆|E¯i|
∆Ql
∣∣∣∣∆Pi,i 6=l=0
∆Qi,i 6=l=0
∂|I¯ij |
∂Ql
=
∆|I¯ij |
∆Ql
∣∣∣∣∆Pi,i 6=l=0
∆Qi,i 6=l=0
where E¯i is the direct sequence phase-to-ground voltage of node i and I¯ij is the direct
sequence current flow between nodes i and j (i, j ∈ {1 · · ·K}).
The second method uses the Newton Raphson formulation of the load flow cal-
culation to directly infer the voltage sensitivity coefficients as sub-matrices of the
inverted Jacobian matrix (e.g., [75, 76, 77, 78, 79]):
J =

∂P
∂|E¯|
∂P
∂θ
∂Q
∂|E¯|
∂Q
∂θ
 . (3.5)
It is worth observing that such a method does not allow to compute the sensitivities
against the transformers tap-changers positions. Additionally, as known, the sub-
matrix
∂Q
∂|E¯| is usually adopted to express voltage variations as a function of reactive
power injections when the ratio of longitudinal line resistance versus reactance is negli-
gible. It is worth noting that such an assumption is no longer applicable to distribution
systems that require in addition to take into account active power injections.
A third method is derived from circuit theory. In this method Tellegen’s theorem is
applied in power networks and the computation of sensitivities relies on the concept
of the so-called adjoint networks (e.g., [88, 89, 90, 91, 92]). This approach requires a
base-case load flow solution in order to build a specific adjoint network that needs to
be solved in order to infer the desired sensitivities.
3.4.2 Analytical Derivation of Sensitivity Coefficients with respect to Nodal
Power Injections
This subsection contains the main analytical development related to the derivation of
the voltage sensitivity coefficients5.
Voltage Sensitivity Coefficients
The analysis starts with the voltage sensitivity coefficients. To this end, we derive
mathematical expressions that link bus voltages to bus active and reactive power
5As shown later in this subsection the current sensitivities can be straightforwardly derived from the
voltage ones.
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injections. For this purpose, a K-bus 3-phase generic electrical network is considered.
The following analysis treats each phase of the network separately and, thus, it can be
applied to unbalanced networks.
As known, the equations that link the voltage of each phase of the buses to the
corresponding injected current are in total M = 3K and they are given by:
[¯Iabc] = [Y¯abc] · [E¯abc] (3.6)
where [¯Iabc] = [I¯1a , I¯
1
b , I¯
1
c ..., I¯
K
a , I¯
K
b , I¯
K
c ]
T , [E¯abc] = [E¯1a, E¯
1
b , E¯
1
c ..., E¯
K
a , E¯
K
b , E¯
K
c ]
T . We
denote by a, b, c the three network phases. The [Y¯abc] matrix is formed by using the
so-called compound admittance matrix (e.g., [103]) as follows:
[
Y¯abc
]
=

Y¯ 11aa Y¯
11
ab Y¯
11
ac · · · Y¯ 1Kaa Y¯ 1Kab Y¯ 1Kac
Y¯ 11ba Y¯
11
bb Y¯
11
bc · · · Y¯ 1Kba Y¯ 1Kbb Y¯ 1Kbc
Y¯ 11ca Y¯
11
cb Y¯
11
cc · · · Y¯ 1Kca Y¯ 1Kcb Y¯ 1Kcc
...
...
...
...
...
...
...
Y¯ K1aa Y¯
K1
ab Y¯
K1
ac · · · Y¯ KKaa Y¯ KKab Y¯ KKac
Y¯ K1ba Y¯
K1
bb Y¯
K1
bc · · · Y¯ KKba Y¯ KKbb Y¯ KKbc
Y¯ K1ca Y¯
K1
cb Y¯
K1
cc · · · Y¯ KKca Y¯ KKcb Y¯ KKcc

.
In order to simplify the notation, in what follows we will assume the following corre-
spondences: [¯Iabc] = [I¯1, ..., I¯M ]T , [E¯abc] = [E¯1, ..., E¯M ]T and
[
Y¯abc
]
=
 Y¯11 · · · Y¯1M... · · · ...
Y¯1M · · · Y¯MM
 .
For the rest of the analysis we will consider the network as composed by S slack buses
and N buses with PQ injections, (i.e., {1, 2, · · ·M} = S ∪ N , with S ∩ N = ∅). The PQ
injections are considered constant and independent of the voltage. In this respect, we
are assuming that for each separate perturbation of nodal power injections, the other
loads/generators do not change their power set-points. Therefore, the computation of
the sensitivities inherently accounts for the whole response of the network in terms
of variation of both active and reactive power flows. Such a consequence allows to
compute the sensitivities in the close vicinity of the network state.
The link between power injections and bus voltages reads:
S
¯ i
= E
¯ i
∑
j∈S∪N
Y¯ijE¯j , i ∈ N . (3.7)
The derived system of equations (3.7) holds for all the phases of each bus of the network.
Since the objective is to calculate the partial derivatives of the voltage magnitude over
the active and reactive power injected in the other buses, we have to consider separately
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the slack bus of the system. As known, the assumptions for the slack bus equations
are to keep its voltage constant and equal to the network rated value, by also fixing its
phase equal to zero. Hence, for the three phases of the slack bus, it holds that:
∂E¯i
∂Pl
= 0 , ∀i ∈ S. (3.8)
At this point, by using equation (3.7) as a starting point one can derive closed-form
mathematical expressions to define and quantify voltage sensitivity coefficients with
respect to active and reactive power variations in correspondence of the N buses of
the network. To derive voltage sensitivity coefficients, the partial derivatives of the
voltages with respect to the active and reactive power Pl and Ql of a bus l ∈ N have to
be computed. The partial derivatives with respect to active power satisfy the following
system of equations:
1{i=l} =
∂E
¯ i
∂Pl
∑
j∈S∪N
Y¯ijE¯j + E
¯ i
∑
j∈N
Y¯ij
∂E¯j
∂Pl
(3.9)
where it has been taken into account that:
∂S
¯ i
∂Pl
=
∂{Pi − jQi}
∂Pl
= 1{i=l}. (3.10)
The system of equations (3.9) is not linear over complex numbers, but it is linear with
respect to ∂E¯i∂Pl ,
∂E
¯ i∂Pl
, therefore it is linear over real numbers with respect to rectangular
coordinates. As we show next, it has a unique solution for radial networks and can
therefore be used to compute the partial derivatives in rectangular coordinates to
reduce the computational effort.
A similar system of equations holds for the sensitivity coefficients with respect to
the injected reactive power Ql. With the same reasoning, by taking into account that:
∂S
¯ i
∂Ql
=
∂{Pi − jQi}
∂Ql
= −j1{i=l} (3.11)
we obtain that:
−j1{i=l} =
∂E
¯ i
∂Ql
∑
j∈S∪N
Y¯ijE¯j + E
¯ i
∑
j∈N
Y¯ij
∂E¯j
∂Ql
. (3.12)
By observing the above linear systems of equations (3.9) and (3.12), we can see that the
matrix that needs to be inverted in order to solve the system is fixed independently
of the power of the l-th bus with respect to which we want to compute the partial
derivatives. The only element that changes is the left hand side of the equations.
Once ∂E¯i∂Pl ,
∂E
¯ i∂Pl
are obtained, the partial derivatives of the voltage magnitude can be
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expressed as:
∂|E¯i|
∂Pl
=
1
|E¯i|Re(E¯ i
∂E¯i
∂Pl
) (3.13)
and similar equations hold for derivatives with respect to reactive power injections.
Theorem 1. The system of equations (3.9), where l is fixed and the unknowns are ∂E¯i∂Pl ,
i ∈ N , has a unique solution for every radial electrical network. The same holds for the
system of equations (3.12), where the unknowns are ∂E¯i∂Ql , i ∈ N .
Proof. Since the system is linear with respect to rectangular coordinates and there
are as many unknowns as equations, the theorem is equivalent to showing that the
corresponding homogeneous system of equations has only the trivial solution. The
homogeneous system can be written as:
0 = ∆
¯ i
∑
j∈S∪N
Y¯ijE¯j + E
¯ i
∑
j∈N
Y¯ij∆¯j , ∀i ∈ N (3.14)
where ∆¯i are the unknown complex numbers, defined for i ∈ N . We want to show that
∆¯i = 0 for all i ∈ N . Let us consider two electrical networks with the same topology,
i.e., same [Y¯abc] matrix, where the voltages are given. In the first network, the voltages
are
E¯′i = E¯i , ∀i ∈ S
E¯′i = E¯i + ∆¯i , ∀i ∈ N
(3.15)
and in the second network they are
E¯′′i = E¯i , ∀i ∈ S
E¯′′i = E¯i − ∆¯i , ∀i ∈ N
(3.16)
Let S
¯
′
i be the conjugate of the absorbed/injected power at the ith bus in the first
network, and S
¯
′′
i in the second. Apply equation (3.7) to bus i ∈ N in the first network:
S
¯
′
i = E¯
′
i
∑
j∈S∪N
Y¯ijE¯
′
j
= (E
¯ i
+ ∆
¯ i
)
(∑
j∈S
Y¯ijE¯j +
∑
j∈N
Y¯ij(E¯j + ∆¯j)
)
= E
¯ i
∑
j∈S∪N
Y¯ijE¯j + ∆
¯ i
∑
j∈N
Y¯ij∆¯j
+ ∆
¯ i
∑
j∈S∪N
Y¯ijE¯j + E
¯ i
∑
j∈N
Y¯ij∆¯j
Similarly, for the second network and for all buses i ∈ N :
S
¯
′′
i = E¯ i
∑
j∈S∪N
Y¯ijE¯j + ∆
¯ i
∑
j∈N
Y¯ij∆¯j
− ∆
¯ i
∑
j∈S∪N
Y¯ijE¯j − E
¯ i
∑
j∈N
Y¯ij∆¯j
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Subtract the last two equations and obtain
S
¯
′
i − S¯
′′
i = 2
(
∆
¯ i
∑
j∈S∪N
Y¯ijE¯j + E
¯ i
∑
j∈N
Y¯ij∆¯j
)
By equation (3.14), it follows that S
¯
′
i = S¯
′′
i for all i ∈ N . Thus, the two networks have
the same active and reactive powers at all non-slack buses and the same voltages at all
slack buses. As discussed in [104] for radial distribution networks such an assumption
means that the load flow problem has a unique solution. Therefore, it follows that the
voltage profile of these networks must be exactly the same, i.e., E¯i − ∆¯i = E¯i + ∆¯i for
all i ∈ N and thus ∆¯i = 0 for all i ∈ N .
Current Sensitivity Coefficients
From the previous analysis, the sensitivity coefficients linking the power injections
to the voltage variations are known. Thus, it is straightforward to express the branch
current sensitivities with respect to the same power injections. Assuming to represent
the lines that compose the network by means of pi models, the current flow I¯ij between
nodes i and j can be expressed as a function of the phase-to-ground voltages of the
relevant i, j nodes as follows6:
I¯ij = Y¯ij(E¯i − E¯j) (3.17)
where Y¯ij is the generic element of [Y¯abc] matrix between node i and node j.
Since the voltages can be expressed as a function of the power injections into the
network buses, the partial derivatives of the current with respect to the active and
reactive power injections in the network can be expressed as:
∂I¯ij
∂Pl
= Y¯ij(
∂E¯i
∂Pl
− ∂E¯j
∂Pl
)
∂I¯ij
∂Ql
= Y¯ij(
∂E¯i
∂Ql
− ∂E¯j
∂Ql
)
. (3.18)
Applying the same reasoning as earlier, the branch current sensitivity coefficients with
respect to an active power Pl can be computed using the following expressions:
∂|I¯ij |
∂Pl
=
1
|I¯ij |Re(I¯ij
∂I¯ij
∂Pl
). (3.19)
Similar expressions can be derived for the current coefficients with respect to the
6Note that the current expressed by (3.17) is the current flow across the longitudinal elements of the
network lines. The current flow that includes the shunt capacitances of the lines can be expressed as
I¯ij = Y¯ij(E¯i − E¯j) + Y¯i0E¯i, where Y¯i0 is the shunt element on the receiving end of line i−j. In this
case, the analysis that follows for the computation of the current sensitivities still holds by modifying
accordingly equations 3.18.
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reactive power in the buses as:
∂|I¯ij |
∂Ql
=
1
|I¯ij |Re(I¯ij
∂I¯ij
∂Ql
). (3.20)
3.4.3 Sensitivity Coefficients with respect to Transformers OLTC
This subsection is devoted to the derivation of analytical expressions for the voltage
sensitivity coefficients7 with respect to tap positions of a transformer. We assume
that transformers tap-changers are located in correspondence of the slack buses of
the network as for distribution networks these represent the connections to external
transmission or sub-transmission networks. As a consequence, the voltage sensitivities
as a function of the tap positions are equivalent to the voltage sensitivities as a function
of the slack reference voltage. We assume that the transformers voltage variations due
to tap position changes are small enough so that the partial derivatives considered
in the following analysis are meaningful. Furthermore, we assume that the power
injections at the network buses are constant and independent of the voltage.
With the same reasoning as in Section 3.4.2, the analysis starts in equation (3.7).
We write E¯` = |E¯`|ejθ` for all buses `. For a bus i ∈ N the partial derivatives with
respect to the voltage magnitude |E¯k| of a slack bus k ∈ S are considered:
−E
¯ i
Y¯ike
jθk = W
¯ ik
∑
j∈S∪N
Y¯ijE¯j + E
¯ i
∑
j∈N
Y¯ijW¯jk, (3.21)
where
W¯ik :=
∂E¯i
∂|E¯k|
=
(
1
|E¯i|
∂|E¯i|
∂|E¯k|
+ j
∂θi
∂|E¯k|
)
E¯i, i ∈ N .
We have taken into account that:
∂
∂|E¯k|
∑
j∈S
Y¯ijE¯j = Y¯ike
jθk (3.22)
and
∂S
¯ i
∂|E¯k|
= 0. (3.23)
The derived system of equations (3.21) is linear with respect to W
¯ ik
and W¯ik, and has
the same associated matrix as the system in (3.9). Since the resulting homogeneous
system of equations is identical to the one in (3.14), by Theorem 1 it has a unique
solution.
After resolution of (3.21), we find that the sensitivity coefficients with respect to
7Note that as shown earlier once the voltage sensitivities are obtained, the ones of currents can be
computed directly.
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the tap position of the transformer at bus k are given by
∂|E¯i|
∂|E¯k|
= |E¯i|Re
(
W¯ik
E¯i
)
. (3.24)
3.4.4 Computational Cost Analysis
The aim of this subsection is to show the computational advantage of the proposed
method compared to the classic approach with respect to the computation of voltage
sensitivities as a function of power injections only8. Furthermore, the two methods are
applied to the IEEE 13 and 34 node test feeders and compared in terms of CPU time
necessary to calculate the voltage sensitivity coefficients.
We are assuming that:
1. there are loads/injections in all three phases of the system and
2. the phasors of phase-to-ground voltages in all the network are known (e.g., com-
ing from a state estimation process [105]).
Algorithm 1 shows the steps required to calculate the voltage sensitivity coeffi-
cients using the traditional method and Algorithm 2 shows the corresponding steps
using the analytical method proposed here.
For the traditional method an updated Jacobian needs to be built, and its inverse
will provide the desired voltage sensitivities. For the analytical method the correspond-
ing steps refer to inverting a square matrix of size 2N (as reported in Section 3.4.2, N
refers to the number of network buses with PQ injections) and multiplying the inverse
matrix with one column vector for each PQ bus in the network.
Algorithm 1 Computation of voltage sensitivity coefficients using the Jacobian method
1: build Jacobian matrix associated to the Newton Raphson method
2: invert matrix J of size 2N × 2N
3: extract the sub-matrices corresponding to the desired sensitivity coefficients
Algorithm 2 Computation of voltage sensitivity coefficients using the analytical
method
1: build the matrix of the linear system of equations
2: invert matrix of size 2N × 2N
3: do N multiplications of the inverse matrix with vectors of size 2N × 1
In Table 3.1 the mean CPU time necessary to calculate the voltage sensitivity co-
efficients is presented for the IEEE 13- and 34-nodes test feeders respectively, when
8As already pointed out in Section 3.4.1 traditional Jacobian-based sensitivity computations do not
account indeed for the variations of tap-changers.
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Table 3.1: CPU time necessary for calculating voltage sensitivity coefficients in the
IEEE 13- and the 34-nodes test feeders when all phases of all buses have loads
Jacobian Analytical ratio
13 bus feeder 28.8± 0.18 msec 12.5± 0.43 msec 2.34
34 bus feeder 209.8± 1.30 msec 83.4± 0.59 msec 2.52
1000 iterations of the method are executed. It can be observed that the analytical ap-
proach exhibits an improvement of performance which is of 2.34 for the IEEE 13-nodes
test feeder and 2.52 for the IEEE 34-nodes test feeder. In the same table the relevant
95% confidence intervals are also reported for the computation of the coefficients for
the two benchmark feeders. One can observe the advantage of the proposed analyt-
ical method as the number of buses in the network increases. It is worth observing
that such an improvement depends not only on the number of buses but also on the
network topology (i.e., sparsity of the [Y] admittance matrix).
3.4.5 Numerical Validation
The numerical validation of the proposed method for the computation of voltage/cur-
rent sensitivities is performed using two different approaches. In particular, as the
inverse of the load flow Jacobian matrix provides the voltage sensitivities, the compari-
son reported below makes reference to such a method for the voltage sensitivities only.
On the contrary, as the inverse of the load flow Jacobian matrix does not provide cur-
rent sensitivity coefficients, their accuracy is evaluated by using a numerical approach
where the load flow problem is solved by applying small injection perturbations into a
given network (see Section 3.4.1). A similar approach is deployed to validate the sen-
sitivities with respect to OLTC positions of the transformers, i.e., small perturbations
of the voltage magnitude of one phase of the slack bus and solution of the load flow
problem. Figure 3.2 shows the IEEE 13-nodes test feeder implemented in the EMTP-RV
simulation environment ([106, 107, 108]) adopted to perform the multiphase load flow.
For the sake of brevity we limit the validation of the proposed method to a reduced
number of buses exhibiting the largest voltage sensitivity against PQ load/injections.
In particular, we refer to the variation of voltages at bus 8 with respect to load/injection
at bus 9:
∂|E¯a8 |
∂P b9
,
∂|E¯b8|
∂P b9
,
∂|E¯a8 |
∂Qb9
,
∂|E¯b8|
∂Qb9
In Figure 3.3(a) the voltage sensitivity of phase b bus 8 is shown with respect to active
power absorption and generation at phase b of bus 9. We assume the convention that
positive values of P and Q denote power absorption, whereas negative values corre-
spond to power generation. Figure 3.3(b) shows for the same buses as Figure 3.3(a),
the same sensitivity but referring to voltage and power belonging to different phases.
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Figure 3.2: IEEE 13-nodes test feeder represented in the EMTP-RV simulation environ-
ment.
Additionally, Figure 3.3(c) and 3.3(d) show the voltage sensitivity of bus 8 with respect
to reactive power absorption and generation at bus 9. In all these four figures the
dashed line represents the relative error between the traditional approach (i.e., based
on the inverse of the Jacobian matrix) and the analytical method proposed here. As it
can be observed, the overall errors are in the order of magnitude of 10−6.
In Figure 3.4(a) and Figure 3.4(b) the current sensitivity coefficient of phase a of
branch 10−13 is presented with respect to active and reactive power absorption/gener-
ation at phase a of bus 13. In the same figures, the dashed lines represent the relative
error between the analytical values and the numerical ones. Even for these coefficients
extremely low errors are obtained9.
Concerning the validation of voltage sensitivities against tap-changer positions,
we have made reference to the IEEE 13-nodes test feeder where the slack bus and
therefore the primary substation transformer is placed in correspondence of node 1.
We assume to vary the slack bus voltage of±6% over 72 tap positions (where position
9Note that the current sensitivities shown in Figures (3.4(a))-(3.4(b)) correspond to the ones expressed
in equations (3.18).
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Figure 3.3: Voltage sensitivities of bus 8 as a function of power injections at bus 9.
"0" refers to the network rated voltage). In Figure 3.5 the sensitivity of voltage in phase
a of bus 7 is shown w.r.t. the tap positions in phase a, b and c of the slack. Also, in this
case the difference between the analytically inferred sensitivities and the numerical
computed ones is negligible (i.e., in the order of magnitude of 10−4).
It is worth observing that for the case of the voltage sensitivities, coefficients
that refer to the voltage variation as a function of a perturbation (power injection
or tap-changer position) of the same phase, show the largest coupling although a
non-negligible cross dependency can be observed between different phases.
Finally, Figure 3.6 depicts the variation of voltage sensitivity coefficients in all the
network with respect to active and reactive power absorption at phase a of bus 13 as a
function of the distance from the slack bus in feet.
This type of representation allows to observe the overall network behavior against
specific PQ buses absorptions/injections. In particular, we can see that larger sensitivi-
ties are observed when the distance between the considered voltage and the slack bus
increases. Furthermore, a lower, but quantified dependency between coefficients re-
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Figure 3.4: Current sensitivity of branch 10-13 as a function of power injections at node
13.
lated to different phases, can be observed. Also, as expected, reactive power has a larger
influence on voltage variations although the active power exhibits a non negligible
influence.
From the operational point of view it is worth observing that, figures as Figure 3.6,
provide to network operators an immediate view of the response of the electrical
network against specific loads/injections that could also be used for closed loop control
or contingency analysis.
3.5 Application Examples
For the application part, the IEEE 34-nodes test feeder is considered as depicted in
Figure 3.7 ([109]). Note that the regulators and shunt-capacitors are excluded to make
the network weaker. The network comprises a number of controllable distributed
generation units. We consider two different application examples. In the first one,
only voltage control is performed by coordinating the DERs’ power production with
the OLTC positions. In the second one, both voltage control and lines congestion
management are included in the optimization problem and the control variables are
solely the DERs’ active and reactive power production. For both application examples
we consider two different test cases, namely one where the DNO can control each
phase of the DERs independently of the others and one where the DERs’ output is
controlled in a balanced way, i.e., all three phases can inject the same amount of power.
Example 1: In buses 18, 23, 24 and 33 of the IEEE 34-nodes test feeder we assume
to have distributed energy resources that the DNO can control in terms of active and
reactive power. Their initial operating values, as well as their rated power outputs,
are shown in Table 3.2. Furthermore, the DNO has control on the transformer’s OLTC
positions.
The optimal control problem is formulated as a linearized one taking advantage of
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Figure 3.5: Voltage sensitivity of bus 7 as a function of transformer’s OLTC positions.
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Figure 3.6: Voltage sensitivities with respect to power absorption at bus 13 as a function
of the distance from the slack bus.
the voltage sensitivity coefficients. The controlled variables are the bus node voltages
and the control variables are the DER’s active and reactive power injections and the
OLTC positions under the control of the DNO, ∆x = [∆PDER,∆QDER,∆n]. It is
important to state that, formally, this problem is a mixed integer optimization problem
due to the inclusion of OLTC. However, for reasons of simplicity, in this example,
the tap positions are considered pseudo-continuous variables which are rounded to
the nearest integer once the optimal solution is reached. The objective of the linear
optimization problem considered in this example is essentially the first term of the
function in 3.1 with δ=0:
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Figure 3.7: IEEE 34 node test feeder represented in the EMTP-RV simulation environ-
ment.
min
∆(P,Q,n)
∑
i
[(|E¯i(t)|+ (KP,Q,n(t)∆(P,Q,n))i − |Eo|)2] (3.25)
The imposed constraints on the operational points of the DERs and the OLTC
positions are the following:
0 ≤ PDERi ≤ PDERimax (3.26)
QDERimin ≤ QDERi ≤ QDERimax
nmin ≤ n ≤ nmax
In order to simplify the analysis, we have assumed that the DER capability curves
are rectangular ones in the PQ plane.
The formulated linearized problem is solved by using the linear least squares
method. The method used to calculate analytically the sensitivity coefficients allows
us to consider two different optimization scenarios. In the first (opt1), the operator
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Table 3.2: Initial and maximum operational set-points of the DERs and the OLTC in
the 34-nodes test feeder
Pinit(kW) Pmax(kW) ninit nmin nmax
DER18 210 300
0 −36 +36DER23 100 600
DER24 250 600
DER33 150 300
Table 3.3: Optimal operational set-points of the DERs and the tap-changers in the
34-nodes test feeder when the system operator has control on their 3-phase output
Popt1(kW) Qopt1(kvar) nopt1
DER18 300 300
-2
DER23 600 600
DER24 600 264.06
DER33 300 -14.46
of the system is assumed to control the set-points of the DERs considering that they
are injecting equal power into the three phases, whereas in the second case (opt2) it is
assumed to have a more sophisticated control on each of the phases independently
except for the tap-changers positions. It is worth noting that this second option,
although still far from a realistic implementation, allows us to show the capability of the
proposed method to deal with the inherent unbalanced nature of distribution networks.
Table 3.3 and Table 3.4 show the optimal operational set-points corresponding to these
cases.
Additionally, in Figure 3.8 the voltage profile of the buses of the system is presented
in the initial and the optimal cases. The solid line in the figures shows the initial voltage
profile, the solid line with the markers shows the first case optimal scenario (opt1) and
the dashed line represents the second case where the DNO has full control in each
of the phases of the DERS (opt2). The offset in the graphs, observed in the slack bus,
depicts the optimal OLTC position in each case. What can be observed is that, when
there is a possibility to control each of the three phases of the DERs output, the optimal
voltage profile is better than the one corresponding to control of the balanced 3-phase
output of the set-points of the DERs.
Example 2: We consider once again the IEEE 34-nodes test feeder equipped
with 6 generators, with a maximum three-phase power of 900 kW, located in buses
4, 9, 14, 18, 24, and 34. In this example we assume that the OLTCs are not controllable
and are set to position “0”. Both voltage control and lines congestion management are
40
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(b) IEEE 34-nodes test feeder - Voltage profile of phase b of the buses.
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(c) IEEE 34-nodes test feeder - Voltage profile of phase c of the buses.
Figure 3.8: Initial and optimized voltage profile of the IEEE 34-nodes test feeder.41
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Table 3.4: Optimal operational set-points of the DERs and the tap-changers in the
34-nodes test feeder when the system operator has control on each of the three phases
independently
Popt2(kW) Qopt2(kvar) nopt2
DERa18 100 100
+1
DERb18 100 -88.56
DERc18 0 83
DERa23 200 200
DERb23 200 200
DERc23 0 200
DERa24 200 102.81
DERb24 196.51 200
DERc24 111.40 200
DERa33 100 -27.88
DERb33 100 100
DERc33 98.40 100
taken into account. Consequently, the following objective function is considered:
min
∆(P,Q)
∑
i
λi[(|E¯i(t)|+ (KP,Q(t)∆(P,Q))i − |Eo|)2 − δ2]+ (3.27)
+
∑
k
µk[(|I¯k + (HP,Q(t)∆(P,Q))k|)2 − 2]+
subject to: (Pj , Qj) ∈ Hj , j = 1, . . . , NDER (3.28)
(3.29)
The ampacity of the network lines is fixed to 100A, which is a typical value for
lines in distribution networks. The constants δ and  represent the voltage and current
thresholds respectively, which define the bounds above which the controller optimizes
the voltage and the current flows. In this case δ=0.03p.u. and =0.8p.u. of line ampaci-
ties, i.e., only the buses with a voltage below 0.97 p.u. or above 1.03 p.u., and only the
lines with a current above 80% of their ampacity value, will be taken into account in
the optimization problem. This avoids the minimization of the voltage deviations and
the current flows when they are within acceptable limits imposed by DNOs.
The loads are unbalanced, and the total load profile of the network is depicted in
Figure 3.9 in terms of 24hr active and reactive power injections for each phase. As it
can be observed from Figure 3.9, the three phases are loaded in an unbalanced way.
Figure 3.10 shows the generators’ scheduling when no voltage and lines congestion
control action is applied. In this case we have considered that the generators inject
the same amount of power per-phase (balanced injection). Therefore, for the sake of
brevity, Figure 3.10 shows only the injected power of phase a.
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Figure 3.9: Total daily load profile in the network.
We have considered two different test cases for the settings of each of the six
generators that are present in the network. In the first case (Case A) each generator
is equipped with a traditional transformer that can control the 3-phase output of
the DG (balanced control). Their overall output is assumed to have a rectangular
capability curve with 0.95 lag-to-lead range. For the second case (Case B) a smart
transformer interfaces each generator with the network which allows the per-phase
control of the output power of the DG units. Additionally, the smart transformer
output is assumed to have a triangular capability curve as depicted in Figure 3.11. The
maximum range varies between 0.95p.u. lag and 0.925p.u. lead, as suggested in [110]
for photovoltaic and wind power plants in MV installations in Germany. In both test
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Figure 3.10: Total daily generators scheduling.
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Figure 3.12: Base case 24hr per-phase current and voltage profiles (median and 95%
confidence intervals).
cases the transformers’ size is 1.5MVA.
The DNO performs voltage and lines congestion management by scheduling the
DG units available in the network. We show in Figure 3.12 the per-phase network
current and voltage profiles, for the base-case load and generators’ profiles shown in
Figure 3.9 and Figure 3.10.
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Figure 3.13: Test Case A 24hr per-phase current and voltage profiles (median and 95%
confidence intervals).
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Figure 3.14: Test Case A 24hr generators’ active and reactive power scheduling.
For the sake of brevity we show in blue the median of the voltage and current
values of the network nodes and lines respectively, and in red lines the corresponding
95% confidence intervals. The light green dashed lines represent the voltage, as well
as the current limits. For the voltage, these limits are±0.05p.u. of the network voltage
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Figure 3.15: Test Case B 24hr per-phase current and voltage profiles (median and 95%
confidence intervals).
rated value and for the current, 1p.u. of the line ampacity. Due to the heavy loading of
the network there are periods during the day when both the voltage and the current
profiles exceed the allowed limits.
In order to avoid a possible curtailment of the load the DNO is forced to re-dispatch
the generators. In Case A the DNO uses a traditional transformer interfaced with the
generators, and thus the generators inject the same amount of power per phase. For
this case, Figure 3.13 shows the resulting network current and voltage profiles.
As it can be observed, the proposed algorithm improves the voltage and current
profiles in the network, particularly in phase a, but the control action is not sufficient to
manage efficiently the voltage control and current congestion management in phases
b and c, due to the balanced control of the generators’ output. The corresponding
scheduling of the generators’ active and reactive power injections for the same test
case is shown in Figure 3.14.
Figure 3.14 shows that the active and reactive powers are almost saturated for all
six generators almost throughout the 24hr period. This is explained by the fact that
even though not all phases are equally loaded, the algorithm is forced to adapt the
set-points of the generators to phases b and c.
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Figure 3.16: Test Case B 24hr generators’ active and reactive power scheduling.
In Case B, the DNO deploys a smart transformer to interface the generators with
the distribution network. The smart transformer can perform a phase-per-phase con-
trol. In this way, the power injection of each phase is scheduled separately throughout
the day, independently from the other two phases. Applying the proposed algorithm
to this test case, results in the profiles of the network currents and voltages as shown in
Figure 3.15. The smart transformer is able to bring the voltage and current profiles of
all three phases within the acceptable limits for safe operation.
For the same test case, Figure 3.16 shows the 24hr scheduling of the active and
reactive power injections for all six generators. The phase-per-phase control results in
different profiles with respect to Case A. As it can be observed, only the active power
profiles of phase b and c are saturated throughout the day. On the contrary, phase a
requires less power during the day with respect to the traditional transformer case.
Concerning the reactive power profiles, we obtain a significantly different distri-
bution along the three phases. The three phases are less overloaded than in Case A,
and the reactive power profiles are not saturated during the day.
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3.6 A Robust Optimization Approach to ADNs Control with Un-
certain Feeder Parameters
In this section we assume that the network admittance matrix is known with some
level of uncertainty and in particular that the feeder parameters vary in a range around
their nominal values. We show the effect of an erroneous admittance matrix on the
voltage control solution and we formulate the control problem as a robust optimization
problem using the framework presented in [111].
3.6.1 The Nominal Control Problem and the Sources of Data Uncertainty
As before, the DNO wishes to schedule the active and reactive power injections of
a number, NDER, of controllable DERs present in the network in coordination with
the transformers’ OLTC. The DNO is assumed to have available nominal values of the
feeder parameters that allow the computation of the nominal value of the network
admittance matrix, denoted hereafter as Y˜. Using this information, the DNO can com-
pute, subsequently, the nominal values of the voltage sensitivity coefficients with re-
spect to absorbed/injected power of a bus `where a controllable resource is connected,
as well as with respect to the transformer’s tap-changers positions K˜P,i`, K˜Q,i`, K˜n,i for
example by solving the linear systems of equations presented in Section 3.4.
At this stage, using the sensitivity coefficients K˜P,Q,n the DNO can compute the
optimal required power adjustments in the buses and the optimal OLTC positions
{∆(P,Q,n)∗}which lead to the desired operation set-point for optimal grid control. In
particular, in this section, we formulate the control problem as a linear one as follows:
min
∆(P,Q,n)
∑
i,i 6=1
||E¯i|+ (K˜P,Q,n∆(P,Q,n))i − E0| (3.30)
subject to: Pminj ≤ Pj ≤ Pmaxj , j = 1, . . . , NDER (3.31)
− Pjγj ≤ Qj , j = 1, . . . , NDER (3.32)
Qj ≤ Pjγj , j = 1, . . . , NDER (3.33)
nmin ≤ n ≤ nmax, n ∈ Z (3.34)
where the slack bus (bus 1) is not taken into account in the minimization problem
as it is assumed that its voltage is constant, equal to 1 p.u. and is not affected by
changes in the loads/injections in the network. Constraints (3.31)-(3.33) represent the
capability curves of the controllable resources. In particular, γj = tan(cos−1(φminj )).
Therefore, for the active power, the limits are represented as upper and lower bounds
whereas the reactive power limits are imposed indirectly by assuming a minimum
power factor value. The last constraint (3.34) represents the minimum and maximum
OLTC positions allowed.
It is worth noting that the problem in (3.30)-(3.34) is a mixed-integer linear pro-
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gramming problem. To eliminate the absolute value in the objective function, we
consider slack variables u such that each ui = ||E¯i| + (K˜P,Q,n(t)∆(P,Q,n))i − E0|.
Then the problem in (3.30)-(3.34) is equivalent to the following problem:
min
∆(P,Q,n),u
∑
i,i 6=1
ui (3.35)
subject to: Pminj ≤ Pj ≤ Pmaxj , j = 1, . . . , NDER (3.36)
− Pjγj ≤ Qj , j = 1, . . . , NDER (3.37)
Qj ≤ Pjγj , j = 1, . . . , NDER (3.38)
nmin ≤ n ≤ nmax, n ∈ Z (3.39)
ui ≥ |E¯i|+ (K˜P,Q,n∆(P,Q,n))i − E0 ,∀i , i 6= 1 (3.40)
ui ≥ E0 − (K˜P,Q,n∆(P,Q,n))i − |E¯i| ,∀i , i 6= 1 (3.41)
When the nominal value of the network admittance matrix Y˜ coincides with the
true one, corresponding to the observed network state E¯i, then the solution of the
problem (3.35)-(3.41) is the accurate optimal active and reactive power set-points,
as well as the OLTC adjustments required to minimize the voltage deviations in the
network buses. However, there are several cases where the DNO might have erroneous
information concerning the data of the feeder parameters, therefore an inaccurate
network admittance matrix (e.g., [80, 81]). Additionally, there are factors, such as the
temperature that can cause variations on the values of the resistances of the network
branches during the day and are not taken into account in the computation of the
admittance matrix (e.g., [82]). Such uncertainties in the feeder parameters result
eventually in uncertainties in the sensitivity coefficients, as the latter are, essentially, a
function of the network admittance matrix and the network state. Such uncertainties,
when not taken into account, can lead to wrong computation of the voltage sensitivities
and consequently to control decisions that are meaningless for the grid operation.
In this section, the values of the resistances of the network branches are assumed
to vary in a range around their nominal values. In particular, the resistance R˜k of
the k-th branch is considered unknown but bounded, taking values in the interval
[R˜k − Rˆk; R˜k + Rˆk].
This uncertainty in the network branch resistances is reflected to an uncertainty in
the values of the sensitivity coefficient matrices, and consequently affects the inequal-
ities (3.40)-(3.41) of the optimal control problem. To be able to obtain uncertainty
bounds for the coefficients and validate the performances of the RO formulation, a
Monte Carlo simulation is used. Two different loading scenarios are considered in the
network, namely heavy loading/low generation and light load/increased generation.
For each of the two scenarios the DNO is assumed to know the state of the grid, i.e.,
the voltage phasors of the network buses. For each network branch, a large number M
of variables is drawn for the resistance uniformly from the range [R˜k − Rˆk; R˜k + Rˆk].
Uniform distributions are assumed for the network uncertain parameters since the
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operator does not have the means to infer their actual distribution. For each combina-
tion of values for the branch parameters, a new admittance matrix is constructed and
new values for the sensitivity coefficients can be obtained by solving the linear system
in Section 3.4. In the end of the MC simulation, the DNO has available bounds for each
of the elements of the sensitivity coefficients matrices, K˜P,Q,n.
Once these bounds are computed, the goal of the DNO is to obtain a solution to
the problem in (3.35)-(3.41) that is guaranteed to satisfy the constraints (3.36)-(3.41)
for all possible values of the sensitivity coefficients in the obtained range. The resulting
problem is essentially a semi-infinite program. In what follows, we briefly recall the
robust counterpart of a generic linear programming problem as described in [84]. In
this case, the resulting RO problem is tractable and, in fact, remains linear, and thus
extends readily to the case of discrete optimization.
3.6.2 Robust Formulation of Uncertain Linear Programming Problems
One of the important aspects when dealing with RO counterparts of optimization
problems is the tractability of the resulting RO problem ([112]). Robust counterparts
of linear programs with data exhibiting interval uncertainty are well known since the
early seventies (e.g., [113]). While in these early efforts the proposed robust solution
remains a linear program, the produced solutions are too conservative, namely the
worst-case scenario is always taken into account in the optimization. Later efforts
addressed this problem of over-conservatism, by considering ellipsoidal uncertainty for
the problem data (e.g., [114]). However, in this case the resulting robust counterparts
of the nominal problem are conic quadratic problems. Therefore, the complexity of
the problem increases significantly.
In this section, the robust formulation presented in [84, 111] is adopted because
the resulting robust problem remains linear and is able to cope with parameter uncer-
tainty without significantly affecting the objective function. Let us consider a generic
linear program (LP) with uncertain data:
max
x
cTx (3.42)
subject to: Ax ≤ b (3.43)
lb ≤ x ≤ ub (3.44)
where only the matrix A exhibits uncertainty. According to [84] in the i-th row of the
matrix A, Ji denotes the set of coefficients that are subject to interval uncertainty. In
particular, each entry aij , j ∈ Ji is assumed to be a symmetric and bounded variable
with values ranging in [aij − aˆij ; aij + aˆij ]. For every row i, a parameter Γi is introduced,
not necessarily integer, with Γ ∈ [0; |Ji|]. The role of this parameter is to allow a
trade-off between the robustness of the proposed method and the conservatism of
the solution. Namely, the solution of the RO problem is immunized against all cases
that up to Γi of the row elements are allowed to change, and one element is allowed to
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change by Γi−bΓic. This choice is motivated by the fact that not all the coefficients are
expected to change and take their worst value, thus, significantly affect the solution.
The goal in [84] is to obtain a robust solution that will be feasible deterministically,
and moreover, even in cases when more than bΓic elements change, then the robust
solution will be feasible with very high probability. The robust counterpart of this
uncertain LP problem turns out to be also a LP problem as follows ([84, 111]):
max
x,y,z,p
cTx (3.45)
subject to:
∑
j
aijxj + ziΓi +
∑
j∈Ji
pij ≤ bi, ∀i (3.46)
zi + pij ≥ aˆijyj , ∀i, j ∈ Ji (3.47)
− yj ≤ xj ≤ yj , ∀j (3.48)
− lbj ≤ xj ≤ ubj , ∀j (3.49)
pij ≥ 0 (3.50)
yj ≥ 0 (3.51)
zi ≥ 0 (3.52)
It is worth noting that the targeted RO problem is tractable as it remains a LP
problem. However, the size of the robust counterpart is larger due to the introduction
of the slack variables y, z,p. Furthermore, the formulation extends in a straightforward
manner to discrete optimization problems [111].
3.6.3 Robust Counterpart of the Optimal Control Problem
The problem in (3.35)-(3.41) can be readily transformed into the generic form of (3.42)-
(3.44). In fact, in our case, the control variables are x = [∆P,∆Q,∆n,u]. The matrix
A is constructed as follows:
A =

−γ1{NDER×NDER} −1{NDER×NDER} 0{NDER×N}
−γ1{NDER×NDER} 1{NDER×NDER} 0{NDER×N}
K˜P,Q K˜n −1{N×N}
−K˜P,Q −K˜n −1{N×N}

Then, the RHS b of the inequality constraint in (3.43) is in our case:
b =

Q + Pγ
−Q + Pγ
E0 − |E¯|
|E¯| −E0

Finally, the limits in (3.36) are translated in the upper and lower bounds in (3.44).
It is worth noting that in the control problem of interest only the submatrices
K˜P,Q,n of matrix A are subject to uncertainty. Moreover, constraints (3.40)-(3.41) are
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affected in the same way by the uncertainty in the sensitivity coefficients.
Once the bounds on the sensitivity coefficients are computed, we can formu-
late the RO counterpart of the problem in (3.35)-(3.41) using the aforementioned
approach. In particular, let us consider that the elements of the matrix K˜P,Q,n are
random variables varying in a range [K˜P,Q,n− KˆP,Q,n, K˜P,Q,n + KˆP,Q,n]. Note that the
range in which the sensitivities are varying is considered element-wise. Then the RO
counterpart of the problem is as follows:
min
∆(P,Q,n),u,y,z,p
∑
i,i 6=0
ui (3.53)
subject to: Pminj ≤ Pj ≤ Pmaxj , j = 1, . . . , NDER (3.54)
− Pjγj ≤ Qj , j = 1, . . . , NDER (3.55)
Qj ≤ Pjγj , j = 1, . . . , NDER (3.56)
nmin ≤ n ≤ nmax, n ∈ Z (3.57)
(K˜P,Q,n∆(P,Q,n))i + ziΓi +
∑
j∈Ji
pij − ui ≤ Eo − Ei, ∀i (3.58)
− (K˜P,Q,n∆(P,Q,n))i + ziΓi +
∑
j∈Ji
pij − ui ≤ Ei − Eo, ∀i (3.59)
− y ≤∆(P,Q,n) ≤ y (3.60)
zi + pij ≥ KˆP,Q,n(i, j)yj , ∀i and j ∈ Ji (3.61)
y, z,p ≥ 0 (3.62)
In the following section we first show how the data uncertainty affects the optimal
solution of the nominal problem and we evaluate the performances of the proposed
algorithm using a benchmark network.
3.6.4 Evaluation
Case Study
For the evaluation of the proposed algorithm we have considered a modified IEEE
13-nodes test feeder ([109]). The modifications are: (i) balanced lines, and (iii) lines
five times longer to render the network weaker.
In buses 4, 6, and 9 we assume to have distributed energy resources that the DNO
can control in terms of active and reactive power. We assume two different test cases.
Case I corresponds to a period of the day where the network is overloaded, hence under-
voltages occur in the system without any control action and Case II corresponds to a
scenario where the generation units produce more than the loads consume, therefore
over-voltages occur in the network buses. The DERs’ initial operating values, as well as
their rated power outputs for both test cases, are shown in Table 3.5. In the same table
we report the minimum and maximum allowed OLTC positions. The minimum power
factor for all the DERs in both test cases is 0.85. As far as the OLTCs are considered, we
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assume to vary the slack bus voltage of 6% over 72 tap positions (where position "0"
refers to the network rated value).
A specific Matlab code has been developed to represent the network model and
to formulate and solve the proposed voltage control problem, as well as its robust
counterpart. For the solution of the MILP we have used the Matlab solver intlinprog.
Table 3.5: Initial and maximum operational set-points of the DERs and OLTC con-
straints
Pinit(MW)(I/II) Pmax(MW) nmin nmax
DER4 0.5/4.3 5.5
−36 36DER6 0.45/4.5 6
DER8 0.48/3.8 4.5
Effect of Data Uncertainty on the Optimal Voltage Control Problem
In this paragraph we show how the uncertainties in the feeder parameters can affect the
optimal solution of the voltage control problem. To this end we perform the following
experiment. We assume a nominal value for the network admittance matrix, Y˜. We
consider specific values of the network loads and generation values as in Table 3.5
for both test cases. Finally, we consider two sets of monitored voltage magnitudes, E˜,
corresponding to Y˜ and the two considered test cases10.
Using this information we solve the non-robust problem described in (3.35)-(3.41).
This provides us with the nominal solution, namely the result of the voltage control
problem if no uncertainties are present in the network and the DNO has an accurate
knowledge of the feeder parameters. The network voltage profile as a function of
the distance from the primary substation for both test cases is shown in Figure 3.17
before (solid line) and after the scheduling of the generation units (solid line with
markers). One can observe that the control mechanism is able to decrease the voltage
deviations, resulting in an almost flat voltage profile for the network buses. Next,
we assume that the DNO continues to observe the same set of monitored voltage
magnitudes (solid lines), but this time has an erroneous admittance matrix Y, which
is used for the computation of the sensitivity coefficients and the solution of the
optimization problem. This erroneous admittance matrix is obtained by assuming
that the resistances of only the branches 1−2 , 2−7 and 10−13 are different than the
nominal ones. The nominal values of the branch resistances, as well as the ones the
DNO uses are shown in Table 3.6. The resulting solution of the optimal voltage control
problem is shown in Figure 3.17 with the dashed line. It is worth observing that the
voltage profile is significantly different than the optimal solution, and also that there
are buses that exhibit voltage deviations from the network nominal value that are close
10To obtain these sets of nominal voltage magnitudes we solve the load flow problem using Y˜ and the
given values for the loads and generation.
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Table 3.6: Initial and Erroneous Values of the Branch Impedances (p.u.)
Nominal Resistance Erroneous Resistance
Branch1−2 0.0380 0.0053
Branch2−7 0.0442 0.0061
Branch10−13 0.0152 0.0021
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Figure 3.17: Base case network voltage profile (solid line), optimal voltage profile when
there is no uncertainty (line with markers) and resulting voltage profile when the DNO
has an erroneous admittance matrix (dashed line).
or even violating the allowed limits for safe operation.
The corresponding active and reactive optimal scheduling of the distributed re-
sources, as well as the OLTC positions are shown in Tables 3.7 and 3.8. It is worth noting
that, similar to the network voltage profiles, the resulting active and reactive power
profiles when the DNO is using the erroneous admittance matrix, are significantly
different from the nominal ones, obtained with perfect knowledge of the system model.
From the aforementioned results, it is evident that, in cases where the system
model is not accurate, the solution of the voltage control problem can be far away from
the optimal, resulting in a non-optimal operation of the grid. Therefore, it is important
to immunize the solutions of the optimization problem against uncertainties in the
data. In what follows we run a MC simulation to obtain uncertainty bounds on the
voltage sensitivities.
Uncertainty Bounds on Voltage Sensitivity Coefficients
In this section, it is assumed that the DNO has available a nominal value of the network
admittance matrix. Furthermore, it is assumed that the resistances of the network
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Table 3.7: Operational DERs and OLTC set-points under Correct and Erroneous Y -
Case I
Correct Y Erroneous Y
P(MW) Q(Mvar) n P(MW) Q(Mvar) n
DER4 0.503 -0.312
7
0.108 0.067
10
DER6 0.040 0.025 0 0
DER9 4.500 -1.033 4.500 2.789
Table 3.8: Operational DERs and OLTC set-points under Correct and Erroneous Y -
Case II
Correct Y Erroneous Y
P(MW) Q(Mvar) n P(MW) Q(Mvar) n
DER4 0.081 0.050
0
0.016 -0.001
−31DER6 0 0 0 0
DER9 1.637 1.015 2.915 - 1.807
branches are uncertain and vary in a range around their nominal values. In particular,
we consider that the branches 1−2, 2−7 and 10−13 are characterized by an interval
uncertainty in the order of 70%, whereas the rest of the network branch impedances
exhibit interval uncertainty in the order of 20% around their nominal values. The
DNO also observes the network voltage profile (ETrue) that corresponds to the true
admittance matrix, which is different than the nominal, but contains values in the
aforementioned range.
We perform the following MC simulation. For a large number of iterations (10000
in our case), the DNO draws uniformly and independently values for the resistances of
the network branches in the ranges mentioned above. For each of these combinations
of values a new admittance matrix YMC is obtained. Using this matrix, in combination
with (ETrue), a new matrix of sensitivity coefficients can be obtained for each MC
iteration, KMCP,Q,n. Using these sensitivities, new set-points can be computed as a
solution to the problem in (3.35)-(3.41) and a new voltage profile can be obtained after
scheduling the DERs’ set-points (EMC). Clearly the obtained voltage profile is not the
optimal one for the grid operation as the admittance matrix used in the solution of
the optimization problem does not correspond to the true admittance matrix of the
network. In the end of the MC simulation, the DNO has available bounds on each
entry of the sensitivity coefficients matrix that can be used in the formulation of the
RO problem in (3.53)-(3.62). In Figures 3.18 and 3.19 the obtained distributions of the
voltage sensitivities are shown for Case I and II respectively. For the sake of brevity
we show only the results for the voltage sensitivities with respect to the active power
injection of the DER located at bus 9, the reactive power injection of the DER at bus
4 and the OLTC positions. It is worth observing that the obtained bounds for the
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sensitivity coefficients with respect to active power injections are significantly larger
than the ones with respect to reactive power and OLTC positions.
Additionally, we can perform an assessment of the error that occurs in the network
voltage profile when solving the optimization problem using an erroneous admittance
matrix. Figure 3.20 shows for Case I the obtained minimum and maximum values
of the bus voltages, as well as the uncontrolled true voltage (ETrue) and the optimal
voltage profile when the true admittance matrix is known. Figure 3.21 show the same
results for Case II.
At each MC iteration, in addition to the aforementioned quantities, we also use
the YMC matrix to run a load flow and obtain the network state corresponding to
this matrix. This allows us to solve the optimization problem and obtain the optimal
voltage profile that the DNO would compute if the true admittance matrix was known.
In this way we obtain bounds on the actual optimal voltages for this range of branch
parameters. Figure 3.22 (3.23) shows for Case I (Case II) the bounds on the voltages
of each network bus before any control, as well as after the optimal control when the
admittance matrix is known with certainty.
Once the bounds for the sensitivity coefficients are obtained, the robust counter-
part of the voltage control problem can be formulated and solved.
Robust Voltage Control Problem
We consider that the DNO has available a nominal admittance matrix, that is not the
true one and observes the same voltage profiles ETrue for the two test cases as before.
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Figure 3.18: Distribution of voltage sensitivity coefficients w.r.t. active power at bus
9, reactive power at bus 4 and OLTC positions when the feeder parameters exhibit
interval uncertainty (Case I).
56
3.6. A Robust Optimization Approach to ADNs Control with Uncertain Feeder
Parameters
Index of network bus
2 4 6 8 10 12
Ac
tiv
e 
Po
w
er
 D
ER
9
0.02
0.04
0.06
0.08
0.1
0.12
Index of network bus
2 4 6 8 10 12
R
ea
ct
iv
e 
Po
w
er
 D
ER
4
0.02
0.025
0.03
0.035
Test Case II
Index of network bus
2 4 6 8 10 12
O
LT
C 
co
ef
fic
ie
nt
s
0.905
0.91
0.915
0.92
0.925
0.93
Figure 3.19: Distribution of voltage sensitivity coefficients w.r.t. active power at bus
9, reactive power at bus 4 and OLTC positions when the feeder parameters exhibit
interval uncertainty (Case II).
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Figure 3.20: Distribution of network voltages when using a wrong admittance matrix
(boxplot), uncontrolled observed voltage profile (solid line) and optimal voltage profile
when the true admittance matrix is known (line with markers) for Case I.
However, bounds are available for the sensitivity coefficients and the RO problem
described in (3.53)-(3.62) is solved instead of the nominal one.
Figures 3.24 and 3.25 show in black solid line the voltage profiles for both test
cases obtained as a solution to the RO problem. Also, the optimal solution when the
true admittance matrix is known without errors is shown in gray.
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Figure 3.21: Distribution of network voltages when using a wrong admittance matrix
(boxplot), uncontrolled observed voltage profile (solid line) and optimal voltage profile
when the true admittance matrix is known (line with markers) for Case II.
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Figure 3.22: Distribution of uncontrolled (boxplot in blue) and optimal network volt-
ages when using the correct admittance matrix (Case I).
For ease of comparison, the results are superposed to the bounds on the uncon-
trolled and actual optimal voltage profiles for this range of feeder parameters. It is
worth observing that the solution of the RO problem is such that the voltage profiles
are essentially controlled via scheduling of the OLTCs. This is evident in Figures 3.24
and 3.25 where the voltage of bus 1 (slack bus) after the RO control action takes its
minimum (0.94) and maximum (1.06) allowed value. The offset in the voltage of bus 1
is in fact the optimal OLTC position which takes its minimum (-36) and maximum (36)
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Figure 3.23: Distribution of uncontrolled (boxplot in blue) and optimal network volt-
ages when using the correct admittance matrix (Case II).
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Figure 3.24: Uncontrolled voltage profiles (boxplot in blue) for both test cases, optimal
set of voltage profiles when the true admittance matrix is known (boxplot), RO solution
(solid line with markers) and optimal solution when the true admittance matrix is
known without errors (gray solid line) for Case I.
value respectively. This is a consequence of the fact that the obtained bounds for the
sensitivities with respect to OLTCs exhibit small variability. It is worth observing that
for both test cases, the result of the RO problem is within acceptable limits for safe grid
operation and also much closer to the optimal voltage profile than the solution of the
nominal problem with the erroneous admittance matrix.
The DERs set-points and OLTCs positions corresponding to the solution of the RO
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Figure 3.25: Uncontrolled voltage profiles (boxplot in blue) for both test cases, optimal
ones when the true admittance matrix is known (boxplot), RO solution (solid line with
markers) and optimal solution when the true admittance matrix is known without
errors (gray solid line) for Case II.
as well as the solution of the nominal problem using an erroneous admittance matrix
are shown in Tables 3.9 and 3.10 respectively. It can be observed that the solutions of
the two problems are significantly different.
3.7 Measurement-based Computation of Voltage Sensitivities
in Unbalanced Electrical Distribution Networks
In this section we go one step further and we assume that both the grid model and the
system state are not known and we propose a method to compute voltage sensitivity
coefficients, as they are defined in Section 3.4.2, using measurements only. The method
described below is generic and can be applied to the case of unbalanced networks as it
treats each phase of the network separately.
Table 3.9: Operational DERs and OLTC set-points for the RO problem and the Nominal
Problem with Erroneous Y - Case I
RO solution Erroneous Y
P(MW) Q(Mvar) n P(MW) Q(Mvar) n
DER4 0.529 0.328
36
0.170 0.105
15
DER6 0.478 0.296 0 0
DER9 0.494 0.306 2.891 1.791
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Table 3.10: Operational DERs and OLTC set-points for the RO problem and the Nominal
Problem with Erroneous Y - Case II
RO solution Erroneous Y
P(MW) Q(Mvar) n P(MW) Q(Mvar) n
DER4 4.013 -2.487
−36
0 0
−15DER6 4.231 -2.622 0 0
DER9 3.669 -2.274 0.957 0.593
3.7.1 Problem Statement
In what follows we rely on the following main hypotheses.
H1. The DNO wishes to compute voltage sensitivity coefficients with respect to nodal
power injections, i.e., (KP,i`(t) :=
∂|E¯i|
∂P`
and KQ,i`(t) :=
∂|E¯i|
∂Q`
) while not having
knowledge of the network admittance matrix [Y] and system state, i.e., voltage
phasors of network buses.
H2. A monitoring infrastructure is available that provides the DNO with measure-
ments at frequent time-intervals of the voltage magnitude of each network bus
i, (|E¯i(t)|) and of the nodal power injections (Pi(t), Qi(t)). Note that we do not
require the measurements to be highly synchronized as availability of PMUs is
still limited in distribution grids and we rely on conventional metering devices.
A reasonable assumption is that metering devices are aligned with the network
time protocol (NTP) ([115]).
H3. The desired sensitivities do not vary significantly over a time window of duration
τ during which an adequate number of measurements can be obtained for their
computation.
Recall that the relation between variation in the voltage magnitude of bus i and
variations of nodal active/reactive powers ∆P,∆Q (see Section 3.3.2) can be lin-
earized:
∆|E¯|i ≈ KPi∆P + KQi∆Q , (KP,Q∆(P,Q))i (3.63)
where KPi=[KPi1 , . . . ,KPiN ], KQi=[KQi1 , . . . ,KQiN ], are the vectors of voltage sensitiv-
ity of bus i with respect to nodal active and reactive powers respectively that we wish
to estimate11.
The key idea behind the method is to use the available measurements in order
to compute variations of the voltage magnitudes and corresponding variations of
the nodal power injections. Then using the computed variations, a system of linear
11As reported in Section 3.4.2, N refers to the number of network buses with PQ injections, therefore
the buses with respect to which the DNO wishes to compute the voltage sensitivities.
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equations can be obtained starting from Eq. 3.63 that we can solve to obtain the desired
coefficients. In particular, between two consecutive sets of measurements available at
time t and t+ ∆t (for a small ∆t > 0), we define ∆Pi(t+ ∆t) = Pi(t+ ∆t)− Pi(t) and
∆Qi(t + ∆t) = Qi(t + ∆t) − Qi(t). Similarly for the voltages, the desired variation is
computed as ∆|E¯i(t+∆t)| = |E¯i(t+∆t)|−|E¯i(t)|. If we have a large number of available
measurements over a given time window τ = [t1, tm] and we make the assumption that
the desired sensitivities do not vary significantly during this time period then we can
construct the following system of linear equations for each network bus i:
 ∆|E¯i(t1)|...
∆|E¯i(tm)|
 =
 ∆P1(t1) · · · ∆PN (t1) ∆Q1(t1) · · · ∆QN (t1)... . . . ... ... . . . ...
∆P1(tm) · · · ∆PN (tm) ∆Q1(tm) · · · ∆QN (tm)
 ·

KPi1
...
KPiN
KQi1
...
KQiN

⇒∆|E¯|i,τ = ∆(P,Q)τKPQi + ω
The additional vector ω contains the errors from the measurements. These errors
are a combination of the measurement errors for both voltages and powers. Among
these two, we assume that the effect of the errors linked to the power measurements is
negligible compared to the one of the errors in voltage measurements. In order to take
into account the voltage measurement noise, we first use a pre-filtering of the acquired
measurements. In particular, for each time-step t, at least one value of the ∆|E¯i(t)|
among all the network buses should be higher than a pre-specified threshold. The
value of this threshold is determined based on the uncertainty of the voltage sensors.
To fix ideas, this threshold can be 3σE , where σE is the variance of a type II uncertainty
of a voltage meter. After the filtering, in order to maintain an acceptable number of
values that will allow the solution of the problem, the filtered values are replaced by
older measurements that satisfy the criterion.
Furthermore, in order to properly model the noise in the problem formulation we
take into account the correlation of the errors on the voltage measurements between
consecutive time steps. The errors of the voltage measurements are considered gaus-
sian and independent and identically distributed (i.i.d.) with a standard deviation that
reflects the accuracy of the metering equipment12. However, we formulate the problem
using voltage differences and therefore the noise term ω exhibits correlation between
two consecutive time steps that cannot be neglected. In particular, the voltage mea-
surement of bus i at time-step t, |E¯i(t)| is characterized by an error i(t) ∼ N (0, σE)13.
Under this assumption, the voltage difference ∆|E¯i(t + ∆t)| = |E¯i(t + ∆t)| − |E¯i(t)|,
12Note that by metering equipment in this section we refer to industrial-grade metering infrastructure.
13The errors associated with the voltage measurements are assumed i.i.d between different time steps
and different buses.
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is characterized by an error ωi(t+ ∆t) , i(t+ ∆t)− i(t) ∼ N (0,
√
2σ), which is still
gaussian as the difference of two gaussian variables but exhibits correlation.
The correlation coefficient between two consecutive time-steps is:
ρ(ωi(t), ωi(t+ ∆t)) =
cov(ωi(t), ωi(t+ ∆t))
σωi(t)σωi(t+∆t)
= −1
2
(3.64)
where
cov(ωi(t), ωi(t+ ∆t)) = E[(ωi(t)− E[ωi(t)])(ωi(t+ ∆t)− E[ωi(t+ ∆t)])] (3.65)
= E[(i(t)− i(t−∆t))(i(t+ ∆t)− i(t))] = −σ2
Note that, due to the i.i.d and zero-mean assumptions on the errors i, it holds
that E[(i(t + k∆t)i(t + µ∆t))] = 0, ∀k 6= µ. Therefore, the correlation coefficient of
the errors ωi between two non-consecutive time-steps is equal to 0 and the resulting
correlation matrix has the following structure14:
Σ =

1 −0.5
−0.5 . . . . . . 0
. . . . . . . . .
0
. . . . . . −0.5
−0.5 1

Provided that tm>2N , we have formulated the problem as an over-determined system
of linear equations which can be solved, for instance, using a least squares method. In
such a case, the sensitivity coefficients are obtained analytically through solution of
the following equations:
KPQi = (∆(P,Q)
T
τ Σ
−1∆(P,Q)τ )
−1∆(P,Q)Tτ Σ
−1∆|E¯|i,τ (3.66)
In the following section, we evaluate the proposed algorithm using real measure-
ments coming from a real distribution feeder in Switzerland.
3.7.2 Numerical Validation
The numerical validation of the proposed methodology is carried out using real mea-
surements coming from a real three-phase LV feeder in Switzerland that is equipped
with an appropriate monitoring infrastructure. The network topology graph is shown
in Figure 3.26.
In order to be able to compare the performances of the proposed method with the
14Note that Σ is correct for the ideal case where the errors in the power measurements are less dominant
than those of the voltages. If both errors need to be accounted for, Σ is not known a priori and its
assessment might require a more sophisticated analysis.
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Measurement
Figure 3.26: Network used in the evaluation of the measurement-based computation
of the voltage sensitivity coefficients.
formal analytic method presented in [17] we need to have access to the true grid state
and the true topological information that correspond to the obtained measurements.
To this end, we adopt the following procedure. We consider the nodal power profiles
given by a set of real measurements15. Figure 3.27 shows the active and reactive power
measurements of phases α, b and c of bus 2 during a time window of 9.22hrs. Moreover,
we use the nominal values of the network admittance matrix that, for the sake of
validation, is available. Using this data, we perform a three-phase load flow calculation
to obtain the voltage phasors that correspond to the nominal admittance matrix and
the measured power profiles. This provides us with the ground truth and allows the
computation of the exact sensitivity coefficients. Next, we use the load-flow voltage
magnitude profiles and we create a set of pseudo-measurements by adding white
Gaussian noise with a standard deviation of 2.17E−4 that represents the accuracy
of the metering equipment. This set of pseudo-measurements, along with the true
measurements of the nodal power injections, are used as input for the measurement-
based computation of the sensitivity coefficients.
Figures 3.28-3.30 show a set of results of the validation process. In what follows
15In this study we use measurement-traces acquired during February and July to capture the different
loading conditions of the grid during different seasons.
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Figure 3.27: Nodal-power measurements (p.u.) of phases α, b and c of bus 2.
we choose to estimate the desired coefficients using a measurement time-window
of 2000sec16. Figures 3.28-3.30 show the exact voltage sensitivities in red line and
the measurement-based sensitivities in blue. In particular, Figure 3.28 shows the
sensitivity of phase c of bus 2 w.r.t. active power of phase c of bus 2, Figure 3.29
shows the sensitivity of phase α of bus 3 w.r.t. active power of phase α of bus 3 and
Figure 3.30 shows the sensitivity of phase b of bus 3 w.r.t. reactive power of phase
b of bus 3. Note that cross-phase coefficients are not shown, because they are zero
in this case as the grid topology is balanced despite the imbalances in the network
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Figure 3.28: Exact and measurement-based voltage sensitivity coefficients of bus 2
phase c with respect to the active power of bus 2 phase c.
16The final size of the time-window was decided by performing a series of simulation experiments with
different time-windows varying from 200sec to 5000sec and keeping the smallest value which did not
result in large condition numbers of the least squares matrix.
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Figure 3.29: Exact and measurement-based voltage sensitivity coefficients of bus 3
phase a with respect to the active power of bus 3 phase a.
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Figure 3.30: Exact and measurement-based voltage sensitivity coefficients of bus 3
phase b with respect to the reactive power of bus 3 phase b.
load. It can be observed that for all the cases, the measurement-based coefficients,
although not identical as expected, are quite close to the exact ones. These preliminary
results indicate that the DNO can use the measurement-based obtained coefficients to
perform voltage control even in cases when the admittance matrix is not known at all.
3.8 Conclusions
In this chapter we consider a centralized real-time control architecture for voltage
regulation and lines congestion management in ADNs that is based on a linearized
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approach that links control variables (e.g., voltages, current flows) and controlled
quantities (e.g., power injections, transformers tap positions) by means of sensitivity
coefficients.
We validate the proposed analytical method by making reference to typical IEEE 13-
and 34-nodes distribution test feeders. The numerical validation of the computation of
the coefficients is performed using the IEEE 13-nodes test feeder and it shows that the
errors between the traditional approaches (i.e., based on the inverse of the Jacobian
matrix) and the analytical method are extremely low (in the order of magnitude of
10−4−10−6.). The IEEE 34-nodes test feeder is used to show application examples
related to a possible integration of the proposed method for the problem of optimal
voltage control and lines congestion management in unbalanced distribution systems.
The simulation results show that the proposed algorithm is able to improve the voltage
and current profiles in the network, and also that when each of the three phases of
the DERs can be controlled independently of the others the resulting optimal voltage
and current profiles are better than the ones corresponding to the balanced control
of the 3-phase output of the set-points of the DERs. Finally, it is worth observing that
the proposed analytical computation of voltages and currents sensitivities exhibits
an improvement of performance, compared to traditional Jacobian-based methods,
which is in the order of 2.34 for the IEEE 13-nodes test feeder and 2.52 for the IEEE 34-
nodes test feeder. This improvement enables the reduction of the computational time
of several traditional power systems problems involving non-negligible computational
efforts, such as contingency analysis or optimal planning in addition to real-time
centralized controls.
As a further step, we relax the assumption that the DNO has an accurate knowledge
of the system model, i.e., a correct network admittance matrix [Y] and we adapt the
proposed centralized control architecture to such a scenario. We show that it is still
possible to perform control and improve the voltage profile in cases where the system
model is not accurate or it is known with some level of uncertainty. We first show
that the effect of using an erroneous admittance matrix in the solution of the voltage
control problem can result in voltage deviations from the network nominal value that
are close or even violating the allowed limits for safe operation. As a solution to this
problem we adopt a robust optimization framework that is shown to immunize the
solution of the voltage control problem against uncertainties in the system model.
Finally, in the case where the network admittance matrix is not available at all we show
using a real distribution feeder that it is possible to obtain an accurate estimate of
voltage sensitivity coefficients, and consequently perform voltage control, using solely
measured quantities.
As far as future work is concerned on the topics presented in this chapter, first, it
is interesting to derive analytical procedures in order to obtain voltage sensitivity coef-
ficients taking into account voltage-dependent injections, which are non-negligible
especially when nodal powers are driven by loads. Indeed, for DG and storage, it
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is reasonable to assume that they are interfaced via power electronic converters ca-
pable to realize voltage-independent power injections. Then, in the context of the
measurement-based computation of the sensitivities it is interesting to improve the
method so that measurements are weighted relatively to the accuracy of the metering
equipment used. Also, possible outliers or bad data in the incoming measurements in
addition to the measurement noise should be taken into account. In particular, we re-
fer to bad data processes relying on pre-filtering by approaches that do not rely on the
knowledge of [Y]. After the validation of the method, the next step will be to perform a
dedicated real-field experimental testing. Finally, regarding the RO formulation of the
control problem, we make the strong assumption that monitoring of the voltage profile
is available. In a more realistic setting it is reasonable to assume a SE process that uses
the uncertain admittance matrix and provides uncertainty bounds for the observed
voltages as well. Also, in the same direction, it is worth investigating analytical methods
for obtaining bounds on the sensitivity coefficients, such as interval arithmetics.
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4 A Unified Broadcast-based Control
Strategy for ADNs
4.1 Introduction
With the increasing availability of communication technologies, we can envision that,
in distribution networks, ancillary services, typically employed in the HV transmission
networks, can be provided by distributed controllable energy resources already present
in these systems, such as elastic loads, and energy storage systems. Clearly, directly
controlling each single resource is not a viable solution when resources are numerous
and diverse. In fact, control schemes that rely on two-way communication between the
controllable entity and the DNO (e.g., [116, 117]) can quickly result in algorithms that
cannot scale in the number of network buses and controllable resources. Additionally,
the adoption of completely different architectures for the control of different energy
resources, renders the problem difficult when heterogeneous energy resources need
to be coordinated to achieve a common goal. In such cases, the distributed and
heterogeneous nature of the available controllable resources, as well as their large
number and small individual impact motivates the need for unified, scalable control
mechanisms.
In this direction, the centralized control architecture for ADNs proposed in Chap-
ter 3 exhibits some limitations, as it relies on a point-to-point communication from
the DNO’s controller to each controllable DER and, thus, is suitable for the real-time
control of a relatively small number of distributed energy resources. A possible solution
to the aforementioned issues is to keep the system tractable by using broadcast-based
control schemes that rely on state estimation for the feedback channel (e.g., [118, 119]).
In this respect, in this chapter, we propose a low-overhead broadcast-based con-
trol mechanism, henceforth called Grid Explicit Congestion Notification (GECN), in-
tended for deployment by DNOs to provide grid ancillary services by a seamless control
of large populations of distributed, heterogeneous energy resources [120, 16]. GECN is
a decentralized control scheme inspired by the congestion control mechanism used in
the transmission control protocol (TCP) [121]. Specifically, the proposed mechanism
was conceived to provide primary voltage control in a scalable way by broadcasting low
bit-rate control signals to large populations of distributed energy resources in order to
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manage the variations of the nodal power injections in the network buses.
The proposed control architecture is essentially composed of two parts. The
first part is a centralized network controller that, similarly to the online scheduler
presented in Section 3.3.2, observes at each time-step the system state and solves
an optimization problem to obtain the optimal active and reactive nodal power set-
points that lead to the desired operating point for voltage control. Once the optimal
set-points are computed, they are translated to broadcast signals, henceforth called
GECN signals, and they are communicated to those network buses where controllable
DERs are connected. The second component of the GECN architecture is the design of
appropriate local controllers tailored to the characteristics of the various controllable
resources that receive, interpret the broadcast signals and respond according to each
device’s capabilities and internal-state constraints.
It is worth noting that one of the advantages in the design of GECN is that it
is characterized by a "separation of concerns". The GECN network controller only
requires the knowledge of the network state and does not need to know the particular
nature or actual state of the various DERs. In contrast, local resource controllers are
specific, but their functionalities are simpler, as they are called to modify their state as
a function of the received GECN signal and their individual capabilities. In other words,
the local controllers that need to know details of diverse DERs are simple, whereas the
central controller that needs to take control decisions has a simple view of the grid with
no details of the controllable resources. Such a design allows completely heterogeneous
energy resources to participate to the control actions towards a common goal.
Two very promising candidates in terms of controllable resources, expected to
be deployed for ADN ancillary services in the near future, are energy storage systems
(ESSs) and elastic demand. In this chapter we investigate the potential of a large
aggregation of small electrical loads, as well as of distributed energy storage systems
for providing primary voltage control. The elastic appliances, in our case, consist
of thermostatic loads (e.g., space/water heating, refrigeration). These kinds of loads
are a promising category for engaging in short-term ancillary services as they are
typically characterized by slow-evolving states (e.g., temperature with hourly time
dynamics) that allow for control flexibility (e.g., [122, 123, 124]). The targeted ESSs are
electrochemical-based storage systems and they are selected as the targeted energy
resources because they are expected to cover a wide spectrum of applications in
distribution networks. They are characterized by charge/discharge cycles that could
range from seconds (typically in high-power applications) to hours or even days (in
high-energy applications) [125, 126, 127]. As a consequence, ESSs, according to their
type, are able to compensate instantaneous imbalances (e.g., fluctuations of renewable
generation), to time-shift the energy production or consumption (e.g., slow variations
in renewable generation), and to contribute to voltage support (e.g., [128, 129]). In
this chapter, we design smart local controllers to allow both of the aforementioned
categories of resources to participate to primary voltage control.
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The main contributions of this chapter can be summarized as follows. We describe
in detail the principles and operation of the GECN control mechanism. We provide the
architecture of the GECN network controller and the design of two different local GECN
controllers tailored to the characteristics of thermostatically controlled loads (TCLs)
and electrochemical-based energy storage systems respectively. Furthermore, we
investigate the potential of real-time demand response (DR) for providing grid ancillary
services and we indirectly reveal storage capabilities of end-customers. Contrary to
classic DR approaches, we design GECN to act on a fast time scale (in the order of few
seconds) without significantly impacting the end-customers. In particular, we take
into account in the design of the load controllers the issue of limiting the frequency
of cycles of the elastic appliances and avoid possible synchronization (i.e., cold load
pick-up [130]) after the DR actions. As a second step we evaluate the potential of
distributed energy storage systems (ESSs) for providing primary voltage control via
broadcast signals. In the case of ESSs control, we propose a method for estimating
the energy reserve required for successfully performing voltage control depending on
the characteristics of the network lines. Additionally, we evaluate the effect of reactive
versus active power controlled injections on the voltage control actions, depending on
the network line characteristics. We show that without altering the demand-response
signal, a suitably designed controller implemented in the storage devices enables
them to successfully contribute to primary voltage control and allows the successful
use of the same broadcast signal for the control of heterogeneous energy resources.
Finally, we assess the performances of the proposed control mechanism in real-time
using a hardware-in-the-loop (HIL) set-up where all the chain including the models of
the network and measurement devices, the real-time SE and the control mechanism
is presented. This allows us to assess the performances, in terms of accuracy and
latencies, of the whole control process.
4.2 Related Work
As a potential solution for the design of control algorithms specifically applied to ADNs,
several efforts in the literature have proposed to take advantage of the increasing
availability of communication technologies, and engage distributed energy resources,
such as DG, elastic demand and energy storage systems for providing grid ancillary
services (e.g.,[9, 131, 132, 128, 129]).
In the case of demand response (DR), all intentional modifications to the con-
sumption patterns of end-use electrical grid customers are included, which result
in altering the time, the level of instantaneous demand, or the total electricity con-
sumption. The majority of existing DR schemes target peak-shaving and, in general,
alter the total electricity consumption on a time scale of minutes up to several hours
(e.g., [133]). However, with the increasing availability of advanced monitoring and
communication technologies, it is also possible to envision using real-time DR mech-
anisms in order to engage large populations of small electrical loads to provide grid
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ancillary services (e.g., [134]). In this direction, in [135] DR is deployed to mitigate
forecast errors due to the integration of renewable ressources, whereas in [136] DR
is considered in the context of islanded microgrids where it aims at providing a form
of reserve. Furthermore, inspired by traditional frequency droop controls, there has
already been an effort to investigate DR schemes as a way to provide primary and
secondary frequency-control to the grid. In particular, in [137] electric vehicles are
considered for providing frequency-control, whereas in [138] domestic loads are inves-
tigated for primary frequency-control. In this respect, it is worth noting that this type of
DR contribution to frequency-control appears interesting in the case of islanded grids
but, as it was recently requested by the European Network of Transmission System
Operators for Electricity (ENTSO-E), it might be extended to distribution networks that
will be requested to provide grid ancillary services (e.g., [2]).
Compared to the existing literature, the purpose of our work is to develop a new
DR control mechanism in order to investigate the potential of a large aggregation of
small electrical loads for providing a different ancillary service, specifically the primary
voltage control of active distribution networks. Contrary to classic DR approaches,
GECN acts on a fast time-scale (in the order of few seconds) without significantly
impacting the end-customers. Under normal grid operation, the proposed scheme
can be used similarly to classic demand response schemes for peak shaving or for
maintaining the balance between generation and consumption in the network (when
there is not enough capacity or when there are renewable resources whose generation
cannot be fully predicted).
The second most likely candidate to be used for ADNs ancillary services is ESSs.
ESSs are expected to cover a wide spectrum of applications in distribution networks.
They are characterized by charge/discharge cycles that could range from seconds
(typically in high-power applications) to hours or even days (in high-energy appli-
cations) [125, 126, 127]. Due to their wide range of applications, the use of electro-
chemical storage systems within the context of ancillary services provided to power
distribution networks has been addressed by several contributions to the literature
(e.g. [129, 139]). A typical application of ESSs is the compensation of the short-term
volatility in the production of renewable resources (e.g., [131]). Within the context
of ADN ancillary services provided by distributed storage systems, in [129, 128] the
capability of these systems to provide voltage support to distribution networks is
illustrated.
In general, the concerned storage technologies for grid ancillary services are
represented by battery storage systems. Within the context of ADNs primary voltage
control, we propose the use of supercapacitors as the targeted ESS. Due to their high
power density, short charge time and long life duration, these devices are particularly
interesting in the ESS applications that require rapid cycles (e.g., primary voltage
control via fast compensation of renewable DG, fast charging of electric vehicles) [140].
Furthermore, compared to the existing literature, we specifically model the SCs via an
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equivalent circuit model that enables us to correctly represent both the quasi-static
and dynamic behavior of a SC, accounting for the so-called “charge redistribution-
effect” that plays a major role in its dynamic behavior. Also, we specifically provide a
method for estimating the energy reserve required for successfully performing voltage
control using GECN.
Despite their differences, most DR and ESSs control schemes found in the lit-
erature rely on two-way communication between the controllable entity and the
distribution network operator (DNO) (e.g., [116, 117]). However, the distributed nature
of the controllable resources, as well as their large number and small individual impact
motivates the use of a control mechanism based on one-way communication. In this
direction, in [118], the charging rate of electric vehicles is controlled via broadcast
signals so as to avoid overloading the distribution feeders. Furthermore, the authors
in [119] propose the use of a universal broadcast signal to control the charge rate of a
fleet of electric vehicles for the local compensation of renewable production volatility.
Additionally, a decentralised control scheme of micro-storage systems via broadcast
pricing signals is presented in [141].
Compared to the existing literature on broadcast-based control schemes, we go
one step further and we show that heterogeneous controllable resources in the network
can contribute to primary voltage control, by responding to the same broadcast signal.
We show that with GECN this is indeed possible, without any change to the control
architecture. The same GECN signals are broadcasted to the different buses of the
network and it is the local controller of each elastic appliance or storage system that
decides the system’s response to the received signal. Furthermore, we design GECN
is such a way that, in case the DNO seeks to use traditional solutions, the proposed
mechanism can be used to provide further support to the network, in addition to the
DNO’s own resources. It is for this reason that the proposed GECN algorithm was
initially conceived and designed to coexist with traditional solutions such as OLTCs
and reactive power compensators.
4.3 The Grid Explicit Congestion Notification Mechanism:
Hypotheses and Architecture
We wish to design a scalable control scheme for providing ancillary services to ADNs
by managing centralized resources such as transformers’ on-load tap changers (OLTC)
and, at the same time, nodal power injections of the network buses where a large
population of distributed, heterogeneous energy resources is connected. The Grid
Explicit Congestion Notification Mechanism [120, 16] is conceived for these purposes.
GECN is a unified control mechanism that uses low bit-rate broadcast control signals
and relies on five main hypotheses:
H1. Knowledge of the network admittance matrix [Y].
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H2. Availability of a monitoring infrastructure and a state estimation process (e.g., [100])
that allows the DNO to observe the network state in each bus i, i.e., voltage pha-
sors E¯i(t)1. As known this hypothesis together with H1 allows the computation
of the nodal power injections, Pi(t), Qi(t), as well as the flows of each line k, I¯k.
H3. Formulation and solution of an optimization problem to obtain desired power
adjustments (∆Pi(t),∆Qi(t)) in each bus i equipped with controllable resources.
The formulation of the optimization problem relies on the linearization of the
power flow equations by means of sensitivity coefficients.
H4. One-way communication infrastructure and use of broadcast signals for the
control of active and/or reactive nodal power injections.
H5. Development of appropriate local controllers tailored to the characteristics of the
various controllable resources that receive, interpret the broadcast signals and
respond according to each device’s capabilities and internal state constraints.
In the rest of the chapter, we consider a distribution network comprising M 3-
phase buses. The GECN control architecture is shown in Figure 4.1. At each time-step,
first, the DNO uses a SE process to obtain the network state and estimates of the aggre-
gate power at all the network buses. At each bus both elastic and non-elastic loads are
present, as well as non-dispatchable active power injections provided by distributed
generators. The DNO uses the estimated state to compute voltage sensitivity coeffi-
cients and to formulate and solve a constrained optimization problem. The optimal
solution is the desired active and reactive nodal power set-points for the network buses
that are equipped with controllable resources. The DNO does not aim to individually
control each appliance. Instead, the DNO computes and broadcasts on each bus a
unique control signal that is transparent to the non-elastic appliances. Therefore,
this signal impacts solely the behavior of the elastic loads. Note that we cannot use
frequency deviation as alternative to an explicit broadcast control signal, since we are
targeting voltage control and voltage deviations in a local bus may appear indepen-
dently of frequency deviations. The actual computation of the GECN broadcast signal
is shown in Figure 4.1. In this figure we detail the feedback loop for the active power
broadcast signal gP . A similar closed-loop controller is adopted for the reactive power.
In this way broadcast signals can be computed for both power set-points. The GECN
signal at time t is computed as a function of (i) the optimal set-points at the current
time-step and (ii) the mismatch between the optimal and the actual set-points that
the DNO observed at the previous time-step t−1. Once computed, the GECN signal is
communicated to the network buses. The bit rate of the signal is very low (a few bits
per second), therefore it can be transmitted using existing power-line communication
for advanced metering2. Each elastic appliance is assumed to be equipped with a
1The rated value of the voltage in the network is denoted by Eo.
2It is worth mentioning that details of the telecommunication infrastructure are outside the scope of
this thesis.
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Figure 4.1: GECN control architecture.
simple programmable controller that decides its power consumption based on the
internal state and the received signal. The resulting variation of the aggregate power
at the bus provides the DNO with an implicit feedback to the control signal, which is
used to estimate the responsiveness of the bus resources and to decide the subsequent
control signal.
In the following sections we describe in detail the operations of the GECN central
network controller, as well as the design of local resources’ controllers.
4.4 GECN Central Network Controller
As anticipated, the DNO wishes to use GECN signals to perform primary voltage control.
The DNO is assumed to have imperfect 24hr forecasts for load and renewable profiles
(P,Q)f , from which deviation is penalized in order to reduce costs of operation. Finally,
the operator is assumed to be able to control the primary substation OLTC located in
correspondence to the slack bus of the network3. The tap-changers positions are a
means to provide a further leverage for the operator in coordination with the proposed
control mechanism.
At each time-step t, the DNO observes the state of the network on every bus i, i.e.,
the per-bus aggregate power injections Pi(t) and Qi(t), along with the phasors of the
phase to ground voltage E¯i(t). Subsequently, the DNO computes the voltage sensitivity
coefficients with respect to absorbed/injected power of a bus `, as well as transformer’s
tap-changers positions
KP,i`(t) :=
∂|E¯i|
∂P`
(t), KQ,i`(t) :=
∂|E¯i|
∂Q`
(t)
Kn,i(t) :=
∂|E¯i|
∂Eslack
(t)
3We disregard the presence of static var compensators. Note that they can be taken into account in the
sensitivity matrix KQ.
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e.g., by solving the linear systems of equations presented in Section 3.4.2. Therefore,
the following linear relation between variation in bus voltages and variations of ac-
tive/reactive power ∆Pi,∆Qi and tap-changers positions ∆n can be derived (e.g., [9]):
∆|E|i ≈ KPi∆P + KQi∆Q + Kn∆n
, (KP,Q,n(t)∆(P,Q,n))i.
where KPi = [KPi1 , . . . ,KPiM ], KQi = [KQi1 , . . . ,KQiM ] and Kn = [Kn1 , . . . ,KnM ].
At this stage the DNO can detect which areas of the network are congested or
exhibiting voltage variations close to the limits allowed for safe operation (typically
±5% of the rated value). Using the sensitivity coefficients KP,Q,n the DNO can com-
pute the optimal required power adjustments {∆(P,Q)∗(t)} in the buses and, at the
same time, the optimal variations in the tap-changers positions {∆n∗(t)}which lead
to the desired operation set-point for voltage control via the following constrained
optimization problem:
min
∆(P,Q,n)
∑
i
µi
(
∆(P,Q)i −∆(P,Q)fi
)2
+ (4.1)∑
i
λi[
(|E¯i|+ (KP,Q,n(t)∆(P,Q,n))i − Eo)2 − α2]++
ψ1(
∑
i
gˆi)ψ2(
∑
t
|∆n(t)|)∆n2
subject to: γi ≤ cosϕi ≤ 1
nmin ≤ n(t) ≤ nmax
where gˆi(t) =
W−1∑
s=0
ksgi(t− s)
and n(t) = n(t0) +
t∑
τ=t0
∆n(τ)
γi is the constraint on the power factor, cosϕi, on a specific bus i, nmin and nmax are the
minimum and maximum OLTC positions allowed, the parameter α denotes the value
of the voltage deviation from the rated value tolerated by the DNO, gˆi is the moving
average of the control signal g over a time window of W time-steps, and ψ1 and ψ2 are
penalty functions for altering the OLTC position4. The first two terms in the objective
function are weighted by parameters λi and µi 5. The first term of Eq. 4.1 represents
the compensation of errors in the forecasted aggregated loads. The second and third
terms describe the voltage control part. The operator can perform this type of control
4As we deal with primary voltage control, Eq. 4.1 has to penalize the changes of OLTC as these devices
are typically used by the DNO rarely. This will be explained next with more details.
5The choice of the weights in the objective function is related to the topology of the network and the
parameters of the lines (i.e., the network admittance matrix).
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by deploying solely demand response or by coordinating control of the DERs and the
OLTC positions. In the case where the tap-changers are included, the DNO seeks to
utilize them only in periods when demand response cannot provide the desirable
operating set-points. This is represented by the term ψ1 of Eq. 4.1 which is a function
that assumes large values in normal operation (i.e., |gˆ| ' 0) and low values when the
GECN signal saturates (i.e., |gˆ| ' 1). More specifically, we have chosen:
ψ1(
∑
i
gˆi) := a1e
−a2|
∑
i gˆi| (4.2)
In order to account for the limited number of operations that an OLTC can perform,
a further penalty function, ψ2, has been included in Eq. 4.1. This function multiplies
the OLTC set-points variation and increases with the number of OLTC operations in a
given time window6. Specifically, we have chosen:
ψ2(
∑
t
|∆n(t)|) := ea3
∑
ti<t<ti+τo
a4(n(ti)∆n(ti))|∆n(ti)| (4.3)
where a3 is a constant and a4 is 1 if n(t)∆n(t) ≥ 0 and 0 otherwise. Such an expression
ofψ2 allows to weight in an exponential way the accumulated number of OLTC changes
within a given time window τo. Furthermore, it is able to account for the direction of
the OLTC changes together with their distance from the central OLTC position n = 0.
In view of the expression used to weight the penalty on ∆n, the DNO can decide the
leverage on the OLTC compared to the use of other resources (i.e., storage and/or
loads).
After having determined the optimal operation set-points of the network at time t,
the goal is to adaptively compute GECN signals which drive the system towards these
desired set-points. This is implemented using the control loop depicted in Figure 4.1.
The current optimal set-points are the input to a saturation function f that maps
∆P ∗i (t) every time-step to a value in [−1, 1]:
f(∆P ∗i (t)) = sign(∆P
∗
i (t))(1− e−|∆P
∗
i (t)|/bi) (4.4)
where ∆P ∗i (t) are the optimal set-points that the DNO targets at time t, and bi is a
parameter affecting the slope of the saturation function (i.e., the smallest the value of
b, the steepest the slope of the saturation function). The outcome of this operation
is weighted by a factor G, which is an exponential function of the mismatch between
the optimal set-points and the actual set-points the DNO observes at the previous
time-step t−1:
G = esign(∆P
∗
i (t−1))(∆P ∗i (t−1)−∆Pi(t−1)) (4.5)
6By including this function, even in cases where the saturation of the signal occurs for a long period of
time, the DNO has the option to upper-bound the total number of OLTC operations, thus respecting the
nature and cost of these devices.
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Thus, the proposed control loop continuously adapts the GECN signal to adjust the
aggregate power at each bus to the variations of the optimal set-points. Replacing ∆P ∗i
with ∆Q∗i in 4.4 and 4.5 allows the computation of GECN signals for the control of
the reactive power, in cases where the controllable resources have also reactive power
capabilities, e.g. ESSs.
In order to evaluate the performances of the proposed mechanism for primary
voltage control in ADNs, we need GECN-enabled resources. In this direction, in the
following section we choose to design local controllers for TCLs, and in particular
refrigerators and ESSs, in our case represented by SC arrays.
4.5 GECN Local Resources Controllers
4.5.1 The Case of Thermostatically Controlled Loads
Load response representation
In this section, we give the main assumptions on both elastic and non-elastic demand.
Let us consider thermostatic loads for which their state is given by their temperature
(e.g., air conditioners or refrigerators). We consider L types of elastic appliances. We
assume that each type ` has a set of operating modes that we denote by X` ⊆ [0, 1], a
maximum rated power P r` , and a constant power factor cosϕ`. When an appliance
of type ` is in a specific operating mode x ∈ X`, it consumes a fraction x of the rated
power, i.e., xP r` and the corresponding proportional reactive power, obtained via the
power factor.
In what follows, we consider discrete time-steps {0, 1, . . . , t, . . .}. Let us consider
a single appliance of type `. We denote the process describing its operating mode by
(X(t) ∈ X`)t. The internal state process of the appliance is influenced by the operating
mode and by external factors; we denote it by (θ(t) ∈ R)t. At all times t ≥ 0, the
controller of the appliance chooses an operating mode X(t) such that the internal
state constraints Θ` ⊂ R are satisfied, i.e., θ(t) ∈ Θ`.
The duty-cycle function h` : X` ×R→ X` for an appliance of type ` determines
the default operating mode of the appliance X(t+ 1), taking into account the previous
operating mode X(t) and the internal state of the appliance θ(t):
X(t+ 1) = h`(X(t), θ(t)), t > 0. (4.6)
For presentation ease, we describe the behavior of a cooling thermostatic device.
Such an appliance is assumed to operate in a binary mode X = {0, 1}, and its internal
state is given by the cooling compartment temperature, constrained in the form of
a deadband Θ = [θmin, θmax] (e.g., [142]). The internal temperature of these kinds of
loads can be modeled, for instance, as proposed in [143]:
θ(t+ 1) = θ(t) + (1− )(θ0 − ηX(t)Pr
A
) + ω(t) (4.7)
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where θ0 is the ambient temperature,  = e−τA/mc is the factor of inertia of the appli-
ance, τ is the time-step and mc is the thermal mass, η is its coefficient of performance,
and A is the thermal conductivity. The process ω(t) is a noise process-modeling of
the random external heat injections in thermostatically controlled loads having a dis-
tribution that follows hourly data presented in [135]. A typical duty-cycle function
(Figure 4.2) is:
h(X = 0, θ) = 1{θ≥θmax} (4.8)
h(X = 1, θ) = 1{θ≥θmin}
In what follows, we assume that at each network bus i a population of the afore-
mentioned elastic appliances is connected, each one having a state that evolves like
Eq. 4.7 and a duty cycle function given by Eq. 4.8. In addition to the controllable loads,
in each network bus, non-elastic demand, non-controllable by the DNO is assumed,
represented by typical 24-hr load profiles. The aggregate power at a bus level consists
of the combination of the above types of loads.


 
Figure 4.2: Duty-cycle for appliances with deadband-constrained state.
Load Controller
All the elastic appliances connected to a network bus i receive at each time-step t the
GECN control signal gi(t) broadcasted by the DNO. The signal represents a real number
gi(t) ∈ [−1, 1] coded, for example, on 16 bits. The control signal gi(t) is proportional to
the DNO’s desire to inhibit consumption. Hence, a negative gi encourages consump-
tion, a positive gi inhibits consumption, whereas gi = 0 does not impact the behavior
of the appliance7.
In what follows, we propose a controller that takes into account the GECN signal.
In the absence of the GECN control signal (i.e., gi(t) = 0), the duty-cycle function in
Eq. 4.8 provides the controller with the next operating mode X(t+ 1). In response to a
non-zero GECN signal, the controller can decide to switch to a different operating mode
than the one dictated by the duty-cycle. When such a decision is made, the controller
7The proposed algorithm aims at maximizing the usage of network resources (i.e., loads/storage) to
locally provide ancillary services to the grid. In this respect, an imbalance of the production/consumption
towards the production encourages consumption, whereas an imbalance towards the consumption
inhibits consumption in order to keep the voltage levels within the allowed limits.
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sets a counter T (t) to a predefined value T`,0 (which depends on the appliance type);
the value T (t) then decreases over time, until it reaches 0. When the value of T (t)
is strictly positive, the appliance does not react to any received GECN signals. This
ensures a smooth operation of the appliance by limiting the number of imposed
operating mode switches.
For presentation ease, in what follows we define the operation of the controller for
a cooling thermostatic device as described in Section 4.5.1. For such an appliance, at
each time-step, the controller decides the next value X(t+ 1) as a function of X(t), its
current state θ(t) (temperature), and the GECN signal gi(t) as follows:
1. If the value of the counter T (t) is not equal to zero, then the appliance disregards
the GECN signal and continues its normal operation, as previously explained.
2. If T (t) = 0, the intensity of the signal is taken into account: upon receiving gi(t)
the controller draws a Bernoulli random variable Y with parameter p = |gi(t)|
(i.e., Y = 1 with probability p and Y = 0 with probability 1− p) that reflects the
desired response by the DNO. If Y is set to 1, then the appliance proceeds to the
next step, otherwise it continues with normal operation.
3. Finally, if Y = 1, the actual response of the appliance depends on its current op-
erating mode X(t) and internal state θ(t). Specifically, the controller draws a sec-
ond, independent Bernoulli random variableZ with parameter q(X(t), θ(t), gi(t)),
where q(x, ϑ, g) characterizes the appliance’s propension to switch operating
mode given that X(t) = x, θ(t) = ϑ, and gi(t) = g. The appliance then switches
state if Z = 1, else it does not.
For example, when the cooling appliance is on, the closer the temperature is to
the maximum θmax, the less likely it is that the appliance responds to a signal
requiring it to switch off. Thus, when the DNO wants to inhibit consumption
(g > 0) and the appliance is on, the probability q should be chosen so that
q = 1 whenever ϑ < θmin, q = 0 whenever ϑ > θmax, and decreasing with ϑ in
ϑ ∈ [θmin, θmax].
We use q(x, ϑ, g) = min{q˜(x, ϑ, g)+, 1}where
q˜(x, ϑ, g) =
{
Cx[1− e−(θmax−ϑ)/ξ]+ if g ≥ 0
C(1− x)[1− e−(ϑ−θmin)/ξ]+ if g < 0
and C = [1− e−(θmax−θmin)/ξ]−1 is a normalization constant 8.
8We used the notation [a]+ := max(a, 0). The denominator of the exponent, ξ, has been selected
empirically to modulate the appliances’ response to the GECN signal. However, such a coefficient does
not influence the behavior of the proposed control mechanism.
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We can summarize the proposed controller’s response to the GECN signal as
X(t+ 1) =
{
1−X(t), if Y = Z = 1,
h(X(t), θ(t)), otherwise.
(4.9)
Thus an appliance can disregard a GECN gi(t) signal for three reasons: (i) a too recent
reaction to the GECN signal, in other words, the counter T (t) is not equal to 0 – this
avoids the appliance operation in “mini-cycles”, (ii) a small magnitude of gi(t), implying
low requirement from the DNO side, or (iii) an inopportune internal state of the
appliance,.
4.5.2 The Case of Distributed Energy Storage Systems
In this section, the general representation of electrochemical energy storage systems
is presented and a controller, tailored to the characteristics of storage devices, is
proposed.
Storage System Representation
1.General Formulation of the State-of-Charge of Electrochemical-Based Storage Systems
The estimation of the so-called state of charge (SoC) of an electrochemical-based
storage system is of great importance in the majority of applications dealing with
operation and control of electrochemical ESSs [144].
Several methods, that use different criteria in order to estimate the SoC, are pro-
posed in the literature. As discussed in [145] the five most important criteria, with
particular reference to batteries, are (i) measurement of electrolyte specific gravity
(ii) battery current time-integration (iii) battery impedance/resistance estimation
(iv) measurement of the battery open circuit voltage and (v) inclusion of electrolyte
temperature, discharge, rate and other battery parameters. A general equation, that
defines the SoC at a specific time instant and is a combination of the above criteria, is
(e.g., [144, 146, 147, 148]):
SoC(t) =
C(t0)− α(I, θ)
∫
i(t)dt
C(I, θ)
(4.10)
where C(I, θ) is the ESS capacity for a constant current discharge rate I at electrolyte
temperature θ, C(t0) is the ESS capacity at time t0, i(t) is the instantaneous value of the
current and α is the charge-efficiency coefficient associated to charge and discharge
phases9.
The SoC, computed as in (4.10), will be incorporated by the storage controller as
better discussed below.
9As a first approximation α(I, θ) can be assumed equal to 1. Specific tests on the targeted storage
systems can infer this function.
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2. Circuit-Based Model of Electrochemical ESS Applied to the Case of Supercapacitors
A general approach in modeling electrochemical ESSs is to represent a single
cell with an equivalent circuit-based model that simulates their behavior (e.g., [149,
150, 151]). Such models provide simple structures that can represent sufficiently the
dynamic behavior of these ESSs as they are directly related to the physics/chemistry of
the cell configuration. The major advantage of this approach is that the relationship
between the cell voltage and the current drawn or supplied to the cell can often be
expressed analytically by solving a system of ordinary differential equations [152].
In this chapter, supercapacitors (SC) have been selected as the targeted ESS. Due
to their high power density, short charge time and long life duration, these devices are
particularly interesting in the ESS applications that require rapid cycles (e.g., primary
voltage control via fast compensation of renewable DG, fast charging of electric vehi-
cles) [140]. Several circuit-based models, which can represent the SC behavior in both
steady-state and dynamic conditions, are proposed in the literature (e.g., [153, 154]).
In this section, the model developed in [154] is considered, for which the equivalent
circuit model is depicted in Figure 4.3. This model enables us to correctly repre-
sent both the quasi-static and dynamic behavior of a SC accounting for the so-called
“redistribution-effect” that plays a major role in its dynamic behavior.
For this specific model, the SC terminal voltage, V DC , is linked to the input current,
IDC , via the following system of ordinary differential equations:
dV1
dt
= (−(IDC + Ich) + V1 − V2
R2
+ V1
dCv
dt
− Ired)−1
Cv
dV2
dt
= (
V2 − V3
R3
− V1 − V2
R2
+ V2
dC2
dt
)
−1
C2
dV3
dt
= (−V2 − V3
R3
+ V3
dC3
dt
)
−1
C3
V DC = V1 + (I
DC + Ich)(R1 +RL) (4.11)
where R1 is the input electrode resistance; RL and CV are the resistance and the ca-
pacitance of the so-called “SC network system model” and; R2, C2 and R3, C3 are the
resistances and the capacitances of the second and third branch respectively. All the
capacitances exhibit a non-linear dependence on the voltage. This dependence is
taken into account by curve-fitting measurements obtained via experimental tests.
As proposed in [154], the two current sources, Ich and Ired, allow for improving the
dynamics of the SC by taking into account the diffusion of the residual charge dur-
ing the charge/discharge phases (short-term phenomenon), as well as during the
redistribution phase (long-term phenomenon).
In the rest of the chapter, we assume that SC cells are arranged in parallel and series
connections suitable to form an array of a given total energy and power capacities.
A bidirectional DC/AC converter is used to interface the SC with the network. The
state of each cell is assumed to be its terminal voltage and the evolution of this state is
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Figure 4.3: Proposed SC model (adapted from [154]).
described by (4.11). In order to model the power converter, the constraints on the AC
active and reactive power should be taken into account. The PQ capability curve of
the converter is described by the following inequality constraint:√
(PAC)2 + (QAC)2 ≤ Sr (4.12)
where, Sr is the rated power of the converter and PAC ,QAC the active/reactive power
flows on the AC-side of the power converter interfacing the SC towards the grid.
It is assumed, as a first approximation, that the DC/AC converter is characterized
by an efficiency (η) independent of its power flow. It is also assumed that this power
converter can operate in four quadrants.
Storage Controller
In comparison with the TCL controller presented earlier, where active power signals
were used, the storage devices connected to a network bus i receive at each time-step
t two broadcast control signals, gP i(t) for the active power and gQi(t) for the reactive
power. Each signal represents a real number gP i(t), gQi(t) ∈ [−1, 1]. The control signals
gP i(t), gQi(t) reflect, as before, the DNO’s desire to inhibit (or encourage) consumption.
Hence, a negative gP i encourages charging, a positive gP i encourages discharging, and
gP i = 0 does not have an effect on the storage devices. Similarly, a negative gQi calls
for reactive power absorption, a positive gQi requests for more reactive power support,
and gQi = 0 means that the DNO is satisfied with the current state of the ESS.
In the following, we propose a controller that takes into account these signals. As
described, in response to non-zero gP i(t), gQi(t) signals, the SC decides to charge or
discharge an amount of energy. This decision is a function of the signals, the SoC, the
DC voltage, as well as the previous state of the device. When this decision is made, the
controller chooses the next state of the device as follows:
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1. Upon receiving gP i(t) and gQi(t), the controller considers the signals as requested
adjustments in its AC-side active and reactive power set-points expressed as
fractions of the rated power:
∆PACi (t) = −SirgP i(t) (4.13)
∆QACi (t) = −SirgQi(t)
In other words, the two signals are viewed as proportional to the desired response
of the resources requested by the DNO.
2. Once the required adjustments to the power set-points are computed, the con-
troller verifies that the constraints on the PQ capability curve of the converter
are respected. If this is not the case, ∆PACi (t) and ∆Q
AC
i (t) are adjusted in such a
way that the total power set-point is the closest to the feasible region represented
by (4.12). Figure 4.4 shows an example where the requested set-points lead the
system to a state where the constraints of the converter are violated (point 2
in Figure 4.4) and where an adjustment is required to a new state (point 3 in
Figure 4.4). If the size of the SC arrays or the capabilities of the converter are
limited, then the requested power set-points are expected to be quite frequently
in the limits of the capability curve. The proposed adjustment is chosen in order
to avoid staying on the same point in the boundary of the PQ capability curve
once this limit is reached.10
3. The actual response of the storage device depends on the current operating
point (PACi (t), Q
AC
i (t)), on the SC internal state (V
DC
i (t)) and on its state of
charge (SoCi(t)). The new AC set-points are computed as a moving average of
the previous operating point and the requested operating set-point filtered by a
function of the SoC:
PACi (t+1)=ωβP (P
AC
i (t)+∆P
AC
i (t))+(1−ω)PACi (t) (4.14)
QACi (t+1)=ωβQ(Q
AC
i (t)+∆Q
AC
i (t))+(1−ω)QACi (t)
where ω is a fixed gain and βP and βQ are variable gains that depend on the cur-
rent SoC of the SC. Specifically, for the active power βP = (1− SoCi)2, when the
device is charging (PACi (t) > 0), and βP = (SoCi)
2 when the device is discharging
(PACi (t) < 0). For the reactive power, βQ = (SoCi)
2 regardless of the sign of the
requested reactive power flow11. This coefficient is used to filter the total power
provided by the storage devices in order to smooth their response by accounting
10It is worth observing that if the intercept on the line between points 1 and 2 on Figure 4.4 is chosen as
the adjusted point (instead of point 3), then once the limit of the converter is reached and the subsequent
set-points are also outside of the capability curve then the controller will stay in the same set-point for
several time-steps.
11Note that the request of the reactive power always drains energy from the SC through the losses in
the converter regardless of the sign of the reactive power flow.
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Figure 4.4: Adjustment of the requested power set-points in case of violation of the
constraints of the PQ capability curve of the converter.
for their internal state.
4. The internal-state constraints of the storage device are finally taken into account.
In particular, if the DC voltage has reached a specific minimum (V DCmin ) or maxi-
mum (V DCmax) value, then the controller refuses to participate in the action to avoid
the intervention of the maximum/minimum voltage relays always used in these
types of systems to preserve the power electronics [145]. If the limits are not yet
reached, the AC set-points are transformed into DC power requirements and
subsequently, in charging/discharging current references as follows:
P lossi (t+1) = (1−ηi)
√
(PACi (t+1))
2 + (QACi (t+1))
2 (4.15)
PDCi (t+1) = P
AC
i (t+ 1) + P
loss
i (t+ 1)
IDCi (t+1) =
PDCi (t+ 1)
V DCi (t)
where P lossi represents the losses in the i-th power converter. At this point the
V DCi is continuously changing as a function of the charging/discharging current
IDCi based on the model of the i-th ESS. For instance, in the case of superca-
pacitors, V DCi is updated based on (4.11). Then the current is updated so as to
maintain the PDCi set-point constant, until the controller receives the next GECN
signals.
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On the Sizing of the ESSs
The sizing of an ESS is intimately coupled with its control algorithm. In this respect,
in this subsection we illustrate a possible procedure for sizing the distributed storage
systems to fit the requests of the proposed control algorithm.
It is important to note that the sizing is done in terms of energy capacity. We
describe below a method that, based on the observed forecast errors for a given day in
the past, determines the required power adjustments from the storage system at each
time-step. The minimum energy capacity is deduced from these adjustments.
For the sizing procedure the DNO determines “the worst day” in terms of forecast-
ing errors from historical data. For this day, the DNO has the imperfect 24hr per-bus
forecasts for load and renewable profiles by (Pf (t),Qf (t)) and the actual per-bus mea-
sured power (P(t),Q(t)) and phase-to-ground voltage E¯i(t). The DNO solves at each
time-step the optimization problem (4.1) and gets the process of optimal required
power adjustments (∆P∗(t),∆Q∗(t))t in the buses. These lead to the desired operation
set-points for voltage control for the whole 24hr period.
The solution of (4.1) provides profiles of PQ setpoints for a given scenario of loads
and distributed generation. Once the required power adjustments are computed for
each bus, the DNO has a rough knowledge of the instantaneous amount of excess or
deficit in the active and reactive power throughout the whole 24hr period. Thus, the
DNO can compute the energy and, consequently, the size of storage devices that will
be needed. The integral of the active power flow in each bus quantifies the required
size for a given storage system. Nevertheless, the outcome of such a sizing remains
related to the considered scenarios, and for this reason the presented method provides
only an approximate sizing.
In our case, the targeted ESSs are SCs. Therefore, as they are characterized by
high power density and low energy density, we take into account the nature of these
devices and we do not utilize them for performing energy balance. To this end, we
assumed as a worst-case condition the one that involves large instantaneous errors
in the forecasted PV power production. In particular, Figure 4.5 shows the actual and
forecasted daily aggregated profiles of active and reactive power of all the network
buses used for the sizing of these devices, as well as the forecasting errors.
4.6 GECN Performance Evaluation and Application Examples:
Primary Voltage Control via Demand Response and Dis-
tributed Storage Management
In this section, we first evaluate the performances of GECN when primary voltage
control is performed via real-time control of TCLs and OLTCs and we investigate the
potential of SCs to provide primary voltage control via GECN. Next, we present an
application example where both TCLs and SCs are controlled by the same broadcast
signal. Subsequently, we investigate the importance of active versus reactive power
86
4.6. GECN Performance Evaluation and Application Examples: Primary Voltage
Control via Demand Response and Distributed Storage Management
0 2 4 6 8 10 12 14 16 18 20 22 24
−3
−2
−1
0
1
2
x 106
Time (hr)
To
ta
l a
ct
iv
e 
(w
att
) a
nd
 
re
a
ct
iv
e 
(va
r) 
po
we
r
 
 
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
x 106
Fo
re
ca
st
in
g 
er
ro
rs
 in
 
a
ct
iv
e 
po
we
r (
wa
tt)
Forecasted active power
Actual active power
Forecasted reactive power
Actual reactive power
Absolute forecasting error
Figure 4.5: Actual/forecasted values of aggregated active and reactive power injections
of all network buses used for the sizing of the SC arrays.
support for voltage control in ADNs. Furthermore, we show the capability of the
proposed control scheme to cope with fast voltage variations originating from a large
load inrush. Finally, we assess the time required by the GECN network controller to
solve the optimal voltage control problem.
4.6.1 Primary Voltage Control via Real-time Demand Response
For the evaluation of GECN in the case of TCLs we have considered a modified IEEE
13-nodes test feeder as depicted in Figure 4.6. The modifications are: (i) balanced
lines, (ii) inclusion of secondary substations (henceforth called “aggregators”) where
voltage-independent PQ equivalents are placed and, (iii) lines ten times longer. As
a consequence, using the approach described in Section 3.4.2, we can compute the
network voltage sensitivity coefficients. A specific Matlab code has been developed to
solve the network load flow problem and to implement the GECN control mechanism.
Each aggregator in the network comprises a large population of heterogeneous
household controllable loads along with non-elastic demand and non-dispatchable
power injections. The technical characteristics of the elastic loads and the load
controller parameters are given in Table 4.6 ([155, 135, 143]). Concerning the non-
dispatchable power generation, we assumed to have a typical PV-type profile with
peak power that changes for all aggregators within the range of 90% − 180% of each
secondary substation’s peak load. Additionally, Figure 4.7 illustrates the total daily
load and power injections profile in the network, where the convention used is that
negative values represent power injection and positive power consumption.
We assumed three different test cases for the available elastic demand in the net-
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Figure 4.6: Modified IEEE 13 node test feeder used for the evaluation of the proposed
DR mechanism.
Table 4.1: Parameters of the elastic appliances and the load controller
Parameter Value
Temperature deadband, Θ(oC) [3,8]
Ambient temperature, θ0(oC) ∼ U(10, 15)
Thermal conductivity, A(kW/oC) 10.563
Coefficient of performance, (η) 1.5
Rated power, Pr(Watt) 150
Time-step, τ (sec) 1
Time constant, Tc = mc/A(hrs) ∼ U(1.326, 2.778)
Controller time counter, T0(sec) 480
Internal state parameter, ξ 0.4
Appliance power factor, cosϕ 0.85
Parameters of the penalty function ψ1, a1, a2 1000, 2
Parameters of the penalty function ψ2, a3, τo(hrs) 5,3
Window of gˆ, W (time-steps) 3
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Figure 4.7: Total daily load and power injections profile in the network.
Table 4.2: Number of elastic appliances per network bus
Bus 10% elastic demand 20% elastic demand 30% elastic demand
1 - - -
2 93 182 310
3 113 204 328
4 112 192 309
5 114 216 324
6 100 210 304
7 105 197 336
8 118 219 320
9 98 210 325
10 82 217 327
11 115 212 311
12 105 209 314
13 94 211 305
work, 10%, 20% and 30% of the total peak load. In Table 4.2, the number of appliances
per bus of the network is shown for these three cases. For each test case two scenarios
have been considered. Scenario I relies on the assessment of the voltage controllability
by using only the DR control mechanism (by setting the coefficients Kn,i(t), and the
third term of the objective function in Eq. 4.1 to zero), whereas Scenario II assumes
that the DNO uses the DR control mechanism together with the control of the primary
substation OLTC (i.e., with the objective function as described in Eq. 4.1).
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The DNO deploys GECN to continuously penalize the deviation of the voltage
in the network buses from the rated value, in order to guarantee a voltage profile for
safe operation. To this end, the operator solves at each time-step the optimization
problem defined in Eq. 4.1 with λi = 0.15 and µi = 1 for both scenarios I and II.
Specifically, for scenario II, the moving average of the control signal is computed as
gˆi(t) = 0.8gi(t) + 0.1gi(t− 1) + 0.1gi(t− 2).
The DNO wishes that the voltage deviations in the network buses are in the range
of±5%. In order not to saturate the available DR resources of the network, we assume
that there is a tolerance in the voltage deviations from the network-rated value, which
is represented by the parameter α in Eq. 4.1. The role of this parameter is to create
a deadband within which the DNO is not interested in minimizing the voltage, thus
sacrificing the scarce resources. In this section this parameter is set to α = 0.04 and the
resulting deadband for the voltage profile is [0.96, 1.04]p.u. Additionally, it is assumed
that the constraint γi on the power factor of the aggregate load in all buses is 0.9. Finally,
we assume to have an OLTC that can vary the rated value of the network voltage in the
range of±6%, operating in 72 tap positions.
In order to infer the benefits of the proposed mechanism, we assume a base case
where the total demand in the network is non-elastic and obtain the daily voltage
profile of the network buses. For the sake of brevity, we limit the validation of the
proposed method to a reduced number of buses. In particular, we refer mainly to two
buses of interest: bus 2, which is the closest one to the slack bus; and bus 13, which
is the furthest one from the slack bus of the network. In Figure 4.8 one can observe
the voltage profile of these buses for the base case, as well as the improvement in the
voltage profile for both considered scenarios when there is 10% of elastic demand in
the network. The gray bands indicate the range [0.95, 1.05]. Figures 4.9 and 4.10 show
the same voltage profiles for the case of 20% and 30% elastic demand respectively.
Figure 4.8 shows an improvement of voltage profiles that can be quantified in the
range of 1% in correspondence of the maximum aggregated power absorption and
power production, whereas, Figures 4.9 and 4.10 show an even larger improvement
(in the order of 2%) due to the increased availability of controllable loads. In fact, for
the case of 30% elastic demand the improvement is only due to the controllable loads
as the number of OLTC operations is zero. This is due to the fact that the increased
availability of controllable appliances is already enough to guarantee a voltage profile
at all buses in the range of [0.95, 1.05]p.u., thus eliminating the need to leverage on
the OLTC. This result reveals the capabilities of the proposed method to enable a
non-negligible contribution of controllable loads to voltage control of distribution
networks eliminating the need to use other traditional systems like OLTC.
For the same cases as in Figures 4.8, 4.9 and 4.10, Figures 4.11, 4.12 and 4.13 show
the GECN signals that were sent by the DNO to achieve the desired behavior of the
elastic loads for scenarios I and II. It can be observed that the variation of the GECN
signals is smoothed by the control leverage of the OLTC. This aspect appears important
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Figure 4.8: 24hr voltage profiles of bus 2 and 13 for 0% of elastic demand (base case)
and 10% of elastic demand with (scenario II) and without (scenario I) control of the
tap-changers positions.
as it could allow the DNO to choose the better control strategy, namely leveraging more
on the load elasticity or on its own resources (i.e., OLTC). These figures also show a
large saturation of the GECN signal without the help of the OLTC in the case of 10% and
20% of elastic demand. It is also interesting to observe that the increase of elastic loads
from 10% to 20% directly results in a decrease of the GECN saturation. This allows for
an indirect quantification of the DR elasticity and, as a consequence, an estimation of
the optimal number of OLTC changes allowed per day.
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Figure 4.9: 24hr voltage profiles of bus 2 and 13 for 0% of elastic demand (base case)
and 20% of elastic demand with (scenario II) and without (scenario I) control of the
tap-changers positions.
Figure 4.14 shows the daily profile of the OLTC changes provided by scenario II
for 10% and 20% of elastic demand. For the case of 30% of elastic demand no OLTC
change occurs. As expected in the case of 20% elastic demand the total number of
OLTC operations is less than in the case of 10% elastic demand (12 vs 17). Overall, it can
be observed that the obtained number of OLTC changes is compatible with a typical
operation of such a device.
For the same buses (2 and 13), Figure 4.15 shows the aggregate power of only the
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Figure 4.10: 24hr voltage profiles of bus 2 and 13 for 0% of elastic demand (base case)
and 30% of elastic demand without (scenario I) control of the tap-changers positions.
elastic appliances in correspondence of the signals presented in Figures 4.11, 4.12
and 4.13 for Scenario I. This figure demonstrates that the proposed DR mechanism
allows aggregated loads to follow properly the GECN signal. Also, these figures reveal
that for short periods of time (in the order of 15− 30 minutes) the DNO can drive the
aggregate power of even a small number of elastic appliances up to twice or down to
one third of their average power consumption by sending the appropriate signal.
Concerning the impact on the appliance internal states (i.e., temperature), Fig-
ure 4.16 shows a histogram of the appliances’ temperatures at buses 2 and 13 during
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Figure 4.11: GECN signal sent to buses 2 and 13 in the case of 10% of elastic demand
with (scenario II) and without (scenario I) control of the tap-changers positions.
different periods of the day for scenario I and 10% of elastic demand. The latter reveals
that the operation of the GECN mechanism does not have an impact on the end-users
quality of service, as it does not cause any deviation of the appliances temperatures
outside of the allowed deadband (i.e., 3o−8oC). The temperatures of the elastic loads
during hours 1−4 are in compliance with the GECN signal sent that is not saturated. In
the same figure, one can observe a large concentration of temperatures in the lower
part of the temperature deadband during hours 11−14; this is compatible with the
signal sent during these hours to encourage consumption. The opposite effect is ob-
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Figure 4.12: GECN signal sent to buses 2 and 13 in the case of 20% of elastic demand
with (scenario II) and without (scenario I) control of the tap-changers positions.
served during hours 17−22 where the peak load results in large, positive signals that
dictate the reduction in consumption.
Finally, the slope of the saturation function is a significant parameter in the control
law used by the DNO. In order to investigate the impact of the saturation function in
the performance of the proposed DR mechanism the parameter b of the saturation
function is decreased to half its initial value (b = 1.4E−3). The signal sent to bus 3 for
the two values of the parameter b is presented in Figure 4.17, where it is assumed that
the DNO also controls the tap changers and the elastic demand in the network is 10%.
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Figure 4.13: GECN signal sent to buses 2 and 13 in the case of 30% of elastic demand
without (scenario I) control of the tap-changers positions.
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Figure 4.14: 24hrs tap-changers positions for scenario II, 10% and 20% of elastic de-
mand with control of the tap-changers.
One can observe that, the signal does not exhibit peak values variation for the two
considered cases. The significant impact of parameter b is related to the generation
of larger/smaller errors into the control loop of Figure 4.1. The consequence of this
is that higher/lower values of b produce steeper saturation functions that result in
lower/larger modifications of the GECN signal amplitude. In Figure 4.18 the daily
voltage profile of bus 3 is shown as well as the difference in the voltage profiles for both
cases of the parameter b. By observing Figure 4.18, it is possible to conclude that the
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(a) Aggregate power of elastic appliances at bus 2 and 13, 10% elastic demand
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(b) Aggregate power of elastic appliances at bus 2 and 13, 20% elastic demand
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(c) Aggregate power of elastic appliances at bus 2 and 13, 30% elastic demand
Figure 4.15: Aggregate power of the elastic appliances at buses 2 and 13 for scenario I,
10%,20% and 30% of elastic demand and no control of the tap-changers.
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Figure 4.16: Histogram of temperatures of elastic appliances (refrigerators) in buses 2
and 13 during different hours of operation for scenario I, 10% of elastic demand and
no control of the tap-changers.
parameter b does not influence the voltage quality.
4.6.2 Primary Voltage Control via Distributed ESSs Management
For the evaluation of GECN when the controllable DERs are composed of ESSs, we
have considered a modified IEEE 34-nodes test feeder as depicted in Figure 4.19. The
modifications are (i) balanced lines and (ii) the elimination of the regulators in line
segments 814−850, 852−832 and of the shunt capacitors in buses 844, 848. The primary
substation transformer is taken into account by considering its short-circuit internal
impedance. The network load flow problem, the SC model (4.11), as well as the storage
control mechanism are simulated in Matlab.
It is assumed that each network bus comprises a SC array, a large population of
heterogeneous household controllable loads along with non-elastic demand, as well
as non-dispatchable power injections. The elastic appliances consist of refrigerators
modeled as in Section 4.5.1, whereas the non-elastic loads are represented by typical
24hr curves. The main technical characteristics of the controllable appliances are
the same as in the previous section (Table 4.6). Concerning the non-dispatchable
power generation, we assume a PV-type profile with peak power that changes for all
buses within the range of 60% − 120% of each secondary substation peak load. As
far as the forecasting errors are concerned, two different scenarios are considered.
In the first scenario we assume a good 24hr-ahead forecast, whereas in the second
scenario we assume large forecasting errors. Figure 4.20 shows the aggregate load
profile of all 34 buses in the network for both test cases, where the convention used is
that negative values represent power injection and positive power consumption. For
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(a) 24hr signal sent to bus 3 with b = 7E−4
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Figure 4.17: GECN signal sent to bus 3 for different values of the parameter b for
scenario I, 10% of elastic demand and no control of the tap-changers.
the first scenario the peak values for the active and reactive power consumption shown
in Figure 4.20 is 1.64MW and 538Kvar respectively. The corresponding peak value for
the active power production of the distributed generation is 2.95MW. For the second
scenario the same load profiles are used, whereas the peak value for the active power
production of the distributed generation is 4.24MW.
The SC arrays are sized approximately using the procedure described in Sec-
tion 4.5.2. To this end, in (4.1) the limit value of the power factor γi in bus i is set to
0.9 for all network buses, and the maximum voltage magnitude deviation δ is set to
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Figure 4.18: Voltage profile of bus 3 for different values of the parameter b for scenario
I, 10% of elastic demand and no control of the tap-changers.
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Figure 4.19: Modified IEEE-34 node test feeder used for the evaluation of the proposed
control mechanism [109].
0.04 (see [120] for further details). The number of cells in parallel connection, Np, for
each bus of the network is given in Table 4.3. The number of cells in series, Ns, are
equal to 149 for all buses12. In the same table, we also provide the available energy
of each array, as well as the rated power that limits the capabilities of the converter
12The number of cells in series is determined by dividing the maximum DC voltage required, assumed
here 400 Volts, by the SC nominal cell voltage (i.e., 2.7V ).
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(4.12). The values of the energy reported in Table 4.3 are computed as the integral of
the active power flows that resulted from the 24hr offline optimization described in
Section 4.5.2. It is worth observing that the amount of energy per bus required by ESS
to perform primary voltage control is in the order of few tens of kWh. Such a limited
reservoir appears compatible with a specific economic analysis of the use of SC [16].
The parameters of the storage controller, used hereafter, are given in Table 4.4.
In this subsection, we evaluate the performance of the designed SC controller. To
this end, the DNO employs the broadcast signals, gP i and gQi, described in Section 4.5.2.
The GECN signals are computed and sent to the network buses each 16 seconds.
In order to infer the benefits of using distributed storage for primary voltage
control, we show in Figure 4.21 the initial voltage profile in the network, as well as the
improvement due to the SC response for both test cases presented above. For the sake
of brevity, we show the median value of the network voltages at every time-step (solid
line), along with the relevant 99% confidence intervals (dashed lines). In Scenario I
the improvement in the voltage profile is in the order of 2%. The largest advantage
of the proposed control mechanism emerges in the case of large forecasting errors
where the maximum improvement in the daily voltage profile is in the order of 6%.
In Figure 4.22 the median value of the SoC of the SC arrays is shown, as well as the
relevant 99% confidence intervals.
Finally, we show in Figure 4.23, the GECN signals for the active and reactive power
sent to a single network bus. One can observe that when the forecasting errors are small,
the request for reactive power is larger than the one for active power. As explained later,
this is due to the ratio ofR/X of the network lines. Under large errors in the day-ahead
PV production, however, the GECN signal adapts itself and becomes significantly larger
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Figure 4.20: Aggregate network active and reactive power profiles for two different
scenarios of forecasting errors in the day-ahead PV production.
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Table 4.3: Number of parallel SC cells, rated energy of ESS and rated power of the
AC/DC converter per network bus
Bus No Np Energy(kWh)/ Bus No Np Energy(kWh)/
Power(MVA) Power(MVA)
800 - - 856 79 43.94 / 1.413
802 49 27.48 / 0.876 852 82 45.61 / 1.466
806 53 29.16 / 0.948 832 82 45.52 / 1.466
808 55 30.38 / 0.983 888 84 46.98 / 1.502
810 55 30.54 / 0.983 890 92 51.00 / 1.645
812 66 36.07 / 1.180 858 82 45.60 / 1.466
814 68 37.03 / 1.216 864 81 44.70 / 1.448
850 68 37.07 / 1.216 834 92 50.31 / 1.645
816 68 37.99 / 1.216 842 86 47.90 / 1.538
818 66 36.18 / 1.180 844 90 49.45 / 1.609
820 66 36.82 / 1.180 846 88 48.02 / 1.573
822 64 35.92 / 1.144 848 88 48.18 / 1.573
824 75 41.99 / 1.341 860 92 50.62 / 1.645
826 71 39.58 / 1.270 836 90 49.54 / 1.609
828 75 41.17 / 1.341 862 84 46.44 / 1.502
830 75 41.31 / 1.341 838 86 47.41 / 1.538
854 75 41.51 / 1.341 840 82 45.54 / 1.466
Table 4.4: Parameters of the storage controller
Parameter value
Voltage deadband of single cell, VDC (Volts) [0.8,2.7]
Capacity of single cell, Ccell (F) 3600
Gain, ω 0.2
Converter efficiency, η 0.95
for the active than for the reactive power.
4.6.3 Coordination of Heterogeneous Populations for Primary Voltage Con-
trol
This subsection reveals that heterogeneous controllable resources in the network can
contribute to primary voltage control, by responding to the same GECN signal. We
consider only Scenario II and a large population of elastic thermostatically controlled
loads (TCLs) in each network bus as in the previous sections, in addition to the SC
arrays. Specifically, the elastic loads are modeled as TCLs and represent 20% of the
total peak load in each network bus. The DNO coordinates with the same signal the
loads and the SCs.
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In order to quantify the improvement in the network voltage profile due to the co-
ordinated response of the different kinds of resources, we show in Figure 4.24 the base
case voltage profile and the improved voltage profile obtained when both populations
react to the same signal. The maximum improvement in the voltage profile, when all
resources are considered, is in the order of 6.5%.
In order to better understand how the different populations contribute to the
control action, Figure 4.25 shows the active power injected/absorbed by the SC array
at bus 840 when the ESSs are the only controllable resources, as well as when TCL and
SC are coordinated. Also, in this figure the aggregate active power of the elastic loads
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(a) Base case and improved voltage profiles for Scenario I
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(b) Base case and improved voltage profiles for Scenario II
Figure 4.21: Base case and improved 24hr network voltage profiles for two different
scenarios of forecasting errors in the PV production.
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Figure 4.22: 24hr SoC of the SC arrays for two different scenarios of forecasting errors
in the PV production.
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Figure 4.23: 24hr GECN signals sent to bus 840 for two different scenarios of forecasting
errors in the PV production.
at bus 840 is depicted for the same cases.
In Figure 4.26, the median value SoC of the SC arrays is shown when only SC
are controlled (solid line) and when both populations respond to the signals (dashed
line). Overall, one can observe that when TCL are included in the control actions
the response of the SC is smoothed, i.e., the SC are charged/discharged less when
the TCL are also contributing to the voltage control. However, the amount of voltage
profile improvement remains almost the same compared to the case of only ESS. This
indicates that part of the power that was provided by the ESSs is now substituted by
the TCL response. This result is due to the fact that the designed control mechanism
requires a given amount of power/energy per bus, which can be provided by any
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Figure 4.24: Base case and improved 24hr network voltage profiles when both SC and
TCL respond to GECN.
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Figure 4.25: Active power of the SC array and the elastic appliances when only superca-
pacitors are controlled and when both populations respond to the GECN signals.
resource connected to the considered bus.
4.6.4 On the Adequacy of volt/var Control in ADNs
Traditionally, voltage control is related to reactive power control (e.g., static var com-
pensators) [156]. This is true in the case of HV transmission networks or, in general,
networks where the ratio of the longitudinal-line resistance versus reactance is small
and the decoupling of the active and reactive power is a valid approximation. How-
ever, such an assumption is no longer applicable to distribution networks that, when
performing voltage control, require to take into account active power injections in
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Figure 4.26: Median value of the 24hr SoC of the SC arrays when only SC are controlled
and when SC and TCL are coordinated.
addition to reactive power injections.
In the following, we investigate the importance of active versus reactive power-
support for voltage control in these specific networks. To this end, we vary the re-
sistance of the lines and we observe the optimal ∆P ∗ and ∆Q∗ that are required to
improve the voltage profile. Figure 4.27 depicts the optimal active and reactive power
adjustments for different values of the ratio R/X of the lines. Specifically, the line
resistances are varied from 0.25 to 2.75 times their initial value while the line induc-
tances are kept constant. The figure shows the values of the optimal active and reactive
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Figure 4.27: Optimal active and reactive power adjustments necessary to improve the
voltage by 2% as a function of the line parameters.
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power adjustments ∆P ∗ and ∆Q∗ of bus 890 at a specific time-instant. These values
are computed in order to improve the network voltage profile by 2%. In the same figure
the light-gray line shows the actual R/X of the network lines. One can observe that
as the value of the line resistance is increasing, i.e., when the ratio R/X of the lines is
increasing, the optimal active power adjustments are linearly dependent on the R/X
ratio, and become more important than the relevant reactive power adjustments.
This observation has two implications. First, as in distribution networks the
ratio R/X ratio of the lines is, in general, not negligible, the active power support is
necessary when performing primary voltage control. Thus, engaging demand response
and ESS control mechanisms in the context of primary voltage control is important.
Second, the network characteristics are directly impacting the sizing of the storage
devices.
4.6.5 Application of GECN to Compensate Fast Voltage Variations: The Case
of Load Inrush
In this section we show the capability of the proposed control scheme to cope with
fast voltage variations originating from a large load inrush.
Figure 4.28 depicts one hour real measurements of active and reactive power
originating from a real LV network in Switzerland that show the periodic inrush of a
large load. During this hour one can observe that the phenomenon of load inrush is
present both in the active, as well as in the reactive power profile. The data have been
sampled each second by applying an average filtering of measured quantities.
In order to investigate the performances of the algorithm during voltage sags in the
network caused by a load inrush, we apply the proposed voltage control mechanism to
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Figure 4.28: One hour measurements of active and reactive power showing the periodic
inrush of a large load.
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Figure 4.29: One hour voltage profile of bus 840 during a periodic inrush of a large load
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Figure 4.30: GECN signals sent to bus 840 during a periodic inrush of a large load.
control the SC arrays. In this scenario, the GECN signals are computed by the DNO
and sent to the network buses every second. We consider Scenario I and we assume
that the load inrush occurs at bus 840 in the most loaded period of the day (i.e., hour
7:15 to 8:15). Also, we consider 2 different cases. In the first, we assume that the SCs
are in their initial state with SoC=50% and VDC=1.8V. In the second case we assume
that the SCs are already used up to this period of the day and we initialize their state to
the state of this specific instant taken from the simulations presented in Section 4.6.2
(SoC=40% and VDC=1.6V). The results are shown in Figure 4.29 where the improvement
in the voltage profile is shown for both cases. We can observe that the voltage sags
are significantly reduced and the voltage remains within the necessary limits for safe
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operation. For the sake of completeness we provide in Figure 4.30 the signals used
to achieve the improvement in the voltage profile in the second case, where the SCs
arrays are already utilized the moment when the load inrush occurs. In this figure, one
can observe how the signals adjust to the specific conditions in the network.
4.6.6 Computational Performances of the GECN Network Controller
In Eq. 4.1 the variation of the tap-changers’ position ∆n is a discrete variable. There-
fore, when the DNO wishes to include the variation of the tap-changers, the problem
becomes a mixed integer non linear programming (MINLP) one. In order to solve the
optimization problem a MATLAB/GAMS interface is used [157]. In GAMS the KNITRO
solver [158] is used to find the solution to both the MINLP, when the taps are included
and the NLP, when the DNO disregards the presence of the tap-changers.
For the considered horizon of 24 hours the optimization problem is solved every
16 seconds resulting in 5400 execution times. In Table I the mean CPU times necessary
to solve the MINLP, as well as the NLP, with reference to an Intel CORE i7, 2.80 GHz,
4GB RAM, running Windows 7, are presented. In the same table the relevant 95-th
percentiles are also reported. It can be observed that the time required to solve the
optimal control problem with a standard laptop is compatible with a real-time use of
the proposed approach. Indeed, as shown in Table 5.10, for the selected time-step (16
seconds) the optimal problem is solved in the order of few hundreds of ms.
Table 4.5: CPU time necessary for solving the optimization problem in Eq. 4.1
Mean (ms) 95-th Percentile (ms)
MINLP 181.2 194.7
NLP 168.2 186.8
4.7 Hardware-in-the-Loop Validation of the GECN Mechanism
Prior to the actual deployment of a new control mechanism in a real network, it is
crucial to validate its behavior and performance. The reason is that the assessment of
a control process in the real field is practically impossible. First, the true system state
is hidden, therefore it is not possible to quantify the control performances. Second,
emergency situations such as contingencies or disturbances that might occur in the
grid can result in unpredictable control actions. To overcome these limitations, the
control process operation can be validated in laboratory contexts using Real-Time
Simulators (RTSs) and associated Hardware-in-the-Loop (HIL) setups.
In this direction, the goal of this section is the experimental validation of the
GECN mechanism via a dedicated HIL setup. In order to perform the RT assessment
of GECN, we design a dedicated HIL test platform described next. Using the HIL
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setup and realistic high-frequency sampled time-series for solar panels injections
and consumption, we validate the RT operation of GECN when applied to the case of
thermostatically controlled loads for providing primary voltage control and we assess
the time latencies of the control process.
4.7.1 HIL Setup and Experiment Design
The HIL setup that has been designed and implemented for the experimental vali-
dation of the GECN control scheme is shown in Figure 4.31. It consists of a RTS that
communicates via the local Ethernet network with a workstation. In the RTS, we have
developed specific models to represent the electrical network, the PMUs, the TCLs and
the GECN load controllers. In addition to the controllable resources, non-dispatchable
production coming from distributed solar panel units and non-controllable demand
are also included in the RTS.
In the RTS, three-phase bus voltage and injected current signals, i.e., the true
system state, are forwarded to the PMUs that are installed in some of the network
buses. It is worth noting that the developed set-up corresponds to a real grid located
in the Netherlands and the location of the PMUs corresponds to the real installation of
these devices in the ADN. This location depends on installation constraints set by the
DNO, as well as on the network observability. The PMUs estimate the synchrophasors
of nodal voltages and injected/absorbed currents, encapsulate them according to
the IEEE Std. C37.118.2-2011 and stream the relevant frames via Ethernet to the
workstation. More details on the model of the RTS PMU can be found in [159].
In the workstation, a specific LabVIEW interface comprises a PDC, a RTSE, as well
as the GECN network controller. The dataframes streamed by the PMUs are received
first by the PDC where they are decapsulated, aggregated and time-aligned. Next, they
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Figure 4.31: The proposed HIL setup for the validation of GECN.
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are passed to a Kalman Filter (KF)-based SE. A detailed description of both the PDC
and the RTSE process can be found in [160, 161]. Once the estimated state is available,
it is received by the GECN network controller block, implemented also in LabVIEW,
that uses this information to compute the broadcast control signals. To this end, first
the voltage sensitivity coefficients are computed ([17]) and next, the optimal control
problem in 4.1 is solved. Finally, the GECN broadcast control signal is computed. The
operation of the GECN network controller is triggered every 16sec. In order to close
the control loop, the GECN signal is sent via Ethernet to a micro-controller where
it is transformed to an analog voltage signal and transmitted via dedicated analog
outputs back to the network buses in the RTS. There, each signal is received by all the
GECN load controllers that are connected to a single network bus. The local controllers
change the state of the TCLs according to the received signal and, consequently, the
state of the network.
The ADN model in the RTS is the BLM 2.10 feeder, namely a real 18-buses medium
voltage feeder, part of the Alliander electrical distribution grid located in the Nether-
lands13. Its topology is shown in Figure 4.32(a). The voltage of the slack bus (bus 1) is
equal to 10 kV RMS line-to-line. The network short-circuit power is equal to 300 MVA
and Rcc/Xcc = 0.1. Figure 4.32(b) shows the physical area where the feeder of interest
is located, as well as the PMU installation. Ten out of the network buses are equipped
with PMUs. In particular buses 1, 3, 5, 6, 8, 10, 12, 13, 15 and 17 in Figure 4.32(a) that
correspond to the blue squares locations shown in Figure 4.32(b). At each of the buses
equipped with PMUs, apart from bus 1, we consider a population of 400 controllable
refrigerators. The characteristics of the elastic appliances, as well as the TCL controller
parameters are shown in Table 4.6. In addition to the controllable resources, real mea-
surements of 24hr curves of consumption and production coming from distributed
PV units are considered in each network bus. The aggregate active and reactive power
injections profiles of all the network buses are shown in Figure 4.3314.
In what follows, we first verify that the RT implementation of GECN is the same
as the off-line event-driven simulation in Matlab by performing a regression testing.
Then we evaluate the performance of GECN in terms of voltage optimality and we
characterize its time requirements using the network and power profiles presented in
this section.
4.7.2 Regression Testing
In this section we want to verify that the implementation of the GECN control mecha-
nism in real-time is identical to the off-line version in Matlab used for the simulations
in the previous sections. For this purpose, the goal is to run the same test-case in
Matlab off-line and in real-time and obtain identical resulting voltage profiles, as well
13The data of this feeder have been made available by Alliander within the context of the C-DAX FP7
EU project (http://www.cdax.eu/).
14These aggregate data come from measurements taken at a different feeder other than the BML 2.10.
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Figure 4.32: Topology and location of PMUs in the Alliander BML 2.10 feeder.
Table 4.6: Parameters of the elastic appliances and the load controller
Parameter Value
Temperature deadband, Θ(oC) [1,6]
Ambient temperature, θ0(oC) 19
Thermal conductivity, A(kW/oC) 10.563
Coefficient of performance, (η) 3
Rated power, Pr(Watt) 150
Time step, τ (sec) 1
Time constant, Tc = mc/A(hrs) ∼ U(1.326, 2.778)
Controller time counter, T0(sec) 480
Internal state parameter, ξ 0.4
Appliance power factor, cosϕ 0.85
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Figure 4.33: Aggregated non-controllable active and reactive power injections of all
network buses.
as aggregated power of the controllable TCLs. However, there are several factors that
render such a comparison difficult. In particular, the probabilistic nature of the GECN
local controllers and the noise introduced by the analog signals do not allow to obtain
a deterministic output of the controllable loads between different simulations. Further-
more, the finite integration time-step of the RTS involves truncation errors caused by
the RTS solver that are different from the event-driven simulator developed in Matlab
that, instead uses the power flow calculus. For all these reasons, we test and compare
separately the operations of the GECN network controller and the load controllers.
For the validation of the GECN network controller, we perform the following
test. We first run a 24hr off-line Matlab simulation and we store every second the
network state, i.e., the nodal voltage phasors, the nodal power injections, as well as
the computed GECN signals for each network bus. Then, we use the nodal voltage
phasors and power injections as input to the LabVIEW implementation of the GECN
network controller block shown in Figure 4.31. In this way, we can compare the 24hr
GECN signals computed in Matlab with the ones obtained from the GECN network
controller that is used in the experimental set-up. The results of this test are shown
in Figures 4.34- 4.35. In these figures we plot the difference between the 24hr GECN
signal computed off-line in Matlab and the one computed by the RT implementation in
LabVIEW. For the sake of brevity we show only the signals sent to bus 3 (Hoogerbrugge-
Elst), which is the controllable bus closest to the slack bus and bus 12 (Giebesland)
which is the furthest one. As it can be observed, the difference between the GECN
signals is negligible, in the order of 10−11, which indicates that the implemented GECN
network controller is behaving in RT as the event-driven one developed in Matlab.
For the validation of the local controllers of the TCLs we adopt a similar procedure.
We run a 24hr off-line simulation in Matlab and we store the GECN signals sent to the
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Figure 4.34: Difference between the 24hr GECN signals sent to bus 3 computed by the
Matlab off-line and the LabVIEW RT implementation of the GECN network controller.
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Figure 4.35: Difference between the 24hr GECN signals sent to bus 12 computed by the
Matlab off-line and the LabVIEW RT implementation of the GECN network controller.
MV network buses, as well as the aggregate power of the controllable resources. Then
we use the control signals as input to the RT TCL controller which is implemented in
Simulink and we observe the aggregate TCL power at each MV bus. In both the RT and
the off-line simulations we make sure to set the seed of the random number generator
so that the same sequence of random numbers is produced in the two simulations.
By doing so we are able to compare the two different implementations of the local
resources controller in the two different software platforms. Figures 4.36 and 4.37
show the aggregate TCL power of bus 3 and 12 respectively computed in the off-line
simulations (black squares) and in real-time (red line)15. As it can be observed in these
figures the aggregate powers of the TCLs are exactly superposed, indicating that the
TCL controller, as well as the TCL model are behaving in RT exactly as the ones in
matlab.
15Note that in this case we do not show the differences between the aggregate powers computed in the
two implementations as they are exactly zero for the whole 24hr period.
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Figure 4.36: Aggregate power consumption of TCLs connected to bus 3 in Matlab
off-line (black squares) and in RT simulation (red line).
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Figure 4.37: Aggregate power consumption of TCLs connected to bus 12 in Matlab
off-line (black squares) and in RT simulation (red line).
4.7.3 Demonstration Example and Performance Assessment
In this section we evaluate the performances of GECN as a RT primary voltage con-
troller in ADNs. To this end we use the real distribution feeder shown if Figure 4.32 and
the HIL set-up described in detail in Section 4.7.1.
First, we run a 24hr RT simulation without enabling the GECN network controller
in order to obtain the base-case voltage profile, as well as the uncontrolled aggregate
consumption of the TCLs. The results of this simulation for the voltage are shown in
the dashed gray lines in Figures 4.38(a)-4.39(a). For the sake of brevity, we show the
network voltage profiles that exhibit the minimum and maximum voltage variations,
namely the one of bus 3 and bus 12 that are the closest and the furthest away from the
slack bus respectively. It is worth observing that for bus 12, the absence of a suitable
control produces voltages below the allowed limit of 0.95p.u. in correspondence of the
peak consumption periods, i.e., hours 7-8 and 17-18. Moreover, over-voltages above
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1.05p.u. occur in the middle of the day during the peak production of the PV units, i.e.
hours 12-13. In Figures 4.38(c)-4.39(c) the aggregate power of the refrigerators in buses
3 and 12 respectively are shown for the base-case in red.
Next, we run a 24hr RT simulation where GECN control is enabled. The improve-
ment in the voltage profile of buses 3 and 12 due to the application of GECN is shown
in Figures 4.38(a)-4.39(a) (black curves). It is worth noting that the GECN is able to
control in real-time the network voltage guaranteeing that the resulting profiles remain
for the whole 24hr period within the allowed±5% limits shown in the dashed red lines.
The GECN signals that correspond to this improvement in the voltage profiles are
shown in Figures 4.38(b)-4.39(b) for bus 3 and 12 respectively. As expected, the signal
sent to bus 12 exhibits larger magnitudes caused by the larger voltage variations in
this bus, whilst GECN signals are close to zero for bus 3. In fact, the three peaks of the
signal observed in Figure 4.39(b) correspond to the time periods when under-voltages
and over-voltages occur in Figure 4.39(a), i.e., hours 7-8, 12-13 and 17-18. The GECN
signals cause variations of the aggregate TCL power of the controllable buses that
can be observed in Figures 4.38(c)-4.39(c) in black. Compared to the base-case con-
sumption (red curves) the TCLs consume less during hours 7-8 and 17-18, responding
correctly to the positive GECN signal that dictates there is a peak in consumption
that causes under-voltages. On the contrary, the TCLs consume more during hours
12-13 in order to locally compensate the peak in the PV power production and de-
crease the corresponding over-voltages. Overall, these results indicate that the GECN
control mechanism is able to selectively control the aggregated demand per bus and
successfully provide real-time primary voltage control in active distribution networks.
In addition to the performance evaluation of GECN in terms of voltage optimality,
it is interesting to assess the time latencies of the control process. In Figure 4.40
we show the time required by the GECN network controller to solve the centralized
optimization problem throughout the 24hr period. It is worth noting that even during
the time-periods when voltage control is required in the network, the solution time of
the optimization problem is in the order of few ms. Furthermore, Figure 4.41 shows
the CDFs of the time required to solve the centralized optimization problem off-line,
using the solver fmincon of Matlab and in RT, using the gradient descent method. It is
worth noting the significant improvement of the adopted solution method in RT which
is in the order of 10 times faster. In particular, the median value of the solution time is
1.12ms in RT with a corresponding 95-th percentile of 2.70ms, where as off-line these
values are 17.37ms and 32.82ms respectively. In [161] the authors characterize the
latency of the whole process from the moment the data is arrived to the PDC until the
state is available from the RTSE for the case of the BML 2.10 feeder and they find that
this latency is in the order of 20ms. Therefore, taking into account the time latencies
shown in Figure 4.40, within roughly 35ms from the moment the data is available to
the PDC we are able to solve the centralized optimization problem and compute the
GECN signals. Overall, the timing performance shown here confirms the adequateness
of GECN as a primary controller.
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(c) 24hr aggregate power consumption of the TCLs connected to bus 3 before (red curve) and after (black
curve) the GECN control.
Figure 4.38: Voltage profile, GECN signal and aggregate TCL power of bus 3.
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(c) 24hr aggregate power consumption of the TCLs connected to bus 12 before (red curve) and after
(black curve) the GECN control.
Figure 4.39: Voltage profile, GECN signal and aggregate TCL power of bus 12.
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Figure 4.40: Time required for the solution of the optimization problem.
Solution time (ms)
0 100 200 300 400
CD
F 
(op
tim
iza
tio
n s
olu
tio
n t
im
e)
0
0.2
0.4
0.6
0.8
1
Off-line
Solution time (ms)
0 2 4 6 8 10
CD
F 
(op
tim
iza
tio
n s
olu
tio
n t
im
e)
0
0.2
0.4
0.6
0.8
1
Real-time
Figure 4.41: CDF of the time required to solve the optimal control problem, comparison
between off-line and RT implementations.
4.8 Discussion on the Applicability of GECN in a Real ADN Con-
text and its Comparison with respect to Traditional Con-
trol Means
In this section we discuss several aspects related to the adoption of GECN in a real
ADN context. Furthermore, we provide a brief comparison between the performances
of GECN and traditional approaches used for voltage control in distribution networks.
The proposed control mechanism has been compared to the use of traditional
voltage control actuators composed by OLTCs and shunt capacitors. In particular, we
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Figure 4.42: Tap-changers’ position when voltage control is performed using solely the
OLTC of the primary substation’s transformer.
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Figure 4.43: Voltage profile when voltage control is performed using solely the OLTC of
the primary substation’s transformer.
have performed simulations assuming that voltage control is performed relying solely
on the OLTCs placed in the primary substation and using static var compensators also
placed in the primary substation. In the first scenario, where the voltage is controlled
via the OLTC, one can observe in Figures 4.43 and 4.42 that the amount of tap changes
necessary to achieve a voltage profile similar to the one obtained by the SC in Sec-
tion 4.6.2 is prohibitive. This is due to the highly volatile nature of the PV. Also, we
can observe that in such a case where the voltage reaches a high value (1.2p.u.) the
maximum limit of the OLTC is reached in some periods and thus the voltage profile
cannot be maintained between ±5% of the network rated value. Typical values for
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Figure 4.44: Voltage profile of the bus where the static var compensator is connected
when voltage control is performed using static var compensation.
the average number of OLTC operations in distribution and transmission networks
are in the order of 7000 manoeuvres (e.g., [162]). This implies that with few tens of
manoeuvres per day this number will be reached within a year. As far as the static
var compensator is concerned, we have assumed that it is scheduled such that the
power factor in the slack bus is maintained close to 1. The effect on the voltage profile
due to the presence of the static var compensator is local and the improvement of
the voltage in buses that are far away from the primary substation is not substantial.
To better highlight this we show in Figures 4.44 and 4.45 the voltage profiles of bus
840 which is the bus furthest from the slack bus (thus exhibiting the largest voltage
variations) and the voltage profile of the bus where the static var compensator is placed
(right after the primary substation). Overall, the simulation results have shown: (i) the
non-effectiveness of shunt capacitors in the period of high PV production and, (ii) an
increased daily use of OLTCs that causes these components to consume their typical
life on a yearly basis (e.g., [162]).
Indeed, voltage regulators have not been designed for fast/primary voltage control
in ADNs that inherently requires continuous control actions. On the contrary, OLTCs
have been designed to control slow voltage variations due to the seasonal changes of
the distribution networks conditions. For this reason, a new literature on the use of
distributed storage systems for ADN ancillary services is emerging [129]. However, in
case the DNO wishes to utilize traditional solutions, the GECN mechanism can be used
to provide a further leverage to the network in addition to the DNO’s own resources.
That is why, the proposed GECN algorithm was initially conceived and designed to
coexist with traditional solutions. In fact, the GECN algorithm allows a coordination of
elastic appliances and OLTCs, where the OLTC daily operation are limited to account
for their sensitive nature. Also, as mentioned earlier, reactive power compensators can
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Figure 4.45: Voltage profile of bus 840 when voltage control is performed using static
var compensation.
be directly accounted for in the proposed mechanism. Furthermore, it is important to
note that even though the main purpose of GECN is voltage control, the algorithm is
also penalizing deviations from the day-ahead scheduled consumption profiles in the
network, indirectly performing a sort of power balance that reduces costs of importing
energy from the external grid. This is an additional functionality for example that
cannot be performed by the OLTC or the shunt capacitors.
In this chapter the ESSs are modelled as SC arrays. However, the development of
the storage controller as described in Section 4.5.2 is not limiting as it is applicable to
any type of electrochemical-based storage system. Furthermore, we have assumed
that the SC arrays are connected to the MV network buses and are under the propriety
of the DNO for the support of the voltage in the network. However, we expect that
ESSs, due to their ability to cover a wide spectrum of applications, will be increasingly
present in active distribution networks ranging from large units owned by the DNO or
by individual operators to small distributed local storage units owned by the customers
of the grid. In all cases, the proposed algorithm is designed in such a way that if the
storage units are able to interpret GECN signals, i.e., are equipped with the storage
controller, they can participate in the voltage control actions, as well as in the natural
objective of ESSs, namely the local energy balance.
Finally, another contribution is the inherent flexibility of the proposed control
scheme that is capable of achieving similar improvement in the network voltage profile
by using solely SC or a combination of ESS and DR by sending in all cases a common
signal to the resources attached to the network buses. In fact the control mechanism
requires a given amount of power/energy per network bus that can be provided by
any resource connected to the considered bus. What differs in the various scenarios
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is the utilization of the different resources. This is supported for example by the fact
that the SC are charged/discharged less in the presence of TCL than in the case when
there is solely SC control as shown in Figure 4.26. Of course, the exact utilization
of the different resources depends on several factors such as the availability of the
different elastic resources in the network, the characteristics of the network itself
and the loads/injections profiles. For example in distribution networks with higher
R/X ratio active power management will play a significant role, hence contribution
of elastic loads in the voltage control will be non-negligible and also larger ESSs in
terms of energy capacity might be required. Furthermore, due to the design of GECN
that prohibits operation of the elastic appliances in mini-cycles, it is expected that,
in networks where highly volatile uncontrollable generation is present, ESSs will be
contributing more to voltage support than the elastic loads. Finally, in cases where the
availability of the elastic loads or ESSs is limited and the DNO does not wish to invest
on building new infrastructure, centralized traditional resources can be incorporated
in the GECN scheme, such as OLTCs or static var compensators (e.g., [120]).
In any case, it is advisable that the DNO performs offline studies prior to deploying
the proposed scheme, in order to evaluate the availability of the distributed elastic
resources in the network and the needs of the network in terms of voltage support.
Then, in case the needs of the network are not satisfied, it is in the DNO’s jurisdiction to
decide whether to invest in new dedicated infrastructure, (e.g., ESSs) or to coordinate
traditional resources with the broadcast signals.
4.9 Conclusions
In this chapter we have proposed GECN, a control protocol able to optimally exploit
distributed energy storage, irrespectively of its nature (i.e., TCL and/or actual storage
systems) for ADN primary voltage control. The proposed control architecture relies on
a real-time state estimation process that allows for one-way communication between
the DNO and the controllable DERs using broadcast signals.
The proposed control scheme is validated by making reference to typical IEEE
13- and IEEE 34-nodes distribution test feeders which are appropriately adapted in
order to include a large population of heterogeneous household controllable loads,
supercapacitor arrays along with non-elastic demand, as well as non-dispatchable
power injections represented by photovoltaic arrays whose power injection profiles
have been inferred from real measurements.
The results show that the proposed GECN control mechanism is able to success-
fully provide primary voltage control in distribution networks. The capability of GECN
to control the voltage deviations via a coordinated control of TCLs and OLTCs is in
the order of 1− 2% when the uncontrolled voltage variations in the network are in the
order of±6%. These results are achieved without severely impacting the end-users and
the OLTCs operations, which are maintained in a reasonable amount per day (roughly
15). Furthermore, the use of elastic loads for voltage control is shown to mitigate the
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use of other traditional voltage control systems like OLTC and, in fact, with 30% of
elastic demand available no control action on OLTCs is required.
The capability of controlling the voltage deviations via distributed storage systems
is up to 6% of the network’s voltage rated value and large voltage variations due to
the highly volatile PV production are significantly smoothed by the use of GECN. In
addition, the results indicate that the same GECN control signals are able to sufficiently
coordinate different energy resources, as long as the latter are equipped with local
controllers. In fact, roughly the same improvement in the network voltage profile is
achieved (6.5%) when controlling both TCLs and SCs or solely SCs, which indicates
that GECN is able to control heterogeneous energy resources towards a common goal
via the same broadcast signal.
Furthermore, the performance of GECN during a large load-inrush indicates that
it is suitable to compensate unexpected sags in the voltage due to high time-varying
loads/generators. This feature allows to positively verify the adequateness of GECN to
be a primary controller even if it makes use of distributed information.
Finally, the HIL experimental validation of GECN, using a real MV feeder located
in the Netherlands, has shown that it can successfully maintain the network voltage
profile within acceptable limits for safe operation in a realistic setting. Additionally, the
time required for the RT solution of the optimal control problem is in the order of few
ms, which confirms the adoption of GECN as a primary control scheme. Finally, the RT
implementation of the GECN network controller, as well as of the TCL controllers into
dedicated equipment will, in principle, facilitate the actual deployment of the control
process in the real field.
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5 Centralized and Distributed AC
OPF Algorithms
5.1 Introduction
In Chapters 3 and 4 we have focused on optimal control algorithms that rely on an
approximation/linearization of the power flow equations by means of sensitivity coef-
ficients. In this chapter we go one step further in the problem formulation and we cast
the voltage control and lines congestion management problem as a non-approximated
AC optimal power flow problem (OPF).
The category of optimal power-flow problems represents the main set of problems
for the optimal operation of power systems. The first formulation of an OPF problem
appeared in the early 1960s and has been well-defined ever since [163]. It consists
in determining the operating point of controllable resources in an electric network
in order to satisfy a specific network objective, such as minimization of losses or
generation costs subject to a wide range of constraints including power-flow equations,
capability curves of the controllable resources, as well as operational limits on the line
power-flows and node voltages.
The AC-OPF problem is known to be non-convex, thus difficult to solve efficiently
(e.g., [164, 165, 166]). Due to this non-convex nature of the problem, most of the
proposed schemes either do not guarantee to yield an optimal solution or they are
based on approximations that convexify the problem in order to guarantee conver-
gence. These approximations, often, either lead to (i) misinterpretation of the system
model [167] or (ii) solutions that, even though mathematically sound, might be far away
from the real optimal solution, thus having little meaning for the grid operation [168].
In this respect, in the first part of this chapter, we briefly review several OPF
algorithms that are based on approximations and assumptions in order to guarantee
convergence. In particular, we focus on the branch-flow convexification of the OPF
problem that has been recently proposed by Farivar and Low in [35, 36] and is claimed
to be exact for the case of radial distribution systems under specific assumptions,
despite the absence of apparent approximations. We show that this claim, in fact,
does not hold, as it leads to an incorrect system model and therefore, there is a need
to develop algorithms for the solution of the non-approximated OPF problem that
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remains inherently non-convex. In detail, we show through practical examples that
in [35, 36], on one hand, there is a misinterpretation of the physical network model
related to the ampacity constraint of the lines’ current flows and, on the other hand,
the proof of the exactness of the proposed relaxation requires unrealistic assumptions
related to the unboundedness of specific control variables.
To overcome the aforementioned limitations, we propose, in the second part of
this chapter, an algorithm for the solution of the non-approximated non-convex AC
OPF problem in radial networks. Our proposed solution uses an augmented Lagrangian
approach and relies on the method of multipliers ([169, 170, 171]) and does not require
that the problem be convex. In particular, as a first step we design a centralized
OPF algorithm that is proven to converge to a local minimum of the original non-
approximated OPF problem.
With respect to the case of controlling multiple dispersed energy resources, it is
of interest to also define a distributed solution method that is formally equivalent to
the centralized formulation. To this end, we investigate the application of the alter-
nating method of multipliers (ADMM) for the distributed solution of the original non-
approximated OPF problem. Even though ADMM requires the underlying problem to
be convex in order to guarantee convergence, it was applied also to the case of non-
convex AC OPF problems with promising convergence performance (e.g., [172, 173]).
However, we show, through practical examples, cases for which the ADMM-based
decomposition of the non-relaxed OPF problem fails to converge.
To overcome the identified limitations, we present a distributed version of the
proposed algorithm that, unlike ADMM, is based on a primal decomposition [174]
and does not require that the problem be convex. In this decentralized version of the
algorithm, at each iteration, local agents, assigned to network buses and network lines,
exchange messages with their neighbors using only local information. We prove that
the distributed algorithm converges to the same solution as the centralized version.
Finally, we present an asynchronous implementation of the distributed algorithm
where the messages of the neighboring agents need not be synchronized.
The main contributions of this chapter can be summarized as follows. We show
that the BFM-based convexification of the OPF problem proposed in [35, 36] that
is claimed to be exact for the case of radial distribution systems under specific as-
sumptions, despite no apparent approximations, is, in fact, not exact. We extend
this approach to account for networks characterized by lines modeled accurately as
pi-equivalents. We show that even in the case where the system model is correctly rep-
resented, the BFM-based convexification of the OPF problem might provide physically
infeasible solutions. Next, we investigate ADMM for the distributed solution of the
OPF problem. We highlight specific cases for which the ADMM-based solution of the
non-relaxed OPF problem fails to converge. We design a centralized algorithm for
the solution of the non-approximated non-convex AC-OPF problem that is based on
an augmented lagrangian approach. We use a primal decomposition framework to
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extend the proposed algorithm to a fully decentralized asynchronous implementation.
We assess the performances of the proposed centralized algorithm in all the cases
where the BFM convexification and the ADMM-based solution failed and we show that
convergence is achieved. Finally, we formulate the optimal voltage control and lines
congestion management via scheduling of the injections of distributed photovoltaic
units as an AC-OPF problem and we show using a typical IEEE 13-nodes test feeder that
the proposed centralized and distributed algorithms converge to the same solution.
5.2 Related Work
The OPF problem is a well-known problem in the context of operation and planning of
power systems. The first formulation of an OPF problem appeared in the early 1960s
by Carpentier [163] and has been an active area of research ever since [175, 176, 177].
In general, the OPF is a non-linear constrained optimization problem that seeks to
determine the operating point of controllable resources in an electric network in order
to satisfy a specific network objective subject to a wide range of system constraints.
Within this framework, there is an extremely wide variety of OPF formulations. Typical
examples of OPF refer but are not limited to unit commitment, grid planning and
reactive power dispatch problems and typical controllable resources considered in
the relevant literature are generators, storage systems, on-load tap changers (OLTC),
flexible AC transmission systems (FACTS) and loads (e.g., [178, 179, 180, 181, 182]). The
system constraints include power-flow equations, capability curves of the controllable
resources, as well as operational limits on the line power-flows and node voltages
(e.g., [183]).
It is well-known that the OPF problem is a non-convex one, therefore difficult to
solve efficiently (e.g., [164, 165, 166]). Since the problem was first formulated, several
techniques have been used for its solution. Among others, non-linear and quadratic
programming techniques, Newton-based methods, interior point methods in the ear-
lier years, as well as heuristic approaches based on genetic algorithms, evolutionary
programming, and particle-swarm optimization in recent years (e.g., [175, 176, 177]).
This category of techniques, namely non-linear methods and heuristics, essentially
seek to find a local optimum solution of the OPF. They cannot guarantee the iden-
tification of the global optimal solution and they are, often, characterized by high
computational complexity.
In order to provide convergence guarantees, a large group of proposed schemes in
the literature relies on approximations. In general, these approximations used in the
formulation of an OPF problem can be categorized in two large groups: approximations
of the physical network models and methods that relax the space of the solutions
and/or control variables (e.g., convex relaxation).
In the first case, we can find OPF formulations that rely mainly on linearization
of the AC power flow equations. Such attempts typically (i) consider the DC power
flow, (ii) use the decoupled AC power flow or (iii) neglect the network losses and/or
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the transverse parameters of the lines. Specifically, the concepts of the DC and the de-
coupled OPF have been extensively used in the literature (e.g., [184, 185, 186, 187]), as
they approximate the OPF problem with linear programming problems and, therefore,
enable its fast solution. Furthermore, the authors in [188] use the so-called Dist-Flow
equations ([189]) to linearize the power flows and propose an ADMM-based OPF algo-
rithm that neglects the real and reactive losses. Finally, several contributions rely on
simplified network line-models that neglect the transverse parameters, resulting in
inaccuracies of the physical system model (e.g., [190, 191, 192]).
In the second case, we can find OPF formulations where, typically, the constraints
are relaxed in order to convexify the problem. In particular, a large number of con-
tributions recently proposed a semi-definite programming (SDP) formulation of the
OPF problem, where the rank-one constraint of a matrix is relaxed and the algorithm is
claimed to yield zero-duality gap for radial distribution networks (e.g., [193, 194, 195]).
Another relaxation is proposed in [192] where the OPF problem is cast as a second or-
der cone programming (SOCP). A similar technique is used in [196], where the equality
constraints of the branch flows are relaxed.
In both the aforementioned categories of approximations, the modified OPF for-
mulations guarantee convergence of the proposed algorithms. The reached solutions,
however, even though mathematically sound, are not always meaningful for the grid
operation. The DC and the decoupled OPF work sufficiently well for transmission
systems, nevertheless they can introduce large errors when used for solving the OPF
in the case of distribution systems (e.g., [197]). As far as the semidefinite relaxation is
concerned, its limitations have been recently investigated. The authors in [168] show
through practical examples, that in the case of negative locational marginal prices or
strict line-flow constraints it can lead to solutions that are not valid, namely for which
the duality gap is not zero. Furthermore, in [198] the authors show the existence of mul-
tiple local optima of the OPF problem due to the feasible region being disconnected
and due to the nonlinearities of the constraints; they show that the SDP formulation of
the OPF problem fails to find the global optimum in cases where there are multiple lo-
cal optima. In the same direction, a recent review ([191]) summarizes the semidefinite
relaxations applied to the OPF problem and discusses their limitations.
Recently, another formulation of the OPF problem has been proposed ([199, 200,
35, 36, 201]). This formulation also belongs to the category of the semidefinite relax-
ations and uses the so-called branch-flow model (BFM) for describing the network.
The BFM essentially describes the network flows using as variables the currents and
the powers of the various network branches, instead of the nodal injections. In [35, 36]
Farivar and Low propose an OPF formulation that relies on the BFM representation
of the network and they present a two-step relaxation procedure that turns the prob-
lem into a second-order cone program (SOCP). The authors prove that under specific
assumptions both relaxation steps are exact for the case of radial networks, hence a
globally optimal OPF solution can be retrieved by solving the relaxed convex prob-
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lem. However, in what follows, we show, on one hand, that the Farivar-Low model
misinterprets the physical network model by imposing an ampacity constraint on a
fictitious line-current flow that neglects the contribution of the shunt components
of the line and that, on the other hand, the proof of the exactness of the proposed
relaxation requires unrealistic assumptions related to the unboundedness of specific
control variables.
Currently, the OPF problem is becoming more compelling due to the increasing
penetration of embedded generation in distribution networks, essentially composed
by renewable resources. The distributed nature of such resources, as well as their large
number and stochasticity increase significantly the complexity of the OPF problem
and bring about the need for distributed solutions. In this direction, several distributed
algorithms have been proposed in the literature. In [202, 203] the authors design a dual-
ascent algorithm for optimal reactive power-flow with power and voltage constraints.
In [194, 195] dual decomposition is used as the basis for the distributed solution of
the OPF problem. Finally, a significant number of contributions propose distributed
formulations of the OPF problem that are based on the alternating direction method
of multipliers (ADMM) (e.g., [204, 194, 172, 188, 205, 173]). ADMM requires the un-
derlying problem to be convex in order to guarantee convergence, yet it has been
applied also to the case of non-convex AC OPF problems with promising convergence
performance (e.g., [172, 173]). As we show in this chapter, through practical examples,
there are cases for which the ADMM-based decomposition of the non-relaxed OPF
problem fails to converge.
5.3 Generic OPF Formulation
In the rest of the chapter, we consider a balanced radial network composed of buses (B),
lines (L), generators (G) and loads (C). The network admittance matrix is denoted by Y .
Several generators/loads can be connected to a bus b∈B. We denote that a generator
g∈G or a load c∈C is connected to a bus by “g∈b” and “c∈b”. A line `∈L is represented
using a pi-equivalent model and it has a receiving and a sending end denoted by `+
and `−. Each line is connected to two adjacent buses: β(`+) and β(`−), respectively.
The traditional formulation of the OPF problem consists in minimizing a specific
network objective:
min
S¯g ,S¯c,S¯
+
` ,S¯
−
` ,I¯
+
` ,I¯
−
` ,V¯b
∑
g∈G
Cg(S¯g) +
∑
c∈C
Cc(S¯c) (5.1)
The first term of the network objective (Cg) in (5.1) is typically a non-decreasing convex
function accounting for the minimization of the generation costs or the network real
power losses. The second term (Cc) is included in the objective when the cost of
non-supplied load is taken into account.
The following set of constraints is considered:
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∑
g∈b
S¯g −
∑
c∈b
S¯c +
∑
β(`+)=b
S¯`+ +
∑
β(`−)=b
S¯`− = 0, ∀b ∈ B (5.2)
S¯`+ = V¯β(`+)I
¯`
+ , S¯`− = V¯β(`−)I
¯`
− , ∀` ∈ L (5.3)
I¯`+ = Y¯`(V¯β(`+) − V¯β(`−)) + Y¯`+0 V¯β(`+), ∀` ∈ L (5.4)
I¯`− = Y¯`(V¯β(`−) − V¯β(`+)) + Y¯`−0 V¯β(`−), ∀` ∈ L (5.5)
Vmin ≤ |V¯b| ≤ Vmax, ∀b ∈ B (5.6)
|S¯`+ | ≤ S`max , or |I¯`+ | ≤ I`max , ∀` ∈ L (5.7)
|S¯`− | ≤ S`max , or |I¯`− | ≤ I`max , ∀` ∈ L (5.8)
S¯g ∈ Hg, ∀g ∈ G and S¯c ∈ Hc, ∀c ∈ C (5.9)
where, S¯ denotes the complex power1, V¯b is the direct sequence phase-to-ground
voltage of node b, I¯`+ (I¯`−) is the current flow in the receiving (sending) end of line `,
Y¯` is the longitudinal admittance of a line, Y¯`+0 (Y¯`−0 ) is the shunt capacitance at the
receiving (sending) end of the line, andHg,Hc are the capability curve of the generator
g and the limits of the load c respectively2. If a generator (load) is non-controllable
then the setHg (Hc) is limited to a single point.
The first constraint (5.2) corresponds to the power balance constraint at each
network bus, whereas (5.3) is an alternative way to define the AC power flow equations.
Constraints (5.6) and (5.7) are so-called node voltage and lines ampacity contraints,
i.e., limits on node voltages and line power/current flows. The last constraints (5.9)
represent the capability limits that each of the controllable devices should respect.
The equality constraints (5.3) render the OPF problem non-convex and, therefore,
difficult to solve efficiently. The majority of the proposed algorithms in the literature
rely on several approximations and/or convex relaxations and seek a solution to a
modified OPF problem. In what follows, we describe and discuss the applicability and
limitations of the BFM-based convexification of the OPF problem.
5.4 On the Limits of the Farivar-Low Approach for the Solu-
tion of the OPF Problem
5.4.1 The Farivar-Low Formulation of the OPF Problem
We assume the same objective function as in Eq. 5.1 and again consider that the
network lines are represented using a pi-model. Contrary to the formulation in (5.2)-
(5.9), we reformulate the constraints of the OPF problem by using the branch power
1We use the convention that positive values represent power injection and negative power consump-
tion.
2Note that different types of controllable generators or loads can be accounted for via their corre-
sponding capability curves/limits.
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and current flows as variables, similarly to [35]. To this end, we denote by S¯` and I¯` the
power and the current that flow across the longitudinal elements of a network line `
from the receiving toward the sending end, for which it holds that
I¯` = Y¯`(V¯β(`+) − V¯β(`−)), ∀` ∈ L (5.10)
S¯` = V¯β(`+)I
¯`
, ∀` ∈ L (5.11)
The power and current flows along the shunt elements of the lines are taken into
account in the bus power balance constraints as nodal injections. In this direction, we
denote by Y¯b0 the sum of all the shunt elements of the lines that are adjacent to bus b.
Hence, the constraints of the OPF problem are reformulated as follows by Farivar and
Low:
∑
g∈b
S¯g −
∑
c∈b
S¯c =
∑
β(`+)=b
S¯` −
∑
β(`−)=b
(S¯` − Y¯ −1` |I¯`|2)− Y¯b0 |V¯b|2, ∀b ∈ B (5.12)
|I¯`|2 = |S¯`|
2
|V¯β(`+)|2
, ∀` ∈ L (5.13)
|V¯β(`−)|2 = |V¯β(`+)|2 + |Y¯ −1` |2|I¯`|2 − (Y¯ −1` S¯ ` + Y¯
−1
` S¯`), ∀` ∈ L (5.14)
V 2min ≤ |V¯b|2 ≤ V 2max, ∀b ∈ B (5.15)
|I¯`|2 ≤ I2`max , ∀` ∈ L (5.16)
Re(S¯g) ∈ [Pgmin , Pgmax ] , Im(S¯g) ∈ [Qgmin , Qgmax ], ∀g ∈ G (5.17)
Re(S¯c) ∈ [Pcmin , Pcmax ] , Im(S¯c) ∈ [Qcmin , Qcmax ], ∀c ∈ C (5.18)
Note that in the Farivar-Low formulation of the OPF problem, the capability curves
of the controllable loads and generators, i.e., constraints (5.17),(5.18) on the nodal
powers S¯ are limited to rectangular regions. This is essential for the conic relaxation
proposed in [35, 36].
Starting from this formulation, Farivar and Low relax the equality constraints in
(5.13) to inequalities and cast the aforementioned problem as a second-order cone
program (SOCP). They also prove that for radial networks a global solution of the
original OPF problem can be recovered from the solution of the relaxed problem
if there are no upper bounds on the loads. In other words, Farivar and Low solve
(5.12)-(5.18) by setting Pcmax=∞ and Qcmax=∞ in constraint (5.18).
We show, in what follows, that this formulation is not equivalent to (5.1)-(5.9).
In particular, constraint (5.16) (constraint (9) in [35]) is only an approximation of
the ampacity constraints and, moreover, the assumptions on the controllability and
bounds of the energy resources in the network are unrealistic.
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Figure 5.1: The test network used for the numerical comparison of the current flows at
the sending/receiving end of the lines and the current flow along the longitudinal line
impedance.
Table 5.1: Parameters of the test network in Figure 5.1
Parameter Value
Network rated voltage, V (kV) 15
Line parameters, R(Ohms), L(H), C(uF) (1,0.003,0.54)
5.4.2 Misinterpretation of the Physical Network Model in the Farivar-Low
OPF Formulation
The branch-flow model has been often used in load-flow studies (e.g., [206, 207]) and
constitutes an accurate representation of the network model. The first problem with
the Farivar-Low formulation in (5.12)-(5.18) is that it misinterprets the physical network
model when constraining the line flows in the network. Even though the power-flow
equations in (5.12)-(5.14) are exact when the shunt capacitances are considered as
nodal injections, the constraint (5.16) is imposed on a fictitious current flow across the
longitudinal component of the lines, thus does not account for the current flow toward
the shunt elements. Therefore, the optimum of problem (5.12)-(5.18) can be such that
the line ampacity constraint is violated.
To better clarify why this occurs, we use a single-branch toy network, as shown
in Figure 5.1. The line parameters, as well as the base values of the system are given
in Table 5.1. A purely resistive load is connected to bus 2 that we vary linearly in the
range of [100− 10000]Ohms in order to numerically quantify the mismatch between
those quantities. We measure the current flows at the two ends of the line, as well as
the flow along the longitudinal impedance of the line. Figure 5.2 shows the measured
quantities as a function of the load. It can be observed that the current flowing across
the longitudinal impedance of the line under-estimates the actual current flow in the
receiving end of the line.
As a consequence, in the Farivar-Low formulation setting the limit on the longi-
tudinal current flow below the line ampacity does not guarantee that the actual line
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Figure 5.2: Current flows at the sending/receiving end of the line and along the longitu-
dinal line impedance (log-log scale).
Figure 5.3: Network used in the study of the Farivar-Low OPF formulation.
current will respect this limit. In order to illustrate such a scenario, we consider yet
another simple test network shown in Figure 5.3. All the network lines are built by using
the same values of resistance, reactance and capacitance per km, but by assuming
different values of their length3. We assume a first test case where the controllable
device connected to bus 4 is a generator, whereas controllable loads are connected
to buses 2 and 3. The network characteristics, the base values, the capability limits
of the controllable resources4, and the voltage and ampacity bounds are provided
in Table 5.2. We assume that the controllable generation operates at a unity power
factor. The problem in (5.12)-(5.18) is formulated and solved in Matlab. The objective
function accounts for resistive losses minimization, as well as utility maximization of
the controllable generation units:
min
S¯g ,S¯`,|V¯b|,|I¯`|
−
∑
g∈G
Re(S¯g) +
∑
`∈L
Re(Y¯`)|I¯`|2 (5.19)
In order to investigate the order of magnitude of the violation of the ampacity
constraint, we solve the OPF problem for various line lengths and network voltage-
rated values. In particular, we assume that the line lengths are uniformly multiplied
by a factor in the range [1.25− 7.5] (while keeping the network voltage rated value to
3Typical values of MV underground cables are considered for the resistance, reactance and shunt
capacitances of the lines [208].
4The upper bounds of the active and reactive power of the loads are considered to be infinite, as
required in the Farivar-Low formulation.
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Table 5.2: Parameters of the test network in Figure 5.3 used for the investigation of the
line ampacity limit violation
Parameter Value
Network rated voltage and base power, V (kV),S(MVA) 24.9,5
Line parameters, R(Ohms/km), L(mH/km), C(uF/km) (0.193,0.38,0.24)
[Pgmin , Pgmax ] (MW) [0, 2]
Pcmin(MW) (bus2, bus3) (0.05, 0.06)
Qcmin(Mvar) (bus2, bus3) (0.03, 0.027)
[Vmin, Vmax] (p.u) [0.9, 1.1]
Imax (A) 80
Table 5.3: Parameters of the test network in Figure 5.3 used for the investigation of the
network operating point on the line ampacity limit violation
Parameter Value
[Pgmin , Pgmax ](MW) (bus 2) [0, 0.01]
[Pgmin , Pgmax ](MW) (bus 3) [0, 0.012]
(Pcmin , Qcmin)(MW,Mvar) (bus 4) 0.3, 0.15
its nominal value) and the network voltage rated value varies in the range [15− 45]kV
(while keeping the line lengths to their nominal values). Once the optimal solution is
computed in each case, we calculate the actual current flows in the sending/receiving
end of the lines and we compute the maximum constraint violation. The results
are shown in Figure 5.4. As the line length increases, the current flowing toward the
shunt capacitors increases, thus neglecting its contribution to the line flow leads to
significant violations of the ampacity limit. At 7.5 times the initial line length, the
violation reaches a value of 18.4%. The effect of the network voltage-rated value is
similar, with a maximum constraint violation of 25% when the voltage value is 45kV.
In addition to the effect of the line lengths and the network voltage-rated value,
we study the effect of the network operating point on the ampacity violation. To this
end, we consider a second test case where the controllable device connected to bus 4
is a load and generators are connected to buses 2 and 3. The capability limits of the
controllable resources are provided in Table 5.3. For this setting, Figure 5.5 shows the
solution of the Farivar-Low OPF problem, namely current flows at the receiving/send-
ing end of the network lines, as well as across the longitudinal impedance. We can
observe that the maximum violation of the ampacity constraint is in the order of 40%.
In order to avoid current flows that exceed the lines’ ampacity limits, i.e., in order to
use the BFM in an accurate way, the Farivar-Low formulation should either consider the
actual current flows in the receiving/sending ends of the lines as optimization variables,
or should add the contribution of the current flows toward the shunt elements of
the lines to the longitudinal current flow in the inequality constraint (5.16). In this
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Figure 5.4: Maximum ampacity constraint violation as a function of the line lengths
and the network voltage rated value.
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Figure 5.5: Farivar-Low OPF solution for the current flows at the sending/receiving
end of the network lines and across the longitudinal line impedance under heavy
consumption and light generation conditions.
case, however, (5.12)-(5.18) can no longer be solved efficiently as proposed in [35, 36].
Therefore, the generic OPF problem cannot be convexified by using Farivar-Low’s
approach.
5.4.3 On the Assumptions Required for the Exactness of the Farivar-Low
Relaxation
In addition to the aforementioned fundamental problem, which is related to the
physical network model, Farivar and Low require specific assumptions to hold in order
to prove the exactness of the proposed relaxations. Several of these assumptions are
too strong and not realistic.
To begin with, the OPF formulation in [35, 36] assumes controllability of both loads
and generators in the network buses and, in particular, assumes rectangular bounds on
the powers of loads/generators. This is quite a strong assumption, as usually the DNO
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Table 5.4: Parameters of the test network in Figure 5.3 used for the investigation of the
unboundedness of the consumption
Parameter Value
[Pgmin , Pgmax ] (MW) [0, 1.2]
(Pcmin , Qcmin) (MW,Mvar) (buses 2,3) (0.0125, 0.0026)
has very few specific control points available in the network with capability curves
that are typically more complex and that account, among others, for capabilities of
power electronics and limitations of machinery. An even more serious limitation is that
the Farivar-Low model considers no upper bounds on the controllable loads in order
to prove the exactness of the proposed relaxation. This implies that in cases where
excessive production of the generators causes violations of the voltage or line-flows
limits, local demand is invoked to compensate for the increased generation. In order
to illustrate such a setting and to show that the result of the OPF problem can result
in unrealistic values for demand, we consider the same network in Figure 5.3 and we
assume that there is high penetration of distributed generation and a low demand.
The values of loads and generation, as well as the corresponding limits are shown in
Table 5.4. Solving the optimization problem and considering infinite upper bounds
on the demand results in load values that are significantly increased, compared to the
minimum values shown in Table 5.4. The resulting optimal power points are shown in
Figure 5.6. We show in black the initial values for active and reactive power of loads and
generation (corresponding to the values of Table 5.4), and in gray the results of the OPF
solution (when not accounting for upper bounds on loads). It is worth observing that
the optimal active power consumption of bus 3 is increased 23.6 times and the reactive
power consumption at buses 2 and 3 is increased 85.3 and 92 times, respectively. In a
realistic setting, even if part of the demand in the network is controllable, the amount
of available demand response is limited and such an increase in the consumption is
most likely not possible. Therefore, in such a case, the congestion and voltage problems
should be solved by properly controlling the generator within its capability limits. In
addition to this, typically, the active and reactive power consumption should be linked
via the corresponding power factor. We observe, however, that the OPF solution in
this scenario results in very large values for the reactive power consumption and, in
particular, the power factor of bus 2 is 0.03 after the OPF solution, whereas initially its
value was 0.98. In an attempt to relax this assumption, Farivar and Low claim that the
infinite upper bound on the loads, when not applicable, can be replaced by equivalent
conditions [201]. However, not only are these conditions unrealistic, they are also not
applicable in our context as they require no upper bound on the voltage magnitudes.
This is in contradiction with the actual problem we target to solve, i.e., voltage rise due
to high penetration of renewable energy resources.
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Figure 5.6: Optimal solution of the Farivar-Low OPF formulation for the active and
reactive power set-points when upper bounds on loads are infinite.
5.4.4 On the Extension of the SOCP Relaxation to Networks with Lines Mod-
eled as pi-equivalents
In this section, we discuss a possible approach that can be used to extend the initial
formulation in (5.12)-(5.18) in order to account for the shunt elements of the lines.
We show through concrete examples that extending the Farivar-Low approach to a
system model that is correctly represented cannot guarantee the exactness of the SOCP
relaxation and, thus, the retrieval of a feasible OPF solution.
A straightforward way to account for the line ampacity constraints in (5.16) is
to re-write a new set of line constraints for the case of pi-model lines, while keeping
the same branch flow variables. In this case, the line constraints are reformulated as
follows:
|I¯`|2 + |Y¯`+0 |
2|V¯β(`+)|2 + 2Re(Y¯`+0 S¯`) ≤ I
2
`max , ∀` ∈ L (5.20)
|I¯`|2 + |Y¯`−0 |
2|V¯β(`−)|2 + 2Re(Y¯`−0 (Y¯
−1
` |I¯`|2 − S¯`)) ≤ I2`max , ∀` ∈ L (5.21)
It is worth noting that these new constraints, that account also for the line flows
towards the shunt elements, are convex and can be added to Farivar and Lows’ OPF
formulation. However, this doesn’t mean that the optimal solution of the relaxed SOCP
problem is guaranteed to be a physically feasible one, in other words, the theorem
in [35] does not hold here.
To support this claim, let us consider the following simple example. We use once
again the same simple test network shown in Figure 5.3. We assume a test case where
the controllable device connected to bus 4 is a load, whereas controllable generators
are connected to buses 2 and 3. The network characteristics, the base values, the
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Table 5.5: Parameters of the test network in Figure 5.3
Parameter Value
Network rated voltage and base power, V (kV),S(MVA) 24.9,5
Line parameters, R(Ohms/km), L(mH/km), C(uF/km) (0.193,0.38,0.24)
Pgmax (bus2, bus3)(MW) (1, 1.2)
Pcmin(MW) (bus4) 0.1
Qcmin(Mvar) (bus4) 0.05
[Vmin, Vmax] (p.u) [0.9, 1.1]
Imax (A) 80
Table 5.6: SOCP inequalities in (5.13)
Line Value
1− 2 1.7E − 16
2− 3 −0.0461
3− 4 1.3E − 16
capability limits of the controllable resources, and the voltage and ampacity bounds
are provided in Table 5.5. We assume that the controllable generators operate at a
unity power factor. Note that the upper bounds for the loads are considered infinite as
required in the original formulation of Farivar and Low.
We solve the problem in Matlab and the resulting values for the SOCP inequalities
for each network line are shown in Table. 5.6. In this case, after the solution of the OPF
problem not all the inequalities in (5.13) are satisfied with equality, namely the SOCP
relaxation is inexact, therefore, the obtained solution has no physical meaning and a
physically feasible solution cannot be recovered.
Overall, the examples shown in this section indicate that the proposed Farivar-Low
relaxation cannot be trivially extended to lines represented as pi-model equivalents
even with convex constraints applied to the line exact pi-model. Overall, the funda-
mental problems with the Farivar-Low approach, as well as with the several additional
assumptions, prohibit its application to the generic OPF problem. As a consequence,
there is a need to design algorithms that target the original non-approximated OPF
problem that remains inherently non-convex. Recent trends are in favor of using
ADMM for the solution of the OPF problem. Even though ADMM requires the underly-
ing problem to be convex in order to guarantee convergence, it has been applied also
to the case of non-convex AC OPF problems with promising convergence performance
(e.g., [172, 173]). In what follows we first present the ADMM solution of the problem in
(5.1)-(5.9) and then we highlight specific scenarios for which ADMM fails to converge
when applied to the non-approximated OPF problem.
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5.5 On the Application of ADMM for the Solution of the OPF
Problem
5.5.1 ADMM-based Solution of the OPF Problem
The ADMM-based solution of the OPF problem requires that the control variables are
split into two separate groups and that the objective function is separable across this
splitting [209]. To this end, we introduce additional slack variables, z¯, for the devices’
and loads’ power injections and for the line power flows and we reformulate the OPF
problem as follows5:
min
S¯g ,z¯g ,S¯c,z¯c,S¯`+ ,z¯`+ ,S¯`−
z¯`− ,E¯`+ ,E¯`− ,I¯`+ ,I¯`− V¯b
−
∑
g
Ug(Re(S¯g)) +
∑
b
JV (|V¯b|)+ (5.22)
∑
`
JI(|I¯+` |, |I¯−` |) +
∑
b
φ(
∑
g∈b
z¯g −
∑
c∈b
z¯c +
∑
β(`+)=b
z¯`+ +
∑
β(`−)=b
z¯`−)
subject to: S¯g = z¯g , ∀ g ∈ G, and S¯c = z¯c , ∀ c ∈ C (5.23)
S¯`+ = z¯`+ , and S¯`− = z¯`− , ∀ ` ∈ L (5.24)
E¯`+ = V¯β(`+), and E¯`− = V¯β(`−), ∀ ` ∈ L (5.25)
where φ is the characteristic function of the set {x¯ ∈ C : x¯ = 0}, JV is a penalty function
with value 0 if Vmin ≤ |V¯b| ≤ Vmax and∞ otherwise and JI is a penalty function with
value 0 if max(|I¯+` |, |I¯−` |) ≤ I`max and∞ otherwise.
The augmented Lagrangian for this problem is as follows:
Lω(S¯g, S¯c, S¯`+ , S¯`− , E¯`+ , E¯`− , I¯`+ , I¯`− , z¯g, z¯c, z¯`+ , z¯`− , V¯b, µ¯, ν¯, λ¯)
= −
∑
g
Ug(Re(S¯g)) +
∑
b
JV (|V¯b|) +
∑
`
JI(|I¯+` |, |I¯−` |)
+
∑
b
φ(
∑
g∈b
z¯g −
∑
c∈b
z¯c +
∑
β(`+)=b
z¯`+
∑
β(`−)=b
z¯`−)
+
ω
2
{
∑
`
|E¯`+ − V¯β(`+) + µ¯`|2 +
∑
`
|E¯`− − V¯β(`−) + ν¯`|2
+
∑
g
|S¯g − z¯g + λ¯g|2 +
∑
c
|S¯c − z¯c + λ¯c|2
+
∑
`
|S¯`+ − z¯`+ + λ¯`+ |2 +
∑
`
|S¯`+ − z¯`− + λ¯`− |2} (5.26)
where µ¯, ν¯, λ¯ are the lagrange multipliers associated with the equality constraints
(5.23)-(5.25).
The ADMM algorithm at the k−th iteration consists of the following steps:
5In what follows we assume that demand is non-controllable. Also, as in [204], the constraints (5.3),(5.9)
are considered internal constraints of the lines and devices respectively and I¯+` , I¯
−
` are internal variables
of the lines.
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1. First, all the devices, loads and lines update in parallel the primary variables, and
their internal variables, i.e., (S¯g, S¯c, S¯`+ , S¯`− , E¯`+ , E¯`− , I¯`+ , I¯`−) with the secondary
variables, and the dual variables fixed 6:
For each network line `:
(S¯k+1
`+
, S¯k+1
`− , E¯
k+1
`+
, E¯k+1
`− , I¯
k+1
`+
, I¯k+1
`− ) =
argmin
S¯`+ ,S¯`− ,E¯`+ ,E¯`− ,I¯`+ ,I¯`−
JI(|I¯+` |, |I¯−` |)+
ω
2
(|E¯`+ − V¯ kβ(`+) + µ¯k` |2 + |E¯`− − V¯ kβ(`−) + ν¯k` |2
+ |S¯`+ − z¯k`+ + λ¯k`+ |2 + |S¯`− − z¯k`− + λ¯k`− |2) (5.27)
subject to: S¯`+ = E¯`+I
¯`
+ and S¯`− = E¯`−I
¯`
− (5.28)
I¯`+ = Y¯`(E¯`+ − E¯`−) + Y¯`+0 E¯`+ (5.29)
I¯`− = Y¯`(E¯`− − E¯`+) + Y¯`−0 E¯`− (5.30)
For each device g: (5.31)
S¯k+1g = argmin
S¯g
− Ug(Re(S¯g)) + ω
2
(|S¯g − z¯kg + λ¯kg |2)
subject to: S¯g ∈ Hg
For each load c: S¯k+1c = S¯c (5.32)
2. Then, by using the updated primary variables, the secondary variables are up-
dated, i.e.,(z¯, V¯b), on a bus level. We denote by z¯b the vector of complex pow-
ers of all the devices, loads and lines that are connected to bus b, i.e., z¯b ,
(z¯g:g∈b, z¯c:c∈b, z¯`+:β(`+)=b, z¯`−:β(`−)=b):
z¯k+1b = argmin
z¯b
(φ(
∑
g∈b
z¯g −
∑
c∈b
z¯c +
∑
β(`+)=b
z¯`+
∑
β(`−)=b
z¯`−) (5.33)
+
ω
2
{
∑
g∈b
|S¯k+1g − z¯g + λ¯kg |2 +
∑
c∈b
|S¯k+1c − z¯c + λ¯kc |2
+
∑
β(`+)=b
|S¯k+1
`+
− z¯`+ + λ¯k`+ |2 +
∑
β(`−)=b
|S¯k+1
`− − z¯`− + λ¯k`− |2})
V¯ k+1b = argmin
V¯b
(J(V¯b) +
ω
2
{
∑
β(`+)=b
|E¯k+1
`+
− V¯b + µ¯k` |2
+
∑
β(`−)=b
|E¯k+1
`− − V¯b + ν¯k` |2}) (5.34)
6Note that demand is not controllable, hence the loads do not require the solution of an optimization
problem to update their power consumption.
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Table 5.7: Parameters of the test network in Figure 5.3 used for the ADMM-based
solution of the OPF problem
Parameter Value
Generators’ power, |S¯igmax |, i = 2, 3, 4 (MVA) 0.40, 0.39, 0.46
Generators’ power factor, cosφig , i = 2, 3, 4 0.9
Loads’ active power, Pic , i = 2, 3, 4 (MW) 2.76, 2.16, 2.46
Loads’ reactive power, Qic , i = 2, 3, 4 (MW) 1.38, 1.08, 1.23
Shunt capacitor (bus 2), case I and II (uF) (239, 859)
Penalty term gain, ω 1
Tolerance and maximum number of iterations 10−4, 104
3. Finally, dual variables, i.e., µ¯, ν¯, λ¯ are updated:
µ¯k+1` = µ¯
k
` + (E¯
k+1
`+
− V¯ k+1
β(`+)
) (5.35)
ν¯k+1` = ν¯
k
` + (E¯
k+1
`− − V¯ k+1β(`−)) (5.36)
λ¯k+1g = λ¯
k
g + (S¯
k+1
g − z¯k+1g ) (5.37)
λ¯k+1c = λ¯
k
c + (S¯
k+1
c − z¯k+1c ) (5.38)
λ¯k+1
`+
= λ¯k`+ + (S¯
k+1
`+
− z¯k+1
`+
) (5.39)
λ¯k+1
`− = λ¯
k
`− + (S¯
k+1
`− − z¯k+1`− ) (5.40)
The stopping criterion for this algorithm is that the primal and dual residuals
(defined as in [209]) are less than a small predefined tolerance or that a maximum
number of iterations has been reached.
In what follows, we show specific scenarios where the ADMM algorithm fails to
converge to a solution.
5.5.2 Investigation of the Convergence of the ADMM-based Solution of the
OPF Problem
We consider the same network as in Figure 5.3. Each network bus, apart from the slack
bus, has a load and a generator connected to it. The demand in the network is assumed
to be non-controllable, whereas the generators are assumed to be distributed solar
panels with typical PV-type capability constraints. For this scenario, the capability
limits and the values of loads and generation are given in Table 5.7. In addition to
the loads and generation, we consider that a shunt capacitor is connected to bus 2.
In order to model this shunt capacitor, we consider that it is part of the first network
line. In particular, we consider that the shunt capacitance on the sending end of the
pi-model of the line connecting buses 1 and 2 is modified accordingly to account for
the shunt capacitor.
We implement and solve the ADMM algorithm in Matlab for two different cases
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Figure 5.7: Objective function value for case I and II (last 500 iterations).
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Figure 5.8: Voltage magnitude evolution for cases I and II (last 500 iterations).
that correspond to two different values of the size of the shunt capacitor (see Table 5.7).
In Case I, even though the OPF problem solved is the non-approximated non-convex
one, ADMM converges, within the predefined tolerance, in 411 iterations. The left
figure in Figure 5.7 shows the objective function value as a function of the number of
iterations of ADMM. The left figure in Figure 5.8 shows the convergence of the buses’
voltage magnitudes and Figure 5.9 shows how the primal and dual residuals evolve
with the iterations. On the contrary, in Case II, ADMM fails to converge to a solution
and reaches the maximum number of iterations. This is shown in Figure 5.7 (right), 5.8
(right) and 5.10 where the objective function, as well as the residuals and bus voltages
are plotted for the last five hundred iterations until the maximum number of iterations
is reached; we can observe that they exhibit oscillations.
In what follows we analyze why the ADMM algorithm converges in Case I but fails
in Case II. To begin with, the first network line has the peculiarity that the voltage at
its receiving end E¯`+ (i.e., the slack bus voltage) is fixed
7. As a consequence, the first
equality constraint in (5.28) becomes linear in the real and imaginary part of the voltage
E¯`− , whereas the second equality constraint in (5.28) becomes quadratic on the real
and imaginary part of the voltage E¯`− . In fact, the coefficients of the quadratic terms in
the latter constraint areRe(Y¯`) and−Im(Y¯`)−Im(Y¯`−0 ) for the real and imaginary parts,
respectively. Due to the physics of the network, Re(Y¯`) and Im(Y¯`−0 ) are positive for a
7This holds for all the lines that are connected to the slack bus.
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Figure 5.9: Norm of the primal/dual residuals for case I (last 311 iterations).
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Figure 5.10: Norm of the primal/dual residuals for case II (last 500 iterations).
network line and Im(Y¯`) is negative. Furthermore, typically, the longitudinal reactance
Im(Y¯`) is much larger than the shunt capacitance Im(Y¯`−0 ) of a network line. Therefore,
typically the coefficients of both quadratic terms are positive, and the line problem in
(5.27) is convex for the lines that are connected to the slack bus. This is the case for the
Case I. However, in Case II the size of the shunt capacitor, connected to bus 2, is such
that Im(Y¯`−0 ) > −Im(Y¯`), thus the coefficient of the aforementioned quadratic term in
(5.28) is no longer positive and the corresponding line problem becomes non-convex.
Apart from the aforementioned case of the shunt capacitor, the ADMM algorithm
also fails to converge to a solution when on-load tap changers (OLTCs) are included
in the OPF formulation. In fact, the effect of the OLTCs is similar to that of the shunt
capacitors, in the sense that the line problem in (5.27) becomes once again non-convex
for those lines that are connected to regulating transformers. To better understand why
this occurs, let us consider a transformer with OLTC capabilities between buses 1 and 2
in the network and let us denote the ideal transformer admittance by Yt and the OLTC
ratio by α. Then based on the OLTC model in [210], the longitudinal admittance of the
first network line equals αYt and the shunt elements of the receiving and sending ends
of the same line are α(α− 1)Yt and (1− α)Yt respectively. Hence, there is an additional
control variable, namely the ratio α, that appears in the equality constraints (5.28) of
the first network line problem, and both these constraints become quadratic in E¯`−
and α and non-convex.
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5.6 AC OPF in Radial Distribution Systems
As a solution to the limitations identified above, we propose here both a centralized
and a distributed algorithm for the solution of the non-convex AC-OPF problem in
radial networks. We first write the AC OPF problem presented in Section 5.3 in an
equivalent form, and then we provide a centralized, as well as a distributed algorithm
for its solution.
We make the following assumptions about the grid model:
A1. We consider a direct sequence representation of the grid;
A2. Any two-port component (e.g., lines, transformers etc.) is represented as a pi-
equivalent;
A3. We assume a perfect knowledge of the system parameters, i.e., the network
admittance matrix is known;
A4. The nodal-power injections are voltage-independent;
A5. The control variables are composed by the nodal power injections/absorptions.
5.6.1 The Proposed Centralized OPF Algorithm
We are interested in maximizing the social welfare of the economic agents that use
the grid, while maintaining an acceptable network voltage profile and respecting the
line ampacity limits. Specifically, we tune the line ampacities and the network voltage
profiles by controlling the (P,Q)-injections of distributed controllable devices G ( e.g.,
renewable generators) in a “fair” way: Each controllable device g ∈ G has a certain
utility function Ug(·), and the sum of these utility functions is maximized subject to the
satisfaction of the network operation constraints (voltage and ampacity). The resulting
set-point is thus Pareto-optimal, i.e., no single device can increase its utility without
hurting the utility of some other device, and locally-“fair”, i.e., the resulting set-point
is a local maximizer of the sum of the device utilities lying on the Pareto boundary of
feasible set-points.
For each network line, we introduce two auxiliary variables E¯`+ and E¯`− represent-
ing the complex voltage at the two ends of the line. Assumptions A1-A3 allow us to
express the corresponding injected currents and powers at the two ends of line `:
I¯`+ = I¯`+(E¯`+ , E¯`−) = (Y¯` + Y¯`+0
)E¯`+ − Y¯`E¯`− (5.41)
I¯`− = I¯`−(E¯`+ , E¯`−) = (Y¯` + Y¯`−0
)E¯`− − Y¯`E¯`+ (5.42)
S¯`+ = S¯`+(E¯`+ , E¯`−) = E¯`+I
¯`
+ (5.43)
S¯`− = S¯`−(E¯`+ , E¯`−) = E¯`−I
¯`
− (5.44)
In the remainder of this chapter, unless otherwise stated, the complex line currents
and powers expressed above are always computed according to equations (5.41)-(5.44).
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They are thus all functions of E¯`+ and E¯`− exclusively, although the arguments are
often omitted for the sake of brevity. All quantities are expressed in per-unit, unless
otherwise specified.
For the sake of readability, we denote the vector formed by the real and imaginary
parts of variables (E¯`+ , E¯`−)` by y ∈ R4L, where L = |L| is the number of lines. Note
that for a given value of y, the corresponding currents and powers do not necessarily
satisfy Kirchhoff’s law.
We call y feasible if it satisfies voltage consistency and per-bus power-balance.
Voltage consistency means that the voltages of all the lines incident to a specific bus
b ∈ B are identical, i.e., have the same amplitude Vb and the same argument ϕb:
|E¯`+ | = Vβ(`+), |E¯`− | = Vβ(`−) (5.45)
arg(E¯`+) = ϕβ(`+), arg(E¯`−) = ϕβ(`−), ∀` ∈ L. (5.46)
At each bus b ∈ B, power-balance is satisfied if and only if∑
β(`+)=b
S¯`++
∑
β(`−)=b
S¯`− = −
∑
g∈b
S¯g−S¯(b), ∀b ∈ B, (5.47)
where Sg is the controlled generated power of device g found at bus b, S¯(b) denotes the
non-controllable power injection at bus b, and S¯`+ , S¯`− are obtained via (5.43)-(5.44).
If y is feasible, it is important to note that equations (5.41)-(5.44) describe the
exact AC power-flow equations. Hence, we use a non-approximated model of the grid.
We write the OPF formulation (Section 5.3) equivalently:8
max
S¯g,Vb,ϕb
E¯`+ ,E¯`−
∑
g∈G
Wg(S¯g) subject to: (5.48)
Feasibility constraints (5.45), (5.46), (5.47)
|I¯`+ | ≤ I`,max and |I¯`− | ≤ I`,max, ∀` ∈ L (5.49)
Vmin ≤ Vb ≤ Vmax, ∀b ∈ B (5.50)
S¯g ∈ Hg, ∀g ∈ G (5.51)
As previously stated, the objective function is the sum of the welfare of the controllable
devices Wg. In the above formulation, we denote by G the set of controllable devices
and by S¯g = Pg + jQg the controllable injected power by device g, subject to the
capability constraint (5.51). The set G can contain both generators and consumers.
However, for the sake of presentation clarity, we consider that G contains uniquely PV
generators. This is not a limiting assumption, as our results apply to any device with
controllable power injections (including controllable loads). Non-controllable loads
8Unlike in Section 5.3, we consider without loss of generality that there are two types of connected
devices: they either have controllable power injection S¯g or impose an overall fixed power injection S¯(b)
in bus b.
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do not appear in the objective function, that expresses the utility of PV generators (a
concave increasing function U(·) of active power injection) and the losses of the power
converter:
Wg(S¯g) = Ug(Pg)− η(P 2g +Q2g), ∀g ∈ G. (5.52)
We consider typical capability curves of PV power inverters:
Hg = {S¯g : |S¯g| ≤ Sg,max, |arg(S¯g)| ≤ φg,max}. (5.53)
In order to solve the problem (5.48)-(5.51), we convert the inequality constraints
(5.49) to equality constraints by introducing slack variables i`+ and i`− as follows:
|I¯`+ |+ i`+ = I`,max and |I¯`− |+ i`− = I`,max, ∀` ∈ L (5.54)
i`+ , i`− ≥ 0, ∀` ∈ L (5.55)
We denote by x the real vector of variables formed by the artificial control variables
(Vb, ϕb)b∈B, (i`+ , i`−)`∈L, and the device controllable injected power (Pg, Qg)g∈G .
Notice that all the equality constraints above, (5.45), (5.46), (5.47), and (5.54) can
be summarized as g(y) + Ax + b = 0, where g(·) is a smooth non-convex function
that can be derived from equations (5.41)-(5.46), and A is a positive definite matrix.
Similarly, the inequality constraints, (5.50), (5.51), and (5.55), can be expressed as
h(x) ≥ 0, where h(x) is a convex function that can be derived from equations (5.50),
(5.55), and (5.53). We denote the objective by f(x), where f is concave.
We can thus write our problem in the more compact form:
max
x,y
f(x) (5.56)
subject to g(y) +Ax+ b = 0 (5.57)
h(x) ≥ 0. (5.58)
We write its augmented Lagrangian ([169, 170, 171]):
Lρ(x, y;λ) =f(x) + λ′(g(y) +Ax+ b)
− ρ
2
‖g(y) +Ax+ b‖2, (5.59)
where ρ is the weight of the quadratic penalty term added to the classic Lagrangian
function, and λ is the vector of Lagrange multipliers associated with the equality
constraints (5.57).
Our centralized iterative algorithm for solving the OPF is based on the method
of multipliers ([169, §4.2]). This method was first introduced for solving iteratively
non-linear equality constrained problems. It is shown to converge under more general
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Algorithm 3 Centralized algorithm for the OPF (5.56)-(5.58)
• Set k=0 and initialize control variables x and y:
S¯0g = 0, E¯
0
`+ = E¯
0
`− = 1, V
0
b = 1, ϕ
0
b = 0, i
0
`+ = i
0
`− = 0 (per-unit), Lagrange
multipliers λ0 = 0, increasing gain sequence (ρk)k, ρk →∞.
1: repeat
2: Maximize the augmented Lagrangian for fixed λ = λk:
(xk+1, yk+1) = arg max
x,y:h(x)≥0
Lρk(x, y;λ
k). (5.60)
3: Update the Lagrange multipliers:
λk+1 = Π[−λ¯,λ¯]
{
λk + ρk
[
g(yk+1) +Axk+1 + b
]}
(5.61)
4: k ← k+1
5: until the maximum number of iterations has been reached or the change in the
Lagrange multipliers between two consecutive iterations is less than a tolerance
δ > 0
conditions than dual ascent [209]. Algorithm 3 summarizes the proposed centralized
algorithm, and Theorem 2 characterizes its convergence.
The main advantage of the method of multipliers is that there exists a finite value ρ¯
such that the problem (5.60) is locally convex for all ρk > ρ¯. Note also that the algorithm
bounds the value of λ at each iteration. The next vector of multiplier estimates λ is
obtained after a projection on the set [−λ¯, λ¯] defined as [−λ¯1, λ¯1]× [−λ¯2, λ¯2]× . . . ; the
constant vector λ¯ is chosen such that the sought optimal vector of Lagrange multipliers
λ∗ lies in [−λ¯, λ¯] (see [211, §2.2.2]).
Theorem 2. For smooth objective function f ∈ C2 and suitably chosen λ¯ such that the
optimal vector of Lagrange multipliers λ∗ satisfies λ∗ ∈ [−λ¯, λ¯], Algorithm 3 converges to
a local minimum of the nonlinear program (5.56)-(5.58).
Proof. By [211, Proposition 1.23], our problem satisfies assumption (S) from [211, §2.2],
since the equality constraint is a C2 function of y, and the objective function is chosen
to be C2. Proposition 2.7 from the same reference guarantees the desired convergence,
if the iterates (xk, yk, λk) reach the set D from Proposition 2.4 of [211], i.e., if there
exists a k¯ such that (xk¯, yk¯, λk¯) ∈ D (for all the following indices k > k¯, the iterates
stay in D, and convergence ensues). The existence of such a k¯ follows from the choice
of the divergent increasing sequence of gains (ρk) and from the boundedness of the
sequence (λk).
Due to the quadratic terms in the expression of the augmented Lagrangian (5.59),
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the optimization problem in (5.60) does not decouple across the network and, there-
fore, cannot be solved in a distributed manner. In the following section, we reformulate
this problem in an equivalent way that leads to a distributed algorithm for its resolu-
tion.
5.6.2 Distributed Solution of the OPF Problem
We adopt a primal decomposition method [174] that gives an iterative algorithm for
the minimization of the problem in Step 2 of Algorithm 3. In (5.59) the line voltages
y = (E¯`+ , E¯`−) are “coupling” variables. If these variables are fixed to a specific value,
then problem (5.60) decouples in smaller, easier (convex) problems, that can be solved
by local agents.
Specifically, to solve (5.60) iteratively for fixed values of the Lagrange multiplier
estimates λˆ and fixed gain ρˆ we take the following approach: At the n-th iteration,
the value of the coupling variables yn = (E¯n`+ , E¯
n
`−) is assumed fixed. The x variables,
i.e., the power set-points of the controllable devices (S¯g), the bus voltages (V¯b), and
the slack variables i`+ , i`− , are computed by solving the following constrained convex
optimization problem:
xn+1 = arg max
x:h(x)≥0
Lρˆ(x, y
n, λˆ). (5.62)
Next, the coupling variables y are updated as follows:
yn+1 = yn + αn(∇yLρˆ)(xn+1, yn, λˆ), (5.63)
where αn is a positive step-size sequence of the gradient descent. The choice of the
step-size is related to the topology of the network and the parameters of the lines (i.e.,
the network admittance matrix). For example, a large constant step-size might not
allow the algorithm to converge, whereas a small constant step-size could cause slow
convergence9.
The algorithm stops when the norm of the update in the y variables is less than
some small positive tolerance ε, i.e., when ‖∇yLρˆ(xn+1, yn, λˆ)‖ ≤ ε.
Theorem 3. The algorithm (5.62)-(5.63) with tolerance ε in the stopping criterion con-
verges to a vicinity B((x∗, y∗), δ) of a local optimum (x∗, y∗) of problem (5.60). If (5.60) is
strongly locally convex in y in a vicinity of (x∗, y∗), then δ = Θ(ε2).
Proof. (Sketch) Denote v(y) = maxx:h(x)≥0 Lρˆ(x, y, λˆ) and x∗(y) the value of x that
achieves this maximum (5.62). Theorem 2.1 of [212] says that the optimum (x∗(y∗), y∗)
9In order to properly tune this parameter, a dedicated off-line study can be performed before deploy-
ment of the proposed algorithm.
148
5.6. AC OPF in Radial Distribution Systems
of maxy v(y) coincides with the one of (5.60). Moreover, a δ-optimal solution (x∗(yδ), yδ)
of maxy v(y) (that is, v(yδ) ≥ v(y∗)− δ) is also δ-optimal for (5.60).
We now show that it holds that ∇yv(y) = (∇yLρˆ)(x∗(y), y, λˆ), or equivalently,
Dx∗(y)
Dy (∇xLρˆ)(x∗(y¯), y¯, λˆ) = 0. If we can show this, then the algorithm (5.62)-(5.63)
is equivalent to a gradient ascent in y on v(y). It is easy to show that the function
v(y) is “smooth” (C2). By the strong local convexity around (x∗, y∗) of the augmented
Lagrangian, [169, Exercise 1.2.10] allows us to conclude that δ = Θ(ε2).
Note that problem (5.62) is convex. Consider the optimal multipliers µ∗ corre-
sponding to the constraints h(x) ≥ 0. They satisfy the KKT conditions:
(∇xLρˆ)(x∗(y), y, λˆ) =
∑
i
µ∗i (y)∇xhi(x∗(y))
µ∗i (y)hi(x
∗(y)) = 0; µ∗i ≥ 0.
Define the following functions: ψi(y) := hi(x∗(y)). Since x∗(y) is always feasible, it
means that ψi(y) ≥ 0. Consider the set of indices I0(y) := {i : hi(x∗(y)) = 0}. Take
some i ∈ I0(y). In this case the function ψi(y) has an extremal point in y, which implies
that∇yψi(y) = 0, or again that Dx
∗(y)
Dy ∇xhi(x∗(y)) = 0. For all i 6∈ I0(y), by KKT we have
µ∗i (y) = 0. By the above arguments,
Dx∗(y)
Dy
(∇xLρˆ)(x∗(y), y, λˆ)
=
∑
i
µ∗i (y)
Dx∗(y)
Dy
∇xhi(x∗(y)) = 0.
Thanks to its separability property, problem (5.62) can be solved in a distributed
manner. Bus agents can be responsible for updating the power set-points of the
controllable devices (S¯g) that are connected to them, as well as their voltages (V¯b)
in parallel, and lines can be responsible for updating the slack variables (i`+ , i`−).
Specifically, the power set-points (S¯n+1g ) of devices in bus b are obtained by solving the
following convex problem:
(S¯n+1g ) = arg max
S¯g∈Hg
∑
g∈b
Wg(S¯g)
− ρˆ
2
∣∣∣∣∑
g∈b
S¯g + S¯(b) +
∑
β(`+)=b
S¯n`+ +
∑
β(`−)=b
S¯n`− −
λˆb
ρˆ
∣∣∣∣2,
where λˆb is the given multiplier corresponding to the constraint (5.47) of bus b. The
other problems (for the other x variables) have simpler expressions that we do not
reproduce for brevity sake.
Similarly, (5.63) can be decomposed across the different network lines: line-agents
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Algorithm 4 Distributed algorithm for the OPF (5.56)-(5.58)
• Set k=0 and initialize control variables x and y:
S¯0g = 0, E¯
0
`+ = E¯
0
`− = 1, V
0
b = 1, ϕ
0
b = 0, i
0
`+ = i
0
`− = 0 (per-unit), Lagrange
multipliers λ0 = 0, increasing diverging gain sequence (ρk)k, ρk →∞, decreasing
tolerance sequence (εk ≥ 0)k, εk → 0.
1: repeat
2: n← 0; x˜0 ← xk; y˜0 ← yk
3: repeat
4: x˜n+1 = arg maxx:h(x)≥0 Lρk(x, y˜n, λk)
5: y˜n+1 = y˜n + αn(∇yLρk)(x˜n+1, y˜n, λk)
6: n← n+1
7: until ‖∇yLρk(x˜n+1, y˜n, λk)‖ ≤ εk
8: xk+1 ← x˜n+1; yk+1 ← y˜n+1
9: λk+1 = Π[−λ¯,λ¯]
{
λk + ρk
[
g(yk+1) +Axk+1 + b
]}
10: k ← k+1
11: until the maximum number of iterations has been reached or the change in the
Lagrange multipliers between two consecutive iterations is less than a tolerance
δ > 0
can update the voltages at their two ends in parallel. In terms of required information,
each bus agent needs to know only the voltage values of the lines that are incident to
it, the constraints of the devices, and the state of the loads that are connected to it.
Finally, in order to compute the partial derivatives of (5.63) with respect to its voltages,
each line requires solely the information of the power balance and the voltage values
of its two adjacent buses. The actual implementation of the distributed synchronous
OPF algorithm is summarized below in Algorithm 4.
Theorem 4. For smooth objective function f ∈ C2 and suitably chosen λ¯ such that the
optimal vector of Lagrange multipliers λ∗ satisfies λ∗ ∈ [−λ¯, λ¯], Algorithm 4 converges to
a local minimum of the nonlinear program (5.56).
Proof. The proof is similar to the one of Theorem 2. It uses Proposition 2.16 of [211]
for convergence, which only requires at each iteration a δk-optimal solution for (5.60)
with δk → 0. By Theorem 3 we can conclude.
In a realistic setting, in order to take full advantage of the distributed formulation
of the OPF algorithm, as described above and to avoid the overhead cost of coordina-
tion between agents, the updates should be performed in an asynchronous fashion.
Contrary to ADMM-based algorithms, which require a synchronized implementation
of the updates, the proposed algorithm can be implemented in an asynchronous man-
ner. In this direction, we assume that each of the bus and line agents has its own two
local poisson clocks with different rates. The clock with the lower rate (C1) triggers
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the multiplier update (5.61) and the clock with the higher rate (C2) triggers the events
described in steps (5.62)-(5.63).
In detail, all the control variables and the Lagrange multipliers are first initialized.
Then, every time the C2 clock of a bus ticks, this bus performs local update operations
by using the most recent stored values for the voltages of its incident lines and for
the associated Lagrange multipliers. Once the bus updates its power and voltage
values, it informs the incident lines of the changes. Similarly, when the C2 clock of
a line ticks, the line agent updates the variables (i`+ , i`−) by taking into account the
most recent values of the line current flows and associated Lagrange multipliers. In
addition to this update, the updates of the voltages of its two end-points are triggered.
In order to compute the new values, the line uses the most recent stored values for
the adjacent buses’ powers and voltages, and once the updates are completed the line
communicates this information to its neighboring buses. Now, when the C1 clock of
a bus or a line ticks, then the corresponding agent updates the Lagrange multipliers
(5.61). It is worth noting, that we no longer have a serial implementation of the various
updates like the ones presented in Algorithm 4. On the contrary, the different rates of
the clocks are chosen in such a way to ensure that, on average, a sufficient number of
the updates occurs before an update of the corresponding Lagrange multiplier takes
place.
5.7 Performance Evaluation of the Centralized OPF Algorithm
In this section, we investigate the performances and convergence properties of the
centralized OPF Algorithm 3 in several different scenarios. In particular, we consider
the cases presented in Sections 5.4 and 5.5, where the BFM convexification leads to
an incorrect solution of the OPF problem and ADMM fails to converge to a solution.
Additionally, we investigate the performances of the proposed centralized algorithm
under different initial conditions of the electrical-network state. In order to do so,
we consider the same 4-bus test network as in Figure 5.3. We assume a first test case
where the controllable device connected to bus 4 is a generator, whereas controllable
loads are connected to buses 2 and 3. The network characteristics, the base values, the
capability limits of the controllable resources, and the voltage and ampacity limits are
given in Figure 5.3 and Table 5.2. In what follows, the objective function accounts for
the minimization of the network losses, as well as for the utility of the generating units,
namely:
min
S¯g ,S¯`,Vb,ϕb,|I¯`|
−
∑
g∈G
Re(S¯g) +
∑
`∈L
Re(Y¯`)|I¯`|2 (5.64)
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Figure 5.11: Evolution of the magnitude of network voltages for various line lengths.
5.7.1 Effect of the Line Length, Network Rated Value and Network State on
the Convergence of the Centralized OPF Algorithm
In order to compare the performances of the proposed algorithm with the OPF al-
gorithm proposed in [35, 36], we solve the OPF problem for various line lengths and
network voltage rated values as in Section 5.4.2. In particular, we assume that the line
lengths are uniformly multiplied by a factor in the range [1.25 − 7.5] (while keeping
the network voltage rated value to its nominal value) and the network voltage rated
value varies in the range [15− 40]kV (while keeping the line lengths to their nominal
values). The evolution of the bus voltages, the line-current flows, as well as the active
and reactive powers, are shown in Figures 5.11-5.16. It is worth noting that in all the
cases the proposed algorithm converges in few iterations. Furthermore, we observe
from Figure 5.12 and Figure 5.15 that the line-current flows satisfy the line ampacity
limit, once the algorithm has converged, in all cases. In particular, in Figure 5.12 it is
worth observing that as the line length increases the receiving and sending-end current
flows of the same line become significantly different. The behavior of the current flows
as the voltage rated value increases is similar (Figure 5.15). This effect is due to the
increasing contribution of the current flow toward the shunt elements of the lines. In
fact, we show, in Figures 5.17 and 5.18, the amount of reactive power produced by the
shunt elements of the lines for the various values of the line lengths and the network
voltage rated values. We observe that as the line length increases or the rated value of
the voltage increases the reactive power produced by the shunt elements of the line
increases as well.
We investigate, in addition to the effect of the line lengths and the network voltage
rated value, the performance of the proposed algorithm under a different network
operating point. To this end, we consider a second test-case where the controllable
device connected to bus 4 is a controllable load and generators are connected to buses
2 and 3. In this respect, we consider an extra term in the objective function, which
152
5.7. Performance Evaluation of the Centralized OPF Algorithm
0 10 200
50
Number of iterations
Cu
rre
nt
 fl
ow
s 
(A
)
Line length x 1.25
 
 
|Iℓ+
1
| |Iℓ+
2
| |Iℓ+
3
| |Iℓ−
1
| |Iℓ−
2
| |Iℓ−
3
|
0 5 100
50
Number of iterationsC
ur
re
nt
 fl
ow
s 
(A
)
Line length x 2.5
0 500
50
Number of iterationsCu
rre
nt
 fl
ow
s 
(A
)
Line length x 3.75
0 50
50
Number of iterationsCu
rre
nt
 fl
ow
s 
(A
)
Line length x 5
0 5 10
0
20
40
60
80
Number of iterationsCu
rre
nt
 fl
ow
s 
(A
)
Line length x 6.25
0 20 40
0
20
40
60
80
Number of iterationsCu
rre
nt
 fl
ow
s 
(A
)
Line length x 7.5
Figure 5.12: Evolution of the line current flows for various line lengths.
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Figure 5.13: Evolution of the active and reactive power of the controllable devices for
various line lengths.
represents the utility associated with the controllable load and is given by (PL − Po)2,
where Po represents a constant amount of load that has to be served. The capability
limits of the controllable resources are shown in Table 5.8. The convergence of the
voltages, current flows, as well as active and reactive powers are shown in Figure 5.19.
For the sake of brevity, we only show the evolution of the active and reactive power of
the controllable load of bus 4, as the controllable generators are small and reach their
maximum value upon convergence.
5.7.2 Performance Evaluation of the Proposed Algorithm in the Presence
of Shunt Capacitors in the Network
In what follows, we consider the same network adopted in the previous section and
a case where each network bus, apart from the slack, has a load and a generator con-
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Figure 5.14: Evolution of the magnitude of network voltages for various values of the
network rated voltage.
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Figure 5.15: Evolution of the line current flows for various values of the network rated
voltage.
nected to it. The demand in the network is assumed to be non-controllable, whereas
the generators are assumed to be distributed solar panels with typical PV-type capabil-
ity constraints given by (5.53). For this scenario, the capability limits and the values of
loads and generation are shown in Table 5.9. In addition to the loads and generation,
we consider that a shunt capacitor is connected to bus 2. In order to model this shunt
capacitor, we consider that it is part of the first line. In particular, we consider that the
shunt capacitance on the sending end of the pi-model of the line that connects buses 1
and 2 is modified accordingly, to account for the shunt capacitor. For this particular
test case, it is worth noting that ADMM exhibits oscillations and fails to converge to a
solution (see Figures 5.7-5.10).
The results for this specific test-case, for the voltage magnitudes and the active
and reactive power of the buses, are shown in Figure 5.20. It is worth observing that
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Figure 5.16: Evolution of the magnitude of active and reactive power of the controllable
devices for various values of the network rated voltage.
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Figure 5.17: Reactive power produced by the shunt elements of the lines for various
values of the network voltage rated value.
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Figure 5.18: Reactive power produced by the shunt elements of the lines for various
line lengths.
the proposed algorithm converges to a solution within a few tens of iterations; which
is contrary to the ADMM-based solution of the OPF problem.
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Table 5.8: Parameters of the test network used for the investigation of the performance
of the proposed OPF algorithm under a different operating point
Parameter value
[Pgmin , Pgmax ](bus 2) (MW) [0, 0.01]
[Pgmin , Pgmax ](bus 3) (MW) [0, 0.012]
(Pcmin , Qcmin)(MW,Mvar) (bus 4) 0.3, 0.15
Po(MW) (bus 4) 1
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Figure 5.19: Evolution of the magnitude of network voltages, current flows, as well as
active and reactive power of the controllable load at bus 4 for the case of low generation
and high load in the network.
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Figure 5.20: Evolution of the active and reactive power, as well as the voltages of the
buses when a shunt capacitor is connected to bus 2.
5.7.3 Performance Evaluation of the Proposed Algorithm under Different
Initial Conditions of the Network State
Finally, we investigate the performances of the proposed algorithm under different
initial conditions of the network state variables. In order to do so, we initialize the
magnitude of the control variables E¯0`+ , E¯
0
`− , V
0
b in Algorithm 3 in the range [0.9, 1.1] and
their angle in the range [−pi/6, pi/6], totaling 121 different cases. For each combination,
we solve the centralized OPF problem for the same network adopted in Figure 5.3. In all
the cases the algorithm converges to the same solution within a few tens of iterations.
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Table 5.9: Parameters of the test network used for the evaluation of Algorithm 1 in the
presence of shunt capacitors in the network
Parameter Value
Generators’ power, |S¯igmax |, i = 2, 3, 4 (MVA) 0.40, 0.39, 0.46
Generators’ power factor, cosφig , i = 2, 3, 4 0.9
Loads’ active power, Pic , i = 2, 3, 4 (MW) 2.76, 2.16, 2.46
Loads’ reactive power, Qic , i = 2, 3, 4 (MW) 1.38, 1.08, 1.23
Shunt capacitor (bus 2)(uF) 859
Penalty term gain, ρ 104
Tolerance and maximum number of iterations 10−4, 104
[Vmin, Vmax] (p.u) [0.9, 1.1]
Table 5.10: Number of iterations for the solution of the OPF problem (Algorithm 3)
Mean number of iterations 95-th Percentile
Algorithm 3 18.21 46.45
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Figure 5.21: Evolution of the magnitude of network voltages, line current flows and ac-
tive and reactive power of the controllable devices when the initial voltage magnitudes
are set to 0.9 and the voltage angles to−pi/6.
In Table 5.10, the mean value of the number of iterations, as well as the 95-th percentile
are shown. For the sake of brevity, we show in Figures 5.21-5.22 the convergence results
for the voltage, as well as for the current flows and the active and reactive power profiles
for the two extreme cases, specifically when the voltage magnitude is set to 0.9 (1.1)
and the voltage angle is set to−pi/6 (pi/6).
5.8 Performance Evaluation of the Proposed Distributed Asyn-
chronous OPF Algorithm
In this section, we assess the performance of the proposed algorithm with respect
to a realistic grid represented by a modified IEEE 13-nodes test feeder ([109]). The
modifications are (i) balanced lines, (ii) inclusion of secondary substations where
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Figure 5.22: Evolution of the magnitude of network voltages, line current flows and ac-
tive and reactive power of the controllable devices when the initial voltage magnitudes
are set to 1.1 and the voltage angles to pi/6.
voltage independent PQ-injections are placed, and (iii) lines ten times longer. We use
this benchmark to assess the behavior of the proposed distributed asynchronous OPF
Table 5.11: Capability limits and values of loads and generation for the evaluation of
Algorithm 4
Bus Sgmax Pc(MW )/ Bus Sgmax Pc(MW)/
(MVA) Qc(Mvar) (MVA) Qc(Mvar)
2 0.0437 0.0025 / 0.0011 8 0.0347 0.0031 / 0.0014
3 0.0480 0.0029 / 0.0012 9 0.0403 0.0031 / 0.0013
4 0.0506 0.0032 / 0.0013 10 0.0373 0.0031 / 0.0013
5 0.0367 0.0029 / 0.0012 11 0.0482 0.0024 / 0.0010
6 0.0443 0.0029 / 0.0012 12 0.0399 0.0030 / 0.0013
7 0.0426 0.0025 / 0.0010 13 0.0436 0.0029 / 0.0012
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Figure 5.23: Evolution of the voltage magnitude for the distributed asynchronous
algorithm as a function of the number of messages exchanged (left) and for Algorithm
1 as a function of the number of iterations (right).
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Figure 5.24: Evolution of the current flows for the distributed asynchronous algorithm
as a function of the number of messages exchanged (left) and for Algorithm 1 as a
function of the number of iterations (right).
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Figure 5.25: Evolution of the active and reactive power for the distributed asynchronous
algorithm as a function of the number of messages exchanged (left) and for Algorithm
1 as a function of the number of iterations (right).
algorithm. Also, we compare the solution and convergence of the distributed version
of the algorithm to the centralized one.
We consider a test case where each network bus, apart from the slack bus, has a
load and a generator connected to it. The demand in the network is assumed to be
non-controllable, whereas the generators are assumed to be distributed solar panels
with typical PV-type capability constraints. For this test case, the capability limits and
the values of loads and generation are shown in Table 5.11.
We solve the OPF problem in (5.48)-(5.53) using Algorithm 3, as well as the asyn-
chronous implementation of Algorithm 4. The results are shown in Figures 5.23- 5.25.
For the sake of brevity, we plot only the evolution of the magnitudes of the minimum
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Figure 5.26: Difference in the solutions of the centralized and distributed OPF solutions
for the network voltage and current profiles.
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Figure 5.27: Difference in the solutions of the centralized and distributed OPF solutions
for the active and reactive power of the controllable resources.
voltage, the maximum voltage and the median value of the voltage. We plot also the
evolution of the minimum, maximum and median values of the current flows on the
receiving-end of the line and the evolution of the active and reactive powers. It is worth
observing that Algorithm 3 converges to the optimal solution within few iterations
and also that the distributed asynchronous implementation of Algorithm 4 converges
to the same solution as its centralized counterpart. To support this claim, we show
in Figures 5.26-5.27 the absolute differences in the solutions of the centralized and
distributed OPF algorithms in terms of voltage magnitude, line currents, as well as
active and reactive power injections of the controllable resources.
5.9 Comparison of the OPF Algorithms and the Linearized Con-
trol Algorithms
In this section we compare the performances of the proposed centralized OPF algo-
rithm, presented in this chapter, to the linearized controls, presented in the previous
chapters, that rely on state estimation and computation of sensitivity coefficients.
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Table 5.12: Capability limits and values of loads and generation for the evaluation of
Algorithm 4
Bus Sgmax Pc(MW )/ Bus Sgmax Pc(MW)/
(MVA) Qc(Mvar) (MVA) Qc(Mvar)
2 0.0675 0.0051 / 0.0022 8 0.0537 0.0065 / 0.0027
3 0.0742 0.0059 / 0.0025 9 0.0624 0.0062 / 0.0026
4 0.0783 0.0063 / 0.0027 10 0.0577 0.0061 / 0.0026
5 0.0568 0.0059 / 0.0025 11 0.0746 0.0049 / 0.0021
6 0.0686 0.0058 / 0.0025 12 0.0617 0.0059 / 0.0025
7 0.0659 0.0050 / 0.0021 13 0.0675 0.0058 / 0.0025
To this end, first, we translate the control problem described in Section 5.6.1 into
its linearized counterpart as follows:
min
S¯g
∑
g∈G
Ug(Pg)− η(P 2g +Q2g) (5.65)
subject to: Vmin ≤ |V¯b|+
(
KPg,Qg∆(Pg,Qg)
)
b
≤ Vmax, ∀b ∈ B (5.66)
|I¯`+ +
(
HPg,Qg∆(Pg,Qg)
)
`+
| ≤ I`max , ∀` ∈ L (5.67)
|I¯`− +
(
HPg,Qg∆(Pg,Qg)
)
`− | ≤ I`max , ∀` ∈ L (5.68)
S¯g ∈ Hg, ∀g ∈ G and S¯c ∈ Hc, ∀c ∈ C (5.69)
where KPg,Qg ,HPg,Qg are the voltage and current sensitivity coefficients with respect
to the buses where controllable resources are connected10. Using this formulation the
sole control variables are the nodal power injections of the PVs.
In what follows, we compare the solutions, the convergence and the timing perfor-
mances of the non-convex OPF and of the linearized problem in (5.65)-(5.69).
For the performance assessment of the control algorithms we consider the IEEE
13-nodes test feeder modified with balanced lines, ten times longer to render the
network weaker. We consider a test case where each network bus, apart from the slack
bus, has a load and a generator connected to it. As in the previous section, the demand
in the network is assumed to be non-controllable, whereas the generators are assumed
to be distributed PVs. For this test case, the capability limits and the values of loads
and generation are shown in Table 5.12 11.
The voltage limits are set to±5% of the network rated value and the ampacity limits
are set to 300A for the network lines. The uncontrolled voltage and line currents profiles
are shown in Figures 5.28. As it can be observed, the base case voltage is above the
allowed limit of 1.05p.u., whereas the current flows are within the ampacity limits. We
10Note that the shunt elements of the lines are included in the current sensitivities computation.
11Note that these values are inferred from real measurements.
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Figure 5.28: Uncontrolled network voltage profile and line current flows.
solve both the OPF problem using the centralized algorithm and its linearized version
and we compare the obtained solutions. Figures 5.29-5.33 show the optimal solutions,
as well as the resulting differences in the optimal solutions of the two algorithms in
terms of voltage magnitude profiles, line current flows and nodal active and reactive
power injections. Both algorithms are able to find an optimal solution that satisfies the
voltage constraints and, in fact, the resulting optimal solutions are almost identical.
In terms of optimality of the solution, the difference in the objective function value is
also negligible. In particular, the OPF solution has a smaller objective value than the
linearized problem but the actual difference is in the order of 3.04E−5. The last aspect
that we compare is the time required for the solution of the optimal control problem
with the two algorithms. To this end, we run each algorithm 100 times and store
the CPU time required for the solution of each optimization problem. In Table 5.13
the mean value of the CPU time required for each algorithm is shown, as well as the
corresponding 95-th percentile. As expected, the OPF algorithm is computationally
heavier.
Table 5.13: Comparison of CPU time required to solve the centralized OPF problem
and its linearized counterpart
Mean (sec) 95-th Percentile (sec)
Centralized OPF 71.260 176.467
Linearized Algorithm 0.143 0.196
5.10 Conclusions
In this chapter we investigate the limits of the branch flow convexification proposed
by Farivar-Low in [35, 36] and of the ADMM-based solution of the OPF problem. In
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Figure 5.30: Line current flows for the two control algorithms, namely the centralized
OPF and its linearized version.
particular, we discuss the misinterpretation of the physical model in the Farival-Low
formulation of the OPF problem and the unrealistic assumptions therein. We show
that the BFM-convexification of the OPF problem can result in solutions that violate
the line ampacity constraints up to 30− 40% depending on the network configuration
(i.e., line parameters, line length, rated voltage value, operating point). Additionally,
we show that the unboundedness of the consumption required for the exactness of
the SOCP relaxation can result in solutions where the demand increases to unrealistic
levels (up to hundreds of times) to ensure convergence to a feasible solution. In an
effort to extend the BFM-based OPF formulation to account for lines correctly modeled
as physically correct pi−equivalents, we find that the theorem of exactness in [35, 36]
does no longer hold and exactness may not be guaranteed. Furthermore, we provide
the ADMM-based decomposition of the OPF problem and we show that, depending
on the network parameters, there are cases for which the ADMM-based solution of the
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Figure 5.31: Difference in the line current flows obtained from solving the OPF problem
and its approximated linearized version.
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Figure 5.32: Nodal power set-points of the controllable DERs for the two control
algorithms, namely the centralized OPF and its linearized version.
non-relaxed OPF problem fails to converge.
To overcome the limitations of existing OPF solutions we propose specific algo-
rithms for the solution of the AC non-convex OPF problem in radial networks that are
proven to converge to a local minimum of the original problem. These algorithms use
an augmented Lagrangian approach and rely on the method of multipliers for the OPF
solution. The two algorithms solve the centralized and decentralized (asynchronous)
formulation of the targeted OPF. We show the robustness of the centralized version
with respect to the following parameters: (i) line lengths, (ii) network-rated voltage
values and (ii) network operating points (cases where the BFM convexification leads
to an incorrect solution), (iii) presence of lumped shunt capacitors in the grid (where
ADMM failed to converge to a solution) and (iv) initial conditions of the electrical
network state. In all cases the proposed centralized algorithm converges to a solu-
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Figure 5.33: Absolute difference in the nodal power set-points of the controllable DERs
for the two control algorithms, namely the centralized OPF and its linearized version.
tion that always satisfies the line ampacity constraints within few tens of iterations.
Finally, we verify the equivalence of the two proposed algorithms for the case of the
IEEE 13-nodes test distribution feeder where realistic operating conditions have been
considered. Both algorithms are found to converge to the same solution (i.e., nodal
voltages, nodal powers and line current flows). In the case of the centralized algorithm,
also for this benchmark network, convergence is achieved in few tens of iterations.
The distributed version of the OPF algorithm requires a non-negligible amount of
exchanged messages between neighboring bus- and line-agents but each iteration
entails simpler operations than one iteration of the centralized algorithm. As far as
future work is concerned, we plan to focus on the improvement of the convergence
behavior and scalability of the proposed distributed algorithm.
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6 Conclusions
In this thesis we design real-time optimal control schemes for active distribution
networks. In particular, we focus on voltage control and lines congestion management
as these are identified as the two major operational challenges within the context of
ADNs.
In order to design control algorithms tailored to the characteristics of distribution
networks, that will allow their evolution to active systems, a number of technical
challenges related to the ADNs operation have been taken into account. In particular,
the significant short-term volatility of non-dispatchable renewable energy resources in
combination with the low inertia and higher dynamics that characterize distribution
networks require optimal controls that meet stringent time constraints. Additionally,
with the view that the increasing penetration of DERs can become an opportunity for
the DNO rather than a problem, it is essential to optimally control network participants,
i.e., demand and generation, in addition to the traditional control of passive network
elements (e.g., OLTCs). Furthermore, the coordination of numerous DERs in ADNs, in
combination with their small individual impact and diverse nature calls for unified
scalable and/or distributed control mechanisms.
In this thesis, we design and propose a set of control algorithms, ranging from
fully centralized to fully decentralized solutions. Furthermore, we investigate the
potential of a variety of DERs, expected to be present in ADNs, such as distributed
generation units, energy storage systems and elastic demand, for providing ADNs
ancillary services. In particular, in terms of control strategies, we have focused on the
following design approaches:
• Centralized control schemes that rely on sensitivity coefficients and use a point-
to-point communication between the DNO and the controllable DERs;
• Decentralized control mechanisms that rely on sensitivity coefficients, use broad-
cast signals to control large populations of DERs and rely on state estimation for
the feedback channel;
• Centralized and distributed non-convex AC-OPF control algorithms.
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First we investigate the voltage control and lines congestion management problem
in distribution networks as a centralized linearized problem relying on voltage and
current sensitivity coefficients, similar to approaches used in HV transmission system.
To this end, we assume that the network admittance matrix is known and that a
monitoring infrastructure and a state estimation process are available that allow the
DNO to observe the grid state at frequent time-intervals. In order to extend traditional
HV approaches to the inherent multi-phase unbalanced configuration of distribution
networks and to increase its computational efficiency we provide a formal analytical
derivation of node-voltages and line-currents sensitivities as a function of the power
injections and transformers’ tap-changers positions. The derivation of the sensitivities
allows us to propose a dedicated control scheme where each of the three phases of the
controllable resources can be scheduled independently of the others. Using the same
centralized control architecture, we investigate the design of algorithms that do not
rely on the knowledge of the network model and we present results indicating that the
accurate knowledge of the network admittance matrix, which is a key assumption in
the control process, can be relaxed. In the case where the network admittance matrix
is known with uncertainty and in particular when the DNO has available nominal
values along with uncertainty bounds for the feeder parameters we propose a robust
optimization framework for the solution of the voltage control problem. In the case
where the network admittance matrix is not available at all we rely on a monitoring
infrastructure that provides measurements of voltage magnitudes and power injections
only and we propose a method to compute voltage sensitivity coefficients using solely
measured quantities.
Second, with respect to the case of controlling energy resources that are numerous
and diverse, we extend the proposed centralized linearized controller to design GECN,
a primary voltage control mechanism that is unified and scalable. GECN still relies on
the knowledge of the system model and on availability of both a monitoring infrastruc-
ture and a state estimation process. The goal of GECN is to perform primary voltage
control in ADNs on an aggregate level relying on state estimation for the feedback
channel and without micro-managing each DER which would require the specific
knowledge of each resource’s internal state. This goal is achieved via low bit-rate
broadcast control signals sent to large populations of distributed energy resources in
order to manage the variations of the aggregate nodal power injections in the network
buses. These signals are computed by a centralized network controller that solves an
optimization problem to obtain optimal active and reactive nodal power set-points
that lead to the desired operating point for voltage control and they are continuously
adjusted as a function of the observed power variations in the network buses. From
the controllable DERs perspective, all the resources connected to a specific network
bus, irrespectively of their nature, receive a common GECN signal. The local controller
of each controllable resource is designed in a way that it decides the system’s response
to the received signal according to each device’s internal state, constraints and capabil-
ities. Overall, GECN is conceived either to operate stand-alone as a primary controller
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or it can be deployed by the DNO as a further leverage in coordination with traditional
control resources, such as the OLTCs.
Both the aforementioned approaches rely on linearization of the link between
nodal voltages/line current flows (controlled quantities) and nodal power injections
(control variables) by means of sensitivity coefficients. In the last part of the thesis we
express the voltage control and lines congestion management problem without ap-
proximation of the power flow equations, resulting in a control problem that belongs to
the category of AC-OPF problems. In particular we formulate the problem of optimally
scheduling the injections of distributed photovoltaic units for voltage control and lines
congestion management purposes as a non-linear non-convex AC-OPF problem. For
the solution of the control problem, first, we review existing centralized and distributed
OPF algorithms. In particular, we focus on the BFM-based SOCP convexification of the
OPF problem and on the application of ADMM to the non-convex AC-OPF problem.
Both approaches exhibit serious limitations as we show through practical examples.
The BFM-based solution leads to an incorrect system model and can result in unrealis-
tic solutions as it requires the unboundedness of specific control variables, whereas
ADMM, in specific cases, exhibits oscillations and is not able to converge to a solution.
To overcome the identified limitations, we propose a centralized algorithm for the
solution of the non-approximated non-convex AC OPF problem in radial networks
that is proven to converge to a local minimum of the original problem. It uses an
augmented Lagrangian approach and relies on the method of multipliers and does
not require that the problem be convex. In an effort to solve the OPF problem in a
distributed way, we exploit the structure of the optimization problem and we apply a
primal decomposition method on the proposed centralized algorithm. In the resulting
distributed version of the algorithm, at each iteration, local agents, assigned to network
buses and network lines, exchange messages with their neighbors and solve simple
optimization problems using only local information. We present an asynchronous
implementation of the distributed algorithm where the messages of the neighboring
agents need not be synchronized. Finally, we show that the distributed algorithm
converges to the same solution as the centralized version.
All the control algorithms proposed in this thesis are validated using several
benchmark networks, ranging from small-scale systems, where typical values of MV
underground cables taken from manufacturers’ data are considered for the line pa-
rameters, to larger balanced and unbalanced IEEE distribution test feeders. The test
networks are appropriately adapted in order to include controllable DERs, as well as
non-controllable demand and non-dispatchable power injections represented by pho-
tovoltaic arrays. The considered DERs are modeled using realistic capability curves or
their corresponding circuit-representation where applicable. The loads and generation
profiles are inferred, in all the cases, from real measurements originally taken from
distribution feeders and actual PV installations in Switzerland and Italy.
The performance evaluation of the developed algorithms, through an extensive
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set of simulations, shows that they are able to successfully provide primary voltage
control and lines congestion management in distribution networks. In particular, sig-
nificant improvement in the network voltage profile (up to 6% of the network’s voltage
rated value) is achieved and increased voltage variations due to the highly volatile PV
production are significantly smoothed by the use of the proposed algorithms. More-
over, unexpected sags in the voltage due to high time-varying loads are compensated.
Additionally, unbalanced control of the network voltage and line-current profiles can
be achieved using the proposed methods and is shown to be more effective than the
3-phase balanced control of the DERs’ output in cases where large imbalances exist in
the network. Furthermore, the use of storage systems, demand response, conventional
and renewable distributed generation units is shown, first, to successfully contribute
to primary voltage control and lines congestion management and, second, to mitigate
the use of other traditional control systems like OLTC and static var compensators.
Within the context of GECN, heterogeneous DERs are shown to be successfully coordi-
nated towards a common control objective responding to the same broadcast signal.
Finally, the non-approximated non-convex AC-OPF formulation of the voltage control
and lines congestion management problem can be solved in a centralized or a fully
decentralized, asynchronous way and is shown to successfully converge to an optimal
solution that satisfies voltage constraints and line ampacity limits.
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