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We investigate the interaction between light and molecular systems modelled as quantum emitters
coupled to a multitude of vibrational modes via a Holstein-type interaction. We follow a quantum
Langevin equations approach that allows for analytical derivations of absorption and fluorescence
profiles of molecules driven by classical fields or coupled to quantized optical modes. We retrieve
analytical expressions for the modification of the radiative emission branching ratio in the Purcell
regime and for the asymmetric cavity transmission associated with dissipative cross-talk between
upper and lower polaritons in the strong coupling regime. We also characterize the Fo¨rster resonance
energy transfer process between donor-acceptor molecules mediated by the vacuum or by a cavity
mode.
PACS numbers: 71.35.-y, 05.60.Gg, 37.30.+i, 81.05.Fb
Recent experimental progress [1] has shown that the
Purcell enhancement of the zero-phonon line of a sin-
gle molecule can strongly alter the branching ratio of
spontaneous emission between the line of interest and
additional Stokes lines thus turning the molecule into an
ideal quantum emitter. At the mesoscopic level, experi-
ments in the collective strong coupling regime of organic
molecules with cavities or delocalized plasmonic modes
have shown important light-induced modifications of ma-
terial properties. Experimental and theoretical endeav-
ors go into the direction of charge and energy transport
enhancement [2–6], Fo¨rster resonance energy transfer
(FRET) enhancement [7–11], modified chemical reactiv-
ity [12–16], polariton dynamics [17, 18] etc. Oftentimes
however, experiments rely on theoretical models devel-
oped for standard cavity quantum electrodynamics (cavity
QED) [19–21] with two-level systems where one distin-
guishes between i) the Purcell regime, characterized by
modifications of the spontaneous emission rates and ii)
the strong coupling regime leading to the occurrence of hy-
brid light-matter states referred to as polaritons. Recent
theoretical efforts aim at covering this gap by solving a
generalized light-electronic-vibrations problem modeled as
a Holstein-Tavis-Cummings Hamiltonian. Investigations
aim at providing an understanding of the vibrationally
induced cavity polariton asymmetry [18, 22], vibrationally
dressed polaritons [23], dark vibronic polaritons [24, 25],
developing a cavity Born-Oppenheimer theory [26, 27] or
deriving relevant simplified models for large scale numerics
in the mesoscopic limit [28].
We provide here an alternative path based on solving
the Holstein-Tavis-Cummings dynamics at the level of
operators rather than states. The basic model considers
a molecular box (see Fig. 1(b)) comprised of an internal
electronic transition coupled to any number of vibrational
modes. Radiative decay and vibrational relaxation
are included as stochastic source terms in a set of
coupled standard quantum Langevin equations [29–33]
for vibrational and polaron operators (similarly applied
in optomechanical systems [34–36]). The method is
numerically tested showing correct predictions for molec-
ular emission/absorption lines. In the strong coupling
regime of cavity QED, polaron-polariton dynamics
provides insight in the upper-lower polariton dissipative
coupling. In the Purcell regime we analytically derive
the modified branching ratio of radiative transitions
between the zero-phonon line and all other Stokes
lines [1]. For different molecular species, we derive the
donor–acceptor FRET rate occurring either via direct
dipole-dipole virtual photon exchanges or in the presence
of a cavity. We find regimes where the direct transfer can
be increased by a Purcell-enhancement of the acceptor’s
absorption lines.
Model — We consider N molecules (j running from 1 to
N) with ground |gj〉 and excited |ej〉 electronic states and
Pauli lowering operators σj = |gj〉 〈ej |. Each molecule’s
excited state orbital is perturbed by its coupling to n vibra-
tional modes (frequencies νk), corresponding to stretching
along different nuclear coordinates. These are described
by creation/annihilation operators b†jk and bjk (k running
from 1 to n). The vibronic couplings (see Supplemen-
tal Material (SM) [37]) are modelled via the standard
Holstein Hamiltonian [38] (with ~ = 1) with coupling
parameters λk = µkνkR
(k)
ge r
(k)
zpm (the square root of the
Huang-Rhys factor) where the spread of the zero point
motion wavepacket is r
(k)
zpm =
√
1/(2µkνk) (with µk – the
effective mass for the given k-vibration). The free dynam-
ics of a single molecule is then governed by
h
(j)
0 =
(
ωe +
n∑
k=1
λ2kνk
)
σ†jσj +
n∑
k=1
νkb
†
jkbjk. (1)
Holstein contributions from all vibrational modes add as
h
(j)
H = −
n∑
k=1
λkνk
(
b†jk + bjk
)
σ†jσj , (2)
and lead to the standard Franck-Condon physics illus-
trated in Fig. 1(a). Notice that for each molecule one
could define a single collective vibrational bright mode
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Figure 1. (a) The equilibrium mismatch R
(k)
ge between ground and excited electronic potential landscapes along a nuclear
coordinate leads to the standard Franck-Condon physics with distinct optimal absorption (blue arrow) and emission (red arrow)
lines. (b) Molecular box consisting of an electronic transition operator σ coupled to n vibrations bk with frequencies, linewidths
and strengths dictated by the spectral density function F (ω). (c) Absorption/emission profiles for a toy-model molecule with
3 vibrational modes (spectral density shown in inset). Solid lines show numerical master equation results, dashed lines are
analytical results. (d) Cavity transmission |tc|2 on resonance ωc = ωe showing polariton asymmetry for λ = 0.3. Full lines are
numerical simulations with Γ = 1.5κ, g = 2κ, ν = 4κ while dotted lines are fitted Lorentzians with the analytically derived κUL.
that couples to the electronic degrees of freedom and di-
agonalize the free vibrational part in terms of dark modes
orthogonal to it and bright-dark couplings. In some cases
such chain transformation (as used in Ref. [28]) can pro-
vide a great simplification to the problem especially for
numerical simulations. This is not necessary in our treat-
ment as we can include all vibrational modes on equal
footing at the analytical level. The molecules can be
embedded in a cavity (see Fig. 1(a)) with a single mode
of interest - annihilation operator a with frequency ωc.
Each molecule is coupled with gj to the cavity field; the
interaction is the standard Tavis-Cummings Hamiltonian
Hc = ωca
†a+ i
N∑
j=1
(
gja
†σj − g∗jσ†ja
)
. (3)
At high densities, molecules sit in the near-field of their
neighbors which leads to vacuum mediated dipole-dipole
exchanges modelled as h
(ij)
dd = Ωijσiσ
†
j (with a strongly
distance dependent exchange rate Ωij). In addition, either
the molecules or the cavity can be driven by a laser at
frequency ω` with pump amplitude η` (or ηc - for cavity
pumping). Adding all the parts together, the system
coherent dynamics is governed by
H =
N∑
j=1
(
h
(j)
0 + h
(j)
H
)
+
N∑
i6=j
h
(ij)
dd +Hc +H`. (4)
Laser driving is included as H` =
iη`
∑N
j=1
(
σ†je
−iω`t − σjeiω`t
)
(for molecule pump-
ing with amplitude η`) or as H` = iηc
(
a†e−iω`t − aeiω`t)
(with ηc for cavity pumping). Dissipation is added
as Lindblad terms: radiative decay (at rates γj with
collapse operators σj), cavity field decay (rate κ, collapse
operator a) and internal vibration relaxation (rates
Γjk, collapse operators bjk). For a collapse operator O
with rate γO the Lindblad term applied to a density
operator ρ is: LO[ρ] = γO
{
2OρO† − ρO†O −O†Oρ}.
For the optical cavity field the Lindblad term is exact
even in the zero temperature limit. For vibrations, this
is an approximation as the physics of bulk-vibrations
interactions could be better included as a Brownian noise
dissipation model [39]. We compare the two dissipation
models in the SM [37] showing agreement for spectral line
frequencies and identifying terms leading to disagreement
in linewidth predictions.
Single molecule spectroscopy— Setting g = 0 and
assuming a single molecule N = 1 coupled to many
vibrational modes n > 1, the molecular Hamiltonian
can be diagonalized by a standard (level dependent) po-
laron transformation U† = (D†)σ†σ. This is a collec-
tive transformation as D† = D†1...D†n where each individ-
ual displacement is defined as Dk = exp(−i
√
2λkpk) =
exp[λk(b
†
k − bk)] with the momentum quadrature pk as a
generator. The driving part is transformed accordingly
H˜` = iη`
(
σD†eiω`t −Dσ†e−iω`t) and describes the gen-
eration of a superposition of coherent wavepackets with
amplitudes λk – accompanying stimulated absorption and
inverse displacement (with −λk) for stimulated emission.
However, we only indirectly make use of this transfor-
mation by shifting to a Langevin description where the
time dynamics of a polaron operator σ˜(t) = σ(t)D†(t) is
followed. Under weak driving conditions η`  γ the exact
Langevin equations (see SM [37]) can be simplified to:
dbk(t)
dt
= −(Γk + iνk)bk(t) +
√
2Γkb
k
in(t), (5a)
dσ˜(t)
dt
= − [γ − i(ω` − ωe)] σ˜(t) +
√
2γD†(t)Σin(t),
(5b)
where we condensed the noise affecting the electronic
transition into a term of non-vanishing average Σin(t) =
η`/
√
2γ + σin(t). For zero temperature T = 0, the
only non-zero noise correlations are 〈σin(t)σ†in(t′)〉 =
δ(t− t′). The reservoir model is consistent with models
3used elsewhere [22]: the power spectrum of the vibra-
tional force F = λν(b + b†) is given by a Lorentzian
centered around the vibrational frequency F (ω) =
2λ2ν2Γ/
[
Γ2 + (ω − ν)2]. For simplicity of presentation
we will proceed with T = 0; however the SM [37] presents
a general approach to include thermal effects by in-
cluding a finite T via 〈b†in(t)bin(t′)〉 = Γn¯δ(t − t′) and
〈bin(t)b†in(t′)〉 = Γ(n¯+ 1)δ(t− t′) where the thermal occu-
pancy is given by n¯ = [exp(~ν/(kBT))− 1]−1. The first
equation can be integrated to give a solution for D(t) in
terms of vibrational input noises bkin(t) and b
k,†
in (t). We
can then derive the solution for σ˜(t) = σ(t)D†(t) and
subsequently for the bare Pauli operator
σ(t) = σ(0)D(t)D†(0)e−[γ−i(ω`−ωe)]t (6)
+
√
2γ
∫ t
0
dt′e−[γ−i(ω`−ωe)](t−t
′)Σin(t
′)D(t)D†(t′).
This expression allows for the derivation of any sys-
tem property both in the transient regime as well
as in steady state. For the absorption (extinc-
tion) profile, we evaluate 〈σ†(t)σ(t)〉 in steady state
under continuous driving conditions (see SM [37]).
As the input noises commute at any time, one is
left with the task of evaluating 〈Dk(t)D†k(t′)〉 =
exp(−λ2k) exp
(
λ2k[exp(− (Γk + iνk)(t− t′))]
)
. After the
subsequent integration the excited state population P sse =
〈σ†σ(t)〉 is given by
P sse = η
2
`
∞∑
{mk}=0
sλ1m1 ...s
λn
mn
[
γ + Γ{mk}
]
/γ[
γ + Γ{mk}
]2
+
[
ω` − ωe − ν{mk}
]2 .
(7)
The sum above runs over all the indices {mk} ≡
m1, ...,mn and the numerator contains a product of Pois-
sonian coefficients sλkmk = exp(−λ2k)λ2mkk /mk!. The de-
nominator indicates a series of resonances correspond-
ing to frequency up-shifted absorption lines with vi-
brationally modified linewidths Γ{mk} =
∑n
k=1mkΓk
and corresponding vibrationally-induced energy shifts
ν{mk} =
∑n
k=1mkνk (see Fig. 1(c)). Notice that the
absorption profile in the pure two-level system limit
is immediately recovered by setting all λk = 0, which
implies that only terms with all mk = 0 contribute
such that the expected simple Lorentzian is obtained
〈σ†σ(t)〉 = η2`/[γ2 + (ω` − ωe)2].
To evaluate the fluorescence spectrum (see SM [37]), we
assume initial preparation of the molecule in a mixed
state between ground and excited electronic states with
no vibrations and compute the two-time correlations
〈σ†(τ)σ(0)〉. The spectrum is defined as Sem(ω) =
2<∫∞
0
dτ 〈σ†(τ)σ(0)〉 e−iωτ [40] and is expressed as
Sem(ω) =
∞∑
{mk}=0
2sλ1m1 ...s
λn
mn
[
γ + Γ{mk}
][
γ + Γ{mk}
]2
+
[
ω − ωe + ν{mk}
]2 .
(8)
The Stokes lines are present in the resonances of the
denominator requiring ω = ωe − ν{mk} (see Fig. 1(c) -
plotted in a frame rotating with ω`). Setting all mk = 0
reveals the zero-phonon line strength in the emission
proportional to sλ10 ...s
λn
0 = e
−(λ21+...+λ2n). Notice that for
a molecule with many vibrations, even if all Huang-Rhys
factors are small, the collective vibrationally induced
reduction of the oscillator strength on the zero-phonon
line can be considerably large. Also, the branching
ratio of the molecules defined as α = γ00/(γ00 + γ
′)
(γ00 is the radiative rate of the zero-phonon line and
γ′ represents the sum of rates to all other states in the
ground state manifold) can be immediately estimated to
α = e−(λ
2
1+...+λ
2
n).
Cavity-molecule spectroscopy – We set N = 1 and
consider laser driving of the cavity mode instead. The
vibrational mode follows the same Langevin equation as
in Eq. (5) while the cavity-molecule coupling is described
in terms of dressed polaron operators σ˜(t) = σ(t)D†(t)
and a˜(t) = a(t)D†(t). We can formulate the dynamics in
matrix form (see SM [37]) ∂tv˜(t) = Mv˜(t)+ v˜in(t) for the
vector of operators v˜(t) = (σ˜(t), a˜(t))ᵀ. The dynamics is
described by the drift matrix (with renormalized cavity
frequency ω¯c = ωc −
∑n
k=1 λ
2
kνk)
M =
(− [γ − i(ω` − ωe)] g
−g − [κ− i(ω` − ω¯c)]
)
, (9)
and the vector of input noises contains the con-
tributions from the displaced electronic and op-
tical driving noises and is given by v˜in(t) =
(
√
2γD†(t)σin(t),
√
2κD†(t)Ain(t))ᵀ where we condensed
here the input of the cavity in a single term Ain =
ηc/
√
2κ + ain. Diagonalization of the M matrix im-
plies that M = TΛMT
−1 where ΛM is a diagonal ma-
trix with ± = − (γ± + iω±) on the diagonal. The T
matrix is made of the eigenvector components. A for-
mal solution in steady state for the bare operator vector
v(t) = (σ(t), a(t))
ᵀ
can be obtained
v(t) =
∫ t
−∞
dt′TeΛM (t−t
′)T−1D(t)v˜in(t′). (10)
In general one is interested in deriving the cavity trans-
mission function as the laser detuning is swept around the
cavity resonance which we define as tc = κ 〈a(t)〉 /ηc. To
this end we evaluate the second element of the operator
vector and perform a classical averaging which leads to
tc =
T11T22
det T
∞∑
{mk}=0
κsλ1m1 ...s
λn
mn
γ− + Γ{mk} − i
(
ω` − ω− − ν{mk}
)
(11)
− T12T21
det T
∞∑
{mk}=0
κsλ1m1 ...s
λn
mn
γ+ + Γ{mk} − i
(
ω` − ω+ − ν{mk}
) .
4where det T = T11T22−T12T21. The poles of the denom-
inator show that the maximum transmission occurs at
ω± with linewidths γ±. For λ = 0 (pure quantum emitter
case) the strong coupling regime with g  (κ, γ) predicts
two eigenfrequencies roughly positioned at ωe ± g with
linewidths (κ + γ)/2. For λ > 0, dissipatively-induced
polariton cross-talk leads to an asymmetric transmission
profile as illustrated in Fig. 1(d). A first order pertur-
bative approach (as derived in SM [37]) including upper-
lower polariton exchanges via single vibrations leads to
an approximate dissipative rate:
κUL =
1
2
λ2ν2Γ
Γ2 + (ω+ − ω− − ν)2
. (12)
For g = ν/2, the upper polariton lifetime can be simply
casted as 2κ′ = 2κ[1 + λ2g2/(κΓ)]. The upper polariton
is a Lorentzian with an effectively reduced maximum cor-
responding to an increased linewidth (κ+ γ)/2 + κUL/2.
Another interesting aspect is the modification of the ra-
diative branching ratio in the Purcell regime (experi-
mentally employed to turn a molecule into an efficient
quantum emitter [1]). We analyze the fluorescence spec-
trum of a partially excited molecule for κ g00  γ but
large cooperativity C00 = g
2
00/(κγ)  1. We denote by
g00 = ge
−∑nk=1 λ2k/2 the coupling rate between the cavity
mode and the zero-phonon line reduced from the total
rate g by the reduction in oscillator strength. Assuming
very good resolution of the zero-phonon line with ωc = ωe
and κ  νk the emergence of the Purcell regime is ac-
companied by ω+ = ω− = ωe, γ+ ≈ κ but an enlarged
γ− = γ′ + γ00(1 + C00) γ. While emission into levels
other than the zero-phonon line is unperturbed and sums
up to γ′ = γ − γ00, the zero-phonon line decay is strongly
enhanced and the cavity-modifed branching ratio can be
expressed as
αcav =
(1 + C00)e
−∑nk=1 λ2k
1 + C00e−
∑n
k=1 λ
2
k
, (13)
going to unity in the limit that C00 →∞ and reproducing
the bare molecule result for C00 = 0.
Fo¨rster resonance energy transfer – We consider two
molecules (donor-D and acceptor-A) with frequency mis-
match ωD − ωA = ∆ νD,A [see Fig. 2(a)]. As Fig. 2(b)
illustrates, their emission-absorption spectra contain a
small overlap which allows an energy transfer from the
donor to the acceptor via near field strongly distance
dependent dipole-dipole exchanges Ω(r) ∝ 1/r3. For
Ω(r) > γD, an initially excited donor will lose energy both
via radiative emission at rate 2γD as well as via a resonant
exchange with the acceptor’s higher excited state vibra-
tional manifold. In a standard regime where Ω(r) ΓA
a uni-directional process emerges as the acceptor quickly
relaxes to the zero vibrational state and radiates around
its peak emission frequency. We analyze the process in a
transient pump-probe scenario where the donor is quickly
excited and its natural decay rate is modified by a rate
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Figure 2. (a) Unidirectional near-field FRET processe showing
donor excitation (blue) followed by energy exchanges (green)
and acceptor emission (red). (b) Donor emission and acceptor
absorption spectra with overlap in green region. Zero phonon
lines are indicated by A00 and D00. c) Solution of the rate
equations for time dynamics of the D-A system with (full lines)
and without coupling (dashed lines) in a pump-probe scenario.
The tangents (dotted lines) show that the independent radia-
tive emission of the donor at rate 2γD is modified by energy
transfer rate κET while the initial population increase of the
acceptor is governed by the same quantity κET. Agreement
with numerical simulations is indicated by the dashed-dotted
curves with parameters γA = γD = γ, Ω(r) = 15γ, ∆ = 500γ,
νA = νD = 250γ, ΓA = ΓD = 30γ, λD = 0.6, λA = 0.4.
κET at which it spills energy into the acceptor via the
emission-absorption overlap. We proceed by deriving
effective rate equations: ∂tPD = −(2γD + κET)PD and
∂tPA = −2γAPA + κETPD for acceptor/donor excited
state populations PA/D under the perturbation condition
Ω(r)  ΓA. From the Langevin equations of motion
(see SM [37]) we identify the term responsible for energy
migration as −2Ω(r)= 〈σ†AσD〉 ≈ κETPD(t) and estimate
(for simplicity we set γD = γA) the Fo¨rster resonance
energy transfer as
κET =
∑
nA,nD
2sλDnDs
λA
nA(nAΓA + nDΓD)Ω(r)
2
(nAΓA + nDΓD)2 + (∆− nAνA − nDνD)2 .
(14)
The scaling with distance is straightforward as
Ω(r)2 ∝ r−6. Optimization of the transfer rate requires
maximizing the Poissonian coefficients while bringing
the Lorentzian into resonance. This is none other than
the usual overlap integral widely discussed in literature
but expressed in terms of discrete emission/absorption
lines. The resonance transfer occurs when emission meets
5absorption i.e., fluorescence lines of the donor ωD−nDνD
overlap absorption lines of the acceptor ωA + nAνA. The
formalism allows for extensions to many vibrational
modes, temperature effects as well as for the inclusion of
dissipative collective effects (subradiance/superradiance)
which have been shown to play a role in enhancing the
energy transfer rate between quantum emitters [11].
The pump-prope dynamics is illustrated in Fig. 2(c)
where the donor evolution sees an accelerated rate in
the presence of a nearby placed acceptor (line tangent
show the convergence of the early time evolution with
the analytically estimated transfer rate).
In addition to the direct dipole-dipole interaction
cavity-mediated processes via couplings gD,A between
donor/acceptor and mode a participate in the energy
transfer. We focus on deriving scaling laws in the
bad-cavity regime (large cooperativity) via the same
perturbative method applied in the case of the direct
Fo¨rster energy transfer (see SM [37]): this leads to an
extra term in the acceptor population rate equation
∂tPA = −2γAPA + κET(r)PD + κcavETPD. The first
term contains a cavity-modified dipole-dipole energy
transfer rate springing from 2Ω(r)= 〈σ†AσD〉. The second
term includes purely cavity mediated processes coming
from 2gA= 〈σ†Aa〉. While the analytical expressions are
cumbersome, an immediate result emerges which implies
an acceleration of the transfer rate when the cavity is
matched to the peak absorption line of the acceptor
roughly at ωc = ωA + nAνA with nA around λ
2
AνA.
Further optimization requires the particular details of
the donor/acceptor emission/absorption lines and their
relevant vibrational levels involved in the transfer.
Conclusions - A treatment based on quantum Langevin
equations allows for analytical insight into the role of
vibrations in cavity QED with molecules. Its strength
lies in the inclusion of an arbitrary number of vibrations
in thermal equilibrium at any T. We have derived spec-
troscopic quantities and presented general expressions for
energy transfer rates between donor-acceptor molecules
outside and inside cavities as well as a perturbative ex-
pression for dissipative polariton coupling. The approach
can be extended to include the dynamics of bulk phonons
and their coupling to vibrations leading to vibrational
relaxation and phonon wings. Future endeavors will also
aim at treating mesoscopic systems in the weak excita-
tion limit with the input-output formalism of Ref. [41]
providing a quantum description of the cavity output
field. This could allow for efficient numerical simulations
of the collective strong coupling regime of cavity QED
with molecules, identifying the role of dipole-dipole inter-
actions, super/subradiant and collective dark states.
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7Appendix A: Ad-hoc derivation of the Holstein model for a single nuclear coordinate
Let us justify the form of the Holstein Hamiltonian [38] by following a first-principle derivation for a single nuclear
coordinate R of effective mass µ. We assume that, along the nuclear coordinate, the equilibria for ground (coordinate
Rg, state vector |g〉) and excited (coordinate Re and state vector |e〉) electronic orbitals are different. Notice that, for
the simplest case of a homonuclear diatomic molecule made of nuclei each with mass m, a single vibrational mode
exists corresponding to the relative motion mode with effective mass µ = m/2; the equilibria coordinates Rg and Re
correspond to the bond length in ground/excited states. Assuming that both the ground and the excited state have
the same parabolic shape around the minima (with second derivative leading to a vibrational frequency ν) one can
write the total Hamiltonian:
H =
[
ωe +
p2
2µ
+
1
2
µν2 (R−Re)2
]
σ†σ +
[
p2
2µ
+
1
2
µν2 (R−Rg)2
]
σσ†. (A1)
Notice that the Hamiltonian is written in a Hilbert space spanning both electronic dynamics (via the Pauli operators)
and mechanical dynamics. Introducing small oscillations around the equilibria Q = R − Rg and subsequently
R−Re = Q+Rg −Re =: Q−Rge we obtain
H =
P 2
2µ
+
1
2
µν2Q2 + ωeσ
†σ − µν2QRgeσ†σ + 1
2
µν2R2geσ
†σ. (A2)
The last term is a renormalization of the bare electronic transition frequency energy (absent in some theoretical
treatments) which will naturally go away when diagonalizing the Hamiltonian via the polaron transformation resulting
in ωe as the natural electronic transition. We can now rewrite the momentum and position operators in terms of bosonic
operators Q = rzpm(b
†+b), P = ipzpm(b†−b) by introducing the zero-point-motion rzpm = 1/
√
2µν and pzpm =
√
µν/2.
Reexpressing the terms above via the Huang-Rhys factor λ = µνRgerzpm yields the Holstein-Hamiltonian
H = νb†b+ (ωe + λ2ν)σ†σ − λν(b† + b)σ†σ. (A3)
One can bring this Hamiltonian into diagonal form νb†b+ ωeσ†σ via the polaron transformation U† = (D†)σ†σ where
the displacement is defined as D = exp(−i√2λp) = exp[λ(b† − b)] with the dimensionless momentum quadrature
p = i(b† − b)/√2 as generator (we also define the dimensionless position quadrature q = (b† + b)/√2). Notice that the
polaron transformation also removes the vibronic shift of the excited state.
Appendix B: Quantum Langevin equations
We will list the exact and approximated quantum Langevin equations for a single vibration with the observation
that the many vibrations case is a straightforward generalization. The derivation is based on the property that an
exact transformation exists linking any master equation in Lindblad form to an equivalent equation of motion that
properly includes noise terms associated with the Lindblad collapse operators [29]. Explicitly, for any operator O
O˙ = i [H,O]− [O, c†] {γcc−√2γccin}+ {γcc† −√2γcc†in} [O, c] , (B1)
where an input noise occurs for any collapse operator c at rate γc. In our case we have collapse operators σ and b with
corresponding rates γ and Γ. After working out the commutation relations, one obtains:
db
dt
= −(Γ + iν)b+ iλνσ†σ +
√
2Γbin, (B2a)
dσ˜
dt
= −(γ + iωe)σ˜ + η`e−iω`t(1− 2σ†σ)D† + λΓ(b† − b)σ˜ + (1− 2σ†σ)
√
2γσ˜in −
√
2Γσ˜(b†in − bin), (B2b)
dσ†σ
dt
= −2γσ†σ + η`(σ†e−iω`t + σeiω`t) +
√
2γ
[
σ†σin + σ
†
inσ
]
. (B2c)
Under the assumption of weak driving η`  γ the transition dipole scales at most as η`/γ while the population scales
as η2`/γ
2. The back-action term leading to a change in the vibrational dynamics is then small compared to Γ or ν
which allows us to work in perturbation theory up to second order in η`. We also can neglect terms σ
†σ with respect
8to unity. This leads to the following perturbative Langevin equations (where now we transform into a frame rotating
at the laser frequency) which will be the basis of our analytical treatment:
db
dt
= −(Γ + iν)b+
√
2Γbin, (B3a)
dσ˜
dt
= −(γ + iωe − iω`)σ˜ + η`D†(t) +
√
2γσ˜in, (B3b)
dσ†σ
dt
= −2γσ†σ + η`(σ† + σ) +
√
2γ
[
σ†σin + σ
†
inσ
]
. (B3c)
Here, in (B3b) we have neglected the term λΓ(b† − b)σ˜ as well as the corresponding noise term −√2Γλ(b†in − bin)σ˜.
We can however estimate the contribution of those terms by averaging (tracing) over the vibrational ground state |0〉
(assuming fast non-radiative decay):
λΓ 〈(b† − b)σ˜〉 −
√
2Γλ 〈(bin − b†in)σ˜〉 = −λ2Γσe−λ
2/2, (B4)
which has to be compared with the bare electronic contribution −γ 〈σ˜〉 = −γσe−λ2/2. We can see that the terms
effectively lead to an additional dephasing of the dipole operator with γ + λ2Γ. This would imply disagreement with
experimental observations of lifetime limited transitions for the zero-phonon line of molecules as vibrational relaxation
rates are much larger than radiative rates. However, we show in (SM D) that a modelling of non-unitary dynamics
based on a Brownian noise model removes this inconsistency at the level of linewidths while showing perfect agreement
in spectroscopic line positions. However, for simplicity of derivations and comparison with numerical simulations we
rely on the simple Linblad form master equation in the following.
The procedure we will follow to derive molecular spectra is to first integrate the vibrational dynamics b(t) and
subsequently replace the time evolved displacement operator D(t) in the equations for σ˜(t) and σ†σ(t). Most of the
physics is contained in the two-time correlations 〈D(t)D†(t′)〉 which we evaluate in Appendix C.
Appendix C: Dynamics of the vibrational mode. Properties of the displacement operators
We integrate here the equations of motion for the vibrational operators and compute the two-time correlation
functions for displacement operators as relevant to the further computation of any electronic degree of freedom operator.
Simplified model: creation and annihilation operators.
First, let us analyze the properties of the vibrational mode operators. We will follow the dynamics on timescales
defined by the slow radiative evolution with a timescale γ−1  Γ−1. This allows us to consider that the vibrations
are practically always in steady state and operators at any time t > 0 are given by a formal integration with initial
conditions extended to −∞ such that
b(t) =
√
2Γ
∫ t
−∞
dτe−(Γ+iν)(t−τ)bin(τ). (C1)
The corresponding Hermitian conjugate operator is given by
b†(t) =
√
2Γ
∫ t
−∞
dτe−(Γ−iν)(t−τ)b†in(τ), (C2)
and the commutator of such operators results in
[b(t), b†(t′)] =
{
e−(Γ+iν)(t−t
′) t ≥ t′
e−(Γ−iν)(t
′−t) t′ ≥ t . (C3)
9Spectrum of the Holstein force. Non-zero temperature bath.
Let us estimate the power spectrum of the force acting on the excited electronic orbital by defining (in analogy with
Ref. [22]) an effective hermitian force F = λν(b+ b†). The power spectrum is defined as:
F (ω) = 2<
{∫ ∞
0
dτeiωτ 〈F (τ)F (0)〉
}
. (C4)
which is none other than the spectrum of the displacement variable in equilibrium with the environment. Notice that
the only non-vanishing correlations at different times are:
〈b(t)b†(t′)〉 = 2Γ
∫ t
−∞
dτ
∫ t′
−∞
dτ ′e−(Γ+iν)(t−τ)e−(Γ−iν)(t
′−τ ′)δ(τ − τ ′) = e−(Γ+iν)(t−t′), (C5)
which leads to a spectrum of the effective force acting on the excited electronic orbital of the molecule
F (ω) = 2λ2ν2<
{
1
Γ + i(ω − ν)
}
=
2λ2ν2Γ
Γ2 + (ω − ν)2 . (C6)
One can also include a T > 0 bath in the correlations of the noise operators 〈b†in(t)bin(t′)〉 = Γn¯δ(t − t′) and
〈bin(t)b†in(t′)〉 = Γ(n¯ + 1)δ(t − t′) where the thermal occupancy n¯ = [exp(~ν/(kBT)) − 1]−1. This would lead to a
temperature dependent spectrum
F (ω;T ) = 2λ2ν2<
{
1
Γ + i(ω − ν)
}
(1 + 2n¯) =
2λ2ν2Γ
Γ2 + (ω − ν)2 (1 + 2n¯). (C7)
Two-time correlations of displacement operators.
Now we can estimate properties of the displacement operator. The trace over the displacement operators in the
Heisenberg picture is done with the initial vacuum density operator |0〉 〈0| for the vibrational mode (as well as for all
the outside modes encompassed in the input noise). We can then deduce the two-time correlations for a given time
ordering t > t′
〈0|D(t)D†(t′)|0〉 = 〈0|eλ(b†(t)−b(t))e−λ(b†(t′)−b(t′))|0〉 = 〈0|e−λb(t)e−λb†(t′)|0〉 e−λ2 = eλ2
[
e−(Γ+iν)(t−t
′)
]
e−λ
2
. (C8)
This leads to the main expressions that we will be using in the following especially in the sum form expressed below:
〈D(t)D†(t′)〉 = e−λ2eλ2
[
e−(Γ+iν)(t−t
′)
]
=
∞∑
m=0
sλme
−m(Γ+iν)(t−t′), (C9)
and
〈D(t′)D†(t)〉 = e−λ2eλ2
[
e−(Γ−iν)(t−t
′)
]
=
∞∑
m=0
sλme
−m(Γ−iν)(t−t′), (C10)
where sλm = e
−λ2λ2m/m!.
Appendix D: Brownian noise model.
The dynamics of a mechanical oscillator subject to thermal noise (modelled as Brownian motion dynamics) is
encompassed in the following equations of motion for the dimensionless quadratures q = (b†+b)/
√
2 and p = i(b†−b)/√2
q˙(t) = νp, (D1)
p˙(t) = −νq − 2Γp+ ζ(t), (D2)
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combined with the correlations of the input noise at a given bath temperature in the time domain [34]
〈ζ(t)ζ(t′)〉 = 1
2pi
∫ ∞
−∞
dωe−iω(t−t
′)
{
2Γω
ν
[
coth
~ω
2kBT
+ 1
]}
=
1
2pi
∫ ∞
−∞
dωe−iω(t−t
′)Sth(ω). (D3)
For an arbitrary temperature, the average thermal occupancy is n¯ = 1/(exp(~ω/kBT ) − 1). The spectrum at the
±ν then gives the cooling and heating contributions: Sth(ν) = 4Γ(n¯ + 1) and Sth(−ν) = 4Γn¯. Generally, from
these properties one can always estimate the damping rate 2Γ = (Sth(ν)− Sth(−ν))/2 and equilibrium occupancy as
n¯ = Sth(−ν)/[Sth(ν) + Sth(−ν)]. Close to zero temperature T = 0, the thermal spectrum becomes very asymmetric
Sth(ω) = [4ωΓ/ν] θ(ω) as it vanishes for negative frequencies (we introduced the Heaviside function θ(ω)). Generally,
one can proceed with a Fourier domain analysis of the steady state of the equations above which lead to:
q(ω) = (ω)ζ(ω) and p(ω) = −iω
ν
(ω)ζ(ω) and (ω) =
ν
ν2 − ω2 − 2iΓω . (D4)
The zero point energy can be estimated by using
∫∞
0
dω|(ω)|2 = pi/(4Γ) which leads to 〈q2〉 = 1/2 as expected.
However, for the momentum the integral
∫∞
0
dω|ω(ω)|2 diverges and requires the introduction of a cutoff frequency
Λ > ν to keep it finite. Under this assumption and noticing that the susceptibility is sharply peaked at ν one can
evaluate the integral by fixing ω = ν in the numerator and obtaining the expected equipartition rule. Furthermore,
one can obtain the following two properties
[q(t), p(t′)] = i
{
e−(Γ+iν)(t−t
′) t ≥ t′
e−(Γ−iν)(t
′−t) t′ ≥ t (D5)
〈p(t)p(t′)〉 = 1
2
{
e−(Γ+iν)(t−t
′) t ≥ t′
e−(Γ−iν)(t
′−t) t′ ≥ t (D6)
which is identical to the Langevin case (when replacing p = i(b† − b)/√2, q = (b† + b)/√2). This also implies that the
correlation function for the displacement operator 〈D(t)D†(t′)〉 is identical in both models. Calculating the equation
of motion for ˙˜σ = σ˙D† + σD˙† one finds
˙˜σ = − [γ − i(ωl − ωe)] σ˜ + ηD† − 2
√
2iΓλσpD† +
√
2γσ˜in +
√
2iσλζD†. (D7)
We can again estimate the contribution of the off-diagonal terms which gave rise to a dephasing term in the Langevin
model. Here we obtain
−2
√
2iΓλσ 〈pD†〉+
√
2iσλ 〈ζD†〉 = 0, (D8)
where we used that 〈pD†〉 = 1
i
√
2
d
dλ 〈D†〉 and 〈ζD†〉 =
∑∞
m=0
(i
√
2λ)m
m! 〈ζ(t)p(t)m〉 =
√
2iΓλe−λ
2/2 (obtained by an
application of the Isserlis’ theorem and with relation 〈ζ(t)p(t)〉 = Γ).
Appendix E: Absorption profile (steady state analysis)
We will analyze the absorption profile of the system under continuous (weak) driving in steady state. This amounts
to computing the expression of the excited state population 〈σ†σ〉 as a function of the incoming laser frequency.
Single vibrational mode.
From Eqs. (B3) we find:
d
dt
〈σ†σ〉 = −2γ 〈σ†σ〉+ η`(〈σ†〉+ 〈σ〉) +
√
2γ 〈σ†σin + σ†inσ〉 . (E1)
To proceed we will need the expression of the Pauli operator in steady state which we obtain as:
σ(t) =
∫ t
−∞
dt′e−[γ−i(ω`−ωe)](t−t
′)
(
η` +
√
2γσin
)
D(t)D†(t′). (E2)
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To find the average molecular dipole one then performs a trace over the right hand side of the operator expression:
〈σ(t)〉 = η`
∫ t
−∞
dt′e−[γ−i(ω`−ωe)](t−t
′) 〈D(t)D†(t′)〉 = η`
∞∑
m=0
sλm
(γ +mΓ)− i(ω` − ωe −mν) . (E3)
Now we can first see that the last term is vanishing while the general expression can be evaluated as
〈σ†(t)σ(t)〉 =
∫ t
−∞
dt′e−2γ(t−t
′)η`
[〈σ†(t′)〉+ 〈σ(t′)〉] = η2` ∞∑
m=0
sλm(γ +mΓ)/γ
(γ +mΓ)2 + (ω` − ωe −mν)2 . (E4)
Many vibrational modes.
Extending to many modes we have the same equation as before
dσ˜
dt
= − [γ − i(ω` − ωe)] σ˜ + ηD†(t) +
√
2γσ˜in, (E5)
except that now the displacement is produced by all vibrations
D† =
n∏
k=1
D†k = D†1D†2...D†n. (E6)
For the calculation of absorption and emission profiles we have to evaluate terms like∫ t
−∞
dt′e−[γ−i(ω`−ωe)](t−t
′) 〈D(t)D†(t′)〉 =
∫ t
−∞
dt′e−[γ−i(ω`−ωe)](t−t
′) 〈D1(t)D2(t)...Dn(t)D†1(t′)D†2(t′)...D†n(t′)〉 .
(E7)
The expectation value can be factorized as modes are independent from each other at any given time and we use for
each mode
〈Dk(t)D†k(t′)〉 = e−λ
2
ke
λ2k
[
e−(Γk+iνk)(t−t
′)
]
=
∞∑
mk=0
sλkmke
−mk(Γk+iνk)(t−t′), (E8)
so we have to compute:
e−
∑n
k=1 λ
2
k
∫ t
−∞
dt′e−(γ−i(ωl−ωe))(t−t
′)
[
e
λ21
[
e−(Γ1+iν1)(t−t
′)
]
..e
λ2n
[
e−(Γn+iνn)(t−t
′)
]]
. (E9)
We can now perform the integral to find
〈σ(t)〉 = η`
∞∑
{mk}=0
sλ1m1 · · · sλnmn
γ + Γ{mk} − i
(
(ωl − ωe)− ν{mk}
) , (E10)
where Γ{mk} =
∑n
k=1mkΓk, ν{mk} =
∑n
k=1mkνk and {mk} ≡ m1, ...mn is a list of all indices. This leads to the
corresponding population expression
〈σ†(t)σ(t)〉 =
∫ t
−∞
dt′e−2γ(t−t
′)η`
[〈σ†(t′)〉+ 〈σ(t′)〉] = η2` ∞∑
{mk}=0
sλ1m1 · · · sλnmn(γ + Γ{mk})/γ
(γ + Γ{mk})2 + (ω` − ωe − ν{mk})2
. (E11)
Appendix F: Emission spectrum
Transient regime.
A simple way to obtain the emission spectrum [40] is to consider the transient dynamics of a molecule initially
partially excited with 〈σ†(0)σ(0)〉 = p0. From Eq. (6) we can compute two-time correlations and eliminate all the
12
vanishing ones (between transient and steady state contributions) to arrive at
〈σ†(τ)σ(0)〉 = p0 〈D(0)D†(τ)〉 e−(γ+iωe)τ =
∑
m
sλmp0e
−(γ+mΓ+i(ωe−mν))τ . (F1)
Performing the Fourier transform gives
Sem(ω) = 2<
∫ ∞
0
dτe−iωτ 〈σ†(τ)σ(0)〉 =
∑
m
sλm
2 (γ +mΓ) p0
(γ +mΓ)
2
+ (ω − ωe +mν)2
. (F2)
Steady state regime.
In steady state the calculation of the emission spectrum is more cumbersome as it involves the evaluation of four-point
correlation functions. Using the solutions
σ(t) =
∫ t
−∞
dτe−(γ−i∆e)(t−τ)
(
η` +
√
2γσin
)
D(t)D†(τ) (F3)
σ†(t) =
∫ t
−∞
dτe−(γ+i∆e)(t−τ)
(
η` +
√
2γσ†in
)
D(τ)D†(t), (F4)
in the steady state regime the autocorrelation function is given by
〈σ†(t)σ(t′)〉 = η2`
∫ t
−∞
dτ
∫ t′
−∞
dτ ′e−(γ+i∆e)(t−τ)e−(γ−i∆e)(t
′−τ ′)〈D(τ)D†(t)D(t′)D†(τ ′)〉. (F5)
The four-point correlation function of the displacement operators can be easily evaluated to be
〈D(τ)D†(t)D(t′)D†(τ ′)〉 = 〈0|eλ(b†(τ)−b(τ))e−λ(b†(t)−b(t))eλ(b†(t′)−b(t′))e−λ(b†(τ ′)−b(τ ′))|0〉 (F6)
= 〈0|e−λb(τ)e−λb†(t)eλb(t)eλb†(t′)e−λb(t′)e−λb†(τ ′)|0〉e−2λ2
= 〈0|e−λb(τ)eλb(t)eλb†(t′)e−λb†(τ ′)|0〉eλ2[e−(Γ+iν)(t
′−τ′)]eλ
2[e−(Γ−iν)(t−τ)]e−2λ
2
.
Here we have used the conditions t ≥ τ and t′ ≥ τ ′. The final derivations involve time ordering. For an ordering given
by (1) t > τ > t′ > τ ′ we obtain the expression
〈D(τ)D†(t)D(t′)D†(τ ′)〉(1) = eλ
2[e−(Γ+iν)(t−t
′)]e−λ
2[e−(Γ+iν)(τ−t
′)]e−λ
2[e−(Γ+iν)(t−τ
′)] (F7)
×eλ2[e−(Γ+iν)(τ−τ
′)]eλ
2[e−(Γ+iν)(t
′−τ′)]eλ
2[e−(Γ−iν)(t−τ)]e−2λ
2
.
Similarly, we obtain
〈D(τ)D†(t)D(t′)D†(τ ′)〉(2) = eλ
2[e−(Γ+iν)(t−t
′)]e−λ
2[e−(Γ−iν)(t
′−τ)]e−λ
2[e−(Γ+iν)(t−τ
′)] (F8)
×eλ2[e−(Γ+iν)(τ−τ
′)]eλ
2[e−(Γ+iν)(t
′−τ′)]eλ
2[e−(Γ−iν)(t−τ)]e−2λ
2
,
for (2) t > t′ > τ > τ ′ and
〈D(τ)D†(t)D(t′)D†(τ ′)〉(3) = eλ
2[e−(Γ+iν)(t−t
′)]e−λ
2[e−(Γ−iν)(t
′−τ)]e−λ
2[e−(Γ+iν)(t−τ
′)] (F9)
×eλ2[e−(Γ−iν)(τ
′−τ)]eλ
2[e−(Γ+iν)(t
′−τ′)]eλ
2[e−(Γ−iν)(t−τ)]e−2λ
2
.
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for (3) t > t′ > τ ′ > τ . Injecting these sequences into the autocorrelation function we obtain the general result
〈σ†(t)σ(t′)〉 = η2` e−(γ+i∆e)te−(γ−i∆e)t
′
(∫ t
t′
dτ
∫ t′
−∞
dτ ′e(γ+i∆e)τe(γ−i∆e)τ
′〈D(τ)D†(t)D(t′)D†(τ ′)〉(1)
+
∫ t′
−∞
dτ
∫ τ
−∞
dτ ′e(γ+i∆e)τe(γ−i∆e)τ
′〈D(τ)D†(t)D(t′)D†(τ ′)〉(2)
+
∫ t′
−∞
dτ ′
∫ τ ′
−∞
dτe(γ+i∆e)τe(γ−i∆e)τ
′〈D(τ)D†(t)D(t′)D†(τ ′)〉(3)
)
(F10)
= η2`
∑
n2,...,n7
e4λ
2
sλn2s
λ
n3s
λ
n4s
λ
n5s
λ
n6s
λ
n7(−1)n3+n4
×
[
e−[(n2+n3+n4+n5)(Γ+iν)](t−t
′) − e−[γ+(n2+n4+n7)Γ+i(∆e+(n2+n4−n7)ν)](t−t′)
[γ+(n7−n3−n5)Γ+i(∆e−(n3+n5+n7)ν)][γ+(n4+n5+n6)Γ−i(∆e−(n4+n5+n6)ν)]
+
e−[γ+(n2+n4+n7)Γ+i(∆e+(n2+n4−n7)ν)](t−t
′)
[2γ+(n3+n4+n6+n7)Γ+i(n4+n6−(n3+n7))ν][γ+(n4+n5+n6)Γ−i(∆e−(n4+n5+n6)ν)]
+
e−[γ+(n2+n4+n7)Γ+i(∆e+(n2+n4−n7)ν)](t−t
′)
[2γ+(n3+n4+n6+n7)Γ+i(n4+n6−(n3+n7))ν][γ+(n3+n5+n7)Γ+i(∆e−(n3+n5+n7)ν)]
]
.
For t− t′ = 0 we obtain the result in Eq. E11 for the evolution of the population 〈σ†(t)σ(t)〉. For t− t′  1/Γ the
saturation value
〈σ†(t)σ(t′)〉 = η2`
∞∑
n6=0
e−λ
2
sλn6
[γ + i(ωl − ωe)][γ + n6Γ− i(ωl − ωe − n6ν)] (F11)
is reached.
To calculate the emission spectrum we need to evaluate the Fourier transform of the autocorrelation function
Sem(ω) =
∫ ∞
−∞
dτ〈σ†(τ)σ(0)〉e−iωτ = 2<
[∫ ∞
0
dτ〈σ†(τ)σ(0)〉e−iωτ
]
(F12)
= 2η2` e
4λ2
∑
n2,...,n7
sλn2 . . . s
λ
n7(−1)n3+n4<
[
An2...n7(∆e)
[iω + (n2 + n3 + n4 + n5)(γvr + iν)]
(F13)
+
Bn2...n7(∆e)
[γ + (n2 + n4 + n7)γvr + i(ω + ∆e + (n2 + n4 − n7)ν)]
]
,
where
An2...n7(∆e) =
( −1
[γ+(n7−n3−n5)Γ+i(∆e−(n3+n5+n7)ν)][γ+(n4+n5+n6)Γ−i(∆e−(n4+n5+n6)ν)]
)
(F14)
Bn2...n7(∆e) =
(
1
[γ+(n7−n3−n5)Γ+i(∆e−(n3+n5+n7)ν)][γ+(n4+n5+n6)Γ−i(∆e−(n4+n5+n6)ν)]
(F15)
− 1
[2γ+(n3+n4+n6+n7)Γ+i(n4+n6−(n3+n6))ν]
× [2γ+(n3+n4+n6+n7+2n5)Γ+i(n4+n6−(n3+n6))ν]
[γ+(n3+n5+n7)Γ+i(∆e−(n3+n5+n7)ν)][γ+(n4+n5+n6)Γ−i(∆e−(n4+n5+n6)ν)]
)
.
Appendix G: Molecule-cavity spectroscopy
Langevin equations.
The master equation to Langevin equation procedure is now applied to the dynamics including the Jaynes-Cummings
interaction and decay at rate κ of the cavity mode. Notice that the natural basis is that of polaron operators both for
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the field mode a˜ = aD† and molecule σ˜ = σD†:
db
dt
= −(Γ + iν)b+ iλνσ†σ +
√
2Γbin, (G1a)
dσ˜
dt
= −(γ + iωe)σ˜ − gσza˜+ λΓ(b† − b)σ˜ + (1− 2σ†σ)
√
2γσ˜in − λ
√
2Γ(b†in − bin)σ˜, (G1b)
da˜
dt
= − [κ+ i (ωc − λ2ν)] a˜− gσ˜ + λΓ(b† − b)a˜+ ηce−iω`tD† +√2κa˜in − λ√2Γ(b†in − bin)a˜. (G1c)
With the simplifications assumed before (weak excitation) the following set of solvable equations emerges:
db
dt
= −(Γ + iν)b+
√
2Γbin, (G2a)
dσ˜
dt
= −(γ + iωe)σ˜ + ga˜+
√
2γσ˜in, (G2b)
da˜
dt
= − [κ+ i (ωc − λ2ν)] a˜− gσ˜ + ηce−iω`tD† +√2κa˜in. (G2c)
Cavity transmission.
While the first equation is independent, the last two are coupled and we write them in matrix form:
dv˜
dt
= Mv˜ + v˜in, (G3)
where the drift matrix is
M =
(− [γ + i(ωe − ω`)] g
−g − [κ+ i(ωc − λ2ν − ω`)]
)
, (G4)
accompanied by a transformation into a frame rotating with the laser frequency. The input vector is
v˜in =
( √
2γσ˜in
ηcD† +
√
2κa˜in
)
=
( √
2γσin
ηc +
√
2κain
)
D†(t). (G5)
Diagonalization of the M matrix implies that M = TΛMT
−1 where ΛM is a diagonal matrix with ± on the diagonal.
The T matrix is made of the eigenvector components. We can now write
T−1
dv˜
dt
= ΛMT
−1v˜ + T−1v˜in, (G6)
and solve for steady state
v˜(t) =
∫ t
−∞
dt′TeΛM (t−t
′)T−1v˜in(t′). (G7)
One can write the field component (now transforming back from the polaron operators to the bare basis) in a compact
form
a(t) =
1
det T
∫ t
−∞
dt′
[(
T21T22e
−(t−t′) − T21T22e+(t−t′)
)
v
(1)
in (t
′) +
(
T11T22e
−(t−t′) − T12T21e+(t−t′)
)
v
(2)
in (t
′)
]
(G8)
×D(t)D†(t′)
If we want to estimate expectation values, remember that everything is zero except for the driving contribution in the
input terms so that (generalizing to many vibrational modes)
〈a(t)〉 = T11T22
det T
∞∑
{mk}=0
ηcs
λ1
m1 ...s
λn
mn
γ− + Γ{mk} − i
(
ω` − ω− − ν{mk}
)− (G9)
− T12T21
det T
∞∑
{mk}=0
ηcs
λ1
m1 ...s
λn
mn
γ+ + Γ{mk} − i
(
ω` − ω+ − ν{mk}
) .
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Decay of the upper polariton into lower polariton.
In the single excitation subspace the Jaynes-Cummings part of the Hamiltonian can be diagonalized by defining
annihilation operators for upper and lower polariton (assuming resonance ωc = ωe):
U =
1√
2
(a+ σ) , (G10a)
L =
1√
2
(a− σ) . (G10b)
We start with the equations of motion for the bare polaritons
dU
dt
= −(γ+ + iω+)U − iλ
2
νL(b+ b†) + noise, (G11a)
dL
dt
= −(γ− + iω−)L− iλ
2
νU(b+ b†) + noise, (G11b)
as well as the equation of motion for the population of the lower polariton
P˙L = −2γ−PL + λν= 〈L†U
(
b† + b
)〉 , (G12)
from which we can see that the term = 〈L†U (b† + b)〉 is the one responsible for population transfer between the
polaritons. Making the notation + = (γ+ + iω+) and − = (γ− + iω−) we will analyze the decay dynamics of the
upper polariton assumming initial conditions U(0) and L(0). The first order solution for upper and lower polaritons
are (neglecting the noise terms as they do not contribute to the process):
U(t) = U(0)e−+t, (G13a)
L(t) = L(0)e−−t − iλ
2
ν
∫ t
0
dt′e−−(t−t
′) (b(t′) + b†(t′))U(0)e−+t′ . (G13b)
with this we can calculate 〈L†U(b† + b)〉 (using that 〈b(t′)b†(t)〉 = e−(Γ−iν)(t−t′)):
〈(b† + b)L†U〉 = iλ
2
ν
∫ t
0
dt′PU (0)e−(γ−−iω−)(t−t
′)e−(Γ−iν)(t−t
′)e−(γ+−iω+)t
′
e−(γ++iω+)t (G14)
= i
λ
2
ν
e−2γ+t − e−(Γ+γ−+γ+−i(ν−ω++ω−))t
Γ + γ− − γ+ + i (ω+ − ω− − ν) PU (0). (G15)
Assuming Γ γ+, γ− and γ+ = γ− we can write the population transfer as a rate proportional to the population of
the upper polariton:
P˙L = −2γ−PL + 1
2
λ2ν2Γ
Γ2 + (ω+ − ω− − ν)2
PU . (G16)
Appendix H: Energy transfer without cavity
We can write the Langevin equations for dipole-dipole coupled donor/acceptor molecules in the transient regime,
assuming some initial population of donor pD(0) and zero initial population of the acceptor:
dσ˜D
dt
= −γDσ˜D − iΩσ˜ADAD†D +
√
2γDσ˜
in
D , (H1)
dσ˜A
dt
= −(γA − i∆)σ˜A − iΩσ˜DDDD†A +
√
2γAσ˜
in
A . (H2)
Notice that we have chosen ∆ = ωD − ωA > 0. We will perform a perturbative treatment where the evolution of σ˜D(t)
is in a first approximation given by
σD(t) = σD(0)DD(t)D†D(0)e−γDt +
√
2γD
∫ t
0
dt′e−γD(t−t
′)σinD(t
′)DD(t)D†D(t′) = σtD(t) + σsD(t). (H3)
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Let us write the hermitian conjugate as well on the two components
(σtD)
†(t) = σ†D(0)DD(0)D†D(t)e−γDt, (H4)
(σsD)
†(t) =
√
2γD
∫ t
0
dt′e−γD(t−t
′)(σinD)
†(t′)DD(t′)D†D(t). (H5)
The evolution of σA(t) is then similarly obtained as:
σA(t) = σA(0)DA(t)D†A(0)e−(γA−i∆)t +
∫ t
0
dt′e−(γA−i∆)(t−t
′)
[
−iΩσD(t′) +
√
2γAσ
in
A (t
′)
]
DA(t)D†A(t′). (H6)
We will also split the acceptor operator in a two parts σA(t) = σ
t
A(t) + σ
s
A(t). Again the hermitian conjugate on
components
(σtA)
†(t) = σ†A(0)DA(0)D†A(t)e−(γA+i∆)t, (H7)
(σsA)
†(t) =
∫ t
0
dt′e−(γA+i∆)(t−t
′)
[
iΩσ†D(t
′) +
√
2γA(σ
in
A )
†(t′)
]
DA(t′)D†A(t). (H8)
From the Eq. (B3) we see that
P˙A = −2γAPA + 2Ω=〈σ†AσD〉+ 2
√
γA 〈σ†AσinA + σ†inA σA〉 . (H9)
The last term containing correlations between acceptor input noise and the evolved acceptor operator does not
contribute. The energy transfer is mediated by the =〈σ†AσD〉 term. We will need to evaluate four terms:
〈(σtA)†(t)σtD(t)〉 = 0, (H10a)
〈(σtA)†(t)σsD(t)〉 = 0, (H10b)
〈(σsA)†(t)σtD(t)〉 = 〈
∫ t
0
dt′e−(γA+i∆)(t−t
′)
[
iΩσ†D(t
′) +
√
2γA(σ
in
A )
†(t′)
]
DA(t′)D†A(t)σD(0)DD(t)D†D(0)e−γDt〉 (H10c)
= iΩ
∫ t
0
dt′e−(γA+i∆)(t−t
′)e−γDt 〈[(σtD)†(t′) + (σsD)†(t′)]σD(0)DD(t)D†D(0)〉 〈DA(t′)D†A(t)〉 (H10d)
= iΩ
∫ t
0
dt′e−(γA+i∆)(t−t
′)e−γDte−γDt
′ 〈σ†D(0)σD(0)DD(0)D†D(t′)DD(t)D†D(0)〉 〈DA(t′)D†A(t)〉
(H10e)
〈(σsA)†(t)σsD(t)〉 = 0. (H10f)
We can now write
J = 2Ω=
{
〈σ†A(t)σD(t)〉
}
= 2Ω2<{I(t)} pD(0) (H11)
and estimate the integral (neglecting terms as e−λ
2
D[−(ΓD±iνD)t] = 1 for Γ−1D  t γ−1) as:
I(t) =
∫ t
0
dt′e−(γA+i∆)(t−t
′)e−γD(t+t
′)e−λ
2
D[−(ΓD+iνD)t′]eλ
2
D[−(ΓD−iνD)(t−t′)]eλ
2
D[−(ΓD−iνD)t′]eλ
2
A[−(ΓA−iνA)(t−t′)]e−λ
2
De−λ
2
A
(H12)
= e2λ
2
De−(γA+i∆)te−γDt
∞∑
n1,n2,n3,n4
sλDn1 s
λD
n2 s
λD
n3 s
λA
n4 (−1)n2e−n1(ΓD−iνD)te−n4(ΓA−iνA)t× (H13)
×
∫ t
0
dt′e[γA−γD+i∆+n1(ΓD−iνD)−n2(ΓD+iνD)−n3(ΓD−iνD)+n4(ΓA−iνA)]t
′
(H14)
= e2λ
2
D
∞∑
n1,n2,n3,n4
sλDn1 s
λD
n2 s
λD
n3 s
λA
n4 (−1)n2
e[−2γD−(n2+n3)ΓD+i(n3−n2)νD]t − e[−(γA+γD)−n1ΓD−n4ΓA−i(∆−n1νD−n4νA)]t
[γA − γD + (n1 − n2 − n3)ΓD + n4ΓA + i(∆ + (n3 − n2 − n1)νD − n4νA)]
(H15)
17
Due to the rapid decay of terms harboring ΓA, ΓD we can rewrite this term and obtain the expression
I(t) =
∞∑
n1,n4
sλDn1 s
λA
n4
e−2γDt − δ0n1δ0n4e[−(γA+γD)−i∆]t
[γA − γD + n1ΓD + n4ΓA + i(∆− n1νD − n4νA)] . (H16)
Ignoring the n1 = n4 = 0 components, the real part of the integral is given by
<{I(t)} =
∞∑
n1,n4
sλDn1 s
λA
n4 (γA − γD + n1ΓD + n4ΓA)
[γA − γD + n1ΓD + n4ΓA]2 + [∆− n1νD − n4νA]2 e
−2γDt, (H17)
and therefore we obtain
J =
∞∑
n1,n4
2Ω2sλDn1 s
λA
n4 (γA − γD + n1ΓD + n4ΓA)
[γA − γD + n1ΓD + n4ΓA]2 + [∆− n1νD − n4νA]2 pDe
−2γDt. (H18)
Appendix I: Energy transfer with cavity
The Langevin equations for a pair of cavity and dipole-dipole coupled donor/acceptor molecules in the transient
regime is given by
dσ˜D
dt
= −γDσ˜D − iΩσ˜ADAD†D + gDaD†D +
√
2γDσ˜
in
D , (I1)
dσ˜A
dt
= −(γA − i∆)σ˜A − iΩσ˜DDDD†A + gAaD†A +
√
2γAσ˜
in
A , (I2)
da
dt
= −(κ− i∆c)a− gDσD − gAσA +
√
2κain, (I3)
where we assume that we have some initial population PD(0) of the donor and zero initial population in the cavity and
of the acceptor. Again we define ∆ = ωD − ωA > 0 and ∆c = ωD − ωc. Following this perturbative ansatz we obtain
σD(t) = σD(0)DD(t)D†D(0)e−γDt +
√
2γD
∫ t
0
dt′e−γD(t−t
′)σinD (t
′)DD(t)D†D(t′) = σtD(t) + σsD(t), (I4)
σA(t) = σA(0)DA(t)D†A(0)e−(γA−i∆)t +
∫ t
0
dt′e−(γA−i∆)(t−t
′)
[
−iΩσtD(t′) + gAa(t′) +
√
2γAσ
in
A (t
′)
]
DA(t)D†A(t′),
(I5)
a(t) = a(0)e−(κ−i∆c)t +
∫ t
0
dt′e−(κ−i∆c)(t−t
′)
[
−gDσtD(t′) +
√
2κσin(t′)
]
. (I6)
Using these result in the differential equation of the acceptor population
p˙A = −2γApA + 2Ω=〈σ†AσD〉+ 2gA=〈σ†Aa〉, (I7)
we are left with deriving the terms =〈σ†AσD〉, =〈σ†Aa〉. The dipole-dipole term equates to
〈σ†AσD〉 = iΩPD(0)
∫ t
0
dt′e−(γA+i∆)(t−t
′)e−γD(t+t
′) 〈DD(0)D†D(t′)DD(t)D†D(0)〉 〈DA(t′)D†A(t)〉 (I8)
− gAgDpD(0)
∫ t
0
dt′e−(γA+i∆)(t−t
′)
∫ t′
0
dt′′e−(κ+i∆c)(t
′−t′′)e−γD(t+t
′′) 〈DD(0)D†D(t′′)DD(t)D†D(0)〉
× 〈DA(t′)D†A(t)〉 .
while the cavity term is given by
〈σ†Aa〉 = −iΩgDPD(0)
∫ t
0
dt′e−(γA+i∆)(t−t
′)e−γDt
′
∫ t
0
dt′′e−(κ−i∆c)(t−t
′′)e−γDt
′′ 〈DD(0)D†D(t′)DD(t′′)D†D(0)〉 (I9)
× 〈DA(t′)D†A(t)〉
+ gAg
2
DpD(0)
∫ t
0
dt′e−(γA+i∆)(t−t
′)
∫ t′
0
dt′′e−(κ+i∆c)(t
′−t′′)e−γDt
′′
∫ t
0
dt′′′e−(κ−i∆c)(t−t
′′′)e−γDt
′′′
× 〈DD(0)D†D(t′′)DD(t′′′)D†D(0)〉 〈DA(t′)D†A(t)〉 ,
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where the term with a†(0)a(0) goes to zero. Evaluating the integrals for the dipole-dipole expression results in
〈σ†AσD〉 = PD(0)e2λ
2
D
∞∑
n1,n2,n3,n4
sλDn1 s
λD
n2 s
λD
n3 s
λA
n4 (−1)n2 (I10)
×
{
iΩ
e[−2γD−(n2+n3)ΓD+i(n3−n2)νD]t − e[−(γA+γD)−n1ΓD−n4ΓA−i(∆−n1νD−n4νA)]t
[γA−γD+(n1−n2−n3)ΓD+n4ΓA+i(∆+(n3−n2−n1)νD−n4νA)]
− gAgD
(
e[−2γD−(n2+n3)ΓD−i(n2−n3)νD]t − e[−(γA+γD)−(n1ΓD+n4ΓA)−i(∆−n1νD−n4νA)]t
[γA−γD+(n1−n2−n3)ΓD+n4ΓA+i(∆+(n3−n2−n1)νD−n4νA)][κ−γD+(n1−n2−n3)ΓD+i(∆c−(n1+n2−n3)νD)]
−e
[−κ−n1ΓD−i(∆c−n1νD)]t − e[−(γA+γD)]−(n1ΓD+n4ΓA)−i(∆−n1νD−n4νA)]t
[γA+n4ΓA−κ+i(∆−∆c−n4νA)][κ−γD+(n1−n2−n3)ΓD+i(∆c−(n1+n2−n3)νD)]
)}
,
which simplifies to
〈σ†AσD〉 = PD(0)
∞∑
n1,n4
sλDn1 s
λA
n4
{
iΩ
e−2γDt − e[−(γA+γD)−i∆]tδ0n1δ0n4
[γA − γD + n1ΓD + n4ΓA + i(∆− n1νD − n4νA)] (I11)
− gAgD
(
e−2γDt − e[−(γA+γD)−i∆]tδ0n1δ0n4
[γA − γD + n1ΓD + n4ΓA + i(∆− n1νD − n4νA)][κ− γD + n1ΓD + i(∆c − n1νD)]
−
(
e[−κ−i∆c]tδ0n1 − e[−(γA+γD)−i∆]tδ0n1δ0n4
)
[γA + n4ΓA − κ+ i(∆−∆c − n4νA)][κ− γD + n1ΓD + i(∆c − n1νD)]
)}
,
if we take into consideration that terms that contain ΓD or ΓA decay rapidly. By focussing on the terms that decay
with e−2γDt and ignoring all oscillatory terms we finally obtain
J = 2Ω=〈σ†AσD〉 ≈ PD(0)e−2γDt
∞∑
n1,n4
sλDn1 s
λA
n4
{(
2Ω2[γA − γD + n1ΓD + n4ΓA]
[(γA − γD + n1ΓD + n4ΓA)2 + (∆− n1νD − n4νA)2]
)
(I12)
−
(
2ΩgAgD[(∆− n1νD − n4νA)(κ− γD + n1ΓD) + (∆c − n1νD)(γA − γD + n1ΓD + n4ΓA)]
[(γA − γD + n1ΓD + n4ΓA)2 + (∆− n1νD − n4νA)2][(κ− γD + n1ΓD)2 + (∆c − n1νD)2]
)}
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Evaluating the integrals for the cavity induced term results in
〈σ†Aa〉 = PD(0)e4λ
2
D
∞∑
n1,...,n6
sλDn1 s
λD
n2 s
λD
n3 s
λD
n5 s
λD
n6 s
λA
n4 (−1)n2+n5 (I13)
×
{
−iΩgD
(
e[−2γD−(n2+n3+n5+n6)ΓD+i(n2−n3−n5+n6)νD]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t
[γA+κ−2γD−(n2+n3+n5+n6)ΓD+n4ΓA+i(∆−∆c+(n2−n3−n5+n6)νD−n4νA)][κ−γD+(n1−n2−n3)ΓD−i(∆c+(n3−n2−n1)νD)]
−
(
e[−κ−γD−(n1+n5+n6)ΓD+i(∆c+(n6−n5−n1)νD)]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t)
[γA−γD−(n1+n5+n6)ΓD+n4ΓA+i(∆+(n6−n5−n1)νD−n4νA)][κ−γD+(n1−n2−n3)ΓD−i(∆c+(n3−n2−n1)νD)]
+
e[−2γD−(n2+n3+n5+n6)ΓD−i(n2−n3−n5+n6)νD]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t
[γA+κ−2γD−(n2+n3+n5+n6)ΓD+n4ΓA+i(∆−∆c−(n2−n3−n5+n6)νD−n4νA)][γA−γD+(n1−n2−n3)ΓD+n4ΓA+i(∆+(n3−n2−n1)νD−n4νA)]
−
(
e[−(γA+γD)−(n1+n5+n6)ΓD−n4ΓA−i(∆−(n1+n5−n6)νD−n4νA)]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t)
[κ−γD−(n1+n5+n6)ΓD−i(∆c−(n1+n5−n6)νD)][γA−γD+(n1−n2−n3)ΓD+n4ΓA+i(∆+(n3−n2−n1)νD−n4νA)]
)
+gAg
2
D
(
e[−2γD−(n2+n3+n5+n6)ΓD+i(n2−n3−n5+n6)νD]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t
[κ+γA−2γD−(n2+n3+n5+n6)ΓD+n4ΓA+i(∆−∆c+(n2−n3−n5+n6)νD−n4νA)][...(1)... ][...(2)... ]
−
(
e[−κ−γD+(n1−n2−n3)ΓD−i(∆c+(n1+n2−n3)νD)]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t)
[γA−γD+(n1−n2−n3)ΓD+n4ΓA+i(∆−2∆c+(n1+n2−n3)νD−n4νA)][...(1)... ][...(2)... ]
−
(
e[−κ−γD−(n1+n5+n6)ΓD+i(∆c+(n6−n5−n1)νD)]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t)
[γA−γD+(n1+n5+n6)ΓD+n4ΓA+i(∆+(n6−n5−n1)νD−n4νA)][...(1)... ][...(2)... ]
+
e−2κt − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t
[γA−κ+n4ΓA+i(∆−∆c−n4νA)][...(1)... ][...(2)... ]
+
e[−2γD−(n2+n3+n5+n6)ΓD−i(n2−n3−n5+n6)νD]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t
[γA−γD+(n1−n2−n3)ΓD+n4ΓA+i(∆+(n3−n2−n1)νD−n4νA)][...(3)... ][...(4)... ]
−
(
e[−κ−γD−(n1+n5+n6)ΓD−i(∆c−(n1+n5−n6)νD)]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t)
[γA−κ+n4ΓA+i(∆−∆c−n4νA)][...(3)... ][...(4)... ]
−
(
e[−κ−γD+(n1−n2−n3)ΓD+i(∆c+(n3−n2−n1)νD)]t − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t)
[γA−γD+(n1−n2−n3)ΓD+n4ΓA+i(∆+(n3−n2−n1)νD−n4νA)][...(3)... ][...(4)... ]
+
(
e−2κt − e[−γA−κ−n4ΓA−i(∆−∆c−n4νA)]t)
[γA−κ+n4ΓA+i(∆−∆c−n4νA)][...(3)... ][...(4)... ]
)}
,
with
[. . . (1) . . . ] = [κ− γD + (n1 − n2 − n3)ΓD − i(∆c + (n3 − n2 − n1)νD)] = [. . . (3) . . . ]∗ (I14)
[. . . (2) . . . ] = [κ− γD + (n1 + n5 + n6)ΓD + i(∆c − (n1 + n5 − n6)νD)] = [. . . (4) . . . ]∗. (I15)
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Again by using the fact that ΓD or ΓA decay rapidly, we obtain
〈σ†Aa〉 = PD(0)
∞∑
n1,n4
sλDn1 s
λA
n4
{
−iΩgD
(
e−2γDt − e[−γA−κ−i(∆−∆c)]tδ0n4
[γA+κ−2γD+n4ΓA+i(∆−∆c−n4νA)][κ−γD+n1ΓD−i(∆c−n1νD)]
(I16)
−
(
e[−κ−γD+i∆c]tδ0n1 − e[−γA−κ−i(∆−∆c)]tδ0n4
)
[γA−γD−n1ΓD+n4ΓA+i(∆−n1νD−n4νA)][κ−γD+n1ΓD−i(∆c−n1νD)]
+
e−2γDt − e[−γA−κ−i(∆−∆c)]tδ0n4
[γA+κ−2γD+n4ΓA+i(∆−∆c−n4νA)][γA−γD+n1ΓD+n4ΓA+i(∆−n1νD−n4νA)]
−
(
e[−(γA+γD)−i∆]tδ0n1δ0n4 − e[−γA−κ−i(∆−∆c)]tδ0n4
)
[γA−γD+n1ΓD+n4ΓA+i(∆−n1νD−n4νA)][κ−γD−n1ΓD−i(∆c−n1νD)]
)
+gAg
2
D
(
e−2γDt − e[−γA−κ−i(∆−∆c)]tδ0n4
[κ+γA−2γD+n4ΓA+i(∆−∆c−n4νA)][κ−γD+n1ΓD−i(∆c−n1νD)][κ−γD−n1ΓD+i(∆c−n1νD)]
−
(
e[−κ−γD−i∆c]tδ0n1 − e[−γA−κ−i(∆−∆c)]tδ0n4
)
[γA−γD+n1ΓD+n4ΓA+i(∆−2∆c+n1νD−n4νA)][κ−γD+n1ΓD−i(∆c−n1νD)][κ−γD−n1ΓD+i(∆c−n1νD)]
−
(
e[−κ−γD+i∆c]tδ0n1 − e[−γA−κ−i(∆−∆c)]tδ0n4
)
[γA−γD+n1ΓD+n4ΓA+i(∆−n1νD−n4νA)][κ−γD+n1ΓD−i(∆c−n1νD)][κ−γD−n1ΓD+i(∆c−n1νD)]
+
e−2κt − e[−γA−κ−i(∆−∆c)]tδ0n4
[γA−κ+n4ΓA+i(∆−∆c−n4νA)][κ−γD+n1ΓD−i(∆c−n1νD)][κ−γD−n1ΓD+i(∆c−n1νD)]
+
e−2γDt − e[−γA−κ−i(∆−∆c)]tδ0n4
[γA−γD+n1ΓD+n4ΓA+i(∆−n1νD−n4νA)][κ−γD+n1ΓD+i(∆c−n1νD)][κ−γD−n1ΓD−i(∆c−n1νD)]
−
(
e[−κ−γD−i∆c]tδ0n1 − e[−γA−κ−i(∆−∆c)]tδ0n4
)
[γA−κ+n4ΓA+i(∆−∆c−n4νA)][κ−γD+n1ΓD+i(∆c−n1νD)][κ−γD−n1ΓD−i(∆c−n1νD)]
−
(
e[−κ−γD+i∆c]tδ0n1 − e[−γA−κ−i(∆−∆c)]tδ0n4
)
[γA−γD+n1ΓD+n4ΓA+i(∆−n1νD−n4νA)][κ−γD+n1ΓD+i(∆c−n1νD)][κ−γD−n1ΓD−i(∆c−n1νD)]
+
e−2κt − e[−γA−κ−i(∆−∆c)]tδ0n4
[γA−κ+n4ΓA+i(∆−∆c−n4νA)][κ−γD+n1ΓD+i(∆c−n1νD)][κ−γD−n1ΓD−i(∆c−n1νD)]
)}
.
By focussing on the terms that decay with e−2γDt or e−2κt and ignoring all oscillatory terms we obtain
JA = 2gA=〈σ†Aa〉 ≈
∞∑
n1,n4
sλDn1 s
λA
n4
[{
−2ΩgAgD
(
[(γA+κ−2γD+n4ΓA)(κ−γD+n1ΓD)+(∆−∆c−n4νA)(∆c−n1νD)]
[(γA+κ−2γD+n4ΓA)2+(∆−∆c−n4νA)2][(κ−γD+n1ΓD)2+(∆c−n1νD)2]
(I17)
+
[(γA+κ−2γD+n4ΓA)(γA−γD+n1ΓD+n4ΓA)−(∆−∆c−n4νA)(∆−n1νD−n4νA)]
[(γA+κ−2γD+n4ΓA)2+(∆−∆c−n4νA)2][(γA−γD+n1ΓD+n4ΓA)2+(∆−n1νD−n4νA)2]
)
+ 2g2Ag
2
D
(
{(∆−∆c−n4νA)[((κ−γD)2−(n1ΓD)2)+(∆c−n1νD)2]+(κ+γA−2γD+n4ΓA)[2(∆c−n1νD)n1ΓD]}
[(κ+γA−2γD+n4ΓA)2+(∆−∆c−n4νA)2][(κ−γD+n1ΓD)2+(∆c−n1νD)2][(κ−γD−n1ΓD)2+(∆c−n1νD)2]
+
{(∆−n1νD−n4νA)[((κ−γD)2−(n1ΓD)2)+(∆c−n1νD)2]−(γA−γD+n1ΓD+n4ΓA)[2(∆c−n1νD)n1ΓD]}
[(γA−γD+n1ΓD+n4ΓA)2+(∆−n1νD−n4νA)2][(κ−γD+n1ΓD)2+(∆c−n1νD)2][(κ−γD−n1ΓD)2+(∆c−n1νD)2]
)}
pD(0)e
−2γDt
+
{
2g2Ag
2
D
(
{(∆−∆c−n4νA)[((κ−γD)2−(n1ΓD)2)+(∆c−n1νD)2]+(γA−κ+n4ΓA)[2(∆c−n1νD)n1ΓD]}
[(γA−κ+n4ΓA)2+(∆−∆c−n4νA)2][(κ−γD+n1ΓD)2+(∆c−n1νD)2][(κ−γD−n1ΓD)2+(∆c−n1νD)2]
+
{(∆−∆c−n4νA)[((κ−γD)2−(n1ΓD)2)+(∆c−n1νD)2]−(γA−κ+n4ΓA)[2(∆c−n1νD)n1ΓD]}
[(γA−κ+n4ΓA)2+(∆−∆c−n4νA)2][(κ−γD+n1ΓD)2+(∆c−n1νD)2][(κ−γD−n1ΓD)2+(∆c−n1νD)2]
)}
PD(0)e
−2κt
]
