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 Performance engineers face the major challenge in modeling and simulation for 
the after-market power system due to the fact the system has undergone some 
degradation and estimating degradation is based on the data that are subject to 
measurement errors. They often have to rely on the data from the on-site monitoring 
system, which usually have larger uncertainties and more biases than the data from 
precision test, to carry out model calibration and performance simulation. Currently, the 
majority in power generation industries utilizes the deterministic data matching method 
to calibrate the model and cascade system degradation, which causes significant 
calibration uncertainty and also the risk when providing performance guarantees. In this 
research work, a maximum-likelihood based simultaneous data reconciliation and model 
calibration (SDRMC) is used for power system modeling and simulation. By replacing 
the current deterministic data matching with SDRMC one can reduce the calibration 
uncertainty and mitigate the error propagation to the performance simulation.  
 A modeling and simulation environment for a complex power system with certain 
degradation has been developed. In this environment multiple data sets are imported 
when carrying out simultaneous data reconciliation and model calibration. Calibration 
uncertainties are estimated through error analyses and populated to performance 
simulation by using principle of error propagation. System degradation is then quantified 
by performance comparison between the calibrated model and its expected new & clean 
status. 
 To mitigate smearing effects caused by gross errors, gross error detection (GED) 
is carried out in two stages. The first stage is a screening stage, in which serious gross 
errors are eliminated in advance. The GED techniques used in the screening stage are 
based on multivariate data analysis (MDA), including multivariate data visualization and 
XX 
 
principal component analysis (PCA). Subtle gross errors are treated at the second stage, 
in which the serial bias compensation or robust M-estimator is engaged. To achieve a 
better efficiency in the combined scheme of the least squares based data reconciliation 
and the GED technique based on hypotheses testing, the Levenberg-Marquardt (LM) 
algorithm is utilized as the optimizer. 
 To reduce the computation time and stabilize the problem solving for a complex 
power system such as a combined cycle power plant, meta-modeling using the response 
surface equation (RSE) and system/process decomposition are incorporated with the 
simultaneous scheme of SDRMC. The goal of this research work is to reduce the 
calibration uncertainties and, thus, the risks of providing performance guarantees arisen 









COMBINED CYCLE PERFORMANCE EVALUATION 
 
1.1. Introduction 
 The major change in the global electricity power market from regulated to 
deregulated has brought drastic competition among power suppliers. The objective of 
deregulation in the electric power market was to introduce competition and reduce the 
price of electricity. Competition in the electricity market has also driven major changes in 
power generation industry and led to two facts: the fact that power plant operations 
depend on demand and market prices; and that power demand and market prices have 
been changing rapidly in the past decades. To be more adaptive in the rapidly changed 
market, power systems that have the capability of operating at a wide range of output 
levels with high efficiency are more favored. 
 The combined cycle power system utilizes the Brayton Cycle (gas turbine) and 
the Rankine Cycle (heat recovery steam generator -- HRSG and steam turbine), with air 
and water as working fluids, respectively. The combined cycle power plant has been 
proven to generate efficient, reliable, and economic power. It provides many aspects of 
flexibility that satisfies both utility-power generation and industrial-cogeneration 
applications. A plant thermal efficiency in the range of 50~55% LHV has been achieved 
by a typical combined cycle system commercially available in the industry. Additional 
developments in the high-temperature material and surface cooling technologies for the 
gas turbine hot gas path will enable combined cycle systems to reach a plant thermal 
efficiency of 60% or greater in the near future. In addition, with the small capacity 
increments of gas turbine generators designed and manufactured in discrete frame sizes, 





MW. These gas turbine products with a wide range of output levels can then be applied to 
combined cycle systems with single or multiple trains of HRSGs and provide from 50 
MW to several thousand megawatts of power at constant plant thermal efficiencies.  
 These favored features such as high thermal efficiency and the wide range of 
output levels has lead to a rapid growth in the use of gas turbine based combine cycle 
systems. In general, combined cycle systems provide operational flexibilities and have 
the following features: high thermal efficiency, low installed cost, fuel flexibility, flexible 
duty cycle, short-installation cycle, high reliability/availability, and low overhaul and 
maintenance O&M costs, which make them more adaptive than other power plant 
systems in the rapidly changing power market.    
1.2. Status of Plant Degradation  
 Features such as high efficiency, low maintenance cost, and good availability 
make the combined cycle power systems strong competitors in the dynamic electric 
market. To remain competitively strong, plant availability plays an important role in 
lowering the O&M cost. Reducing the plant outage period is one of the ways to yield 
improved availability. Prior knowledge about the plant degradation status can facilitate 
the layout of maintenance plans before the outage, and, thus, reduce the downtime. It is, 
therefore, important to identify the current plant status and understand how the plant 
performance changes as plant components are degraded.  
 By using an on-line monitoring system, plant performance and flow parameters 
are measured and data are sent to the control room for inspection. This is the only way for 
the plant operator to know the current plant running condition. To identify the current 
plant status without shutting down the plant, the measurements need to be investigated. 
By knowing how the fault of each plant component affects the corresponding flow 
parameters and overall plant performance, the cause of performance change can be 





 Due to operational flexibilities in the combined cycle system, not only the 
degradation effects but also the changing operating conditions can cause variations in 
overall plant performance and flow conditions (temperature, pressure, and flow rate). 
Thus, it is difficult to distinguish the causes of the performance shift between changing 
operating conditions and plant degradation.  
 In the traditional way of degradation estimation, the “expected” performance is 
first obtained by carrying out a heat balance analysis based on measured data. The 
“measured” performance is then “corrected” to the value at the ISO condition and 
compared to the “rated” performance. In this method, only the overall degradation can be 
estimated and the fault of an individual plant component cannot be identified.  
1.3. Performance Monitoring   
 Continuously evaluating the plant performance through the monitoring system 
can help the plant operators know the current plant degradation (decrease in 
performance). This information is necessary for the operators to identify the problems, 
search for the potential of performance improvement, and make economic decisions 
about scheduling maintenance and optimizing operations. A successful performance 
monitoring and evaluation system can give plant operators a clear view of how much the 
plant performance has degraded and how much each subsystem in the plant has 
contributed to that degradation. Based on this information plant operators can pinpoint 
the causes of the performance problems in the power plant and estimate the operational 
cost incurred due to the degradation.  
 Degradation is defined as the performance deteriorations in the plant equipments 
caused by mechanical problems (such as corrosion, fouling, and oxidation). The change 
of plant performance due to the shift of set points controlled by the operators is excluded 
from the definition of degradation. Following the evaluation of plant degradation is the 





operation mode and the control set points that maximize plant profits and meet all 
operation constraints (such as equipment operation limits and emission regulations). The 
optimization analysis needs the current plant degradation status as a crucial input while 
the current plant control set points are also key inputs to the degradation analysis.   
 Through the plant performance monitoring system, the production capability and 
efficiency of a power plant and its subsystems are continuously evaluated over time using 
the measured plant data. Repeated performance monitoring and evaluations over regular 
time intervals are made by the on-line instrumentation, which is the only of information 
that enables plant operators to know the current plant status. This differs from the one-
time precision test that relies on the instrumentation installed specifically for that test.  
A precision test is a one-time performance evaluation of plant equipment that utilizes 
precision instrumentation installed specifically for that test. Since the tests are often done 
for the purpose of verifying vender guarantees on new & clean or upgraded equipment, 
the operating conditions of the equipment being tested are set as close to design (or 
guarantee) points as possible. The objective of a precision performance test is to measure 
the absolute production or efficiency capability of the equipment [1].  On the other hand, 
performance monitoring is done over time intervals, and its objective is to detect 
deviations of performance mainly caused by degradation effects. Following detection, 
actions of equipment upgrade and/or maintenance for the correction are often made. The 
goal of performance monitoring is not necessarily to obtain the absolute capability of the 
plant; instead, repeatable measured results, by which the changes of performance over 
time can be evaluated, are most important [2]. Repeatability is the long-term variation in 
gross error (bias), and, as defined by ASME Performance Test Code Committee, it is 
estimated as one-half the total instrument uncertainty [3]. The repeatability of the 
monitoring data enables performance monitoring to track changes in plant performance. 





repeatable characteristic of performance monitoring that helps the engineers to exclude 
results that are not consistent with long-term trends. 
 In the current on-line monitoring and data reduction technique, measurements 
believed to have higher accuracies are chosen as model inputs and used to close the heat 
balance. The selection of input measured data is sometimes subjective and the heat 
balance analysis is carried out in a deterministic way without considering the 
measurement uncertainties and biases.  
1.4. Performance Analysis  
1.4.1. Physics-Based Performance Analysis  
 The objective of a physical-based performance analysis is to apply 
thermodynamic principles, which include energy and mass balance equations, to the 
combined cycle system. In order to differentiate the performance of each major 
subsystem from others, the heat and mass balances are applied to the control volume 
specified for each of the three major parts in the combined cycle system: gas turbine, heat 
recovery steam generator (HRSG), and steam turbine. Each subsystem is composed of 
several thermal components as well, and they can be further divided into smaller control 
volumes. By applying the heat and mass balances to the specified control volumes, 
unmeasured flow parameters and/or performance factors can be estimated. During the 
performance analysis the measured data are taken as inputs to the balance equations, and 
a complete set of thermodynamic data for each flow stream is calculated. The heat 
balance analysis is not aimed to predict the plant or equipment performance. Instead, it is 
a process of determining detailed thermodynamic properties of the operating system.  
 The number of heat balance equations increases significantly when more control 
volumes are used in a complex combined cycle system. The interactions between 





the control volumes of subsystems) more difficult without using a solver. Fortunately, 
commercial heat balance software such as GateCycleTM and GTPRO has a built-in 
solver [4] making the modeling of very complex combined cycle systems easier for 
system engineers. With the aid of the heat balance solver, the current procedure of 
physical-based performance analysis involves most of the following steps: 
1. Build a computer model for the combined cycle plant or its subsystems being 
investigated based on its configuration and operation condition. The procedure of 
building the plant heat balance model differs from one heat balance solver to 
another. But once the heat balance model is built, it represents a thermal system 
with balanced energy and mass equations regardless of the way of building it. The 
geometry information such as surface areas of tube bundles inside the HRSG is 
obtained from the vendor and is input to the heat balance model at the design 
mode. The heat transfer coefficients of the heat exchangers inside the HRSG are 
then adjusted to match the vendor-provided rating specification.  
2. Run the heat balance model at the prediction mode (off-design mode), which has 
fixed HRSG surface areas, and size the gas turbine and steam turbine. Test the 
model by comparing the model predicted values to the vendor guarantee data over 
a wide range of operating conditions (if available). Calibrate the model if the 
predicted performance does not match vendor-provided data closely at different 
operation conditions. The model is tuned at the design mode and rerun at an off-
design mode when comparing the predicted performance to the measured data. 
3. Run the model at the current operating condition where the measurements were 
made, and obtain the expected performance data. 
4. Compare the expected performance (obtained from the model) to the measured 
data. The “measured” performance is then “corrected” to the value at the ISO 





evaluated by looking at the difference between the rated and corrected 
performance values. 
 The traditional way of combined cycle modeling and simulation is shown by the 
flow chart in Fig. 1-1.  
1.4.2. Measurement Redundancy  
 A measured variable is said to be redundant if it is observable even when its 
measurement is removed [5]. Redundancy classification of variables can be carried out as 
part of the data reconciliation problem [6]. When performing the heat balance analysis at 
the design mode, a set of measured data is input to the computer heat balance model, and 
a complete set of performance data is obtained by closing the heat and mass balances. 
Sometimes the number of available measurements is larger than needed to close the heat 
and mass balance, and in this situation the heat balance is over specified. For example if 
the feed water flow into the HRSG is measured as well as the main steam flow, the heat 
balance will state that these two measured data for flow rate should be equal if there is no 
blow-down at the evaporator. If these two measured values are not equal due to the 
measurement uncertainties, the heat balance analysis leads to no solution. The current 
way to deal with this problem is to believe one of the redundant measurements, take that 
as an input, and throw away the others. The selection is usually based on the prior 
knowledge about the uncertainties of the measurements. In this case, the measurement 
uncertainty of the steam flow is higher than the measurement of the water flow, and, thus, 
the measurement of the feed water flow is selected as the model input while the measured 
steam flow is thrown away.  
 On the other hand, when the available measurements are less than needed, a 
reasonable performance factor is assumed for the component for which the data was 
measured. In this situation the heat balance analysis is under specified. The traditional 





1.5. Importance of Good Data 
 The online performance monitoring system typically extracts the data from 
existing data source in the plant, such as the plant DCS systems. The causes to 
performance changes due to the “natural” factors such like the ambient conditions should 
be distinguished from actual system degradation. Deriving performance parameters from 
measurements in the turbine control system or plant control system without correcting for 
ambient and load effects would produce practically useless information. Instead, a 
performance monitoring system must be capable of not only accepting the necessary data 
inputs, but of also containing the detailed thermodynamic models that allow “correction” 
of the raw data for all relevant effects of operation. In some cases, the necessary data may 
not be available, or perhaps more commonly, the quality of the measurement may be 
insufficient for performance monitoring purposes, necessitating the need for additional 
sensors. The quality of the incoming measurements is very important. Because many 
performance calculations are derived using mathematical relationships that involve 
exponents, small inaccuracies in one measured variable can result in very large 
inaccuracies or uncertainties in a derived result. For this reason, a necessary part of any 
performance monitoring endeavor must be to review all data inputs for sufficiency during 
initial system installation and design, and regularly thereafter to ensure that input quality 
is not degrading over time. Proper pre-processing and range-checking of the data by the 
online system prior to the performance analysis also helps to detect erroneous sensor 
readings. Failure to observe this will result in poor accuracy and inconclusive information 
at best, or at worst, false assumptions and forced outages due to performance problems 






 Combined cycle system engineers utilize a commercial heat balance solver, e.g., 
GateCycleTM, to predict plant performance and provide performance guarantees. Heat 
balance analysis needs the measured data from the site as model inputs and, thus, is 
subject to uncertainties and biases from the measurements. In addition, performance 
predictions will not be accurate if degradation effects are not taken into account. In the 
traditional way of combined cycle plant modeling, the measured data believed to have 
higher accuracies are chosen as inputs to the heat balance analysis while the others are 
discarded. As the plant detailed geometries are available, the performance multipliers, 
which represent the degradation status, are calibrated to match the selected measured data 
in a deterministic way. Therefore, the current combined cycle performance guarantees are 
based on deterministic modeling and simulation without considering the uncertainties. To 
avoid the subjective decision making on what data to believe and what to discard, a 
probabilistic methodology that takes into account the measurement uncertainties and 
gross errors when carrying out model calibration is needed. By introducing the 
probabilistic method for model calibration, one can reduce the uncertainties in 
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 Modeling and simulation for a complex system that has undergone a certain 
degree of degradation face a major challenge in estimating degradation and predicting 
performance while subject to measurement uncertainties. From the modeling & 
simulation point of view, degradation estimation can be conducted by model calibration 
based on the measurement data and by a performance comparison between the calibrated 
and expected new-and-clean models. By running two models, i.e., degraded and new-
and-clean, at the same operation condition, one can quantify the overall degradation and 
break it down into portions contributed by different system components. A performance 
simulation of the degraded system is then carried out by running the calibrated model in 
an off-design mode, in which the system size and configuration are frozen, and, therefore, 
the performance is only dependent on the degradation status and operation conditions.  
The challenge arises from the fact that all measurements are corrupted with random 
errors caused by instrument uncertainties, and, with small probabilities, are contaminated 
with gross errors due to instrument failures. These errors are propagated through the 
calibration process, which is usually a nonlinear inference process. Therefore, any 
physical-based model that is calibrated to the measured data is subject to uncertainties 
and biases. These uncertainties need to be addressed, quantified, and populated to the 
performance simulation while the model calibration should be performed without the 
contamination effects caused by gross errors. 
 Currently in the power generation industry, calibration uncertainties and their 
propagation to performance simulation are not adequately addressed, i.e., measurement 
errors are not populated to the modeling and simulation environment with the 





addition, the majority of calibration processes follow the data-matching type, a 
deterministic procedure often based on subjective decisions on what data to match and 
what to ignore. The deterministic calibration process is subject to larger uncertainties 
from measurement errors since there is no suppression mechanism on error propagation 
during the calibration process. In addition, miss-calibration often happens when gross 
errors occur in measurement data. A miss-calibrated model can lead to serious bias in 
performance simulation. These motivating observations lead to a summarizing research 
question that guides this research work.      
Research Question 1: How can the performance engineer estimate system degradation 
based on the measurement data that are subject to errors?  
 This research work is motivated to answer the research questions outlined above, 
and to present a guide to develop a modeling and simulation environment that addresses 
the problems of uncertainties in model calibration and their propagation through the 
performance simulation. The following hypothesis presents a testable answer to the 
research question.     
Hypothesis 1: By performing data reconciliation and model calibration simultaneously, 
i.e., simultaneous data reconciliation and model calibration (SDRMC), one can estimate 
system degradation based on the error-free data, i.e., the reconciled data, while the 
measurement uncertainties are taken into account as well. 
 The hypothesis given above is a testable answer to the guiding research question. 
To demonstrate the hypothesis, a modeling & simulation environment that enables the 
system engineer to perform simultaneous data reconciliation and model calibration is 
developed. A combined cycle system, which represents a typical complex energy system, 
is modeled and used in this environment to test the proposed methodology.  
 The main advantage of the data reduction method currently used in the majority 
of calibration processes is its fast execution due to the fact that a subjective decision on 





not require an optimization scheme. Introducing data reconciliation into model 
calibration, however, makes the calibration process become an iteration process, and 
therefore more computation time is required due to the optimization scheme involved. 
These two facts lead to the second research question. 
Research Question 2: What is the major benefit that the performance engineer can get 
by using SDRMC instead of a deterministic data reduction method which needs less 
computation time? 
 Obviously, the SDRMC method eliminates the subjective decision making 
process of selecting “good” data to match. A more important benefit is, however, related 
to the reduction of calibration uncertainties. The answer to this research question is the 
following hypothesis which can be tested in the developed modeling and simulation 
environment for a combined cycle SDRMC.      
Hypothesis 2: If one carries out SDRMC instead of utilizing data reduction for model 
calibration, the calibration uncertainties and, therefore, the uncertainties of performance 
simulation can be reduced. 
 The reduction of uncertainties in performance simulations also means the 
mitigation in the risk of issuing performance guarantees, by which the performance 
engineer can provide more aggressive quotes of performance benefits so as to be 
competitive.  
 The implementation of SDRMC to a complex combined cycle system faces two 
major challenges: the smearing effect caused by gross errors, and the computational 
expense incurred by a complex system. These challenges lead to the following research 
questions and the corresponding answers by testable hypotheses.      
Research Question 3: How can one perform SDRMC properly when the measurement 
data are subject to gross errors? 
 Introducing data reconciliation means all the measurement data are taken into 





There is, however, a challenge in every data reconciliation scheme to face and tackle -- 
the smearing effects caused by the gross errors, i.e., biases in the measurement data. The 
occurrence of measurement biases does not disprove the usability of data reconciliation. 
Instead, applying the gross error detection (GED) techniques into the simultaneous data 
reconciliation and parameter estimation scheme can suppress the smearing effects.   
Hypothesis 3: The occurrence of gross errors can be tested. Once it is confirmed, one 
can apply gross error detection techniques to mitigate the smearing effects and identify 
locations and magnitude of gross errors while performing SDRMC.   
 As the GED techniques are incorporated to the simultaneous schemes used for 
model calibration and data reconciliation, more system level iterations are required, 
especially when the hypotheses-testing based method is utilized. Combination of the high 
fidelity performance simulator and the GED scheme could lead to tremendous 
computation costs for a complex system.  
Research Question 4: How can one reduce the computation time in SDRMC for a 
complex system? 
 To ease the cumbersome computation requirements, rapid system modeling is 
required. It can be achieved by utilizing meta-modeling, which provides for the efficient 
approximation of arbitrarily complex functions.  
Hypothesis 4: For a complex system, one can incorporate the meta-modeling into the 
SDRMC scheme to reduce the computation time.   
 In this research work, the above hypotheses are to be tested in a developed 
modeling and simulation environment where the performance engineer can create meta-
modeling for a complex thermodynamic system and incorporate the gross error detection 
techniques into a simultaneous scheme for data reconciliation and model calibration. This 
modeling and simulation environment (M&S) is aimed to aid the performance engineers 
to perform model calibration in a probabilistic manner such that all measurements that 





decisions for the “good data” to be used. The estimation uncertainty for system 
degradation is also provided in this developed M&S environment, by which the 
performance engineer can populate the calibration uncertainty to the uncertainty in 
performance simulation. The ultimate goals of this project are to reduce the uncertainties 
in performance simulation for degraded thermodynamic systems and to aid the 
performance engineer to build confidence levels on the predicted system performance. 
The application of this new M&S environment can then be used to provide more reliable 
























3.1. Combined Cycle Basics  
 The combined cycle power plant has become the most commonly built type of 
power generation system in recent years due to its high efficiency, relatively low installed 
investment costs and on-line availability once installed. The technology of its 
components, developed to improve the efficiency, has matured and makes its overall 
plant efficiency much higher than a traditional Rankine-cycle power plant. 
 The thermodynamic characteristics of different type combined cycle power 
systems have been studied by Horlock and Crane[7, 8]. Detailed descriptions of system 
principles, design considerations, and the component behavior at off-design condition 
were covered by Kehlhofer[9]. Recent advances and prospects have also been reported by 
Horlock[10] and Frutchi[11]. Combined cycle off-design performance, which has been 
studied in a lesser degree, can be found in the work done by Fantozzi and Desideri[12].   
In the combined cycle system, the three major parts – gas turbine, HRSG, and steam 
turbine, are operated in an interactive way. The gas turbine not only generates the power 
but also provides the hot exhaust gas to the heat recovery steam generator (or HRSG). 
The HRSG then transforms the gas turbine exhaust heat into usable steam energy. The 
hot, hig- pressure steam is sent to the steam turbine to generate extra power or to serve as 
a source of process steam that can be utilized as heat input. In this latter mode, the plant 
would be called a “Cogeneration” plant.  Inside the HRSG there are a series of heat 
exchangers: superheaters, evaporators, economizers and feed water heaters at different 
pressure levels. The hot exhaust gas of the gas turbine passes through these heat 





the tubes via heat convection on both sides of the tube and conduction through the tube 
wall. Additional equipment like duct burners and bypass ducts may be added to the gas 
path section in the HRSG. The combined cycle system can be represented with a 
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 The ordinate of the figure is temperature showing both the gas and water/steam 
side temperatures.  The abscissa simply represents the length of the HRSG in a 
qualitative way.  The different types of heat exchangers - economizers/feedwater heaters, 
evaporators and superheaters are color coded as defined on the figure. The gas 
temperature drops uniformly through the HRSG, but this is not the case for the 
water/steam temperatures.  Note that water from an economizer enters an evaporator 
below saturation temperature.  This is a typical situation to avoid any boiling in the 
economizer that may take place in some off-design case. The thermal efficiency of the 
combined cycle system increases with the number of pressure levels. There is, however, a 
trade-off between the plant efficiency and the cost of building a more complex multiple-
pressure system. 
3.2. Performance Monitoring – Where are we now? 
 Performance monitoring is the process by which the efficiency and production 
capability of plant equipment is continuously evaluated. The evaluation of performance 
implies a comparison to some standard that defines good performance. For example, does 
good performance mean that the plant would pass its original acceptance test? Does it 
mean that the plant is better than it was last year, or last month? 
 Performance monitoring and diagnosis for combined cycle power plants have 
become more important in recent years due to the need for continuously evaluating the 
performance and operating costs of the plants and their subsystems. This need has been 
revealed by many available commercial monitoring packages being utilized in the power 
generation industry. These commercial packages are designed to achieve various goals 
such as instrument fault detection, energy and cost accounting, or production and 
maintenance scheduling among others.  
 A compilation of analytic methods utilized in typical monitoring systems to 





textbook of Gay [2].  The method presented in this literature utilizes the measurements 
with repeatable precision to perform the heat balance analysis, which gives the corrected 
plant performance. The degradation is then estimated by a comparison between the 
corrected and rated performances. Similar studies on the performance monitoring can 
also be found in Haub [13] and Rickli [14]. 
 A typical combined cycle monitoring system utilizes the first law of 
thermodynamics to perform the heat balance analysis and to estimate the system 
degradation. Performance monitoring and diagnosis using exergy analysis methodology, 
which is based on the second law of thermodynamics, has also been developed.  These 
thermodynamic analysis methods are then typically combined with an economic analysis 
of the plant investment and operation, e.g., Lozano uses a thermo-economic analysis to 
diagnose the operation deficiencies in an existing combined cycle power plant [15]. 
Diagnosis of plant performance based on Structural Theory has been theoretically 
developed by Valero[16][17][18][19]. Application of Structure Theory to the combined 
cycle performance monitoring and diagnosis was done by Correas[20]. Similar studies of 
thermal system performance monitoring and component malfunction diagnosis based on 
Structure Theory and thermo-economic analyses have also been published (e.g., Stoppato 
and Lazzaretto [21], Arena and Borchielini [22], Lerch et al. [23], and Lazzaretto et al. 
[24]). Zaleta proposed a diagnosis methodology based on both energy and exergy 
analyses using heat rate and total power as thermodynamic indices [25].  
 In the studies based on exergy analysis and Structure Theory, the thermal energy 
system is transformed into a productive structure, which is built according to the exergy 
usage in each component. The process is very similar to setting up control volumes for 
the thermal system based on the first law of thermodynamics. Any type of performance 
diagnostic technique (first law or second law) carries out diagnosis based on the 





to be done to eliminate the errors caused by measurement uncertainties or faulty sensors. 
Otherwise the results of the diagnosis will not be valid.  
 Currently in the power generation industry, the performance monitoring flows 
three basic steps: 
Step 1: Range and Reasonableness of Inputs  
Incoming measured data that serve as inputs to the performance calculations are 
checked for validity, compared to physical limits, and – if necessary – substituted 
with reasonable default values in order to guarantee proper online operation of the 
systems. 
Step 2: Component Heat Balance 
A heat balance around the gas turbine produces additional information on the 
conditions of the ingoing and outgoing streams and also adds information on 
certain parameters that cannot be measured directly. It is important to note that the 
heat balance calculation is not designed to measure performance, but to create 
detailed information about the current operating point that is consistent with mass 
and energy balances around the equipment. If the monitoring system covers the 
entire plant, the redundancy of information between the individual equipment 
even allows reconciliation of plant measurements and advisories regarding current 
sensor conditions.  
 
Step 3: Performance Analysis 
Once a consistent set of data on the current operating point has been generated, 
the performance analysis itself can be conducted, comparing current performance 
against expected performance calculated from detailed equipment models based 
on design and test information. In order to make performance data comparable 





conditions, e.g., ISO or acceptance test conditions, so that it is easy for the 
operator or performance engineer to evaluate trends of equipment performance. 
3.3. Degradation Effects 
 The term “degradation,” as used in this research work, refers to a change in 
equipment performance over time compared to that of the “new and clean” equipment at 
equivalent operating conditions.  
 Deviation of combined cycle performance from its expected value is primarily 
caused by two reasons: 
1. Changes in ambient and operating conditions. 
2. Changes in fluid path component configurations due to degradation. 
When evaluating performance degradation, two types of degradations are typically 
considered: 
• Recoverable Degradation is the performance loss that can be recovered by 
operational procedures such as keeping the inlet and outlet pressures low, or 
online and offline water washing of the compressor.  
• Non-Recoverable Degradation is the performance loss that cannot be recovered 
without repair or replacement of affected gas turbine components. Examples of 
non-recoverable degradation include: loss of surface finish on blades, increases in 
blade tip clearances, packing leakage of both the compressor and turbine, and 
combustion system component corrosion/erosion leading to flame instabilities or 
increased thermal stress on the subsequent turbine sections. 
Degradation usually results in performance shortfalls, and it is difficult to prevent. The 
causes of degradation are related to many correlated parameters. In the Rankine cycle, 
fouling has the biggest impact on the performance downgrade and is the most common 
cause of degradation in the HRSG. According to ref. [26], fouling of the power plant heat 





caused by heat exchanger fouling for petroleum refining in the non-Communist countries 
as high as $4.41 billion per year. 
 Degradation of gas turbine hot gas path components (e.g. compressor and turbine) 
were studied and presented in [28~32]. A complete discussion of the degradation 
mechanism can be examined in [30, 32]. According to ref. [30], the faults that occur in a 
combustion chamber that affect overall performance are rare compared to those that 
occur in a compressor and turbine. Thus, those faults occurring in combustion systems 
are usually excluded from the gas turbine degradation studies. 
 The performance shortfalls caused by degradation can be reflected in the 
measured data such as a decrease in the measured power output or increase in the 
measured heat rate. Or, the performance metric can be defined in a small scale such as the 
heat exchanger outlet temperature or turbine exit pressure, and degradation of the 
performance in this scale can be identified by the change in flow parameters such as 
pressure and temperature. In this paper, attention is focused on including degradation 
effects, both large scale and small scale, as part of combined cycle modeling and 
simulation.  
 Degradation effects have a crucial impact on the performance prediction, and if 
the degradation is not included in the plant modeling and simulation, the performance 
prediction will not be valid. To identify the degradation, measured data from the site must 
be relied upon. The measured data, however, are always subject to uncertainties and 
biases, which will affect the reliability of degradation identification. Measurement errors 
not only bias the degradation estimation, but also cause errors in plant modeling and 
simulation. Figure 3-2 shows the shift of a heat release diagram for a combined cycle 
HRSG due to measurement errors. Errors in the heat rate and HRSG surface area 
predictions caused by inaccurate data are also given in Fig. 3-3. Studies on combined 





generation industry, there is no formal technique used to identify current plant 





































































































































































3.4. Degradation Estimation by Model Calibration 
 Model calibration for a power system is the process of modifying the input 
parameters to a heat balance model until the output from the model matches an observed 
set of data. Once the model is calibrated, it can be used to predict the system performance 
in off-design conditions. To be able to quantify degradation in the power system, a 
detailed combined cycle heat balance model is required instead of simplified energy and 
mass balance equations for two reasons. First is the capability of the commercial heat 
balance solver to carry out detailed modeling of geometries and configurations for each 
plant component. This capability enables the utilization of the performance correction 
factors to simulate the degradation effects based upon the input geometry and design 
point specifications. Second is the capability of the commercial heat balance software to 
handle the interactions between subsystems inside the combined cycle power plant, and, 
most importantly, close the heat and mass balances.  
 These features provide flexibilities to the whole plant or subsystem modeling and 
simulation based on the available information. For example, selection of the subsystem 
(or control volume) in the heat balance modeling is adjustable depending on the 
measurement availability. If measurements of flow parameters are available and 
redundant for each section of the plant, the subsystems can be defined at a small scale. In 
this situation we are able to determine the degradation status of each section. If the 
available measurements are limited, the selection of subsystems has to be tailored such 
that measurement redundancies exist. No matter how we define subsystems based on the 
availability of information, the heat balance solver is able to close the energy and mass 
balances all the time. 
 Having the capability of the off-design performance simulation from the heat 
balance solver, the performance engineers are able to create the model that represents the 





match the measurement data. The system degradation then can be quantified by 
comparing the predicted performance from the calibrated model with that obtained from 
the new and clean. Currently, the majority in the power generation industry relies on the 
deterministic data matching method to calibrate the model. In the deterministic model 
calibration, the model is tuned to match the selected data based on the prior belief while 
the rest of data are ignored. The decision making on what data to match and what to 
ignore itself is often subjective.      
3.5. Measurement Uncertainty 
 A measurement uncertainty is defined by the document, Guide to the Expression 
of Uncertainty in Measurement [33], as “a parameter, associated with a result of a 
measurement, that characterizes the dispersion of the values that could reasonably be 
attributed to a given particular quantity being measured.” Due to the occurrence of 
uncertainties, every measurement should be expressed by the true value of the quantity 
being measured plus a measurement error. Measurement errors are deviations of the 
measured data from their “true” values, which are either caused by fluctuations in 
measurements or associated with the theoretical description of the results.  
 The source of measurement uncertainties mainly comes from two categories: 
random errors and systematic errors (gross errors). In a typical on-line monitoring 
system, the measurement of a flow parameter is taken from a computer-based data 
acquisition system as a single value or an average of measured data over a short period of 
time. Measurement uncertainties caused by random errors can be estimated by calculating 
the standard deviation of a set of repeated measurements. A gross error, however, 
represents a large scale of deviation from the true value that constantly occurs during the 
measurement. Unless the information of likely gross errors for a given sensor is provided, 





measurements. They must be estimated by either engineering judgment or through the 
gross error detection techniques.  
 By quantifying measurement uncertainties of sensors, we are able to estimate the 
mother population of measured data, which is a key input to the model-based data 
reconciliation process. The method of defining and quantifying measurement 
uncertainties can be found in ASME PTC 19.1-1998, Test Uncertainty [3], which serves 
as a guideline for quantifying measurement uncertainties in this paper.  
3.6. Data Reconciliation, Gross Error Detection, and Parameter Estimation 
 In the combined cycle power plant, hundreds or even thousands of variables such 
as pressures, temperatures, flow rates, etc. are routinely measured and recorded by data 
acquisition systems for the purpose of performance monitoring. The use of computers in 
the modern data acquisition systems not only facilitates collection and processing of a 
large amount of data but also eliminates errors caused by manual recording. Measured 
data are always corrupted by errors during the measuring, processing and transmission of 
the measured signals. These errors lead to deviations of measured data from the true 
values of the flow parameters being measured. The total error in a measurement primarily 
comes from two sources– random errors and gross error (systematic errors).  
 Random errors arise from different sources of noise such as power supply 
fluctuations, signal conversion noise, changes in ambient conditions, etc, which are 
beyond the control of the design engineer. Neither the magnitudes nor the signs of 
random errors can be predicted. Therefore, the only possible way these errors can be 
characterized is by the use of probability distributions. 
 Gross errors, on the other hand, are caused by non-random events such as 
instrument malfunctioning (due to improper installation of measuring devices), miss-
calibration, wear or corrosion of sensors, etc [33]. Due to its non-random nature, a gross 





contribution of a gross error to a measured value remains the same as the measurement is 
repeated with the same instrument at the same condition. Although gross errors occur less 
frequently, their magnitudes are typically much larger than those of random errors. 
 Plant engineers rely on measurements from the site to monitor the plant 
performance and decide the best operating strategy. The plant operating conditions are 
adjusted by the control system to maintain the optimized power output or heat rate. 
Measurement errors lead to significant deterioration in controlling and monitoring plant 
performance. In some cases, erroneous data can also drive the process into an 
uneconomic operating regime [34]. The problems related to measurement errors are 
magnified because vendors utilize measurements for plant modeling and simulation to 
provide customers the performance guarantees. Using measured data that have errors as 
the model inputs during modeling can cause the predicted performance to deviate from 
what it should be, and they may cause the penalties to the vendors for the 
underachievement of a performance guarantee. It is therefore important to reduce the 
error effects in the process of a performance guarantee. 
 Data reconciliation is a technique developed to reduce the effect of random errors 
and improve the measurement accuracies. What differentiates data reconciliation from 
other data filtering techniques is that data reconciliation utilizes process model 
constraints and estimates process variables by adjusting the measurements so that the 
estimates satisfy the model constraints [34]. The reconciled true value estimates are 
expected to be more accurate than the measurements and, most importantly, satisfy the 
physical constraints such as conservation of energy and mass. The results of data 
reconciliation, however, may be invalid due to the contamination effects of gross errors. 
In order for data reconciliation to be effective, the gross errors need to be excluded during 
the process. Gross error detection is a companion technique to data reconciliation that has 





gross error detection are carried out together either in a parallel or serial way to improve 
the accuracy of measured data. 
 Data reconciliation has been widely implemented in the chemical industries 
during the past 35 years. There is a large volume of literature available addressing related 
topics. A detailed description of the underlying concepts and application examples can be 
found in Romagnoli and Sanchez [35]. Data reconciliation for linear models is also well 
studied. Crowe et al. [36] used a matrix projection method to decompose the model 
constraints and solve for the measured and unmeasured parameters sequentially. Pai and 
Fisher [36] use Crowe’s matrix projection method to decompose the linearized sub-
problems and Broyden’s method to update the Jacobian. Swartz [37] also uses Crowe’s 
method along with a QR matrix factorization to eliminate the unmeasured parameters.  
On the other hand, various nonlinear programming (NLP) techniques, such as generalized 
reduced gradient algorithm (GRG2), sequential linearization programming (SLP), 
sequential quadratic programming (SQP), etc., can be applied directly to solve nonlinear 
data reconciliation problems. Studies have shown that the NLP technique is more robust, 
but at the expense of computing time. A hybrid SQP method modified to fit a least square 
object function was developed by Tjoa and Biegler[38], and the demonstration showed a 
significant saving in computing time.  
 The use of a least squares objective function in data reconciliation is based on the 
assumption that all the measurements are normally distributed due to random errors. In 
the data reconciliation process, data being reconciled are adjusted not only to minimize 
the least squares objective function but also to satisfy all the nonlinear physical 
constraints. The presence of gross errors can contaminate the results of data 
reconciliation. This is because the weighting factors defined based on uncertainties of 
random errors are applied to the measurements found to have gross errors. As gross 
errors are found during the process, they should be pulled out and the data reconciliation 





contamination effect of an iterative process due to gross errors during data reconciliation, 
Tjoa and Biegler [39] utilized a bi-variant distribution function (contamination normal 
function), which takes into account both random and gross errors, and constructed a new 
objective function based on the maximum likelihood principle. Minimizing this newly 
constructed objective function gives unbiased estimates in the presence of gross errors, 
and a simultaneous gross error detection test can therefore be carried out based on their 
distribution functions. In the study by Ozyurt, D. B. and R. W. Pike [41], six different M-
estimators derived from robust statistics for simultaneous data reconciliation and gross 
error detection were investigated along with weighted least squares and a modified 
iterative measurement test method (MIMT) for nonlinear models. These M-estimators all 
reduce the gross error effect during data reconciliation. Their performances were 
compared and investigated through the applications to two industrial cases, and the 
comparison shows that the Cauchy distribution and Hampel’s redescending M-estimator 
give promising results for simultaneous data reconciliation and gross error detection with 
less computation time. 
 A gross error is statistically an error whose occurrence as the result of a random 
variable is highly unlikely. The presence of a gross error is usually detected by statistical 
tests generally based on linear or nonlinear models. Rejection of gross errors can be 
performed using confidence level or α values when the underlying distribution function 
for the measurement is available. A measurement value with a probability of occurrence 
less than ( ×α 100%) can be detected as a gross error. Some of these tests can be found in 
Tamhane and Mah [41], Rosenberg et al. [42] and Narasimhan and Mah [43]. The 
occurrence of gross errors could invalidate the results of reconciled measured data that 
are from good sensors. The use of a robust estimator can reduce the contamination effects 
caused by gross errors and avoid the use of an iterative scheme during data reconciliation.  
Parameter estimation is a crucial step to realize the underlying physical phenomena in 





squares method used for parameter estimation, it is assumed that the parameters being 
estimated are not subject to measurement errors. In reality, random and gross errors occur 
in measurements and can bias the process of parameter estimation. Duever et al. [44] 
proposed the error-in-variables (EIV) approach for parameter estimation, which assumes 
all measurements have errors. Thus, in solving the EIV problem, not only the model 
parameters are estimated, but data reconciliation is also carried out. A deterministic EIV 
method that guarantees global optimality was proposed by Esposito and Floudas[45], 
who reformulated the optimization problem in terms of convex underestimating functions 
and then utilized a branch-and-bound procedure. Arora and Biegler suggested re-
descending estimators for simultaneous data reconciliation and parameter estimation. The 
advantage to re-descending estimators is its easy identification of outliers without any 
extra data analysis on the residuals of regression.  
 Application of data reconciliation in the power generation industry is not as 
widespread as in the chemical industry. However, there have been significant 
contributions: An equation-based data validation technique proposed by Cheng et al. was 
implemented to the gas turbine performance monitoring system [46]. Hartner et al. [47] 
suggested a model-based data reconciliation method and applied it to a fossil boiler plant. 
In this model, a commercial heat balance solver was utilized instead of a set of nonlinear 
physical constraints to perform the plant data reconciliation. Most of these studies have 
been done for simple cycle gas turbine plants (gas turbine only with no HRSG or steam 
turbine), and very few studies have been done for the combined cycle data reconciliation. 
Gotz and Reisacher [48] performed equation-based data reconciliation for a combined 
cycle system represented by a set of simplified energy and mass balance equations. The 
residuals, which are caused by the measurement uncertainties or biases, were 
approximated by the 1st order Taylor series, and the estimates were obtained by solving a 
linear algebra problem. Gulen and Smith [49] developed analytical solutions to the data 





applied to a single-shaft combined-cycle system to separate the total power distribution. 
In this method the residuals were also linearized using a 1st Taylor Series, and the 
reconciled values were obtained by solving a differential equation that minimizes the 
uncertainties of the estimates. In these two combined cycle-related literatures, 
measurements were assumed only subject to random errors, and gross errors were 
assumed not to exist. The occurrence of gross errors will invalidate the results since in 
both methods the residuals are linearized by a 1st order Taylor series, which is only valid 
when deviations of the measurements from true values are small and under the scope of 
random errors. This assumption is invalid even if gross errors occur. 
3.7. Post Market Combined Cycle Performance Guarantees 
 Performance guarantees for the upgraded after-market combined-cycle power 
plants cannot be done properly without establishing the current plant status correctly. 
Underestimating the current degradation status could result in providing the over-
predicted power and heat rate as the performance guarantees, which leads to the financial 
penalties for the EPC (Engineering, Procurement, Construction) contractors. 
Overestimating the shortfalls of the current plant performance, on the contrary, results in 
conservative performance guarantees, which could cause a less competitive contract. 
Performance guarantees of plant upgrades for the current degraded plant present a unique 
challenge due to the fact that the plant is not at the new and clean condition whose 
performance guarantees. For a new plant, the status is new and clean, and guarantees can 
be provided by the design-point heat balance analysis and confirmed by the precision test. 
However, for the degraded plant, the new and clean heat balance analysis is no longer 
valid and a model calibration is necessary. The calibration reference is, however, based 






 The process of performance guarantee is the EPC contractor’s proprietary 
information, and, thus, it is usually not available to the public. However, based on the 
information obtained from the interviews with engineers of EPC contractors and the 
related website [50], it is known that in most of the performance guarantee processes a 
heat balance analysis is utilized, and the margined point estimation is provided. In the 
heat balance analysis, the plant measurements are input to the design-point model and the 
point estimation of the upgraded plant performance is obtained by running the off-design 
heat balance heat balance model. The model predicted performance is the engineering 
expected value. It is margined by a factor (between 0 and 1) to take into account the 
model accuracy and other uncertainties. A risk analysis is then carried out and the final 
guaranteed performance is obtained with a certain confidence level. 
3.8. From Deterministic to Probabilistic  
 From the above literature reviews, the following facts have been found: 
1. Techniques used in the chemical industry for data reconciliation and gross error 
detections are equation-based. While dealing with systems that have nonlinear 
processes such as heat transfer and chemical reaction, it is inevitable that 
nonlinear constrained optimization problems must be solved. In these techniques, 
the optimization problem is solved either by linearization or traditional nonlinear 
programming methods such as SQP (sequential quadratic programming) and SLP 
(sequential linearization programming). Almost all of the references to these 
techniques are being utilized in the chemical industry; there are very few literature 
citations showing applications of these techniques in the power generation 
industry.  A combined cycle system has complex mass and energy transport 
among small components such as heat exchangers and subsystems such as a gas 
turbine, HRSG, or steam turbine. This makes it difficult to implement equation-





whole HRSG as a black box. In the previous works of combined cycle data 
reconciliation, simplified model equations were utilized. Simplified model 
equations, however, are less representative of real combined cycle plants, plants 
which have differing configurations and whose degradation status varies from 
plant to plant. Therefore, there is a need for a technique that can carry out 
concurrent data reconciliation and gross error detection and is able to handle the 
complexity of a combined cycle system. 
2. Very few references have been found that consider the estimation of combined 
cycle degradation effects. The available literature exhibits the impact of system 
component degradation, but techniques for estimating current degradation status 
are not available. However, in chemical industry there are techniques available for 
concurrent data reconciliation and parameter estimation. In these techniques, the 
robust maximum likelihood estimators (M-estimators) are employed to mitigate 
the gross error effects. These methods, however, mainly target the process 
parameters, and, most importantly, they are equation-based meaning that certain 
simplifications are necessary. In a combined cycle power system, degradation 
deteriorates the heat transfer capabilities of the system components and thus has a 
crucial impact on the energy terms in the model equations. It also makes the 
model-predicted plant performance deviate from the real value. Without taking 
degradation effects into account, the data reconciliation would be biased as well. 
Therefore, there is a need for a technique that not only can reconcile the 
measurements but also is able to evaluate the hidden degradation status in a 
combined cycle system. 
 An integrated methodology utilizing the heat balance solver for carrying out 
simultaneous data reconciliation and model calibration (SDRMC) is proposed and has 
been implemented to an adaptive modeling and simulation environment for the combined 





plant-specific heat balance model using the commercial software such like GateCycleTM, 
and specifies the subsystem boundaries according to the measurement availability and 
redundancy. Once determine the measurement uncertainties from the prior belief, the 
integrated modeling and simulation is then engaged to perform simultaneous data 
reconciliation and model calibration. By doing so, the model is calibrated in a 
probabilistic way, from which one can get the tuned performance correction factors based 
on the reconciled data. The gross error detection techniques are engaged when the test 
statistics for the first run of SDRMC indicates the occurrence of gross errors. The gross 
error detection scheme ensures the model is calibrated with the least smearing effects 
caused by gross errors. Figure 3-4 shows the process map of the integrated modeling and 
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Figure 3-5: SDRMC process map 
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MODEL BASED DATA RECONCILIATION 
 
 The quality of measurement data is crucial to the inference of model parameters 
as well as to the model based on-line optimization of power system performance. Apart 
from on-line monitoring and optimization for power system performance, the off-line 
power system degradation estimation and root-cause-analysis (RCA) also rely on the 
quality of measurement data. Measurement data always contain both random errors and 
gross errors due to uncertainties and instrument failure. The random errors are mainly 
from instrument inaccuracies caused by uncertainties on the part of the manufacturers of 
the equipment, and they are often tabulated by vendors or estimated through statistical 
analysis based on historical measured data. The cause of gross errors can be from 
different reasons such as the wrongly chosen sensor locations or miss-calibration of 
instruments.  
 Data reconciliation is a process of filtering out the random errors by either non 
model-based or model-based techniques. The most widely used techniques for data 
reconciliation are model-based types, in which the adjustments to the measured data lead 
to residual-free material and energy balances. In this type of data reconciliation, the 
measured data are optimally adjusted so that the conservation laws and other physical 
constraints are satisfied [51]. In chemical engineering, the analysis of model-based data 
reconciliation was first published by Kuehn and Davidson [52]. The application of data 
reconciliation to industry processes has also been reported [53~56].  
 The other type of model-based data reconciliation utilizes the performance 
simulation model, which generates simulated data sets that automatically satisfy the 
material and energy balances at off-design conditions for any specific system status. In 





likelihood of observing the measurements is maximized, and, therefore, data 
reconciliation and model parameter estimation, i.e., model calibration, are carried out 
simultaneously. This type of data reconciliation is similar to Error-in-Variables 
Estimation (EVM). The application of EVM to industry process has been published in 
past decades [57~59]. The occurrence of gross errors is much less frequent than random 
errors, but they cause smearing effects on data reconciliation and model calibration. To 
mitigate smearing effects, gross error detection and elimination can be performed 
simultaneously with data reconciliation and model calibration or carried out as an outer 
loop process with data reconciliation and model calibration executed in an inner loop.   
4.1. Maximum Likelihood Principle 
 The maximum likelihood method was introduced by Fisher [60]. It has been used 
in a wide range of applications such as regression analysis, model discrimination, and 
parameter estimation. The maximum likelihood principle states that the model parameters 
should be chosen so as to make the likelihood of observing the experimental data appear 
to be the highest. A specific form of the probability density function that represents the 
parent population of experimental observations is required in the application of the 
maximum likelihood principle. The Gaussian distribution, or normal distribution, has 
been known to be the form that closely approximates the parent population for most types 
of measurements. For a Gaussian distribution the corresponding multivariate joint 






















                  (4-1) 
 The function Pi gives the probability of making an observation x
’
i for a given 
mean xi and σi. The mean xi represents the true value for a target to be measured and is an 
unknown variable, which is to be estimated during the maximum likelihood application. 





the measurement instruments and is provided initially by manufactures or through the 
multivariate analysis on the data. The off-diagonal element of σi is the covariance of a 
pair of measurement variables. Most of the time the correlations between pairs of 
measurements are zero, and, thus, the off-diagonal elements of σi are assumed to be zero 
in most applications.  
 If the experimental observations are made independently, the likelihood function 
for all experimental observations can be formulated as the product of their corresponding 








θXX                                              (4-2) 
L is the likelihood function, i.e., the probability of observing all the measurement data X’ 
for the unknown means X of parent populations, which is determined by the model 
parameters θ. It is obvious that the likelihood function reaches the maximum when the 
estimated mean xi coincides with the measured value xi
’. But this is usually not the 
solution since the measurements are, most of the time, not able to satisfy the model 
constraints, i.e., thermodynamic consistency. The search of the solution, i.e., the model 
parameters, is, therefore, an optimization procedure with L as an objective function 
subject to model constraints. The basic assumption of the maximum likelihood principle 
says that the set of measurements observed is the most likely set. Thus, the best estimates 
of the model parameters and the true values, which are functions of the estimated 
parameters, are those maximizing the likelihood function subject to the model 
constraints. 
 By taking the natural logarithm of equation (4-2) and then substituting the 
probability density function assumed in equation (4-1), one obtains a form of objective 
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Maximizing equation (4-3) is equivalent to minimizing the parameter χ2 in equation (4-4) 










12 )()( σχ                                     (4-4) 
Equation (4-4) is also seen as a goodness-of-fit function. 
 The task of finding the optimum fit to the measurement data will be to find the 
values of θ that minimizes the weighed sum of the squares of the deviations, χ2 and, 
hence, to find the optimum model parameters that lead to the smallest sum of the squares 
or the least-squares fit. The value of χ2depends on the following factors: 
1. Uncertainties of the measurement data xi
’, which are random samples from a 
parent population with expectation values xi. 
2. The values of uncertainties σi assigned to the measurement data xi
’. Incorrect 
assignment of σi leads to incorrect values of χ
2. 
3. The selection of model, which provides analytical functions for xi as 
approximations to “true” values. 
4. The model parameters θ, which are to be found during the solution searching 
process. 
The least-squares function shown in equation (4-4) will not be valid if the assumption of 
no correlations between measurements is not true or if the probability density function 
selected to represent the parent population of the measurement data is not the Gaussian 
distribution. Although different types of probability density functions lead to different 
forms of likelihood functions, most of them can be further simplified to convenient forms 
for solving. For the case where correlated measurements exist, a direct maximum 





4.2. Model Based Data Reconciliation  
 When the measured data are reconciled to be thermodynamically consistent based 
on the physical based model, e.g., heat and mass balances, it is categorized as model 
based data reconciliation. Model based data reconciliation always results in 
thermodynamically consistent data for any thermodynamic system. The system model 
imposes constraints on the optimizer during the reconciliation process where an objective 
function defined based on the maximum likelihood principle is being minimized. The 
physical based model can be either heat-and-mass balance equations or the performance 
simulator, which can provide off-design performance simulations, e.g., the commercial 
heat balance solver such as GateCycleTM.  
 When heat-and-mass balance equations are utilized, the measured data are 
reconciled for the system in a specific condition and degradation status. The unmeasured 
system parameters are estimated during the reconciliation process as well. There are 
usually no common model parameters, i.e., model parameters that represent certain 
degradation status and remain constant regardless of changes in operation conditions, 
being involved in this type of reconciliation problem. However, the reconciled data can 
be later used to infer model parameters in the performance simulation model.    
 When the performance simulator is utilized, model based data reconciliation 
becomes a process of simultaneous data reconciliation and model calibration, in which 
the model parameters are “tuned” to represent the current system status, e.g., the 
performance multipliers. Most of the model parameters are common factors used to 
calibrate the model so as to predict the off-design performance at varied operation 
conditions. At the end of reconciliation process, the measured data are reconciled by the 
simulated data from the performance simulator while the model parameters are inferred 
through the reconciliation process as well. The uncertainties of estimates can be reduced 





4.2.1. Data Reconciliation by Closing Heat and Mass Balance  
 The heat and mass balance of a thermodynamic system is a universal principle for 
validating the measurement data. A set of thermodynamically consistent data results in 
residual-free heat and mass balance equations. Substituting the measured data into 
balance equations usually causes residuals on the right hand sides (RHS) of equations due 
to measurement errors. Model based data reconciliation is, therefore, a process of 
rectifying the data to “close” the heat and mass balance, i.e., residual-free on the RHS. 









                               (4-5) 
Due to measurement errors, substituting the measurement data into equation (4-5) causes 
non-zero residuals on the RHS of equation (4-5). 
 A more general form of the energy and mass balance for any thermodynamic 
system can be expressed as: 
AX = 0                                                          (4-6) 
where A is a m×n matrix representing the heat and mass balance of a thermodynamic 
system, and X is a column vector of a set of thermodynamically consistent data. More 
generally, A can represent any model constraint that describes the system. When 
replacing the thermodynamically consistent data with the measurement data (represented 
by a column vector X’), the measurement errors cause residuals on the RHS of equation 
(4-6): 
AX
’ = ε                                                         (4-7) 
where ε is a column vector of residuals from corresponding model constraints. 
 Each measured data in the heat and mass balance equations contributes its error to 
the total balance error. The total heat and mass balance error can be estimated by using 





measurement uncertainties and on model sensitivities to input variables. The error 






















ε                                                (4-8) 
The heat and mass balance error εj is obtained by substituting the measured data into the 
model constrains: 
)(xf ijj =ε                                                       (4-9) 
where xi is the measurement, fj is the jth heat and mass balance equation, and εj represents 
the balance error in the jth balance equation. 
 A more rigorous expression for the error propagation principle that takes the 
correlations between the constraint residuals into account is given as: 
E = A
T
VA                                                         (4-10) 
where V is the variance-covariance matrix of the measurement data, constructed based on 
instrumental uncertainties; E is an n×n variance-covariance matrix for the correlated 
constraint residuals, and it can be expressed as: 
( ) ( )
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εε                                       (4-12) 
By applying the maximum likelihood principle and imposing the model constraints such 























                                  (4-13) 
The solution to the data reconciliation problem is the set of mean values, xi, that satisfy 
the model constraints and minimize the least squares objective function, i.e., maximize 
the likelihood of observing the measurement data xi. Equation (4-13) shows that the 
weight factor for each measurement is inversely proportional to the standard deviation of 
its error. Since a larger value of standard deviation implies the measurement is less 
accurate, it gives a relatively smaller weight to the objective function, and, thus, gives 
larger weights to more accurate measurements. There is an advantage of using the least 
squares objective function shown in equation (4-13) because of its dimensionless feature 
since the standard deviation of a measurement error has the same unit as the 
measurement. 
 Equation (4-13) can be solved by an iterative scheme based on the Lagrangian 
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Based on the Lagrangian and Kuhn-Tucker conditions, the reconciled values xi can be 
















’ = [I – σAT(AσAT)A] X’= BX’                  (4-16) 
Equation (4-16) shows the reconciled data are obtained through linear transformations of 
the measured data, and, therefore, are subject to estimate uncertainties caused by the 
measurement errors. The reconciled data represent the expected mean values of the 





] = BX = X                                         (4-17) 
The corresponding covariance matrix is then calculated by the following equation: 
Cov(X) = BσBT                                                   (4-18) 
4.2.2. Serial Constrain Linearization with Explicit Model Constraints 
 The model constrains can be rearranged to explicit forms where some variables 
become dependent and are functions of the rest of the variables. For instance, the implicit 
energy and mass balance equations shown in equation (4-5) can be rearranged to explicit 















               (4-19) 
In the explicit forms of energy and mass balance equations the mass and enthalpy of the 
mixed flow become functions of the other variables. A more general expression is given 
as follows: 
Y = f(X, θ)                                                     (4-20a) 
Z = g(X, θ)                                                    (4-20b) 
Y and Z represent two of the variables that become dependent after rearrangement. If n 
duplicated measurements are available, Y and Z become column vectors with n elements. 
X represents an n×k matrix for the rest variables seen as independent. The objective 
function to be minimized then can be rewritten in terms of the dependent and independent 

























 – Z)          (4-21) 
By substituting equation (4-20a) in to (4-20b), the least squares objective function 














                                                       (4-22) 
Since equation (4-20a) and (4-20b) are usually nonlinear, one can use first-order Taylor’s 
series expansions for linearization. The linearized model constraints can be expressed in 
explicit forms: 
 Yr+1 = f(X, θ) ≈ fr + fx(X
’
 – X) + fθ(θ – θ
r








 – X) + gθ(θ – θ
r
)                     (4-24)  
The function fn and gn represent the function values of Y and Z at the previous iteration r. 
fx and gx are sparse n×nk Jacobian matrices of the two explicit model constraints with 
respect to the independent variables. Similarly, fθ and gθ are sparse n× l Jacobian matrices 
with respect to the model parameters. The linearized constraint equations can be 
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)) = 0      (4-27) 
In these nk + l linear equations, one first solves for (X’ – X r+1) in Equation (4-26) and 
substitutes the expression into equation (4-27), by which the solution for (θ r+1 – θr) can 
be obtained. By solving equations (4-26) and (4-27), the solutions for Xr+1 and θ r+1 can 
be summarized as follows: 
∆ θ = θ
 r+1
 – θ
r = - [ T – RTD-1R ]-1[ U – RTD-1Q ]      (4-28) 
∆ X = X
 r+1
 – X
r = -D-1[ Q + R ∆ θ ]        (4-29) 
where 
D = σx +  fx
T
σyfx +  gx
T
σzgx      (4-30a) 
R = fx
T
σyfθ +  gx
T
σzgθ       (4-30b) 
T = fθ
T
σyfθ +  gθ
T





 +  gθ
T
σz∆Z
’      (4-30d) 
Q = σx∆X
’




 +  gx
T
σz∆Z
’     (4-30e) 
where  
∆X
’= X’ – Xr                                                                                   (4-31a) 
∆Y
’= Y’ – Yr                                                                                    (4-31b) 
∆Z
’= Z’ – Zr                                                        (4-31c)  
Equation (4-28) and (4-29) are the basis for the constraint linearization algorithm used to 
find the optimum solutions of X and θ that maximize the likelihood of measurement 
observations. The Jacobian derivatives of fx, fθ, gx, and gθ are evaluated at every iteration 
and substituted into equations (4-28) and (4-29) to obtain the adjustments ∆ X and ∆ θ, 
which are then added to previous X and θ for the next iteration updates. The need for the 
iterative scheme is due to the nonlinearity in the model constraints, e.g., equations of 
energy conservations. Since the Jacobian derivatives change with the solutions at each 
iteration, which are updated iteratively during the data reconciliation process, the 





tolerances. When data reconciliation is applied to a linear model such as mass balances, 
the iterative process is not required because of the constant Jacobian derivatives.  
 The convergence property of this scheme is similar to the Newton method where 
a good initial guess of the true values for the estimates are required. When a good starting 
point is used, it converges rapidly. On the other hand, a poor initial guess can cause very 
slow convergence or even divergence. With a good initial guess, this method poses no 
serious problems except for the manipulation of a considerably large matrix especially 
when multiple data sets are applied. This cumbersome task can be facilitated by the 
Gaussian-Jordan elimination or any symmetric matrix inversion procedure. Good initial 
estimates for model parameters are more difficult determined compared to measurement 
data. Most of the time the task relies on previous experience and judgment. To insure 
convergence at any initial estimate, a step-limit for a given direction of correction, i.e., 
the gradient, can be applied. The procedure is set to choose the directions of ∆ X and ∆ θ 
that decrease the value of linearized least squares objective function. The magnitudes of 
the corrections, ∆ X and ∆ θ, are decreased until the new value of least squares is less 
than the previous one. If it appears that the direction of correction is perpendicular to the 
valley, the magnitude of the correction is further decreased.           
4.2.3. Data Reconciliation Using Performance Simulator 
 When a thermodynamic system is represented by energy and mass balance 
equations, the system modeling is under the heat balance mode, whereby the system 
performance in different operation conditions cannot be obtained until the measurement 
data are given. If, however, system modeling is carried out by the performance simulator, 
sized based on given configuration and surface areas, one can obtain off-design 
performance at any operation condition, i.e., performance at non-design operation 
conditions. To provide off-design performance analyses, it is necessary to calculate the 





addition, an outer loop subroutine that enforces the energy and mass balances among 
system components is required.  
 When running the off-design performance simulation, energy and mass balances 
are enforced by the solver at the outer loop. Therefore, the system performance only 
depends on model parameters such as operation conditions and performance scaling 
factors (or performance multipliers). The performance scaling factors are used to 
calibrate the model to fit the measurement data and capture system current degradation 
status. By running the off-design performance simulation, one can generate any data set 
not only satisfying energy and mass balances but also reflecting the degradation status at 
the given operation condition.  
In the off-design mode under any specific operational condition and degradation status 
the simulated data satisfy energy and mass balances and, therefore, become a candidate 
of the data reconciliation solution. The simulated data set can be expressed as follows: 
)(θ ij fy =                                                           (4-32) 
where yj and θi represent the model simulated data and the model parameters, 
respectively. The function f can be seen as a black box that carries out the off-design 
performance simulation. The final solution is determined by the maximum likelihood 










12 )()( σχ                                        (4-33) 
where y’j and yj represent the measurement data and the corresponding simulated data. 
Substituting equation (4-32) into (4-33) and applying the maximum likelihood principle, 


















Unless it is required to set constraints to the model-simulated data f(θi), the optimization 
problem in (4-34) is actually an unconstrained nonlinear optimization problem, which can 
be solved by any nonlinear programming (NLP) solver. 
According to the least squares method, the optimum values of the parameters θi are 













































    (4-35) 
By taking partial derivatives of χ2 with respect to each of the n parameters θi, one can 
yield n coupled equations with n known parameters θi. If these equations are nonlinear 
with respect to parameters θi, it is required to treat χ
2 as a function of the n parameters, 
which can be described by a hyper-surface in an n-dimensional space.   
 Simultaneous data reconciliation and model calibration is similar to the nonlinear 
fitting problem and sometimes seems to be more of an art than a science due to the fact 
that by nature it is an approximation process. The speed of convergence for this process 
depends on the method chosen to find the solution, which includes the starting point 
(initial guess), and the step size utilized to update the solution per iteration. Any of the 
methods used to find the optimum solution of a nonlinear problem requires the starting 
values for the initial calculation of the model values and of the chi-square function. For 
the pure search methods, the step sizes and initial values are both required. On the other 
hand, if the model is linear, neither starting values nor step sizes are needed because the 
partial derivatives are constant for each iteration. 
 The existence of multiple solutions or of a local minimum is another issue for 
nonlinear data reconciliation and parameter estimation. For an arbitrary function there 
may have to be more than one local minimum for the chi square function within 
reasonable ranges of parameters. A poor initial starting point may drive the solver to pick 
the solution of a local minimum rather than of the absolute minimum that is sought. It is 





reasonable ranges for the parameters where a better starting point can be located. A very 
simple and convenient way is to make several plots of the model predicted values versus 
real data. By visual inspection one can tune the model and have an idea of where the 
starting point should be. But for the case where the number of model parameters is large 
and the model responses are highly correlated, it becomes more difficult to determine the 
starting point by just using a visual inspection and manually tuning the model. 
 A more systematic way for data reconciliation is to create a map of the chi-square, 
χ
2, with respect to the model parameters. The mapping procedure can be carried out with 
equally divided permissible ranges for parameters where the chi-square is evaluated at the 
vertices of each hypercube. The mapping procedure yields a coarse map of the behavior 
of chi-square as a function of the model parameters θi. One can then determine the 
starting point by looking at the vertex where the value of chi-square is the smallest 
among others. A fined grid can be further used to get a better resolution. This procedure 
is only practical for the model with two or three parameters. It becomes more tedious and 
cumbersome when the dimension of the problem rises. To solve the model with large 
dimensionality, a Monte Carlo technique can be utilized. The values of the model 
parameters are generated randomly from the corresponding mother populations with the 
presumed uniform distributions and reasonable ranges. After hundred to thousand trials, 
the trial values of model parameters that lead to the lowest chi-square value can be 
selected as a starting point. If the computation expense is not a problem for the nonlinear 
data reconciliation and parameter estimation, one can carry out the search by moving 
from one local minimum to another until the absolute minimum is found. This requires 
several runs of nonlinear data reconciliation and parameter estimation at different starting 
point. In general, for the high dimensionality problem, the Monte Carlo is the most 
convenient way to search the starting point.  
 When multiple local minimums exist, a poor starting point may drive the 





the starting point that has been carefully selected still causes unreasonable solutions, 
proper bounds needs to be imposed to the model parameters to ensure the solutions are 
within reasonable ranges after data reconciliation. Once the bounds are imposed, care 
must be taken that the final solution of any parameter is not one of the bounds artificially 
added. If some of the final solutions hit the bounds after data reconciliation, the cause 
should be investigated and the bounds released. 
 The step size of solution searching also has a crucial impact on the convergence. 
Usually, a smaller step size slows down the speed of convergence but it results in better 
solutions close to the absolute minimum. On the other hand, a larger step size makes a 
faster convergence with the penalty of overshooting the minimum and the need for 
readjustment. The choice of step sizes should depend on the parameters and the 
sensitivity of the chi square χ2 to the parameters. For instance, the parameter to which the 
chi square χ2 is less sensitive should be assigned to a larger step size and vice versa. 
 Once the starting point and step sizes of the model parameters are decided 
carefully, one should expect the search for solutions is headed in the right direction. The 
convergence criteria should be defined so that the procedure is terminated properly. The 
convergence condition can be defined as ε % change in χ2 per degree of freedom (dof) 
(∆χ2/dof). The choice of ε ranges from 0.1~0.001, depending on the hypersurface of χ2 
with respect to the model parameters. If the starting point is not selected carefully and 
leads to the local minimum located in a very flat valley in the parameter space, one 
should choose different starting values and rerun the process again. To carry out a 
nonlinear data reconciliation and parameter estimation properly, therefore, relies on the 
choice of the search method, i.e., the optimization algorithm, a good starting point, proper 
step sizes of searching, and the cut-off criteria, all of which are related to the behavior of 
the objective function with respect to the model parameters and, therefore, should be 





 There are different types of physical based models being utilized in the model 
based data reconciliation. These models are either linear or nonlinear functions of the 
model parameters depending on how the thermodynamic system is described. For the 
heat-balance-type models, the energy equations are the major source of nonlinearity, and 
very few common factors need to be determined during the reconciliation process. 
Because the heat-balance-type models are not highly nonlinear due to the properties of 
mass and energy balances, the method of serial constraint linearization is a good 
candidate for solving this kind of reconciliation problem. In the heat-balance-type data 
reconciliation problem, the expected means of the measurement data are the major 
independent variables to be solved. Therefore, the measurement data are good starting 
point candidates. In addition, there is no need to specify the step size for updating the 
solution since it has been determined automatically by the matrix manipulation in the 
constraint linearization scheme.  
 If a performance simulator is introduced as a physical model into the data 
reconciliation problem, the behavior of the chi square objective function becomes highly 
nonlinear because the chi square objective function is now embedded with the explicit 
model functions, yj(θi), which themselves are also nonlinear. Since the problem is 
transformed into the nonlinear unconstrained type, instead of using serial constraint 
linearization technique, one can utilize a similar successive linearization technique for the 
hyper-surface of the chi square objective function or for the model functions, and search 
for the optimum solution in an iterative way. The successive linearization scheme 
requires to approximate analytical forms for the chi square objective function χ2 or the 
model functions yj(θi). Although the approximation to the chi square function or the 
model functions will introduce the errors to the estimated model parameters one can, 
however, approach the true minimum of the χ2 function with increasing accuracy by 
means of successive iterations. The main advantage of this approach is that the number of 





grid search or the gradient-based method. The advantage is, however, penalized by the 
need for good starting point without which the process may diverge or lead to local 
minimums, and by the fact that the computations at each point become more complicated 
due to the matrix manipulation.      
 Techniques that directly search the chi-square hyper-surface to map the variation 
of chi-square with respect to the model parameters such as the non-gradient-based and 
gradient-based techniques are also available. The non-gradient-based method such as grid 
search needs a large amount of function evaluations of the chi-square function, χ2. Thus, 
this approach is only suitable for the problem with 2~3 model parameters and for a 
problem with a physical model that does not need considerable computation time. On the 
other hand, the gradient-based method needs a nonlinear programming algorithm, i.e., the 
optimizer, by which the search direction is determined based on the derivative of chi-
square with respect to the model parameters. 
4.2.4. Gradient Method 
 The search for minimum chi-square can be carried out with the gradient search 
method in which the solutions of each iteration are updated based on the gradient of chi-
square. The gradient, ∇ χ2, is a vector constructed by the space of function parameters θi 














=∇                                                       (4-36) 
whereθ̂ i  is the unit vector in the direction of the θi coordinate. Therefore, the gradient 
∇ χ2 is toward the direction where the function χ2increases most rapidly. If the gradient 
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=ˆ                                                           (4-39) 
If the gradient search method follows the steepest descent way, the solution per iteration 
is then updated by: 
θ∆ηδθ iii −=                                                     (4-40) 
The iterative process of solution updates continues until the increments of parameters 
δθ i  are within the specified tolerance. The main disadvantage of the steepest descent 
method is the difficulty of approaching the minimum when it is close to a solution due to 
the tendency of overshooting the true minimum. The other disadvantage is the 
inefficiency in the search when the evaluation of gradient is using a small step size. One 
can modify the steepest descent method by searching along one direction of the original 
gradient in small steps, and calculating the value of chi-square until its value begins to 
rise again. Then the gradient is recalculated, and the search continues in the new 
direction. When the search continues to a point expected to get close enough to the true 
minimum, a parabolic approximation to the chi-squares can be utilized to improve the 
location of the minimum. 
 The efficiency of the gradient search method deteriorates dramatically when the 
iterative solutions are close to the true solutions due to the fact that the difference 
between the function values are very small over a small step size. One can switch to the 





4.2.5. Expansion Methods  
 In the expansion methods, the chi-square or the model function yj(θi) is 
approximated by a Taylor’s expansion series. The solutions are obtained through a 
successive linearization technique where the accuracy of the approximation to the true 
minimum is improved with each successive iteration.  
Parabolic Expansion of χ2 
The chi square objective function χ2 can be expanded to second order with respect to the 



















































χχ                    (4-41) 
This is equivalent to approximating the hyper-surface of χ2 by a parabolic surface at the 
true minimum. Here θθδθ
*
iii −≡  and the χ0
















yy                                       (4-42) 
where values of θ
*
i  are the expected solutions to the model parameters leading to the true 
minimum of chi-square. Similar to the serial constraint linearization technique, the 
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β=αδθ                                                             (4-46) 
Here β is a column vector representing the gradient of the least squares objective function 
with respect to the model parameter θi; δθ is also a column vector, which represents the 
corrections to the expected solutions for next iteration; α is an n×n symmetric matrix 
representing the Hessian of the χ2 hyper-surface.                                                           
The optimum solutions for θi, can be obtained by the inverse of the Hessian matrix α:  
βαδθ
1−=                                                         (4-47) 
This is an iterative process, in which the updates to the solutions from previous iterations 
are calculated by equation (4-47) for each iteration. The process continues until the 
artificially assigned cutoff criteria is reached, i.e., δθ < ε. Due to the fact that the 
expansion method requires the parabolic approximation to chi-square about the expected 
true minimum, the accuracy of approximation deteriorates as the solutions at a specific 
iteration are far from the true solutions. If the starting point is far away from the true 
solution, this could cause a convergence problem or lead the solution to a local minimum. 
In the extreme case where the starting point is so away from the true solution, the Hessian 
matrix α may become negative and lead the solution toward the direction of maximizing 
the least squares objective function. To avoid this divergent situation, one should 
artificially force the diagonal elements of the Hessian matrix α to be the positive values 
from the previous iteration when they turn negative. By doing so, the sign of the 
corrections δθ will be correct even thought the magnitudes are not valid.   
Expansion of the Explicit Model Function 
 Instead of expanding the chi square objective function χ2 with Taylor’s series, one 
can alternatively apply the Taylor’s expansion on the model functions yj(θi) and use the 
successive linearization technique described in previous section for the chi square 
expansion to find the minimum value for chi-square and the corresponding optimum 





When the model functions are expanded with a Taylor’s series to the first order with 
respect to the parameter increments θθδθ
*




























θθ                                      (4-48) 
where )( *θ ijy  represent the function values evaluated at the solutions from the previous 
iteration r; similarly, )( *θ ijy∂ / θ∂ i are the derivatives of model functions at the solutions 
of the previous iteration. Taylor’s 1st order expansion leads to the linearized model 
functions by which one can apply the maximum likelihood principle to formulate the chi 
square objective function. By substituting the linearized model functions yj(θi) into the 













































χ                          (4-49) 
The minimum can then be obtained by setting the derivatives of chi-square with respect 


































































   (4-50) 
This leads to a set of n linear equations to be solved simultaneously, and the matrix form 
can be utilized and is given by: 
β=αδθ                                                               (4-51) 






















                                             (4-52) 
Since the Jacobian is evaluated about the solutions from previous iteration, its accuracy is 
improved through an iterative process. The iterative process continues until the specified 





specified tolerance. Similar to the chi square expansion, a good starting point has a 
crucial impact on the convergence. A poor initial guess can cause a convergence to a 
local minimum or even a convergence failure. Analytically, the result from the chi square 
expansion and that from the model function expansions are identical. This is especially 
true when the model functions have the analytical derivatives available. If the analytical 
forms of the model functions are not available, the derivative terms β and α need to be 
calculated numerically using a finite difference method, which leads to numerical errors 
and, thus, deviations between the two methods.   
 One can further expand the model functions with Taylor’s series to a second order 






































θθ              (4-53) 
By substituting the expanded model functions into the least squares objective function χ2 
and applying the necessary condition for minimizing χ2, i.e., setting 0 to the derivatives, 
one can obtain n equations to be solved simultaneously using the same matrix equations 


























































































     (4-54b) 
Equation (4-54) shows that the resulting β and α are equivalent to those obtained from the 
chi square expansion. Therefore, the chi square expansion method is identical to the 
method of model function expansion to the second order.  
 Comparing these two expansion methods, one can realize that the chi-square 
expansion to the first order is analytically identical to the model function expansion to the 
second order. If the derivatives are taken rigorously in the finite differences, i.e., the 





of numerical errors are identical. These two methods will also have identical numerical 
results. Therefore, the Hessian matrix α obtained from equation (4-52) of the first order 
expansions for the model functions is actually an approximation to equation (4-54), 
which is obtained based on the second order expansions and is identical to the chi square 
expansion to the first order. In finite difference methods, it is known that evaluations of 
second-order derivatives need more function calls than the first order derivatives, but 
they result in a more accurate numerical evaluation for the Hessian matrix. The more 
accurate estimation of the Hessian matrix means less iterations to reach a solution. But it 
is more convenient to use the first order expansion to approximate the model functions 
since the calculations of second order derivatives can be avoided. It is preferred to use the 
first order expansion especially when the function evaluation takes significant time. In 
most cases, the need for more iterations to reach the minimum in the first order expansion 
method is suppressed by the saving in the number of function calls. In the case when the 
analytical forms of the model functions and the corresponding derivatives are available, 
one should always select the chi square expansion to the first order or the model function 
expansions to the second order since the numerical evaluations of the derivatives are not 
necessary. 
 In summary, when the analytical derivatives for the model functions are not 
available, the method of model function expansions provides options of first order 
expansions and second order expansions to the user. One can make the decision to use 
these methods depending on the computation budget. On the other hand, to use the chi 
square expansion method, the second order derivatives for the model functions are 
always needed, which requires more function calls in the numerical evaluation of the 
finite differences. The following expressions show the forward finite differences for the 
first order and second order derivatives of a function f with respect to the function 




















































4.3. Levenberg-Marquardt Optimization 
 Model based data reconciliation is an optimization process where the maximum 
likelihood principle is utilized to formulate the objective function while the physical 
constraints are imposed by the system model. When the performance simulator is used, 
the nonlinear constrained process is transformed into a nonlinear unconstrained 
optimization process. Although nonlinear constraints are eliminated, the nonlinearity 
caused by model constraints is, however, built into the least squares objective function, 
which is constructed based on the Gaussian distributions assumed for the measurement 
uncertainties.   
 The data reconciliation problem can be solved using different optimization 
methods. As explained in previous sections, the major disadvantage inherent in the 
analytical methods of either the chi square expansion or the model function expansion is 
the difficulty of making a good parabolic approximation to the objective function when 
the starting point is far away from the true solution. When the starting point is nearby, the 
expansion method converges rapidly. On the other hand, due to the sensitivity of this 
method to the starting point, if the search is from a point far from the true solution, the 
method can either converge to a local minimum or fail to converge because of the 
unreliable parabolic approximation. In the extreme case, the diagonal elements of the 
Hessian matrix become negative and lead to an opposite search direction. Even though 





approximation of the chi square objective function still causes the difficulty of 
convergence. In contrast, the gradient search method has better performance in 
approaching the solution from far away, but it becomes very inefficient when the true 
solution is nearby. This is due to the change of the objective function value becomes very 
small when getting very close to the solution.   
 The Levenberg-Marquardt (LM) algorithm [62~66] is a nonlinear optimization 
technique most suitable for solving the type of objective function expressed as the sum of 
squares of a nonlinear function. The LM algorithm can be thought of as a combination of 
steepest descent and Gauss-Newton expansion methods. It significantly outperforms 
gradient descent and conjugate gradient methods in a wide range of problems as well. 
LM is a pseudo-second order method that uses the sum of outer products of the function 
gradients to estimate the Hessian matrix. Because of its superior performance in solving 
the least-square type function, the LM algorithm is utilized to solve the nonlinear model 
based data reconciliation problem in this study. 
 The Levenberg Marquardt algorithm combines the two methods of analytical 
expansion and gradient search, which makes it work efficiently in the path toward the 
valley of the objective function. It is just like the gradient search, and it converges rapidly 
like the expansion method when the true solution is nearby. It also can be shown that the 
search direction of the steepest descent method is nearly perpendicular to the search 
direction of analytical expansion, and that the optimum search direction is somewhere 
between these two vectors. Another advantage of combining these two methods is that a 
second order expansion is not required in the first part of search (away from the true 
solution) because the accuracy of the approximation to the chi square χ2 by the first order 
expansion is good enough to guide the search toward the true solution. When 
approaching the true solution, even the first order expansion gives a very good 





 Recall that in the steepest descent method, the parameter increments are updated 
as: 
βδθ µ=                                                       (4-56) 
where µ is the magnitude of the update from the current solution to the next solution, 
determined by the one-dimensional line search in the direction of β. When using the 
Gaussian-Newton expansion, the solutions of δθ i  are given by:  
βαδθ
1−=                                                     (4-57) 
The technique invented by Levenberg involves “blending” between the steepest descent 
and Gaussian-Newton expansion. The search starts as the steepest descent until the true 
minimum is approached, and it is then switched to the quadric rule. How close the 
minimum is close can be estimated by monitoring the change of the error. In particular, 
Levenberg’s algorithm is formalized as follows: let λ be a blending factor which 
determines the mix between the steepest descent and the Gaussian-Newton expansion. 
The update rule is: 
( ) βIαδθ 1λ+= −                                              (4-58) 
where I is the identity matrix. As λ gets small, the algorithm approaches the quadratic 




=                                                   (4-59) 
which is the steepest descent. The algorithm makes the adjustment to λ according to 
whether the chi-square is increasing or decreasing: 
1. Compute θ  and )(
2
θθ δχ + with respect to the chosen λ.   
2. If )()(
22
θθθ χδχ >+ , increase λ by a factor 10 or some such significant 







θθθ χδχ <+ , decrease λ by a factor 10 or some such significant 
factor, update the solutions by θθθ δ+=′  for the next iteration, and return to 
step 1 with the updated solutions. 
The intuition is that if the chi-square is increasing, the quadratic approximation is not 
working well, indicating that the minimum is not nearby. Therefore, one should increase 
λ in order to blend more towards to the steepest descent mode. On the other hand, if the 
chi-square is decreasing, the quadratic approximation is working well, and one can expect 
that the true minimum is approached. So λ is decreased to bank more on the Gaussian-
Newton expansion. 
 Marquardt improved this method with an incorporation of estimated local 
curvature information, resulting in the Levenberg-Marquardt method. The modification 
to Levenberg algorithm was based on the insight that when λ is large and the search is 
closer to the steepest descent mode, one can still get some benefit from the estimated 
Hessian matrix. It was suggested by Marquardt that one should move further in the 
directions in which the gradient is smaller in order to get around the classic. As a result, it 
was suggested to replace the identity matrix I with the diagonal of the Hessian in 
Marquardt algorithm: 
( ) βααδθ 1][iagdλ+= −                                              (4-60) 
The LM algorithm is executed by increasing the diagonal terms of the Hessian matrix α 
by 1 + λ per iteration, which controls the interpolation between two extreme search 
methods of steepest descent and Gaussian-Newton expansion. The parameter increments 
are, therefore, updated in the following way: 






















When λ is small, the algorithm works like the Gaussian-Newton expansion. As λ 
increases, the diagonal terms in the Hessian matrix become more dominant and drive the 
search to behave more like the steepest descent. When λ is large, due to the dominant 
diagonal terms in the Hessian, the matrix equation can be broken down into n separate 
equations: 
αδθλβ iiii ≅                                                       (4-63) 
As a result, the parameter increments δθ i  can be obtained without the need for the matrix 
manipulation. In general, the solution to the parameter increments δθ i  are given by the 
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It should be mentioned that in the LM algorithm, the elements in the Hessian matrix, α, 



























α                                               (4-66) 
The approximation becomes exact when the model functions are linear. When the search 
starts from the initial point far away from the true solution, the poor approximation of the 
Hessian does not have a significant impact since the steepest descent method dominants. 
When the search is approaching the true solution, the approximation is good and 
improves as the solution is approached. The flow chart of the Levenberg-Marquardt 

































Specify the starting point and 
the initial value of λ
Calculate parameter increments 
δθ, and update the solution: 
θ’ =  θ + δθ
Evaluate the chi square χ2 at 
the current solution θ and the 
updated solution θ + δθ :
χ2(θ + δθ )  <  χ2(θ ) ?
|χ2(θ + δθ ) - χ2(θ )| < ε ?λ = 10 x λ
λ = 0.1 x λEND







4.4. Error Analysis 
 In model based data reconciliation, the reconciled data and estimated model 
parameters are subject to uncertainties incurred by errors of the measured data utilized in 
the reconciliation process. Error analyses for the reconciled data and estimated model 
parameters determine the confidence level of using these reconciled data and estimated 
parameters in performance simulations. For the reconciliation process based on closed 
heat and mass balance, the reconciled data can be later used for model calibration, in 
which the reconciled data with better qualities, i.e., less uncertainties, are used as the 
target values in data matching. In this case, the error analysis can determine the 
confidence level of the calibrated model. On the other hand, when a performance 
simulator is used in data reconciliation, it becomes a process of simultaneous data 
reconciliation and model calibration. Since the estimated model parameters are used for 
performance predictions, the confidence being placed in the performance predictions 
depends on the confidence of using the estimated model parameters. An error analysis for 
estimated model parameters is, therefore, needed to provide the reliability of performance 
simulations. 
4.4.1. Absolute Variances  
 During data reconciliation, not the absolute values of the variances but the relative 
relations among the variances are used due to the nature of maximum likelihood 
estimation. The relative values of the variances of the observed data are expressed by the 
weights given by: 












w                                                     (4-67) 
where σ
2
j  represents the uncertainty of the measured data yj; and N is the total number of 





about the absolute value of σ
2
j . Instead, it is the weighting factor defined in equation (4-
67) that determines the estimate of θi. 
 The least squares method is based on the hypothesis that the optimum model of 
describing a set of measured data or the best estimate for the set of true values, around 
which the measured data are observed, is the one that minimizes the weighted sum of the 
squares of the deviation of the measured data y’j. These measured data are from the fitting 
model function yj(θi) or from the estimated true values yj. The variance of the fit s
2, an 
estimate of the variance of measured data, can be used to characterize the goodness of fit: 
( )[ ]
















s                                            (4-68) 
or 
( )[ ]
















s                                       (4-69) 
where the parameter ν = N – m represents the degree of freedom, and m is the number of 
the parameters utilized in data reconciliation. 














mN =−=                                             (4-70) 
where σ
2
j  is the weighted average of the individual variances defined as: 
( ) ( )[ ]
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The parameter σ
2
j  represents the parent variance of the measurement data, i.e., the 
spread of the measurement data about the parent population. This spread is characterized 





is characterized by both the spread of the measurement data and the accuracy of the fit. 
Equation (4-71) shows that the chi-square, by definition, is the ratio of the estimated 
variance to the parent variance multiplied by the degree of freedom, which, therefore, is a 











==                                                       (4-72) 
Then one can evaluate the goodness of fit with in a more convenient way.  
 If the model with the optimum set of parameters θi can best describe the measured 
data, the estimated variance should agree well with the parent variance, indicating that 




. If, on the other hand, 
the best estimate for the set of true values or the optimum model is not proper, the 
deviations will be large and will make the reduced chi square greater than 1. 
 For data reconciliation using the heat balance equations, a value of reduced chi-
square much greater than 1 indicates the existence of gross errors since the energy and 
mass balances equations are universal, and it is less likely the model is incorrect. If, 
however, there are some parameters to be estimated in the heat and mass balance 
equations such as the leakage model or the heat utilization factor, a large value of reduced 
chi square could indicate that there are hidden parameters that are not included in the data 
reconciliation process. 
 For the process of simultaneous data reconciliation and model calibration, i.e., 
data reconciliation using a performance simulator, a large value of reduced chi-square 
indicates the possibility of the existence of both gross errors and an inappropriate model. 
When both of theses situations occur at the same time, one cannot make proper estimates 
of the model parameters and reconcile the data because these two factors are confounding 
with each other. One should always make sure the model being used as the fitting model 





the data reconciliation process or be treated as constant parameters that describe the 
model properly. 
 The value of the estimated variance of fit s2 itself is also a useful parameter of 
differentiating and selecting two fitting models. For instance, if two different models are 




2 , will most 




2 , one 
can conclude that the first model provides a better representation of the data. Before 
making that conclusion, one should determine the significance of the difference between 







1=                                                               (4-73) 
This ratio is expected to have the F distribution, provided that the errors due to the lack 
of fit are normally distributed [67]. One can specify the significance level α and compare 
the calculated ratio with the tabulated Fα/2(v1, v2), where v1and v2 are the degrees of 
freedom for the two models. If the calculated F is greater than Fα/2(v1, v2), the null 
hypothesis will be rejected, and it is concluded that these two models make a significant 
statistical difference.  
4.4.2. Estimate Errors 
 In the process of data reconciliation and parameter estimation, the measurement 
errors are propagated and cause errors in the reconciled data and estimated parameters. 
By using the error propagation principle, one can evaluate estimate errors and obtain the 
confidence level of using these reconciled data and estimated parameters.  
 One of the methods used in error propagation principle is the Monte Carlo 
simulation - an easy technique for implementation, but it needs significant computation 
time. For instance, to utilize the Monte Carlo method, the data reconciliation process is 





from their known parent populations. With these data, distributions of the reconciled data 
and of the estimated parameters can be constructed. For a highly nonlinear system, a 
single run of data reconciliation and parameter estimation can take significant time, and, 
therefore, the use of a Monte Carlo simulation to evaluate the estimation errors is not 
practical since it requires at least hundreds of runs for data reconciliation.  
 The more practical way of evaluating the estimation errors is to estimate the 
variance-covariance matrix of the reconciled data and of the model parameters. The 
variance-covariance matrix describes the dispersions of the estimated parameters and 
their correlations. Therefore, it can be used to represent the multivariate space for the 
estimates. The diagonal elements of the variance-covariance matrix are the variances of 
the corresponding parameters or reconciled data. The square roots of these variances are 
estimates of the standard deviations of the estimated parameters, which are also a 
measure of the uncertainties in the estimated parameters. The off-diagonal elements of 
the variance–covariance matrix represent the correlations between the estimated 
parameters or reconciled data. If two parameters are completely independent with each 
other, the corresponding covariance is zero. As there is a strong correlation between two 
parameters, their covariance value approaches ±1.  
Variance-Covariance Matrix:  
System Model with Implicit Model Constraints 
For the data reconciliation using implicit model constraints such as heat and mass balance 
equations, the variance-covariance matrix ∑ of the reconciled data is given by Equation 
(4-18) in section 4.3.1: 
∑ = BσBT                                                            (4-74) 
where B is given by : 





In this type of data reconciliation, the model constraints can be expressed by AX = 0, 
where A represent the constraint matrix and X contains the measurements to be 
reconciled. 
 This variance-covariance matrix of the reconciled data has non-zero values in the 
off-diagonal terms, which indicates that the estimation errors of the reconciled data are 
correlated due to the data reconciliation process. This matrix is actually obtained through 
a linear transformation of the original measurement error matrix, which is usually a 
diagonal matrix, indicating no correlations between measurement errors. Therefore, the 
uncorrelated measurement errors are propagated through the data reconciliation 
mechanism, which causes correlated estimate errors for the reconciled data. Although the 
estimation errors for the reconciled data are correlated, the standard deviations of the 
reconciled data, i.e., the diagonal terms, are smaller than that from the measurement error 
matrix. The reduced uncertainties of the reconciled data are beneficial because one can 
use the reconciled data for model data matching with a higher confidence. 
System Model with Explicit Model Constraints 
 For the data reconciliation and model calibration problem that embeds the explicit 
model constraints into the objective function, the variance-covariance matrix can be 
obtained from the Jacobians evaluated at the optimum solutions of the parameters and 
reconciled data. By assuming the optimum solutions for model parameters and reconciled 
data are obtained through the optimization process such that the chi square χ2 is 




FFffy xjjj ++== θ       (4-76) 
where x is a column vector of the model input variables that have correspondent 
measurements and are to be reconciled; θ is a column vector of the model parameters to 



























                                           (4-77) 
whereφ̂  is the Lagrange multiplier at the final solutions of the reconciled data x*  and the 
model parameters θ*. Using matrix manipulation, one can obtain: 
( )[ ] ( ) )11 1* xx(σσθθ −′=− −− − FFFFFFFF xTxxTTxxT θθθ                (4-78) 
or 
( )[ ] ( ){ } xσσθ ∆=∆ −− − FFFFFFFF xTxxTTxxT 11 1 θθθ                        (4-79) 
Equation (4-79) shows that the estimation errors are actually the linear transformations of 
the measurement errors. As a result, the variance-covariance matrix ∑ of the estimation 
errors for the model parameters θ is given by: 





=−−=∑                     (4-80) 
In the data reconciliation and parameter estimation process that utilizes either the serial 
linearization technique or the nonlinear programming technique, the Jacobians Fθ, Fx and 
the variance of fit s2 are evaluated at each iteration. The estimation errors are evaluated at 
the final iteration where the maximum likelihood estimates are obtained. 
 For the similar type of data reconciliation using the performance simulator, the 
model constraints are also explicit, and can be substituted into the objective function. By 
using the gradient-expansion method, such as the Levenberg Marquardt algorithm, the 
variance-covariance matrix of the estimated parameters is simply the inverse of the 
Hessian matrix α evaluated at the final solutions: 
α





Once the variance-covariance matrix of the model parameters is obtained, it can be used 
to calculate the uncertainty of any property that is a function of the estimated parameters. 
If H(θ) is a property function of θ, the uncertainty of this property σ
2




2                                                         (4-82) 
This relation provides a convenient means of estimating the uncertainties of predictions 
made by the fitted model.  
4.5. Strategy for Model Based Data Reconciliation and Model Calibration 
 Model based data reconciliation requires a proper model serving as the physical 
constraints in minimizing the least squares objective function. This model is defined 
based on the maximum likelihood principle, and it is used to justify the reconciled data 
and, therefore, must be selected correctly. Without a correct model, the reconciliation 
process will be contaminated, i.e., the presence of gross errors is confounded with the use 
of the incorrect model. Thus, building or selecting the right model to use is the crucial 
step that has a direct impact on whether the reconciliation can be carried out properly or 
not. 
 A proper selection of a model, however, relies on the system definition, by which 
one should achieve measurement redundancy to perform data reconciliation. In the case 
where the available measurements are not enough to reach redundancy, one should 
redefine the system boundaries or obtain more measurement data. The selection of the 
model type, – a model based on conservation equations or a model that can provide 
performance predictions, also depends on the measurement redundancy, and the 
computation budget, i.e., software availability and time consumption, as well. The 





4.5.1. System Boundary 
 Defining the system and system boundary plays a crucial role in the data 
reconciliation process, especially for the type of data reconciliation utilizing the heat and 
mass balance equations, which depend on the system boundary definition. The system 
boundary determines the types of energy flows crossing the boundary and, therefore, the 
types of variables to be reconciled and estimated. A proper system definition strongly 
depends on the availability and redundancy of the measurement data. If the available 
measurement data do not give redundancy for the defined subsystem, one should keep 
expanding the system boundary to cover more subsystems until the measurement 
redundancy is available. For instance, if the measurements of the compressor exhaust 
conditions for a gas turbine are not available or the availability is not enough to reach the 
redundancy, one should expand the system boundary from around the compressor to 
include downstream subsystems like the combustor and/or the turbine such that the 
redundancy is achieved. By expanding the system boundary, the energy flows that are 
originally crossing the boundary become the internal flows inside the expanded system 
boundary. Expanding the system boundary usually simplifies the data reconciliation 
process since the number of variables is reduced. It, however, also decreases the degrees 
of freedom by which one can determine the subsystem parameters such as the 
performance correction factors that account the degradation effects. For the example of a 
gas turbine, if flow conditions at the compressor exhaust are not available such that one 
needs to expand the system boundary to include the whole gas turbine, the degree of 
freedom from the compressor will disappear as the system boundary is expanded 
downstream. In this situation one can no longer determine the component efficiency of 
the compressor itself due to losing that degree of freedom. Instead, only one degree of 
freedom is left as the system boundary covers the whole gas turbine. That degree of 





 If the measurement availability is good enough such that redundancy is always 
achieved regardless of the way system boundaries are defined, the definition of system 
boundary depends on the interactions among the subsystems. When multiple system 
boundaries are required for a complex thermodynamic system, one should define the 
boundaries for the subsystems in such a way that the interactions between subsystems are 
minimized. For the example of a combined cycle system, the energy flow is fed down 
stream to the heat recovery steam generator (HRSG) from the gas turbine while there is 
usually no energy flows fed back from the HRSG to the gas turbine, except for the case 
where the steam injection to the gas turbine combustor is applied. One should define a 
subsystem boundary for the gas turbine, and another subsystem boundary for the HRSG.  
 If, on the other hand, one decomposes the system into multiple sections in such a 
way that the decomposed subsystem interchanges the energy flows with each other, an 
extra iteration process, i.e., a convergence driver, will be required to eliminate the 
discrepancies of the reconciled variables across the boundary where the subsystems 
interact with each other. For the example of a HRSG, due to its cross-counter-flow 
configuration, the gas exhaust flow condition from the upstream section affects the 
steam/water flow condition from the downstream section and vice versa. If one defines 
the subsystems based on the pressure levels, i.e., decomposing the HRSG into multiple 
sections by drum pressures, and formulates heat and mass balance equations for each of 
the sections accordingly, one not only has to carry out data reconciliation separately for 
each of the subsystems, but also needs a convergence driver at a higher level iterating 
among these subsystems to eliminate the discrepancies of the reconciled variables across 
the boundaries. This usually means more computation time and extra preparation efforts. 
This is because additional convergence across the boundaries are required if more 
interactive subsystems are defined in the data reconciliation process that relies on closing 





 When a performance simulator provided by commercial software is utilized in the 
data reconciliation problem, e.g., GateCycle TM, extra efforts of ensuring the convergence 
across the boundaries can be waived since the built-in solver has already taken care of the 
iteration among subsystems.     
4.5.2. System Model and Optimization Method 
 In the model based data reconciliation process, the “model” serves as the physical 
constraints that have to be satisfied during the optimization process of maximizing the 
likelihood function, i.e., minimizing the chi squares χ2. Therefore, the right model is 
critical in a model based data reconciliation since it provides the way of justifying the 
measurements. An incorrect model will invalidate the reconciliation process such that the 
healthy measurements are misidentified with biases or the estimated model parameters 
are out of reasonable bounds. It is suggested that one should carefully build or select the 
model based on a thorough understanding of the system configuration, and use the 
healthy data to justify the model before engaging it with the data reconciliation scheme. 
 The type of model used in data reconciliation also has a direct impact on the 
selection of optimization algorithm. Two major types of models are usually utilized in 
model based data reconciliation for the thermodynamic system: 
Heat & Mass Balance Type: 
 In this type of model based data reconciliation, one utilizes the universal physical 
principles such as energy and mass conservation principles to justify and correct the 
measurement data, among which only the energy flows crossing the boundaries are taken 
into account. While formulating the optimization problem, the measurements are the 
main variables to be solved during the reconciliation process. There are infinite sets of 





equations. However, only a global solution near the measurement data gives the 
minimum least squares.  
There are three major optimization schemes used to carry out the data reconciliation 
process with the conservation equations as model constraints: 
• Solve the nonlinear constrained problem directly: 
In this scheme, the nonlinear conservation equations serve as the constraints while the 
linear least squares objective function is solved by the nonlinear programming techniques 
(NLP) such as the sequential quadratic programming (SQP) technique, in which the one-
dimensional line search is performed in the hyper-surface of the 2nd-order approximated 
objective function with 1st-order expanded model constraints. This method does not 
require any preparation for the problem formulation, but it does need a good NLP solver. 
Solving a nonlinear constrained problem usually needs more convergence time, and it 
faces more difficulty in achieving a global minimum. The optimization problem of this 



























                                                  (4-83) 
where yj and θj are the reconciled data and estimated parameters to be solved; y
’
j and σj 
represent the measurement data and the correspondent measurement uncertainties. 
• Use the serial constraint linearization technique: 
In this method, instead of using the NLP technique, an iterative scheme using the 
Lagrange multiplier with linearized model constraints is used. For more explanation, 
please refer to section 7.3.2. By using the Lagrange multiplier and 1st-order expansions 
for the model constraints, a set of linear equations can be solved analytically for each 
iteration. The iterative process stops when the convergence criterion is achieved. To 





When starting from an initial point far from the true solution, this algorithm has a 
difficulty of reaching convergence, or falls into a local minimum. But, since it is an 
iterative process, an NLP solver is not required, and one can use a single EXCEL 
spreadsheet to carry out the data reconciliation process. This scheme has the same 
optimization formulation as the previous scheme, i.e., a linear objective function with 
nonlinear model constraints. The main difference is from the optimization algorithm.     
• Transform the constrained problem into the unconstrained problem and solve it 
using the gradient-expansion method:  
In this method, one can transform the implicit model constraints, i.e., heat and mass 
conservation equations, into the explicit forms that can be substituted into the least 
squares, by which the nonlinear model constraints are eliminated due to the integration. 
As a result, the original nonlinear constrained optimization process becomes an 
unconstrained optimization one. A gradient-expansion scheme such as LM can be used to 








                                  (4-84) 
where m is the number of constraint equations, n is the number of the measurement data 
becoming independent, and s is the number of the parameters being estimated. In each of 
the implicit functions, one of the measurement data xi can be selected as a dependent 
variable, and then represented as a function gi of the rest measurement data yj and the 
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χ                                        (4-86) 
This function can be integrated with the transformed explicit functions of xi. Substituting 






































χ                                (4-87) 
As a result, the nonlinear constrained problem becomes an unconstrained problem with 
the least squares objective function becoming nonlinear. The optimization problem is 














































                             (4-88) 
The nonlinear unconstrained optimization problem can be solved efficiently by using the 
Levenberg Marquardt method, which blends the steepest descent method with the 
Gaussian-Newton method based upon how far the true solution is away from the starting 
point. 
Performance Simulation Type: 
 When the thermodynamic system is defined and expressed by the conservation 
laws, such as heat and mass balance equations, the system status, characterized by 
operating conditions and degradation status, is manifested by the measurement data of 
system performance and energy flow conditions, i.e., flow, pressure, temperature, etc. By 
carrying out data reconciliation for the measurements, one can reduce the uncertainties of 
the estimated system status. In the heat and mass balance type of model, since the sizes 
and capabilities of system components inside the system boundary are not required but 
the energy flows crossing the boundaries, the system status is not available until the 





This is because this type of model cannot be utilized to predict system performance. Once 
the measurement data are obtained, the system status can be estimated by analyzing the 
raw measurements or the reconciled data. The analysis must be carried out with high 
fidelity model that can predict the system performance based on the degradation status 
and capability of the system. 
 If, on the other hand, the system is defined and characterized by a high fidelity 
model that has the capability of predicting system performance based on its size and 
configuration, one can generate the simulated data and predict system performance by 
running the model at any specified system status. When the system model has the 
capability of good performance predictions, the conservation laws are also ensured and 
implemented by the internal convergence driver for the simulated data representing 
energy flows crossing the system boundary. Therefore, for any given system status, one 
can always obtain data that satisfies the energy and mass conservations when the system 
model is in the prediction mode. 
 Since the simulated data satisfy the physical constraints at any given system 
status, one can use the maximum likelihood principle to estimate the system status 
through a nonlinear unconstrained optimization process. Usually, the performance 
simulator is available from the commercial heat balance solver, from which the simulated 







                                  (4-89) 
where ai are the model inputs associated with the operation condition, and θk are the 
common model parameters simulating the system degradation such as performance 
multipliers. For a given set of ai and θk, one can obtain the simulated data yj that satisfy 
all the physical constraints characterized by the system. As a result, by introducing the 





model calibration simultaneously since the goal is to find the optimum set of ai and θk 
that lead to the reconciled data yj,. This optimum maximizes the likelihood of observing 
the measurements yj





























                                  (4-90) 
The optimization problem for simultaneous data reconciliation and model calibration is 























                                            (4-91) 
where yj
’ represent the measurement data. 
 The values of ),( θ kij af are obtained from running the performance simulation at 
the specific set of ai and θk. For the high fidelity performance simulator, the model 
execution could take significant computation time and make the data reconciliation 
process very time consuming. Introducing the surrogate model, such as the response 
surface equation (RSE) methodology, can facilitate the execution of simultaneous data 
reconciliation and parameter estimation.  
4.5.3. Response Surface Methodology 
 Response Surface Methodology (RSM) [68~70] includes a number of statistical 
techniques for creating an empirical relation between an output variable, i.e., response, 
and the levels of a number of input variables. RSM is aimed to provide a fast-executed 





limited ranges for a complex system response in which no analytical solution exists. A 













0                                    (4-92) 
where b0 is the intercept term, while bi, and bij are the coefficients for the linear terms and 
the product terms that include the pure quadratic parts bii and the cross-product parts bij. 
These coefficients are obtained through the regression process, which itself is also a least 
squares type optimization process. The most common method for obtaining the 
regression coefficients is through the design of experiments (DOE), which provides an 
efficient way of determining the necessary combinations of factor levels such that one 
can carry out the minimum number of system model executions to get the maximum 
regression information. When the model execution time is long, the DOE methodology 
can save the computation time significantly. The xi variables are the values for each of 
the input variables that span the design space and affect the response R directly.  
 The RSE provides a simple polynomial equation that is analytical and has the 
major advantage of fast execution in the modeling and simulation environment where a 
large amount of function calls is required. It can be used in lieu of more sophisticated, 
time-consuming models to evaluate the system response at values for any combination of 
input variables. The use of an RSE is valid only within the specified ranges of the design 
variables for which the design of experiments and regression are performed. To make the 
RSE valid in wider ranges of the values for the design variables, the DOE and the 
regression process need to be carried out again with wider ranges of the design variables. 
For a highly nonlinear system model, the accuracy of RSE deteriorates as the ranges of 
design variables are increased. Therefore, one should properly determine the ranges of 
design variables and perform necessary statistical tests to ensure that the goodness of fit 





 In solving the problem of simultaneous data reconciliation and model calibration, 
a large number of function calls for the system model is required during the least squares 
χ
2 minimization. The use of an RSE can save significant computation time in two aspects: 
- Fast execution:  
It takes only 10-2~10-1 seconds to execute the polynomial-form RSE while 
100~103 seconds of function evaluation is usually required for typical commercial 
packages of performance simulators, depending on how sophisticated the function 
for the off-design performance calculation is built into the simulation. 
- Analytical evaluation: 
The other advantage of using an RSE in model-based data reconciliation is the 
polynomial form of the RSE itself, by which the analytical formulations for the 
function evaluation, first-order (∂/∂xi) and second-order (∂
2/∂xi∂xj) function 
derivatives, are available. With the analytical formulations, the calculations of the 
Jacobian and Hessian matrices in the gradient-expansion search algorithm can be 
carried out without finite difference techniques, which need at least two function 
calls at the specific set of input variables.   
When the properties of energy flows in the thermodynamic system are calculated by the 
off-design performance simulator and expressed in the forms of Equation (4-92), one can 
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where Φ is a vector combining the system operation factors ai and status factors θk.; N is 
the number of combined model parameters. Substituting Equation (4-93) into Equation 
















































χ                              (4-94) 
Using the Levenberg Marquardt algorithm, the evaluations of Jacobian and Hessian can 

































































β         (4-95) 

















































α            (4-96) 
where s and t represent the index of the combined model parameters Φ. Since both 
Jacobin and Hessian matrices can be calculated directly by substituting the current 
solution of Φ, multiple function evaluations, required by the numerical methods such as 
finite difference, are not needed, and, therefore, the computation time will be reduced 
significantly. 
4.5.4. Strategy for Model Based Data Reconciliation 
 A strategy for model based data reconciliation is summarized as follows: 
1. Adapt the system boundaries based on the measurement redundancy: 
 The system boundaries should be tailored such that the energy flows crossing the 
boundaries have corresponding measurements that can be used to determine one 
another. For the heat and mass balance type data reconciliation, this means the 
available measurements for the energy flow across the boundaries must be more than 
what are required to “close” the heat and mass balancing over the defined system 





performance simulation, the adaptive boundaries can be transformed into the concept 
of “degree of freedom”. The degree of freedom is defined as: 
d.o.f.  =  number of dependent variables – number of independent variables 
To be able to perform data reconciliation, the degree of freedom must be greater than 
or equal to 1. Only, then can one use the least squares objective function for data 
reconciliation. If the degree of freedom is equal to 0, the maximum likelihood 
principle is meaningless since there is a unique solution for the model to have a 
perfect match to the measurement data. If the degree of freedom is less than 0, i.e., 
the number of independent variables is greater than the number of dependent 
variables. Then there are infinite sets of solutions that can make the model to exactly 
match the measurement data.       
2. Select the model type based on the computation budget and project scope: 
 Usually, the model that provides the off-design performance simulation is only 
available in a commercial software package. Therefore, the selection of model type is 
sometimes limited by software availability. The major advantage of using the off-
design performance simulator is its capability of performance prediction over any 
user-defined system status and operation condition by which one can carry out data 
reconciliation and model calibration simultaneously. If the project scope includes the 
estimation of system status, such as degradation, and if the performance simulation 
type model is available, it is suggested to perform simultaneous data reconciliation 
and model calibration. On the other hand, in the case when the commercial heat 
balance solver is not available, one should build the heat and mass balance equations 
on the defined system boundaries to perform data reconciliation. Since the status of 
the system cannot be known until the corresponding measurement data are obtained, 
this type of data reconciliation usually does not have the capability of determining 
system status, which can be simulated by system common parameters such as 





balance type data reconciliation by saving significant computation time since the 
conservation laws do not require the extra functionality of the performance 
calculations based on the system sizing information.    
3.  Solve nonlinear unconstrained least squares minimization: 
 When an off-design performance simulator is utilized, the data reconciliation 
problem is automatically solved in the form of an unconstrained optimization. If the 
model that uses heat and mass balance equations is used, one should transform the 
implicit equations into explicit forms such that they can be substituted into a least 
squares objective function such that the least squares minimization becomes 





















GROSS ERROR DETECTION 
 
 Gross errors are referred to as systematic errors that caused serious failures in 
closing system balances, e.g., mass and energy conservation. The occurrence of gross 
errors leads to difficulties in model calibration and data reconciliation due to the 
smearing effect. The reconciliation technique based on the assumption of normally 
distributed random errors needs to be adjusted by gross error treatments such that the 
smearing effect can be suppressed. Because the probability of gross error occurrences is 
relatively small, one can always start with a standard maximum likelihood technique 
without any gross error treatment. Once data reconciliation has been performed and the 
test statistics indicate the occurrence of gross errors, a special treatment or algorithm 
needs to be engaged to detect gross errors and to neutralize their effects in model 
calibration and data reconciliation. Figure 5-1 shows a generic process map of model 
calibration and data reconciliation for a thermodynamic system. 
 Two types of gross errors may exist. One results from the measurement error 
caused by non-random effects such as sensor miss-calibration, instrument 
malfunctioning, sensor corrosions, etc. Unlike the random error, this type of gross error 
has a constant magnitude and sign as the measurement is taken repeatedly within a 
certain period of time. When the gross error is caused by sensor miss-calibration, it often 
happens suddenly and maintains the same magnitude and sign. On the other hand, if the 
gross error is caused by sensor corrosion or wear, its magnitude changes gradually, but 
the rate of change is usually slow such that one can still identify it by some detecting 
techniques on a short-time basis. The other type of gross error is caused by a system leak, 





energy leak such as heat loss of the heat exchanger. Both types of gross errors lead to 
large-scale system unbalances. Each type has a different gross error model, i.e., location 
and magnitude. However, they both can be detected by a single gross error detection 



















Figure 5-1: Process map for model calibration and data reconciliation 
 
 Statistical techniques such as multivariate data analysis and hypothesis testing can 
be used to detect gross errors, i.e., identify the location and estimate the magnitude. One 
can use multivariate data analysis to prescreen serious biases, which are manifested by 
evident outliers in multivariate system responses. Hypothesis testing then can be utilized 
to refine the detection process. In this research work, a hybrid scheme incorporating both 
techniques is suggested to perform model calibration and data reconciliation for a 
complex system. The goal is to use GED techniques to neutralize the smearing effects 
caused by gross errors in simultaneous data reconciliation and model calibration. During 
the GED process the location and magnitude of gross errors can be identified as well. 
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5.1. Smearing Effects Caused by Gross Errors 
 In the case where the measurements do not contain gross errors, data 
reconciliation does reduce the errors caused by random effects. Utilizing the maximum 
likelihood principle, the measurements are corrected by the optimizer (or solver) to 
minimize the least square objective function. The process is, however, based on the 
assumption that the errors are caused by random effects and, therefore, they are expected 
to spread within the ±3σ range of the normally distributed measurement errors. The least 
squares objective function is then constructed by the Gaussian type maximum likelihood 
functions defined by the unknown means and the covariance matrix of the measurement 
errors. The causes of gross error are not random effects but instead the fault of the 
instruments or leaks from the system, which make the signs and magnitudes of gross 
errors constant. Because of the nature of gross errors, the assumptions that the signs and 
magnitudes of errors are random and within the ±3σ ranges of Normal distributions 
cannot be held valid for the gross errors. Figure 5-2 shows the major difference between 















Figure 5-2: Difference between random error and gross error 
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In Fig. 5-2 it is shown that the measurement correction is within ±3σ of the measurement 
uncertainty when the measurement is subject only to a random error. On the other hand, 
if the measurement is biased due to the gross error, the magnitude of correction is outside 
the range of ±3σ. 
 The smearing effect, also known as “contamination effect”, occurs when the least 
squares objective function is used in data reconciliation while gross errors exist in 
measurements. When it happens, the reconciliation process drives the solutions toward 
the measurements with gross errors; while, on the other hand, the corrections to “healthy” 
measurements are beyond the scope of measurement uncertainties, i.e., over-corrections. 
The smearing effect is mainly caused by the sensitivity of the objective function to a 
small deviation from the measured value. It depends on the model sensitivity and 
measurement uncertainties, both of which have direct impacts on the behavior of the 
objective function. For instance, when the smearing effect happens, after data 
reconciliation the corrections to those measurements with gross errors are within ±3σ 
ranges while the corrections to those healthy measurements are outside the scope of 
random errors.  
 The scenarios of smearing effects can be different depending on the variance-
covariance matrix of the measurements and the error patterns of the system constraint 
equations, which are determined by the system model itself. This is especially true for a 
nonlinear system where the sensitivities of the error patterns to the model inputs, which 
are also measurements to be reconciled, are different.  As a result the sensitivities of the 
nonlinear model can drive the optimizer in different directions. It could be that after the 
reconciliation process the corrections show that no gross errors exist but all the 
measurement corrections are beyond a 2σ range. This suggests that the gross error effects 
are compensated by all the other healthy measurements. Or it could be a situation that 





 Consider a model-based gas turbine data reconciliation and parameter estimation 
process. The process is to find out the optimal solution for component performance 
factors and for the turbine inlet temperatures (firing temperatures) at different operation 
conditions to minimize the least squares objective function. This is a process in which 
only random errors are assumed to exist. The details of the solving of this problem can be 
found in Chapter 4. The reconciliation process is carried out for three different situations: 
1) only random errors occur, 2) one gross error with a moderate magnitude (4σ) is 
artificially imposed to the measured value of turbine exhaust temperature, and 3) one 
large gross error (13σ) is imposed to the measured turbine exhaust temperature. Figure 5-
3 shows the comparisons among these three cases. In the first case there is no gross error, 
and, thus, all the measurement corrections are within the ±3σ ranges. In the second case 
where a moderate magnitude of gross error is applied, the smearing effect causes the 
over-corrections to the measured fuel flow and compressor airflow, and the correction to 
the measured turbine exhaust temp is within ±3σ, which contradicts the fact that there is a 
4σ bias on it. In addition, all measurement corrections in this case are within ±3σ, and, 
thus, one is misled us to believe there is no gross error. In the third case where a large 
magnitude of bias is imposed, the smearing effect causes the over-correction of over ±3σ 
to the fuel flow. This leads to the wrong conclusion that there is a gross error in the 
measured fuel flow. The second case shows that the smearing effect can lead to the 
conclusion that no gross errors has happened, while the third case demonstrates that the 
smearing effect misleads us to believe there is a gross error in the measured fuel flow, 
whereas in reality there is not. Table 5-1 summarizes the measurement corrections for the 
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5.2. Strategy for Gross Error Detection and Data Reconciliation 
 Due to the smearing effect, the occurrence of gross errors invalidates the result of 
data reconciliation that is based on least squares minimization. The cause of gross errors 
is nonrandom, and, therefore, the assumption that measurement errors are normally 
distributed around the means, i.e., the expected true values, is not valid for the case where 
gross errors exist. Due to the fact that gross errors have constant magnitudes and signs, 
they can be isolated from the total measurement errors. Therefore, the measured data can 
be decomposed into three major parts: expected true value, random error, and gross error.  
Measured value  = Expected true value + Random error + Gross error 
If we have the prior knowledge about the locations, signs, and magnitudes of gross errors 
and remove them from those biased measurements before carrying out data 
reconciliation, the smearing effect can be eliminated. Most of the time, however, the prior 
knowledge about the gross errors is not available, and, therefore, it is necessary to 
incorporate a GED algorithm into the least squares type data reconciliation scheme. 
Another option is using different types of likelihood functions that are robust to the 
occurrence of gross errors so as to suppress the smearing effects during data 
reconciliation.  
 A strategy of gross error detection (GED) can be analyzed based on the method 
used to tackle three major problems: detection, identification, and multiple gross error 
identification. For gross error “detection”, the presence of single or multiple gross errors 
can be detected (the detection problem). For gross error “identification”, the types and 
locations of gross errors are to be identified (the identification problem). For multiple 
gross error identification, the presence of multiple gross errors as well as their locations 
and magnitudes are determined simultaneously. 
 There are two major GED techniques that can mitigate the smearing effects. One 





reconciliation process such that only random errors are left and the least squares objective 
function can be utilized. The second is to replace the least squares function with another 
Gaussian type likelihood function that is robust to the occurrence of gross errors. If the 
likelihood function is robust, i.e., insensitive to the occurrence of gross errors, the 
smearing effect can be suppressed. The first technique usually needs an iterative scheme, 
which could combine methods like multivariate data analysis and hypothesis testing. The 
second technique only needs one-time execution to detect all gross errors. However, the 
second technique requires an extra effort of tuning the likelihood function to have proper 
“cut-off” criteria.    
 The technique that utilizes hypothesis testing or multivariate data analysis relies 
on the model constrains and the variance-covariance matrix of the system model. The 
principle behind this GED technique is based on the outlier detection from correlated 
samples. It starts with the assumption that if random errors are the only sources of the 
measurement errors, the residuals of model constraints should be normally distributed 
with zero means and the standard deviations given by the variance-covariance matrix of 
the model. This is especially true for the equation-based data reconciliation problem. 
When gross errors occur, the residuals of model constraints violate the pattern of the 
variance-covariance matrix, which is formed based on the assumption that only random 
errors exist. By normalizing these errors, one can use the statistical test to identify the 
outliers. The normalized error (divided by standard deviations) follows a standard normal 
distribution with a zero mean and a standard deviation of one. The normalized random 
errors should fall inside a (1-α) confidence interval at a chosen level of significance α. 
Those errors falling outside the (1-α) confidence interval are identified as outliers (i.e. 
gross errors).   
 The other type of GED technique utilizes Gaussian-like distribution functions, 
also known as maximum likelihood estimators, or M-estimators. This type of 





measurements with gross errors, so as to neutralize the smearing effects during data 
reconciliation. Due to the robustness of the objective function, the occurrence of gross 
errors does not contaminate the reconciliation of healthy measurements. The performance 
of the M-estimator also depends on tuning parameters, which determine the shape and 
cutting point of the likelihood function. It is suggested that the choice of these tuning 
parameters should best fit the specific problem, which requires an extra step of tuning the 
M-estimator, to give the best GED performance.  
 The technique that utilizes hypothesis testing or multivariate data analysis must be 
carried out with model constraints, which provide a counter check against the 
measurements. When the hypothesis testing is used as the GED technique, all possible 
gross error models are hypothesized and tested against a threshold value. To determine 
whether the hypothesis of a specific gross error model is a null hypothesis, i.e., no gross 
error, or an alternative hypothesis, i.e., gross errors occur, the reconciliation process 
based on least squares must be carried out with the presumed gross error model imposed. 
When the robust maximum likelihood function is used, there is no difference between 
data reconciliation and gross error detection since the reconciliation process is insensitive 
to gross errors such that at the end of data reconciliation the gross errors have already 
been isolated as well. In both GED techniques, data reconciliation and gross error 
detection must be carried out hand-in-hand because both techniques exploit the same 
information from the measurements and model constraints.  
 In summary, GED techniques can be categorized into two major types, hypothesis 
testing and robust estimation. In the technique of hypothesis testing, hypotheses are tested 
for all possible gross error models or in an iterative way, by which gross error models are 
eliminated stepwise. Because the gross error effects are already taken into account when 
imposing hypothesized gross error models to the measurements, the least squares 
objective function is still utilized. Figure 5-4 shows the structure of this type of GED 





models are needed. Instead, robustness is built into the optimization process through the 
use of heavily tailed Gaussian type likelihood functions, which suppress the smearing 
effects during data reconciliation. Figure 5-5 shows the structure of this type of GED 
strategy. The technique of multivariate data analysis can be categorized as a subtype of 
hypothesis testing methodology since it also relies on comparing the error patterns based 
on the variance-covariance matrix to the measurement errors for outlier detection. It can 
be utilized as a prescreen process to detect serious gross errors before applying any of the 


































































































5.3. Gross Error Prescreening  
 The occurrence of gross errors causes smearing effects in model-based data 
reconciliation and model calibration. The GED technique based on hypothesis testing 
needs an iterative scheme to eliminate improper gross error models. The process time for 
the iterative scheme can be reduced if one pre-eliminates those serious gross errors prior 
to the hypothesis-testing based GED technique. This can be accomplished by finding the 
outliers in a group of correlated data. If the data can be grouped in a two-dimensional 
way such that the correlation between two sets of datum can be evaluated, the 
identification of gross errors will become easier. Especially in the case of strong 
correlations among sampled data points, those data points which violate the correlation 
patterns can be easily identified and seen as outliers.  
Multivariate Data Analysis (MDA) is referred to as a statistical method used to analyze 
multivariate data that are mutually correlated. When the data sets are stored in database 
tables containing rows and columns, MDA can process the information in a meaningful 
fashion. MDA provides a clear picture of how the model responses are correlated. 
Therefore, it can be utilized to identify the correlations between responses and reveal the 
dominant pattern in multivariate data sets, which can be compared against the 
measurement data to identify outliers. In the model-based data reconciliation problem the 
model parameters are unknown and to be estimated. By assigning proper bounds to the 
model parameters and carrying out the random sampling technique like Monte Carlo 
simulation, the correlations of model responses, which are functions of the model 
parameters, can be revealed.    
 Principal component Analysis (PCA) is one of the MDA technique used to 
analyze multi-dimensional data sets and identify outliers. PCA uses linear transformation 
on multivariate data sets to reduce the dimensions of system variations, by which the 





PCA was utilized along with the model multivariate plots to detect serious gross errors. 
The advantage of using MDA is that the least squares type optimization process is not 
required and, thus, the smearing effects can be avoided.  
5.3.1. Multivariate Data Analysis 
 Multivariate data analysis (MDA) utilizes a similar concept as hypothesis testing 
to identify gross errors. In both methods gross errors are identified through the 
recognition of outliers in expected mother populations, in which random errors are 
assumed to be the only source of errors. Hypothesis testing is usually combined with least 
squares optimization where the optimum model parameters are obtained. The residuals, 
i.e., the errors caused by measured data, are then compared to the expected error 
distributions to determine whether the null hypothesis, i.e., gross errors don’t exist, or the 
alternative hypothesis, i.e., gross errors exist, is rejected. The process is usually an 
iterative process, in which different hypotheses of gross error models are imposed to the 
measurements at each run of data reconciliation and the statistic test is followed. The 
process terminates when the alternative hypothesis is rejected. Since the expected gross 
error model has been imposed during hypothesis testing, the smearing effect is 
eliminated.   
 Similar to hypothesis testing, in multivariate data analysis the measurements are 
compared against the expected mother populations, which are formed from the possible 
model responses. The gross errors are identified when significant deviations from the 
mother populations occur, i.e., the outliers. The major difference between MDA and 
hypothesis testing is that MDA can be carried out without least squares optimization, i.e., 
data reconciliation. Instead, a random sampling process such as Monte Carlo Simulation 
is required. Since data reconciliation is not required in MDA, the gross error 
identification process will not be biased due to smearing effects. The MDA method is, 





magnitudes, because the least squares optimization scheme (data reconciliation) is not 
carried out. To reconcile the measurements and estimate the model parameters, the least 
squares minimization scheme is still needed after screening out serious gross errors. The 
MDA method can serve as a prescreening process for serious gross errors. Hypothesis 
testing combined with the least squares minimization scheme is then carried out with the 
prior knowledge of serious gross errors. 
 In this study MDA is demonstrated by using the multivariate plots for the model 
responses and the measured data. The multivariate plots show the measured data against 
patterns of possible model responses, which are usually normally distributed based on the 
ranges and distributions of model parameters imposed in the beginning. Because the data 
is compared to the mother populations in a multi-dimensional way, the visual recognition 
of outliers is not only based on the ranges, i.e., within the ranges or out of ranges of 
mother populations, but is also based on the violation of correlation patterns. If the model 
responses show significant correlations, the outliers will still be identified even though 
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In Fig. 5-6, a bivariate plot of the gas turbine compressor airflow and compressor 
discharge pressure is shown. The group of data points marked by blue colors represents 
the possible outcomes of model predicted compressor airflow and compressor discharge 
pressure. The simulated data points are generated from a randomly sampling technique 
such as Monte Carlo Simulation and, therefore, represent the mother populations of 
specific model responses, i.e., compressor airflow and pressure. The red point represents 
a set of measured data for the compressor airflow and pressure. In Fig. 5-6 it is apparent 
that when the measurements are compared against their correspondent mother population 
in a one-dimensional way, they both are ruled out as outliers. When the measured data is 
compared against their mother populations in a bivariate way, i.e., two-dimensional, the 
data is identified as an outlier because it is outsides the cloud of correlated data points. 
Fig 5-7 shows the measured data point that is not considered as an outlier in the bivariate 






































Monte Carlo Simulation 
 Monte Carlo Simulation is a way of evaluating multiple integrals that depends on 
random sampling from probability density distributions, rather than regular grid-based 
sampling techniques. Monte Carlo provides a way of simulating experiments and creating 
models of experimental data. With Monte Carlo simulation, the statistical significance of 
data can be tested with relatively simple calculations that require neither a deep 
theoretical understanding of statistical analysis nor sophisticated programming 
techniques. Because the Monte Carlo method requires the generation of large number of 
individual events, the simulation time can be expensive if the required model running 
time is long. To reduce the simulation time, a surrogate model such as response surface 
equation (RSE) can be utilized. Either the real model or the surrogate model should be 
expressed in an explicit form such that the model responses are functions of the model 
parameters: 
Y = F(X)                                                              (5-1) 
where both Y and F are column vectors of multiple model responses while X represents 


























































                                          (5-2) 
To generate the random deviates of model parameters from specific probability 
distributions, either the transformation method or the rejection method is utilized. The 
transformation method is the most useful method for obtaining random deviates drawn 
from particular distributions. The steps of transformation method is described as follows: 
1. Decide proper ranges on x’s. The ranges of model parameters can be determined 





model, the ranges should also be reasonable so the model will neither crash nor 
generate non-reasonable results. 
2. Decide probability functions for model parameters x’s. If prior knowledge is 
available, Gaussian distributions are usually assigned. Without prior knowledge, 
uniform distributions are reasonable options. 
3. Normalize the probability function. If it is necessary to impose limits on the range 
of model parameters x’s, then the function must be renormalized to assure that the 
integral is unity over the newly defined range. The normalization integral should 
be calculated by the same analytical integration or numerical integration routine. 
4. To pick a random sample x from the specified probability function from Step 3, a 







)r(p                                                    (5-3) 
Then find a normalization function that describes the relation between r and x 
such as x = g(r). 
5. Use the transformation integral to transform the variable r drawn randomly the 







dx)x(Pdrr                                                (5-4) 
which also gives the result 
dx)x(Pr
x
x∫ −∞==                                                       (5-5) 
The sampled x can then be obtained from x = g(r) and fed to the model equation 
Y=F(X) to generate one event of model response.  
Step 4 and 5 are repeated until the specified number of Monte Carlo runs is reached. 
The above Monte Carlo method will generate the model responses with variances that are 





Carlo Simulation. Each simulated event represents a set of model responses, i.e., model-
calculated values, corresponding to a specific set of model parameters, and, thus, 
represents the expected value of measured data. To simulate the effects of measurement 
uncertainties, the simulated data can be imposed by the measurement uncertainty, which 
is called “Data Smearing”. Data smearing can be carried out with simply adding the 
uncertainty term to the simulated data. If a particular model response, yi, has 




 = yi + σi ri                                                                                       (5-6) 
where ri is a random variable drawn from the standard Gaussian distribution with mean 0 
and standard deviation 1. The calculation is equivalent to drawing the random variable, yi
' 
, directly from a Gaussian distribution with mean, yi, and standard deviation, σi. 
Multivariate Data Visualization 
 Monte Carlo Simulation combined with data smearing is the technique of 
generating simulated data from the model. The simulated data represents the mother 
population of model responses and can be utilized to identify the outliers when compared 
against the measured data.  
 After Monte Carlo Simulation, data sets with multiple model responses are 
generated. Multivariate data analysis is used to deal with data sets that have more than 
one response for each observational unit, i.e., the Monte Carlo simulated event. The data 
sets can be summarized via data matrices with m rows and p columns, where the rows 
represent the observations, i.e., the number of Monte Carlo runs, and the columns 
represent the model responses. The major multivariate methods can be categorized as 
those that have prior knowledge about the structure, for example, dividing the cases into 
groups, and those that seek to discover the structure from the evidence of the data matrix 





between supervised and unsupervised methods [71]. The emphasis of this study is on 
unsupervised methods, in which no priori knowledge of the structure of data is assumed. 
 A simple way to examine multivariate data is via a pairs plot or scatter plot 
matrix. A scatter plot matrix is a set of two-dimensional projections of a high 
dimensional point cloud. This is a simple, but powerful, technique for describing 
relationships among response variables with correlations. An example of a scatter plot 
matrix of response variables y1, y2, ... , yn is shown in Fig. 5-8, which shows a matrix of 
all the pair wise scatter plots between y1, y2, ... , yn. Each plot within the scatter plot 
matrix shows the correlation between two response variables. In Fig. 5-8, the data cloud 
(black marked data points) represents the simulated response variables and the red 
marked data point represents the measured data. The multivariate visualization by a 
scatter plot matrix makes outlier identification relatively easy, especially when strong 






























































































A scatter plotter matrix can be characterized via a covariance matrix where each element 
represents the covariance of a pair of response variables. The covariance of a pair of 
response variables yi, yj is defined as:        
( )












=                                           (5-7) 
where yi represents the ith response variable, m represents the number of simulated data 
sets, and yi  is the mean of mother population from yi. The covariance matrix of response 
variables can then be defined as: 
( ) ( )























                                         (5-8) 
Any measured response variable that has a significant bias can make its data point out of 
the data cloud in the scatter plot, and be seen as an outlier. Because the data points are 
shown in a two-dimensional way such that not only the ranges but also the pattern of the 
data cloud can be utilized to identified the outliers. As mentioned earlier, a measured 
response variable could be ruled out as an outlier when against the simulated data sets 
that are displayed in a one-dimensional way. The inner structure of the model determines 
how the response variables react to the variations of model parameters, i.e., sensitivity, 
which causes the spread of the data cloud, and how they interact with each other, i.e., 




































































































Fig. 5-9 shows three scatter plots from a scatter plot matrix constructed based on Monte 
Carlo Simulation on a gas turbine model with six response variables. In Fig 5-9(a) the 
scatter plot of two response variables, fuel flow and compressor discharge temperature, 
shows that the measured data point (the red marked point) is outside the data cloud and is 
identified as an outlier. By compensating the two response variables with biases, the data 
point can be moved toward the data cloud, which represents the mother population of 











































 is the compensated value, y
i
 is the original measured value, bi  is the 
compensated bias, and ei  is the unit vector parallel to the axis of response variable, yi. 
From Fig 5-9(a), if the measured data (fuel flow and compressor discharge temperature) 
is compensated in the feasible directions, the data point can be moved toward the data 
cloud. It is apparent that there must be a bias compensation to the compressor discharge 
temperature in order to maintain the feasible direction, indicating that there is a gross 
error in the measured compressor discharge temperature, but not necessary for the fuel 
flow measurement because the data point can be moved to the data cloud without the fuel 
bias compensation. In order to determine if there exists a gross error in the fuel flow 
measurement, other scatter plots with axes of fuel flow need to be checked. Fig. 5-9(b) 
shows two scatter plots, both of which have the fuel flow as one of the two response 
variables. In the two scatter plots shown in Fig 5-9(b), the data points are inside the data 
cloud, which suggests the possibility of having a gross error in the fuel flow measurement 
is very low and can be ruled out. From this example it is obvious that to identify gross 
errors in measurements, the information obtained from one scatter plot is not enough, 





 The multivariate data visualization technique such as the scatter plot matrix 
provides an easy way to identify the outliers by intuitional visualization. Not all gross 
errors can be detected via this technique, and the performance of this multivariate 
technique depends on the error ranges applied to the model parameters and the 
correlation patterns of the model responses. Prior knowledge of the thermal model can 
help to set proper ranges on the assumed parameters. The prior knowledge can be the 
operations hours of the thermal machine such that a degradation curve can be utilized to 
estimate the changes of the model parameters due to degradation effects. The other way 
that helps to assign proper ranges for model parameters is to carry out data reduction for 
the system model and estimate and uncertainty of the estimated parameters through 
sensitivity study. It is assumed that the uncertainties of the estimated parameters would 
not be affected in the presence of gross errors. This assumption, however, would not be 
valid if the model is highly nonlinear, and the gradient of the model function changes 
significantly as biases occurs in the model inputs during data reduction. Smaller error 
ranges lead to narrower model responses, and the probability of type I error increases. 
Significant correlation patterns are also very helpful in detecting the outliers. This 
correlation pattern is important because the observations can be within the acceptable 
sigma levels for each response but are still outliers because they are out of bounds when 
we investigate the bivariate distributions (joint distribution). These types of outliers are 
identified because the correlation patterns are violated. 
5.3.2. Principal component Analysis 
 A multivariate visualization technique such as the scatter plot matrix can miss 
interesting structures in the multivariate model responses when three or more model 
parameters are involved. In addition, as the multivariate dimensions increase with the 
number of model responses, it becomes more difficult to break down the source of gross 





response variables can be satisfied by the MDA technique that explores the data in a way 
of less coordinate-dependent. The scatter plot matrix is a visualization technique that 
relies on intuitional visual recognition, by which the quantified information is not 
provided. Therefore, a MDA technique that provides quantified information about the 
breakdown of errors is also needed.   
Principal Component Analysis (PCA)[72] is a well-established technique that is able to 
reduce dimensionality in multivariate data analyses. It has been widely applied in many 
areas including data compression, image processing, gross error detection, visualization, 
exploratory data analysis, pattern recognition, and time series prediction. A complete 
discussion of PCA can be found in textbooks [73], [74]. Three important features that 
make PCA a powerful tool and being popular in wide areas of applications: First, it is an 
optimal (in terms of mean squared error) linear scheme that transforms mutually related 
vectors into orthogonal vectors, which can be reconstructed by lower dimensional bases 
with minimal loss of information. Second, the model parameters can be computed 
directly from the data, e.g., by diagonalizing the covariance matrix of the sampled data. 
Third, compression and decompression are easy operations to perform given the model 
parameters – they require only matrix multiplication. The first feature is the most 
important one in GED for the capability of breaking down the source of biases among 
high dimensional response variables. 
One of the major properties of PCA is its capability of breaking down the contribution of 
errors, and this makes PCA an effective tool in identifying serious gross errors from 
multi-dimensional data sets. PCA is also an efficient way of identifying patterns in data 
sets and expressing the data in the way as to highlight their similarities and differences. It 
transforms a group of correlated data sets into a new group of uncorrelated data sets, 
which are also known as principal components. Each principal component (PC) is a linear 
transformation of original data sets and is orthogonal to one another. The coefficients of 





matrix formed by simulated data points. If model-based data reconciliation and model 
calibration is considered, the variance-covariance matrix represents patterns of model 
variations, caused by variations of model parameters. The principal component with the 
highest score then constructs the axis that describes the largest portion of model variation.    
 Consider a system model that has m response variables, each of which is a 
function of model parameters and has its correspondent measurement. The system model 






























































                                         (5-10) 
where ym represents a response variable as a function, fm, of model parameters α1~n. The 
task is to identify serious gross errors in measurements [ŷ1 ŷ2 ŷ3… ŷm]
T before carrying out 
hypothesis testing and data reconciliation. 
 The basic concept of utilizing PCA to identify gross errors is using principal 
components as dimensional bases to describe the variations of response variables in an 
uncorrelated way. This requires the knowledge about the variance structure of response 
variables, i.e., the covariance matrix. For a nonlinear system with high dimensional 
responses, it is difficult to obtain an analytical form for its covariance matrix. Instead, the 
Monte Carlo simulation is utilized to approximate the propagation of parameter 
variations to response variations, by which the system covariance matrix can be 
constructed. The variations of model parameters lead to status variations, and the 
measurement uncertainties also contribute to the variations of system responses at a 
specific system status. Therefore, to simulate the deviates of response variables both 
Monte Carlo simulation and the data smearing technique are required. Figure 5-10 



































Figure 5-10: Data smearing in a Monte Carlo process
 

















































 Once the deviates of system responses are obtained from Monte Carlo simulation 
and data smearing, the data sets can be expressed by a m×l  matrix where l  is the 
number of data sets and m represents the number of response variables. The simulated 





−=−=                                         (5-11) 
The matrix form can also be shown as follows: 
 











y represent simulated, mean, and centered response values 













                                                    (5-13) 
The covariance matrix of the centered response variables, He, is then obtained as follows: 
( ) ( )
( )


























e                               (5-14) 
The covariance matrix of response variables is very important to PCA because it 
represents the ranges and correlation patterns of response variables, and, therefore, has a 
direct impact on the outlier identification. 
 Once the covariance matrix of system response variables, He, is obtained, its 


















































































































…pm, are then normalized by their length (i.e. || pi || = 1) and stored as column vectors in 
the mm ×  matrix, Pe, in such a way that their corresponding eigenvalues, λ1, … λm, follow: 
λ1 ≥ λ2 … ≥ λm                                                                                     (5-15) 
Where Pe = [ p1 |  p2 |  …| pm ], and has two important properties: 
- The columns of Pe are linearly independent (by construction), and, therefore, 
there exists Pe
-1 
- Because Pe is formed by column vectors of orthogonal eigenvectors, it follows 
that He Pe = Pe Λe, where Λe is a diagonal matrix consisting of the eigenvalues of 






























                                                                            (5-16) 




 Pe = Pe Pe
T = I → Pe
-1 = Pe
T                                                             (5-17) 
When the measured data set is brought in and centered by the mean of corresponding 
simulated response variables, it can be expressed as follows: 
yyŷ
*''
−=                                                            (5-18) 
Now the principal components can be obtained by a linear combination of the centered 






=                                                            (5-19) 
Vector, ye, is composed of principal components, and the values of its elements are the 









−=                                                        (5-20) 
If there is no biases in the measurements, the centered data set should follow ŷ
'
~ (0, He), 
and it can be proved that ye ~ (0, I). Therefore, the original set of correlated response 
variables, ŷ
'
, is transformed into a new set of uncorrelated principal component, ye. The 
principal components are then listed in a descending order ranked by the magnitudes of 
corresponding eigenvalues:  
[ ]y,,y,y eme2e1 K   
with  
λ1 ≥ λ2 … ≥ λm.                                                       (5-21) 
When all the principal components are retained, i.e., Ry
m
e
∈ , the response variable can 
be reconstructed without losing any information. The reconstruction can be carried out 





Λ+=                                                      (5-22) 
If fewer principal components than m are retained, the reconstruction is subjected to 
certain loss of information. To fully recover the original response variables, the error 
term should be added. The reconstruction with fewer principal components is shown as: 








Λ+=                                                     (5-24) 
Equation (5-24) is referred to as the principal component model for y
'
. When all 
principal components are retained, y
'





component model y~ , i.e., y~y
'
= . Equation (5-23) also indicates that the measured 
response variables, y
'
, can be decomposed into the contributions from their expected 
values, y
*
, principal component, ye, and the residuals of the principal component model, 
y~y
'
− . Since the principal components, ye, represent the linear combinations of the 
centered data, ŷ , and follow ye~ N(0, I), hypothesis testing can be applied to ye directly. 
 From Equation (5-20) and the fact that ye~ N(0, I), i.e., 
( ) k,,1i),1,0(N~ŷWy eTe
ii,e
K==                  (5-25) 
, each principal component, ye,i, can be tested against a tabulated threshold value of a 
standardized normal distribution. Equation (5-25) also shows that the ith principal 
component is equal to the product of the ith eigenvector from We and the centered 
response variables, ŷ . Since each principal component is obtained from the linear 
combination of the original centered response variables, it can be decomposed into the 
contributions of each centered response variable. The decomposition can be expressed as: 
( ) m,,1jŷwg ji,e jj K==                                  (5-26) 
where gj is the contribution from the jth response variable, ŷ j , and w i,e  represents the ith 
eigenvector in We. A vector g’ = (g1’, …, gm’)
T, where gj’ is the absolute value of gj, i.e., 
the magnitude of the contribution, can be defined such that the contribution of each 
response variable to the principal component can be studied. In general, the contribution 
of each response variable is different than one another, but the overall contribution is 
dominated by the first few elements. These major contributors to the suspect principal 
component that is above the threshold value indicate suspicious gross errors in the 
measured response variables. 
It should be mentioned that the retained principal components that have large values and 





errors. It is the residuals that have large contributions to the suspect principal components 
that need to be investigated and suspected as gross errors.  
 The principal component analysis can be summarized as follows: 
1. Obtain the covariance matrix of system response variables. The covariance matrix 
represents the ranges and correlations of response variables, which set the spreads 
and patterns for the system mother populations. The covariance matrix can be 
obtained by an analytical way if the system model is linear or by a numerical 
method such as Monte Carlo simulation. When utilizing the Monte Carlo method, 
the simulated data can be formulated based on Equations (5-13) and (5-14) to 
construct the covariance matrix.    
2. Compute the eigenvalues and corresponding eigenvectors of the covariance 
matrix. The eigenvectors are stored in the descending order with respect to the 
magnitudes of corresponding eigenvalues. The eigenvector with the highest score, 
i.e., with the largest eigenvalue, represents the primary axis that captures the 
largest part of system variation. The first few principle axes (i.e. eigenvectors) can 
be used to describe the system variation with minimum information loss.  
3. Introduce the measured data centered by the means of response variables, and use 
the normalized principal component, We (see Equation (5-20)), to transform the 
residuals to the principal components, each of which is a linearization of original 
system response variables. It can be decided whether or not to retain all the 
principal components since the first few describe most of the deviations of the 
measured data from its mother population. Since it is not the intention to 
compress the data, but to identify the gross errors, it is reasonable to remain all 
principal components. 
4. Each principal component is a linear transformation of original response 
variables. It is NOT the principal component flagged as an outlier. Instead, it is 





being identified as a gross error. Each principal component follows ye ~ (0, I), and 
can be tested against a tabulated threshold value based on the desired confidence 
level. For example the threshold value for 95% confidence level is 1.96.  
Figure 5-11 shows the bar charts of principal components (on the top) and the 
corresponding contributions from response variables (on the bottom). Each principal 
component is compared against the threshold value, e.g., ±1.96 for N(0, I) at a 95% 
confidence level. A further investigation on the response variable that contributes to 

























































































































































































































































































Visualization of Principal component Analysis 
 It is difficult to visualize the hyper-surface of multidimensional correlated 
responses with more than three dimensions. In the principal component analysis, 
variations of the response variables are combined linearly and transformed into principal 
components. The principal components are in the descending order ranked based on the 
magnitudes of corresponding eigenvalues. The first few principal components capture the 
majority of overall response variations. Therefore, the variations of system responses can 
be summarized by the first few principal components with minimum loss of information, 
and the dimensionality of multivariate attributes can be reduced.  
 In order to visualize the variations of correlated responses in a three-dimensional 
way, the first three principal components are retained and used to construct the bases of 
hyper surface. If there are gross errors in measured data, the outlier can be visualized by 
rotating the axes of three retained principal components.  Figure 5-12 (a) shows a three- 
dimensional spin plot for a system model with six responses, which is constructed by 
three of the original response variables. It shows strong correlations among the selected 
three variables. This plot cannot capture most of the system variations unless all six of 
system responses are used as hyper-surface bases. Figure 5-12 (b) shows, on the other 
hand, the three-dimensional spin plot constructed by the first three principal components 
as bases. According to the eigenvalues of the system covariance matrix, the first three 
principal components describe 99% of the system variations. Therefore, this 3-D spin plot 
can capture almost all the system variations. Also, there is no apparent pattern shown in 
fig 5-12(b). This is because the correlated system response variables are combined 








































































5.4. Robust Estimator for Gross Error Detection 
 Smearing effects are inevitable when gross errors occur in the measurements and 
the least squares type objective function is used. To eliminate the smearing effects, a 
screening process of removing possible gross errors before data reconciliation is 
necessary. In the previous section, the multivariate data analysis (MDA) is one of the 
prescreening processes that can be utilized to identify possible gross errors. The two-step 
process, i.e., removing gross error in prior and reconciling data next, is sometimes not 
favorable, especially in the situation of online monitoring where a fast run of data 
reconciliation is required.  
 The option other than the two-step process is to utilize the robust estimator. The 
robust estimator is referred to as a statistical estimator that is “insensitive to small 
departures from the idealized assumptions for which the estimator is optimized” [75, 76]. 
The “small departures” can have two different interpretations, both of which are 
important: either means small departures for all data points, or means large departures for 
a small group of data points from the majority population. It is the latter interpretation 
that leads to the notion of outliers, which is usually the most stressful issue in statistical 
procedures. Because the robust estimator is insensitive to outliers, the smearing effects 
can be suppressed to a certain point during data reconciliation, and the two-step 
procedure of data reconciliation where the least squares estimator is used can be 
simplified to a one-step optimization process.   
 Various types of robust estimators have been developed. Among the categories, 
the maximum likelihood estimators, or M-estimators, are the most relevant class of the 
type of problem such as data reconciliation and parameter estimation. The concept of 









































5.4.1. Introduction to Robust Maximum Likelihood Estimator  
 Simultaneous data reconciliation and model calibration is based on the maximum 
likelihood principle where the measured data are reconciled so as to maximize the 
likelihood function. The likelihood function, i.e., the objective function in the 
optimization process, is constructed by probability density functions representing 
measurement uncertainties. When the likelihood function is formed by Gaussian 
functions, it can be simplified to a weighted least squares function, the most used 
likelihood estimator. The least squares function is a type of maximum likelihood 
estimator which is sensitive to the occurrence of gross errors and, therefore, causes 
smearing effects during data reconciliation. The concept of the robust maximum 
likelihood estimation is to build robustness into the likelihood function such that the 
smearing effects can be mitigated. This can be done through constructing a likelihood 
function with hybrid distribution functions, which can handle both random and gross 
errors. These types of estimators are referred to as robust maximum likelihood estimators 
or robust M-estimators.  
 A robust M-estimator can be constructed by combining multiple Gaussian-like 
functions so as to become largely distribution independent and, thus, produce unbiased 
results in presence of data deviated from an assumed ideal distribution, i.e., Gaussian 
distribution, due to its insensitivity to large residuals. The robustness of an estimator can 
be defined as follows: 
Let f(x) be the true distribution for (x1, x2, x3, … xn), T is the estimator of parameter p, and 
a(x) is an approximated model for distribution f(x). The unbiased estimate of parameter p 
is T[f(x)] with a distribution Γ(p, f), and the approximation of the estimate is T[a(x)] with 
a distribution Γ(p, a). The estimator is robust if and only if  





where d is a distance function. Under the condition of robustness, a finite difference 
between the true and the approximated probability distribution function leads to a 
bounded estimated parameter, p. If the residual, ε, of the estimation process is obtained 
from the probability distribution, f(ε), and T[f(ε)] is an unbiased estimator of parameter,  
p, the influence function of an estimator, which represents the effect of observations on 

















εψ                         (5-27) 
The influence function of a robust estimator is bounded based on the definition of 
robustness.   
If l(xi|p) is the likelihood function of an observation, xi, with the parameter, p, which 
determines the probability density function of the observation, the likelihood function for 
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log)log(ρρ                              (5-29) 
The M-estimators have different forms, depending on how the associated likelihood 
functions are constructed.   
5.4.2. Different Types of M-estimators 
 To build robustness into the estimator, one of the options is taking into account 
contributions from both random errors and gross errors during data reconciliation. This 
can be accomplished by using the likelihood function that combines two Gaussian 
distributions, one has heavy tails with a larger standard deviation and the other has a 





function that combines two Gaussian functions is referred to as the Contaminated 
Gaussian function. The major advantage of using a hybrid distribution function is its 
insensitivity to the occurrence of gross errors due to the heavy tailed section whereby the 
smearing effects can be mitigated.   









−=                                              (5-30) 
Where ε is the measurement error and σ is the standard deviation. A linear combination 
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where p is the probability of gross error occurrence, and b is the ratio of standard 
deviations from a gross error and a random error. Applying the maximum likelihood 
principle, the M-estimator associated with the Contaminated Gaussian distribution for an 
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which is subject to model constraints. At the end of data reconciliation, the deviations 
between measured and reconciled data can be tested against the combined Gaussian 
distributions. The measured data have gross errors if the residuals are greater than the 
scopes of random errors. After data reconciliation, the combined Gaussian distribution 
can be used as a rational basis for gross error detection. If the deviation εµ satisfies the 
inequality, i.e., the probability of εµ to be an outlier against the probability of εµ to be 
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then εµ is identified as a gross error.  
 Comparing the objective function formed by Contaminated Gaussian functions to 
the least squares objective function, it can be found that the maximum likelihood function 










ρmin                                                      (5-35) 
where ρ represents any reasonable monotone function of the standardized error, εi = (yi - 
xi) / σi. The generalized M-estimators are referred to as the type of likelihood functions 
that can suppress the smearing effects caused by gross errors during data reconciliation. 
These maximum likelihood objective functions can be used without assuming the 
underlying measurement error probabilities.  
 Besides the Contaminated Gaussian function, Cauchy and Logistic functions can 
also be used to formulate robust M-estimators. In addition, Fair function, “Lorentzian” 
function, and Hampel’s redescending M-estimator are three other robust generalized 
maximum likelihood functions that can be employed in the data reconciliation process. 
Fair function is formulated by a combination of ordinary-least squares for small 
deviations, i.e., random errors, and least-absolute residual (LAR) for large deviations, i.e., 
gross errors [77]. “Lorentzian” function was introduced by Johnston and Kramer [78], 
while Hampel’s redescending M-estimator was introduced by Hampel [79]. The 
redescending estimator has the capability of being tuned to best fit the data under 
investigation by optimizing its tuning constants. The ρ functions, i.e., M-estimators, 








Table 5-2: Different types of M-estimators 
 








































































i εεexp1ln2  cLo 
Lorentzian ( )cLi 22 2/1
1
ε+








































































































5.4.3. Tunings for Robust M-estimators 
 As mentioned in Chapter 4, data reconciliation is a process of estimating the mean 
of a sample from a univariate distribution such as the Gaussian distribution. If one 
changes the weighted least squares objective function with a robust M-estimator, the 
estimation of sample mean is subject to less smearing effects caused by gross errors. The 
efficiency of a robust M-estimator can be defined as the inverse of the variance of the 
final estimated means under the ideal model distribution, i.e., the Gaussian distribution. If 
a rejection rule is applied, the efficiency of a robust M-estimator is recalculated based on 
the ideal model distribution after the identified gross errors are removed from the sample. 
When comparing the performances of robust M-estimators, it is crucial to tune these 
estimators to have the same efficiency. The tuning process is carried out for the tuning 
parameters of robust M-estimators. Tuning constants for some robust M-estimators such 
as Fair and Cauchy are given based on their asymptotic efficiencies. For instance, the Fair 
function has one tuning constant cF, which can be set based on its asymptotic efficiency 
and allows the user to adjust the insensitivity to the outliers. Because the asymptotic 
variances only give rough estimations to the actual variances, to simulate the actual 
variances of the sample, the Monte Carlo simulation can be carried out to calculate the 
finite sample variances and consecutively relative efficiencies. 
 For Hampel’s redescending M-estimator, the constant aH has a direct impact on 
the degree of contamination in the data. It can be obtained from bH, cH, based on the 
suggested relation: cH ≥ aH + bH. The relations among bH, aH, and cH depends on how 
wide the redescending area is desired. Setting bH = cH will make the estimator unable to 
differentiate rounding and grouping errors. If the sample is drawn from a Gaussian 
distribution, it is desired to have very few data points lying outside [-bH, bH], and, thus, 
having a large value of bH is more reasonable. If, on the other hand, the sample is drawn 
from a heavy-tailed distribution, it is suggested to have a small bH. The decisions of these 





strategy suggested by Biegler [80] is based on minimizing the AIC, Akiake information 
criterion, which is also dependent on the slope of the redescending region of the ρ 
function.  
 Model-based data reconciliation and gross error detection can be seen as a model 
discrimination and parameter estimation problem, in which the model parameters are 
being “tuned” to fit the data subject to random and gross errors. Here the model 
represents both physical model and sample distribution model, i.e., the estimator. The 
model parameters are, therefore, referred to as the independent variables in the physical-
based model, e.g., gas turbine heat balance model, and the tuning constants of the 
maximum likelihood estimators. Due to the fact that the maximum likelihood function is 
asymptotically efficient under certain conditions and that the maximum likelihood 
function is sensitive to deviations of the model parameters from their true values, it can 
be used to differentiate models when more than one model can be fitted to the data under 
consideration. The Akiake information criterion (AIC) is an estimate of the Kullback-
Leibler mean information for the deviation between the true model and the model under 
consideration. It can be expressed as follows: 









εl                     (5-36b) 
where ε is the standardized measurement error, which is obtained after data 
reconciliation, l represents the likelihood function, and p represents the model 
parameters. Here the number of model parameters includes the number of gross errors 
due to the fact that during data reconciliation the corrections to measurements with gross 
errors are driven by the reconciliation of the measurements with random errors. This is 
especially true when robust M-estimators are utilized whereby the contaminate effects are 





 Since the AIC is a good model differentiator, one can tune the M-estimator by 
minimizing the AIC, in which the tuning constants of maximum likelihood functions are 
optimized. In the beginning, a wide range of tuning constants is assigned to the estimator, 
resulting in different estimator models. Data reconciliation is then carried out over these 
estimators with a wide range of tuning constants, by which the upper and lower bounds of 
the minimum AIC can be determined. Once the minimum of the resulting AIC is 
bounded, a one-dimensional line search can be applied to obtain the optimal solution for 
the tuning constants.  
 In the example of Hampel’s redescending M-estimator where there are three 
model parameters to be tuned, the tuning process with AIC is actually a multidimensional 
search. Due to the fact that the influences of aH and bH on the objective function are 
relatively small compared to cH, one can simplify the optimization problem to a one-
dimensional line search by performing golden section search for the parameter cH. For 












=                                        (5-37) 
Once the optimal solution for cH is located, the Hampel’s redescending M-estimator can 
be tuned to best fit the measured data under consideration.   
5.4.4. Cut-off Criteria 
 The cut-off point has a direct impact on the power of gross error detection. For 
instance, if the cut-off point has a smaller value, the power of detecting gross errors 
increases, while the probability of Type I error, i.e., false detection, also rises. When the 
probability distribution function for the measurement errors is available, the hypothesis 
testing works well in identifying the occurrence of gross errors. The rejection of the gross 
errors can be carried out by setting the desired confidence level, α. A measurement with a 





a gross error, i.e., the measured value with an error larger than the cut-off point is 
identified as an outlier with an uncertainty of α. When using the robust M-estimator, 
since the smearing effects are mitigated, gross errors can be detected by comparing the 
standardized error against the ideal distribution function, i.e., the Gaussian function.  
 The rejection criteria based on the hypothesis testing could cause misleading if the 
prior assumption of the probability distribution function for measurement errors is not 
correct. In addition, without prior knowledge about the underlying distribution function, 
the decision on cut-off criteria could be subjective. Alternative options for defining the 
rejection criteria have been suggested. One of them is based on the 1st derivative of the 
influence function. For example, the rejection criteria proposed by Farris and Law [81] 
for the Contaminated Gaussian distribution function is defined by the cut-off point value, 
xc, that gives:  
{ }))()(())()((max xyyPxyyP ciicii >∩∉−>∩∈ GG                  (5-38) 
where yi represents the measurement data, and G represents the space of gross errors. The 
cut-off point decided based on this method is on the descending section of the influence 
function for Contaminated Gaussian and Hampel’s redescending estimators. Within the 
descending region of the influence function, the point at the maximum, minimum, or 
inflection can be selected as the cut-off point. For instance, the cut-off point for Hampel’s 
redescending function can be set to be cH since it represents the inflecting point of the 
influence function.  
 For those M-estimators lack of descending part like Fair function and Logistic 
functions, the cut-off points can be obtained either from the redescending functions as 
long as these functions are tuned to have the same efficiencies, or by the exploratory data 
analysis (EDA) such as boxplot. In order to construct boxplots, data are sorted and their 
fourth spreads are calculated as follows: 





where FU and FL represent the upper and lower fourths accordingly. A measurement yi is 
identified as a gross error if yi ≤ FU – 3/2dF or yi ≥ FU + 3/2dF.    
 Alternative rejection criteria can be obtained based on the robust median and 
median deviation, which has a code name X84. The rule rejects any measurement with 
residual larger than 5.2 median deviations away from the median of the residuals. This 
rule can serve as a universe criterion for all robust M-estimators.  
5.4.5. Example 
 An example of applying robust M-estimators to data reconciliation for a 
thermodynamic system is demonstrated as follows. The thermo system demonstrated here 
is a three-pressure-reheat heat recovery steam generator, or HRSG, containing a series of 
heat exchangers at three pressure levels that are controlled by pressurized drums, shown 
in Fig. 5-14. The HRSG transfers the heat from the gas turbine exhaust to the feed water, 
by which steams are generated. The performance of the HRSG depends on the gas 
turbine exhaust conditions, i.e., gas flow rate and gas temperature, drum pressures, and 
degradation status of each heat exchanger. There are two ways of reconciling the 
measurements of HRSG – reconciling the data over the model in prediction mode, or 
reconciling the data in a heat balance mode. In the first option, the measurements on 
steam/water side are functions of gas turbine exhaust conditions, heat exchanger 
performance factors, and the drum pressures, which are determined by the steam turbine 
throttle pressure. Each measurement has its corresponding function of the above 
variables. In the second option, which is to be demonstrated in this example, mass and 
energy balances are employed. Instead of solving the implicit forms of these balance 
equations, these equations are rearranged to be explicit such that one variable is on the 
right hand side of the balance equation and the rest of variables on the left hand side. The 
choice of dependent variables can be made based on the error propagation rule, i.e., 





independent variables to the dependent variable is minimized. This can be determined 
through a random sampling technique such as Monte Carlo simulation or the sensitivity 
analysis for each variable. The variable that has least uncertainty caused by the rest 
variables will be selected as the dependent variable. The rearranged heat balance equation 
has the following form: 
)(xfy ijj =                                                 (5-40) 
, where y and x represent dependent and independent variables correspondently; i is the 
number of independent variables, and j is the number of heat balance equations. 
In this example, the Contaminated Gaussian function is used as a robust M-estimator to 
reconcile the measurements of HRSG. The reconciliation problem can be expressed as 
followed:     
( ) ( )















































































































    (5-41) 
where y’ and x’ represent the measured dependent and independent variables; Li and Ui 
are the lower and upper bounds of the independent variable, xi. Since the rearranged heat 
balance equations are in explicit forms such that during data reconciliation the optimizer 
is varying the independent variables, xi, to minimize the objective function constructed by 




















































 Two tuning constants pCN and bCN determine the shape and behavior of the 
Contaminated Gaussian function. Figure 5-15(a) shows the impact of pCN on the function 
shape (function value versus measurement adjustment) while bCN is kept constant (bCN = 
10). It is shown as pCN increases, the slope of the function decreases and the cut-off point 
is shifted to a lower value, indicating more Type I errors could be committed and the 
convergence speed will slow down during data reconciliation. The influence of bCN on 
the behavior of Contaminated Gaussian function is also given in Fig. 5-15(b), which 
shows the main impact of bCN is the shift of cut-off point. As bCN increases, the cut-off 
point is shifted toward a larger value, indicating the probability of committing Type II 
errors will increase. The values of bCN and pCN used for this example are based on 
Ozyurt’s guideline [40], where bCN = 20 and pCN = 0.435. One can, however, utilize the 
AIC principle to obtain the most representative tuning constants for the specific model. 
Figure 5-16 shows the influence functions of the Gaussian distribution and the 
Contaminated Gaussian distribution with bCN = 20 and pCN = 0.435. The corresponding 
M-estimator functions for these two distributions are given in Figure 5-17. It is shown, 
from these two figures, that as the measurement adjustment is within the cut-off point, the 
M-estimator of Contaminated Gaussian acts like the least squares function (the M-
estimator of Gaussian distribution). When the measurement adjustment is beyond the cut-
off point, the influence function drops dramatically around the cut-off point, and then 
increases with a very flat slope. Therefore, when gross errors occur, the robust M-
estimator is less sensitive to a large measurement adjustment than the least squares, while 
it behaves like the least squares as the measurement adjustment is within the cut-off 






























































































































































































































 In this example for HRSG, the heat and mass balances are carried out in such a 
way that the high-pressure steam flow, the reheat steam flow, and the stack temperature 
are calculated and treated as the reconciled values once the heat & mass balance input 
variables are reconciled by the solver, i.e., optimized for minimizing the M-estimator. 
 Two gross errors are artificially imposed to the simulated data: 6 sigma of 
uncertainty on the low-pressure steam flow (LPSH steam flow) and –5 sigma of 
uncertainty on the high-pressure steam temperature (HPSH steam temperature), each of 
which has a healthy redundancy, i.e., redundant measurement subject to random error 
only. The HRSG data reconciliation is carried out with both the least squares objective 
function (Gaussian) and the robust M-estimator formed by the Contaminated Gaussian 
distribution. After running data reconciliation with the robust M-estimator, the function 
value is converted to the corresponding least squares and compared to the result obtained 
from data reconciliation that uses the regular least squares estimator.  
 Figure 5-18 shows the function values of the least squares for before running data 
reconciliation, after running data reconciliation with least squares estimator, and after 
running data reconciliation with robust M-estimator using Contaminated Gaussian 
distribution. It is shown that the least squares estimator gives a lower least squares value 
than the robust M-estimator. However, if one only looks at the summation of the least 
squares terms from healthy data, given in Fig. 5-19, the robust M-estimator gives a much 
lower least squares values than the regular least squares estimator. While, the least 
squares terms from the biased data make the majority contributions to the overall least 
squares function value for the robust M-estimator, but not for the least squares estimator. 
 The comparison demonstrates the robust M-estimator significantly mitigates the 
smearing effects caused by the gross errors. This is verified by looking at two groups of 
least squares terms – the group of healthy data and the group of biased data. When gross 
errors occur, the reconciliation process should make the majority adjustments to the 





contribute most of the overall least squares function value. The overall least squares 
function value does not tell the whole story, since the least squares estimator gives a 
lower value than the robust M-estimator. The decomposition of the overall least squares 
by the healthy data and the biased data shows there are significant smearing effects in 
data reconciliation with the least squares estimator but not with the robust M-estimator. 
The corrections to the measurements after data reconciliation with two estimators are 
given in Fig. 5-20. It shows the smearing effects occurring in the least squares data 
reconciliation as measurement corrections beyond the ranges of random errors are made 
to the two healthy data. On the other hand, in the data reconciliation with robust M-
estimator, the corrections beyond the ranges of random errors are made to the two 
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5.5. Gross Error Detection by Hypothesis Testing 
 The multivariate technique such as PCA is suitable for detecting gross errors with 
large magnitudes. When model calibration is coupled with data reconciliation, i.e., 
simultaneous data reconciliation and model calibration, the PCA technique often fails to 
detect delicate gross errors. This happens especially when the multivariate data are not 
smeared with random effects or the ranges assigned to the model parameters are not 
representative. Therefore, it is suggested to utilize the multivariate technique as a 
screening process by which large biases can be filtered out in advance.  
 A technique that integrates the gross error detection into the data reconciliation 
scheme is needed. The robust M-estimator introduced in previous section is considered as 
this type of technique that performs data reconciliation and gross error detection at the 
same time. The performance of a robust M-estimator, however, is strongly affected by the 
type of likelihood function and the corresponding tuning constants. If significant amount 
of gross errors occur, the robust M-estimator technique becomes sensitive to the starting 
points and number of healthy data sets. 
 Hypothesis testing is the method that can be incorporated into the data 
reconciliation and model calibration scheme without the need for using non-Gaussian 
distributions, required by robust M-estimator techniques. When combined with a data 
reconciliation scheme, hypothesis testing is carried out over different gross error models, 
in which the locations and magnitudes of gross errors are presumed. During the test, the 
gross error models are plugged into the least squares objective function and the typical 
chi-squares type data reconciliation is performed. Each gross error model is ranked by its 
score, defined based on the absolute value of chi-squares, χ2, or the ratio of chi-squares 
obtained after the reconciliation process. The gross error model with the highest score, 
i.e., lowest chi-squares value is then considered to best represent the locations and 





 There have been many research works related to the use of hypotheses testing on 
the outlier detection. Rollins, et al. [82] proposed a method of fast gross error detection 
by efficiently selecting a small subset of hypothesis tests from large set based on the new 
developed test criteria. Narasimhan and Mah utilized the generalized likelihood ratio test 
in gross error detection for steady state [83] and dynamic [84] systems. Terry and 
Himmelblau [85] used the meta-model created from artificial Neural Networks to carry 
out data reconciliation and gross error detection. Kim [86] proposed a method of iterative 
hypotheses testing for gross error detection. Renganathan [87] summarized and compared 
several GED techniques that utilize the hypothesis testing. These research works mainly 
focused on pure data reconciliation for the chemical process represented by the balance 
equations, i.e., chemical reactions and heat-and-mass conservations. In this research work 
data reconciliation and model calibration are carried out simultaneously for the model 
that is represented by the performance simulator. 
5.5.1. Hypothesis Testing 
 Hypothesis testing is a statistical process of making a statement about an 
unknown parameter associated with a probability distribution function, which represents 
a certain sampled data. A value of the model parameter is first hypothesized, followed by 
confirming or disproving the hypothesized value based on the sampled data. Two 
hypotheses, the null hypothesis (H0) and alternate hypothesis (H1), are tested against each 
other for their validity based on the sampled data. At the end of testing, the null 
hypothesis is either accepted or rejected. The steps of hypothesis testing can be 
summarized as: 
1. Postulate the null and alternative hypothesis, i.e., problem statement 
2. Collect the data in a randomly sampling way 
3. Select the test statistic τ, by which the null hypothesis H0 is assumed to hold with 





4. Determine the significance level α, by which the critical value for the test statistic 
τc can also be decided. Then one can obtain: 
F(τc) = P(τ ≤  τc) = (1 - α)                                          (5-42) 
5. Calculate τ based on the sampled data. If τ >  τc, the null hypothesis is rejected; 
otherwise, the null hypothesis is accepted. 
 The outcome of hypothesis testing is not perfect and always contains some types 
of errors. A test result may state that there exist gross errors while in fact there is no. In 
this situation, the test commits a Type I error. If, on the other hand, gross errors do exist 
but the test result declares there are no gross errors, a Type II error is committed. The 
power of hypothesis testing is defined as 1 – Type II error, and is strongly related to the 
Type I error probability. The power of a statistical test is increased by allowing a larger 
Type I error probability. The hypothesis testing can be tailored to balance the power and 
the Type I error probability. Once the distribution of the test statistics is obtained based 
on the assumption of the null hypothesis, the test threshold can be decided so that the 
probability of Type I error is less than or equal to a specified value α, which is referred as 























As shown in Figure 5-21, H0 represents the null hypothesis and H1 represents the 
alternative hypothesis. Consider a single observation x with the null hypothesis and the 
alternative hypothesis, the false alarm rate is equal to the Type I error, and the missed 
detection rate is equal to the Type II error. 
 When the hypothesis testing is applied to GED, the null hypothesis states there are 
no gross errors; while the alternative hypothesis assumes there are one or multiple gross 
errors. To reject or accept the null hypothesis, the test statistics, τ, is compared against the 
critical value, τc; both τ and τc are determined by the chosen testing methodology.  
5.5.2. Basic Statistical Tests for Gross Error Detections 
 In general, the measurement errors and parameter deviates are propagated through 
the system model, conservation equations or performance simulator, leading to the 
multivariate model residuals, which can be represented by the variance-covariance 
matrix. When the model is given by the conservation equations and utilized in data 
reconciliation and gross error detection, the residual vector, r, of the model constraints is 
the major test statistics that one can use to compare with the expected variance-
covariance matrix. For example, the mass balance model is given by: 
Ay = 0                                                              (5-43) 
where A is the linear constraint matrix, and y is the measurement data. The model 
residuals, r, follows a multivariate normal distribution with zero mean and variance-
covariance matrix, V, given by: 
V= cov(r) = AΣAT                                                                         (5-44) 
The variance-covariance matrix can be utilized to define the test statistics and the 
associated threshold value. In this example the null hypothesis H0 is accepted when the 
residual vector, r, follows a multivariate normal distribution, r ~ N(0, V). As gross errors 
occur, the residual vector r becomes an outlier while against its expected variance-





5.5.3. Gross Error Model 
 A gross error model defines the locations and magnitudes of gross errors, both of 
which are considered to be unknowns in the data set (measurement bias) and/or in the 
system model constraints (leaks). The locations and magnitudes of gross errors need to be 
determined through GED techniques. Two types of gross errors exist: gross errors caused 
by measurement biases and gross errors caused by system leaks. They differ in the way of 
gross error modeling. When the measurement bias is the source of gross error, the gross 




 = y + ε + b                                                        (5-46)      
where b is the vector of gross errors; ε is the vector of random errors; y’ and y represent 
the vector of measured data and  the vector of the corresponding true values separately. In 
the heat & mass balance type data reconciliation problem where the system model is 
represented by conservation equations, the measurement errors are propagated through 
the constrain equations with the gross error model, and cause the residuals of model 
constrains: 
A (y + ε + b) = r                                                    (5-47) 
where A is the matrix of model constrains; r is a column vector of the model residuals 
arising from the measurement errors that include random and gross errors.  
For the data reconciliation problem that utilizes the performance simulator, the gross 
error model can be integrated into the chi-squares function, χ2: 
χ
2 = (ε + b) Σ-1 (ε + b)T                                           (5-48) 
where Σ is variance-covariance matrix for the measurement uncertainties.  
If gross errors are caused by material or energy leaks, the gross error model needs to be 
added to the system model. In the heat & mass balance type data reconciliation problem, 








 – l = r                                                         (5-49) 
where l is the column vector indicating the locations of the leaks. It is relatively easy to 
construct the vector l when only the leakages of mass flows are involved. If the leak is 
from a process unit, then l is identical to b since only the flow constraint for this unit 
vector is affected. If, on the other hand, the energy balances are involved, the vector l can 
only be approximated by engineering judgment. 
 For the data reconciliation problem that utilizes the performance simulator, the 
gross error model for leaks is directly added to the model such as:  
y
'
 = f (a, θ, l) + ε + b                                                 (5-50) 
where f (a, θ, l) is the system model as a function of model parameters a, θ, and the gross 
error model l for leaks. For the mass flow leak, one can simulate it by adding a splitter for 
the mass flow leak and setting the flow fraction as a new variable. For the energy leak, it 
can be modeled by adding a heat loss across the pipe or the heat exchanger and by setting 
the magnitude of the heat loss as a new design variable. Figure 5-22 shows the way of 













































Split the steam flow to simulate the leak 





5.5.4. Hypothesis Testing on Gross Error Models 
 As described in the previous section, a gross error model specifies the locations 
and magnitudes of gross errors. To justify the gross error model, one can apply the gross 
error model to the system model by “compensating” the measured data and carry out data 
reconciliation. To “compensate” the measured data, one can simply subtract the measured 
values by the gross errors presumed in the gross error model: 
yc
’ = y’ – b                                                         (5-51) 
where yc
’ represents the vector of compensated measurements. If the measurement data 
are compensated with the correct gross error model, the compensated data are subject to 
random errors only, and, therefore, smearing effects will not occur during data 
reconciliation. The occurrence of smearing effects can be indicated by the test statistics, 
which is determined based on the test methodology discussed in previous section. Thus, 
one can utilize the hypothesis testing to verify the gross error model. While applying the 
hypothesis testing to GED, the null hypothesis and alternative hypothesis can be stated as 
follows:  
H0: without the gross error model there is no smearing effect  
P(τ ≤  τc | yc
’ = y’) = (1 - α)                                        (5-52) 
H1
g: with the gross error model there is no smearing effect 
P(τ ≤  τc | yc
’ = y’ - b) = (1 - α)                                   (5-53) 
where τ is the test statistics obtained from the result of data reconciliation. 
 Before obtaining the test statistics, τ, the measurement data are compensated with 
the hypothesized gross error model. The magnitudes of gross errors need to be estimated 
and become unknown variables in the data reconciliation process, in which the optimum 
solutions for the reconciled data and the gross error magnitudes are to be determined by 
the maximum likelihood principle. Since the test statistics for the alternative hypothesis, 
H1





lower than the threshold value, τ ≤  τc, indicates the hypothesized gross error model is 
statistically correct, and vice versa.    
For the heat-and-mass balance type model, after integrating the hypothesized gross error 



























                                              (5-54) 
For the performance simulation type model, when applying the gross error model, the 























                                       (5-55) 
where e is a vector composing “0” and “1”, indicating the gross error locations. When 
hypothesized model presumes the location of the gross error in the jth measurement, ej = 
1, otherwise, ej = 0. For example, e
T = [0 1 0 0 1] means there are gross errors in the 2nd 
and 5th measurements while the total number of measurements is five.  
5.5.5. Serial Bias Compensation Strategy for Gross Error Detection 
 The locations and magnitudes of measurement biases are the main elements 
hypothesized in a gross error model. The index vector e can be used to represent the 
locations of biases: as ej =1 there is a gross error in the jth measurement, and there is not 
while ej = 0. Once the index vector e is specified in a gross error model, the magnitudes 
of biases can be determined through the data reconciliation process. If the presumption 
about the bias locations is not correct, the gross error model will not pass the hypothesis 





Keep modifying the presumption about the index vector e and solving the data 
reconciliation problem until the presumed gross error model passes the hypothesis 
















Figure 5-23: Gross error detection by hypotheses testing 
 
 In the case of one gross error, one can test all the hypotheses for their 
corresponding bias locations and compare the resultant test statistics τ. The gross error 
model with the highest score of the test statistics will be selected as the correct model. 
The process follows the flow chart illustrated in Figure 5-23. The index vector e can be 
simply updated by switching ej from 0 to 1 and ej-1 from 1 to 0 for j =1 to m where m 
represents the total number of measurements. For example, the index vector e for the 
system model with four measured data is a 4 by 1 vector with ej= 1 (bias) or 0 (no bias). 
Since there is only one gross error existing, only one vector element can be 1 while the 
rests should be 0. In the serial bias compensation scheme, the element of index vector ej 
is switched from 0 to 1, each of which represents a bias model and is compared for its test 
statistics. The serial updating of the bias location is shown below: 
Initial assumption of index vector
e: eg0 = [ 1 0 0 0 ...]
Solving data reconciliation 




Modifying the index vector e:
























































































gggg                  (5-56) 
For each hypothesized index vector, egk, data reconciliation and bias estimation are 
performed simultaneously to obtain the test statistics, τgk, and the optimum bias 
magnitude, bgk. After the serial testing for each hypothesis, one can compare the test 
statistics for each bias model and select the one that gives the highest score. The data 
reconciliation process carried out for the bias model that has the highest score of test 
statistics is free of smearing effects since the hypothesized bias location is correct and the 
corresponding bias magnitude has been estimated and compensated to the measured data. 
In this example, if the chi-square, χ2, is chosen as the test statistics, the gross error model 
giving the lowest chi-squares value represents the correct model.  
 In the case of multiple gross errors, the serial bias compensation strategy can be 
used to test the hypotheses for all possible gross error models. Each gross error model is 
associated with presumed gross error locations and unknown magnitudes, which need to 
be estimated in the joint data reconciliation process, i.e., data reconciliation and gross 
error estimation. If the total number of measurements is r and the presumed bias number 









=                                                        (5-57) 
Using the index vector e for the indication of bias locations can facilitate the processes of 
defining gross error models and hypotheses testing, especially for the case of multiple 
gross errors. For multiple gross errors, the index vector e has multiple elements equal to 
1, i.e., ej = 1, and the number of possible combinations for ej follows equation (5-57). The 
hypotheses testing can then be carried out over different scenarios of gross error models. 







1  : the alternative hypothesis of the q-th gross error model in the p-th scenario 
The scenarios are set based on the number of total bias, e.g., 1-bias scenario, 2-bias 
scenario, …p-bias scenario. In each of the scenario, all possible gross error models are 
hypothesized and tested. For instance, when the alternative hypothesis, H
g pq
1 , is tested, 




++=′ ε                                                                         (5-58) 
, by which the measurement data are compensated. Following the step of measurement 
compensation is the joint data reconciliation where p extra variables for bias magnitudes 
from the qth bias model are added to the optimization scheme. 
The process of hypotheses testing for multiple gross errors can be summarized as 
follows: 
1. Carry out data reconciliation without any presumed gross error model and test the 
null hypothesis, H0. If the null hypothesis is rejected, go to step 2 where the 
scenarios of alternative hypotheses H
g pq
1  are assigned.  
2. Start from the scenario of p = 1, i.e., one-bias scenario. Construct the index 
vectors e for all possible gross error models. Carry out joint data reconciliation for 
each gross error model, by which one can get the optimum solutions to the bias 
magnitudes for each bias model and the corresponding test statistics. Rank the 
gross error models by their test statistics. 
3. Increase the value p by 1, i.e., p = p + 1, and rebuild the index vector for all 
possible gross error models in the current scenario where number of p gross errors 
occur simultaneously. Follow the similar procedure in step 2 for hypothesis 
testing. 






The maximum allowable number of gross errors must be less or equal to the number of 
the model constraints or model functions. The joint data reconciliation problem becomes 
ill posed if the added variables of bias magnitudes make the total number of independent 
variables greater than the number of total model constraints 
 The major disadvantage of testing all possible gross error models for multiple 
gross error detection is the significant computation time, since each hypothesis test 
requires an exact run of joint data reconciliation, in which the number of independent 
variables is increased by the added variables for the bias magnitudes. If the number of the 
total measurement data is large and the system model is nonlinear, it becomes impractical 
to test all possible gross error models.  
 Instead of testing all scenarios with different bias numbers, one can carry out the 
serial bias compensation in such a way that the bias is detected one at a time. At 
beginning of the test, one bias is assumed, followed by the hypotheses testing carried out 
for all one-bias models whose locations are defined by the associated index vectors e. 
The bias model that gives the best test statistics is picked and then proceeds to the next 
“round”. Here the one-bias model with the highest test score does not necessary make the 
alternative hypothesis of one gross error accepted. If the alternative hypothesis is 
accepted in the first round, it is suggested that only one gross error exists and there is no 
need for the second round hypotheses testing. On the other hand, if the alternative 
hypothesis for one gross error is rejected, one proceeds to the next round.  
 In the second round, the detected gross error from the first round is retained for its 
location, while a new search for one gross error is performed. Although at this round the 
algorithm is still searching for one gross error other than the one that has been identified 
from first round, the hypotheses testing are actually carried out for all two-bias models, 
each of which has an index vector with a constant value of ej1, determined from the first 
round, and a “floating” value of ej2, being tested in the second round. Only the 





obtained from the first round is discarded and re-estimated along with the second bias in 
the second round. After the two-bias models have all been tested, they are ranked by their 
test statistics. The gross error model with the highest test score will be retained; if the 
associated alternative hypothesis is still rejected, one proceeds to the third round; 
otherwise, the process stops.  
 The process continues until the alternative hypothesis for a certain bias number is 
accepted. At each round of hypotheses test, only the locations of previously detected 
biases are assumed to be correct and retained, while the magnitudes of all biases are 
assumed to be unknown and estimated in the current round. This method combines the 
serial bias compensation strategy with a serial elimination algorithm. The steps can be 
summarized as follows: 
1. Perform data reconciliation without any presumed bias model and test the 
associated null hypothesis, H0. If the null hypothesis is rejected, go to step 2; 
otherwise, stop the process.  
2. Start the hypotheses testing for the one-bias model, i.e., only one element in the 
index vector e can be 1. Perform the joint data reconciliation for each of the one-
bias model and rank these hypotheses by their test statistics. Retain the bias model 
with the highest test score. If the test statistics rejects the alternative hypothesis 
H
g1
1 , go to step 3; otherwise, stop the process. 
3. Retain the non-zero element of the index vector from the previous round, e j1 , and 
perform hypotheses testing for the two-bias models by remaining e j1 and floating 
the other element, e j ( jj 1≠ ), one at a time. The two-bias model with the highest 
test score proceeds to the next round if the associated alternative hypothesis 
H
gg 1/2









−  is accepted. The joint data reconciliation problem at the previous 
round of hypotheses test can be expressed as: 









min                    (5-59) 
while the next round of data reconciliation with the information of bias locations 
obtained from the previous round is given by: 









min        (5-60) 
where bk is a vector containing k unknown biases; Ek is a matrix containing 
columns of the unit vectors. The jth column vector of Ek has a value of “1” in the 
position corresponding to the measurement identified as biased in the jth round of 
hypotheses testing.  
Similarly, one should be aware that the maximum allowable gross errors must be less or 
equal to the number of model constraints to avoid an ill posed data reconciliation 
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5.5.6. Serial Bias Compensation Strategy for Simultaneous Data Reconciliation and 
Model Calibration   
 In model-based data reconciliation and model calibration, the presence of gross 
errors invalidates the reconciled results due to the smearing effects. By compensating the 
measured data with a correct gross error model, one can neutralize the smearing effects 
while carrying out the least squares type data reconciliation. In order to obtain the 
statistically “correct” gross error model, a gross error detection technique utilizing 
hypotheses testing is required. In this study, it is suggested to combine hypotheses testing 
with the serial bias compensation strategy for the gross error detection. As discussed in 
































                              (5-62) 
If the model parameters, θk, are known in prior, it becomes a problem of simultaneous 
data reconciliation and gross error detection. One can apply the serial bias compensation 
scheme to the hypothesis testing for gross error detections. 
 In most applications, however, the model parameters are unknown and need to be 
estimated through reconciling the measured data which are subject to random and gross 
errors. In Chapter 4, the solutions to the problem of simultaneous data reconciliation and 
model calibration, in which the measurements are subject only to random errors, have 




model calibration, one can impose the serial bias compensation method with hypotheses 
testing as an outer loop for gross error detection.  
 The process starts from the null hypothesis, H0, in which it is assumed there is no 
gross error and there is no bias adjustment for the measured data. The null hypothesis and 



































               (5-63) 
Without the hypothesized bias model, the test statistics for the null hypothesis is obtained 























                                         (5-64) 
When the test statistics rejects the null hypothesis, the hypotheses test on the gross error 
models, carried out by the serial bias compensation scheme, is then introduced. The serial 
bias compensation strategy can be performed in two ways as discussed in previous 
section. The first option is testing all possible bias models at different scenarios of total 
biases number. In the scenario of p biases, the alternative hypothesis for the qth bias 
model is given by:  












































where Epq represents the index matrix of the qth gross error model in the scenario of p 
biases. All elements except for the diagonal terms in the matrix Epq are zero while 
number of p positions in the diagonal terms are equal to 1 and the rest diagonal elements 
are zeros. In each scenario of p biases, there are C
r
p bias models to be tested. Each bias 
model is simply represented by the index matrix Epq with p non-zero elements in the 
diagonal terms. The structure of the index matrix Epq is shown in Fig. 5-25. 
 The test statistics for each bias hypothesis is obtained by carrying out the joint 

























                            (5-66) 
where the magnitudes of the hypothesized biases, bp, are optimized along with the model 
parameters, θk, and measurements, ai. 
The second option is eliminating gross error models one at a time. The alternative 
hypothesis for the mth gross error model at the lth round is given by:   











































where Elm represents the index matrix of the m-th bias model at the l-th round hypotheses 
testing. Unlike Epq, there is only one floating element in the diagonal terms of Elm at each 
round of hypotheses testing. In the l-th round of testing, there are (l – 1) non-zero 
elements at the fixed positions determined in the previous round, i.e., (l – 1)-th round. 
The number of all possible bias models at the l-th round is (r – l – 1) where r is the 




 Similarly, the test statistics for each bias hypothesis is obtained by carrying out 
the joint data reconciliation process, which is the least squares type minimization 

























                               (5-68) 
where the magnitudes of the hypothesized biases, bl, are optimized along with the model 









































































































Number of non-zero elements: p



































































Number of non-zero elements: l















5.5.7. Model Exploration for Gross Error Removal 
 Measurements with gross errors should be removed prior to simultaneous data 
reconciliation and model calibration (SDRMC) to eliminate smearing effects. Not all 
detected gross errors can be removed and the SDRMC can still be performed properly. 
The main purpose of SDRMC is to utilize the available measured data to estimate the 
model parameters while the measured data are also reconciled. When the measured data 
with gross errors are identified and removed from the reconciliation process, it could 
cause the loss of measurement redundancy or availability such that the model parameters 
cannot be estimated properly.  
 In a typical data reconciliation problem with linear or bilinear model constraints, 
the availability or redundancy of measurements can be checked by the rank of the 
constraint matrix. In the case of a highly nonlinear explicit model, redundancy or 
availability check becomes not so obvious. Model exploration is, therefore, required prior 
to removing all measured data that are identified with gross errors. With a careful study 
on the model responses with respect to model parameters, one can know if removing the 
data from the reconciliation process will cause the loss of redundancy and availability. 
When carrying out model exploration, the behavior of the model with respect to the 
model parameters is studied. It can be aided by using the prediction profilers and Pareto 
charts.  
 The prediction profilers demonstrate the system sensitivities to the model 
parameters, by which one can tell if the redundancy is still available after removing some 
measurements. The Pareto chart shows the contribution of each model parameter to the 
system response, providing the insight of the sensitivity of SDRMC. Some of the model 
parameters are dominant compared to others such that the removal of those 
measurements that have direct impacts on the dominant model parameters could cause 
indetermination of model parameters or increase estimate errors regardless of 




parameters, one may still predict the other model parameters, but assumptions must be 
made for those undetermined parameters. The other benefit of exploring the model prior 
to data reconciliation is that one can determine the maximum allowable biased data that 
the model can afford to lose. More importantly, model exploration provides the 
information required for sensor optimization, i.e., place more budget on the 
























COMBINED CYCLE DATA RECONCILIATION AND  
DEGRADATION STATUS ESTIMATION 
 
 The main purpose of performance monitoring is to track power plant equipment 
degradation over time. Once the degradation of plant equipment is known, 
recommendations of the plant optimal operating mode and potential equipment upgrade 
strategies can be provided to the plant operator to improve the reliability, efficiency and 
profitability of their equipment. 
 The degradation status of a thermo system is estimated by its current performance 
data, whose measurements are subject to uncertainties and possible biases. Justifying the 
performance data requires a representative thermodynamic model that describes the 
thermo system correctly. If the thermodynamic model is the heat and mass balance type, 
the data is reconciled first, and then populated to the thermodynamic model that serves as 
a performance simulator for the model calibration. The calibrated model represents the 
current degradation status of the thermo system, from which one can quantify the 
degradation by comparing the performance of the calibrated model to the design new & 
clean model. If the model is a performance simulation type, a simultaneous scheme for 
data reconciliation and parameter estimation is performed, and the model is calibrated 
through the data reconciliation process. The model parameters are usually the 
performance multipliers or correction factors that adjust the performance to reflect the 
degradation effect. In this type of application, data reconciliation and model calibration 
are combined to a process of simultaneous data reconciliation & degradation estimation.  
In this research, the techniques of data reconciliation and gross error detection are applied 




degradation by reconciling the performance data. One can get the major benefit of 
reducing the estimate uncertainties by performing data reconciliation as compared to 
conventional data reduction.        
 The related research works of model calibration for the aircraft gas turbine 
engines can be found in [88, 89, 90], in which the gross errors effects were not taken into 
account.         
6.1. Case Study I: Gas Turbine Data Reconciliation Using Heat and Mass 
Balance 
 Without the commercial software for gas turbine performance simulation, one can 
carry out gas turbine data reconciliation by utilizing heat & mass balance equations. 
Since the flow conditions of a gas turbine exhaust have a significant impact on the 
performance of bottom cycle, the reconciled gas turbine exhaust flow conditions, which 
have less uncertainties than their measured values, can be used as the model inputs to 
reduce the uncertainties of bottom cycle data reconciliation. To reconcile the 
measurements of a gas turbine and estimate its degradation status, the gas turbine heat 
balance solver can be utilized or the heat balance equations can be solved directly. By 
solving the conservation equations in different orders, different sets of the model inputs 
can be chosen with flexibilities. Among these sets of model inputs one can be selected 
that results in the least uncertainties of the calculated values. Since the purpose of data 
reconciliation is to make thermodynamically consistent measurements, a set of reconciled 
measurements satisfies the conservation equations at each control volume and, thus, 
provides a closed heat balance. Because the heat balance equations for energy 
conservation are nonlinear, getting the solutions by a simple matrix inversion is not 
possible. The traditional way is to perform the data reduction by plugging the known 
values (measured flow parameters) into the heat balance equations and calculating the 




are then used to rectify the measured flow parameters and to predict the parameters that 
can’t be measured, like the firing temperature and turbine inlet temperature. The 
measured values used as model inputs have measurement uncertainties and these 
uncertainties are propagated to the calculated flow parameters. Appropriately selecting a 
set of measurements for the inputs could lead to less uncertainty for the calculated flow 
parameters.  
6.1.1. Gas Turbine Heat and Mass Balance 
 There are many ways of defining a set of measurements for model inputs, and 
each of them gives a different set of calculated flow parameters, among which some 
unmeasured parameters may be the same, like the firing temperature. For example, the 
measured value of compressor airflow can be selected as one of the inputs and let the 
turbine exhaust temperature, which can also be measured, be calculated. Or, make the 
measurement of turbine exhaust temperature as one of the model inputs, and calculate the 
value of compressor airflow. In both cases the firing temperature is calculated due to the 
impossible measurement for that parameter. In the first case the turbine exhaust 
temperature will be reconciled by the model-calculated values, while in the second case 
the compressor airflow will be rectified. Ideally, the predicted values in both cases, for 
example, the firing temperature, should be the same. But, because of the imperfect 
measurements with uncertainties and biases, the predicted values from different ways of 
solving the heat balance equations do not match with each other. In the traditional way 
the method selected is that gives the least uncertainty for the predicted flow parameters. 
But even the method is chosen that gives the least uncertainty for the predicted values, 
those measured inputs are still heavily relied upon, which themselves have measurement 
uncertainties. In addition, by using the traditional way of data reduction only the 
calculated flow parameters are rectified. To reconcile all the gas turbine measurements, 




function to find the optimum set of model inputs. By doing this, all of the major 
measurements can be reconciled. Measurements that are taken as model inputs are 
obtained through the optimization, and the others are directly calculated from the model 
equations. Also, for those parameters that cannot be measured, like the firing 
temperature, turbine inlet temperature, compressor efficiency and turbine efficiency, can 
be estimated after data reconciliation. By calculating the values of parameters like turbine 
throat area, compressor efficiency and turbine efficiency, the degradation status of the gas 
turbine can be determined. Once the degradation status is determined with a certain 
confidence level, the heat balance model can be utilized to predict the gas turbine 
performance at different operating conditions or upgrade combinations. To solve the gas 
turbine heat balance, the gas turbine is divided into several control volumes, each of 


































Gas Turbine Heat and Mass Balance Equations  
 Gas turbine heat balance analysis applies mass and energy conservation equations 
to each of the four control volumes illustrated in Figure 6-1. An additional equation of the 
choked flow relationship at the first stage nozzle is needed to close the heat balance. 
These heat balance equations for each control volume are given below:  
Compressor 
Conservation of Mass: 
wwww bleedcoolcdair ++=                                                 (6.1) 
Conservation of Energy: 
TCpwTCpwTCpwPWTCpw bleedbleedbleedcoolcoolcoolcdcdcdcompressorinletairair ++=+    (6.2) 
Combustor 
Conservation of Mass: 
wwww waterfuelcdcomb ++=                                              (6.3) 









  (6.4) 
 
Nozzle 
Conservation of Mass: 
www coolcombfire +=                                                  (6.5) 
Conservation of Energy: 






Conservation of Mass: 
www bleedfireexh +=                                                    (6.7) 
Conservation of Energy: 
PWTCpwTTCpwTCpw turbineexhexhexhbleedbleedbleedbleedfirefirefire +=−+ )( ∆       (6.8) 
Shaft Power, Net Power and Auxiliary Power Balance: 
PWPWPW compressorshaftturbineshaft +=η                             (6.9) 
PWPWPW auxshaftgeneratornet −= η                                    (6.10) 






noznozcomb =                                                  (6.11) 
Combustor Pressure Loss: 
PPP cdcombcomb )1( ∆−=                                                (6.12) 


















                                                  (6.14) 
Equations (6.1)~(6.14) are needed to close the gas turbine heat and mass balances, and 
the flow constants, like the cooling flow fractions, combustor pressure drop, and the 
turbine nozzle area, must be known prior to the data reduction. These design constants 
and fluid properties are listed in table 6-1. Once all the flow parameters, including the 
unknowns and those to be reconciled, are obtained from these equations, these values are 
utilized to estimate the degradation factors and performance parameters. These estimated 
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1η                                  (6.16) 







=                                                  (6.17) 
































Table 6-1: Gas turbine flow constants and properties used as heat balance inputs 
 








λcool  1st stage nozzle cooling flow fraction Cpcool  
Compressor discharging air specific 
heat 
λbleed  Turbine cooling flow fraction Cpbleed  Compressor bleed air specific heat 
δ cool  Cooling air temperature fraction Cpcomb  
Compressor exhaust gas specific 
heat 
δ bleed  Bleeding air temperature fraction Cp fire  Gas specific heat at 1
st rotor inlet 
T cool∆  Cooling air temperature drop Cpexh  Exhaust gas specific heat 
T bleed∆  Bleeding air temperature drop Cp fuel  Specific heat of fuel 
η
shaft
 Shaft Efficiency LHV Lower heating value of fuel 
η
generator
 Generator Efficiency Cnozzle  Choked flow constant 
η
comb
 Combustor Efficiency k air  Ratio of specific heats for air 
Pcomb∆  Combustor pressure loss fraction k gas  Ratio of specific heats for gas 
Cp
air
 Inlet air specific heat Tref 
Reference temperature at which gas 
enthalpy equals zero 
Cp
cd
 Compressor cooling air specific heat H reference  
Difference between reference 
enthalpies of gas and steam 
 
 
6.1.2. Multiple Heat Balance Analyses 
 As mentioned earlier, to solve heat balance equations, the decision must be made 
for what measured flow parameters are to be used as inputs and what are to be calculated 
and reconciled. Once the decision is made based on the available measurements, the gas 
turbine heat balance equations are then solved in a specific order that requires the 
selected measurements as inputs. There are several ways of solving these conservation 
equations depending on how the combination of the measurement inputs is decided, and 
each way gives the set of calculated flow parameters with certain uncertainties. For those 




temperature and turbine inlet temperature, the uncertainties of the calculated values are 
different in each different way because the errors are propagated through different 
mechanisms from different sources. Theoretically, if perfect measurements occur, the 
calculated flow parameters and performance factors will be the same for each method, 
and there will be no uncertainties in these calculated values. In reality, the perfect 
measurements that represent true values of the flow parameters are not possible, and the 
uncertainties happen on the estimated values. By selecting a proper method of solving the 
gas turbine heat balance and performing the model-based data reconciliation, the 
uncertainties of the estimated gas turbine flow parameters can be reduced. In the 
following sections two methods of solving the gas turbine heat and mass balances are 
demonstrated. Their resultant uncertainties of certain calculated flow parameters are 
compared, and a model-based data reconciliation and degradation estimation will be 
performed by utilizing one of the methods that gives the least estimation uncertainties.   
Method 1- Calculate the Compressor Air Flow and Combustor Efficiency 
 In this method the compressor air flow and combustor efficiency are to be 
calculated instead of being the inputs to the heat balance equations. The firing 
temperature and turbine inlet temperature are flow parameters that cannot be measured 
and must be calculated through the heat balance analysis. To make the compressor air 
flow and combustor efficiency the inputs, the heat balance equations are solved in the 
following way. 
 Combined with the mass conservation equation, Equation (6-2), and the equations 
that specify the compressor extractions (Equation (6-13) & (6-14)), the energy 







































                                                                                                  (6.19) 
This equation contains two unknowns: the compressor discharge flow, wcd , and the 
power to the compressor, PW compressor . Also, the two energy equations of the nozzle and 
turbine, Equation (6-6) and Equation (6-7), can be combined together along with their 
related mass conservation equations, Equations (6-3), (6-5) and (6-7). This forms one 
equation that contains three unknowns: compressor discharge flow, wcd , combustor exit 











































    (6.20) 
Then the shaft power balance equation, Equation (6-9), is introduced to replace the power 
terms with the shaft power, PW shaft , in the above two equations. The shaft power, 
PW shaft , can be related to the net power, PW net , which is available from the 
measurement. Then, the above two equations, Equations (6-19) and (6-20), can be 

















































































































This combined equation contains two unknowns, the compressor discharge flow, wcd , 
and the combustor exit gas temperature, T comb . Combined with the mass conservation 
equation, equation (6-3), the choked flow relationship of the first stage nozzle, Equation 







noznozcd −−=                                     (6.22) 
Solving equations (6-21) and (6-22) gives the values of the compressor discharge flow, 
wcd , and the combustor exit gas temperature, T comb . Substituting these two values into 
the energy conservation equation of the combustor, Equation 6-3, the combustor 
efficiency can be obtained. Table 6-2 shows the major inputs and outputs for the 




















 For those performance parameters and degradation factors that are not included in 
the conservation equations, like heat rate, compressor efficiency and turbine efficiency, 
their values can be obtained by plugging the calculated or measured values of the flow 
parameters into the definitions or extra relationships like the isentropic relationships. In 
Method 1, the measurements listed on the left hand side of table 6-2 are taken as inputs, 
and the other flow parameters (right hand side of table 6-2) including the combustor 
efficiency and compressor airflow are calculated. By doing this, only the measured values 
of the combustor efficiency and compressor airflow are reconciled due to their redundant 
measurements. Although the heat and mass balances are satisfied by reconciling two flow 
parameters, there are, however, no data reconciliations for the other measured flow 
parameters. In reality, the measurement uncertainties occur in every measurement and 
each of them should be reconciled. In order to reconcile all measured flow parameters 
simultaneously, these input measurements must be treated as independent variables that 
can be varied within the bounds of their measurements, and an object function should be 
formulated so the optimum set of reconciled values can be found. Method 1 provides a 
transfer function that closes the gas turbine mass and heat balances by any set of inputs. 
However, Method 1 is not the only way to close the heat and mass balances. By 
switching the input variables among the available measurements the heat and mass 
balances can be solved in a different order and a different set of output parameters is 
obtained.      
 
Inputs Outputs
(Measurements) (Heat balance calculated)
Gas Turbine Net Power Combustor Efficiency
Fuel Flow Compressor Airflow
Fuel LHV Tfire
Compressor Discharge Temperature Turbine Inlet Temperature
Compressor Discharge Pressure
Turbine Exhaust Temperature





Method 2- Calculate the Turbine Exhaust Temperature and Choked Flow Constant  
 As mentioned, Method 1 is not the only way to solve the mass and heat balances. 
By switching the inputs of available measurements, the mass and heat balances can be 
solved in a different way. For example, the way of solving the conservation equations can 
be changed such that the original output flow parameters become the inputs to the heat 
balance equations. In the second method of solving the conservation equations the 
compressor airflow, wcd , and combustor efficiency, ηcomb , become two of the inputs and 
the turbine exhaust temperature, T exh , and the choked flow constant, Cnozzle , are the 
calculated parameters. In order to solve these equations, the energy equation of the 
combustor (Equation (6-4)) is used to obtain the combustor exit gas temperature, T comb . 
By substituting this value into Eq.4.32 the turbine exhaust temperature, T exh , can be 
solved, and this value is used to obtain the choked flow constant, Cnozzle , in Equation (6-
22). Table 6-3 shows the major inputs and outputs for solving the gas turbine heat 
balance equations in Method 2. 
 













 In Method 2, because of the measurement redundancies for the turbine exhaust 
temperature and the choked flow constant, these two parameters can be reconciled by 
their calculated values. The flow parameters that are unable to be measured and need to 
be calculated, like the firing temperature and turbine inlet temperature, are also obtained 
 
Inputs Outputs
(Measurements) (Heat balance calculated)
Gas Turbine Net Power Turbine Exhaust Temperature
Fuel Flow Choked Flow Constant
Fuel LHV Tfire









through solving the conservation equations. Usually, the values are not equal to those 
obtained in Method 1 because of the imperfect measurements of the input flow 
parameters. If perfect measurements, which represent the “true” values of the flow 
parameters, are available, the predicted flow parameters will be the same in both 
methods. For example, the firing temperatures are calculated in both methods and the 
results are given differently due to the measurements errors. In addition, because the two 
methods use different sets of inputs and mechanisms of calculations (solving the 
conservation equation in a different order), the uncertainties of the calculated firing 
temperatures are also different. This is because the uncertainties of the input flow 
parameters are propagated through different mechanisms in these two methods. Since the 
values of input flow parameters come from the measurements with certain uncertainties, 
the uncertainties of the calculated firing temperatures can be compared after using a 
Monte Carlo simulation illustrated in Figure 6-2. By assigning the Normal distributions, 
which represent the measurement uncertainties, to the input flow parameters in both 
methods, the Monte Carlo simulation gives the resultant distributions of the calculated 
firing temperatures. The results are given in Fig. 6-3 for Method 1 and Method 2.  After 
superimposing the two distributions in one plot, the distributions of the firing 
temperatures resulted from the two different methods can be compared. Figure 6-3 also 

































































Figure 6-3: Uncertainties of the firing temperatures of two different methods 
































































6.1.3. Deviation Penalty Function 
 By comparing these two obtained distributions of the firing temperatures from the 
Monte Carlo simulation, it was found that Method 1 gives the result with a smaller 
uncertainty. This is mainly because the sensitivity of the transfer function formed by 
Method 1 to the uncertainties of the input flow parameters is less than that formed by 
Method 2 and/or the set of input flow parameters in Method has less uncertainty. The 
determination of the firing temperature is very important since it affects the gas turbine 
control algorithm, which is necessary for maintaining the constant firing temperature. 
Thus, if a method is needed for the gas turbine data reduction and the firing temperature 
prediction, Method 1 is a better candidate since it predicts the firing temperature with less 
uncertainty.   
 Using Method 1 to solve the heat balance equations results in a smaller 
uncertainty for the calculated firing temperature than using Method 2. However, to this 
point this result relies on the inputs, which are themselves measurements with 
uncertainties, and only the calculated parameters with available measurements are 
reconciled. In addition, it is questionable to make reconciliations to only a few measured 
flow parameters while in reality all the measured flow parameters contribute to the total 
imbalance error. In order to reconcile all available gas turbine measurements, the transfer 
function formulated by Method 1 is needed to treat the input flow parameters as 
independent variables. The outputs of the transfer function also include parts of the 
measured flow parameters. The goal is to find the optimum set of the input flow 
parameters that either maximizes the likelihood function defined by all the measured flow 
parameters or minimizes the uncertainty of each reconciled flow parameter (these are two 
possible ways of forming the object function). On the other hand, although Method 2 
results in a larger uncertainty of the calculated firing temperature, its value can be 
compared to that obtained in Method 1 to form a deviation penalty function, which 




Method 2. By adding the deviation penalty function, the goal is to find out the optimum 
set of model inputs that can minimize the deviation penalty function. Thus, the gas 
turbine data reconciliation can now be formulated as an objective of searching the 
optimum set of the model (transfer function formed by Method 1) inputs that not only 
maximizes the likelihood functions defined by the Normal distributions of the 
measurements but also minimizes the deviation penalty function, which represents the 
discrepancies of the predicted performance parameters from two methods. When the 
input flow parameters are assumed to be Normal distributed, maximizing the likelihood 
function is simplified to minimizing the least square function. The least square and 








































σσ           (6-23) 
The first term of the object function is the least square formed by the input flow 
parameters, and the second term represents the least square formed by the output flow 
parameters. Both are measured by instruments and calculated by the transfer function. 
The third term is the deviation penalty function, which represents the discrepancies of the 
predicted performance factors between Method 1 and Method 2. By using this form of 
object function, two problems are taken care of simultaneously:  
The reconciled flow parameters result in minimizing the least square function but cause 
significant discrepancies of the predicted parameters between the two methods.  
The reconciled flow parameters minimize the discrepancies of predicted performance 
parameters but cause significant deviations from their measured values and, thus, lead to 
a significant least square.  
 The variations of the least square function and the deviation penalty function 




when the optimum set of the inputs is reached, the deviation penalty function is almost 
zero, while the least square function is at a certain finite value. This implies that during 
the process the input measured flow parameters are reconciled in the way such that the 
likelihood function is maximized (a finite value of the least square function) and the 
deviations between Method 1 and Method 2 are minimized to almost zero. Figure 6-5 and 
6-6 illustrate the variations of the calculated firing temperatures and turbine efficiencies 
from Method 1 and Method 2 during the data reconciliation. These show that because of 
the use of the deviation penalty function, the predicted flow parameters and performance 
factors from the two different methods match very well when the optimization is reached. 
By performing the data reconciliation, all the gas turbine flow measurements are 
rectified. Table 6-4 shows the comparisons between the original measured data and the 
final reconciled values, and the amounts of the rectifications for each of the flow 
parameters are given in Fig. 6-7. Without the use of the deviation penalty function, the 
discrepancies of the flow parameters between Method 1 and Method 2 are present. Figure 
6-8 and 6-9 shows the predicted firing temperatures and turbine efficiencies from two 
methods during the data reconciliation without the use of deviation penalty function. 
These figures show that in the end of the optimization there are discrepancies of the 
predicted flow parameters between the two methods. This suggests that even though the 
measured data has been reconciled such that the least square function is minimized, but 
the reconciled values are still not the “true” values because they cause imbalances in the 
transfer function formed by Method 2. The “true” values should result in the balance of 







































































































































































Method 1 Turbine Efficiency





















































Generator Output (kW) 45602.6121 45595.091 0.15861134 47.4188946 
Fuel Flow (lb/sec) 6.95106751 6.96615206 -1.0827036 0.0139323 
Compressor Discharge Pressure (psia) -172.57316 -172.14598 0.9925817 -0.430365 
Compressor Discharge Temperature (F) 661.862499 662.56629 -0.2307513 3.05 
Compressor Airflow (lb/sec) 302.291664 303.803671 -0.4976923 3.03803671 
Exhaust Temperature (F) 1044.4542 1033.66161 1.82925252 5.9 
 




































































Method 1 Turbine Efficiency
Method 2 Turbine Efficiency
 
 





6.1.4. Uncertainty Analysis of Reconciled Data 
 The uncertainties of reconciled values can be obtained by running the Monte 
Carlo simulation or estimated by utilizing the error propagation principle. Since the 
average running time of gas turbine data reconciliation is around twenty minutes, the 
Monte Carlo simulation, which needs a large amount of running time, is not a feasible 
option. However, if response surface equations (RSMs) of the reconciled parameters as 
functions of the input measurements are created, the Monte Carlo simulation can be used 
to estimate the uncertainties of the reconciliation. The principle of error propagation is 
another way to estimate the reconciliation uncertainties, and was used in this study.  
Data reconciliation is essentially a problem of estimating the “true” values of the flow 
parameters, xi
* , which not only close the gas turbine heat balance but also minimize the 
least square function (maximize the likelihood function) and the deviation penalty 
function. The reconciled flow parameters are actually functions of the input flow 
measurements, )...,,,( 321
*
xxxxfx nii = , where xxxx n...,,, 321  are the input flow 
measurements. Because the input flow measurements have uncertainties, U i , the 
reconciliation process itself also has an uncertainty. Based on the principle of error 
propagation, the uncertainty of xi

































*                                    (6.24) 








































 In the above example of the gas turbine data reconciliation, the calculated 
coefficients of the partial derivatives and the estimated reconciliation uncertainties are 
given in Table 6-5. By assuming Normal distributions with the means of the reconciled 
values and the standard deviations of the reconciliation uncertainties for the reconciled 
flow parameters, their distributions can be plotted and compared to their original 
measurements. Figure 6-10~6-15 show the probability density functions of the measured 
and reconciled gas turbine flow parameters. Except for the generator output, the results 
show that not only the measured values are reconciled to be close to the “true” values but 
the uncertainties of these parameters are also reduced. In addition, from the result of the 
predicted firing temperature (shown in Fig. 6-16), which shows a significant reduction in 
the uncertainty of prediction, the significant mitigation effect of this data reconciliation 
process on the propagations of the errors from the measurements can be seen. This helps 
to reduce the uncertainty of gas turbine performance prediction and, thus, the costs due to 


















Table 6-5: Partial derivatives and estimated reconciliation uncertainties 
 
  xx i1 ∂∂ /
*  xx i2 ∂∂ /
*  xx i3 ∂∂ /
*  xx i4 ∂∂ /
*  xx i5 ∂∂ /
*  xx i6 ∂∂ /
*  xx i7 ∂∂ /
*  U i  U i
*  
Generator Output x1  0.99842 84.27895 1.89665 0.03167 -0.09730 -0.38651 0.99842 47.42 47.42 
Fuel Flow x2  0.00001 0.81304 -0.00495 -0.00016 0.00000 0.00079 0.00001 0.014 0.013 
Compressor Discharge P x3  0.00022 -4.71587 0.82104 -0.00628 -0.03262 0.01833 0.00022 0.43 0.39 
Compressor Discharge T x4  0.00067 -8.83278 -0.31476 0.98540 -0.04525 0.03411 0.00067 3.05 3.02 
Compressor Airflow x5  -0.00053 -1.79439 -1.73109 -0.05246 0.07406 -0.05424 -0.00053 3.04 0.86 
Exhaust Temperature x6  -0.00675 152.70338 3.58571 0.11628 -0.21343 0.35759 -0.00675 5.90 3.61 
Firing Temperature x7  0.00514 129.91390 5.21650 0.91361 -0.32225 0.43093 0.00514 - 4.94 
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6.2. Case Study II: Gas Turbine SDRMC Using Performance Simulator  
 When the performance simulation code for a gas turbine is available, one can 
carry out data reconciliation and degradation estimation simultaneously. In this case 
study, the gas turbine simulation code, GTPTM, was utilized as a performance simulator – 
an off-design heat & mass balance solver capable of performance predictions at varied 
operation conditions and degradation status. In general, the gas turbine performance i.e. 
power and heat rate, along with the characteristic flow parameters, which are directly 
affected by the component efficiencies or performance correction factors, can be 
expressed as functions of the operation parameters and the performance 
factors: )( θafy ,= where y is a column vector of the outputs from the performance 
simulation; f represents the functions of performance simulation; a is a vector of the 
parameters that defines the operation conditions; θ is the vector of the performance 
factors, which reflect the degradation status and are independent of the operations 
condition.  
 By assuming the measurements of ambient conditions i.e. ambient pressure, 
temperature, humidity, etc, and the operation parameters such as IGV angle and fuel 
compositions have insignificant magnitudes of uncertainties as compared to the other 
characteristic flow measurements, one can treat these model parameters as constant 
inputs. Further, if the simulations of cooling flows or secondary flows are also reliable, 
the gas turbine performance and the characteristic flow parameters are only functions of 
the performance factors, which are utilized to mimic the loss of component efficiencies 
due to degradation, and the firing temperature, which is controlled by the gas turbine 
control system. In this case study, five performance factors and the firing temperature are 
used as model input variables while one performance parameter and five characteristic 














Table 6-8: Increase d.o.f by reducing number of independent variables  
 
 
Operational Condition Performance Factors Model Outputs
Ambient Temperature Compressor Efficiency (DMM) Generator Output
Ambient Pressure Compressor Flow (DMM) Fuel Flow
Specific Humidity Combustor Efficiency (DMM) Compressor Discharge Pressure
Inlet Pressure Drop Turbine Efficiency (DMM) Compressor Discharge Temperature
Exit Pressure Drop Turbine CQ (DMM) Compressor Airflow
IGV Firing Temperature Exhaust Temperature
a θ y
 
d.o.f = 2 ( number of y – number of θ ) 
 
Operational Condition Performance Factors Model Outputs
Data Sets 1, 2, 3... Data Sets 1, 2, 3...
Ambient Temperature Compressor Efficiency (DMM) Generator Output
Ambient Pressure Compressor Flow (DMM) Fuel Flow
Specific Humidity Combustor Efficiency (DMM) Compressor Discharge Pressure
Inlet Pressure Drop Turbine Efficiency (DMM) Compressor Discharge Temperature
Exit Pressure Drop Turbine CQ (DMM) Compressor Airflow
IGV Firing Temperature Exhaust Temperature
(Data Sets 1, 2, 3...)
a θ y
 
d.o.f = )()1( kyk +−×+ θofnumberofnumber  
Operational Condition Performance Factors Model Outputs
Ambient Temperature Compressor Efficiency (DMM) Generator Output
Ambient Pressure Compressor Flow (DMM) Fuel Flow
Specific Humidity Combustor Efficiency (DMM) Compressor Discharge Pressure
Inlet Pressure Drop Turbine Efficiency (DMM) Compressor Discharge Temperature
Exit Pressure Drop Turbine CQ (DMM) Compressor Airflow
IGV Firing Temperature Exhaust Temperature
a θ y
 




 Table 6-6 lists the independent and dependent variables of the gas turbine in 
simultaneous data reconciliation and degradation estimation. If only one data set is used, 
the degree of freedom is zero, indicating only the exact data match can be carried out 
since the number of independent variables is equal to the number of dependent variables. 
The definition of the degree of freedom is defined as: number of dependent variable – 
number of independent variable. In this study, due to the assumption that the variables of 
operation condition are treated as constants, the degree of freedom is then equal to: 
number of y – number of θ. In order to perform data reconciliation, the degree of freedom 
has to be at least greater or equal to 1. There are two options to increase the d.o.f: one is 
reducing the number of independent variables, and the other is increasing the number of 
data sets. In this case, the combustor efficiency and the turbine stage 1 nozzle are 
normally constant during the normal operation. Therefore, the corresponding 
performance factors, combustor efficiency DMM and turbine CQ DMM, can be assumed 
to be constant, and the degree of freedom will be increased to 2 by reducing the number 
of independent variables. Table 6-7 shows the increased degree of freedom by reducing 
the number of θ. The assumption of constant combustor efficiency and turbine stage 1 
nozzle area can be biased if there are significant degradations occurring. To increase the 
degree of freedom, the other option is increasing the number of data sets. By introducing 
more data sets of different operation conditions, one can obtain the reconciled data and 
estimated model parameters with less uncertainty. The performance factors of the 
efficiency or flow multipliers are constant across the different operations i.e. there is one 
optimum set of DMM’s for all data sets. For the firing temperature, however, since the 
gas turbine control system adjusts the fuel consumption, which directly affects the firing 
temperature, based on the operation conditions, one should add the firing temperature for 
a specific operation as a new variable. Therefore, when adding k extra data sets for data 
reconciliation, one can get the d.o.f equal to:  




Table 6-8 shows the increased d.o.f by increasing the number of data sets. 
 In this case study, five data sets were reconciled. In order to reduce the time of 
reconciliation process, five sets of response surface equations (six responses per data set) 
were created as surrogated models. Although the execution time for GTP itself is also fast 
(about 0.5 ~ 1 seconds), but in the gross error detection scheme where large amount of 
function calls are required, the function calls for GTP still take significant amount of 
time. As compared to the execution time of 0.05 ~ 0.1 seconds for the response surface 
equations, one gets the benefit in time saving mainly in the gross error detection scheme. 
The response surface equations are created via regressing the simulated data generated by 
1000 GTP runs. These runs are scenarios of the model independent variables at their 
possible values within presumed ranges. The 1000 scenarios include the simulations 
based on design of experiments (DoE) and Monte Carlo simulations (table 6-9). The 
simulations based on Doe cover the minimum required scenarios for exploring the design 
space; the scenarios that are randomly generated from Monte Carlo simulations are added 
for two purposes: one is to get better regressions i.e. reduce the uncertainties of estimated 
RSE coefficients; the other is to prepare the data for the multivariate data analyses 
including the multivariate visualization and principal component analysis (PCA) for gross 
error detections. Since running the GTP simulation of all five data sets for one scenario is 
about 1 second, the total simulation time for 1000 scenarios is less than 20 minutes. The 











Table 6-9: Gas turbine simulations for RSE regression and multivariate analysis  
 
Runs DMM1 DMM2 DMM3 DMM4 DMM5 Tfire 1 Tfire 2 Tfire 3 Tfire 4 Tfire 5
1 0.9876 0.9951 0.9987 0.9754 1.001 2359.799 2354.672 2358.7 2358.751 2348.353
2 1.002458 1.00233 0.992345 0.964107 1.000346 2365.055 2354.736 2354.974 2353.024 2354.684
3 1.004553 1.008358 0.981803 0.974012 1.001571 2371.784 2335.608 2336.953 2343.992 2333.085
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
998 0.977418 1.004908 0.974023 0.971911 1.000429 2367.705 2370.782 2352.077 2361.405 2330.162
999 0.992424 0.972704 1.008965 0.970107 0.998112 2344.675 2372.226 2365.235 2379.207 2369.449
1000 0.989185 1.002194 0.983744 0.984873 0.998308 2360.105 2360.38 2361.013 2349.013 2363.853
Data 1
Runs y1 y2 y3 y4 y5 y6 NOMENCLATURE
1 196101 33.52 209.84 776 1261 1133
2 197929 34.24 211.62 769 1270 1144 DMM1 Compressor Efficiency (DMM)
3 204640 34.96 213.03 770 1278 1137 DMM2 Compressor Flow  (DMM)
. . . . . . . DMM3 Combustor Efficiency (DMM)
. . . . . . . DMM4 Turbine Efficiency (DMM)
. . . . . . . DMM5 Turbine CQ (DMM)
998 196476 34.67 212.64 787 1274 1139 Tfire 1 Firing Temperature (Data 1)
999 187843 32.28 204.75 764 1233 1135 Tfire 2 Firing Temperature (Data 2)
1000 201614 34.22 211.95 778 1270 1122 Tfire 3 Firing Temperature (Data 3)
Tfire 4 Firing Temperature (Data 4)
Tfire 5 Firing Temperature (Data 5)
y1 Generator Output
Data 5 y2 Fuel Flow
Runs y1 y2 y3 y4 y5 y6 y3 Compressor Discharge Pressure
1 196101 33.52 209.84 776 1261 1133 y4 Compressor Discharge Temperature
2 197929 34.24 211.62 769 1270 1144 y5 Compressor Airf low
3 204640 34.96 213.03 770 1278 1137 y6 Exhaust Temperature
. . . . . . .
. . . . . . .
. . . . . . .
998 196476 34.67 212.64 787 1274 1139
999 187843 32.28 204.75 764 1233 1135
1000 201614 34.22 211.95 778 1270 1122





 In this case study, the measurement data were artificially generated by imposing 
random errors on five simulated data sets obtained by running GTP at five predefined 
operation conditions for a specific degradation status i.e. the presumed performance 
factors. For the purpose of validating the methodology, one should screen out factors that 
are not due to the defeats of the reconciliation methodology but could lead to biased 
results. For example, if the measurement data are from the gas turbine that has a specific 
cooling system but the selected GTP model does not have the cooling flows set properly, 
performing data reconciliation can cause biased results such that one is misled to the 
conclusion that there are biases in measurements while the actual cause is the mismatch 
between the physical model and real system. Simulating the measurement data can 
eliminate the errors caused by the mismatch between the physical model and the real data 
i.e. the physical model selected does not represent the real system. The simulated data is 
drawn randomly from the inverse of normal cumulative distribution by using the random 
number generator.  
 The normal inverse function is defined in terms of the normal cdf as 
( ) ( ){ }pxFxpFx === − σµσµ ,|:,|1                                   (6.27) 
where 













,|                                     (6.28) 
µ and σ are the mean and standard deviation of the normal distribution; p, obtained by the 
random number generator, represents the probability of observing x.  
 Table 6-10 lists the presumed operation conditions for five data sets. The 
parameters listed in table 6-10 are assumed to have much smaller measurement 
uncertainties as compared to the measurements that are to be reconciled. In the model-
based data reconciliation one can, however, include these parameters into the 
reconciliation process if these parameters have significant measurement uncertainties that 




estimated during the reconciliation process. The values given in table 6-11 are assigned 
artificially for the purposes of demonstrating the methodology and generating the pseudo 
data. In reallity, the true status is unknown and needs to be estimated by performing 
simultaneous data reconciliation and parameter estimation. As the operation conditions 
and the system degradation status are given, the theoretical values of the characteristic 
flow parameters and the system off-design performance can be simulated by the 
performance simulator, GTP. These theoretical values, listed in table 6-12, represent the 
“true” values of the gas turbine off-design performance. The pseudo measurement data 
for the gas turbine was then generated by imposing the random errors on the “true 
values” obtained from the performance simulation code. Table 6-13 listed the pseudo 
measurement data for the the gas turbine at the presumed operation conditions and 
degradation status. The sensitivities of the theoretical gas turbine outputs i.e. 
characteristic flow parameters, to the model input parameters- firing temperature and 
performance correction factors, are given by the prediction profiler (Fig 6-17), a tool 
showing the system Jacobian graphically. In Fig 6-17, it is found that all gas turbine 
outputs, yi, are affected significantly by the compressor air flow DMM, which suggests 
that more sources of measurement uncertainties contribute to the uncertainty of its 
estimate. But since most of the sensitivity curves for the compressor flow DMM have 

























Operation Conditions Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Ambient Temp F 85 54 63 73 59
Ambient Pressure psia 14.61 14.85 14.85 14.69 14.69
Specific Humidity 0.0163 0.0027 0.0031 0.0102 0.0063
Inlet Pressure Drop in H2O 2.74 3.25 3.22 3.12 3.51
Exit Pressure Drop in H2O 10.02 10.02 10.02 10.02 15
IGV degree 88 88 88 88 88
Performance Factors Prespecified Values
Compressor Efficiency (DMM) 0.9876
Compressor Flow (DMM) 0.9951
Combustor Efficiency (DMM) 0.9987
Turbine Efficiency (DMM) 0.9754
Turbine CQ (DMM) 1.001
Firing Temperature (Data 1) 2360
Firing Temperature (Data 2) 2355
Firing Temperature (Data 3) 2359
Firing Temperature (Data 4) 2359




















Table 6-13: Simulated data for gas turbine system outputs
System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output kW 196248 225241 218224 208013 216005
Fuel Flow lb/sec 33.69 37.05 36.22 35.01 36.01
Compressor Discharge Pressure psia 210.1173 227.9367 224.1672 217.0163 222.6868
Compressor Discharge Temperature F 776 734 747 759 738
Compressor Airflow lb/sec 1263 1379 1355 1308 1347
Exhaust Temperature F 1133 1103 1111 1121 1106
Theoretical Values for System Outputs
 
System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output kW 196044 224834 217987 208124 216766
Fuel Flow lb/sec 33.79 37.15 36.23 34.95 35.86
Compressor Discharge Pressure psia 210.7714 228.3135 224.0094 217.1300 221.4638
Compressor Discharge Temperature F 777 737 745 760 734
Compressor Airflow lb/sec 1261 1383 1354 1311 1346
Exhaust Temperature F 1133 1105 1114 1120 1103































































































































































Theta 1 Compressor Efficiency (DMM) y1 Generator Output
Theta 2 Compressor Flow (DMM) y2 Fuel Flow
Theta 3 Combustor Efficiency (DMM) y3 Compressor Discharge Pressure
Theta 4 Turbine Efficiency (DMM) y4 Compressor Discharge Temperature
Theta 5 Turbine CQ (DMM) y5 Compressor Airflow






 On the other hand, the sensitivity curves for most gas turbine outputs versus the 
turbine CQ DMM show much flatter trends as compared to others, indicating larger 
estimate uncertainties caused by the measurement errors. This is because the changes of 
system responses due to the variation of the turbine CQ DMM are relatively small such 
that when one tend to perform status matching by varying the turbine CQ DMM to match 
the measured system responses, the small perturbations due to measurement uncertainties 
cause a significant variation in the turbine CQ DMM. The prediction profiler is a 
visualization tool that gives an insight of how the measurement uncertainties are 
propagated through the system model. The estimate uncertainties also depend on the 
measurements uncertainties, which are determined by the instrument accuracies. 
Therefore, the knowledge of system behavior against the variations of system inputs i.e. 
the system Jacobian, can be used to identify the key measurements that need to be 
reduced by the uncertainties. For instance, as shown in Fig 6-17, the variation tendencies 
of the compressor discharge pressure and temperature against the variation of turbine CQ 
DMM are flat, which indicates that small perturbations of theses two measurements 
require a large adjustment on the turbine CQ DMM, therefore, cause a large uncertainty 
to its estimate. If a small uncertainty of the estimate is required for the turbine CQ DMM, 
one should put more efforts on the measurement accuracies of the compressor discharge 
pressure and temperature. 
 The pair-wise multivariate visualization plot is given in Fig. 6-18, which indicates 
the measured data is within the ranges of degradation spaces, spanned based on the 
presumed ranges of system input variables, θi. The PCA analysis, given in Fig. 6-19, also 
shows there are no principal components exceeding the threshold value, 1.96 sigma for a 
95% confidence level. Since the pseudo data was generated via imposing the random 









































































































































































































































































































y1 : Generator Output 
y2 : Fuel Flow 
y3 : Compressor Discharge Pressure 
y4 : Compressor Discharge Temperature 
y5 : Compressor Airflow 




 The model-based data reconciliation utilizing the performance simulator GTP as 
the gas turbine model was carried out. During the reconciliation process, the Levenberg-
Marquardt algorithm served as the solver to minimize the least squares objective function 
by searching the optimum solutions for the model independent variables i.e. DMM’s and 


















              (6-29) 
where θi represent the DMM’s, which are independent of the operation conditions; φk 
represents the firing temperature of the kth data set; y’jk represents the measured data of 
the jth system response in the kth data set while fjk represents the explicit model function 
of the jth system response in the kth data set. The optimization process continues until the 
change of the chi-squares χ∆
2
 is less than 101
7
×
− or the number of iteration exceeds 100. 
































































The iteration stopped at the 17th trial, in which χ∆
2
 is less than 101
7
×
− . The minimized 
chi-squares value is 8.62. Using the Global Test, to reject the alternative hypothesis H1, 
which assumes the occurrence of at least one gross error, the value of the chi-squares 
after reconciliation should be less than a threshold value determined by the degree of 





≤χ                                                            (6-30) 
In this case the d.o.f is 20, greater than the minimized chi-squares value 8.62. Therefore, 
the alternative hypothesis is rejected, by which one can confirm that the reconciliation 
process was not contaminated by the gross error effect. If the Global Test rejects the null 
hypothesis H0, in which it is assumed there is no gross error, one should proceed to the 
gross error detection process. The measurement uncertainties for all data sets are listed in 
table 6-14, based on the generic guideline of typical DCS instruments. The uncertainties 
listed in table 6-14 were converted to the absolute values from their original relative 
values e.g. percentages. Except for the temperature measurements, whose uncertainties 
are usually expressed as absolute values, the measurements for flow properties are 
displayed by the percentages of their measured values. The pseudo data of six system 
outputs are listed in table 6-15 and their reconciled values are given in table 6-16. The 
corresponding measurement corrections to the whole data sets are shown in table 6-17 
and figure 6-21. It is shown that the corrections to all the measurements except for the 
compressor discharge pressure of data set 5 are within 2 sigmas, which are expected since 
the pseudo data were generated by imposing random errors only. The correction to the 
compressor discharge is above 1.96 sigma (2.07 sigma) because the simulated uncertainty 








































Table 6-17: Measurement corrections for gas turbine characteristic outputs
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output kW 500 574 557 530 552
Fuel Flow lb/sec 0.17 0.19 0.18 0.18 0.18
Compressor Discharge Pressure psia 0.54 0.59 0.57 0.55 0.57
Compressor Discharge Temperature F 3.6 3.6 3.6 3.6 3.6
Compressor Airflow lb/sec 6.6 7.2 6.9 6.7 6.9
Exhaust Temperature F 3.6 3.6 3.6 3.6 3.6  
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output kW 196044 224834 217987 208124 216766
Fuel Flow lb/sec 33.79 37.15 36.23 34.95 35.86
Compressor Discharge Pressure psia 210.77 228.31 224.01 217.13 221.46
Compressor Discharge Temperature F 777 737 745 760 734
Compressor Airflow lb/sec 1261 1383 1354 1311 1346
Exhaust Temperature F 1133 1105 1114 1120 1103
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output kW 196259 225243 218232 208012 216009
Fuel Flow lb/sec 33.69 37.05 36.22 35.01 36.01
Compressor Discharge Pressure psia 210.08 227.89 224.12 216.97 222.64
Compressor Discharge Temperature F 776 734 747 759 738
Compressor Airflow lb/sec 1263 1379 1355 1308 1348
Exhaust Temperature F 1133 1103 1111 1121 1106  
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output Sigma 0.43 0.71 0.44 -0.21 -1.37
Fuel Flow Sigma -0.55 -0.55 -0.05 0.32 0.83
Compressor Discharge Pressure Sigma -1.29 -0.72 0.20 -0.28 2.07
Compressor Discharge Temperature Sigma -0.48 -0.85 0.48 -0.48 1.35
Compressor Airflow Sigma 0.40 -0.54 0.15 -0.34 0.31











































































 The specified values (true values) for the performance factors, DMM’s and firing 
temperatures, and their estimates along with the estimate uncertainties are listed in table 
6-18. It is shown that the true values are within the ranges of the estimate uncertainties, 
which indicates the key concept of data reconciliation & parameter estimation:  
It is not likely to obtain the exact true values for the system properties being 
measured and the system parameters to be estimated; by reconciling the data one 
can, however, obtain the estimates that are expected to be close to their true 
values.  
If the data is reconciled properly i.e. there is no gross error effect and the measurement 
redundancies are high enough, the true values would stay within the ranges of estimate 
uncertainties. The results obtained from simultaneous data reconciliation & parameter 
estimation are compared to the results from the heat & mass balance calculation of 
Method 1, in which the compressor airflow and combustor efficiency are calculated. The 
comparison is shown in table 6-19 and Fig. 6-22 ~ 6-24. In Fig 6-22 ~ 6-23 it is shown 
that the uncertainties of the estimated DMM’s and firing temperatures from simultaneous 
data reconciliation & parameter estimation are less than those from the heat & mass 
balance calculations. Since the estimated performance multipliers i.e. DMM’s are used to 
determine the current degradation status and to predict the performance of the gas turbine 
with new hot gas path upgrades, as the uncertainties of their estimates are reduced, the 
uncertainties of performance predictions will also be mitigated, by which the risk of the 
performance guarantees is reduced. As shown in the Fig. 6-22, the uncertainties of 
estimated firing temperatures are reduced as compared to the results from the heat & 
mass balance calculations. By reducing the uncertainties of estimated firing temperatures, 
one can impose less margins for the life cycle and/or safety reasons on the control system 
to gain more performance benefits i.e. power recapture. As shown in Fig. 6-23, 
simultaneous data reconciliation & parameter estimation gives a single value for each of 




to inconsistent results. Since the degradation status does not change with the operation 
conditions, one should expect one single set of performance multipliers (DMM’s) 
representing a certain degradation status for all data sets of different operation conditions. 
This suggests another benefit of simultaneous data reconciliation & parameter estimation, 
which is the unified results of the system parameters due to the fact the measurement 
errors are filtered out during the reconciliation process. In the heat & mass balance 
method, however, one obtains inconsistent results because of the measurement errors. A 
closer look at the comparison of estimated compressor efficiency DMM along with the 





































Table 6-19: Comparison of estimated performance multipliers between data reconciliation and data reduction 
Specified Estimated Uncertainty (Sigma)
Compressor Efficiency (DMM) 0.9876 0.9883 0.002463
Compressor Flow (DMM) 0.9951 0.9968 0.002294
Combustor Efficiency (DMM) 0.9987 0.9946 0.003211
Turbine Efficiency (DMM) 0.9754 0.9745 0.001513
Turbine CQ (DMM) 1.001 1.0017 0.003093
Firing Temperature (Data 1) 2360 2359 3.45
Firing Temperature (Data 2) 2355 2355 3.50
Firing Temperature (Data 3) 2359 2357 3.48
Firing Temperature (Data 4) 2359 2358 3.47
Firing Temperature (Data 5) 2348 2345 3.47
Performance Factors (Model Inputs)
 
Data Reconciliation
Performance Factors Estimates Uncertainty Estimates Uncertainty Estimates Uncertainty Estimates Uncertainty Estimates Uncertainty Estimates Uncertainty
Compressor Efficiency (DMM) 0.988276 0.002463 0.987376 0.005460 0.984639 0.005536 0.990589 0.005503 0.986033 0.005485 0.992893 0.005533
Compressor Flow (DMM) 0.996788 0.002294 0.998618 0.002919 0.996452 0.002936 0.994665 0.002911 0.995890 0.002906 0.990953 0.002911
Combustor Efficiency (DMM) 0.994650 0.003211 0.992150 0.006497 0.992159 0.006480 0.995027 0.006485 0.995136 0.006490 0.993723 0.006484
Turbine Efficiency (DMM) 0.974507 0.001513 0.973701 0.003387 0.974291 0.003280 0.972575 0.003264 0.976374 0.003319 0.978288 0.003278
Turbine CQ (DMM) 1.001742 0.003093 1 0 1 0 1 0 1 0 1 0
Data Set 1
Heat & Mass Balance























































































































































































































































HB 1~5 Heat & Mass Balance





































































6.3. Case Study III: Gas Turbine SDRMC with GED 
 In the previous case study, the pseudo data were only subject to random errors.  
To investigate the gross error effects and test the proposed gross error detection methods, 
in this case study both gross errors and random errors were simulated. Since the gross 
errors are considered to have constant magnitudes and signs at certain locations, pre-
specified biases were artificially imposed to selected measurements to simulate the 
pseudo data containing gross errors. The gross error detection schemes were then 
incorporated to simultaneous data reconciliation & degradation estimation to identify the 
locations of gross errors and estimate their magnitudes.   
 In the first testing case, a bias of 7-sigma was designated to the measurements of 
compressor discharge temperatures in the first two data sets while the rest data sets were 
bias-free. This scenario was simulated to mimic the situation when the measurements are 
mixed by healthy and biased data sets. The multivariate data analyses (MDA) i.e. 
Multivariate Data Visualization and Principal component Analysis were first carried out 
to detect large-scale biases (biases with magnitudes greater than 10-sigma) and 
differentiate the biased data sets from the healthy data sets. The scatter plot matrix used 
in Multivariate Data Visualization is given in Fig. 6-25, from which it is shown that the 
measured data points appear to be outliers in all scatter plots that contain the compressor 
discharge temperature as one of the axes. A closer look of the scatter plots containing the 
compressor discharge temperatures is given in Fig. 6-26, from which one can see that the 
measurement of compressor discharge temperature leads to outliers in the multivariate 
system responses. This is justified by the fact that the only way of moving the outliers 
back to the clouds must include the bias adjustment to compressor discharge temperature 
and the fact that the rest of scatter plots do not show outliers caused by other 

































































































































































































































































































 The principal component analysis (PCA) was performed following the 
multivariate data visualization. The PCA provides the quantitative description about the 
relative position of measured data against the expected populations of model responses. 
From PCA one can obtain the statistics for the measured data about its relative position to 
the correlated model responses in the scatter plots. These correlated data points were 
generated by randomly sampling the parameter space of the system model i.e. Monte 
Carlo simulations on the performance multipliers. Each principal component contains a 
linear combination of system responses and is uncorrelated to each other. In addition, 
these principal components are standardized such that a standardized Gaussian 
distribution can be used to determine the test statistics. In this case study the threshold 
value 1.96, representing the 95% population of the expected data sets, was used as the 
criteria for outlier identification. If the test statistics of a principal component is greater 
than this threshold value, a further investigation for each response’s contribution to the 
overall variance of that principal component is needed. The PCA for the first testing case 
with one gross error simulated is shown in Fig. 6-27 ~ 6-29. Figure 6-27 shows the PCA 
result for the first data set. It is shown that the 2nd and 4th principal components have the 
test statistics greater than the threshold value - ~1.97 and ~ 2.97 separately. A further 
investigation shows both PC’s have the compressor discharge temperature as the biggest 
contributor to the overall variances. The PCA for the second data set is given in Fig. 6-
28, which also shows that both 2nd and 4th PC’s have test statistics above the threshold 
value 1.96 and that the compressor discharge temperature is the major contributor to the 
variances of these two PC’s. The PCA for the rest data sets is shown in Fig. 6-29, in 
which all the principal components have test statistics below the threshold values. From 
the PCA it can be concluded that the data of compressor discharge temperature in the first 





































Figure 6-27: PCA for the 1
st
 data set with single gross error in compressor discharge temperature 
y 1  : Generator Output
y 2  : Fuel Flow
y 3  : Compressor Discharge Pressure
y 4  : Compressor Discharge Temperature
y 5  : Compressor Airflow





































































































































































Figure 6-28: PCA for the 2
nd
































































































































y 1  : Generator Output
y 2  : Fuel Flow
y 3  : Compressor Discharge Pressure
y 4  : Compressor Discharge Temperature
y 5  : Compressor Airflow







































































 The MDA techniques can be used to detect gross errors with large magnitudes. 
For subtle gross errors, the MDA techniques could lead to significant type II errors due to 
lacking correlations or wider ranges of system responses. The type II errors can be 
reduced if one uses the reconciliation techniques based on the maximum likelihood 
principle. The reconciliation process will be, however, smeared without eliminating the 
gross error effects. In this testing case, data reconciliation based on least squares 
minimization was first carried out without any gross error detection scheme such as the 
robust M-estimator or the serial bias compensation technique. The iteration history of 
data reconciliation in this testing case where one bias was designated was compared to 
the previous case where no biases were imposed. The results given in Fig. 6-30 shows 
that the minimized chi-squares in previous case study was 8.26, less than the threshold 
value, 20, determined based on the system d.o.f while in this case of one bias simulated, 
the minimized chi-squares had the value of 47.25, greater than the system d.o.f. The large 
chi-squares value indicates the occurrence of the gross errors but gives no information 
about their locations. Since the reconciliation was performed under the smearing effects, 
the estimated performance multipliers and the reconciled data were corrupted. The results 
are shown in table 6-20, which shows that the estimated DMM’s for compressor 
efficiency and turbine efficiency are deviated from their designate values outside the 
scopes of estimated uncertainties. In table 6-20 it is also shown that the estimated firing 
temperatures for the first and second data sets are deviated from their designate values by 
about 2-sigma of estimate uncertainty, indicating the corrupted estimation due to 
smearing effects. The corrections to the measurement data are given in table 6-21 and 
Fig. 6-31. It is shown that the corrections to the compressor discharge temperatures in the 
first and second data sets are 4.64 sigma and 5.06 sigma, much less than the designated 7-
sigma bias, while the corrections to the rest data sets are more than 2 sigma (3.28, 2.32, 
and 4.13). Since the pseudo data of compressor discharge temperature in the 3rd, 4th, and 




indicates the smearing effects caused by the gross errors occurred in the first and second 
data sets.  
 The estimated firing temperature and performance multipliers (DMM’s) from the 
smeared data reconciliation based on least squares minimization were compared to the 
results obtained from the Method I data reduction i.e. heat & mass balance. The 
comparisons of firing temperatures for all data sets and the DMM’s are given in Fig. 6-32 
~ 6-33. It is shown that the expected value of estimated firing temperature from the heat 
balance method is more than 3-sigma away from the designate value, while the estimated 
value from data reconciliation is about 2-sigma although the reconciliation is corrupted 
with the gross error effects.  Due to the gross error effects, the estimated firing 
temperatures from both methods are deviated significantly from the true value. The result 
from the smeared data reconciliation is, however, more close to the true value. Most 
importantly, the estimate uncertainty of firing temperature in data reconciliation is less 
than the estimate uncertainty in the data reduction method. It is also shown that the 
deviations of estimated compressor efficiency and turbine efficiency, obtained in data 
reconciliation, from the true values are more than 3 sigma because of the smearing 
effects. The data reduction method gives close estimates for the unbiased data sets but 
gives deviated estimates in the first and second data sets where gross errors were 
imposed. In Fig. 6-33 one can also see that the simultaneous data reconciliation and 
parameter estimation gives unified estimates of performance multipliers with less 
uncertainties as compared to the inconsistent estimates with larger uncertainties from the 
data reduction method. One gets the major benefits of obtaining unified estimates of 
system parameters with less uncertainty from data reconciliation, but the smearing effects 






















Figure 6-30: Iteration history of data reconciliation for no bias and one bias of compressor discharge temperature imposed 
 
 
































Specified Estimated Uncertainty (Sigma)
Compressor Efficiency (DMM) 0.9876 0.9735 0.002396
Compressor Flow (DMM) 0.9951 0.9968 0.002294
Combustor Efficiency (DMM) 0.9987 0.9947 0.003213
Turbine Efficiency (DMM) 0.9754 0.9801 0.001510
Turbine CQ (DMM) 1.001 1.0042 0.003103
Firing Temperature (Data 1) 2360 2367 3.45
Firing Temperature (Data 2) 2355 2362 3.50
Firing Temperature (Data 3) 2359 2364 3.47
Firing Temperature (Data 4) 2359 2366 3.47
Firing Temperature (Data 5) 2348 2352 3.46
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Figure 6-31: Measurement corrections by smeared data reconciliation with one gross error imposed 
 
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output Sigma 0.73 1.06 0.23 -0.45 -1.58
Fuel Flow Sigma -5.18 -5.21 3.06 3.43 3.93
Compressor Discharge Pressure Sigma -1.20 -0.67 0.15 -0.32 2.02
Compressor Discharge Temperature Sigma -4.63 -5.05 3.27 2.32 4.12
Compressor Airflow Sigma 0.44 -0.50 0.19 -0.29 0.35
Exhaust Temperature Sigma 3.98 3.16 -3.49 -2.17 -1.45  
 








































































































































































































































































HB 1~5 Heat & Mass Balance







 The robust M-estimator was first applied to the maximum-likelihood-based data 
reconciliation as the gross error detection scheme. The Hampel’s Redescending M-
estimator was selected as the new likelihood function to replace the least squares 
objective function. The tuning constants aH, bH, and cH of the Hampel’s Redescending M-
estimator were chosen based on the AIC principle discussed in Chapter 5, and are listed 
as follows: 
aH = 1.3, bH = 2.6, cH = 5.2 
The corrections to the measurements are given in table 6-22 and Fig. 6-34. It is shown 
that the corrections to the compressor discharge temperature from the first and second 
data sets are 6.95 and 7.31, which are within1-sigma deviations from the designate bias 
magnitude (7-sigma), and that the corrections of it at the rest data sets are within 1-sigma, 
whereas these data sets are bias free. One can see that the smearing effects due to gross 
errors were suppressed significantly by the use of the robust M-estimator. The estimated 
firing temperatures and performance multipliers along with their estimate uncertainties 
are given in table and plotted in Fig. 6-35 ~ 6-36. It is shown that the estimates are shifted 
toward to their true values and the deviations are less than 2-sigma of the estimate 
uncertainties. It is also shown that the uncertainties of the estimates by simultaneous data 
reconciliation and parameter estimation are less than the estimate uncertainties from the 
heat & mass balance method. Since the influence function of the robust M-estimator is 
equal to the influence function of the least squares in the region where the corrections to 
the measurements are small, the estimate uncertainties by the robust M-estimator are 
almost the same as the estimate uncertainties from the least-squares-based data 
reconciliation. Sufficient measurement redundancies are required for the robust M-
estimator to be performed efficiently. The serial bias compensation method performs 

















































Figure 6-34: Bar chart of measurement corrections 
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output Sigma 0.14 0.84 0.08 -0.29 -2.34
Fuel Flow Sigma -0.48 -0.32 -0.03 0.46 0.59
Compressor Discharge Pressure Sigma -1.06 -0.41 0.41 -0.01 2.16
Compressor Discharge Temperature Sigma -6.95 -7.31 1.00 0.05 1.84
Compressor Airflow Sigma 0.33 -0.61 0.07 -0.41 0.24
Exhaust Temperature Sigma 0.05 -0.47 -1.12 0.32 0.61  
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 From the MDA and robust M-estimator one can locate the biased data sets and use 
the serial bias compensation strategy to validate the results. In this testing case, the first 
two data sets were known as biased based on the MDA and data reconciliation using the 
robust M-estimator. The hypotheses of gross error models were, therefore, tested on the 
first two data sets. Each gross error detected in previous round was added to the new 
gross error model in the next round where the bias magnitudes were reevaluated. The 
process of serial bias compensation stopped after two rounds of hypotheses testing, from 
which the gross error model of single bias in the measurement of compressor discharge 
temperature was selected due to its highest test score. Since in each hypothesis test 
simultaneous data reconciliation and parameter estimation is carried out to get the test 
statistics, the reconciled data and estimated model parameters come along with the picked 
gross error model with the highest test score. In this testing case, after the hypotheses 
testing, it was concluded that the measurement of compressor discharge temperature has 
the gross error. At the same time, the magnitude of the gross error was obtained; the 
measured data was reconciled and the performance multipliers and firing temperatures 
were also estimated. The corrections to the measured data are shown in table 6-23 and 
Fig. 6-37. It is shown that the corrections to the compressor discharge temperature of the 
first two data sets were 7.94 sigma and 8.30 sigma, for which their deviations from the 
designate bias magnitude 7-sigma are contributed by the measurement uncertainties. The 
estimated performance multipliers and firing temperatures along with the estimate 
uncertainties are given in Fig. 6-38 ~ 6-39, from which one can see the true values are 
within the estimate uncertainties. It is also shown that one gets the benefits of reducing 
the estimate uncertainties from data reconciliation. The serial bias compensation strategy 



















































Figure 6-37: Bar chart of measurement corrections using serial bias compensation with one gross 
error imposed
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output Sigma 0.41 0.68 0.45 -0.20 -1.36
Fuel Flow Sigma -0.56 -0.56 -0.04 0.32 0.83
Compressor Discharge Pressure Sigma -1.29 -0.72 0.20 -0.28 2.08
Compressor Discharge Temperature Sigma -7.94 -8.30 0.03 -0.93 0.91
Compressor Airflow Sigma 0.40 -0.54 0.15 -0.34 0.31
Exhaust Temperature Sigma 0.11 -0.57 -0.95 0.33 1.08
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 In the second testing case, multiple biases were imposed to measurements of fuel 
flow, compressor discharge temperature, and turbine exhaust temperature, for the first 
two data sets with presumed magnitudes of 8, 7, and –6 sigma while the rest data sets 
were subject to random errors and bias-free. Like the first testing case, the MDA 
techniques i.e. Multivariate Data Visualization and Principal component Analysis were 
first carried out for detecting serious biases and differentiating biased data sets from 
healthy data sets. In Multivariate Data Visualization, the scatter plot matrix presents 
measured data points as outliers in all pair wise scatter plots that have fuel flow and 
compressor discharge temperature as one of the axes. The scatter plots that contain fuel 
flow, compressor discharge temperature, and turbine exhaust temperature as one of a pair 
responses is given in Fig. 6-40 ~ 6-42. Theses scatter plots show the fuel flow and the 
compressor discharge temperature are outliers as compared to the mother populations 
simulated by the Monte Carlo simulation while the turbine exhaust temperature does not 
present itself as an outlier. 
 The principal component analyses were performed following the multivariate data 
visualization. The PCA for all data sets in the second testing case where three gross errors 
were imposed are shown in Fig. 6-43~ 6-45. Figure 6-43 shows the PCA result for the 
first data set. It is shown that the 4th and 5th principal components have the test statistics 
greater than the threshold value - ~2.82 and ~ 2.51. A further investigation shows the 4th 
PC has the compressor discharge temperature as the biggest contributor while in the 5th 
PC the fuel flow causes the biggest variance. The PCA for the second data set is given in 
Fig. 6-44, which shows the 2nd,4th, and 5th PC’s have test statistics above the threshold 
value 1.96. Both 2nd and 4th PC’s have the compressor discharge temperature as the 
biggest contributor to the variances of these two PC’s while in the 5th PC the fuel flow is 
the major contributor. The PCA for the rest data sets is shown in Fig. 6-45 where all the 
principal components have the test statistics below the threshold values and are, 




 Both MDA techniques failed to identify the turbine exhaust temperature as an 
outlier. The reasons of causing detection failure are mainly because of the wide range of 
turbine exhaust temperature and lack of correlations between turbine exhaust temperature 
and other responses. The MDA techniques rely on the simulation of mother populations 
for system responses, which is significantly affected by the ranges chosen for the model 
parameters- performance multipliers and firing temperatures in this case. To improve the 
detecting rate, simultaneous data reconciliation and parameter estimation with a gross 
error detection scheme is needed. In the second testing case with multiple gross errors, 
the robust M-estimator and serial bias compensation method were also carried out to 
improve the detection rate, and, most importantly, to estimate model parameters and 
reconcile the data. In the gross error detection scheme, the locations and magnitudes of 
gross errors can also be detected.    
 Like the first testing case, data reconciliation based on the least squares 
minimization without any gross error detection scheme was carried out first in the second 
testing case. The minimized chi-squares had the value of 113.3, greater than the value for 
one gross error in the first testing case (47.25) and the system d.o.f 20, which is expected 
because more gross errors were imposed. The chi-squares value greater than the threshold 
value determined by d.o.f indicates the occurrence of the gross errors but gives no 
information about their locations and magnitudes. Since the reconciliation was performed 
under the smearing effects, the estimated performance multipliers and the reconciled data 
are corrupted. The corrections to the measurement data are given in table 6-24 and Fig. 6-
46. It is shown that the corrections to the three biased measurements – fuel flow, 
compressor discharge temperatures, and turbine exhaust temperature in the first and 
second data sets are much less than the designate bias magnitudes, while the corrections 
to the rest data sets show the occurrence of biases, whereas no biases were applied. The 
estimated firing temperature and performance multipliers (DMM’s) along with their 




obtained from the Method I data reduction i.e. heat & mass balance. The comparisons are 
given in Fig. 6-49 ~ 6-50, which shows that except for the firing temperature the true 
values of compressor efficiency and turbine efficiency are presented as outliers against 
their estimated values with uncertainties due to the smearing effects. The data reduction 
method gave results close to the designate values in bias-free data sets while leading to 
corrupted estimates for the first and second data sets where gross errors were imposed.  
 The Hampel’s Redescending M-estimator was then utilized to replace the least 
squares and served as the gross error detection scheme. The tuning constants aH, bH, and 
cH were the same as those used in the first testing case i.e. aH = 1.3, bH = 2.6, cH = 5.2. The 
corrections to the measurements are given in table 6-25and Fig. 6-47, which show the 
bias corrections only occur to the designate biased measurements in the first and second 
data sets, indicating the smearing effects are eliminated during the reconciliation. The 
estimated firing temperatures and performance multipliers along with their estimate 
uncertainties are given in Fig. 6-51 ~ 6-52. It is shown that the true values were captured 
by the estimated values within the estimate uncertainties. It is also shown that the 
uncertainties of the estimates by simultaneous data reconciliation and parameter 
estimation are less than the estimate uncertainties from the heat & mass balance method.  
The serial bias compensation method was also performed for the second testing case 
where multiple gross errors were simulated. From the MDA and robust estimation 
technique one can locate the biased data sets and apply gross error models accordingly. In 
this testing case, the first two data sets were known as biased from the MDA and robust 
estimation technique. The hypotheses of gross error models were then tested on the first 
two data sets. The process of serial bias compensation stopped after four rounds of 
hypotheses testing, from which the gross error model of three biases in the measurement 
of fuel flow, compressor discharge temperature, and turbine exhaust temperature was 
selected based on its highest testing score. It was, therefore, concluded that the 




temperature have gross errors. Coming along with the determination of the gross error 
model are the calculated bias magnitudes, reconciled data, and estimated performance 
multipliers and firing temperatures. The corrections to the measured data are shown in 
table 6-26 and Fig. 6-48, which show that the bias corrections only occur to the designate 
biased measurements in the first and second data sets. The estimated firing temperatures 
and performance multipliers along with their estimate uncertainties are given in Fig. 6-53 
~ 6-54. It is shown that the true values were also captured by the estimated values within 
the estimate uncertainties. The estimate uncertainties from the data reduction method are 
also presented in the same plot, showing that the uncertainties of the estimates by 
simultaneous data reconciliation and parameter estimation are less than the estimate 
uncertainties from the heat & mass balance method. This proves again data reconciliation 

















































































































































































































































































































































































































































































































































































Figure 6-43: Principal component analysis for the 1
st









































































































































y 1  : Generator Output
y 2  : Fuel Flow
y 3  : Compressor Discharge Pressure
y 4  : Compressor Discharge Temperature
y 5  : Compressor Airflow
























Figure 6-44: Principal component analysis for the 2
nd









































































































































y 1  : Generator Output
y 2  : Fuel Flow
y 3  : Compressor Discharge Pressure
y 4  : Compressor Discharge Temperature
y 5  : Compressor Airflow






















































































Figure 6-46: Bar chart of measurement corrections by smeared data reconciliation  
 
 
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output Sigma 0.73 1.06 0.23 -0.45 -1.58
Fuel Flow Sigma -5.18 -5.21 3.06 3.43 3.93
Compressor Discharge Pressure Sigma -1.20 -0.67 0.15 -0.32 2.02
Compressor Discharge Temperature Sigma -4.63 -5.05 3.27 2.32 4.12
Compressor Airflow Sigma 0.44 -0.50 0.19 -0.29 0.35
Exhaust Temperature Sigma 3.98 3.16 -3.49 -2.17 -1.45  
 


















































Figure 6-47: Bar chart of measurement corrections using robust M-estimator with three gross errors  
 
 
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output Sigma 0.04 0.03 0.04 0.02 -0.25
Fuel Flow Sigma -8.39 -8.54 0.08 0.71 1.60
Compressor Discharge Pressure Sigma -1.11 -0.62 0.36 0.01 2.54
Compressor Discharge Temperature Sigma -6.97 -7.36 0.99 0.06 1.93
Compressor Airflow Sigma 0.33 -0.61 0.07 -0.41 0.24
Exhaust Temperature Sigma 4.36 3.43 -2.82 -1.20 -0.02
 


















































Figure 6-48: Bar chart of measurement corrections by using serial bias compensation with three 
gross errors 
Measurements/System Outputs Unit Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5
Generator Output Sigma 0.08 0.35 0.68 0.03 -1.14
Fuel Flow Sigma -9.16 -9.16 -0.41 -0.05 0.46
Compressor Discharge Pressure Sigma -1.36 -0.79 0.25 -0.24 2.12
Compressor Discharge Temperature Sigma -7.97 -8.33 0.03 -0.94 0.90
Compressor Airflow Sigma 0.41 -0.53 0.15 -0.33 0.32
Exhaust Temperature Sigma 5.70 5.00 -1.10 0.18 0.93  
 




















































































































































































































































HB 1~5 Heat & Mass Balance
































































































































































































































HB 1~5 Heat & Mass Balance































































































































































































































HB 1~5 Heat & Mass Balance







In this case of one measurement bias artificially imposed on the compressor discharge 
temperature, two gross error detection techniques were applied: the robust M-estimator 
method and the serial bias compensation method. The Hampel’s redescending function 
was used in the robust M-estimator method, whereas the three tuning constants were 
given by aH =1.3, bH =2.6, and cH =5.2, determined based on the AIC criteria. 
In the serial bias compensation method, the hypotheses tests were carried out on all of the 
one-bias gross error models applied in each corresponding simultaneous data 
reconciliation & parameter estimation, in which the least squares objective function was 
used.     
6.4. Case Study III: Heat Recovery Steam Generator (HRSG) - SDRMC 
 A generic single-train heat recovery steam generator (HRSG) with two pressure 
sections was chosen for the demonstration of simultaneous data reconciliation and 
degradation status estimation (SDRDE). Commercial heat balance software, 
GateCycleTM, was utilized for the HRSG heat balance modeling, which also serves as a 
transfer function in the SDRDE process. Figure 6-55 shows the GateCycleTM heat balance 
model for this specific two-pressure HRSG configuration. It includes seven major 
components: high-pressure superheater, high-pressure evaporator, first high-pressure 
economizer, low-pressure superheater, low-pressure evaporator, second high-pressure 
economizer (on the top), and low-pressure economizer. These major HRSG components 
are actually a series of counter-flow heat exchangers that utilize the hot exhaust gas to 






















































In the phase of heat balance modeling, the system configuration and detailed heat 
exchanger geometries of each HRSG component are used to size the HRSG at the design 
mode. In the off-design running mode, its performance is determined by gas turbine 
exhaust flow conditions, drum pressures, and degradation effects of the HRSG itself. In 
this demonstrative work it is assumed that the gas turbine flow parameters had been 
through the SDRDE process, and the reconciled values were taken directly as inputs to 
the HRSG heat balance model. On the other hand, HRSG drum pressures, which have 
significant impacts on the HRSG steam production, are determined from the steam 
turbine throttle in the case of no control valve at the turbine entrance. The values used for 
the model inputs of drum pressures can either be obtained from an independent data 
reduction or taken directly from measurements since measurements of steam pressures 
are quite accurate in the saturation conditions that exist in the evaporator drums. These 
values can also be validated by the measurements of the saturation temperature. By 
introducing the state equation of saturated steam, independent data reconciliation for both 
measured pressure and measured temperature can be carried out.  
 Except for taking the gas turbine exhaust conditions and HRSG drum pressures as 
known inputs to the HRSG heat balance model, there is, however, another option, which 
treats all of these parameters as unknown variables to be reconciled in the local SDRDE 
for the HRSG. The major drawback of doing this is increasing the number of variables to 
the local SDRDE optimizer. In addition, without reconciling these values in advance, 
uncertainties contributed from these variables would be propagated through the SDRDE 
process and cause larger uncertainties in the estimates. In the demonstration it is assumed 
that the gas turbine exhaust conditions and HRSG drum pressures had been through 




6.4.1. Degradation Modeling 
 Once the gas turbine exhaust conditions and HRSG drum pressures are 
determined, either through a data reconciliation process or by the direct use of accurate 
measurements, the HRSG off-design performance only depends on the degradation status 
of the HRSG itself. Degradation occurs due to different reasons. One of them results from 
the gas turbine exhaust gas, which contains some chemicals in a form of ash and soot that 
can deposit on the outer surfaces of the heat exchangers in the major HRSG components. 
In addition, the impurities of the water will also deposit on the inner surfaces of the heat 
exchanger pipes. These represent major HRSG degradation effects called outer and inner 
surfaces fouling, and they lead to degradation in heat exchanger performance 
(effectiveness) and increased internal and external pressure drops.  
 The degradation effect of each HRSG component is modeled by adjusting its heat 
transfer correction factor. A heat transfer correction factor (HTC factor) is a performance 
multiplier used to adjust the overall heat transfer coefficient of a heat exchanger. In the 
modeling phase, the heat transfer coefficient of a HRSG heat exchanger is determined 
from the inputs of tube configuration and geometry. The need for adjustments of HTC 
factors comes when the off-design performance deviates from the measured data. Ideally, 
without any adjustment the heat balance model should give an off-design performance 
result that matches the precision test data measured at a new & clean status. But in 
reality, there is always a certain amount of deviation between the model-estimated heat 
transfer coefficient and the real heat transfer coefficient at the new and clean status. To 
calibrate the model at the new & clean status, the HTC factors are tuned until the model-
estimated performance matches the precision test data. A calibration of the heat balance 
model to its new & clean precision test data is crucial because it provides the prior 
information of the heat transfer correction factors. In addition, a model calibration can 
tell whether the modeling is appropriate or not. A bad modeling (i.e. incorrect inputs of 




and force a recheck of the modeling process. After determining the new & clean HTC 
factors, these calibrated values are used to set the upper bounds in the data reconciliation 
of a degraded HRSG. Table 6-27 shows the calibrated values of HRSG heat transfer 
correction factors to the new & clean precision test data. The corresponding flow 
parameters affected by the HTC factors are listed as well. Since actual precision test data 
obtained from actual tests are proprietary and not allowed for disclosure, “pseudo-data” 
were used in the demonstration.  





6.4.2. Sensitive Studies of The HRSG Degradation Effects 
 The objective of performing sensitivity studies on the heat transfer correction 
factors is to provide a clear view of how the degradation of each HRSG component has 
an impact on the major flow parameters in the bottoming cycle and on the whole plant 
performance. In the sensitivity study, a design of experiment (DOE) was carried out. The 
DOE was run for over one hundred of cases with different combinations of HTC factors. 
Several flow parameters and performance factors were investigated. These metrics 
included combined cycle efficiency (CC EFF), heat rate (CC HR), steam turbine power 
(ST POWER), high-pressure steam flow rate (HP STEAM FLOW), low-pressure steam 
flow rate (LP STEAM FLOW), and stack temperature (STACK TEMP). The results were 
analyzed by the commercial statistical software, JMP 5.0TM, and given in a form of 
“prediction profilers” presented in Fig. 6-56. Prediction profilers present the trends of 
metric variations subject to the change of each independent variable. In a prediction 
profiler the impact of an independent variable on the dependent output can be identified 
Heat Transfer Correction Factors New & Clean HTC Values Correspondant Flow parameters
HP Superheater HTC 1.054 HPSHT Steam Outlet Temperature
HP Evaporator HTC 0.94 HPEVP Steam Production
1st HP Economizer HTC 0.805 HPECO1 Water Outlet Temperature
2nd HP Economizer HTC 1.097 HPECO2 Water Outlet Temperature
LP Superheater HTC 0.72 LPSHT Steam Outlet Temperature
LP Evaporator HTC 1.112 LPEVP Steam Production





by the gradient of the curve: a large gradient suggests a significant impact and vice versa. 
From the results shown in Fig. 6-56, significant impacts can be recognized for 1st high-
pressure economizer degradation and high-pressure evaporator degradation on the overall 
plant performance and the major bottoming cycle flow parameters. The results can be 
interpreted in two different ways. One is that, with a limited budget, upgrading the 
components that have larger impacts on overall performance will give a bigger 
performance benefit. The other is that the uncertainty of the estimated HTC factor that 
has larger impacts on model-calculated flow parameters during the data reconciliation 
process is smaller compared to others.  Figure 6-57~6-59 give closer views of how the 
degradations of some HRSG components affect the model-estimated flow parameters. 
These results disclose a crucial fact that the model-estimated plant performance and flow 
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6.4.3. Simultaneous Data Reconciliation and Degradation Status Estimation 
 The task is to perform SDRDE to reconcile the measurements and obtain a set of 
heat transfer correction factors for a degraded HRSG. A conclusion from the previous 
section states that the model-predicted performance changes if a different degradation 
status is applied. For example, when the HRSG has a certain degree of degradation, it 
produces less high-pressure steam, but the low-pressure steam production increases, with 
the assumption that gas turbine exhaust conditions remain the same. This is due to the 
fact that the degradation effect in the high-pressure section reduces the utilization of hot 
exhaust gas, and lets the gas with higher enthalpy passing through the following low-
pressure section. Unless the low-pressure section degrades so badly, the positive impact 
from the higher energy gas will surpass the negative impact of the low-pressure section 
degradation. Thus, if a new & clean HRSG heat balance model is used to rectify the flow 
measurements obtained from a degraded plant during data reconciliation, the reconciled 
data will not be valid. On the other hand, we cannot have a clear idea of the current 
HRSG degradation level until its measured data is analyzed. Since the measurements are 
from the degraded HRSG, they are the only sources that can be used to evaluate the 
current HRSG degradation level. There are, however, measurement uncertainties and 
biases that could corrupt the estimation of the current status. Thus, in order to reconcile 
the measurements by a heat balance model with unknown degradation status, data 
reconciliation and degradation estimation must be carried out simultaneously. Before 
knowing the actual degradation, there are infinite degradation statuses (i.e., infinite sets 
of HRSG HTC factors) that can be applied to close the heat balance. There is, however, 
one that gives the model-estimated flow parameters that have the least deviations from 
the measurements. The deviations are evaluated by the maximum likelihood function 
constructed by the probability distribution functions assumed for the measurements. The 




maximize the likelihood function by varying the HTC factors, which represent the 
degradation status of each HRSG component.  
 In this demonstration, pseudo data were utilized. To generate pseudo data for a 
degraded HRSG, a set of HRSG HTC factors was assigned artificially in the heat balance 
model to simulate a certain degree of degradation. A set of “perfect measurements” was 
first generated from running the heat balance model. By applying typical measurement 
uncertainties to the “perfect data” with the assumption of normal distributions, a set of 
“pseudo measurements” can be generated by means of a random number generator. The 
calibrated new & clean HRSG HTC factors were used as initial values as the SDRDE 
process started. During SDRDE, the optimizer searched for the optimum set of HTC 
factors that minimized the deviations of reconciled flow parameters from the pseudo 
measurements.   
 Before SDRDE can be carried out, redundancy availability needs to be checked in 
advance. Measurement redundancy occurs when more data than necessary is available to 
do the heat balance analysis. In the example of a two-pressure HRSG with seven 
components, the HTC factors can be uniquely determined from the measurements of 
those seven corresponding flow parameters listed in table 6-27. If there are no redundant 
measurements available, it becomes a pure data matching process. In this situation, the 
uncertainties of the measurements are propagated without any mitigation (or damping 
effect) through the matching process to the estimated HTC factors. Especially when a 
gross error occurs, the estimation of heat transfer correction factors is biased because the 
grosser are propagated directly through the matching process.   
 On the other hand, if the redundant measurements are available, the SDRDE 
process can be introduced. The uncertainty propagations can be mitigated by the 
redundant measurements as well. For example, the measurement of steam flow has a 
direct impact on determining the HTC factor of an evaporator. The steam flow can be 




can be measured at the exit of the feed water pump. By assuming there are no leakages 
from the pipelines or any type of blow down at the evaporator, all these measurements 
indicate the steam production of the evaporator, and theoretically they should all give the 
same values. But due to the measurement uncertainties and/or gross errors, there are 
always inconsistencies among these measured values. The SDRDE is, therefore, carried 
out to reconcile the least deviations from all these three measured values. The process is 
very similar to a curve fit problem – obtaining a set of curve parameters (coefficients) 
and using them to estimate the means. In the case when one of these measurements has a 
gross error during the SDRDE process, the contamination effect can be mitigated by the 
other two measurements without gross errors. Thus, to make the data reconciliation and 
degradation estimation less sensitive to the gross errors, redundant measurements are 
necessary for each of these HRSG components. The redundant measurements could be at 
the steam side or gas side as long as they are directly affected by the degradation status of 
the HRSG. 
 Once the gas turbine exhaust conditions, drum pressures, and other operation 
conditions (depending on how detailed the HRSG is modeled) are decided, the HRSG 
heat balance model should be able to give the model-calculated values of those flow 
parameters listed in table 6-27, which could have the same values as other redundant 
measurements. For those redundant measurements made for the same flow parameter at 
different locations, their model-calculated values share the same function of HRSG heat 
transfer correction factors. For example, if the leakages and blow-down flows are 
ignored, the superheater and evaporator should have the same steam flows, and have the 
same function for the degradation factors,  
( )ccccfwww n321fdwevpsph .,..........,,===                                  (6-31) 
SDRDE is a probabilistic data matching technique. It accounts for the measurement 




distribution. As we repeatedly measure a flow parameter whose value is also a function 
of degradation factors, the measured value is normally is found distributed about a mean 
with a probability of ~68% that any single measurement of the flow parameter would be 
within one standard deviation of the mean. By making a number of measurements for a 
certain flow parameter at a certain location, an estimate can be made of its mean value 
with any desired precision. The task is to determine the mean value of the flow parameter 
with an uncertainty characterized by the standard deviation of the Normal distribution of 
the measured data. This determined mean value represents the same mother population 
from which the measured value comes. As mentioned above, this type of problem is 
similar to the curve-fitting problem. SDRDE is actually a process to find the values of the 
HRSG degradation factors (HTC factors) that minimize the discrepancy between the 
measured value, f
i
, and the estimated mean value, f
i
, which is calculated by the heat 
balance model and is a function of the HTC factors.  
 Since the HRSG heat balance model is utilized to perform SDRDE, heat and mass 
balances are always satisfied during the iteration process. In SDRDE, it is desired to 
extract the most probable estimates for the degradation factors, and before proceeding, 
the criteria of the minimal discrepancy between the measured and model-calculated 
values needs to be defined. For any set of the HTC factors, the differences between the 
measured and model-calculated flow parameters being reconciled can be calculated. With 
well-chosen HTC factors, the discrepancies should be relatively small.  
In SDRDE, the method of maximum likelihood, or M-estimator, is used to search for the 
optimum set of HTC factors that gives the minimum discrepancies. It is assumed that 
each measured value, f
i
, is from a Normal distribution with a mean, 
).,..........,,( ccccf n321i , and a standard deviation σ i , where ).,..........,,( ccccf n321i  




By assuming the Normal distribution, the probability p
i
 of making the measurement f
i
 

































                          (6-32)                         
The probability of making all measurements at different measuring points (including the 
redundant measurements) is the product of the probabilities for each observation at its 
measuring point: 



































p               (6-33)  
Equation (6-33) is defined as a likelihood function. The objective of SDRDE is to find the 
optimum set of HRSG HTC factors, c.,..........c,c,c n321 , that maximizes the likelihood 
function given in Equation (6-33). Maximizing Equation (6-33) is equivalent to 



















                              (6-34)  
Now the task is to find out a set of HRSG HTC factors that minimizes χ
2 . The magnitude 
of χ
2  is determined by the measurement uncertainties,σ i , and the differences between 
measured data and model-calculated values. The optimum values of HTC factors, c
*
j , are 
obtained by minimizing χ























































Taking partial derivatives of χ
2  with respect to each HTC factor gives n coupled 
equations for n unknown HTC factors. Since these equations are nonlinear, linearization 
techniques or nonlinear programming methods are needed to solve the problem. The 
SDRDE process can then be expressed by a typical nonlinear unconstrained optimization 
















Subject to: ( )cc Clean&Newjj <  
(Upper bounds set by calibrated new & clean HTC factors) 
By varying: c j  
]...,,,[ fffff
n321i
= : Measured flow parameters 
]...,,,[ fffff
n321i
= : Model-calculated flow parameters 
To keep the HTC factors within physically allowable ranges during the SDRDE process, 
upper bounds set by calibrated new & clean HTC factors are imposed.  
 To deal with correlations among the HRSG HTC factors, a conjugate-gradient 
search was chosen to perform the optimization. The algorism was coded by the VB 
scripts and built in the user-defined optimization component in Model Center 4.0TM, 
which is a commercial software product that wraps up the simulation tools and 
optimization drivers.  A Model Center TM module was built by connecting the HRSG heat 
balance model built from GateCycleTM to a local optimizer performing a conjugate-
gradient search. A screenshot of the SDRDE Model Center TM module of the HRSG is 

















Figure 6-60: SDRDE Model Center 
TM 




As mentioned earlier, in this demonstration gas turbine exhaust conditions are 
assumed to have been reconciled. In addition, it was assumed that measurements of the 
HRSG drum pressures were very accurate. Therefore, these values were treated as known 
values and used as fixed inputs to the HRSG heat balance model during SDRDE. Figures 
6-61 and 6-62 show variations of the goodness-of-fit parameter χ
2
, and the HRSG HTC 
factors during the iterations in the SDRDE process. The HRSG HTC factors varied from 
their initial new & clean calibrated values to the final estimated results, which were very 
close to the specified degraded values. Due to the uncertainties imposed to the “perfect 
measurements”, the final estimated values did not exactly match the specified values, but 














Figure 6-61: Variation of χ
2
































































6.4.4. Uncertainties of Estimates 
 Through the SDRDE process, propagations of uncertainties were mitigated. By 
utilizing the error propagation principle, the uncertainties of estimated HRSG HTC 
factors were investigated as well. During SDRDE, each of the measured data was used 
to estimate HRSG HTC factors and contributed its own uncertainty in the process. For a 
sufficiently large event sample, the likelihood function becomes a Normal function of 









)c'jc j( σ−−=                                         (6-36) 
In Equation (6-36), “A” is a function of the other HTC factors cm  for jm ≠ . The 
function of goodness-of-fit parameter, χ
2
(Equation (6-34)) can be rewritten as: 
[ ] ∑+−= )2ln(2)c,...c,c,c(Pln2 in321
2 πσχ                 (6-37)  














χ                                                   (6-38) 
Equation (6-38) gives the variation of χ
2
 with respect to the HTC factor c j  in the 
vicinity of its minimum. The constant K is a function of measurement uncertainties σ i  
and the HTC factor cm  for jm ≠ . The uncertainties of the estimated HTC factors can 
be then calculated by taking the second derivative of χ
2























σ                                        (6-39) 
Since the estimated HTC factors are correlated, the second derivative of χ
2
 with 
respect to c j  in Equation (6-39) must be under the condition that other HTC factors cm  
for jm ≠  must be at their optimum values that minimize χ
2






 near its minimum value with respect to c j  can be approximated by a 
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χχ = are obtained, where 
ccc j
*
j1j ∆+= , c2cc j
*
j2j ∆+=  and χ
2
0
 is the minimum value of χ
2
 at the optimum 
cc
*
jj = , the three coefficients, d 1 , d 2  and d 3  can be obtained. To calculate the 
uncertainty of the estimated HTC factor from Equation (6-39) only the coefficient d 3  















































σ                       (6-41) 
Table 6-28 shows values of the HTC factors during the iterations and the uncertainties 
of estimated values. In table 6-29, values of the new & clean, specified degraded, and 











































Gas Turbine Exhaust Flow 839 lb/sec
Gas Turbine Exhaust Temperature 1040 F
HP Drum Pressure 72.35 barg
LP Drum Pressure 3.92 barg
Iteration HPSHT HPEVP HPEC1 HPEC2 LPSHT LPEVP LPEC
1 1.0549 0.9406 0.8053 1.0971 0.7206 1.1126 1.0353
2 1.0547 0.9111 0.7395 1.0971 0.7165 1.1126 1.0353
3 1.0549 0.9114 0.7409 1.0970 0.7156 1.1124 1.0353
4 1.0537 0.9108 0.7403 1.0970 0.7146 1.1124 1.0353
5 1.0524 0.9098 0.7394 1.0970 0.7130 1.1124 1.0353
6 1.0295 0.9007 0.7395 1.0933 0.6900 1.1079 1.0348
7 1.0062 0.8954 0.7484 1.0939 0.6679 1.1073 1.0348
8 0.9650 0.8811 0.7495 1.0945 0.6809 1.0823 1.0348
9 0.9751 0.8533 0.7493 1.0239 0.6864 1.0683 1.0316
10 0.9761 0.8622 0.7448 1.0301 0.6863 1.0625 1.0068
11 0.9842 0.8709 0.7406 1.0418 0.6852 1.0660 1.0026
12 0.9841 0.8702 0.7392 1.0419 0.6848 1.0661 1.0025
13 0.9623 0.8645 0.7312 1.0199 0.6490 1.0352 0.9873
14 0.9511 0.8590 0.7222 1.0019 0.6553 1.0082 0.9702
15 0.9449 0.8540 0.7209 0.9906 0.6572 1.0093 0.9511
16 0.9475 0.8566 0.7196 0.9930 0.6562 1.0077 0.9455
17 0.9477 0.8552 0.7203 0.9950 0.6560 1.0068 0.9440
18 0.9475 0.8557 0.7213 0.9948 0.6560 1.0066 0.9440
19 0.9477 0.8558 0.7215 0.9947 0.6560 1.0065 0.9439
20 0.9474 0.8560 0.7229 0.9967 0.6556 1.0103 0.9442
21 0.9473 0.8557 0.7229 0.9967 0.6555 1.0103 0.9443
22 0.9459 0.8524 0.7246 0.9962 0.6533 1.0096 0.9448
23 0.9456 0.8515 0.7247 0.9958 0.6538 1.0086 0.9446
24 0.9449 0.8513 0.7247 0.9955 0.6539 1.0084 0.9434
25 0.9450 0.8513 0.7245 0.9954 0.6533 1.0076 0.9422
26 0.9448 0.8508 0.7235 0.9955 0.6532 1.0079 0.9423
27 0.9450 0.8513 0.7243 0.9954 0.6533 1.0077 0.9422
28 0.9449 0.8510 0.7242 0.9946 0.6532 1.0072 0.9426
29 0.9447 0.8511 0.7241 0.9943 0.6530 1.0072 0.9426
30 0.9443 0.8505 0.7231 0.9944 0.6530 1.0074 0.9426
31 0.9443 0.8505 0.7231 0.9944 0.6530 1.0074 0.9426
32 0.9447 0.8511 0.7241 0.9943 0.6530 1.0072 0.9426
33 0.9446 0.8509 0.7251 0.9944 0.6535 1.0076 0.9422
34 0.9446 0.8509 0.7251 0.9944 0.6535 1.0076 0.9422
35 Optimum 0.9445 0.8511 0.7241 0.9943 0.6530 1.0072 0.9426
0.0163 0.0037 0.0019 0.0087 0.0103 0.0065 0.0161
















 Once the uncertainties of SDRDE estimated HRSG HTC factors are obtained, 
two-sigma uncertainty spans centered at their estimated values can be constructed. 
Figure 6-63 shows that all the specified degraded values of HRSG HTC factors are 
located within these two-sigma spans. This indicates that SDRDE makes a good 
estimation of the HRSG degradation status. Figure 6-63 also shows that the uncertainty 
of the estimated HTC factor of 1st high-pressure economizer has the smallest 
uncertainty. This matches the result of the sensitivity study presented by the prediction 
profiler. In the prediction profiler given in Fig 6-56, the 1st high-pressure economizer 
has the highest impact on its corresponding flow parameters, which suggests a wide 
range of measurement variation causes the least change in its heat transfer correction 
factor. The magnitudes of uncertainties for other HRSG HTC factors can be compared 
with their impact on flow parameters presented in the prediction profiler as well. The 
comparisons between the measured and reconciled values of major flow parameters are 
given in Fig. 6-64.  
 After the uncertainties of the estimated heat transfer correction factors (HTC 
factors) were obtained, these uncertainties to the estimated values were applied and 
carried out in a Monte Carlo Simulation. The objective is to determine the uncertainties 
of the reconciled flow parameters. By assuming the Normal distribution for each of the 
HTC factors, the resultant distributions of selected reconciled flow parameters, 
New & Clean Specified Degraded Estimated Uncertainties (2 Standard Deviations)
HPSPHT 1.05490005 0.949410045 0.944462917 0.032673133
HPEVAP 0.940559983 0.846503985 0.85106728 0.007416576
HPEC1 0.805339992 0.724805993 0.724113394 0.003784673
HPEC2 1.097100019 0.987390018 0.994289302 0.017477995
LPSPHT 0.720589995 0.648530996 0.652967073 0.020681705
LPEVAP 1.112599969 1.001339972 1.007226434 0.013043567
LPEC 1.035300016 0.931770015 0.942630512 0.032268709





obtained by the Monte Carlo Simulation with 500 trials, are given in Fig. 6-65. The 
results show significant reductions in uncertainties of the reconciled flow parameters. 













































































































Figure 6-65: Uncertainties of selected reconciled flow parameters 
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6.5. A Combined Strategy for Gross Error Detection 
 A comparison between two gross error detection techniques – robust M-
estimator and serial bias compensation shows: with sufficient measurement redundancy 
and healthy data sets, both techniques are able to identify the locations of gross errors 
and estimate the corresponding magnitudes. The differences between estimated and 
designated bias magnitudes are less than 2-sigma of measurement uncertainties, which 
are caused mainly by random errors. Once subtracting the magnitudes of simulated 
random errors from the total adjustments, one can obtain the estimated gross error 
magnitudes very close to the designated values. 
 The Hampel’s Redescending M-estimator outperforms the serial bias 
compensation technique in requiring less computation time. Unlike the serial 
hypotheses testing techniques, the robust M-estimator does not require a sequential 
scheme to detect multiple gross errors. In the robust M-estimator data reconciliation, 
the gross error effects are suppressed by the likelihood function itself as the 
measurements with gross errors fall into the flat zone in the influence function 
characterized by the robust M- estimator. Due to the fact that gross errors have very 
minor influence on the fitting function formed by the robust M-estimator, during data 
reconciliation the system optimizer moves the solutions toward the healthy data that fall 
into the steep zone of the influence function while doing very little adjustments to the 
data with gross errors that are being reconciled. In the end of the reconciliation process, 
the locations and magnitudes of all gross errors can be identified by comparing the 
reconciled data to he measured data directly. Therefore, only a single execution of data 
reconciliation is needed to detect all hidden gross errors when utilizing the robust M-
estimator data reconciliation. The robust M-estimator, however, needs majority of 
healthy data to make the biased data fall in the flat region of the influence function. 




avoid false detections when using the robust M-estimator. If the number of faulty data 
sets outnumbers the healthy data sets, the healthy data will likely fall into the flat region 
of the influence function, and the biased data that fall in the steep region will drive the 
reconciliation toward the biased results. As the measurement redundancy and number 
of healthy data sets decrease, the robust M-estimator commits more false detections, 
and, as a result, the reconciliation results also become more sensitive to the initial 
values. 
 When using the serial bias compensation technique, a sequential process is 
required for hypothesis testing. In the case where multiple gross errors occur, the 
technique identifies each gross error in a series manner. At each round of hypotheses 
testing, the gross error model with the highest testing score goes to the next round of 
hypotheses testing for all scenarios with one more bias added. The process stops when 
no more gross error needs to be added to obtain a better testing score. Since each 
hypothesis testing needs a single execution of data reconciliation using the least squares 
objective function, which is insensitive to the initial values of reconciled data, it is 
expected the initial values of reconciled data have very little impacts on the 
reconciliation results in the serial bias compensation technique. In previous case study 
it was shown that even with very few healthy data sets, the serial bias compensation 
techniques still identified the locations of gross errors correctly although the estimated 
gross error magnitudes had errors in the ranges of more than 2-sigma. The main 
advantages of using the serial bias compensation technique are, therefore, its 
insensitivity to the initial values and the capability of identifying the locations of biases 
with insufficient healthy data sets and measurement redundancy. The biggest 
disadvantage is more computation time required.         
 The fast execution of robust M-estimator makes it suitable for the on-line 
performance monitoring system that is equipped with well-arranged instruments for 




redundancy and number of healthy data sets are sufficient, the gross error detection rate 
of robust M-estimator is as good as the serial bias compensation technique. Most 
importantly, it requires less computation time as compared to the serial bias 
compensation technique, since only one single execution of data reconciliation is 
required.   
 On the other hand, the serial bias compensation technique is adequate to the off-
line performance modeling and simulation especially when there are not sufficient 
redundancy and healthy instruments in the measurement system. Due to its insensitivity 
to initial values, the serial bias compensation technique commits less false detection 
than the robust M-estimator when lacking redundancy and healthy data sets. 
 One can combine these two GED techniques to form an integrated environment 
for model calibration and data reconciliation. In this integrated environment the robust 
M-estimator along with the system model serve as on-line performance monitoring 
package, which carries out model based data reconciliation and degradation monitoring. 
The drifted sensors that occur in a short time basis can be detected by the robust M-
estimator as long as the measurement redundancy and number of healthy data sets are 
sufficient. After a period of time, during which significant degradation takes place and 
the number of healthy data sets deteriorates, the off-line model calibration and gross 
error detection are engaged to calibrate the model and detect the measurement biases. 
The serial bias compensation technique is less sensitive to the lack of healthy data sets 
and to the deviation from the original status due to degradation. It can be, therefore, 
utilized to perform simultaneous data reconciliation and model calibration off-line. 
Once the model has been recalibrated to reflect the current degradation status and the 
biased instruments have also been detected and calibrated, the robust M-estimator and 
the calibrated model are re-engaged to the on-line performance monitoring system. 















Figure 6-66: Integrated environment for on-line performance monitoring and model calibration 
 
Figure 6-67 shows a generic long-term schedule for on-line performance monitoring 
and off-line model calibration, in which the two GED techniques are switched 
accordingly. In this long-term schedule the robust M-estimator is carried out 
continuously until the periodic off-line calibration executed by serial bias compensation 
is engaged. Once the off-line calibration is completed, the robust M-estimator is 































In summary, the robust M-estimator technique can be utilized in the on-line 
performance monitoring system due to its advantage of fast execution in handling the 
abrupt instrument drifting. The implementation of robust M-estimator is a long-term 
continuous activity. After a period of time as significant system degradation and 
instrument deterioration take place, the serial bias compensation technique is engaged 
to recalibrate the model and identify the gross errors in measurements. This integrated 
scheme of data reconciliation and model calibration is expected to enhance the 
performance of on-line performance monitoring system by combining two GED 
techniques. In the off-line model calibration and gross error detection, the MDA 
(multivariate data analysis) technique can also be engaged to improve the performance 





















STRATEGIES OF DATA RECONCILIATION AND MODEL 
CALIBRATION FOR A COMPLEX SYSTEM 
 
 For a complex thermo system that has multiple subsystems connected and 
interacting with one another, simultaneous data reconciliation and model calibration 
(SDRMC) faces major challenges of increasing problem dimensionality and 
computation time. The increase in dimensionality arises from the fact that more 
measured data and calibration parameters from subsystems are involved in the 
simultaneous scheme. The computation time, on the other hand, increases because more 
system level iterations are required to reach convergence on the interactions between 
subsystems. Solving the maximum-likelihood- based data reconciliation by a single 
optimizer, which handle all the variables at the same time has the following difficulties: 
• Some independent variables from one subsystem could have dominant impacts 
on the objective function over others. This could cause the optimizer to make 
most of the adjustments to those dominant variables from one subsystem while 
doing very little to those variables with relatively minor influences from others. 
The over-adjustment situation often happens when measurement redundancy is 
not sufficient and the presumed measurement uncertainties for those dominant 
variables are relatively small. 
• As more variables are involved in the simultaneous scheme, construction of 
Jacobian matrix and its inversion become extremely time consuming. If the 
second order approximation is utilized in the optimization process, the number 
of function evaluation increases tremendously, making the computational 
budget even worse. The function evaluation is directly related to the model 




especially for the type of model running as the performance simulator. The size 
of the optimization problem and the complexity of the model all together lead to 
large time consumption in simultaneous data reconciliation and model 
calibration. 
 In this research, system decomposition and process decomposition are proposed 
to tackle these two issues. In system decomposition, the thermo system is decomposed 
into several subsystems, for each of which the local maximum likelihood data 
reconciliation is carried out. In process decomposition, the model calibration for 
subsystems are decomposed from the simultaneous scheme such that data reconciliation 
is carried out first and the reconciled data is used for model calibration thereafter. 
7.1. System Decomposition 
 For a complex system that has physically interconnected subsystems, the 
internal solver often takes significant time in iterating the solutions among subsystems 
to eliminate discrepancies. As a result, when putting a complex system model into the 
simultaneous scheme for data reconciliation and model calibration, it becomes 
extremely time consuming due to large amount of model runs requested by the system 
level optimizer. If a complex system can be decomposed into subsystems and the 
simultaneous data reconciliation & model calibration is carried out locally, it will save 
significant time caused by the dimensionality of problem solving. 
 A complex system can be decomposed into several subsystems in such a way 
that the number of fed-back variables among subsystems is minimized or eliminated. 
For instance, in the combined cycle power system the gas turbine and HRSG can be 
isolated as two subsystems because the only fed-back variable from the HRSG to gas 
turbine is the pressure drop across the HRSG, which does affect the calculation of gas 
turbine exhaust energy. This fed-back information of pressure drop is often calculated 




calculation. When running these two modules as an integrated model, the internal 
solver needs to iterate on the guessing and calculated values of HRSG pressure drop to 
reach consistency. One can decomposed the model by ignoring the pressure drop 
calculation from the HRSG module but, instead, believing in the measured data to 
eliminate the fed-back data stream.   
 System decomposition eases the computational cost by distributing the total 
system dimensionality into local optimizers. Figure 7-1 shows two architectures of 
carrying out simultaneous data reconciliation and model calibration- the architecture 
without system decomposition is given in Fig. 7-1(a), while the Fig. 7-1(b) shows the 




































































7.2. Process Decomposition 
 The purpose of process decomposition is to reduce the computation time of data 
reconciliation by decoupling the model calibration from the simultaneous scheme. In the 
simultaneous scheme the model is running at performance simulation mode, through 
which the measured data are reconciled by tuning the performance factors to minimize 
the objective function. Running the thermo system model in the simulation mode i.e. off-
design, however, requires more computation time due to extra iterations of heat and mass 
balances on the values predicted by the model.  
 In order to decouple the model calibration from the process, the performance 
simulators of subsystems need to be replaced by the models based on heat and mass 
balances. As the heat-and-mass-balance type model is introduced, the problem of 
maximum likelihood data reconciliation also needs to change. Instead of searching the 
optimum solutions for the calibration factors, the optimizer should be set to solve for the 
reconciled data directly. Since the heat and mass balance model is built for taking input 
data to calculate the others, depending on the way of closing heat and mass balances, the 
problem solving becomes: finding the optimum set of input data such that the likelihood 
function is maximized. The computation time is significantly reduced through 
introducing the heat-and-mass-balance type model, which does not require internal 
iteration and, therefore, needs much less execution time. 
 Model calibration is carried out after data have been reconciled. The reconciled 
data serve as target values to be matched by tuning the calibration factors in the 
performance simulator. By process decomposition, model calibration becomes an 
iteration process and one can use the technique such as fast point iteration for exact data 
matching. Figure 7-2 shows two architectures of data reconciliation and model calibration 
for a complex system. Figure 7-2(a) shows the simultaneous scheme and Fig. 7-2(b) 




 Process decomposition can be done partially in such a way that simultaneous data 
reconciliation and model calibration is implemented to some subsystems and the heat-
and-mass-balance type data reconciliation is carried out for the others. This hybrid 
scheme is highly recommended for the situation when obtaining surrogate models is 
difficult for those subsystems that are highly nonlinear and running the performance 
simulation type model becomes inevitable. In the hybrid scheme, the variables to be 
solved for maximizing the likelihood function are mixed with performance factors and 
measured data. The subsystem implemented with the simultaneous scheme can be 











































































7.3. Combined Cycle Application 
 A combined cycle power plant is composed of three major subsystems – gas 
turbine, HRSG and steam turbine. Each subsystem can also be subdivided into a series of 
components, each of which contributes to the overall plant performance degradation or 
improvement. When measurement redundancy and a high fidelity tool for performance 
simulation are available, one can perform both data reconciliation and model calibration 
for the whole combined cycle system i.e. the whole plant SDRMC with a high fidelity 
performance simulation code. For a complex combined cycle system having multiple 
pressure levels and HRSG trains, the number of variables, including the measurement 
data to be reconciled and the performance factors to be estimated, is usually 
overwhelmingly large, which suggests the need for evaluating high-dimensional Jacobian 
and Hessian matrixes in the NLP least squares minimization scheme. On the other hand, 
as the whole system is modeled with interconnected subsystems- gas turbine, HRSG, and 
steam turbine, each of which has the capability of performance simulation (size and 
geometry oriented), it usually takes significant time for model convergence. The 
combination of a high-dimensional design space for independent variables and the time-
consuming system simulation can cause extremely high computational expense. In 
addition, if the gross error detection technique such as hypotheses testing with serial 
compensation strategy is to be employed, using the high fidelity performance simulation 
code for the whole combined cycle system can lead to tremendous time consumption in 
model evaluation.  
 Two strategies are proposed in this study for the combined cycle whole plant data 
reconciliation and model calibration. The first strategy is system decomposition where 
the whole combined cycle system is decomposed into major subsystems, for each of 




variables. The second is process decomposition- decomposing the once-through SDRMC 
process into two serial steps – data reconciliation followed by model calibration.  
7.4. SDRMC for Combined Cycle System Using System Decomposition 
 When applying system decomposition to a combined cycle system, the SDRMC 
with smaller dimensionality is carried out locally for each decomposed heat balance 
model. Each of these models represents one of the major subsystems in the combined 
cycle. In this framework, the SDRMC is performed locally for each subsystem (i.e. gas 
turbine, HRSG, or steam turbine). These modules with local SDRMC are then linked 
together with iterations on pressure and mass balances.  
7.4.1. Subsystem Interactions in Combined Cycle  
 In a combined cycle power plant, the gas turbine provides the HRSG with hot 
exhaust gas to generate steam at different pressure levels, and the steam turbine is then 
driven by these high-pressure steam sources from the HRSG to produce power. The gas 
and steam flows inside the HRSG are flowing in a subsonic regime where disturbances 
propagate to upstream. Therefore nature forces pressure balances in both steam side and 
gas path. In the gas path, in order to achieve the ambient pressure at the stack while there 
is a pressure drop across the HRSG due to turbulence, friction, and heat transfer, nature 
forces a higher pressure at the gas turbine exhaust, which causes a power loss in the gas 
turbine. The steam turbine, which is usually operated in a sliding pressure mode in a 
combined cycle system, produces a pressure signal, based on the amount of steam going 
through the throttle valve.  This signal is passed upstream to the HRSG steam ports, and 
this will determine the HRSG drum pressure levels. Nature forced pressure balances on 
both the top cycle  (the gas turbine) and the bottom cycle (the HRSG and steam turbine) 




exhaust pressure degrades the gas turbine performance while higher drum pressures cause 
lower steam productions in the HRSG.  
7.4.2. System Decomposition for Combined Cycle 
 Thus, to carry out a SDRMC locally for each decomposed heat balance model 
while a whole combined cycle system is being considered, nature forced features must be 
taken into account during data reconciliation. The advantage of a whole plant model 
where all major parts are connected together is that the mass and pressure balances are 
achieved automatically through the internal solver of the model itself. The use of a whole 
plant model is suitable for the case when degradation estimations are not required and 
only data reconciliation is pursued. In this situation knowledge about the current plant 
degradation status is known or a new and clean status is assumed. However, in this 
proposed method, the whole combined cycle system is decomposed into three major parts 
– gas turbine, HRSG, and steam turbine, and three heat balance models are built 
separately for each. The SDRMC process is carried out locally for each of these models, 
and an outside loop driver that utilizes fast point iteration (FPI) makes connections 
between these SDRMC modules and iterates on the pressure and mass balances among 
these models. Through the FPI driver, the deviations between guessed and reconciled 
pressures and mass flow rates reduce, and the iteration continues until a specified 
tolerance is reached. Each SDRMC module, which contains a local optimizer and a 
decomposed heat balance model, generates reconciled values of pressures and mass flow 
rates that may not match the initial guessed values, which have been used as inputs for 
other modules. Thus, a system level optimizer or convergence driver is needed to iterate 
on these pressure and mass differentiations. A local SDRMC module can be shown in 
Fig. 7-3, and the integration of these modules by a system level convergence driver is 




































































7.4.3. Implementation of System Decomposition to Combined Cycle 
SDRDE Using a Decomposed Combined Cycle Model 
 In this study, three decomposed heat balance models including the gas turbine, 
HRSG, and steam turbine are used to perform simultaneous data reconciliation and 
degradation estimations (SDRDE). The main advantage of this method is the significant 
reduction in number of system level variables. The reduced size of the SDRDE problem 
at the local module level makes the optimization process more robust and efficient. While 
each local optimizer carries out its SDRDE, the system level optimizer or convergence 
driver performs iterations on the pressure and mass balances. The entire process is very 
similar to a multidisciplinary optimization (MDO) problem, and can be described in 
detail as follows. 
Initial Values  
 A local gas turbine module needs the HRSG pressure drop as an input to carry out 
SDRDE. A reasonable initial value of the HRSG pressure drop can be obtained by 
substituting the averaged values of gas turbine exhaust flow and temperature from two 
methods of gas turbine heat balance analysis into the new & clean HRSG model. The 
initial value of the HRSG pressure drop can then be obtained by running the new & clean 
HRSG model. On the other hand, the HRSG module needs drum pressures at different 
sections as inputs to carry out the SDRDE. The initial values of drum pressures can be 
estimated by performing data reconciliation on measurements of drum pressures and 
temperatures. Usually, measurements of drum pressures are very accurate and can be 
utilized directly without a reconciliation process in advance. After setting up the initial 





Local SDRDE Module 
 In the gas turbine SDRDE module, the HRSG pressure drop is taken as an input 
and the local optimizer manipulates the values of major gas turbine heat balance model 
inputs to minimize the value of the M-estimator. The reconciled gas turbine exhaust flow 
and exhaust temperature along with values of drum pressures from the system level are 
then taken into the HRSG SDRDE module as inputs. The HRSG local optimizer then 
carries out SDRDE by varying HRSG heat transfer correction factors to minimize the 
value of the M-estimator. After the optimization process is completed, the model-
calculated HRSG pressure drop is fed back to the system module and compared with the 
initial value of the HRSG pressure drop. At the same time, the reconciled values of steam 
flows and temperatures are fed into the steam turbine module. Also, the reconciled values 
of steam pressures at superheater outlets are also fed back into the system module. In the 
steam turbine module, the local optimizer takes the reconciled values of steam conditions 
from the HRSG as inputs and performs the SDRDE by varying the design point steam 
turbine stage group efficiencies to minimize the value of the M-estimator. The reconciled 
values of superheater outlet steam pressures from the steam turbine SDRDE module are 
then fed back to the system module and compared with those reconciled values from the 
HRSG module. 
System Level Convergence Driver 
 After each local module completes its own SDRDE, the system module receives 
the feedbacks from the local modules. These feedbacks include the HRSG pressure drop 
reconciled in the HRSG module, reconciled superheater outlet steam pressures from the 
HRSG module, and those obtained in the steam turbine module. The task of the system 
optimizer is to minimize the difference between the guessed and reconciled HRSG 
pressure drop, and minimize the difference of superheater outlet steam pressures 




this study, a fast point iteration (FPI) method is chosen to carry out the iteration by 
updating the guessed values of HRSG pressure drop and drum pressures. 
The combined cycle SDRDE using decomposed models is implemented by using Model 
Center 4.0 for the linkages among three major SDRDE modules. A generic two-pressure 
combined cycle system with a single train is used for the implementation. Figure 7-5 







































The mass and pressure balancing among each SDRDE module is taken into account by 
using the fast point iteration (FPI) as the system level driver. Figure 7-6 shows the 














































7.5. SDRMC for Combined Cycle System Using Process Decomposition 
 Process decomposition is implemented to simultaneous data reconciliation and 
model calibration (SDRMC) for a tree-pressure-reheat combined cycle system that 
contains multiple trains. As recommended in previous section, a hybrid scheme is 
utilized, where the SDRMC is applied to gas turbines whereas the model calibration for 
bottoming cycle is decoupled from the simultaneous scheme. In this hybrid scheme a gas 
turbine performance simulator is used for gas turbine model calibration and data 
reconciliation, whereas the heat and mass balances for bottoming cycle i.e. HRSG and 
steam turbine is utilized for bottoming cycle data reconciliation. Model calibration for the 
bottoming cycle is performed after completing the hybrid SDRMC.   
7.5.1. Gas Turbine   
 Gas turbine modeling is carried out by GTP TM, a gas turbine performance 
simulation tool developed by GE. When running the gas turbine simulation code in its 
prediction mode, the gas turbine performance is dependent on the performance 
multipliers, firing temperature, and the ambient conditions. In this application, it is 
assumed the measurement data of ambient conditions and the operational parameters 
such as inlet pressure loss, exit pressure loss, and IGV angle are not included in the 
reconciliation process, and, therefore, are treated as constants. Based on this assumption, 
the gas turbine characteristic performance parameters – power, fuel flow, compressor 
discharge pressure, compressor discharge temperature, compressor airflow, and turbine 
exhaust temperature, are functions of performance multipliers and firing temperature, 
which are indicators of current machine degradation status. One can refer section 6-5 for 
more detail description. Measurement data of these characteristic performance parameters 
are to be reconciled while, at the same time, the performance multipliers are to be 
calibrated in the SDRMC scheme for gas turbine. Table 7-1 lists the measurement data 













Figure 7-7 shows the screenshot of the gas turbine module in the developed tool which 
performs SDRMC for gas turbines while providing only data reconciliation to the 
bottoming cycle (hybrid process decomposition) for a typical combined cycle system. 
Variables listed in the column “Optimal Values” are the calibration parameters to be 
optimized for obtaining the minimized least squares of the whole system. The least 
squares of the gas turbine (not including other gas turbines and bottoming cycle 













Figure 7-7: Gas turbine SDRMC module 
7.5.2. Bottoming Cycle   
 The bottoming cycle contains HRSGs and a steam turbine. In this hybrid scheme, 
these bottoming cycle components are represented by their heat and mass balances. 
Unlike the performance simulator such as GateCycleTM, the heat-and-mass-balance type 
model does not have the capability of performance prediction based on the operational 
conditions and degradation status. Instead, the model takes part of the data as inputs and 
calculates the others by closing the heat and mass balances. The major advantage of using 
Measured Data to be Reconciled Calibration Parameters
Power Compressor Efficiency DMM
Fuel Flow Compressor Flow DMM
Compressor Discharge Pressure Combustor Efficiency DMM
Compressor Discharge Temperature Turbine Stage 1 Nozzle Area DMM
Compressor Air Flow Turbine Efficiency DMM





heat-and-mass-balance type model is its rapid execution. But since it only provides a 
measure of reconciling the data, model calibration need s to be carried out thereafter. In 
this application, the closure of heat and mass balances is done in the following way:   
1. The high- pressure superheater steam flow and reheat steam flow are calculated 
by closure of the mass balance. 
2. The HRSG stack temperature is calculated by closing the HRSG energy balance. 
3. The exit enthalpy of low-pressure steam turbine section is calculated based on the 
energy balances of the steam turbine and condenser.  
The screenshot of the HRSG module in the developed tool for combined cycle data 
reconciliation and model calibration is given in Fig. 8-8. Since, the high- pressure 
superheater steam flow, reheat steam flow, and stack temperature are calculated, these 
variables are dependent on the heat & mass balance input variables, optimized by the 
system level solver in order to minimize the overall least squares. The HRSG module is 
fed with the gas turbine exhaust conditions by the gas turbine module. Figure 7-9 shows 




















































































 In the steam turbine module, the steam flows across each turbine section are 
calculated based on mass balances of the reconciled steam flows from the HRSG 
modules. The calculated flows are compared to the corresponding measured values, from 
which the least squares can be obtained. The enthalpy of the saturated steam at the 
exhaust of low-pressure steam turbine section is calculated based on the combined heat 
and mass balances of steam turbine and condenser. Therefore, the cooling water flow 
becomes one of the independent variables in the system level.  
 In this application, the steam pressures and temperatures of each turbine section at 
both inlet and outlet port are treated as independent variables being optimized by the 
system level optimizer. However, one can exclude these variables from the independent 
variables by introducing presumed pressure drops and enthalpy changes across the 
pipelines from the HRSG exit to the steam turbine admission ports. By doing so, one can 
estimate the steam properties (pressures and temperatures) based on the HRSG steam 
properties and the specified pressure drops and enthalpy changes. These estimated values 
along with their corresponding measured data are then used to obtain the least squares. 
 The screenshot of the steam turbine module in the developed tool for combined 
cycle data reconciliation and model calibration is given in Fig. 7-10. Figure 7-11 shows 
the combined heat and mass balance of the steam turbine and condenser used in this 
developed tool. In this developed tool the isentropic efficiency of each section is also 
calculated according to the reconciled steam properties. These calculated sectional 
efficiencies can be included as the problem constraints i.e. the sectional efficiency cannot 














































































Use condensor heat balance to estimate LP steam 
quality
Use LP steam quality to estimate ST power
Use measured ST power and measured cooling 






7.5.3. Implementation of the Hybrid Process Decomposition to Combined Cycle 
Data Reconciliation and Model Calibration 
 When performing the hybrid process decomposition for combined cycle data 
reconciliation and model calibration, the simulated gas turbine exhaust flow and 
temperature are fed into the HRSG modules, while the calculated steam flows and 
properties from HRSG heat & mass balances are populated to the steam turbine module 
where the steam turbine power is calculated. During the process of data reconciliation 
and model calibration, the system optimizer searches the optimum solutions for the 
independent variables identified in all modules from the combined cycle system to 
minimize the overall least squares objective function. The independent variables in the 
gas turbine module are the performance multipliers and firing temperature. For the 
bottoming cycle, the independent variables are those used to close the heat and mass 
balances. A list of all independent variables manipulated by the system solver is given in 
table 7-2.  
Table 7-2: System level independent variables 
 Gas Turbine HRSG Steam Turbine
Compressor Efficiency (DMM) IPSH Steam Flow Cooling Water In/Out - Flow
Compressor Flow (DMM) LPSH Steam Flow HP ST Throttle Pressure
Combustor Efficiency (DMM) Hot Reheat Spray Flow HP ST Throttle Temp
Turbine Efficiency (DMM) Total Feed Water Flow HP ST Outlet Pressure
Turbine CQ (DMM) Cold Reheat Steam Flow HP ST Outlet Temp
Tfire Data GT 1  HPSH Exit Steam Pressure IP ST Admission Pressure
HPSH Exit Steam Temperature IP ST Admission Temp
IPSH Exit Steam Pressure IP ST Outlet Pressure
IPSH Exit Steam Temperature IP ST Outlet Temp
LPSH Exit Steam Pressure LP ST Admission Pressure
LPSH Exit Steam Temperature LP ST Admission Temp
Cold Reheat Inlet Steam Pressure
Cold Reheat Inlet Steam Temperature
Hot Reheat Exit Steam Pressure
Hot Reheat Exit Steam Temperature
Feed Water Inlet Pressure
Feed Water Inlet Temperature
Fuel Heating Hot Side Water Flow
Fuel Heating Hot Side Water Pressure




 The value of overall least squares objective function is obtained by the summation 
of all least squares terms from different modules. The maximum-likelihood based data 






where XGT and LSQGT represent the set of independent variables and the least squares 
function in the gas turbine module; XHRSG and LSQHRSG represent for the HRSG; XST and 
LSQST for the steam turbine. Some constrains such as the steam turbine isentropic 
efficiencies and the HRSG heat utilization factors can be added to the minimization 
problem to insure the results make physical sense. 
 The occurrence of gross errors is indicated by the value of the overall least 
squares objective function. The threshold value for the indicator is based on the overall 
system degree of freedom, defined as: 
number of total least squares terms – number of total independent variables 
If the indicator manifests the occurrence of gross errors, one should carry out the serial 
elimination strategy for gross error detection. For a complex system, the serial 
elimination often costs large computation time. One can choose to use the robust M-
estimator for gross error detection, especially when the measurement redundancy is 
sufficient. The developed tool provides the options of different M-estimator including the 
least squares to choose. Figure 7-12 shows the data streams in the decomposed combined 
cycle data reconciliation and model calibration. The screenshot of the developed tool for 



































Figure 7-12: Data streams in decomposed combined cycle data reconciliation and model calibration
Mass Mass Energy Energy
DMM's Balance 1 Balance 2 Balance Balance 
Tfire Input Input Input Input
GTEX T Steam Pressure



















































 Modeling and simulation (M&S) for the after-market power system faces the 
major challenge of estimating the system degradation based on the data that are subject to 
measurement errors. Performance engineers often have to rely on data from the on-site 
monitoring system. These data have larger uncertainties and more biases than the 
precision test, which has been used to carry out model calibration and performance 
simulation. Currently, the majority in the power generation industry utilizes the 
deterministic data matching method to calibrate the model and to estimate system 
degradation. This causes significant calibration uncertainties and, therefore, increases the 
risk of issuing performance guarantees due to the lack of a suppression mechanism for 
error propagation.  
 In this research work it has been shown that by using the probabilistic data 
reconciliation method to calibrate the model, one can reduce the calibration uncertainty 
and mitigate error propagation to performance simulation (Section 6.3). An M&S 
environment where one can carry out model calibration and data reconciliation for a 
complex power system with degradation has been developed. In this environment the 
performance engineer can import multiple data sets to improve the calibration quality 
when carrying out simultaneous data reconciliation and model calibration (SDRMC). 
System degradation is then quantified by a performance comparison between the 
calibrated model and its expected new and clean (N&C) status. 
 Examination of the difficulties in M&S for the after-market power systems and 
the awareness of a need for a probabilistic calibration methodology give rise to the 




Research Question 1: How can the performance engineer estimate system degradation 
based on the measurement data that are subject to errors? 
In response to this motivating question, an M&S environment where one can carry out 
SDRMC based on multiple measurement data sets has been developed. This M&S 
environment was demonstrated through an EXCEL-based tool implemented to data 
reconciliation problems for a simple cycle gas turbine power plant and for a combined 
cycle power plant. In this environment, calibration uncertainties are estimated via the 
error analysis module, a programmed functionality based on the error propagation 
principle discussed in Section 4.5. The calibration uncertainties are then populated to the 
uncertainties in performance simulation by using the error propagation principle, which is 
carried out either by the random sampling technique, such as Monte Carlo simulation, or 
by the Variance-Covariance method discussed in Chapter 4. Demonstrations of both of 
these processes are shown in Section 6.2.4. 
 Once completing model calibration, one can obtain the corrected performance by 
executing the calibrated model at a reference condition. By comparing with the expected 
N&C performance, the system degradation, which is defined as the performance downfall 
from its N&C status, can be quantified. Since the calibrated model is run as a 
performance simulator, one can examine the individual contribution to the overall system 
degradation from each subsystem component. This is done by replacing the degraded 
component with its N&C performance correction factor, from which the degradation 
cascades are illustrated. Therefore, the first hypothesis given in Chapter 2 and repeated 
below can be verified.    
Hypothesis 1: By performing data reconciliation and model calibration simultaneously, 
i.e., simultaneous data reconciliation and model calibration (SDRMC), one can estimate 
system degradation based on the error-free data, i.e., the reconciled data, while the 




 In the SDRMC scheme, all measurement data are subject to rectifications. The 
magnitudes and signs are determined by the optimizer based on their measurement 
uncertainties and the sensitivities of system responses. The subjective decision making on 
what data to match and what to ignore can be avoided in this probabilistic calibration 
methodology. Instead, the model is calibrated through data reconciliation based on the 
maximum likelihood principle where all measurement data are taken into account 
(Section 4.3). Calibration uncertainty is reduced when using maximum-likelihood based 
data reconciliation as compared to the deterministic data matching method. The reduction 
of estimate uncertainties from the deterministic data reduction method to SDRMC is 
shown in Section 6.2~6.4. If more data sets are imported to the simultaneous scheme, the 
calibration uncertainty can be further reduced. This confirms a fact of regression statistics 
that increasing system degree of freedom in the regression problem by introducing more 
data sets makes the regressed model more robust in reducing errors in measurements. 
 The maximum-likelihood based data reconciliation and model calibration is 
discussed in-depth in Chapter 4. Additionally, two types of data reconciliation are 
suggested, i.e., heat-and-mass-balance based data reconciliation and performance-
simulation based data reconciliation. When applying the heat-and-mass-balance type 
reconciliation, it is suggested to transform the conventional constrained optimization 
problem to the unconstrained problem solving by deciding the direction of balance 
closure in advance. The direction of balance closure can be determined by the 
measurement uncertainties in such a way that the uncertainties of calculated parameters 
in the balancing equations are the least among the options of balancing closure (Section 
6.2.2). For the performance-simulation type data reconciliation, on the other hand, it 
already fits to the NLP (nonlinear programming) scheme where data reconciliation and 
model calibration are carried out simultaneously. 




Hypothesis 2: If one carries out SDRMC instead of utilizing data reduction for model 
calibration, the calibration uncertainties and, therefore, the uncertainties of performance 
simulation can be reduced. 
This hypothesis is also used to answer the second research question, repeated below: 
Research Question 2: What is the major benefit that the performance engineer can get 
by using SDRMC instead of a deterministic data reduction method which needs less 
computation time? 
 The maximum-likelihood based data reconciliation and model calibration is 
essentially a nonlinear optimization problem, in which the optimizer performance has a 
direct impact on the results. At the end of Chapter 4, an optimization scheme based on the 
Levenberg-Marquardt (LM) algorithm is suggested (Section 4.4). This algorithm has 
been programmed into the M&S tool, which has been developed to solve the least 
squares based data reconciliation problem. The Levenberg-Marquardt (LM) algorithm is 
a nonlinear optimization technique most suitable for solving the type of objective 
function expressed as the sum of squares of a nonlinear function. Performing as a 
combination of steepest descent and Gauss-Newton expansion methods, the LM 
algorithm significantly outperforms gradient descent and conjugate gradient methods in a 
wide range of problems. Because the Levenberg Marquardt algorithm combines the two 
methods of analytical expansion and gradient search, it works efficiently in the path 
toward the valley of the objective function just like the gradient search, and it converges 
rapidly like the expansion method when the true solution is nearby. This feature is 
especially powerful in applying hypotheses testing for gross error detections when using 
the least squares based data reconciliation and model calibration.      
 In SDRMC, “smearing effects” occur during the reconciliation process when the 
least square is used as the objective function and there are gross errors in measurement 




measurement adjustments over the ranges of presumed measurement uncertainties, which 
violates the assumption that only random errors are allowed. This leads to the third 
research question: 
Research Question 3: How can one perform SDRMC properly when the measurement 
data are subject to gross errors? 
 In this research work, the gross error detection techniques are applied to the 
simultaneous scheme for data reconciliation and model calibration in the M&S 
environment. The gross error detection (GED) scheme is carried out in two stages. The 
first stage is a screening stage, in which serious gross errors, i.e., gross errors with large 
magnitudes, are eliminated in advance. The GED techniques used in the screening stage 
are based on multivariate data analysis (MDA), including multivariate data visualization 
and principal component analysis (PCA). The multivariate data visualization (Section 
5.4.1) provides the visual environment for the user to identify and remove the 
measurement data with serious biases from the data reconciliation process. These 
measurement data with biases present themselves as outliers in the scatter plot matrix. A 
scatter plot illustrates the population for possible outcomes of correlated system 
responses generated by the random sampling technique such as a Monte Carlo 
simulation. 
 The principal component analysis (Section 5.4.2) is the type of multivariate data 
analysis that provides test statistics for one to justify the occurrence of gross errors. One 
of the major properties of PCA is being able to break down the contribution of different 
errors, and this makes PCA an effective tool in identifying serious gross errors from 
multi-dimensional data sets. Also, PCA is an efficient way of identifying patterns in data 
sets and expressing the data in a way as to highlight their similarities and differences. 
Like multivariate data visualization, PCA relies on the correlated system responses 
generated by the random sampling technique, which is based on the presumed ranges of 




is often based on the historical data or engineering judgment, which itself is sometimes 
subjective. Therefore, the GED techniques that rely on MDA are suitable for detecting 
large gross errors since justification of subtle gross errors is sensitive to the ranges of 
model parameters. The implementation of the MDA techniques is shown in Section 
6.3~6.4.   
 At the second stage of GED dealing with subtle gross errors, two GED techniques 
are provided in the developed modeling & simulation environment - serial bias 
compensation and robust M-estimator. In the serial bias compensation scheme (Section 
5.6), hypothesis testing is carried out iteratively for the gross error model that is updated 
with one gross error at each round. At each round of hypotheses testing, the gross error 
model with the highest testing score goes to the next round of hypotheses testing with one 
gross error added for all possible scenarios. The process continues until no more gross 
errors can be added to obtain a better testing score. Each hypothesis testing requires a 
complete execution of least-square based data reconciliation with extra variables of bias 
magnitudes added. The optimization process is carried out through the Levenberg 
Marquardt algorithm, whose performance is superior than any of the other algorithms 
considered in this research work for the hypotheses testing for gross errors. 
 For GED based on the robust M-estimator (Section 5.5), the gross error effects are 
suppressed by the likelihood function itself. Due to the robustness of the objective 
function, the solver updates solutions in the way toward the healthy data while making 
very little adjustments to the data with gross errors. Therefore, unlike serial bias 
compensation, the robust M-estimator does not require a sequential scheme, but instead a 
single execution of data reconciliation is required to detect all hidden gross errors. 
Sufficient measurement redundancy and healthy data are, however, required by the robust 
M-estimator to obtain the results which are less sensitive to the initial points. 
 The two-staged GED scheme was implemented to the simple cycle gas turbine 




that the simulated gross errors can be identified and isolated, by which data reconciliation 
and model calibration can be carried out with least amount of smearing effects. The 
mitigation of smearing effects is shown in Fig. 6-46~6-48 for the case study of multiple 
gross errors in the gas turbine measurements. The robust M-estimator technique is also 
implemented to the combined cycle system, which is discussed in Chapter 7.  
 These verification experiments were conducted to demonstrate the third 
hypothesis repeated below:    
Hypothesis 3: The occurrence of gross errors can be tested. Once it is confirmed, one 
can apply gross error detection techniques to mitigate the smearing effects and identify 
locations and magnitude of gross errors while performing SDRMC.   
 For a complex system, running the model usually takes significant time, 
especially in the case where the performance simulator is utilized. Additionally, when 
implementing the GED technique based on hypotheses testing, such as the serial bias 
compensation, a large amount of model runs are required during data reconciliation. A 
combination of the high fidelity performance simulation code and the hypotheses-testing 
based GED scheme could, therefore, lead to tremendous computation costs for a complex 
system. This leads to the fourth research question: 
Research Question 4: How can one reduce the computation time in SDRMC for a 
complex system? 
 Meta-modeling, due to its rapid execution, can be used to replace the high fidelity 
simulation code to save the model running time. In this research work, meta-modeling 
using the response surface equation (RSE) technique is applied to the combined cycle 
subsystems – gas turbine and HRSG. In the developed modeling and simulation tool, the 
performance engineer can use the design of experiment (DOE) or the Monte Carlo 
simulation to generate the experiment cases by running the high fidelity performance 
simulator. The functionality of creating response surface equations based on the 




demonstration of the functionality is shown in Chapter 6 for the gas turbine application. It 
is shown that by applying meta-models to model calibration and gross error detection the 
computation time for a complex system is reduced significantly in the simultaneous 
scheme of data reconciliation. Therefore, the fourth hypothesis, repeated below, can be 
verified by the verification experiments conducted in this research work.       
Hypothesis 4: For a complex system, one can incorporate the meta-modeling for the 
whole system or its components in the simultaneous scheme of data reconciliation and 
model calibration.   
8.1. Contributions 
 The formulation and development of the modeling and simulation environment 
where the performance engineer can carry out simultaneous data reconciliation and 
model calibration (SDRMC) for a complex thermodynamic system is the primary 
contribution of this research. Several secondary contributions, which form the 
foundations of this developed environment, are also summarized below. 
 A unique methodology that integrates the gross error detection scheme into the 
simultaneous data reconciliation and model calibration has been developed, programmed, 
and embedded into the developed environment as functional codes. In this environment, 
it is allowed to select different gross error detection techniques, i.e., serial bias 
compensation and several robust M-estimators, to engage with the simultaneous scheme 
for data reconciliation and model calibration. The need for GED techniques depends on 
the test statistics, i.e., the least squares obtained from the first run of SDRMC. In this 
adaptive environment, it provides the test statistics as an indicator for the performance 
engineer to decide the engagement of the GED scheme.   
 This developed M&S environment also provides the functionality of two 
multivariate data analysis (MDA) methods – multivariate data visualization and principal 




gross errors, by which one can visualize the biased measurements through the pair-wise 
scatter plot matrix or the bar charts from the PCA. The implementation of multivariate 
data visualization and principal component analysis to the gross error detections is a new 
and novel approach in the power generation engineering.     
 The Levenberg Marquardt algorithm has been programmed and embedded into 
this M&S environment. The algorithm was tailored to fit the combined GED and 
SDRMC problem solving, making the implementation of the LM algorithm to the 
integrated GED and SDRMC problem unique. The LM algorithm, with modifications, 
has also been applied to create the response surface equations (RSE) to build the meta-
models in the developed tool. At the user interface in this M&S environment, the 
performance engineer can create the experimental cases for the high fidelity simulation 
tool by running a Monte Carlo simulation. These randomly generated experimental cases 
are then used for fitting the response surface equations. Once the meta-model is built, it is 
allowed to switch between the meta-model and the original performance simulation code 
such that the performance engineer can decide whether or not to engage the meta-model. 
The way the M&S environment is designed and built makes it an adaptive and pragmatic 
tool for the performance engineer to create meta-models, carry out SDRMC, and engage 
the two-staged GED scheme for a complex thermodynamic system. The use of 
Levenberg Marquardt algorithm in both integrated SDRMC & GED and RSE regression 
is also a novel application.   
 Finally, the system decomposition and process decomposition are implemented to 
a complex combined cycle system. The architecture of system decomposition has been 
developed via using ModeCenterTM for a generic combined cycle system. The hybrid 
process decomposition has also been implemented to the combined cycle SDRMC and 
GED, in which the robust M-estimator is utilized. The implementation is completed 
through the developed EXCEL based tool, which is now used and tested in the combined 




8.2. Future Work 
 The M&S environment developed in this research work for data reconciliation 
and model calibration still has room for improving and expanding its functionalities. 
Recommendations on future works for extending this research task are given below. 
• Incorporate a trade-off study on calibration uncertainty and computation budget 
 Measurement redundancy has a crucial impact on the results of data reconciliation 
and model calibration. Introducing more redundancy can improve the calibration quality, 
i.e., reduce calibration uncertainty, but it can also increase the computation time during 
the reconciliation process. The demonstrated methodology currently allows unlimited 
data sets to be imported. It can be expanded, however, by incorporating a trade-off 
analysis on the balance between calibration quality and computation time.  
• Optimize the sensor network 
 In the maximum-likelihood based data reconciliation, measurement uncertainties 
and system sensitivities to the reconciled variables have direct impacts on the solutions. 
There is a need for a trade-off study to manage the instrument budget based on the system 
sensitivities. For instance, the precision of an instrument should be increased if the 
derivative of the likelihood function with respect to the measured variable is a large 
number. The sensor network should also be arranged properly so that measurement 
redundancy is sufficient. Therefore, the arrangement of sensor network can also be 
optimized.   
• Incorporate analytical derivatives to reduce computation time 
 When the response surface equations are utilized in the SDRMC scheme, the 
analytical derivatives are available. These analytical derivatives can be used to construct 
the Jacobian and Hessian matrix in advance such that the finite differences are not 
needed. This can save significant time in the reconciliation process, in which the Jacobian 




• Incorporate the Bayesian approach to enhance the power of GED 
 The major challenge in GED is how to improve the power and selectivity of the 
test without increasing the frequency of Type I error. By incorporating historical 
information on measuring instruments, such as the frequency of past failures on sensors, 
one can enhance the power and selectivity of GED. The information of past data can be 
taken into account by using Bayesian theorem in statistics [91]. A GED algorithm based 
on the Bayesian approach for steady state processes has been developed by Tamhane et 
al. [92,93]. However, it hasn’t been applied to the combined cycle applications. The 
Bayesian approach is not a one-time application, but rather a sequential procedure that 
collects and updates historical data over time [94]. The sequential approach raises the 
following questions: 
- How often are the measuring instruments inspected and identified with gross 
errors? 
- How soon are the failed sensors repaired and how good are they after being 
repaired? 
- Should the aging of instruments be taken into account? 
These issues make the Bayesian algorithm a challenging task. In addition, results 
obtained from the Bayesian approach highly depends on the prior estimates. The 
dependence of prior probability can be reduced by increasing the weight of current data. 
More works are required to make the Bayesian approach competitive with other GED 
techniques. The sequential Bayesian algorithm is similar to the proposed serial bias 
compensation method, but takes more computational time. It is therefore suitable for the 








APPENDIX A  
THERMO SYSTEM DATA RECONCILIATION AND MODEL 
 CALIBRATION ENVIRONMENT 
GUI DEMONSTRATION 
 
A.1. Module Function 
Executable Process Map (Fig. A-1) 
Each functional module is embedded to the process map, which the user can flow to carry 
out the simultaneous data reconciliation and model calibration (SDRMC) 
• Monte Carlo Simulation 
Perform Monte Carlo simulation based on user defined parameter distributions to explore 
the degradation space of the thermo system, from which one can create the response 
surface equation and perform multivariate data analysis. 
• Response Surface Equation 
Perform the multidimensional regression by the Levenberg Marquardt algorithm to create 
response surface equations. 
• Multivariate Visualization (Fig. A-2) 
Provide the pair-wise scatter plot matrix to identify the outliers. This function is utilized 




• PCA (Fig. A-3) 
Perform principal component analysis (PCA) to obtain and visualize the test statistics for 
gross errors. 
• Mode Slection 
Two radio buttons allowing the user to switch between the high fidelity model and the 
metamodel of response surface equation (RSE) 
• Robust M-estimator 
A drop-down list with different types of robust M-estimators including the least squares 
objective function. Usually, the first execution is carried out on the least squares. Then, 
either one of the robust M-estimators or the hypothesis testing technique is selected by 
the user to carry out the gross error detection. 
• Hypothesis testing [Stepwise] 
Perform the serial bias compensation for gross error detection. This function must be run 
with the selection of least squares objective function from the drop-down list.  
• Hypothesis testing [All Bias Model] 
Perform the hypothesis testing for all possible gross error models based on the number of 
gross errors presumed by the user. This function must also be run with the selection of 
least squares objective function from the drop-down list. 
A.2. Plotting Area 
Three major plots are provided in this integrated environment: 
• Status Watch 




• Bias Watch 
A bar chart showing the gross errors of measurement data 
• Calibration Uncertainty (Fig. A-4) 
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