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We consider the sine-Gordon model on a half-line, with an additional potential term





) at the boundary. We compute the classical time delay for
general values of M ,  and '
0
using  -function methods and show that in the classical
limit, the method of images still works, despite the non-linearity of the problem. We also
perform a semi-classical analysis, and nd agreement with the exact quantum S-matrix





There are a wealth of applications of 1+1-dimensional quantum eld theories dened
upon the half-line. Such theories generically have some potential term at the boundary, and
are thus often referred to as \boundary eld theories." Amongst other things, they have
been used to describe dissipative quantum mechanics [1], Kondo eects [2], and quantum



















dx + M cos

2
('(x = 0)  '
0
) : (1:1)
The massless limit for 
2
= 8 was considered in [5], and for generic values of 
2
in [6].
The quantum version of the sine-Gordon model was considered by Ghoshal and
Zamolodchikov [7], who conjectured its integrability and an exact S-matrix. Our purpose
here is to discuss these two aspects in the classical and semi-classical limits, generalizing
the well known bulk analysis [8,3,9] to the boundary problem (1.1).
We establish the classical integrability in the next section by using the bulk sine-
Gordon theory and the method of images. Although such a method might not be expected
to work, a priori, due to the non-linearity, it turns out that the boundary condition in-
herited from (1.1) can be realized, for the boundary reection of a single soliton, by using
a three soliton solution of the bulk problem. We compute the classical time delay for the
most general values of the parametersM and 
0
. The semi-classical analysis is performed
in the third section of this paper. We nd agreement with the  ! 0 limit of the results
in [7].
2. The classical solutions
For a conformal eld theory, or for any linear partial dierential equation, the simplest
method of dealing with a boundary is to use some version of the method of images [10].
One of the purposes of this section is to describe how this technique can also be applied
to the classical sine-Gordon equation on the semi-innite interval. Indeed, we will show
that this method replicates the soliton scattering from a boundary with the most general
boundary conditions consistent with integrability [7].
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2.1. The  -functions
After appropriate rescaling of the eld and the coupling constant we have, for the





=   sin() : (2:1)
where '  . On the interval [0;1) it was argued in [7] that the most general boundary

















for some constants M and 
0
, corresponding to the boundary term in (1.1).
On the innite interval, ( 1;1), the classical multi-soliton solution to the sine-
Gordon equation is well known [11]. It is usually expressed as:
















































































have the following interpretations. The velocity of the j
th

















is positive for a left-moving soliton.) The a
j
represent the initial positions
of each of the solitons, and 
j
= +1 if the j
th
soliton is a kink, while 
j
=  1 if it is an
anti-kink. The rapidity, , of the soliton is dened by k = e

, and we have normalized the
soliton masses to unity (in further discussion, the words \soliton" and \kink" will be used
synonymously).







= 0. One exploits the symmetry of (2.1) under  !   and x !  x, and
simply takes a two soliton solution on ( 1;1) where one soliton is a mirror image of
2
the other through x = 0 [12]. If one does this with a double-kink solution then it saties
the foregoing Dirichlet condition, while the kink-anti-kink solution satises the Neumann
condition. It is also not hard to guess how one can go beyond this solution: For M =1,




. The only way that this can be
obtained from a multi-soliton solution on ( 1;1) is to put a third, stationary soliton at
the origin.




= 1=k and k
3
= 1.
That is, we consider:





































































; b = a
3
: (2:7)
The function F (t) is dened by:




















This solution has  = 0 at x =1, and for k > 1 it describes a left-moving soliton moving
from x = 1 with a right-moving \image" starting at x =  1. There is a stationary
soliton with center located at x =  b. Viewing this as scattering o a boundary at x = 0
one can easily see that a is the phase delay of the returned soliton. To make this more
explicit, observe that  has the following asymptotic behaviour:











































The problem now is to rst show that the  -function given by (2.6) provides a solution to
the boundary value problem on [0;1) dened by (2.1) and (2.2). Our second purpose is
to relate the parameters a and b of (2.6) to the parameters M and 
0
of (2.2), thereby




2.2. The classical phase-delay




































One can solve this by brute force substitution for the real and imaginary parts of  , but it






























One then nds that (2.10) can be satised if and only if one has  = , which indeed turns





























































































It is algebraically very tedious to invert this relationship. One proceeds by eliminating
e
 b









)  2 cosh() cos() ;





)  2 sinh() sin() ;
(2:14)
where 0   < 1 and   <   . (In the (; )-plane the curves of constant  are







































There are several things to note about this formula.
(i) The ambiguity of the 1 power comes from solving a quadratic equation, and is a
direct reection of the fact that (2.2) is not invariant under ! +2 (whereas (2.1)
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must be chosen to arrange this. Hence:
 = +1 for    <  <   =  1 for jj >  : (2:16)
This means that a kink reects into kink for   <  < , and reects into an anti-
kink for jj > . This is consistent with the fact that Dirichlet boundary conditions
(M = 1) cause a kink to reect as a kink, whereas Neumann boundary conditions
(M = 0) cause a kink to reect as an anti-kink. Note that these two domains of
parameter space (in which a kink reects dierently) are separated from one another
by a logarithmic singularity in the classical phase delay.
(iii) The choice of the power 1 in (2.15) is correlated with the parameter  and whether







where the  is the same as that of (2.15).
(iv) In the M !1, or Dirichlet, limit we see that:





and  =  1 ; (2:18)


































In this limit (2.2) enforces Dirichlet boundary conditions. It is, however, important






















+ 2 is unstable.
From now on we consider only the stable boundary value that corresponds to the









It is essential to observe that we have taken 
x=1
= 0, ab initio. For dierent







parameter is dened mod 4. An independent derivation of time delay for the Dirichlet
boundary conditions, along with further details, are provided in the Appendix.
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2.3. Boundary breather solutions
To fully understand the semi-classical scattering computation one also needs another
class of classical solutions, which we call here \boundary breathers". It is well-known that
\breathers" represent bound states in the soliton-anti-soliton channel in the bulk sine-
Gordon theory. In the same way that the classical bulk breathers can be obtained from
the appropriate solution by analytic continuation of  to imaginary axis, one might expect
that the same procedure would give boundary breathers on the half-line. To see this, we
set  = i# (0 < # <

2
) in the formula (A1) (see appendix). Next, we impose the following
conditions for a solution to be boundary breather:
a) it should be a real function,
b) it should have nite energy and
c) the asymptotic value at x = +1must be xed and equal to 2n (n { integer number).
The three-soliton (resp. soliton-anti-soliton-soliton) conguration satises the rst








). However, the other conditions are sat-
ised by the soliton-anti-soliton-soliton conguration only, which one could have foreseen



































































and for other 
0
according to the 2-periodicity. In the quantum theory this continuum




the boundary breather (2.21) reduces to the ground state, gure 3, and the phase delay has





. An analogous picture of bound states occurs for the anti-soliton
scattering with xed boundary conditions.
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2.4. General solutions, integrability and Backlund transformations
Thus far we have only applied the method of images to obtain certain special classical
solutions of the boundary sine-Gordon problem (1.1). It is natural to suggest that general
solutions of (1.1) can be obtained by similar methods. This in turn would establish the
classical integrability the boundary problem (1.1). It is, in fact, rather straightforward to
show that both of these conclusions are true, at least for the problem (1.1) with 
0
= 0.
The method we will employ can almost certainly be generalized to problems with 
0
6= 0,
and also has the virtue that it can be used to construct the integrable boundary potentials
for the more general Toda models. A related approach has been followed in [13,14]. The
basic idea is to use the fact that any integrable hierarchy has Backlund transformations:
that is, solutions can be mapped into one another by non-trivial gauge transformations
constructed from the ane Lie algebra action on the corresponding LAX system. For the





















where u = x   t, v = x + t, and  is an arbitrary constant parameter. The point is
that  satises the sine-Gordon equation (2.1) if and only if  does so as well. Suppose
that  is a solution to sine-Gordon on [0;1) satisfying a Dirichlet boundary condition:
 j
x=0
= 2, where  is a constant. It follows immediately from (2.22) that  is a solution
to sine-Gordon satisfying (2.2), where M and 
0
are given in terms of  and  by (2.14).
Thus, if one can solve the Dirichlet problem, one can solve the more general problem by a
Backlund transformation.
Observe that if  = 0, or equivalently 
0
= 0, then the Dirichlet problem can be
solved trivially by method of images: one gets the solution on the half-line by extending
it as an odd function on the full line. Thus, the Backlund transformation essentially
denes the generalized method of images. It is also by no means an accident that the
parameters entering into the Backlund transformation ( and ) are precisely the rapidity
parameters that turn up in the phase delay (2.15). One should also note that the form of
the integrable boundary potential is given directly by the Backlund transformation. This
fact should easily generalize to Toda systems [15].
Backlund transformations, in general, are invertible transformations on the solution
space of an integrable hierarchy. The simplest forms of them modify the constants of
7
the motion of solution, and possibily add or subtract a soliton. One can certainly nd a
Backlund transformation that will introduce a stationary soliton into the soliton-soliton
solution of sine-Gordon. As a result, the general three soliton solution employed above
can be obtained from the two soliton solution that is appropriate for the \trivial" Dirichlet
problem with 
0
= 0. We therefore expect that any solution of the trivial Dirichlet problem
can be mapped onto the generic problem (1.1), thus establishing the classical integrability.
Here we shall content ourselves with having explicitly established these results for 
0
= 0,
and having shown that there is a direct link between the form of the potential and the
structure of the underlying integrable hierarchy.
3. The semi-classical analysis
We start the discussion by considering the 
2
! 0 limit of the results in [7]. The




























sin [2(t  1)i]R() ; (3:2)














is a normalization factor ensuring unitarity and crossing symmetry that does not









(; )(i; ): (3:4)
Two of the four parameters k; ; ; are independent, and we have the relations













These parameters are related with M and '
0
in an unknown way. An expression for the
functions R
0





















































One has (; ) = ( ; ). The only dierence between the scattering of solitons and
anti-solitons arises therefore from the pre-factor cos[  i(t  1)] in (3.1).
We consider rst the limit in whichM !1. One can identify the corresponding val-









is conserved and therefore the amplitudes Q












as  ! 0.
The computation is most easily done by using the integral representation given above,
and evaluating the integrals explicitly by the residue theorem. This provides convergent
expressions where the  ! 0 limit can be investigated term by term. To get non-trivial











































is the semi-classical approximation to the bulk soliton-soliton S-matrix [8], and  = sign
(in the following we assume that  > 0).
Before discussing the relation between formula (3.9) and the classical computations of
the preceding section, it is useful to comment on the bound states of the quantum theory.
Poles of the R
0
term are associated with breathers and do not correspond to the boundary
9
(new) bound states. The latter correspond rather to poles of the (; ) term which are
located in the physical strip Im 2 [0; =2]. By inspection of the  -product expression [7]






























+ (2l + 1)i;
(3:11)
where n; l are integers. Let us restrict to  > 0. Then the only physical poles are those
that correspond to + sign in 
(1)
and   sign in 
(2)
. The rst pole that enters the physical






. The number of poles of  in the physical strip
increases monotonically with  for  small enough, and as t gets large it becomes simply
of the form =. These poles are cancelled by the cosine term in P
 
and therefore appear
only in the P
+





the poles densely ll the interval
0 < Im <

2
and a pole at  = i=2 appears corresponding to the emission of a zero
momentum soliton. As argued in [7] this corresponds to a change in the ground state of













it is ' !
2












the upper physical value for : as '
0






the set of poles 
(2)
n;l
never enters the physical strip. Observe that there are bound states
in the quantum theory when in the classical case the kink sitting in the middle and the
incoming one are of opposite topological charges in complete agreement with the discussion
of boundary breathers in section 2.
To establish the relation between (3.9) and (2.19), rst recall [8] the general relation
between the quasi-classical scattering phase shift, (), and the classical phase shift, a() :







Here, m is the classical mass of the particles involved in the scattering. Using the \semi-



























































as  ! 0 we see that formula (3.9) is in complete








<  < 0 there are no physical poles for P
+
, but the formula still holds by
continuation in . A smilar discussion can be carried out for  < 0 and P
 
. As  ! 0 the













and again we have agreement
with the semi-classical Levinson theorem.
From comparison of (3.9) and the classical phase shift we see that  and '
0
are related





. This leads correctly to the emission of a zero momentum soliton






. Beyond that value the ground state changes. To compare the quantum
result with the classical phase shift we must then correlate appropriately the value of  at




  2. Eventually, the variation






















as illustrated in gure 4. It is very likely that (3.15) is exactly true for nite  as well.
We can nally recover (3.9) without appealing to our knowledge of quantum boundary
bound states. For this one has to evaluate the action for the classical conguration.

































j < ; (3:16)




, and  satises the dierential equation















  8 sinh  tanh 

: (3:17)
We restrict to the situation where we send in a kink, and '
0
is positive and so there is
an anti-kink at the origin (see gure 1). In this situation there are quantum boundary
bound states, and we expect (3.17) to hold. (We have had diculties trying to use this
formula when there are no boundary bound states, in which regime the constant piece
should be negative.) It is dicult to perform the double integral for the 3-soliton solution
explicitly. However, to nd the -independent piece of the phase shift it is sucient to
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evaluate both sides of (3.17) in the ultrarelativistic limit as  ! +1, combining it with
(3.16) (the opposite, low-energy, limit  ! 0 can fail because, in this limit, all three kinks




















































where we omitted 
0
term ( classical time delay) because it vanishes in the limit of high-
energies. Substituting the classical solution (A1) into (3.18) (see the Appendix) and taking
the limit  ! +1 before doing the integration (which is permissible because the integral
converges), we see that the integrand simplies to a rational function, independent of '
0
.
Part of the result of integration cancels against the second term in the brackets in (3.18),


















One can show that the subleading correction as  ! +1 in the right-hand side of
(3.18), which contains '
0
-dependence, is exponentially small in . Expanding the integrand
















































once again in agreement with (3.9).
It is also interesting to investigate the cross-unitarity relation of [7] in this semi-



























where S are the bulk S matrix elements. In the semi-classical limit we are considering, the
reection amplitude S
R








































































We simplify this expression by using the following relations deduced from unitarity and



























to obtain (3.20) indeed.

























































As before we assume  > 0. We can compare this with the classical phase delay. The
S-dependent part follows as before from the semi-classical relation between phase shift













is obtained as follows. For  <  the parameter  in (2.15) is positive,





  i) in the amplitude P

. When  >  there is no P

amplitude classically,
and a priori one might fear that the semi-classical computation would face diculties and
would require a dierent technology [9]. This is not so however since we can simply get P

from the region with  <  by analytic continuation to  > . The same argument applies
to the semi-classical computation of Q

which we carry out rst for  >  and then by









We have only a qualitative understanding of the remaining contributions. The -
dependent exponential presumably appears as a continuation of the term discussed above
for the Dirichlet problem. Under this continuation,  would become purely imaginary, but
we do not know how to explain its sign. The -dependent exponential in P

has the same
explanation as in the Dirichlet problem but we are not sure why, based on semi-classical
arguments, there is no  dependent exponential in Q

; presumably this is due to the fact





Although the method of images works nicely in the classical theory, it does not seem to
extend to the quantum case: we have not been able to recast the boundary S matrix of [7]
as a product of bulk S-matrix elements. A related phenomenon is the non-trivial structure
of the boundary S-matrix with one-loop corrections (the semi-classical expressions being























































































we see the appearance of an entirely new
factor involving the square-root of a hyperbolic tangent.
It would be interesting to investigate further the structure of boundary bound states,
most particularly in the quantum theory. Also, besides the semi-classical limit, one could
also take the non-relativistic limit of the S-matrix. The appropriate candidate for the
resulting non-relativistic potential would be probably the exactly-solvable Poschl-Teller















where , ,  and U
0
are some constants, related to the parameters  and '
0
of sine-
Gordon model. This potential is simply a superposition of the repulsive hard-core kink-
kink potential (rst term) and the kink-antikink potential (second term), which are known
from the bulk theory [16].
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Appendix
We give here the explicit general form of classical solutions and directly extract the
time delay (2.19) in the limit M =1.
In the center of mass reference frame the solution to (2.1) reads:



























where u = tanh(

2




, which means that the solution
is invariant under the transformation t !  t. The upper (resp. lower) sign corresponds
to the situation when a stationary soliton (resp. anti-soliton) is used to adjust the value
of eld at the boundary. Solution (A1) refers to the case when the incoming and outgoing
particle is the soliton with asymptotic value  = 2 at x = +1.
Let us represent (A1) in the form of rational function of variable ch(tsh):












































For the argument of logarithm to be positive one should take 
0
> 0 with the stationary
anti-soliton and 
0
< 0 with the stationary soliton. This is illustrated in gure 1. Further,






























which agrees with (2.19) where a = 2a
1
. Note that the time delay, obtained by (A3), is in
fact always a time advance in both the attractive and repulsive cases. For the same value
of 
0
the time delay for the soliton that lives on the left half-line x < 0 is not the same
as that of the right half-line soliton (except for 
0
= ). It diers by the sign of power
factor in the formula (2.19). The position of the \left" soliton is not the exact mirror image
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Figure captions








the solution is constructed out of a left-moving soliton, its right-








the solution is built out of three solitons (lower graph).















. The conguration with
asymptotic behaviour ! 0 at inninty has lower energy than the other one.
Figure 4: variation of  with '
0
.
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