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1. Introduction
The notion of an iteration semigroup of multifunctions was introduced and
studied by Smajdor [15] and then reserched in some classes of multifunctions
(see e.g. [10–13,16–18]). Afterwards Lydzin´ska [7] and [8] deﬁned more gen-
eral families of multifunctions the so called collapsing and expanding iteration
semigroups and investigated conditions under which such families of a special
form (analogous to the fundamental form of continuous iteration semigroups
of single-valued functions) are iteration semigroups.
On the other hand Zdun [20], considering commuting homeomorphisms
not embeddable in an iteration group, constructed an iteration group of mul-
tifunctions playing the role of a universe embedding the commuting homeo-
morphisms. Following the paper we repeat the construction.
Let f, g be commuting continuous bijections of an open interval I such that,
f(x) < x, g(x) < x for x ∈ I. Deﬁne s(f, g) := inf{mn : m,n ∈ N, fn(x) <
fm(x)}, which is independent of x ∈ I (see [6]). We assume that s(f, g) /∈ Q,
consequently the set L(f, g) := {fn ◦ f−m(x) : n,m ∈ N} does not depend on
x ∈ I either (cf. [19]). Moreover functions f, g are iteratively incommensurable
and according to Theorems 31 and 32 in [20]
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f t− := sup{fn ◦ g−m : n − s(f, g) · m > t, n,m ∈ N}, t ∈ R
f t+ := inf{fn ◦ g−m : n − s(f, g) · m < t, n,m ∈ N}, t ∈ R,
are iteration groups of functions generating iteration group
F t(x) = [f t−(x), f
t
+(x)], t ∈ T, x ∈ I (Z)
of multifunctions with nonempty compact convex values.
This is a motivation to study properties of an indexed family of multifunc-
tions Ht : X → cc(X)
Ht(x) := [f t(x), gt(x)] for x ∈ X, t ∈ T, (H)
generated by families f t, gt : X → X of single-valued functions. We give
some necessary and suﬃcient conditions for the family (H) to be an iteration
semigroup (group) and focus on crucial properties of f t− and f
t
+ implying the
fact that (Z) is an iteration group. Some additional properties of the set-valued
iteration group (Z) are given.
2. Preliminaries
Denote by n(X) the family of nonempty subsets of X = ∅, cc(X) the family of
compact convex members of n(X).
Given nonempty sets X,Y and a multifunction F : X → 2Y we deﬁne the





and the lower and upper inverse images of B ⊂ Y are respectively
F−(B) := {x ∈ X : F (x) ∩ B = ∅}, F+(B) := {x ∈ X : F (x) ⊂ B}.
If X,Y are topological spaces, we say that F is lower semicontinuous (upper
semicontinuous) if F−(U) (F+(U)) is open for every open set U . F is contin-
uous if it is both lower and upper semicontinuous (see [2,3,5]).
A single-valued function f : X → R on a metric space X is lower semicon-
tinuous if lim infx→x0 f(x) ≥ f(x0), x0 ∈ X. The function f is upper semicon-
tinuous if −f is lower semicontinuous (cf. Deﬁnition A.1.29 and Proposition
A.1.30 in [5]).
We will use the abbereviations lsc and usc for lower and upper semiconti-
nuity, respectively.
Remark 2.1. According to Example 2.8 in [5], a multiﬁnction F : R → cc(R)
of the form F (x) = [f(x), g(x)], x ∈ R is usc (lsc) if and only if f is lsc (usc)
and g is usc (lsc).
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If X ⊂ R, Y is a topological space, we say that F : X → 2Y is measurable
if F−(U) is Lebesgue measurable for every open set U (see [2,3,5]).
If X,Y,Z are nonempty sets the superposition of multifunctions F : X →
2Y and G : Y → 2Z is deﬁned as follows
(G ◦ F )(x) = G(F (x)), x ∈ X.
We generalize the notion of collapsing and expanding iteration semigroups
in the following way (cf. [7,8]).
Definition 2.2. Let (T,+) be an additive semigroup, X = ∅. We say that an
indexed family {F t : t ∈ T} of multifunctions F t : X → 2X is a collapsing
family if
F s+t ⊂ F t ◦ F s for t, s ∈ T, (C)
it is an expanding family if
F t ◦ F s ⊂ F s+t for t, s ∈ T. (E)
The family is an iteration semigroup (an extended iteration semigroup, an iter-
ation group) if (E) and (C) are both valid for T = (0,+∞) (T = [0,+∞),R).
The exponential family of linear continuous multifunctions investigated in
[14] is an expanding family. Necessary and suﬃcient conditions for the family
to be an iteration semigroup are given in [13].
We say that a family {F t : t ∈ T} (T = (0,+∞), [0,+∞),R) is usc (lsc,
measurable) if the multifunction t → F t(x) is usc (lsc, measurable) for every
x ∈ X.
Lemma 2.3. Let t0 ∈ R and let {F t : t ∈ R} be an expanding family of
multifunctions F t : X → n(X). If F t0(x) = {x} for x ∈ X then the family
{F t : t ∈ R} is a single-valued iteration group.
Proof. Fix any t ∈ R and x ∈ X. Since F t0−t(F t(x)) ⊂ F t0(x) = {x} and the
values of F t and F t0−t are nonempty
F t0−t(F t(x)) = {x}.
Therefore F t0−t(y) = {x} for every y ∈ F t(x). Moreover, taking any y ∈
F t(x) = ∅ we obtain
{y} ⊂ F t(x) = F t(F t0−t(y)) ⊂ F t0(y) = {y}.
Consequently the values of every F t are singletons and F t ◦ F s = F s+t for
t, s ∈ R. 
For a family {F t : t ∈ R} of multifunctions F t : X → 2X deﬁne the multi-
function cF : X ×X → 2T (cf. [15, Deﬁnition 3.1] for iteration semigroups) as
follows
cF (x, y) := {t ∈ T : y ∈ F t(x)}, x, y ∈ X, (2.1)
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and denote conditions
(a) for every t ∈ T and x ∈ X there exists y ∈ X such that t ∈ cF (x, y),
(b) cF (x, y) + cF (y, z) ⊂ cF (x, z), for x, y, z ∈ X,
(c) if x, z ∈ X, t, s ∈ T and s + t ∈ cF (x, z),
then there exists y ∈ X such that s ∈ cF (x, y) and t ∈ cF (y, z).
Then analogously to the proof of Theorem 3.1 in [15] we get properties of the
multifunction cF .
Lemma 2.4. Let X be a nonempty set, {F t : t ∈ T} be a family of multifunc-
tions F t : X → 2X . Then
(a) ⇐⇒ F t has nonempty values for every t ∈ T,
(b) ⇐⇒ {F t : t ∈ T} is an expanding family,
(c) ⇐⇒ {F t : t ∈ T} is a collapsing family.
Proof. The ﬁrst statement follows immediately from the deﬁnition of cF .
Now assume (b) holds and take t, s ∈ T, x ∈ X. If F t ◦ F s(x) = ∅ then
F t ◦ F s(x) ⊂ F s+t(x). If z ∈ F t ◦ F s(x) then there exists y ∈ F s(x) such that
z ∈ F t(y) which means s ∈ cF (x, y) and t ∈ cF (y, z). Thus by (b)
s + t ∈ cF (x, y) + cF (y, z) ⊂ cF (x, z),
which yields z ∈ F s+t(x).
On the other hand, suppose that {F t : t ∈ T} is an expanding family and
ﬁx x, y, z ∈ X. If one of the sets cF (x, y), cF (y, z) is empty, then (b) is fulﬁlled.
In case s ∈ cF (x, y), t ∈ cF (y, z) we have
z ∈ F t(y) ⊂ F t(F s(x)) ⊂ F s+t(x)
and consequently s + t ∈ cF (x, z).
Assuming that (c) holds, take s, t ∈ T and x ∈ X. Obviously, in case
F s+t(x) = ∅ we have F s+t(x) ⊂ F t ◦ F s(x). If there exists z ∈ F s+t(x), then
s + t ∈ cF (x, z) and on account of (c)
s ∈ cF (x, y), t ∈ cF (y, z)
for some y ∈ X. Therefore z ∈ F t(y) ⊂ F t(F s(x)).
Finally assume that {F t : t ∈ T} is a collapsing family. Then for ﬁxed
x, z ∈ X, s, t ∈ T such that s + t ∈ cF (x, z)
z ∈ F s+t(x) ⊂ F t ◦ F s(x).
Consequently, there exists y ∈ X such that z ∈ F t(y) and y ∈ F s(x), hence
t ∈ cF (y, z), s ∈ cF (x, y),
which completes the proof. 
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For the convenience of the reader we recall another property of cF which
will be needed in the last section.
Lemma 2.5 (Theorem 3.8, [15]). Let X be a nonempty set, {F t : t ∈ T} be
an iteration semigroup (an extended iteration semigroup) of multifunctions
F t : X → n(X) such that sets cF (x, y), x, y ∈ X are closed intervals. Then the
functions F t are of the form
F t(x) = {y ∈ X : inf cF (x, y) ≤ t ≤ sup cF (x, y)}.
If X is a linear space we denote by convA the convex hull of A ⊂ X, which
is the smallest (in the sense of inclusion) convex set containing A.
Let I = [a, b], J = [c, d] ∈ cc(R). We say that
I  J :⇐⇒ a ≤ c and b ≤ d.
Definition 2.6. Let X ⊂ R. We say that a multifunction F : X → cc(R) is
nondecreasing if
F (x)  F (y) for x, y ∈ X such that x ≤ y.
3. Main results
Now assume that (T,+) is an additive semigroup, X ⊂ R and f t, gt : X → X.
We investigate relationships between properties of the family (H) and the
following conditions:
f t ≤ gt for every t ∈ T, (H1)
f t, gt are nondecreasing for every t ∈ T, (N)
f t ◦ fs ≥ fs+t, gt ◦ gs ≤ gs+t for every t, s ∈ T, (E1)
f t ◦ fs ≤ fs+t, gt ◦ gs ≥ gs+t for every t, s ∈ T. (C1)
Families of functions satisfying (H1) generate a family of the form (H) and vice
versa a family {Ht : t ∈ T} of multifunctions Ht : X → cc(X) generates two
families of single-valued functions {f t : t ∈ T}, {gt : t ∈ T} satisfying (H1).
Remark 3.1. The family (H) consists of nondecreasing multifunctions iﬀ (N)
is valid.
Proposition 3.2. Functions generating an expanding family (H) fulﬁll (E1).
Proof. Observe that f t(x), gt(x) ∈ Ht(x) for every x ∈ X and t ∈ T . Therefore
for ﬁxed x ∈ X and t, s ∈ T
f t(fs(x)) ∈ Ht(fs(x)) ⊂ Ht(Hs(x)) ⊂ Hs+t(x) = [fs+t(x), gs+t(x)],
which implies (f t ◦ fs)(x) ≥ fs+t(x). Analogously
gt(gs(x)) ∈ Ht(gs(x)) ⊂ Ht(Hs(x)) ⊂ Hs+t(x) = [fs+t(x), gs+t(x)]
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and ﬁnally (gt ◦ gs)(x) ≤ gs+t(x). 
Proposition 3.3. Functions generating a collapsing family (H) of nondecreasing
multifunctions fulﬁll (C1).
Proof. Let x ∈ X, t, s ∈ T . Since
fs+t(x), gs+t(x) ∈ Hs+t(x) ⊂ Ht(Hs(x)),
there exist y, z ∈ Hs(x) = [fs(x), gs(x)] such that
fs+t(x) ∈ Ht(y) = [f t(y), gt(y)] and gs+t(x) ∈ Ht(z) = [f t(z), gt(z)].
Therefore by the monotonicity of f t and gt
f t(fs(x)) ≤ f t(y) ≤ fs+t(x), gs+t(x) ≤ gt(z) ≤ gt(gs(x)).

According to Remark 3.1, a collapsing family (H) of nondecreasing multi-
functions fulﬁlls (N) which is essential for the validity of the above proposition,
as is shown in the following examples.
Example 1. Let T = R, I = [0, 1], (H) be generated by functions f t(x) ={ 1
2
for x ∈ [0, 1
2
]






for x ∈ [0, 1
2
]
1 for x ∈ ( 1
2
, 1]
, t ∈ T . Since f t are not nondecreas-
ing, the condition (N) is not satisﬁed and neither is (C1), although (H) is a
collapsing family.
Example 2. Let T = [1,+∞), I = [0,+∞), (H) be generated by functions




x for x ≤ t
0 for x > t
, t ∈ T . Since gt are not nondecreasing, the
condition (N) is not satisﬁed. Observe that Hs(0) = [0, 1] and 0 ∈ Hs(x) for
every x ∈ [0,+∞), s ∈ T , therefore
Ht(Hs(x)) = [0, 1] ⊃ Hs+t(x) for t ∈ T









= 1 − 1
2t








Corollary 3.4. If a family (H) of nondecreasing multifunctions fulﬁlls
Hs+t = Ht ◦ Hs for t, s ∈ T (3.1)
then (H1)–(C1) are satisﬁed.
Proposition 3.5. If (H1)–(E1) are valid, then (H) is an expanding family.
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Proof. Take any x ∈ X, t, s ∈ T and y ∈ Ht ◦ Hs(x). Then there exists
z ∈ Hs(x) such that
y ∈ Ht(z) = [f t(z), gt(z)]. (3.2)
Since fs(x) ≤ z ≤ gs(x), by our assumptions we have
fs+t(x) ≤ f t(fs(x)) ≤ f t(z) ≤ gt(z) ≤ gt(gs(x)) ≤ gs+t(x),
which with (3.2) yields y ∈ Hs+t(x) and completes the proof. 
The following examples show that the assumption on the monotonicity of
functions generating (H) is essential.
Example 3. Let T = R, I = [0, 1], (H) be generated by functions f t ≡ 0, gt(x) ={
1 − x for x ∈ [0, 1
2
]
x for x ∈ ( 1
2
, 1]
, t ∈ T satisfying only (H1) and (E1) (gt are not nonde-












⊂ [0, 1] = Ht(0) ⊂
⋃
y∈Hs( 12 )





, t ∈ T
(H) is not expanding.
Example 4. Let T = [1,+∞), I = [0, 1], (H) be generated by functions f t(x) =
0, x ∈ [0, 1], gt(x) =
{





for x ∈ ( 1
2
, 1]
, t ∈ T satisfying (H1) and (E1). Observe
that gt are not nondecreasing (the condition (N) is not fulﬁlled). On the other
hand 0 ∈ Hs(x) for every x ∈ [0, 1] and s ∈ T , therefore Ht(Hs(x)) = [0, 1] for
t ∈ T . Consequently (H) is not expanding, since Ht ◦ Hs(x) is not contained
in Hs+t(x) = [0, 1 − 1s+t ] for all x > 12 .
Combining Lemma 2.3 and Proposition 3.5 we get the following corollary.
Corollary 3.6. If (H1)–(E1) are valid with T = R and additionaly f t0 = gt0 =
id for some t0 ∈ R, then the family (H) is a single-valued iteration group.
The family (H) generated by nondecreasing functions fulﬁlling (C1) need
not be collapsing, as is shown in the following example.
Example 5. Let T = [2,+∞), I = [0, 1], let (H) be generated by nondecreasing
functions f t(x) =
{










0 for x ∈ [0, 1
2
]
1 for x ∈ ( 1
2
, 1]
, t ∈ T satisfying
(H1) and (C1). Then (H) is not collapsing, since












for all t, s ≥ 2.
Proposition 3.7. If (H) is a family generated by functions satisfying (C1) and
every Ht, t ∈ T is lsc or usc, then it is a collapsing family.
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Proof. Take any x ∈ X, t, s ∈ T . Observe that by (H1) and (C1)
f t ◦ fs ≤ fs+t ≤ gs+t ≤ gt ◦ gs.
Moreover
f t(fs(x)) ∈ Ht(fs(x)) ⊂ Ht ◦ Hs(x), gt(gs(x)) ∈ Ht(gs(x)) ⊂ Ht ◦ Hs(x)
and therefore
Hs+t(x) = [fs+t(x), gs+t(x)] ⊂ [f t(fs(x)), gt(gs(x))]
= conv{f t(fs(x)), gt(gs(x))} ⊂ convHt ◦ Hs(x).
Since Ht is usc or lsc and Hs(x) is connected, according to Proposition 2.24
in [5], Ht ◦ Hs(x) = Ht(Hs(x)) is connected and consequently convex, which
completes the proof. 
Example 6. Functions f t(x) = 0, gt(x) = x2, x ∈ [0, 1], t ∈ T fulﬁll (H1)–
(E1) and by Proposition 3.5 the family (H) of nondecreasing multifunctions is
expanding. Since (C1) is not satisﬁed, according to Proposition 3.3 it is not
collapsing.
The family deﬁned in the above example is not of the form (A) considered
in [9, Theorem].
Example 7. The family (H) generated by functions f t(x) = 0, gt(x) =
√
x, x ∈
[0, 1], t ∈ T fulﬁlls the assumptions of Proposition 3.7 and therefore is collaps-
ing. On account of Proposition 3.2 the family is not expanding, since (E1) is
not fulﬁlled.
Propositions 3.5 and 3.7 yield the following corollary.
Corollary 3.8. If (H) is a family generated by functions satisfying (H1)–(C1)
and every Ht, t ∈ T is lsc or usc, then
Ht ◦ Hs = Hs+t for t, s ∈ T.
Moreover, if T = R the family (H) is an iteration group of multifunctions, if
T = (0,+∞) it is an iteration semigroup and in the case T = [0,+∞) this
family is an extended iteration semigroup.
4. Applications to a multivalued iteration group generated
by commuting functions
Applying our results, we have another proof of the fact that the family (Z) is
an iteration group of multifunctions. Indeed, observe that functions f t−, f
t
+ are
respectively lsc and usc for t ∈ R (cf. [20, proof of Lemma 7]) and whence every
F t = [f t−, f
t
+] is usc (see Remark 2.1). By Lemma 7, Remark 9 and Lemma 16
in [20], f t−, f
t
+, t ∈ R satisfy the assumptions of Corollary 3.8 with T = R.
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Moreover, according to the properties of functions t → f t−(x), t →
f t+(x), x ∈ I and the following lemma we obtain the measurability of the
iteration group (Z), which is particulary interesting in case IntL(f, g) = ∅ (see
[19,20]).
Lemma 4.1. Let I ⊂ R be an open interval. If f : I → R is nonincreasing and
right(left)-hand side continuous then it is lsc (usc).
Proof. Assume that f is nonincreasing and right-hand side continuous and ﬁx
x0 ∈ I. By the monotonicity of f, f(x) ≥ f(x0) for every x < x0. Therefore
lim infx→x−0 f(x) ≥ f(x0). According to the right-hand side continuity of f , we
have limx→x+0 f(x) = f(x0). It follows that lim infx→x0 f(x) ≥ f(x0), hence f
is lsc. The proof is similar when f is left-hand side continuous. 
Remark 4.2. The iteration group (Z) is usc and therefore measurable.
Proof. Let x ∈ I. On account of Lemma 11 and Lemma 28 in [20], the function
t → f t−(x) is strictly decreasing and right-hand side continuous and therefore
lsc, the function t → f t+(x) is strictly decreasing and left-hand side contin-
uous, consequently usc on I (see Lemma 4.1). According to Remark 2.1 the
multifunction t → F t(x) = [f t−(x), f t+(x)] is usc, ﬁnally by Proposition 8.2.1
in [2] it is measurable. 
Theorem 4.3. Let {F t : t ∈ R} be the iteration group given by (Z), cF be the
multifunction deﬁned by (2.1). Then
(a) cF is a single-valued function,
(b) cF (x, z) = cF (x, y) + cF (y, z), for x, y, z ∈ I,
(c) if x, z ∈ I, t, s ∈ R and s + t = cF (x, z),
then there exists y ∈ I such that s = cF (x, y) and t = cF (y, z),
(d) F t(x) = {y ∈ I : t = cF (x, y)}.
Proof. Fix x, y ∈ I. Combining the conditions (A2) and (A7) of Theorem 38
in [20] there exists exactly one t ∈ R such that y ∈ F t(x), thus cF (x, y) is a
singleton.
Lemma 2.4 with the fact that cF is single-valued yield (b) and (c).
Note that {F t : t > 0} and {F−t : t ≥ 0} are iteration semigroups (the
second one is extended). Since cF (x, y) are closed intervals (as singletons), the
condition (d) is a consequence of Lemma 2.5 which completes the proof. 
The condition (b) means that cF is a solution of Sincov’s functional equa-
tion and therefore is of the form cF (x, y) = h(y)−h(x), where h : I → R is an
arbitrary function (see [1,4]). In this particular case we have more information
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on h. Consider the system of Abel equations
{
ϕ(f(x)) = ϕ(x) + 1
ϕ(g(x)) = ϕ(x) + s(f, g)
, x ∈ I. (4.1)
According to Proposition 6 in [20], the system (4.1) has a unique continu-
ous solution (up to an additive constant). The solution is nonincreasing (it is
invertible iﬀ IntL(f, g) = ∅).
Theorem 4.4. Let {F t : t ∈ R} be the iteration group given by (Z), cF be
deﬁned by (2.1), ϕ be a continuous solution of the system (4.1). Then
(i) cF (x, y) = ϕ(y) − ϕ(x), for x, y ∈ I,
(ii) cF is continuous,
(iii) cF (·, y) is nondecreasing, cF (x, ·) is nonincreasing for x, y ∈ I,
(iv) F t(x) = {y ∈ I : ϕ(y) = ϕ(x) + t} for x ∈ I, t ∈ R
(v) F t(x) = ϕ−1({ϕ(x) + t}) for x ∈ I, t ∈ R.
Proof. On account of Remark 33 in [20], ϕ also satisﬁes the system of equations
ϕ(F t(x)) = {ϕ(x) + t}, t ∈ R, x ∈ I.
Therefore taking any x, y ∈ I and t = cF (x, y) we have y ∈ F t(x) and thus
ϕ(y) = ϕ(x) + t = ϕ(x) + cF (x, y)
which yields (i) and (iv).
From (i) and the above mentioned properties of ϕ we have (ii) and (iii).
It remains to prove (v). Obviously, F t(x) ⊂ ϕ−1({ϕ(x) + t}). On the other
hand, if y ∈ ϕ−1({ϕ(x) + t}), then ϕ(y) = ϕ(x) + t. By (i)
t = ϕ(y) − ϕ(x) = cF (x, y)
which implies that y ∈ F t(x) and the proof is complete. 
Note that the iteration group (Z) is of the form (v) studied in [8].
Open Access. This article is distributed under the terms of the Creative Commons Attribu-
tion License which permits any use, distribution, and reproduction in any medium, provided
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