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Understanding spin excitations and their connection to unconventional superconductivity have
remained central issues since the discovery of the cuprates. Direct measurement of the dynamical
spin structure factor in the parent compounds can provide key information on important interactions
relevant in the doped regime, and variations in the magnon dispersion have been linked closely to
differences in crystal structure between families of cuprate compounds. Here, we elucidate the
relationship between spin excitations and various controlling factors thought to be significant in
high-Tc materials by systematically evaluating the dynamical spin structure factor for the three-
orbital Hubbard model, revealing differences in the spin dispersion along the Brillouin zone axis
and the diagonal. Generally, we find that the absolute energy scale and momentum dependence of
the excitations primarily are sensitive to the effective charge-transfer energy, while changes in the
on-site Coulomb interactions have little effect on the details of the dispersion. In particular, our
result highlights the splitting between spin excitations along the axial and diagonal directions in
the Brillouin zone. This splitting decreases with increasing charge-transfer energy and correlates
with changes in the apical oxygen position, and general structural variations, for different cuprate
families.
PACS numbers: 74.72.Cj, 78.70.Nx, 75.30.Ds
Layered copper-oxide materials, or cuprates, have been
the focus of numerous studies since the discovery of
high-Tc superconductivity. In contrast to the debate
over the origins of unconventional superconductivity, the
pseudogap, and novel charge ordered states which emerge
upon doping, the ground state of undoped cuprates has
been demonstrated unequivocally to be a Mott (or more
precisely charge-transfer) insulator with long-range anti-
ferromagnetic order.[1, 2]. While a number of physical
properties in the parent compounds correlate with the
maximum superconducting transition temperature Tmaxc ,
it generally has been believed that decreasing the charge-
transfer energy ∆, hence the parent compound’s charge-
transfer gap, boosts Tmaxc [3, 4].
Factors including the kinetic energy[3, 5], oxygen
hole density[6, 7], and the importance of apical oxygen
ligands[3, 5, 8, 9] have been implicated directly or
indirectly in the variation of Tmaxc between different
cuprate families through the charge-transfer energy. At
the same time, spin fluctuations have been deemed a
leading candidate for the pairing glue in unconventional
superconductivity[10], with significant attention given to
the correlation between the spin excitation spectrum and
Tmaxc . While the superexchange energy Jeff in a simple
perturbative analysis decreases with increasing ∆[4, 5],
the relationship between the magnon dispersion in the
parent compounds, the evolution of the spin excitation
spectrum with doping, and ultimately Tmaxc remains
under debate[11–15].
With recent improvements in energy resolution, res-
onant inelastic x-ray scattering (RIXS) has emerged
as a powerful tool complementing neutron scattering
for studying the detailed spin excitation spectrum in
materials[16–25]. Recently, RIXS experiments were
performed in a number of cuprate compounds using
polarization control in a cross-polarized geometry[26].
These measurements provided a new perspective on
the relationship between superconductivity and the spin
degrees of freedom, particularly in the variation of
the spin excitations along the antiferromagnetic zone
boundary (AFZB) between different parent compounds.
The momentum-resolved magnon dispersion – its energy,
width, and intensity – reflects a rich set of information,
in contrast to the scalar superexchange energy Jeff in a
Heisenberg-like picture for the spin degrees of freedom in
the cuprates. These extra information can be useful in
exploring a more detailed link between spin excitations
and the emergent physics of high-Tc superconductivity.
For this purpose, we have performed a systematic
study of the dynamical spin structure factor in the three-
orbital Hubbard model using both exact diagonalization
(ED) and determinant quantum Monte Carlo (DQMC)
approaches. This model allows us to capture the explicit
dependence of the spin excitations on realistic oxygen
degrees of freedom, which can reflect differences in the
structural and chemical environment between different
cuprate families. We find magnons along both the nodal
and antinodal directions to be insensitive to the on-
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FIG. 1: (a) A sketch of the three-orbital model for cuprates
with blue and red colors denoting positive and negative lobes
of the orbital wavefunctions (dx2−y2 for copper and px/y for
oxygen). Arrows indicate the kinetic energy, or hopping,
terms tpd and tpp. (b,c) The spin structure factor along the (b)
nodal and (c) antinodal directions calculated using DQMC at
various temperatures (colored lines from red to blue) and ED
at zero temperatures T = 1/β (shaded black curves). An ad
hoc Lorentzian broadening (HWHM) Γ = 30meV has been
adopted in the ED calculations to approximate final state
lifetime effects. The gray dashed lines denote the magnon
energies Emagnon, while the black arrow defines the magnon
energy splitting ∆EAFZB.
site Coulomb interactions; however, the magnon energy,
width, and intensity intimately depend on the kinetic
and charge-transfer energies. Unlike the behavior in
the linear spin-wave or Heisenberg pictures, the magnon
energy displays a non-monotonic dependence on these
factors. At the same time, the effective charge-transfer
energy controls a monotonic nodal-antinodal splitting,
which hints at the connections between the structure,
the charge-transfer energy, this magnon splitting, and
ultimately Tmaxc .
The electronic and magnetic properties of cuprates
can be captured in minimal copper-oxide models rep-
resenting the copper 3dx2−y2 and oxygen 2px/y degrees
of freedom[27]. The Hamiltonian for the three-orbital
Hubbard model[28–30], whose terms are sketched in
Fig. 1(a), reads as
H =

−
∑
〈i,j〉σ
tijpdd
†
iσpjσ −
∑
〈j,j′〉σ
tjj
′
ppp
†
j,xσpj′,yσ

+ h.c.
+∆
∑
jσ
npjσ + Ud
∑
i
ndi↑n
d
i↓ + Up
∑
jα
npj↑n
p
j↓ (1)
where d†iσ (p
†
jσ) creates a hole with spin σ at a copper
site i (oxygen site j) and ndiσ (n
p
jσ) is the copper (oxygen)
hole number operator. The first two terms of the Hamil-
tonian represent the nearest-neighbor copper-oxygen and
oxygen-oxygen hybridization. The hopping integrals (tijpd
and tjj
′
pp) change sign with a d-like symmetry. The
third term in the Hamiltonian represents the charge-
transfer energy ∆ = εp − εd, while the last two terms
are the on-site Hubbard interactions for the copper and
oxygen, respectively. We use the following baseline set
of parameters (in units of eV): ∆ = 3.23; Ud = 8.5,
Up = 4.1; |tpd| = 1.13, |tpp| = 0.49 that have yielded
satisfactory fits to angle resolved photoemission as well
as oxygen and copper x-ray spectroscopic data [31–35].
Spin excitations and fluctuations are reflected by the
dynamical spin structure factor
S(q, ω) =
1
pi
Im
〈
G
∣∣∣ρ−q 1
H− EG − ω − iΓ
ρq
∣∣∣G
〉
, (2)
Here, the spin density operator ρq =
∑
kσ σψ
†
k+q,σψkσ
with ψkσ = (dkσ, pk,xσ, pk,yσ)
T , where |G〉 and EG are
the ground state wavefunction and energy, respectively.
Unlike the linear spin-wave theory, applicable to sim-
pler spin models, predicting the spin excitations for
the three-orbital model represents a highly nontrivial
task due to the additional degrees of freedom. For
small cluster ED, we use the parallel Arnoldi method[36]
to determine the ground state wavefunction and the
continued fraction expansion[37] to obtain S(q, ω). For
the DQMC simulations, the imaginary time correlators
are analytically continued into real frequency spectra
through the Maximum Entropy method [38, 39]. As
described in Ref. 39, we use model functions based on the
first moments of the spectra. Other model functions such
as using spectra from a higher temperature simulations
produce similar spectra with negligible differences (<
10meV) in peak positions. Unless noted, calculations
were performed on 8-site Betts clusters[40] with periodic
boundary conditions, which represents a minimal cluster
that contains both the nodal and antinodal momenta at
issue in the study, although finite-size effects remain.
Figs. 1(b) and (c) show S(q, ω) obtained using ED at
zero temperature. These are supplemented by results
from DQMC calculations at various temperatures. The
asymptotic consistency between these two techniques
confirms the existence of a substantial difference in
magnon energy ∆EAFZB between the nodal and antin-
odal directions. Unlike the phenomenological fitting with
complex Heisenberg models in Ref. 26, we find such an
asymmetry can be naturally illustrated by taking into
account the charge-transfer nature of cuprate microscopic
models.
The nodal and antinodal magnon energies Emagnon are
extracted from the positions of the peaks in the spin exci-
tation spectrum as shown in Fig. 1(b). Figure 2(a) clearly
shows that these energies are tuned through the effective
charge-transfer ∆. As a comparison in the limit where
the kinetic energy scale is much smaller than the charge-
transfer (tpd ≪ ∆), the effective (nearest-neighbor) spin
exchange energy is given by Jeff ≈
4t4pd
∆2
(
1
∆
+ 2Ud
)
[41–
44]. Such a Heisenberg picture leads to linear spin-waves
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FIG. 2: (a) Nodal (red) and antinodal (blue) spin excitations
as a function of charge-transfer energy ∆. The solid dots
represent the peak energies of S(q, ω), while the size of each
dot corresponds to the integrated intensity of S(q, ω). The
green dashed line in (a) marks the energy of the top of
the magnon band as predicted by linear spin-wave theory
using a perturbative Jeff . The insets show the ratio between
the nodal and antinodal intensities. (b) Absolute magnon
energy splitting ∆EAFZB and (c) average hole occupancy nCu
on copper (red squares) and nO on oxygen (blue circles)
as a function of ∆. The grey dashed lines indicate the
canonical ∆, as noted in the main text. The errorbars in
(b) for DQMC data represent random errors determined by
bootstrap resampling.
with maximal energies that vary as a function of ∆ as
shown by the green dashed line. In the large ∆ limit,
the oxygen degrees of freedom become irrelevant and the
magnons display little if any variation in energy splitting
or intensity along the AFZB.
In the opposite limit of small ∆, holes in the parent
compound move to the oxygen sublattice. This decreases
the influence of electronic interactions by reducing copper
double occupancies, and in turn lowers the effective spin
excitation energy along the nodal direction, where the
oxygen spins initially align. In contrast to the limit of
large ∆, the magnon energies along the nodal and antin-
odal directions split, which reflects an over-estimation of
the effective kinetic energy in the perturbative expansion
for Jeff as ∆ decreases and the extra holes hinder copper-
oxygen and intra-oxygen hole motion. These holes also
dilute the net magnetic moment on the oxygen orbitals,
reflected by the rapid drop in the spectral weight ratio
SN/SAN [see the inset of Fig. 2(a)]. The simple spin-
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FIG. 3: (a,b) Nodal (red) and antinodal (blue) spin excita-
tions as a function of (a) oxygen hopping tpp and (b) on-site
Columb repulsion Ud on copper following the conventions of
Fig. 2(a). The insets show the ratio of nodal to antinodal
intensity. (c,d) The magnon splitting ∆EAFZB as a function
of (c) tpp and (d) Ud. The grey dashed lines indicate the
canonical parameter values.
wave estimate Jeff fails to predict details of the magnon
energies and weights, even in the regime of the canonical
charge-transfer energy (∼ 3eV).
While the magnon energies are non-monotonic as a
function of ∆, the magnon splitting ∆EAFZB, defined as
Emagnon(pi, 0)−Emagnon(pi/2, pi/2), always decreases with
increasing ∆ [see Fig. 2(b)]. As ∆ increases and the holes
are redistributed [see Fig. 2(c)], carriers become localized
to copper and the energy for both nodal and antinodal
spin excitations merge, a signature of Heisenberg physics.
Such a negative correlation between ∆, nO, and ∆EAFZB
is consistent with previous experiments that also link
∆ to Tmaxc [3, 4, 6, 7]. Additionally, we compare the
relative magnon splitting evaluated using ED with that
obtained from DQMC calculations for two different sizes
and temperatures. While high temperatures may over-
estimate this splitting, the trend is consistent with the
ED calculation, further supporting the existence of this
inverse relationship in cuprates [see the Supplementary
Materials in Ref. 45].
Apart from the charge-transfer energy, the intra-
oxygen hopping, as parameterized by tpp, competes with
copper-oxygen hopping to affect the band structure and
strongly impact the spin structure factor, and even
potentially Tc[3, 5]. As shown in Fig. 3(a), small tpp
leads to asymptotically similar nodal and antinodal spin
excitations, since the three-orbital model can be re-
expressed as an effective single-band model in this limit.
As tpp increases, approaching tpd, the oxygens form a new
sublattice and the relatively large nCu and spin density
on copper, set by the charge-transfer energy, lead to a
reduced SN . Equivalently, the increased oxygen kinetic
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FIG. 4: Summary of factors that affects Tmaxc . The red
boxes (kinetic energies, hole density on oxygens and magnon
splitting) indicate enhancing factors, while the blue boxes
(charge-transfer energy ∆ and hole density on coppers)
indicate suppressing factors.
energy reduces the effective oxygen site energy, and by
extension the effective charge-transfer energy ∆ felt by
the carriers. Thus, similar trends come from increasing
tpp or reducing ∆ [see Fig. 3(c)].
This modulation of spin excitations by kinetic energy
would be influenced by tuning yet longer-range copper-
copper, copper-oxygen, and oxygen-oxygen hoppings.
For example, the nearest-neighbor copper [see the Sup-
plementary Materials [45]] and next-nearest-neighbor
oxygen hopping tpp′ [3] can be used to tune an effective
∆, which for the scope of this work will be sufficient to
underscore the important controlling parameters in the
model.
In charge-transfer insulators like cuprates, the energy
gap is determined primarily by the Madelung potentials,
electron affinities, and ionization energies, rather than
the on-site, screened Coulomb repulsion. Here we extend
this conclusion to the spin excitations. Our numerical
simulations reveal that over a wide range of both Ud
[see Fig. 3(b)] and Up [see the Supplementary Materials
[45]], the spin excitation energies change little, if at all,
compared to their dependence on the effective charge-
transfer energy and kinetic energy [see Fig. 2(a) and
Fig. 3(a)]. This can be understood by considering once
again the distribution of holes in the CuO2 planes:
provided that Ud > ∆, the low-energy physics including
that of the spin excitations, depends on the singly-
occupied copper and oxygen states. Thus in the atomic
limit, the controlling parameter is the charge-transfer
energy. The small dependence on Coulomb repulsion
is consistent with the linear spin wave prediction with
a perturbative Jeff in the physically relevant range of
parameters: varying Ud from 6 to 8 eV modulates the
magnon energy in a range of 0.45− 0.49eV .
As discussed extensively over the past thirty years, the
maximum superconducting transition temperature has
been found to be (positively or negatively) correlated
with many factors [see Fig. 4]. These dependencies orig-
inate from differences in the charge-transfer energy and
distribution of carriers in electronic structure theory[3–
7], or correspondingly the separation from the apical
ligands in the crystal structure[8, 9]. Here we add an
important building block to our understanding of these
cross-correlations, showing that the magnon energies
in a three-orbital model do not follow the monotonic
relationship predicted by perturbation theory (∼Jeff).
Instead, the magnon splitting between nodal and antin-
odal directions ∆EAFZB displays a strong monotonic
dependence on the effective charge-transfer energy, con-
sistent with the positive correlation between ∆EAFZB
and Tmaxc proposed by recent experiments[26].
To summarize, variations in the spin dispersion mea-
sured for different cuprate families can be attributed to
differences in structure and crystal field effects rather
than to differences in on-site Coulomb repulsion. We
have shown that the three-orbital model can naturally
capture the asymmetry in the spin response between the
nodal and antinodal directions observed in experiments,
without introducing phenomenological parameters for
long-range spin exchange[26]. In contrast to the average
magnon energy or perturbative spin exchange energy, the
monotonic modulation of the nodal/antinodal magnon
splitting by the charge-transfer energy represents a clear
and robust trend. With help from RIXS experiments,
such a correlation provides a better platform for discus-
sions of the link between superconductivity and spin cor-
relations for further investigations of high-Tc materials.
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