Advances in modern neuroscience require the identification of principles that connect different levels of experimental analysis, from molecular mechanisms to explanations of cellular functions, then to circuits, and, ultimately, to systems and behavior. Here, we examine how synaptic organization of the sympathetic ganglia may enable them to function as use-dependent amplifiers of preganglionic activity and how the gain of this amplification may be modulated by metabotropic signaling mechanisms. The approach combines a general computational model of ganglionic integration together with experimental tests of the model using the dynamic clamp method. In these experiments, we recorded intracellularly from dissociated bullfrog sympathetic neurons and then mimicked physiological synapses with virtual computer-generated synapses. It, thus, became possible to analyze the synaptic gain by recording cellular responses to complex patterns of synaptic activity that normally arise in vivo from convergent nicotinic and muscarinic synapses. The results of these studies are significant because they illustrate how gain generated through ganglionic integration may contribute to the feedback control of important autonomic behaviors, in particular to the control of the blood pressure. We dedicate this paper to the memory of Professor Vladimir Skok, whose rich legacy in synaptic physiology helped to establish the modern paradigm for connecting multiple levels of analysis in studies of the nervous system.
INTRODUCTION
A paradox emerges when comparing the synaptic organization of autonomic ganglia from the cellular and system perspectives. Cellular studies have established that parasympathetic and sympathetic ganglia are characterized by pre-ganglionic anatomical divergence, by post-ganglionic synaptic convergence of ionotropic nicotinic synapses, and by the expression of varied metabotropic synaptic events [1] [2] [3] [4] [5] . However, from the system perspective, understanding the integrative significance of these cellular and molecular details remains problematic [6] . Consequently, parasympathetic and sympathetic ganglia are often described simply as synaptic relays that convey neural activity from spinal preganglionic neurons to peripheral end-organs. Excitatory muscarinic synapses provide a good example of this paradox. Although intracellular studies dating back to the 1960s showed that pre-synaptic stimulation of sympathetic neurons can generate a two-component excitatory post-synaptic potential (EPSP) consisting of a fast nicotinic EPSP followed by a slow muscarinic EPSP; the functional role of the muscarinic response has remained elusive [1, 3, 6] . The problem arises in part because a pharmacological block of muscarinic receptors has multiple central and peripheral effects, which obscure the consequences of the ganglionic muscarinic receptors for the blood pressure control and other autonomic behaviors. In order to better understand this class of problems, we have recently developed dynamic clamp experiments that permit us to simulate patterns of synaptic activity occurring in vivo; at the same time, we have the experimental control that is possible in vitro with perforatedpatch whole-cell intracellular recordings. This paper summarizes the rationale for this approach and the underlying assumptions, what we have learned to this point, and emerging new questions.
ADVANTAGES AND LIMITATIONS OF AMPHIBIAN SYMPATHETIC GANGLIA AS A MODEL SYSTEM
The most important reason why paravertebral sympathetic ganglia 9 and 10 in frogs and toads are a powerful experimental system for the cellular analysis of synaptic mechanisms is the following: These ganglia contain two major cell types that can be identified in isolated preparations [3] . Such cells, B and C neurons, have distinct axonal conduction velocities [7] and are selectively innervated by preganglionic neurons that enter the sympathetic chain at different segmental levels [8] [9] [10] . This feature allows researchers to independently stimulate the preganglionic B and C pathways, which has proven very useful in experimental studies of slow synaptic potentials and target specificity. In B cells, nicotinic receptors mediate fast EPSPs, while muscarinic receptors mediate presynaptic inhibition and slow EPSPs [1, [11] [12] [13] . Presynaptic stimulation of C cells evokes a fast nicotinic EPSP followed by a slow muscarinic inhibitory postsynaptic potential (IPSP) [13, 14] . Stimulation of the preganglionic C pathway also evokes co-release of a neuropeptide, luteinizing hormone-releasing hormone (LHRH), which produces slow EPSPs in both B and C cells [15, 16] . With regard to the target specificity and function, B cells selectively innervate cutaneous glands that are important for thermoregulation and defensive behaviors, while C cells selectively innervate arteries that regulate the blood flow and pressure [17, 18] . The analysis of synaptic mechanisms in identified cells has, thus, revealed many interesting features of this system, including clear differences in the cellular expression of muscarinic responses.
Additional advantages of amphibian ganglia for cellular studies of synaptic function arise from their cellular and ganglionic morphology. Neurons in amphibian ganglia are larger than in homologous mammalian ganglia (diameters of 30-70 µm vs 15-30 µm), and the amphibian ganglia are relatively thin. One can, therefore, visualize the cells in great detail under Nomarski optics and obtain high-quality microelectrode recordings from cells in the intact ganglia [19] [20] [21] [22] . Amphibian autonomic neurons are also distinguished by their monopolar cell bodies. The absence of dendrites, which are present in mammalian autonomic neurons, indicates that amphibian autonomic neurons are electrotonically compact, thus simplifying the interpretation of electrophysiological data.
Finally, it is relatively easy to dissociate adult ganglia from amphibians and study the properties of fully differentiated sympathetic neurons in tissue culture using high-resolution patch-clamp recordings [23] [24] [25] [26] . The most significant limitation in working with amphibian models is the difficulty in applying molecular tools for manipulating gene expression. Additionally, the bullfrogs used in our experiments (Rana catesbiana, 7-18 cm in length) are generally 4-8 years old when collected in the wild. Although different amphibian and mammalian animal models have their respective advantages and limitations, it remains important to compare them and identify those cellular properties and organizational features that are conserved and those that mediate specialized forms of behavior.
KEY EXPERIMENTS THAT SHIFTED THE ANALYSIS OF MODULATION AWAY FROM AFTERDISCHARGES
One of our long-term goals has been to understand the consequences of slow synaptic potentials for integration in sympathetic ganglia. In thinking about this problem, we were strongly influenced by early observations showing that slow EPSPs in extracellular recordings were associated with afterdischarges of postsynaptic action potentials [27, 28] . Intracellular recordings subsequently demonstrated that muscarinic and peptidergic excitation tended to promote repetitive firing, which, in some cases, could be blocked by muscarinic inhibition [14, 29, 30] . Based on these findings, we developed isolated preparations of the bullfrog lumbar ganglia together with the abdominal aorta [18] and cutaneous glands [17] . These experiments demonstrated that peptidergic afterdischarges recorded in the presence of nicotinic blockers could indeed activate responses in the endorgans. However, because very strong presynaptic stimuli were required to see these effects, and the nicotinic blockers that were employed had nonspecific actions, we concluded that metabotropically mediated afterdischarges were unlikely to play a major role under physiological conditions.
THE n + 1 RULE FOR NICOTINIC CONVERGENCE
The experiments examining the effects of afterdischarges upon end-organs [17, 18] were perplexing. If afterdischarges were not of great importance, then how might slow potentials be acting, especially in B neurons where it was widely accepted that each cell received only one very strong nicotinic synapse [7] nearly insensitive to modulation because of its strength.
At that time, Ivanoff (Ivanov) and Smith [31] published an important experiment that completely changed our thinking on the problem and sent us in a new direction. They recorded intracellularly in vivo from bullfrog sympathetic neurons using methods that were originally developed at the Bogomolets Institute of Physiology in the laboratory of Vladimir Skok [2, 32] . Ivanoff and Smith's data contained substantial numbers of subthreshold nicotinic EPSPs in bullfrog B neurons. This meant that the prevailing view supposing B neurons to be singly innervated should be incorrect. We, therefore, went back to re-examine nicotinic convergence in B neurons and consider the consequences for ganglionic integration and its modulation.
Karila and Horn [33] found that 93% of B neurons receive at least two nicotinic synapses with distinct thresholds for presynaptic stimulation. One input produces EPSPs that are always strong enough to elicit action potentials, and other inputs produce EPSPs that are generally subthreshold in strength. Although all of the cells we studied had a single strong input, the number of weak inputs varied from 0 to 3. We, therefore, called the strong synapses primary and the weak synapses secondary. From the literature, it was also evident that a similar pattern of nicotinic convergence was present in bullfrog C neurons [14] and in mammalian paravertebral sympathetic neurons [32, [34] [35] [36] [37] . Papers from the Skok laboratory referred to the secondary synapses as accessory, and those from the McLachlan laboratory simply described two types of synapses as strong and weak. It was also known from systematic studies on the superior cervical ganglion (SCG) in several different mammalian species that the number of synapses converging on individual neurons scaled with animal size [38] . With these observations in mind, Karila and Horn [33] proposed that nicotinic convergence in paravertebral sympathetic ganglia follows an n +1 rule, which states that each cell receives a variable number (n) of weak secondary synapses and one strong primary synapse (Fig. 1) .
COINCIDENCE DETECTION THEORY PROVIDES A UNIFIED THEORY OF GANGLIONIC INTEGRATION
Finding that convergence was minimal in bullfrog B neurons (most cells receive only a total of two inputs) suggested that the weak input could not have much physiological impact, but also provided the simplest possible experimental system for isolating and studying the weak input. Karila and Horn [33] , thus, demonstrated that (i) simple trial-to-trial fluctuations in the secondary EPSP amplitude sometimes exceeded the threshold, (ii) pairs of secondary EPSPs can summate to exceed the threshold, (iii) the temporal window for such interaction is lengthened by presynaptic facilitation, and (iv) slow peptidergic EPSPs can summate with secondary EPSPs to reach the threshold. The summation of secondary EPSPs suggested that B neurons might behave as coincidence Fig. 1 . Nicotinic synaptic connections between spinal preand post-ganglionic neurons in the paravertebral sympathetic ganglia are characterized by pre-ganglionic divergence and postganglionic convergence, which follows the n + 1 rule. Given the lack of connections between ganglion cells and the uniformity of preganglionic synapses onto ganglion cells, one can predict how the entire population will behave by studying one cell (dashed rectangle). In this schematic, each ganglion cell receives one primary synapse (large bouton) and one secondary synapse (small bouton).
detectors for pairs of secondary EPSPs (Fig. 2) , and that all the various forms of synaptic plasticity in the ganglia might act through a common mechanism to modulate the effective strength of secondary EPSPs.
To explore the consequences of this simple idea, Karila and Horn derived a model of ganglionic integration by calculating the probabilities of synaptic coincidences. Constructing the model required three assumptions that are consistent with the anatomy and physiology of the sympathetic system. The first assumption is that within a given subclass of sympathetic neurons (e.g., vasoconstrictors) the connections between preganglionic and post-ganglionic neurons are uniform (Fig. 1) . Each presynaptic cell forms a certain number of primary synapses and a certain number of secondary synapses, whose strength varies little from one cell to another. Because there are no lateral synaptic connections between the ganglionic neurons, one can see from Fig. 1 that the synaptic properties of each ganglion cell are the same. One can, therefore, model the properties of the entire population of ganglionic neurons by modeling one cell! The second key assumption in the Karila and Horn's model is that the time intervals between synaptic events are exponentially distributed, which is consistent with in vivo intracellular recordings of synaptic activity [37] . The third assumption is that coincidences between pairs of secondary EPSPs can trigger action potentials, but that there is some upper boundary to this firing rate. After making these assumptions and then choosing physiologically realistic presynaptic mean firing rates and temporal windows for summation of fast EPSPs, it was possible to show that n + 1 convergence in the ganglia would result in synaptic amplification of activity, in which post-ganglionic neurons would, on average, fire at a higher rate than pre-ganglionic neurons [33] . Figure 2 illustrates a simple example of how this model works.
Interestingly, Skok, Ivanoff, and Maslov explored a similar mathematical model to describe the rabbit SCG but drew different conclusions [39] . In their analysis, they argued that pairs of EPSPs would not be sufficient to generate spikes and that the probability of higher-order coincidences was too low to have much impact at physiological firing rates, unless some form of preganglionic synchronization came into play. We agree that these are very important considerations and that further investigation is needed to assess the strength of secondary EPSPs in mammalian ganglia and the role of rhythmic presynaptic activity in controlling ganglionic integration.
THE DYNAMIC CLAMP METHOD PERMITS EXPERIMENTAL TESTING OF COMPUTATIONAL PREDICTIONS FROM CONDUCTANCE-BASED MODELS
Although appealing in its simplicity, the coincidence detection model of Karila and Horn is difficult to test Fig. 2 . The coincidence detector model of synaptic gain. Coincidences between subthreshold secondary nicotinic EPSPs can produce synaptic amplification by eliciting action potentials in addition to the ones invariably evoked by the strong primary synapse. Bars above the presynaptic axons denote the timing of presynaptic spikes and the EPSPs they evoke. Bars above the postsynaptic axon denote the timing of action potentials triggered by primary EPSPs (black) and coincidences of secondary EPSPs (gray). Note that, for the time epoch shown, the post-synaptic cell fires at a higher rate than the average pre-synaptic rate. experimentally because it does not contain biophysical details. For this purpose, we developed a conductancebased model that accurately describes the resting properties and basic excitability of B neurons and contains the conductances mediating metabotropic excitation by muscarinic and LHRH receptors [26, 40, 41] . With this model, it becomes possible to simulate the data from in vivo intracellular recordings of the membrane potential. Such simulations of physiological activity confirm that coincidences between secondary nicotinic EPSPs can lead to the amplification of preganglionic activity, and they show how these effects depend on the average presynaptic firing rate, the number and the strength of secondary synapses, and the expression of metabotropic excitation and presynaptic facilitation.
Although computational simulations with conductance-based models provide insight into how a cell might behave, they are inadequate unless one can use the insight to devise experimental tests of the computational predictions. The key problem arises from the fact that one cannot stimulate independently all of the inputs to a cell with the classical methods of cellular electrophysiology. With classical methods, one can stimulate simultaneously all of the presynaptic inputs to a cell or isolate one of them by carefully varying the strength of presynaptic stimuli. However, it is impractical to activate five or ten inputs independently, as might occur in vivo. The dynamic clamp method solves this experimental problem and provides a direct link to computational models.
Dynamic clamp is a current-clamp technique that uses feedback to mimic the presence of ion conductances. To implement the dynamic clamp, one must have a mathematical model that describes the gating of the conductance over time and its reversal potential. A rapid feedback loop then measures the membrane potential, determines the magnitude of the virtual conductance at that point in time, calculates, from the Ohm's law, how much current should be flowing through the virtual conductance, and sends an appropriate command signal to the current-clamp circuitry of the recording amplifier. In this way, one can create virtual leak conductances, synaptic conductances, and voltage-dependent conductances, provided that the feedback cycle of the dynamic clamp operates more rapidly than the kinetics of the virtual conductances. To achieve this performance, we built a system that can implement virtual conductances at 2⋅10 4 sec -1 and stimulate living neurons with patterns of virtual synaptic activity for periods up to several minutes without interruption [42] . Taking this approach, the strength of virtual nicotinic synapses can be normalized relative to that required to evoke a spike (threshold synaptic conductance). Patterns of virtual synaptic activity (synaptic templates) are then defined by the number of virtual synapses, their strength, and their average rate of firing. Identical synaptic templates can then be used for numerical simulations and for dynamic clamp experiments. In this way, one can determine how well a computational model predicts the behavior of living neurons and determine where and why the model breaks down.
Using this approach, we have begun to explore synaptic integration in bullfrog B and C neurons dissociated from adult ganglia and identifiable by their expression of different muscarinic responses and by the cell size. Several interesting results have already emerged from this approach.
In accordance with predictions of our models, we have observed that synaptic gain increases with larger numbers of secondary synapses [26] . When muscarine is applied to B neurons, suppression of the M-type potassium conductance has little effect on the amplitudes of fast EPSPs but enhances their excitatory efficacy, and this leads to an increase in the synaptic gain [43] . In other words, it now appears that metabotropic excitation of sympathetic B neurons modulates synaptic integration by increasing the ability of secondary EPSPs to generate single action potentials and not by induction of repetitive firing. We have also studied muscarinic activation of a small leak conductance, which sometimes occurs together with M-current suppression. These experiments showed that the leak conductance alone enhances the strength of fast EPSPs, and this effect synergizes with M-current suppression [43] . In other words, muscarinic activation of a branched signaling pathway in B neurons can produce a two-component effect that is greater than the sum of its parts.
FUTURE DIRECTIONS
The development of dynamic clamp methodology to study ganglionic integration has provided the opportunity to address several long-standing questions. We are now developing new experiments to examine the integrative properties of bullfrog C neurons, which appear different than those of B cells. We have also begun to examine the impact of preganglionic rhythmic activity, a prominent feature of baroreceptor-sensitive sympathetic neurons.
Our preliminary observations suggest that oscillatory preganglionic activity limited to a part of the cardiac cycle may serve as another mechanism for enhancing synaptic gain in sympathetic ganglia, and that this can be relevant to the overall gain of baroreceptor reflexes that regulate blood pressure. Finally, we have begun to develop criteria for identifying functional cell types in the mammalian SCG [44] . With this information, it should become possible to explore how ideas developed in studies on bullfrog ganglia extend to the mammalian autonomic system. The ultimate tests of such work will be to devise methods for manipulating ganglionic gain, either through pharmacological or genetic methods, and to observe the consequences for behavioral phenomena, such as blood pressure control, thermoregulation, and athletic performance.
