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SUMMARY
The field of robotic path planning is rich and diverse. As more complicated systems
have become automated, the need for simple methods that can navigate high dimensional
spaces has increased. However, most path planning methods, such as Road Map meth-
ods and Search methods, increase exponentially with dimension, making them undesirable
for complex robotics. Thus, the Secant and Traveling Artificial Potential Field (TAPF)
approaches were developed. The Secant and TAPF approaches are modifications to the
general Artificial Potential Field (APF) path planning algorithm with desirable properties,
which make them ideal for path planning in high dimensional space. All APF methods
grow linearly with dimension; however, general APF methods are not guaranteed to con-
verge given an arbitrary field of obstacles, significantly hindering the applicability of the
APF algorithm. By specially tuning the artificial forces generated by the Secant and TAPF
approaches, these methods can be shown to be globally asymptotically stable at the target
location for a point robot in a field of point obstacles. To extend this theory for more prac-
tical applications, the concept of a boundary layer was introduced into the path planning
algorithm. The boundary layer is a finite radius that encompasses an obstacle, such that the
field is transformed within the boundary layer to account for the solid shape. By warping
the landscape within the boundary layer, the system becomes mathematically equivalent to
avoiding a point in space. From these advancements, the Secant and TAPF approaches were
then demonstrated on planar robots and manipulators. These real-world systems were han-
dled by selecting individual points on the robot that need to converge and treating them as
separate systems coupled together by the defined constraints. For example, a planar robot
is dynamically equivalent to two points constrained by a link. Similarly, a manipulator
could be considered to be n-points jointed together. With the use of the Secant and TAPF
approaches to the APF algorithm, robotic control and path planning could be drastically





Robotic path planning is extremely diverse, and countless methods and theories have been
developed over the past half century to run autonomous systems. One such theory, Artificial
Potential Fields (APF), approaches path planning in a way that makes it advantageous
for operating complex systems. Despite the benefits, the theory has limitations that make
it difficult to implement and it is no longer widely popular. However, by adjusting the
governing equations using new methods, which will be called the Secant and Traveling
Artificial Potential Field (TAPF) approaches, many of the issues facing the general APF
theory can be addressed. The Secant and TAPF approaches are generalizable path planning
methods which could be used to control many different forms of robotic systems with a
simple and intuitive nature.
As the complexity of robotic systems increases, the process of path planning to avoid
obstacles and converge on targets becomes more challenging. Typical path planning meth-
ods included a wide variety of approaches, such as: road map, cell decomposition, APF,
sampling based, and optimal methods. Each of these approaches have their appropriate
applications, but any conceivable method will in some way be dependent on the dimension
of the space that needs to be navigated. Current methods typically try and improve the
efficiency of path planning, but this does not address the fundamental issue that arises with
increased dimensionality. As a result, path planning for higher order systems can be chal-
lenging and computationally expensive. Of all the path planning methods mentioned, only
APF offers the potential for a simple solution: develop a routine that scales linearly with
dimension. Search methods, whether they require global information or not, require ex-
1
ponential growth with dimension, no matter how efficient they are otherwise. Conversely,
APF routines inherently grow linearly with dimension. As systems become more complex,
the need for a simple and yet sophisticated path planning algorithm grows.
Artificial Potential Field theory is an intuitive form of path planning. The method cre-
ates a fictitious attractive force at the desired position and repellent forces at obstacles. The
summation of forces for any given point creates a potential field from which the theory
receives its name. The path planning is derived by simulating the behavior of the artifi-
cial dynamic system and using the results as a basis of control for the actual system. This
method has a level of simplicity and elegance which makes it a powerful tool. Unfortu-
nately, the method heavily suffers from issues with convergence. The primary flaw with
the general method is its propensity to get trapped in local minima. In the potential field, if
the gradient at a given point decreases to zero with a positive second derivative, the robotic
system could converge to this point rather than goal position. Numerous methods over the
past 30 years have been developed to augment the APF method and reduce the possibility
of a local minimum. Many of these methods include combining the APF method with other
path planning techniques, but this chains the APF approach with the dimensional growth
of other algorithms. While various APF routines may work in specific scenarios or with
contrived conditional parameters, the Secant and TAPF approaches will be shown to be
generalizable path planning methods.
The Secant and TAPF approaches will demonstrate that Artificial Potential Field theory
could be modified to account for local minimum issues. Typically, the convergence of
APF methods will depend on the placement of obstacles within the field. As a result, if
the system becomes trapped in a local minimum, it cannot recover on its own. However,
by carefully crafting the potential field and the resultant gradient, the Secant and TAPF
approaches manage to be globally convergent and generalizable to any field of obstacles.
APF methods typically rely on well tuned gain parameters to avoid local minimum, which
often depends on the position of obstacles relative to one another. The Secant and TAPF
2
approaches do not need to consider the relative position of obstacles in order to guarantee
convergence. These methods are extremely robust in trajectory planning in n-dimensional
space.
The trap of path planning is to make an algorithm which is only applicable to a spe-
cific system. Often, in trying to boost performance, modifications will make a theory less
generalizable. APF theory benefits from being fundamentally simple while also extremely
malleable. This analysis will begin by examining point robots in n-dimensional space with
point obstacles; however, it will then be expanded to solid bodied obstacles and then prac-
tical applications. The Secant and TAPF methods have the possibility to be applicable to
various forms of robotic systems of high complexity while maintaining necessary conver-
gence reliability.
1.2 Motivation
High dimensional robotic path planning is necessary to modern applications. Robotic ma-
nipulators in particular are extremely difficult to design suitable path planning routines.
High dimensional systems are typical for robotic arms, and the transformation from task
space to configuration space is nontrivial. Furthermore, finding a path planning routine
robust enough for generalized robotic arms is quite difficult: manipulators can be any size
or dimension operating in arbitrary environments. The Secant and TAPF approaches were
developed to apply to robotic arms, but their characteristics and limitations will first be
described in n-dimensional space for point robots and obstacles. Then, the systems will be
naturally expanded for real world and practical environments. First, however, the field of




1.3.1 Path Planning Overview
Methods and techniques have developed within path planning naturally over the span of
half a century; adapting to changing requirements and capabilities. Algorithms are interre-
lated and interdependent. Specializations are developed for individual applications. Hybrid
algorithms are common. Techniques will wax and wain in popularity and perhaps fade into
obscurity. Different authors have differing classifications of these algorithms that may or
may not be fully descriptive of their capabilities and requirements. This summary will at-
tempt to capture the trend and development of these methods with the understanding that it
is not complete, but it will at least be descriptive of the developments in the field. This sum-
mary is limited to methods that are generally applicable to robots with various constraints
rather than specific robotic designs with specialized considerations.








3. Potential Field Approach
(a) General Artificial Potential Field
(b) Harmonic Potential Field
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4. Sampling Based Methods
(a) Probabilistic Road Map (PRM)
(b) Rapidly Exploring Random Trees (RRT)
5. Optimal Searches
(a) A*
(b) Covariant Hamiltonian Optimization Map Planning (CHOMP)
(c) Simultaneous Localization and Mapping (SLAM)
The ordering of the list shown in Section 1.3.1 is deliberate and roughly tracks the his-
tory of path planning methods over the past half-century [1] [2] [3]. Robotic path planning
is traditionally constrained by a robot’s ability to sense its environment and the time re-
quired to compute or recompute viable paths. As sensor performance and computational
power has increased, these methods have become more sophisticated. However, robot de-
sign complexity has also increased, creating an arms-race for algorithms to be simulta-
neously computationally efficient while remaining sufficiently powerful to navigate an n-
dimensional device. Path planning approaches are typically separated into two categories:
local and global methods [4] [5] . Local methods only consider the immediate environment
while global methods account for the entire space [6] [7]. However, this research so far
has uncovered another set of categories that path planning methods usually subscribe to:
mapping and minimization. Mapping methods (such as cell decomposition) consider how
to divide a space into navigable parts; minimizing methods (such as A*) consider the se-
quence of navigable parts necessary to reach the goal and avoid obstacles. Often complete
methods will blend global and local methods as well as mapping and minimization meth-
ods. The duality of mapping methods and minimizing methods is mentioned here because
the classification was not found within the research. The above list of methods is too nu-
merous and the algorithms are too similar to examine each in detail, so only a collection of
relevant algorithms will be examined, listed in Table 1.1.
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Table 1.1: List of algorithms for examination.
Class Algorithm Application Domain
Road Map Method Voronoi Diagrams Mapping Global
Cell Decomposition Approx. and Exact Mapping Global
Sampling Based Methods RRT Mapping Local\Global
Optimization A* Minimizing Local\Global
Optimization CHOMP Minimizing Local
Artificial Potential Fields General APF Minimizing Local
This research is focused on examining and improving the Artificial Potential Field
method in order to develop an algorithm that is applicable to high dimensional systems
and generalizable to a variety of robotic designs. However, the justification of this re-
search is based on the existing landscape of path planning methods; their limitations and
their strengths. Thus, the above methods will each be examined in brief and then the APF
method will be examined more thoroughly so that an understanding of the challenges sur-
rounding path planning can be understood in full.
1.3.2 Voronoi Diagrams
Method: Path planning via Voronoi diagrams usually occur in three steps: construct the
generalized Voronoi cells, compute the retractions on the configuration space that include
the start and goal positions, and then search the resulting free space for connecting paths
from the start position to the goal position. Voronoi cells isolate obstacles in individual
spaces that maximize the available space surrounding each obstacle. The retraction process
limits the navigable space to the boundary of the Voronoi cells, thus ensuring that the
resultant pahts are free of obstacles. Voronoi diagrams rely on global information in order
to successfully map the space [8] [9].
Benefits: Voronoi diagrams are guaranteed to show the free path from any given start
position to any desired goal position as long as a free path exists. Voronoi diagrams are like
most road map methods in that they attempt to limit the available paths into a subset that
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are guaranteed to be free of obstacles [10].
Detriments: Voronoi diagrams do not provide a method for choosing the appropriate
path from the start position to the goal. They are a mapping method which rely on a
secondary minimization method to converge on the goal position [11]. Voronoi diagrams
are also specifically chosen because they maximize the distance between obstacle locations,
which is not always beneficial and can lead to non-optimal routes [12]. Also, for large
spaces with numerous obstacles (and dimensions greater than 2), Voronoi diagrams can
quickly escalate in computational cost.
1.3.3 Cell Decomposition
Method: Cell decomposition (both approximate and exact) attempt to subdivide the workspace
into feasible and infeasible regions. Unlike roadmap methods, this does not involve a re-
traction of the space, rather it simply categorizes the space based on the location of the
obstacles. Like roadmap methods, this is also a mapping technique, which requires global
information [8] [12]. The difference between approximate and exact cell decomposition
is that the exact method will create cells of arbitrary space necessary to fully define the
workspace. Approximate cell decomposition will use predetermined cell shapes (usually
rectangular) and categorize the space to within a certain tolerance.
Benefits: Cell decomposition is guaranteed to connect the target position with the goal
position so long as a viable path exists. It also does not require any retraction of the
workspace, but rather wholly defines the free space within an environment [13].
Detriments: Like Voronoi diagrams, cell decomposition does not inherently define a
suitable path. Also, while cell decomposition retains more information about a space over
retraction methods, this can at times make finding optimal paths more difficult [14]. Also,




Method: RRT is a sampling based approach that provides a thorough way of both searching
and navigating a space. The RRT method constructs a series of connected nodes that define
the free space within the environment. By adding, branching, and connecting nodes to
existing vertices, RRT expands the known free space of the environment to encompass the
entire space [15] [16] [17]. With consistent checks, the planner can detect if the goal and
start positions have become linked by the network of nodes. Sampling based methods offer
a unique approach to the path planning dualities of mapping and minimization as well as to
local and global planning. The root of the method is inherently a local mapping problem.
Collisions are not detected until a new node is added to the branching network: thus the
obstacle does not need to be detected until it is local to the search path [18]. Also, the
primary objective of the algorithm is to map the space without regards to seeking the goal.
However, by combining the local information throughout the entire workspace, the method
becomes a global search. Thus, by efficiently mapping the space, information about the
minimum path to the goal can be obtained.
Benefits: RRT is a robust path planning algorithm that is often used in the robotics
community. The method is efficient at finding global convergence while only needing to
consider local information, making it ideal for simulating feasible paths [19].
Detriments: RRT is not practical in applications where the environment is unknown
a priori. The number of iterations that are required to map the space make experimental
implementation of the method nearly impossible. Instead, the algorithm is appropriate for
simulations, where the route is discovered before experimental applications. Also, while
the algorithm can find a path from the start to the goal, this path may be sub-optimal, and
many algorithms will apply an optimization routine after the RRT method is utilized to
smooth the path. Finally, RRT suffers in dense, large spaces and the search time increases
exponentially with increased dimensionality [20] [21].
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1.3.5 A*
Method: The A* approach is one of the most versatile and widely used algorithm in robotic
path planning. The method balances a set of open and closed nodes and decides which node
to test in attempting to converge towards the target. A* uses a cost function that it works
to minimize; allowing for the algorithm to not only find a suitable path, but to find the best
path possible [22] [23]. By constantly exploring the boundary of the closed set, the method
is guaranteed to converge on the target location while avoiding obstacles. A* is purely
a minimization method and not a mapping algorithm. The routine relies on the space to
already be defined by a series of classified and connected nodes. Often times, this step is
accomplished by using approximate cell decomposition (creating a grid of the space with
obstacles identified), but more sophisticated or targeted methods are also applicable [24].
Similar to RRT, A* is a local method that grows into a global method. Nodes only need to
be evaluated when the algorithm encounters them. Unlike RRT, A* is less likely to explore
irrelevant space. While RRT attempts to “fill” the free space, A* simply identifies the
paths in the direction of its minimization. Often times, A* will be combined with mapping
methods, such as RRT, to create a suitable hybrid approach that efficiently maps the space
and minimizes relevant parameters in approaching the goal position.
Benefits: A* has long been utilized by the robotics community because of its versatility.
The method does not have an inherent mapping component, but the algorithm is strong
enough that even a simple mapping routine will suffice to provide excellent results [25]. A*
can even account for additional parameters within its minimization routine to find optimal
paths beyond just the shortest distance to the target [26].
Detriments: While listed as an optimal search within this research, A* has elements
of a sample based method as well. The algorithm needs to account for a set of closed and
open nodes, which it maintains to find the globally convergent path. However, this virtu-
ally requires the algorithm to be performed in simulation before it can be experimentally
implemented. While modifications to the routine can be made so that simple experiments
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can perform A* on-the-fly, these attempts are not guaranteed to succeed and may cause the
need for back-tracking and inefficient motions, precisely what A* attempts to avoid. Also,
since the routine operates by sampling nodes, it is hampered by increased dimensionality
[27].
1.3.6 CHOMP
Method: The Covariant Hamiltonian Optimization for Motion Planning (CHOMP) routine
is one of the more modern path planning algorithms in robotics. Its success has spawned
a number of derivative and tangential methods, such as the Stochastic Trajectory Opti-
mization for Motion Planning (STOMP). At its core, CHOMP is a trajectory optimization
method often used for path planning of higher order systems, including manipulators and
legged vehicles [28] [29]. The algorithm takes an initial naive trajectory to a target loca-
tion and optimizes the path until it achieves desirable motion. By taking collisions with
obstacles as a cost within the optimization function, CHOMP is able to find paths in high
order space without the need of robustly searching the entire workspace. Trajectory opti-
mization methods have existed beforehand, but CHOMP created a reliable algorithm for
path planning with complex systems. CHOMP is a minimization technique, but it does not
inherently rely on a mapping of the workspace to function (unlike A*). Also, CHOMP is
a local routine, only considering the free space and obstacles immediately pertaining to a
given position.
Benefits: The primary strength of CHOMP is its ability to handle high degree of free-
dom systems. Unlike sampling based methods, CHOMP does not require a search of the
space it inhabits, rather relying on derivative information in order to optimize the trajectory.
So, although the optimization still occurs within the same dimension as that of the system,
the full configuration space does not need to be searched [30].
Detriments: Since CHOMP is an optimization routine, the algorithm can suffer from
local minimum. Although CHOMP is designed to try and escape local minimum situa-
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tions, researchers have found that the performance of the routine still sometimes suffers.
Also, derivative information has to be available or numerically determined in order for the
optimization function to operate. For these reasons, off-shoot methods such as STOMP
were developed, each with their own strengths and flaws, but all following the example of
trajectory optimization set by CHOMP [31] [32]. In order to converge, methods such as
CHOMP still require gradient information, while methods such as STOMP require search
techniques, both of which scale drastically with dimension. Finally, as previously stated,
CHOMP is a local function, which inherently means that it is not guaranteed to converge
on a solution, even if one exists.
1.3.7 Artificial Potential Fields
Method: The Artificial Potential Field approach has been utilized for decades in robotic
path planning and has numerous variations to the algorithm. However, the underlying basis
of the general APF method is to interpret goal positions as attractive forces and obstacles as
repellent forces; the summation of which creates a potential field [33] [34]. Some methods
will use the gradient of the potential field to describe the resultant velocity or acceleration
rather than an applied force, but this derivation does not impugn the spirit of the approach.
The APF method is a local minimization algorithm. However, like CHOMP, APF does not
rely on a mapping of the environment into nodes, grids, or retracted free spaces. APF sim-
ply needs to know the location of obstacles and the goal position [35] [36] . Unfortunately,
although APF has many benefits, the detriments have often outweighed the algorithm’s use-
fulness, as will be discussed [37]. To compensate, a host of hybrid and alternate methods
have been developed. Often, APF will be paired with a global mapping method that reduces
the task space, such as Voronoi diagrams. However, this imposes limitations on the APF
method which retracts from the algorithm’s overall virtue. An alternative is to attempt to
modify the method to improve performance. One of the most well known variations to APF
is Harmonic Potential Fields. Harmonic Potential Fields uses a combination of source and
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sink type fields which satisfy Laplace’s equations. The method models obstacles as a series
of lines that each provides a potential source. By adding a flow function and a sink function
for the target, the method boasts the elimination of local minimums [38]. However, Har-
monic Potential Fields cannot guarantee convergence [39]. The APF approach is simple,
elegant, and powerful. Unfortunately, the problems with the theory usually outweigh the
performance.
Benefits: One of the greatest aspects of the APF approach is the speed of the algorithm.
The method does not rely on searches or optimizations, which means that the method does
not suffer as greatly as others when applied in high dimensional spaces. All the method
needs to compute is the summation of forces applied to the robot and the resultant state
variables. The elegance of this theory is that the acting forces are inherent to the task
space, and thus path planning can also be relegated to the task space domain. The described
motion is derived by the transformation of the force into the configuration space via the
system dynamics. In this way, the state values are informed by the result of the forces
acting on the system. APF can utilize dynamics, which will increase with the degrees of
freedom of the system, but which will not increase exponentially. Furthermore, since APF
is a local method, the algorithm does not need to know the location of the obstacles until
the robot has to avoid them [40]. Thus, APF is better suited for path planning of robotic
systems, even those with high dimensional degrees of freedom in arbitrary environments.
Detriments: General APF theory has four, major, well documented problems:
1. Local minimum
2. No passage between closely spaced obstacles
3. Oscillations in narrow passages
4. Unreachable goal position in close proximity with obstacles
Of these issues, the local minimum problem is perhaps the most severe and the best
known [41]. In brief, local minimums can result when the potential field has a zero gradient
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and positive second derivative. In this instance, the algorithm may fail to converge on the
target location [42]. Attempts have been made to avoid or eliminate this problem (such
as Harmonic Potential Fields), but in general this problem infects all of APF theory. The
remaining issues are minor in comparison with local minimum, but significant in their
own right [43] [44]. If two obstacles are close together, the resulting potential field could
disallow passage between them. In a similar way, if oscillations begin when traveling
within a narrow passage, these oscillations will continue and could produce undesirable
motion. Finally, an often overlooked artifact of APF methods: the goal position is unlikely
the global minimum of the potential field, and this discrepancy becomes plain if an obstacle
is close to the goal. Sometimes methods will attempt to account for local minimum within
the algorithm and alter the approach [45], or contrive instances without obstacles [46], but
this does not eliminate the underlying issue of local minimums. All of these issues make
the APF theory nonviable in most path planning scenarios. The issues simply outweigh
the benefits in all but the simplest applications, in which case other methods would be
better suited. However, if a variant of the APF method could eliminate these issues while
preserving the virtues of the algorithm, it could be extraordinarily powerful.
1.4 Statement of Work
With the understanding that a need exists for robust, high-dimensional path planning, the
following work was completed and will be analyzed in subsequent chapters. This work
is intended to demonstrate and analyze new forms of APF path planning: the Secant and
TAPF approaches, which have desirable convergent properties. Chapters 2 and 3 introduce
the Secant and TAPF approaches respectively and analyze the systems in n-dimensional
space as point robots in a field of point obstacles. Then, Chapter 4 extends the theories
to encompass arbitrarily shaped obstacles in n-dimensional space. The performance of
APF methods is then compared to search algorithms in Chapter 5, with the intention of
demonstrating the nature of dimensional growth. Finally, the methods are then adapted
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to practical applications: planar motion with rotation in Chapter 6 and manipulators in
Chapter 7. The summation of work will show that the Secant and TAPF approaches are





The Secant approach to APF path planning introduces a technique of constructing potential
fields which will be applicable regardless of the configuration or number of obstacles to
be avoided. To begin, this analysis will focus on point robots in n-dimensional space with
point obstacles in the field. However the obstacles might be arranged, the Secant potential
field has a global minimum at the target location. The gradient of this potential is then
used in a control law which is provably, globally asymptotically stable at the target. These
properties allow the Secant approach to be robust in its application.
As discussed in Chapter 1, the primary flaw with general APF methods is that they are
subject to local minimum, causing the control law to converge on a point other than the
target location. This local minimum occurs when obstacle configurations are such that the
gradient of the potential field is zero outside of the target location. Typically, APF methods
will attempt to alter their properties under these circumstances in order to create a more
desirable gradient. However, as will be proven, the Secant approach creates a potential
field which is incapable of having a gradient of zero anywhere accept at the target location.
The ramification of this property is that once the field is constructed, it does not need to be
modified to guarantee convergence.
The case of solving for point robots in n-dimensional space is not meant to be a practical
application of the theory. However, in order to understand the underlying properties of
the potential field and control law, this circumstance will be examined in depth. Further
transforms and derivations to the theory will need to be developed in order to apply the








Figure 2.1: An example of a robot in the proximity of a target and an obstacle. Although the
robot is depicted having wheels, it is assumed to be holonomic for the purpose of analysis.
Furthermore, the target is the origin of the field; the vector z is the position of the robot in
relation to the target, the vector oi is the obstacle position, and the vector si is the vector
between the obstacle and the target.
most basic form will be crucial in understanding how to utilize the theory in more complex
applications.
2.2 Potential Field
As previously stated, this analysis will assume that the robot is a point in n-dimensional
space. Figure 2.1 demonstrates an example of the field with the appropriate vector nota-
tions. Although Figure 2.1 is drawn with solid bodies, this is purely a graphical repre-
sentation. The field will be constructed with a finite number of obstacles, the position of
each of which will be represented by the vector oi. The target will be assumed to be the
origin of the field, and the position of the robot will be z with the relative vector to each
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obstacle si. The angle formed by the position of the obstacle and the relative position of
the robot is measured by 2θ. With these relationships, the potential function, Ψ(z), for the
Secant approach is shown in Equation 2.1. In this equation, kp is the positive gain value on
the attractive force, and ki are a series of positive gain values for the repellent force. The




















The potential function in Equation 2.1 is guaranteed to have a global minimum at the
origin of the field and to be devoid of other local minimums. The function is comprised
of an attractive potential and a repulsive potential: Ψ(z) = Ψa(z) + Ψr(z). The attractive
potential, Ψa(z), is purely a function of the distance to the target. The repulsive potential,
Ψr(z), is also a function of the distance to the target, but it is dependent on the position of
the obstacles, which are assumed to be stationary.
The repulsive potential has some very important properties that need to be examined in
order to understand the Secant approach. By examining the repulsive potential function,
several limitations can immediately be determined:
• An obstacle at the target location is unresolvable
• A robot in the same position as the obstacle results in infinite potential (z = oi)
• A robot in line with the obstacle and target results in infinite potential (θ = 1
2
π)
These are the immediate limitations that must be placed when examining the field, and
they will help to inform the constraints on the initial conditions of the control law. However,
a few properties of the Secant approach are also immediately apparent due to the repulsive
potential. Including the distance to the target in the numerator of the potential ensures that
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the influence of the obstacles will diminish to nothing at the target location. Having the
distance to the obstacle in the denominator of the potential ensures that the repulsive force
will grow rapidly as the robot approaches the obstacle. Finally, including the secant term
in the numerator acts as a penalty for robots behind an obstacle, influencing the robot to
avoid and move around to the obstacle towards the target location. These elements to the
Secant potential function ensure that the system will converge on the target location.
2.3 Gradient
The gradient will be used in the control law of the Secant approach and is therefore crucial
to understand. In order for the origin (the target location) to be a global minimum and to
exclude other local minimum, certain properties of the gradient must be examined. The
potential field gradient is shown in Equation 2.3. The accompanying variable definitions































The gradient in Equation 2.3 will be used in the control law to determine the motion of
the robot. However, since the local minimum issue is by far the greatest concern with APF
methods, the property of a single minimum in the field at the target location will also be
examined in greater detail before the control law for determining the trajectory within the
field is developed. The derivation for the gradient is detailed in Section 2.6.
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2.4 Global Minimum
The desire for the Secant approach is to have a single minimum at the target location,
which will be a global minimum for the potential field. Showing that the target is a global
minimum is quite simple: evaluate the system at z = 0 and z > 0 as shown in Equation 2.5.
Ψ(z = 0) = 0 (2.5a)
Ψ(z 6= 0) > 0 (2.5b)
Since the origin has zero potential, and all other locations must have a greater than
zero potential, the origin must be a global minimum of the potential field. Furthermore,
the origin can be shown to be the only existing stationary point by examining the potential













Equation 2.6 demonstrates crucial behavior of the gradient within the field. The gra-
dient of the potential function must be bound by the relationship demonstrated in Equa-
tion 2.7.
∥∥∥∥∂Ψ∂z
∥∥∥∥ > kp ‖z‖ (2.7)
Furthermore, since kp ‖z‖ ≥ 0,∀z 6= 0, then any location other than the origin must
have a non-zero gradient. If no other possible location exists for zero gradient other than
the origin, than the origin must be the global minimum of the field.
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2.5 Trajectory Planning and Lyapunov
The typical approach to APF path planning is to use the gradient of the potential field as
an input to the acceleration of the system. Mass can be neglected by incorporating it with
the gain functions, resulting in the system dynamics shown in Equation 2.8, where u is the
control input to the system.
z̈ = u (2.8)
For this analysis, an error velocity will be defined, shown in Equation 2.9. In these
equations, vr is a reference velocity defined by the positive gain constant λ and the distance
to the target. The error velocity is therefore the difference between the velocity of the
system and the reference velocity.
vr = −λz (2.9a)
ve = ż − vr (2.9b)
ve = ż + λz (2.9c)
Now, a control law can be defined which is informed by the potential function, shown
in Equation 2.10.






Using the control law in Equation 2.10 and the system dynamics in Equation 2.8, the
state equations are therefore derived in Equation 2.11.
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ż = −λz + ve (2.11a)






The state equations are meant to demonstrate that the system will converge on the target
location regardless of the layout of the obstacles in the field. To show that this is true,
an analysis on the system dynamics using the Lyapunov theorem will be completed in
conjunction with the Invariant Set theorem.
The Lyapunov theorem defined in Theorem 3.3 of [47] states: Assume that there exists
a scalar function V of the state x, with continuous first order derivatives such that: V (x)
is positive definite; V̇ (x) is negative definite; and as V (x) tends towards infinite, ‖x‖ tends
towards infinity as well, then the equilibrium at the origin is globally asymptotically stable.
As will be shown, this definition will not be sufficient and the Local Invariant Set the-
orem defined by Theorem 3.4 in [47] will be drawn upon. This theorem states: Consider
an autonomous system of the form ẋ = f(x), with f continuous, and let V (x) be a scalar
function with continuous first partial derivatives. Assume that: for some ` > 0, the region
Ω` defined by V (x) < ` is bounded and V̇ (x) ≤ 0 for all x in Ω`. Let R be the set of all
points within Ω` where V̇ (x) = 0, and M be the largest invariant set in R. Then, every
solution x(t) originating in Ω` tends to M as t→ inf.
This analysis will show that the target location is globally asymptotically stable for a
defined domain within the field while remaining a finite distance away from the obstacles
at all times. However, it has previously been shown that a subset of the space defined by
obstacles has an infinite potential, and therefore they must be excluded from this analysis.
For this reason, the set Ω` will be defined which is compact (closed and bounded), such
that Ω` = {(z, v) ∈ R2n : V (z, v) ≤ `}, where ` is a positive constant. The set of obstacles
and conditions for which θi = 12π will be defined as O :=
⋃
i
{z ∈ Rn : z = αoi, α ≥ 1}.
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Since, the set Ω` is closed and bounded, it naturally excludes the setO and all of the infinite
potentials in the field. Along this set, the positive definite Lyapunov equation is defined in
Equation 2.12.











ż + vTe v̇e (2.13)















Simplifying Equation 2.14 by combining like terms, and using the relationship defined
by Equation 2.6, the derivative of the Lyapunov equation can be shown to be equal to











‖z‖2 − kv ‖ve‖2 ≤ 0 (2.15)
Therefore, so long as the initial conditions begin within the invariant set Ω`, it will
remain within that set and converge on the target location. Since the obstacles are not
included within this set, the system will not collide with an obstacle. Furthermore, since Ω`




The derivative of the potential function shown in Equation 2.3 is critical to the behavior of
the system, and thus the derivation of this function will be demonstrated. In these equations,






The intuition of Equation 2.16 is that it is equivalent to f(x) = − cos(2θi). From these

























In these equations, Pi is the matrix described by Equation 2.18.




Furthermore, define the function gi(x) by Equation 2.19.
gi(x) = sec
2(θi) (2.19)





























2 ‖oi‖ ‖x‖2 cos(2θi)
‖x− oi‖3
(2.22b)
Where in 2.22, Qi is the matrix defined in Equation 2.23.














Using the relationships set in this section, the potential gradient defined in Equation 2.3
and the relationship shown in Equation 2.6 can therefore be shown to be true.
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Figure 2.2: A contour plot depicting the values of Ψ(z) for multiple point obstacles ran-
domly placed within the field.
2.7 Results - Potential Field
The analysis so far has demonstrated that the Secant approach only has a global minimum
at the target location and is otherwise devoid of local minimum. An example of this in the
two dimensional case can be seen in Figure 2.2 with a random configuration of obstacles
and the target at the center location. The values of the potential field are not relevant, rather
the shape of the field is what matters to the convergence properties of the system.
A closer view of one of the obstacles is shown in Figure 2.3. A very important consid-
eration of the Secant approach is the “comet tail” that follows behind the obstacle relative
to the target position. This comet tail is a result of the values for θi approaching π2 . In all
dimensions, this comet tail is a line of infinite potential trailing behind the obstacle, but
in two dimensions, this feature can make path planning more difficult. The convergence
properties of the system still hold, but in practice, the comet tail divides the workspace into
viable paths.
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Figure 2.3: Contour plot close up of an obstacle in a potential field. Note, the potential
around the obstacle and following the comet tail are so large that the potential not in the
immediate vicinity of the obstacle are orders of magnitude lower.
These figures demonstrate the global minimum behavior of the Secant approach which
gives the system its desirable behaviors. The system cannot be trapped by a local minimum,
which makes this a powerful approach to use with the APF algorithm; however, they still
rely on a control scheme to guarantee convergence.
2.8 Results - Control
Demonstrating the convergence of a point robot in an n-dimensional field is a bit challeng-
ing. Literally, infinite possible scenarios exist which could be demonstrated, but the system
is limited to avoiding points. Therefore, the best way to demonstrate the robustness of the
Secant approach in two dimensions is to show it converging in a large field of obstacles.
APF methods typically suffer greatly with large numbers of obstacles packed closely to-
gether. The Secant approach is demonstrated in Figures 2.4 and 2.5, where a point robot
found a trajectory through a field of 196 obstacles to get to a target location. In Figure 2.4
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Table 2.1: Gain parameters used for figs 2.4 and 2.5. The system is using generalized units.
In theory, the gain parameters do not matter as long as they are positive.
Parameter Value
Attraction Constant (kp) 500
Repulsion Constant (ki) 0.001
Damping Constant (kv) 120
Figure 2.4: The Secant approach pathing through 196 obstacles from a ten random starting
positions and converging to [0,0]. At each point in the calculation each of the 196 obstacles
were considered for the resulting gradient. In this example, the obstacles are arranged in a
grid.
the obstacles are arranged in a grid and in Figure 2.5 the obstacles were distributed ran-
domly.
Figures 2.4 and 2.5 reveal some of the underlying behaviors of the Secant approach. If
the initial condition is too close to a Secant line, this might make the numeric calculations
challenging to solve while retaining desired accuracy. The oscillation at the beginning of
some of the paths are due to a high starting potential, which will be reduced in time with
the damping factor. Furthermore, as seen in Table 2.1, the gain on the obstacle function
is extremely low compared to the other gains. The reason for this discrepancy is that the
repulsive force uses the summation of all obstacles, and thus for large numbers of obstacles
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Figure 2.5: The Secant approach pathing through 196 randomly assorted obstacles from ten
random starting positions and converging to [0,0]. Just as in Figure 2.4, at each point in the
calculation each of the 196 obstacles were considered for the resulting gradient; however,
in this example, the obstacle positions were randomly determined.
the gain value can be significantly lowered. Mathematically, the system will converge
regardless of the gain parameters; however, in practice this system is solved numerically
and may have additional challenges.
2.9 Conclusion
The Secant approach offers a potential function with a guaranteed global minimum at the
target location for point robots in an n-dimensional field of point obstacles. By ensuring
that the starting position of the robot is not on an existing obstacle or along the comet tail of
an obstacle in the field, the control system shown in this chapter will guarantee convergence
to the target location. In practice, some consideration must be given to the gain parameters
in order to achieve the desired behavior of the system, such as reducing oscillations, but so
long as the numerical accuracy is sufficient, the system will converge to the origin of the
field while avoiding obstacles. However, although the Secant approach elegantly displays
favorable behaviors, it is not unique with its convergent properties; the TAPF approach will
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be shown to share this convergent behavior.
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CHAPTER 3
THE TRAVELING ARTIFICIAL POTENTIAL FIELD APPROACH
3.1 Introduction
Catering potential fields to have desired convergent properties is challenging, but not im-
possible. The Secant approach is a way of applying the APF algorithm that is provably
globally convergent for point obstacles and robots in an n-dimensional space. However,
other APF methods that are globally convergent are also possible, such as the Traveling
Artificial Potential Field (TAPF) approach. The gradient for the Secant approach solely
considers the relative position of the targets and obstacles, but the TAPF method also con-
siders the velocity of the robot relative to the obstacles (hence: “Traveling” APF). In ac-
counting for the velocity of the robot, the influence of the obstacles will be different based
on the robot’s trajectory, which may be more desirable than the Secant approach in various
applications. Like the Secant approach, the TAPF approach has constraints on the initial
condition, but is otherwise guaranteed to reach the target location. The net result is another
APF method which is globally convergent regardless of the number of obstacles in the field.
The TAPF approach will be examined in detail in this analysis, but a few aspects of the
control method should be noted. A similar requirement on the initial conditions exists for
this method as with the Secant approach. The starting position of the point robot cannot
be perfectly in line with the obstacle and the target location or on the obstacle itself. Since
this is the greatest restriction on the Secant approach, the two methods are therefore nearly
identical in when they might be applied. The only significant difference between the ap-
proaches is in how the trajectory performs. By considering the velocity of the robot, the
force applied has a natural damping factor that potentially leads to smoother paths. Also,
the TAPF approach will be proven to be convergent using a very similar method to the
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Secant approach, so further additions to the theory will be equally applicable to the Secant
and TAPF approaches.
3.2 Traveling Force
The TAPF approach applies a force to the robot that is dependent on the robot’s position
and velocity. This method is a departure from the Secant approach, which used a potential
gradient to dictate the robot’s motion. However, the development of this force is based
on observations made on a modified Secant potential function. This modification, which


















The derivative of this function is developed in a very similar way to the Secant poten-
tial function shown in Section 2.6, with the result depicted in Equation 3.2. All relevant















From Equation 3.2, an important relationship is discerned regarding the shape of the
slope, shown in Equation 3.3. This relationship will help to show the convergence proper-











‖z‖2 ≥ kp ‖z‖2 (3.3)


















Equation 3.4 can be shown to be comprised of two components: a normal force, Fr,












The forces shown in Equation 3.5 can now be used as a basis for the TAPF approach.
The force applied to the system, defined by FT , is comprised of an attractive force and
repellent forces, shown in Equation 3.6. In this equation, µ(x) is a one sided ramp, such that
µ(x) = 0, x ≤ 0 and µ(x) = x, x > 0. The remaining variables are listed in Equation 3.7.














Principally, the force used in the TAPF approach are derived from the modified gradient
function, but they are not in themselves a gradient. Also note that αi and γi in Equation 3.7
are bounded functions; they are used for a normalization factor.
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s̄i = Piui (3.7c)
ti = tan(θi) (3.7d)
k̄i = ki ‖oi‖αi(z) (3.7e)
k̃i = kiγi(z) (3.7f)
Pi(z) = I −









(‖z − oi‖+ ‖oi‖)2




‖z − oi‖2 cos2(θi) + ‖z‖2
(3.7j)
3.3 Control
The reason for the complexity of the TAPF force is to ensure that the system is globally
asymptotically stable at the origin, as will be seen in this analysis. The control law, seen
in 3.8, is identical to the control law seen for the Secant approach seen in Equation 2.10,
using the same state equations seen in Equation 2.11 as well.
u = v̇r − kvv − FT (3.8)
From the control law, the closed loop dynamics can be seen in Equation 3.9.
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ż = −λz + v (3.9a)
v̇ = −kpz − kvv − FT (3.9b)
In order to satisfy the Lyapunov equation, the definitions of the domain of the starting
conditions is the same as listed in Section 2.5. This implies that the invariant set Ω`, which
includes the origin and the initial condition does not contain the obstacles or their comet
tails. With this restriction, the Lyapunov equation is a summation of the potential and
kinetic energy of the system, shown in Equation 3.10.










ż + vT v̇ (3.11)























































Equation 3.13 reduces to Equation 3.14
dV
dt



















Using a completing the square technique, Equation 3.14 is equal to Equation 3.15.
dV
dt



































Crucially, Equation 3.15 has a term which is not guaranteed to be negative. This dis-
crepancy can be resolved by choosing gain values which satisfy Equation 3.16.










With Equation 3.16, the derivative of the Lyapunov equation is shown to be bounded
by a system which is negative definite, shown Equation 3.17, guaranteeing that the origin
is globally asymptotically stable.
dV
dt
≤ −k̃p ‖z‖2 − kv ‖v‖2 ≤ 0 (3.17)
3.4 Results
The results of the TAPF approach will closely mirror the results of the Secant approach
demonstrated in Chapter 2. Figures 3.1 and 3.2 show the TAPF approach solving the same
field of obstacles that was demonstrated in Figures 2.4 and 2.5 and using the same gain
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Figure 3.1: The TAPF approach pathing through 196 obstacles from ten random starting
positions and converging to [0,0]. At each point in the calculation each of the 196 obsta-
cles were considered for the resulting force, the Secant approach equivalent is shown in
Figure 2.4.
parameters listed in Table 2.1. As expected, the system converges to the target location
despite the large number of obstacles in the field.
Comparing the Secant and TAPF approaches in Figures 2.4 and 2.5 and Figures 3.1 and
3.2 respectively shows some interesting differences between the two methods. The TAPF
approach has much less oscillation than the Secant approach and appears to get closer to the
obstacles while still avoiding them. This behavior is due to the consideration of the velocity
within the applied force, which acts as a dampener in the state equations. Both systems are
still perfectly valid, but different approaches can be chosen based on the desired trajectory
of the system while it converges to the target.
3.5 Conclusion
The most significant result of this analysis is that a second APF algorithm exists which
can be proven to be globally asymptotically stable at the target location. The TAPF ap-
proach does not significantly deviate from the Secant method in its use or performance,
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Figure 3.2: The TAPF approach pathing through 196 randomly assorted obstacles from ten
random starting positions and converging to [0,0]. At each point in the calculation each of
the 196 obstacles were considered for the resulting force, the Secant approach equivalent
is shown in Figure 2.5.
but it does demonstrate that various techniques can be applied for desired trajectory behav-
ior. The TAPF force results in a generally smoother curve than the Secant approach, since
it accounts for the relative velocity of the robot with respect to obstacles. However, the
formulation of the TAPF force is more difficult, since limitations are imposed on the gain
parameters. Overall, the TAPF approach is another APF method which can be used to glob-






The Secant and TAPF approaches have been shown to be globally convergent on their target
locations for point obstacles in n-dimensional space. However, treating obstacles as points
is a sever limitation when trying to apply the theory to real world applications. In physical
circumstances, obstacles will have solid dimensions. APF methods do not directly ap-
proach this problem. Typically, the potential field is altered to account for the physical size
of the obstacle. However, the Secant and TAPF approaches have very well defined proper-
ties that should be conserved if possible. Therefore, a new way of accounting for obstacles
has been developed: the boundary layer method. If a transformation were possible that
could treat a solid bodied obstacle as if it were a point, the convergence properties of the
Secant and TAPF methods would be preserved. This transformation is what the boundary
layer attempts to accomplish. When the robot is outside of a boundary layer, the obstacle
appears as a point. Inside the boundary layer, the space is “squeezed” between the radius of
the obstacle and the boundary layer, such that the distance between the boundary layer and
the radius appears mathematically the same as the distance between the boundary layer and
the center of the obstacle. This spatial transform ensures that the mathematical properties
of the Secant and TAPF approach are preserved, but it also imposes new restrictions on the
field.
The intention of this analysis is to demonstrate the simplest practical application of the
Secant and TAPF approaches. This analysis still considers the robot to be a point in n-
dimensional space but now allows for non-point obstacles to be examined as well. Since
the boundary layer method relies on a transformation of the APF potential functions, the
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restrictions on the original equations will cary through. Furthermore, most of this analysis
will be demonstrated using the Secant approach, but the methodology is equally valid for
the TAPF potential function as well. The Secant and TAPF approaches have the same
conditions for their convergence, so their application in the boundary layer method is the
same. Overall, the use of a boundary layer will allow for the expansion of obstacles from
points to solids, making the system far more applicable.
The boundary layer method applies a smooth, non-linear transformation within a bounded
region of space surrounding an obstacle. An example of this is shown in Figure 4.1. In this
example, a point robot that has entered into the boundary layer will mathematically appear
as if it is closer to the obstacle than it actually is. At the radius of the obstacle, it will
mathematically appear as if it were at the center of the obstacle for the purposes of control.
The details of the transformation functions will be explained within this analysis, but this
transformation allows for the potential function generated by point obstacles to be applied
to solid obstacles.
4.2 The Boundary Layer Transform
To begin this analysis, certain terms must be well defined in order to understand their
behavior. First, let the i’th obstacle be represented by Oi, which can be any compact set










Furthermore, define the boundary layer of the obstacle such that: Bi = Oi + B̄δi , where
B̄δi > 0 is a closed ball, which assumes that the boundary layer has a non-zero radius.
Furthermore, this analysis require the restriction that Bi ∩Bj = ∅, ∀i, j and 0 /∈ Bi, which












Figure 4.1: An example of a robot in the proximity of a target and an obstacle with a
boundary layer. This is a modified version of the diagram in Figure 2.1, such that now
the obstacle is a solid. In this figure, Ri and Bi are scalar radius values of the obstacle and
boundary layer; z̃ and s̃ are modified distance values to the robot within the boundary layer.
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boundary layer. From this, the boundary layer transform can now be defined, as shown in
Equation 4.2, with wi = si‖si‖ .
φ(z) =
 z − ρi(wi)σ(ξi)wi, z ∈ Biz, z /∈ ∪iBi (4.2)
The physical intuition of Equation 4.2 is that outside of an obstacle’s boundary layer,
the space is untransformed. Inside of the boundary layer, the transform shifts the apparent
position of the robot closer to the center of the obstacle. The transformation is reliant on
the radius of the obstacle, ρi, and the nonlinear transform σ(ξi). In this equation, σ(ξi)
is a monotonically increasing function between zero and one, and ξi describes the space




(ρi(wi) + δi − ‖si‖) (4.3)
A simple equation for σ(x) is the parabolic function σ(x) = x2. This equation satisfies
a zero initial slope and varies from 0 to 1 at x = 1 continuously. The functions σ, ξi,
and ψ(z) defines how the robot will behave in the boundary layer. At the boundary layer,
‖si‖ = ρi(vi) + δi, and thus ξi = 0 and φ(z) = z. This function is continuous between
the inside and outside of the boundary layer. However, to understand the relationship of
the boundary layer in completion, the inverse of the transform must also be understood, as
seen in Equation 4.4. In this equation, z̃ = φ(z), and s̃i = φ(z)− oi.
φ−1(z̃) =





, s̃i = ‖φ(z)− oi‖, andwi = s̃i‖s̃i‖ . This also satisfies
the inequality ‖φ(z)−oi‖‖z−oi‖−ρi(vi) ≤
2ρi(wi)+δi
δi
, ∀z ∈ Bi. Furthermore, both φ and φ−1 are C1
functions with their Jacobians ∂φ/∂z and (∂φ/∂z)−1 are well defined at every z /∈ Oi and
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z̃ 6= oi, respectively.
The boundary layer method perserves the convergence properties of the Secant and
TAPF approaches previously defined. The boundary layer is guaranteed to not create local
minimums and it does not affect the stability properties of the Lyapunov equations defined
in Eqs. 2.12 and 3.10. To show that this is true, the system can be simplified to scenarios
inside and outside of the boundary layer. Any location outside of the boundary layer is
defined by z and has been shown to be convergent on the target. Inside the boundary
layer, the position is defined as z̃ = φ(z). The analysis has already shown that the global
minimum has already been proven to be true for Ψ(z); thus to satisfy the boundary layer
condition it must also be shown to be true for Ψ̃(z) := Ψ◦φ(z) = Ψ(z̃). This is exemplified









Equation 4.5 is true everywhere except for at the origin, z = 0, and at the center of an




Equation 4.4, then it must be true that the origin is a local minimum for Ψ̃(z) and this is
the only minimum in the field. Thus, the origin is the global minimum for both Ψ(z) and
Ψ(z̃).
4.3 Lyapunov Stability with Solid Obstacles
Just as the global minimum needed to be shown to be consistent with Ψ̃(z), the control law
needs to be redefined for within the boundary layer and shown to be asymptotically stable.


























From the control input, the state equations for z̃ and ṽe are defined in Eqs. 4.7a and 4.7b.
˙̃z = −λz̃ + ṽe (4.7a)






From the state equations and using the same logic depicted in Section 2.5, the system can
clearly be shown to be globally asymptotically stable. Given the invertbility properties
of φ, the closed–loop system has guaranteed collision avoidance with solid obstacles as
long as the initial position of the robot does not begin inside of the obstacle. This can be
demonstrated using the Lyapunov function shown in Equation 4.8.




Using parallel methods to those described in Sections 2.5 and 3.3 for the Secant and
TAPF approach respectively demonstrate the asymptotic stability of the system, despite the
additional constraints of the boundary layer.
4.4 Results: Potential Field
A crucially important aspect of the APF algorithm in combination with the boundary layer
will now be explored. In the analysis of the boundary layer, it is assumed that the radius is
continuous and that there is only one mapping of the radius for any angle of the obstacle.
This implies that the radius does not need to be constant. Indeed, a subset of convex
shapes also satisfies these conditions. Thus, the boundary layer extends the Secant and
TAPF approaches to real-world environments, where the shape of obstacles cannot always
assume to have a constant radius. Figure 4.2 demonstrates a field of circular obstacles
randomly arranged with the potential function from the Secant approach. Figures 4.3 and
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Figure 4.2: A contour plot depicting potential for the Secant approach for multiple solid,
circular obstacles randomly placed within the field.
Figure 4.3: A close up depiction of a field of obstacles shaped as squares using the Secant
approach. In this image, the channel between the potential functions of multiple obstacles
can be seen despite the varying radius of the obstacle.
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Figure 4.4: A close up depiction of a field of obstacles shaped as stars using the Secant
approach. This image is noticeably convex, and yet local minimums do not arise.
4.4 are examples of the Secant approach potential demonstrating that any continuous shape
that can be described in polar coordinates will not create a global minimum.
4.5 Results: Control
As interesting as the potential function is for various non-uniform objects, the crucial appli-
cation of the boundary layer is in the control for solid bodied obstacles. To demonstrate the
behavior of the boundary layer for various obstacles, single obstacle fields were contrived
to demonstrate convergence for both the Secant and TAPF approaches. In Figures 4.5 and
4.7, a point robot avoids a square obstacle. Likewise, in Figures 4.7 and 4.8, a point obsta-
cle avoids a star shaped obstacle. From these figures, some of the differences in behaviors
between the Secant and TAPF approaches can be visualized. The TAPF approach has natu-
ral dampening arising from the consideration of the robot’s trajectory in its force function.
This causes the TAPF approach to more closely conform to the shape of the obstacle, some-
thing which may or may not be desirable in the system. To complete the demonstration of
the Secant and TAPF approach for solid obstacles, each method experienced ten random
starting locations outside of a field of 196 obstacles and converged on a target, as shown in
Figures 4.9 and 4.10.
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Figure 4.5: The Secant approach applied to a single square obstacle.
Figure 4.6: The TAPF approach applied to a single square obstacle.
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Figure 4.7: The Secant approach applied to a single star obstacle.
Figure 4.8: The TAPF approach applied to a single square obstacle.
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Figure 4.9: The Secant approach pathing through 196 obstacles from a ten random starting
positions and converging to [0,0]. At each point in the calculation each of the 196 obstacles
were considered for the resulting gradient.
Figure 4.10: The TAPF approach pathing through 196 obstacles from a ten random starting
positions and converging to [0,0]. At each point in the calculation each of the 196 obstacles
were considered for the resulting force.
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Each of these examples demonstrate that the convergence property of the Secant and
TAPF approaches can be conserved when applied to solid obstacles. However, these ex-
amples have been limited to two dimensions for demonstration purposes. Crucially, the
boundary layer transformation is applicable in n-dimensional space.
4.6 Conclusion
The Secant and TAPF approaches have previously been shown to be valid trajectory plan-
ning methods for point robots navigating through a field of point obstacles in n-dimensional
space. However, real-world examples require the ability to consider obstacles of finite size
in order to avoid intersections reliably. The boundary layer method transforms the space
around obstacles such that they appear to be points in space, and the application of this
transformation allows for robots to avoid the solid obstacles as if they were points. The
execution of the boundary layer results in an apparent shifting of the robot position in
relationship to the target and the obstacles. This shift artificially increases the force experi-
enced by the robot in proportion to its distance to the bounds of the obstacle. This shifting
is what allows for the obstacles to be avoided as if they were points: mathematically, the
solid obstacles can be treated as if they were points. By transforming solid obstacles in this
way, the underlying benefits of the Secant and TAPF approaches are preserved. As long as
the system does not have overlapping boundary layers and the target position is not within
a boundary layer, the system will converge. Expanding the Secant and TAPF approaches




HIGHER ORDER SYSTEMS COMPARISON
5.1 Introduction
Although most of the figures and analysis has been for two dimensional cases, the APF
scheme lends itself naturally to higher order systems. Indeed, the major advantage of the
APF algorithms, and the Secant and Traveling approaches in particular, is that they are
generalizable to n-dimensional systems. Furthermore, as will be demonstrated within this
chapter, the APF approaches grow linearly with dimension, whereas search methods grow
exponentially. To show how well the APF approaches compare to traditional search meth-
ods, the A* algorithm will be tested alongside the Secant approach, and the performances
of each algorithm will be evaluated. To note, the main criteria that will be evaluated are the
number of iterations necessary for convergence and the accuracy of the algorithms. The
amount of time that each iteration takes will only be measured for the purpose of showing
the rate of growth of the algorithm. Optimization techniques, both in the coding and in the
processing, as well as improved hardware, could decrease the computation time for these
methods. An important consideration is that a myriad of search methods exist, some of
which may converge in fewer iterations with better accuracy than A* in certain situations.
This comparison is not meant to conclusively demonstrate when A* is more applicable than
the APF methods, nor is the purpose to say that search methods are without merit. Rather,
this examination is meant to demonstrate the behavior of search methods as they grow in
accuracy and dimension.
This analysis will begin with a very brief look at the A* method, including a discussion
of its application and a comparison to the Secant approach. The algorithms will then be
implemented in a simple path planning routine in two dimensions. The cell size utilized
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in the A* method will then be adjusted to demonstrate how the number of iterations to
convergence grows with accuracy. Then, the dimension of the algorithm will be increased
to demonstrate how both the Secant approach and A* algorithms grow with dimensions.
These growth rates will demonstrate how the APF methods are much more applicable for
higher order systems in terms of computational efficiency.
5.2 Algorithm Growth
The A* algorithm will be examined in brief so that the comparison to the APF methods
can be properly contextualized. Figure 5.1a shows the basic A* algorithm. The figure is
obviously simplified into steps that could be further subdivided, but this shows a general
understanding of the process involved. An initial phase is necessary to retract the space
into cells or nodes which can then be searched, and then an iterative process explores the
space to find a path from the starting position to the goal. The dimensional growth of the
system is actually originated from two steps within this process. “Generate map” and “Add
neighbors to the open list” are each dependent on the dimension of the system and expand
exponentially. “Generate map” can be precomputed and only needs to be done once (so
long as the field is static and perfectly known), but “Add neighbors to the open list” has to
be done iteratively, and the number of neighbors is exponentially related to the size of the
system’s dimension. Tactics can be employed to mitigate the number of cells within the
map being searched, and the heuristic values can be tuned to improve convergence time,
but the nature of the algorithm causes inherent, exponential growth for each additional
dimension.
To contrast, Figure 5.1b demonstrates the APF algorithm in similar terms to Figure 5.1a.
However, each of the elements of Figure 5.1b are linear with dimensional growth. “Cal-
culate distance” to either the obstacles or the target each add only an extra term to the
calculation. Also, increasing the dimension will add a term for the position and velocity
within the state values; also demonstrating linear growth. Each iteration updates the state
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Table 5.1: Table of values for comparing A* and APF results. The locations are in n-
dimensional space, and the parameters are listed to reflect that attribute. The table also lists
the algorithms that the parameters are relevant to: General, both algorithms, or the either
the A* or APF algorithm. Each of the values are in generalized units.
Algorithm Parameter Value
General
Start Location (1, 1, ... 1)
Goal Location (0, 0, ... 0)










Boundary Layer Radius 0.2
of the system, and each update can be shown to be linearly dependent on the dimension of
the system. A caveat in this process: each iteration is also linearly dependent on the num-
ber of obstacles in the system. Whereas with A* and other search algorithms, the obstacles
are only relevant in determining impassable paths, the APF algorithm needs to know the
relative distance between the current position and the obstacle at each iterative step. How-
ever, while each additional obstacle increases the calculation time for each iteration, this
growth is also linear. Examining the flow-charts for each algorithm should demonstrate
why the methods grow either linearly or exponentially. The A* method has to search in
each additional dimension. The APF methods only need to account for an additional term
with each new dimension.
5.3 Growth with Precision
An often overlooked component of the A* algorithm process is the map generation. Creat-
ing a map will be specific to the application and must sufficiently define the space so that
the A* algorithm can navigate from the initial conditions to the goal. Thus, the number of
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(b) General APF algorithm
Figure 5.1: Comparison of A* and APF algorithms. In these flowcharts, the blue high-
lighted sections are the setup, the purple sections are iterative, and the green sections are
the output. Several steps in the A* algorithm, including “Generate Map” and “Add neigh-
bors to the open list” expand exponentially with dimension, while each element of the APF
algorithm will only expand linearly with dimension.
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or obstacles do not exactly lie on a node, then the map will be an approximation. The
higher level of precision in the map, the more iterations that will be required to navigate.
This growth is not the same as the growth with dimension, but it does indicate the non-
linear nature of growth within the algorithm, and it has been included in this examination
since mapping higher dimensional spaces is hard to visualize.
All of the experiments mentioned in this section were performed using the parameters
from Table 5.1. The map is intentionally simple with only one obstacle to avoid. The
purpose of these examinations is not to demonstrate the effectiveness of the theories but
to show how the number of iterations and time to convergence changes under varying cir-
cumstances. To show how the number of iterations required for convergence grows with
cell density, the field was mapped using A* using a range from 10 nodes per map length
to 150 nodes per map length, and the number of iterations required to converge on the
target location was measured. The results are shown in Figure 5.2 with Figure 5.3 show-
ing several of the maps used in the experiment. The growth demonstrated in Figure 5.2
is clearly non-linear. Essentially, as the density of nodes increases, the “surface area” of
open nodes surrounding closed nodes increases. To reiterate, this is not exponential growth;
this experiment was performed since two dimensions is convenient to visualize, but it also
demonstrates non-linear growth. In comparison, Figure 5.4 shows the Secant Method’s
solution to the setup. Unlike A*, a mapping process was not required, and as such, each
point on the trajectory devised by the algorithm is to computational precision. Since there
is no cell density, their is no growth comparison with cell density that can be shown, but
the generated path is included in this section to demonstrate that the system is solvable at
much higher precision possible than A* methods would allow.
The rate of growth with precision is entirely dependent on the nature of the algorithm.
Within each iteration of the A* method, a node changes its designation form the “open”
to the “closed” list. Each open node is a neighbor of a previously discovered closed node.



























A* Growth with Resolution
Figure 5.2: Figure showing the number of iterations to convergence based on the resolution
of nodes within the map using the A* algorithm. This expansion is not the same as the
exponential growth with dimension, but it is a demonstration of the non-linear nature of
growth within the map.
from open to closed in a meaningful way that will converge on the node closest to the tar-
get. As such, since the open nodes list essentially forms the perimeter of the closed region,
non-linear growth is expected as density of nodes increases. In contrast, the APF approach
does not rely on a map with a density of cells, but rather relies on the numeric precision
of the processor calculating the trajectory. Thus, the Secant approach will always be per-
formed at the highest level of accuracy possible given the processor available. Although
this growth is not the same as the rate of growth with dimension, it is an important con-
sideration when examining methods. The number of iterations required to converge using
A* grows drastically the more precision that is required, while the APF methods can be as
accurate as computational and numeric precision allows.
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(a) 10 Nodes per length (b) 25 Nodes per length
(c) 50 Nodes per length (d) 100 Nodes per length
Figure 5.3: Solution to the map at various resolution sizes using A*. The denser the grid
of nodes, the higher the accuracy in the path, but the greater the number of iterations to
generate the path.
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Figure 5.4: Solution to the map using the Secant approach. Note: the solution is not
necessarily optimal, but it generates a trajectory with machine precision.
5.4 Growth with Dimension
The critical experiment of this chapter is to map the growth rate of the A* algorithm with
dimension. This experiment is complicated by one very important consideration: the size
of the map necessary for A* grows considerably fast, even with extremely low density of
cells. With this restriction in mind, the path was mapped with the A* algorithm at up to
five dimensions for resolutions of 4, 5, and 6 nodes per length of the map. The number
of iterations and the time to convergence is depicted in Table 5.2 and shown graphically
in Figure 5.5. In the previous section, it was noted that the growth of the A* method
with the density of cells is not exponential; however, the growth of A* with dimension is
exponential. Clearly, the results shown in Figure 5.5 are quite unimpressive. With only six
cells per length of the map, at five dimensions, the system took over 4 minutes to solve.
Thus, for systems greater than a few dimensions, A* will not be able to perform with
necessary accuracy without drastically large maps.
The Secant approach was also performed on the multi-dimensional map. However, un-
like the A* algorithm, it is not necessary to map the space before the algorithm can be
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Table 5.2: Table demonstrating the growth in convergence for both iterations and time
using the A* algorithm. Notice, the resolution for each of these maps is extremely low,
with only a few nodes per length. This restriction in resolution is due to the computation
time at higher resolutions at higher dimensions as well as the computational cost of storing
the high dimensional maps.
Resolution Dimension Iterations Time to Converge (sec)















solved. Also, the Secant approach does not rely on searches to perform its trajectory plan-
ning. Thus, the scaling of dimension with the Secant approach is much less drastic than
with A*. Figure 5.6 shows the number of iterations to convergence compared with dimen-
sions for the Secant Method. The growth rate of the number of iterations to convergence
is actually slower than linear. However, the time to completion for each iteration is also
dependent on dimension, so the time to convergence was also plotted, as shown in Fig-
ure 5.7. This series clearly shows a linear growth rate, as expected since each step within
the algorithm is linearly dependent on the number of dimensions.
It has not been the purpose of this analysis to directly compare the time to completion
of the A* method and the Secant Method. Different optimization techniques and coding
strategies could improve either algorithm. However, it is important to note the limitations
placed on this analysis with A*’s growth rate. After five dimensions, calculating the map of
A* became impractical, let alone applying the algorithm for generating a path. In contrary,






































Figure 5.5: Figure depicting the results from Table 5.2. In this figure, the best-fit lines are




















Figure 5.6: Figure depicting the number of iterations to convergence for the Secant Method.
This graph is a bit misleading, since each iteration is dependent on the dimension of the
system. This graph is obviously non-linear, but instead of exponentially growing, the rate
of growth clearly decreases with dimension: demonstrating that as the system grows in






















Figure 5.7: An example of the computation time for convergence using the APF Secant
Method. This figure gives a better demonstration of the linearity of growth with dimension,
as it encompasses the entire forward integration scheme. The computation time itself is
not meant to be considered: better processors and more optimized code will reduce the
computation time of any method, but rather the relative growth of the system with increased
dimension.
much difficulty. A major bottle neck in path planning is working with higher-order systems,
and the APF methods described are much better suited at handling these systems than
search methods. With the experiments shown, the A* algorithm would not be practical for
searching the space of a six degree-of-freedom manipulator with any reasonable precision,
while the APF methods are more than capable of handling n-dimensional systems.
5.5 APF Growth with Obstacles
A final consideration with the APF methods that is not shared by A* and other search
methods is the growth in convergence time with the number of obstacles. While fields with
a greater number of obstacles may impact the convergence time of search methods such as
A*, the obstacles will only have an impact on the convergence time if the obstacle is initially
in the convergence path. Contrarily, Secant and TAPF approaches consider each obstacle
at each iteration stage to determine the next state in the trajectory. As such, obstacles that
would not seem to be in the path of convergence still affect the convergence time.
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A similar experiment to the parameters listed in Table 5.1 was performed with the
Secant approach. However, in this experiment, multiple obstacles were arranged in a grid-
like pattern for a two dimensional system. The experiment compared the convergence time
for various numbers of obstacles, from one to forty-nine; an example of these trials are
shown in Figure 5.8 and the times are recorded in Figure 5.9. As Figure 5.8 shows, even
though the number of obstacles grows, the convergence path does not change very much
between trials.
The significance of the results from Figure 5.9 is that the convergence time linearly in-
creases with the number of obstacles. Even though the vast majority of the obstacles within
the grid do not directly impact the convergence path, they are still considered within the
calculations. As such, each obstacle’s relative distance and artificial potential field needs to
be calculated regardless of proximity. One might expect Figure 5.9 to look step-like; with
the convergence time increasing only when the obstacle obstructs the convergence path,
but that is not the case. However, the growth is still linear with the number of obstacles,
so large numbers of obstacles can still be considered in path planning applications without
fear of out-of-control growth rates.
5.6 Conclusion
An important consideration in determining appropriate path planning algorithms is under-
standing how the approaches scale. In this chapter, three scaling factors have been consid-
ered: precision, dimension, and obstacle density. Precision is important in search methods
that rely on mapping to define the field: low density cells may result in poor path choices,
while high dimensional cells may cause unnecessary calculation. Dimension is usually de-
fined by the problem being solved and usually cannot be altered, but it must be considered
when choosing methods. Finally, knowing the obstacle density is an important consid-
eration in evaluating the efficiency of the path planning algorithm. A* scales faster than
linearly with precision and exponentially with dimension. APF methods, particularly the
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(a) Secant approach with 12 obstacles. (b) Secant approach with 24 obstacles.
(c) Secant approach with 36 obstacles. (d) Secant approach with 49 obstacles.
Figure 5.8: Various numbers of obstacles used to determine the time to convergent per
obstacle using the Secant approach. Figure 5.9 demonstrates the linear growth in conver-
gence time with numerous obstacles. The purpose of these figures is not to demonstrate
convergence, but rather to show that the convergence time increases with each obstacle in





















Time to Convergence for Multiple Obstacles
Figure 5.9: Convergence time using the Secant approach per obstacle. This graph demon-
strates linear growth of convergence time versus the number of obstacles in the field.
Secant approach, scales linearly with both dimension and the number of obstacles. APF’s
scaling properties allow for incredibly high dimensional analysis with machine precision,
a trait that A* struggles with immensely. Although the APF methods also scale with the
number of obstacles, a factor that does not directly impact A*’s convergence time, that
growth is also linear. While it has not been the goal of this analysis to suggest optimization
techniques, an important consideration for the APF methods is that calculations could be
completed with multi-threaded processors. Unlike A* and other search methods, where
doubling the dimension of they system more than doubles the necessary search time, if
the APF methods needed to have their dimensions doubled, doubling the processing power
would lead to steady convergence rates. The performance of the APF methods is only half
of their advantage, a significant draw to using these approaches is their ability to compute
convergence paths for high dimensional systems.
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CHAPTER 6
PLANAR MOTION WITH ROTATIONS
6.1 Introduction
The Secant and TAPF methods adequately present a way of trajectory planning in n-
dimensional space. As long as the assumptions of initial conditions and obstacle config-
urations are met, both of these methods will converge on their target locations. However,
in practice, n-dimensional path planning is often not sufficient. Many applications will
involve further considerations: such as a two dimensional system with rotations. The n-
dimensional planning discussed so far have been quite rigid in their approach, but adapting
the system for rotation is subject to choice. Several different ways can be contrived which
allows for the APF methods to be tailored for rotation, and each adaptation will have its
own set of additional constraints and considerations. Overall, while the theory behind the
Secant and TAPF methods are fixed: how they are utilized in specific systems must be
decided upon based on the application.
As mentioned, the Secant and TAPF methods are not immediately applicable to rota-
tions; however, a few modifications can be devised which would allow for the theories to
be applied to systems with rotation. The most obvious modification for adapting a planar
robot to an n-dimensional system would be to have a perpendicular axis which would rep-
resent the rotation of the robot. For this system, the radius of the robot would be grafted
onto the obstacles in the field: reducing the robot to a point and increasing the size of the
obstacles appropriately. The obstacles would then vary in radius based on the orientation
of the robot in relation to the obstacles. The two dimensional system is now in three di-
mensions: with the third dimension defined by the parameters of the robot. This method
of applying rotation to a system that would otherwise be dependent on point robots is not
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unique, and similar methods are commonly utilized. However, for the Secant and TAPF
approaches, it offers a few difficulties, which will be discussed in greater detail within
the chapter, but which make the application difficult to adhere to the assumptions of these
methods. Suffusive to say, other applications of the APF methods should be considered as
well.
An alternative approach to accounting for rotation is to couple two, two degree-of-
freedom systems by a constant length constraint. In this way, each “end” of the robotic
system would be attempting to converge on its own target location while maintaining a
fixed distance to the partner. Since the trajectory planning for the Secant and TAPF meth-
ods relies on solving a dynamic system, the distance constraint can be modeled as a link
force holding the two ends together. Then, a single equivalent system with planar motion
and rotation can be described that maintains the properties of the coupled system. This
method will also have challenges and drawbacks, but it more closely utilizes the princi-
pals developed in describing n-dimensional trajectory planning with the Secant and TAPF
methods.
An important consideration within this chapter is that the methods described are not the
only ways of describing a planar system with rotation. This chapter is meant to examine
some approaches to applying rotation to the Secant and TAPF methods and to examine the
affects, but it is not meant to be exclusive. Other methods may be devised which have more
benefits or greater applicability, and different scenarios may favor some methods more than
others. However, this chapter will show that the Secant and TAPF approaches are suitable
in handling rotational considerations as well as n-dimensional trajectory planning.
6.2 Rotation on Z-axis
The simplest way of incorporating rotation into a planar system is to create an additional
degree of freedom along the z-axis which represents rotation. The robot, which is assumed
to have a solid body of variable radius, is then converted to a point by adding the radius
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of the robot to the obstacles: transforming the obstacles to three-dimensional structures.
The radius of the obstacle now varies with height, corresponding to the grafted radius of
the robot which varies with orientation. An example of how this transformation is shown
in Figure 6.1. As shown, as the orientation of the robot changes, the apparent radius of
the obstacles changes as well. After this transformation, the system is equivalent to a three
dimensional problem and can be solved using the Secant or TAPF methods previously
discussed.
Using equivalent systems, a planar robot with rotations can be transformed into an
n-dimensional path planning problem. However, the Secant and TAPF approaches have
some very important assumptions that may not be adhered to under these circumstances.
The most obvious is the necessity to have the obstacles describable in polar coordinates.
Using the variable radius of the robot to create a variable radius of the obstacle does not
guarantee that the new, three-dimensional obstacle will be describable using polar coor-
dinates. Indeed, unless the robot is purely circular, the obstacle in three dimensions will
not be able to be described in polar coordinates. For each rotation of the robot, a maxi-
mum and minimum radius will be found; therefore the radius of the obstacle will oscillate
with height, making the system impossible to describe with polar coordinates. Second,
the height of each of these obstacles is now infinite, which violates the restriction that the
obstacles must be bounded (as well as describable in polar coordinates). Finally, the ob-
stacles cannot overlap, so the boundary of a 3 dimensional obstacles in the field must be
guaranteed for all possible rotations: this requirement is not difficult to check and might
be satisfied, but it must be considered. These deviations from the assumptions mean that
the Secant and TAPF methods may still be applied, but they do not guarantee convergence
from the starting conditions to the goal.
The theory behind the Secant and TAPF approaches guarantees convergence for point
robots in solid obstacle fields of n-dimensional space so long as specific conditions are met.





































(d) Modified system for 90 degrees of rotation
Figure 6.1: Depiction of the transformation between a planar robot and a three dimensional
point robot. In the first image, the robot and obstacles both have solid dimension, but in
subsequent drawings, the radius of the obstacles has changes based on the orientation and
position of the robot.
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or the consequences of violating the assumptions must be understood. The primary result
of violating an assumption by modifying the system is that the convergence properties will
no longer be guaranteed. This does not preclude convergence, but rather poses greater re-
strictions to the initial conditions and the layout of the field that will allow for convergence.
The process of expanding the theory for systems beyond general n-dimensional path plan-
ning will always have additional considerations necessary for understanding the resulting
trajectory’s behavior.
6.3 2D Rotation as Constrained Systems
In order to account for a planar system with rotation, an alternative scheme could be con-
sidered with two, two-dimensional point robots with a constant length constraint. In this
set-up, depicted in Figure 6.2, each point represents a two degree-of-freedom robot, and an
additional constraint that defines the length between the two points creates a three degree-
of-freedom system. The benefit of this set-up is that the nature of the n-dimensional trajec-
tory planning is preserved. Each “point” (end of the robot) is treated as an individual robot,
but the dynamics includes an additional force constraint in addition to the attractive and
repulsive forces. Furthermore, as shown in Figure 6.3, this coupled system is dynamically
equivalent to a single planar system with position and orientation.
Another important consideration is that the set-up for this system has been shown with
two points creating a single robot constrained by a single length. However, it is certainly
possible to expand this system for multiple points constrained in arbitrary configurations,
allowing for general shapes to be constructed. Again, the benefit of modeling rotation as a
constrained system of trajectories is that it more closely follows the model of n-dimensional











Figure 6.2: Approach for defining rotation by selecting two goal locations. Notice, each
















(b) Equivalent model showing two point robots
with a link force connecting them together
Figure 6.3: Two equal representations of the dynamic model. The first representation shows
a single system with position and orientation, the second system is a set of points connected
by a link force. The benefit of the first model is that it is easier to simulate, the second model
demonstrates the stability properties.
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6.3.1 Planar Motion Control
The system can be represented by the coupling of two independent point robots that are
constrained by a link force which rigidly defines the distance between the points. The state
equations are shown in Equations 6.1. These equations are mirrored versions of the velocity
and acceleration dynamics of a single point in space, with the added component of the link
force, Fl.
ż1 = −λ1z1 + v1 (6.1a)
ż2 = −λ2z2 + v2 (6.1b)












From these equations, the stability of the system can be analyzed at the collective ori-
gins of the coupled points. The energy in the system is nothing more than the combined
energy of each of the points, so the positive definite Lyapunov function can be chosen as
seen in Equation 6.2.
V = Ψ1(z1) +
1
2

























‖z2‖2 − kv2 ‖v2‖2
+ vT1 Fl − vT2 Fl
(6.3)
The derivative of the Lyapunov function can be shown to be negative definite. To do
so, the velocity of the points can be related using Equations 6.4, where vcom is the velocity
of the center of the joint system, r is half of the distance between the points, and ω is the
rotational velocity of the joint system.
v1 = vcom + r × w (6.4a)
v2 = vcom − r × w (6.4b)
Implementing the velocity relationships, Equation 6.5 can be shown to be true. Re-
member, in this equation the direction o r × w is perpendicular to the direction of the link
force.
vT1 Fl − vT2 Fl = (vcom − vcom)TFl + 2(r × w)TFl = 0 (6.5)
Substituting the velocity relationships into the derivative of the Lyapunov equation
yields Equation 6.6. This equation is the summation of time based derivatives of the in-
dependent systems, each of which is proven to be negative definite, thus the entire system
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‖z2‖2 − kv2 ‖v2‖2 ≤ 0
(6.6)
Since the derivative of the Lyapunov equation is negative definite, the system must
therefore be globally asymptotically stable at the origin.
Hopefully, the intention of modeling the system as a set of coupled points should now
be clear. The Lyapunov equation is a representation of the energy of the system. However,
internal forces, such as link forces, do not contribute any work on the system. Therefore,
additional constraints that are modeled as internal forces should not impact the stability of
the system. This insight on stability is true for a single coupled system as well as for more
complex systems.
6.3.2 Additional Constraints
Modifying the system to account for two points constrained by a link force is not without
consequence. In order for the system to be globally convergent, another set of considera-
tions must be made for the initial conditions. If these conditions are not met in addition to
the set of restrictions for point robots, the stability of the system cannot be guaranteed.
For point obstacles, it is essential that obstacles do not overlap in order for the system to
converge. In the system of two, constrained points, each point robot has its own origin and
set of obstacle positions. The system as a whole has a single origin and desired rotation,
which means that the obstacle positions within the calculations might overlap. In this case,
it is not guaranteed that the system will converge. This case corresponds to the robot
getting “wedged” between two obstacles. If this constraint is not met, the robot may still






Figure 6.4: Example of an unacceptable starting condition for a coupled system. In this
circumstance, the separate robots will attempt to pass on opposite sides of the obstacle to
converge on the target which is not physically possible. This circumstance is guaranteed to
fail for the Secant approach but may fail for the TAPF approach as well.
that is specific to the Secant method involves the initial placement of the planar robot. The
robot cannot begin with its ends on opposite sides of one or multiple secant line, as seen
in Figure 6.4. In this case, two circumstances are possible. If the length between points
is larger than the diameter of the obstacle, the system will pass over the obstacle. If the
length between points is smaller than the diameter of the obstacle, the system will not be
able to pass through the obstacle. The TAPF method may also fail in this circumstance, by
either getting trapped behind an obstacle or having the connecting link phase through the
obstacle, but the Secant approach is guaranteed to fail in this circumstance. This limitation
is partially due to the two dimensional reaction to the comet tail of the Secant approach:
the space is divided behind an obstacle. Each of these cases should clearly be avoided, so
further restrictions must be placed on the starting position of the coupled system and the
layout of the obstacles.
These additional constraints to the system and starting conditions must be considered
when applying the Secant or TAPF methods to rotation in this manner. Failure to con-
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sider these constraints may result in a undesirable trajectory. However, so long as these
conditions are met, the system will converge as expected.
6.3.3 Planar Motion Results
Using coupled systems, so long as the restraints on the initial conditions are met, the system
is guaranteed to converge. Therefore, any level of demonstration is merely a tiny subset of
a much larger field of solvable systems. This section will briefly demonstrate and discuss
some of the applications for which the coupled APF method could be utilized. In each
of these demonstrations, the Secant approach was applied, and the system converged on
the target locations. In order to demonstrate convergence, the end-points of the robot were
given a solid area, and the radius of the solid was applied to the bounds of the obstacle to
ensure that the system avoided intersection with the obstacles.
The most basic example is depicted in Figure 6.5. In this example, a planar robot (a line
with orientation and position) is tasked with avoiding several solid bodied obstacles while
converging on the target location. Figure 6.5 demonstrates this process of convergence over
several frames from the simulation.
An extension of the basic theory is shown in Figure 6.6. Just as the point obstacle
case was able to be expanded into arbitrary shapes for point robots, the same is true in the
constrained system. Now, Figure 6.6 demonstrates the system avoiding squares, and Fig-
ure 6.7 goes more abstract with the system avoiding star shapes. An important observation
with the figures analyzed in this section: the obstacle field layout breeches the condition
necessary to guarantee convergence. Each of the obstacles are too close together, and it
is possible that initial conditions could be contrived that would not allow for convergence.
However, even though the systems in these scenarios do not have convergence to the target
guaranteed, each system converged without incident. The success of these systems should
convey the applicability of the overall theory.
The previous examples in this section show the natural applications of using coupled
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(a) Initial position (b) One-third through path
(c) Two-thirds through path (d) Converged position
Figure 6.5: A coupled system converging on a target in a field of solid, circular obstacles
using the Secant approach.
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(a) Initial position (b) One-third through path
(c) Two-thirds through path (d) Converged position
Figure 6.6: A coupled system converging on a target in a field of solid, square obstacles
using the Secant approach.
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(a) Initial position (b) One-third through path
(c) Two-thirds through path (d) Converged position
Figure 6.7: A coupled system converging on a target in a field of solid, star obstacles using
the Secant approach.
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points to planar robots. However, an important consideration must be noted. The robot
is only guaranteed to avoid the obstacles at the location of the points where the repellent
and attractive forces are applied. Therefore, the link connecting the ends is not guaranteed
to avoid the obstacles, and it may collide in practice. This problem of collision can be
avoided, by introducing a series of points that each have a target location and are coupled
by link forces. An example of this scenario is demonstrated in Figure 6.8. In this figure, the
planar robot now has multiple points across the body of the link, making the system more
robust to avoiding obstacles without loss of generality.
The final natural extension of the theory is to apply the system of coupled points to
make arbitrary shapes. Just as the boundary layer approach allowed for points to appear
as solid bodies, forming points into shapes interconnected by links allows for the theories
developed for a point robot to be applied to arbitrarily shaped robots. An example of this
application is shown in Figure 6.9, where a rectangular robot is navigating a field of square
obstacles.
Each of these examples converged on their target location while avoiding the obstacles
within the field. This demonstration is not meant as a comprehensive list of scenarios that
the coupled-system method of trajectory planning for solid robots can handle. Indeed,
these results are not even the only way in which rotation might be approached by utilizing
APF methods. However, these results are meant to demonstrate that accounting for planar
motion with rotation is certainly possible with APF methods, and that the properties of
convergence demonstrated in previous chapters is not lost in this application.
6.4 Conclusion
The theories behind the Secant and TAPF methods were intended for a point robot with
point obstacles in n-dimensional space. Using the boundary layer approach, this theory was
expanded for obstacles with varying radii. Now, these theories have to be put into practice
in order to describe real-world scenarios. The first application, which was examined in this
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(a) Initial position (b) One-third through path
(c) Two-thirds through path (d) Converged positions
Figure 6.8: Four coupled robots converging on a target in a field of solid, circular obstacles
using the Secant approach.
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(a) Initial position (b) One-third through path
(c) Two-thirds through path (d) Converged positions
Figure 6.9: Four coupled robots arranged in a rectangle converging on a target in a field of
solid, circular obstacles using the Secant approach.
80
chapter, is the concept of path planning for robots that have both position and orientation.
Innumerable ways are possible for expanding the theory to account for orientation, but
the method examined here was to analyze the robot as if it were a coupled system with a
constraint on the length between points. If both points were to converge on the target while
satisfying the constraint, then the system would be equivalent to a robot with orientation
and position converging on a desired location while avoiding obstacles. This theory has
several additional constraints, most concerning the layout of the field of obstacles as viewed
from two perspectives. If the rectified field (the field as if the two targets were merged) does
not satisfy the conditions of the point robot in a field of obstacles, then the system may not
converge. However, assuming that the field does not violate these constraints, then the
convergence properties of the theory hold. Furthermore, a coupled system can be expanded
for a multi-point system; where link forces and points can be joined to describe arbitrarily
shaped and sized robots. To be clear, this method is wholly different from the boundary
layer theory, which mathematically transformed a field such that solid obstacles could be
treated as if they were points. This approach of joining points is equivalent to linking
multiple convergence problems simultaneously and solving them with known constraints.
All of this shows a significant expansion of both the Secant and TAPF methods specifically





In the previous chapter, the n-dimensional robot in a field of solid obstacles theory was
expanded to account for rotational motion, in this chapter, that theory will be expanded
further to account for manipulators. In many ways, robotic arms are the perfect case for
where high dimensional path planning is applicable. While lower system arms certainly
exist, robotic manipulators are often at least six degrees-of-freedom in order to account for
position and orientation in the Cartesian space. Furthermore, higher dimensional arms are
used where reach within the workspace is critical to the task. Systems like manipulators
pose two very crucial challenges to path planning routines: the very nature of their high
dimensional systems make path planning time consuming, and the obstacles are rarely
defined in the configuration space (i.e. joint space). However, APF approaches, especially
the Secant and TAPF methods with their well defined convergence properties, are well
suited to not only handle high dimensional spaces, but also to account for obstacles defined
within the task space. Similarly to the case with rotation, different approaches might be
used to apply the theory of n-dimensional path planning, and the form of application will
dictate the limitations of when the system will converge.
Planning paths for manipulators can be quite challenging. As stated previously, robotic
arms are generally at least six dimensional, and the obstacles are not defined within the
same space as the control routine. Therefore, path planners must be extremely processor
efficient while also transforming the path into task space or the obstacles into configuration
space, which in itself is quite difficult for routines to handle. Often, path planning algo-
rithms will rely on the obstacles being perfectly defined in task space, and then will check
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if corresponding points are clear within the configuration space. However, this “guess and
check” approach becomes extremely costly in high dimensional systems. Fortunately, the
APF methods described are well suited for operating within the task space, no matter the
dimensionality of the robot arm. Whichever approach is utilized for applying the APF
methods, the system can be thought of as a dynamic model with artificial forces applied to
the manipulator, guiding it to the goal while avoiding the obstacles. Since this process can
take place wholly in the task space, the remaining challenge is to find an appropriate way
to convert the forces in the task space to joint control.
Following from the results in controlling planar motion, robotic manipulators can be
viewed as a series of interconnected points with specific constraints that defines the geom-
etry and workspace of the system. With this insight in mind, the method for controlling
manipulators will begin by showing only convergence of the end-effector. Having only
the end-effector avoid obstacles while converging on a target location will demonstrate an
initial approach to path planning for manipulators which will then be extended for all joints
within the system. This method of path planning will create new considerations of con-
vergence that will be analyzed in detail. Similar to the analysis of planar motion, different
algorithms may be contrived which will allow for APF methods to be applied to manipu-
lators, the approaches adopted in this chapter are not meant to exclude other methods but
rather it is meant as an example to demonstrate that path planning for general manipulators
is possible.
Expanding n-dimensional path planning to manipulators is a challenging task. General
robotic arms are controlled in their configuration space, which is generally of higher di-
mensionality than the task space in which they operate. Furthermore, the obstacles within
the workspace need to be avoided in task space, but the path planning is often dictated in
configuration space. Finally, the need for reliable transformation between the task space
and the configuration space is often unavailable or extremely taxing for high dimensional
robotic arms. The myriad of complications for manipulators makes path planning difficult,
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but the Secant and TAPF approach are capable of handling even the highest dimensional
arms with relative ease.
7.2 Control: End-Effector Only
The first extension of the n-dimensional case to manipulators will be examining only the
end-effector (or terminal link) of the robot. In this scenario, only the end-effector will be
avoiding obstacles while converging on a target location. The subsequent joints and links
will be able to pass through obstacles and will not be convergent on any target. This sim-
plified analysis will be used as a starting point in the analysis of manipulators and path
planning. Also, this analysis will completely ignore gravity. Adding gravity to the dynam-
ics of the manipulators can be done when appropriate, but it will not greatly change the
convergence criteria. An important consideration in this analysis is that the APF methods
are crucial to help the system converge, but the geometry of the arm itself also plays a
role in whether or not the end-effector will be able to reach the target. Obvious exclusions
to convergence, such as if the goal is outside of the manipulator’s workspace, will exist
and will be examined within this analysis. Another consideration: the equations developed
are for generalizable “revolute” arms, where the actuators are all rotational, but the the-
ory could easily be extended for linear actuators as well. The “end-effector only” case is
meant to demonstrate that globally convergent APF methods can be used to bridge the gap
between configuration and task space path planning.
7.2.1 Trajectory Planning
The dynamics of a generalized manipulator can be seen in Equation 7.1. In this equation,
q is the joint state of the system, τ is the control parameter and the applied motor torque,







Figure 7.1: Manipulator with the end-effector converging on a target location while avoid-
ing obstacles. For this set-up, subsequent joints may intersect obstacles and will not con-
verge on a target location.
matrix of the system. The system is depicted in Figure 7.1.
H(q)q̈ + C(q̇, q)q̇ = τ (7.1)
The torque applied to the system can be accomplished using either the Secant or TAPF
methods; however, this analysis will assume that the Secant approach was used, shown in
Equation 7.2. In this equation, J is the Jacobian of the arm at the end-effector, and KD is a





An important note in Equation 7.2, the matrix
∂Ψ(z)∂z T
~0T
 is made of two components:
the gradient of the potential field and a zero vector. The zero vector is meant to account
for the torsional affects in the Jacobian transpose. The way that this system is meant to
converge, only the forces from the target and obstacles are considered. Equation 7.2 is also
quite significant for its role in conversion between the configuration and task space. All
of the obstacles considered are in the task space of the robot, and the artificial forces are
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therefore computed in that same space. Furthermore, the Jacobian transpose is a forward
transformation between the two spaces, which means that the Jacobian inverse is never
required. Thus, the manipulator can be of arbitrary dimension and size without loss of
generality in the convergence. Finally, with this torque input, the origin of the field (which
is not necessarily the origin of the manipulator) is a stable point, since the gradient of the
potential field is zero at the origin, and thus the acceleration of the joints is also zero.
To demonstrate the convergence criteria, the Lyapunov function given in Equation 7.3
will be examined. This equation is a representation of the kinetic and potential energy of
the system and is clearly positive definite. The same bounds on the invariant set Ω` will
be placed as originally outlined in Section 2.5, indicating that the initial conditions cannot




q̇THq̇ + Ψ(z) (7.3)
An important insight is that the power input is equal to the change in kinetic energy of








= q̇T τ (7.4)
Taking the derivative with respect to time of the Lyapunov function and substituting
values for power yields Equation 7.5.
dV
dt




At this point, in order to transform the system into a single domain (instead of having
mixed joint values and Cartesian values), the gradient will be modified to account for a
rotational component, ω; however, this value will always be multiplied by a zero vector so
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it has no impact on the overall system, as seen in Equation 7.6.
dV
dt








Completing the transformation between spaces, the velocity of the end-effector is re-
lated to the velocity of the joints by the relationship seen in Equation 7.7.
 ż
w
 = Jq̇ (7.7)





























= −q̇TKDq̇ ≤ 0 (7.10)
7.2.2 Convergence Criteria
Having Equation 7.10 be only semi-negative definite rather than negative definite is a sig-
nificant divergence from previous theorems. In order to determine the convergence criteria,
the Invariant Set Theorem can be utilized, in which the set of all systems for which V̇ = 0
is analyzed. In this case, if the derivative of the Lyapunov equation is zero, then q̇ must
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also be equal to zero. Therefore, Equation 7.11 must be satisfied for all stationary points









 = ~0 (7.12)
Equation 7.12 will be true under two circumstances, when z = 0, indicating that the
target has been reached, or if the gradient of the potential is in the null space of the Jacobian
transpose. The physical intuition of this condition is if the forces acting on the robot due
to the obstacles and the target do not apply any torque to the joints. This may occur in
circumstances where the target is reachable by the arm, but it will certainly occur if the
target is outside of the workspace of the arm. These respective cases are illustrated in
Figures 7.2 and 7.3. This position in which the convergence is not guaranteed is not a
result of the APF methods used but rather in how the APF method is applied to the system.
The arms have physical limitations, and this approach is simulating virtual forces on a
physical system. It is only natural that limitations would be revealed from an analysis of
the underlying mathematics.
7.2.3 Results
The results in this section will focus on high-degree of freedom manipulators comprised
of revolute joints arranged in a plane. These robots are often referred to as “snake-like”
due to their flexibility. The results are shown for the planar case since they are more easily
documented, but the equations are generalizable to non-planar robots as well. Results in




Figure 7.2: A circumstance in which the target location is within the null space of the
Jacobian transpose. In this image, a manipulator with three revolute joints is attempting to
converge the end-effector on a target, but the attractive force Fa applies no torque to the
system.
manipulator Fa target
Figure 7.3: A circumstance in which the target location is outside of the workspace of the
arm. This system will obviously never converge on the target location regardless of the
initial conditions of the arm.
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location while avoiding obstacles. Figure 7.4 first demonstrates this convergence technique
in a field without obstacles. In Figure 7.4, a fifty link manipulator converges on a target lo-
cation. This high dimensional application was possible due to the use of the APF approach.
Extending the theory, Figure 7.5 introduces solid, circular obstacles that the end-effector
of a twenty link, snake-like robot avoids while converging on a target location. Congru-
ent with expectations, the subsequent joints pass through the obstacles as the end-effector
converges. Figures 7.4 and 7.5 are merely demonstrations of the Secant approach applied
to manipulators; however, the theory must be extended for consideration of all the joints
within the system.
7.3 Control: All Joints
Expanding the results for the end-effector to include obstacle avoidance for all joints is
a significant advancement of the theory. Several major considerations must be held: not
every point which is meant to avoid obstacles will have a goal position; conditions similar
to the end-effector only scenario may arise in which the forces will align with the Jacobian
transpose; and also, APF methods are subject to structural singularities which will appear
in any mathematical model. Understanding these potential pitfalls, the results of the planar
rotational model will avail the manipulator case: the end-effector will still converge to a
target location, but subsequent joints will also experience repellent forces due to obstacles.
In this way, the system is designed to converge on a target while ensuring that the links will
not collide with obstacles in the field.
7.3.1 Trajectory Planning
In order to analyze the system in which all of the joints converge towards a target while
avoiding obstacles, the Jacobian of the robotic system will be broken up into column vec-
tors, as seen in Equation 7.13. In these equations, the subscript n denotes the number of
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(a) Fifty link, snake-like robot, initial condition (b) One-third through its path
(c) Two-thirds through its path (d) Converged on target
Figure 7.4: Demonstration of a fifty link robot arm comprised of revolute joints converging
on a target location with a fixed base located at [0, 0]. In this example, the end-effector is
the only part of the robot that experiences the potential field and there are no obstacles.
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(a) Twenty link, snake-like robot, initial condi-
tion
(b) One-third through its path
(c) Two-third through its path (d) Converged on target
Figure 7.5: Demonstration of a twenty link robot arm comprised of revolute joints converg-
ing on a target location through a field of solid, circular obstacles with a fixed base located
at [0, 0]. In this example, the end-effector is the only part of the robot that experiences the
potential field.
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joints in the robot.
J = [E1, E2, ...En] (7.13)
Then, a partial Jacobian, Ji, which is populated with columns up to the i’th joint from
the Jacobian, and the rest are zero vectors, as seen in Equation 7.14. This will assist in
transforming each of the forces on the joints from task space to configuration space.
Ji = [E1, E2, ...Ei,~0,~0, ...,~0] (7.14)
The system dynamics are the same as they were in Equation 7.1, except now the ap-
plied torque has to account for the forces on each of the joints. At this point, a decision
must be made as to how the system will be controlled. As with all examples so far, the
application is subject to choice and will affect how the system behaves and its convergence
properties. For this analysis, the end-effector will be controlled using the Secant approach,
following from the previous section, and a force will be applied to subsequent links based
on the TAPF approach, developed in Equation 3.6. In these equations, Ψ(z) is the Secant
Approach potential experienced by the end-effector. The control input is therefore seen in
Equation 7.15.













q̇THq̇ + Ψ(z) (7.16)
Using relationships between the Cartesian and configuration velocity of the joints, the
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Similar to Equation 7.8, 7.17 can be shown to be semi-negative definite, as seen in
















vTi (FT )i ≤ 0 (7.19)
In Equation 7.19, the terms vTi (FT )i can be shown to be less than or equal to zero by
the same analysis used in Chapter 3 beginning at Equation 3.12.
7.3.2 Convergence Criteria
Similar to Equation 7.10, Equation 7.19 is only semi-negative definite, indicating that there
are situations in which the system would not converge on the target location. This circum-
stance is not unexpected, the end-effector only case would not converge if the potential
gradient was in the direction of the null space of the Jacobian transpose. However, this
case is more complex. As seen in Equation 7.20, further conditions may result in the sys-









 = ~0 (7.20)
One of the difficulties in locating conditions in which the manipulator will not con-









Figure 7.6: Demonstration of a structural singularity. In this scenario, the obstacle blocks
the end-effector from reaching the target location; however, paths could be found for which
the end-effector would converge.
singularities are situations in which the system could converge on a target location, but the
system simply cannot reach the target from its current configuration. Figure 7.6 shows an
example of this phenomenon, where an obstacle would block the joints from allowing the
end-effector to converge on the target. An important note, a path may exist for which the
system could converge, but given its current trajectory it will never converge. The pla-
nar equivalent is reaching a dead-end within a maze: a structural singularity imposes an
additional constraint on the boundary of the workspace.
Clearly, given Equation 7.20, the target location is a stable point in the field; however,
this analysis was not able to conclusively determine when the system would converge on the
target or when it might fail to converge due to competing forces acting on the manipulator.
However, experimental results show promise that this method could be further developed to
account for all scenarios, or at least conclusively determine which systems will converge.
7.3.3 Linked Robot Results
Similar to the results for the end-effector only case; a snake-like manipulator was given
twenty revolute joints and was placed in a field of obstacles. In this case, the end-effector
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was guided by the Secant approach potential, and the subsequent joints were subject to the
TAPF approach. The end-effector was given a target location within its workspace, and
each of the subsequent joints had the consecutive link as their target location: ensuring that
they would never converge but that they would not hinder the end-effector from converging.
The result is shown in Figure 7.7. Numerous examples of the Secant and TAPF approaches
applied to manipulators could be provided, but Figure 7.7 demonstrates everything relevant
with the system behavior. The high dimensional system was capable of avoiding solid
bodied obstacles while converging on a target location in the task space.
7.3.4 Experimental Results
Of course, the results for the snake-like robot can be expanded upon for real-world systems.
The same algorithm was implemented for the UR5 arm produced by Universal Robots, a
six degree-of-freedom manipulator. In this case, similar to the snake-like robot, the end-
effector is guided by the potential gradient from the Secant approach, and the joints are
repelled by obstacles dictated by the TAPF approach. For this experiment, the robot was
given a desired position for the end-effector in 3D space and an obstacle of known size
and position was placed in the workspace. In practical applications, a system for localiz-
ing obstacles will likely be necessary, but this experiment is simply meant to demonstrate
the path planning. Capturing a system’s motion in three dimensions can be challenging,
so a simulation using V-REP: the “virtual robot experimentation platform” by Coppelia
Robotics was conducted first for clarity, images of which are shown in Figures 7.8 and 7.9.
Using the same controls, the same system was then implemented in practice, demonstrated
in Figures 7.10 and 7.11. In the practical demonstration, the obstacle is replaced by a case
of smaller dimension than the obstacle in the simulation and the target is a group of apples,
but the principal remains the same. These figures demonstrate the capabilities of the system
on practical applications.
In this case, a few practical modifications have to be addressed in order to avoid col-
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(a) Twenty link, snake-like robot, initial condi-
tion
(b) One-third through its path
(c) Two-thirds through its path (d) Converged on target
Figure 7.7: Demonstration of a twenty link robot arm comprised of revolute joints converg-
ing on a target location through a field of solid, circular obstacles with a fixed base located
at [0, 0]. In this example, the end-effector is guided to the target by the Secant approach,
and subsequent joints are avoiding obstacles based on the repulsive force from the TAPF
approach.
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(a) Starting position (b) One-third through its path
(c) Two-thirds through its path (d) Converged location
Figure 7.8: A simulation using V-REP demonstrating convergence for the UR5 robot arm
with a single obstacle. In this demonstration, the Secant approach is used to guide the
end-effector and the repellent forces from the TAPF approach are used to avoid collisions.
In this case, the red box is the obstacle and the green sphere is the target location. In this
example, the arm has collided with the green sphere intentionally; the green sphere is meant
as a visual aid, not an obstacle.
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(a) Starting position (b) One-third through its path
(c) Two-thirds through its path (d) Converged location
Figure 7.9: A simulation using V-REP demonstrating convergence for the UR5 robot arm
with a single obstacle. This is the same simulation as shown in Figure 7.8 but from a
different angle.
lisions with the obstacle. The system has physical shape which must be avoided: a point
is no longer sufficient. Thus, the obstacle defined must be a bit larger than the actual ob-
stacle to avoid intersection. Furthermore, even if the system is mathematically convergent
regardless of the coefficients used, in practice, the coefficients will determine the behavior
of the arm, and the physical system has boundary conditions to torque output that are not
addressed in the path planning scheme. Finally, the numeric stability of the system has
not been addressed in this analysis, but in practice, demonstrating stability in the numeric
integration is also critical. While this simple experiment shows that the Secant and TAPF
approaches can be applied to manipulators, it is only the beginning of the analysis.
7.4 Conclusion
One of the great challenges within path planning is in compensating for high degree-of-
freedom manipulators. High dimensional systems are naturally challenging for most path
99
(a) Starting position (b) One-third through its path
(c) Two-thirds through its path (d) Converged location
Figure 7.10: The UR5 robot avoiding an obstacle (a case) in 3D space while converging on
a target location (pointing towards a group of apples). The path that the arm is following is
the same as the one shown in Figure 7.8.
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(a) Starting position (b) One-third through its path
(c) Two-thirds through its path (d) Converged location
Figure 7.11: A different angle showing the convergence of the UR5 arm on a group of
apples while avoiding an obstacle. This is the same routine with a different angle as shown
in Figure 7.10.
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planning methods and the necessary conversion between obstacles in task space and con-
trol in configuration space can seriously diminish the performance of most search methods.
APF methods with guaranteed convergence properties naturally resolve both of these is-
sues. Chapter 5 demonstrated that extremely high dimensional space for a point robot was
within the purview of APF methods. Furthermore, since the artificial forces are in task
space, with the target and goal location, their calculations are very simple as well. The
only remaining hurtle is in bridging the gap between task space and configuration space.
This transformation is naturally completed by the Jacobian transpose. While robotic arm
control is often solved with the Jacobian inverse for three or six dimensional cases (where
the Jacobian is square), these methods fail for redundant manipulators, high dimensional
arms, or in singular configurations. The Jacobian transpose is always computable for any
real-world system. Even in singular positions, as long as the gradient of the potential is not
in line with the joints, the system will still move towards convergence.
The method of applying multiple frames with goal and obstacle positions for each joint
is not guaranteed to converge on the target location. It is possible for the summation of
forces to align with the geometry of the arm, resulting in zero net torque on the joints.
Similarly, the arm may reach a virtual “dead-end” and not converge on its target location,
even if viable paths exist within the field, resulting in a structural singularity. These con-
siderations are not a result of the APF methods used themselves, but rather they arise from
the application of the APF methods from the n-dimensional point robot to a general robotic
manipulator. Furthermore, the convergence criteria can actually be used to benefit the sys-
tem performance. Some joints may not need to converge on a target location, but they
should still avoid obstacles. In this case, placing the target location in a spot where it will
result in zero torque on the joint will ensure that it is both never reached and will allow for
obstacle avoidance. The system may have infinite solutions that allow for convergence to
the target location by the end-effector with otherwise arbitrary joint positions: convergence
of all joints may not be necessary to complete real-world tasks. Only enough points nec-
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essary to guarantee that the desired position and orientation of the system are reached are
needed for application.
Control of robotic arms is often difficult to the uncertainty in the mass and inertia pa-
rameters of the system. As seen in Equation 7.1, convergence is not dependent on the
real world parameters of the system; however, the system dynamics will affect real world
performance, and the gain parameters should be tuned to achieve desired results. Overall,
even if convergence is not guaranteed, the Secant and TAPF methods can be applied to





Methods for path planning in high dimensional spaces have to be generalizable and com-
putationally efficient. Any form of search method will have its computational convergence
time expand exponentially with dimension. This expansion is an inherent factor of the
“search” required to find the desired path. However, APF methods do not rely on searching
the space. Instead, APF methods rely on constructing a system of forces based on the gradi-
ent of a potential field to guide the system. This potential gradient is a summation attractive
and repulsive forces designed to guide the robot to the target position while avoiding ob-
stacles. This method was at one time implemented since it was extremely computationally
efficient; however, the general method has convergence issues which significantly impede
its usefulness. The Secant and TAPF approaches were therefore developed to combat these
performance issues and guarantee convergence.
Arguably the simplest path planning problem to solve is a point robot navigating a field
of point obstacles in n-dimensional space. This scenario is extremely limited in its appli-
cability: real-world obstacles will have a region to be avoided, not a point. However, this
analysis began by examining the point-obstacle case in order to understand the Secant and
TAPF approaches’ capabilities and limitations. From this, so long as the initial conditions
of the system do not begin on an obstacle or on a “secant line” (the line connecting an
obstacle with the target location), then the system will converge on the target, regardless
of the layout of obstacles. This result in itself is significant: general APF theories cannot
guarantee convergence in an arbitrary field of obstacles. However, by demonstrating that a
positive definite Lyapunov equation has a derivative with respect to time which is negative
definite, then the Secant and TAPF approaches must converge on their target locations.
Avoiding points in an n-dimensional space with a point robot is not sufficient for even
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the most basic path planning approaches. In order to be the least bit applicable, the path
planning approach must be able to avoid solid obstacles. From this desire, the boundary
layer method was developed. The boundary layer attempts to preserve the virtues discov-
ered for the point case of the Secant and APF approaches and apply them to solid bodied
obstacles. To meet this end, the boundary layer is defined as a finite distance surrounding
the obstacle. When the robot is outside of a boundary layer, then the obstacle appears as
a point, and the properties are preserved. Inside the boundary layer, the space is trans-
formed, such that the distance between the boundary layer and the radius of the obstacle
is stretched such that the obstacle appears to be a point. The result is that the apparent
position of the robot has shifted within the field, and the potential field warps to account
for this discrepancy. By ensuring that the transition between the outside and inside of the
boundary layer is smooth, then the system preserves the convergent properties of the field
of point obstacles. The added conditions to convergence is that boundary layers cannot
overlap and the target cannot exist within a boundary layer. However, the benefit of this
method is that the obstacles do not need to have a constant radius nor do they need to be
convex. If the obstacles are describable in polar coordinates, then they are accountable
within this transformation. Given the boundary layer, complex shapes can be converted
to point obstacles mathematically, allowing for the Secant and TAPF approaches to be an
applicable path planning technique for avoiding solid obstacles.
The Secant and TAPF methods are intended to be path planning systems in n-dimensional
space; however, they have been shown to be applicable in general robotic systems. Planar
robots and manipulators can also be found to have convergent paths while avoiding ob-
stacles using the Secant and TAPF approaches. However, the method by which the APF
algorithms applied will change the convergent properties of the approaches. One way to
apply the APF algorithm to these more complex systems is to view the structure as a series
of points with their own frame of reference and goal positions. In this manner, conver-
gence is dependent on the coupled system, each of which experiences constraints based
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on the overall structure. Planar robots are reduced to a series of two degree-of-freedom
points linked together with predefined target locations. Manipulators are viewed as a series
of links, pinned together to form the geometry of the arm. This method still imposes re-
strictions on the application, and it does not guarantee convergence as broadly as the point
robot scenario, but trajectory planning for generalized robots is possible with the Secant
and TAPF approaches.
While a wide range of robotic applications were examined within this analysis, the
Secant and TAPF approaches could be used in a multitude of path planning routines that
were not mentioned. The manipulator case still needs to be proven to be convergent while
avoiding obstacles for each link in the arm. Furthermore, more complex models of the ma-
nipulator could be contrived which would prohibit self-intersection. In the planar case, the
rotational example could be expanded for non-holonomic vehicles. An especially exciting
application for these approaches could be swarm robotics: where each independent system
has a target and sees every other robot as a moving obstacle. These scenarios and more
could benefit from the Secant and TAPF approaches to path planning.
As robotic systems become more complex, path planning routines will have to be able
to handle high dimensional problems. Robotic manipulators, cooperative systems, hybrid
systems, and swarm robotics all exist in extremely high dimensional spaces, and current
path planning methods are not well equipped to solve for them. The Artificial Potential
Field algorithm was developed specifically because it was computationally efficient; how-
ever, the detriments to its performance capabilities made it impracticable to use. The Secant
and TAPF approaches introduce a new form of potential field for the APF algorithm which
guarantee convergence for point robots, and which has been shown to be expendable to real
world scenarios. Using these methods, trajectory planning in high-dimensional space is re-
alizable due to the linear growth with dimension that APF methods exhibit. If a scenario
can be pathed in real time with a given processor, and then the dimensionality of the system
doubles, doubling the processing power would be sufficient to solve for the new system.
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With the Secant and TAPF approaches, complex robotics in arbitrary spaces can be made
to converge on targets while avoiding obstacles using a single algorithm.
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