This paper considers communications and network systems whose properties are characterized by the gaps of the leading eigenvalues of A H A for a matrix A. It is shown that a sufficient and necessary condition for a large eigen-gap is that A is a "hub" matrix in the sense that it has dominant columns. Some applications of this hub theory in multiple-input and multiple-output (MIMO) wireless systems are presented.
INTRODUCTION
There are many communications and network systems whose properties are characterized by the eigenstructure of a matrix of the form A H A, also known as the Gram matrix of A, where A is a matrix with real or complex entries. For example, for a communications system, A could be a channel matrix, usually denoted H. The capacity of such system is related to the eigenvalues of H H H [1] . In the area of web page ranking, with entries of A representing hyperlinks, Kleinberg [2] shows that eigenvectors corresponding to the largest eigenvalues of A T A give the rankings of the most useful (authority) or popular (hub) web pages. Using a reputation system that parallels Kleinberg's work, Kung and Wu [3] developed an eigenvector-based peer-to-peer (P2P) network user reputation ranking in order to provide services to P2P users based on past contributions (reputation) to avoid "freeloaders." Furthermore, the rate of convergence in the iterative computation of reputations is determined by the gap of the leading two eigenvalues of A H A.
The recognition that the eigenstructure of A H A determines the properties of these communications and network systems motivates the work of this paper. We will develop a theoretical framework, called a hub matrix theory, which allows us to predict the eigenstructure of A H A by examining A directly. We will prove sufficient and necessary conditions for the existence of a large gap between the largest and the second largest eigenvalues of A H A. Finally, we apply the "hub" theory and our mathematical results to multiple-input and multiple-output (MIMO) wireless systems.
HUB MATRIX THEORY
It is instructive to conduct a thought experiment on a computation process before we introduce our hub matrix theory. The process iteratively computes the values for a set of variables, which for example could be beamforming weights in a beamforming communication system. Figure 1 depicts an example of this process: variable X uses and contributes to variables U 2 and U 4 , variable Y uses and contributes to variables U 3 and U 5 , and variable Z uses and contributes to all variables U 1 , . . . , U 6 . We say variable Z is a "hub" in the sense that variables involved in Z's computation constitute a superset of those involved in the computation of any other variable. The dominance is illustrated graphically in Figure 1 .
We can describe the computation process in matrix notation. Let
(1)
This process performs two steps alternatively (cf. Figure 1 ).
(1) X, Y , and Z contribute to variables in their respective regions. (2) X, Y , and Z compute their values using variables in their respective regions.
where S is defined as follows:
Note that an arrowhead matrix S, as defined below, has emerged. Furthermore, note that matrix A exhibits the hub property of Z in Figure 1 in view of the fact that the last column of A consists of all 1's, whereas other columns consist of only a few 1's.
Definition 1 (arrowhead matrix). Let S ∈ C m×m be a given Hermitian matrix. S is called an arrowhead matrix if
where
is a complex vector, and b ∈ R is a real number.
The eigenvalues of an arbitrary square matrix are invariant under similarity transformations. Therefore, we can with no loss of generality arrange the diagonal elements of D to be ordered so that
For details concerning arrowhead matrices, see for example [4] .
Definition 2 (hub matrix). A matrix A ∈ C n×m is called a candidate-hub matrix, if m − 1 of its columns are orthogonal to each other with respect to the Euclidean inner product. If in addition the remaining column has its Euclidean norm greater than or equal to that of any other column, then the matrix A is called a hub matrix and this remaining column is called the hub column. We are normally interested in hub matrices where the hub column has much large magnitude than other columns. (As we show later in Theorems 4 and 10 that in this case the corresponding arrowhead matrices will have large eigengaps).
In this paper, we study the eigenvalues of S = A H A, where A is a hub matrix. Since the eigenvalues of S are invariant under similarity transformations of S, we can permute the columns of the hub matrix A so that its last column is the hub column without loss of generality. For the rest of this paper, we will denote the columns of a hub matrix A by a 1 , . . . , a m , and assume that columns a 1 , . . . , a m−1 are orthogonal to each other, that is, a H i a j = 0 for i = j and i, j = 1, . . . , m − 1, and column a m is the hub column. The matrix A introduced in the context of the graphical model from Figure 1 is such a hub matrix.
In Section 4, we will relax the orthogonality condition of a hub matrix, by introducing the notion of hub and arrowhead dominant matrices. Before proving our main result in Theorem 4, we first restate some well-known results which will be needed for the proof.
Theorem 2 (interlacing eigenvalues theorem for bordered matrices). Let U ∈ C (m−1)×(m−1) be a given Hermitian matrix, let y ∈ C (m−1) be a given vector, and let a ∈ R be a given real number. Let V ∈ C m×m be the Hermitian matrix obtained by bordering U with y and a as follows:
Let the eigenvalues of V and U be denoted by {λ i } and {μ i }, respectively, and assume that they have been arranged in increasing order, that is,
Then
Proof. See [5, page 189] .
Definition 3 (majorizing vectors). Let α ∈ R m and β ∈ R m be given vectors. If we arrange the entries of α and β in increasing order, that is,
with equality for k = m.
For details concerning majorizing vectors, see [5, pages 192-198] . The following theorem provides an important property expressed in terms of vector majorizing. 
Proof. Let T be the matrix formed from S by deleting its last row and column. This means that T is a diagonal matrix with diagonal elements a i Again, by using Theorems 2 and 3, we have
≤ λ m , and, as such, 
By Theorem 4, we have the following result, where notation " " means "much larger than." 
MIMO COMMUNICATIONS APPLICATION
A multiple-input multiple-output (MIMO) system with M t transmit antennas and M r receive antennas is depicted in Figure 2 [6, 7] . Assume the MIMO channel is modeled by the M r × M t channel propagation matrix H = (h i j ). The input-output relationship, given a transmitted symbol s, for this system is given by
The vectors w and z in the equation are called the beamforming and combining vectors, respectively, which will be chosen to maximize the signal-to-noise ratio (SNR). We will model the noise vector n as having entries, which are independent and identically distributed (i.i.d.) random variables of complex Gaussian distribution CN(0, 1). Without loss of generality, assume the average power of transmit signal equals one, that is, E|s| 2 = 1. For the beamforming system described here, the signal to noise ratio, γ, after combining at the receiver is given by
Without loss of generality, assume z 2 = 1. With this assumption, the SNR becomes 
Maximum ratio combining
A receiver where z maximizes γ for a given w is known as a maximum ratio combining (MRC) receiver in the literature. By the Cauchy-Bunyakovskii-Schwartz inequality (see, e.g., [8, 
Since we already assume z 2 = 1,
Moreover, since in MRC we desire to maximize the SNR, we must choose z to be
which implies that the SNR for MRC is
Selection diversity transmission, generalized subset selection, and combined SDT/MRC and GSS/MRC
For a selection diversity transmission (SDT) [9] system, only the antenna that yields the largest SNR is selected for transmission at any instant of time. This means
where the Kronecker impulse δ i, j is defined as δ i, j = 1 if i = j, and δ i, j = 0 if i = j, and f (1) represents the value of the index x that maximizes i |h i,x | 2 . Thus, the SNR for the combined SDT/MRC communications system is
By definition, a generalized subset selection (GSS) [10] system powers those k transmitters which yield the top k SNR values at the receiver for some k > 1. That is, if
. . , k, and all other entries of w are zero. It follows that, for the combined GSS/MRC communications system, the SNR gain is given by
In the limiting case when k = M t , GSS becomes equal gain transmission (EGT) [6, 7] , which requires all M t transmitters to be equally powered, that is, w f (i) = 1/ M t for i = 1, . . . , M t . Then, for the combined EGT/MRC communications system, the SNR gain takes the expression
Maximum ratio transmission and combined MRT/MRC
Suppose there are no constraints placed on the form of the vector w. Let us reexamine the expression of SNR gain γ MRC . Note
With the assumption that w 2 = 1, the above equation is maximized under maximum ratio transmission (MRT) [9] (see, e.g., [5, page 295] ), that is, when
where w m is the normalized eigenvector corresponding to the largest eigenvalues λ m of H H H. Thus, for an MRT/MRC system, we have 
The inequality γ SDT/MRC /γ MRT/MRC ≤ 1 in Theorem 5 reflects the fact that in the SDT/MRC system, w is chosen to be a particular unit vector rather than an optimal choice. The other inequality of Theorem 5, HubGap 1 (H)/ (HubGap 1 (H) + 1) ≤ γ SDT/MRC /γ MRT/MRC , implies that the SNR for SDT/MRC approaches that for MRT/MRC when H is a hub matrix with a dominant hub column. More precisely, we have the following result. 
GSS-MRT/MRC and performance comparison with MRT/MRC
Using an analysis similar to the one above, we can derive performance bounds for a recently discovered communication system that incorporates antenna selection with MRT on the transmission side while applying MRC on the receiver side [11, 12] . This approach will be called GSS-MRT/MRC here. Given a GSS scheme that powers those k transmitters which yield the top k highest SNR values, a GSS-MRT/MRC system is defined to be an MRT/MRC system applied to these k 
Diversity selection with partitions, DSP-MRT/MRC, and performance bounds
Suppose that transmitters are partitioned into multiple transmission partitions. We define the diversity selection with partitions (DSP) to be the transmission scheme where in each transmission partition only the transmitter with the largest SNR will be powered. Note that SDT discussed above is a special case of DSP when there is only one partition consisting of all transmitters. Let k be the number of partitions, and f (1), f (2), . . . , f (k) the indices of the powered transmitters. A DSP-MRT/MRC system is defined to be an MRT/MRC system applied to these k transmitters. Define H to be the matrix formed by columns h f (i) of H for i = 1, . . . , k. Then the SNR for DSP-MRT/MRC is
where λ m is the largest eigenvalue of H H H. Note that in general the powered transmitters for DSP are not the same as those for GSS. This is because a transmitter that yields the highest SNR among transmitters in one of the k partitions may not be among the transmitters that yield the top k highest SNR values among all transmitters. Nevertheless, when H is a hub matrix with
