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Experiments with ultracold atoms in optical lattice have become a versatile
testing ground to study diverse quantum many-body Hamiltonians. A single-band
Bose-Hubbard (BH) Hamiltonian was first proposed to describe these systems in
1998 and its associated quantum phase-transition was subsequently observed in
2002. Over the years, there has been a rapid progress in experimental realizations
of more complex lattice geometries, leading to more exotic BH Hamiltonians with
contributions from excited bands, and modified tunneling and interaction energies.
There has also been interesting theoretical insights and experimental studies on “un-
conventional” Bose-Einstein condensates in optical lattices and predictions of rich
orbital physics in higher bands. In this thesis, I present our results on several multi-
band BH models and emergent quantum phenomena. In particular, I study optical
lattices with two local minima per unit cell and show that the low energy states of a
multi-band BH Hamiltonian with only pairwise interactions is equivalent to an effec-
tive single-band Hamiltonian with strong three-body interactions. I also propose a
second method to create three-body interactions in ultracold gases of bosonic atoms
in a optical lattice. In this case, this is achieved by a careful cancellation of two
contributions in the pair-wise interaction between the atoms, one proportional to
the zero-energy scattering length and a second proportional to the effective range.
I subsequently study the physics of Bose-Einstein condensation in the second band
of a double-well 2D lattice and show that the collision aided decay rate of the con-
densate to the ground band is smaller than the tunneling rate between neighboring
unit cells. Finally, I propose a numerical method using the discrete variable repre-
sentation for constructing real-valued Wannier functions localized in a unit cell for
optical lattices. The developed numerical method is general and can be applied to
a wide array of optical lattice geometries in one, two or three dimensions.
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Systems of ultracold atoms trapped in periodic potentials best known as optical
lattices have become a hotbed of experimental implementations of diverse quantum
many-body Hamiltonians owing to their inherent high degree of tunability. Realiza-
tion of complex lattice geometries have further enhanced the scope to study evermore
interesting physical systems, in particular quantum many-body Bose-Hubbard (BH)
models with contributions from excited bands and richer atom-atom interactions.
The present thesis is primarily devoted to the study of such models.
Optical lattices are periodic potentials created by interfering counter prop-
agating lasers to form standing waves [1]. The simplest form is a cubic lattice
with periodicity λ/2 in each direction, where λ is the laser wavelength. In recent
years, however, lattices with complex geometries have been realized, such as double-
well lattices [2–5], honeycomb, triangular, one-dimensional stripe and Kagome lat-










Figure 1.1: (a) Contour plots of two-dimensional optical lattice potentials [6] with
six different geometries created by simply tuning the parameters of a single lattice
potential. The red lines denote the unit cell and the white regions represent potential
minima. (b) A double-well lattice potential often studied in this thesis [9]. Dark
blue regions represent the potential minima while the white box encloses a unit cell.
Individual wells within each double-well are denoted by L and R.
optical lattice potentials. Both have been experimentally realized. The double-well
potential in Fig. 1.1b is used throughout this thesis. A simple sinusoidal potential
along the transverse direction is assumed.
1.2 Multi-band Bose-Hubbard models
The behavior of ultracold cold atoms trapped in sufficiently deep optical lat-
tices can be described by the commonly used single-band BH model [1, 11]. All
BH models are an approximation to the full many-body Hamiltonian in the tight-
binding limit and are obtained by restricting the atoms to occupy one or more
2
Figure 1.2: Phase diagrams of superfluid (SF)-Mott (MI) transition in a simple
cubic lattice [10]. The vertical axis shows the dimensionless chemical potential
µ/U and the horizontal axis shows the dimensionless tunneling energy zJ/U . Pan-
els (a) and (b) are for two typical positive values of the interaction strength U .
Black lines correspond to the single-band BH model while the green line refers to
a single-band BH model that includes density-induced tunneling, both using mean-
field (MF) theory. The Hamiltonian corresponding to the green curve is referred to
as occupation-independent Hamiltonian in Ref. [10]. The blue (MF) and dashed red
(Gutzwiller) lines include, in addition, contributions from excited bands. The Mott
lobes correspond to n = 1, 2 and 3 atoms per unit cell.
3
Bloch bands or equivalently only occupy the corresponding localized Wannier func-
tions. For deep lattices, the band gap between the lowest two bands is typically
much larger than the energy scales involved in the system dynamics. Thus, atoms
primarily populate the lowest band and in addition, the hopping matrix elements
beyond nearest neighbors, to a good approximation, can also be neglected. Under
these conditions, the system is described by the single-band BH model [12]. This
Hamiltonian is thus characterized by a single-particle tunneling energy J between
Wannier function of adjacent unit cells and pairwise atom-atom interaction energy
U between atoms occupying the same lattice site. By varying the relative strength
of the tunneling energy and atom-atom interaction strength, this model predicts a
quantum phase transition between a delocalized compressible superfluid state and
a localized incompressible Mott state [12,13]. This was first observed by Greiner et
al. [14] in a cubic lattice.
Recent studies have shown that couplings between adjacent unit cells due
to atom-atom interactions are also important and can lead to significant density-
induced tunneling energies. For simple cubic lattices, such additional terms in the
BH Hamiltonian have been shown to measurably modify the location of the su-
perfluid (SF) to Mott (MI) phase boundaries [10, 15]. Figure 1.2 shows the effect
of density-induced tunneling energies on the SF-Mott insulator phase transition as
computed using a cubic lattice in Ref. [10]. Here z denotes the number of nearest
neighbors and µ is the chemical potential. Note that to reasonable approximation,
µ/U corresponds to the mean atom number per unit cell. Figures 1.2(a) and (b) cor-
respond to two different interaction strengths U . The black lines correspond to the
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phase boundary obtained between a superfluid and a Mott insulator ground state
using the single-band BH model within the mean-field (MF) theory [13]. The phase
boundaries in green are obtained with a MF theory of a BH model including con-
tributions from nearest-neighbor density-induced tunneling. The density-induced
tunneling energy, although much smaller than the on-site interaction energies, leads
to an effective increase in single-particle hopping. This results in a marked difference
in the SF-Mott phase boundary between the two models and in fact, enhancement of
the tunneling energy considerably reduces the area where the ground state is a Mott
insulator. Including the effects of excited bands further shifts the SF-Mott phase
boundary (although not so drastically), as shown by the blue and dashed red curves.
The blue curve correspond to a MF calculation while a Gutzwiller Ansatz [12] is
used to obtain the dashed red curve.
Significantly altered SF-Mott phase boundaries are similarly observed for cold
atom systems using complex lattice geometries. For lattice geometries having more
than one potential minima in a unit cell, a single-band BH model is inadequate ow-
ing to the relatively small band-gap between the ground and first (or even higher)
excited band(s). In fact, strong atom-atom interaction energies involving higher
bands and large excited band tunneling energies play a crucial role in determin-
ing the behavior of these systems [9, 16]. In addition, the BH model might also
need to include tunneling energies beyond nearest-neighbors [9, 17]. I determined
the SF-Mott phase transition (using numerical MF calculation) for 87Rb atoms in a
symmetric double-well optical lattice [9]. The phase diagram is shown in Fig. 1.3.






















Figure 1.3: Phase diagram for 87Rb in a symmetric double-well lattice as a function
of lattice depth and chemical potential in units of the recoil energy ER = ~2k2L/(2m),
where kL is the laser wave vector and m is the atomic mass [9]. Dark blue regions
are the Mott lobes, while S1 and S2 are superfluid phases.
depths along the three directions are parametrized by three strengths V0, V1 and V2
(see Eq. (2.2)) and the barrier height between L and R wells within a double-well is
controlled by the ratio V1/V0. It is evident from the figure that the phase diagram
significantly differs from that of a single-band BH model (see Fig. 1.2), in that the
Mott lobes do not monotonically decrease in size with increasing atom number. For
the double-well system, the interplay between the atom-atom interaction induced
pair-tunneling term and the band-gap between the lowest two bands crucially de-
termine the behavior of the system [9]. Most interestingly, I will show in chapter 2
that the low-energy states of this system actually emulate a Hubbard model with
strong three-body interactions.
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1.3 Effective three-body interactions
There has been a lot of interest in broadening the scope of BH models and
associated quantum phases accessible to cold atom systems. I have discussed some
of these ideas in the previous section. In conjunction, efforts are also underway to
create exotic interactions, and in particular, three-body interactions. Many-body
Hamiltonians with three-body interaction can have significantly modified quantum
phases [18–24] that can have promising uses in quantum computation [25].
Three-body interactions always arise out of pairwise two-body interactions.
Johnson et al. [26] showed, using the ideas of effective field theory, that virtual
transitions to excited energy bands generate effective three-body interactions be-
tween atoms in the ground band of an optical lattice. Their results were obtained
for a deep 3D lattice where tunneling can be neglected. Thus, the system can be








where a†(a) are creation (annihilation) operators of atoms in the lowest Wannier
function of a lattice site and Ũm represents the effective m-body interaction energy.
In this case, virtual transitions arise out of second- and higher-order perturbative
corrections to the ground state energy due to two-body interactions between atoms
occupying the ground band. Leading-order perturbative shifts in the energy are rep-
resented in Fig. 1.4. The labels µ and ν represent band indices. Figures 1.4(b) and




Figure 1.4: Diagrams representing leading perturbative terms that shift the ground
state energy [26]. The effective two-body interaction energy Ũ2 is given through
second order by diagrams (a)-(c). Diagrams (d)-(f) are examples of processes con-
tributing to the effective three-body interaction energy Ũ3.
these terms diverge and are regularized and renormalized by a counter-term (see
Ref. [26]) to ensure that Ũ2 is the effective two-body interaction energy. Figure 1.4(e)
is the leading order effective three-body process contributing to Ũ3. Reference [26]
subsequently showed that Ũ3 is negative, producing attractive three-body interac-
tions, and is much smaller than Ũ2, i.e., the results are well within the perturbative
regime. Similar ideas using virtual transitions to excited bands have been explored
in Refs. [27–29]. These weak effective three-body interactions in optical lattices have
been experimentally observed [30–33].
Recent proposals have centered around reducing the strength of the two-body
term, thereby enhancing the role of three-body interactions. In fact, Ref. [34] by
driving the lattice at rf frequencies and Ref. [35] by adding resonant radiation to
couple internal states of an atom have proposed ways to turn off the two-body
8
interaction altogether. It was shown in [36] that arrays of superconducting Josephson
junctions can also mimic a strong three-body interaction.
In chapter 2, I show that for ultracold atoms in an optical lattice with two
local minima per unit cell, the low energy states of a multi-band BH Hamiltonian
with only pair-wise interactions is equivalent to an effective single-band Hamilto-
nian with strong repulsive three-body interactions [9]. The results are obtained for
a double-well optical lattice potential with a symmetric double well along the x axis
and a sinusoidal potential along the perpendicular directions. First, tunneling and
two-body interaction energies are obtained from an exact band-structure calcula-
tion. The numerically-constructed Wannier functions are used to construct a BH
Hamiltonian spanning the lowest two bands. This numerical method is detailed in
chapter 5.
Next, we construct the effective Hamiltonian from the ground state of the
N -atom Hamiltonian for each unit cell obtained within the subspace spanned by
the Wannier functions of the two lowest bands. Interestingly, the model allows for
hopping between ground states of neighboring unit cells, and is thus, not limited
to deep lattices. The effective Hamiltonian is shown to have strong three-body
interactions that can be easily tuned by changing the lattice parameters. Relying
on numerical mean-field simulations, we further show that the effective Hamiltonian
is an excellent approximation of the two-band BH Hamiltonian over a wide range
of lattice parameters, both in the superfluid and Mott insulator regions.
In chapter 3, I discuss a second way to create dominant attractive three-body
interactions in Hubbard models. We derive that the effect of pair-wise interactions
9
can be made small or zero starting from the realization that collisions occur at the
zero-point energy of an optical lattice site and the strength of the interactions is
energy dependent from effective-range contributions. We determine the strength of
the two- and three-body interactions for scattering from van-der-Waals potentials
and near Fano-Feshbach resonances. For van-der-Waals potentials, which for exam-
ple describe scattering of alkaline-earth atoms, we find that the pair-wise interaction
can only be turned off for species with a small negative scattering length, leaving
the 88Sr isotope a possible candidate. Interestingly, for collisional magnetic Fesh-
bach resonances this restriction does not apply and there often exist magnetic fields
where the two-body interaction is small. We illustrate this result for several known
narrow resonances between alkali-metal atoms as well as chromium atoms.
In conclusion to this section, I should draw the reader’s attention to the fact
that the effective three-body interactions discussed in this thesis are in the limit of
small scattering length. In the strong scattering limit, three-body interactions have
been studied through Efimov physics [37], which is detected through the measure-
ment of three-body recombination, where three colliding atoms create a dimer and
a free atom. Interestingly, there exist infinitely many three-body bound states, with
the ratio of the binding energy between successive states approaching a universal
constant.
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1.4 Bose-Einstein condensation in an excited band
Bose-Einstein condensation or superfluidity of ultracold atoms in the low-
est Bloch band of a periodic optical-lattice potential [1, 38] occurs at zero quasi-
momentum. This condensation can be understood from a bosonic Hubbard model.
According to Feynman’s “no-node” theorem [39], the zero quasi momentum ground
state wave function is positive definite and has time-reversal (TR) symmetry. How-
ever, the no-node theorem does not apply to excited bands and the lowest energy
state within the band may have non-zero quasi momenta. Thus, we can obtain ex-
otic states of bosons with complex-valued wave functions that spontaneously break
the TR symmetry [40, 41]. Simultaneously, depending on the lattice parameters,
two or more bands can become nearly degenerate realizing multiflavor Hubbard
models where the atom-atom interaction strength is of the order of bandgaps. In
addition, for these bands with nearly degenerate excited orbitals, tunneling can
be “anisotropic” in that different orbitals tunnel preferably along different prim-
itive lattice vectors. This has lead to several proposals of unconventional Bose-
Einstein condensates in optical lattices and predictions of rich orbital physics in
higher bands [40–45]. For example, Wirth et al. [46] explores orbital superfluidity
in sp−hybridized orbital bands in which condensation occurs at non-zero quasi mo-
mentum at the edge of the first Brillouin zone. Interestingly, Refs. [40, 42] showed
that Bose-Einstein condensates formed in excited Bloch bands may have very long
lifetimes. Recently, such condensates have been experimentally observed [2, 46–48].
I study the formation and collision-aided decay of an ultra-cold atomic Bose-
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Einstein condensate in the first excited band of a double-well 2D-optical lattice
with weak harmonic confinement in the perpendicular z direction in chapter 4. This
lattice geometry is based on an experiment by Wirth et al. [46]. The double well is
asymmetric, with the local ground state in the shallow well nearly degenerate with
the first excited state of the adjacent deep well. In order to obtain analytical results,
I have used a tight-binding model with Wannier functions approximated as non-
orthogonal localized harmonic-oscillator wave functions. A comparison of the band
structure obtained from a tight-binding model with that obtained numerically using
a plane wave basis shows the tight binding model to be in quantitative agreement for
the lowest two bands, qualitative for next two bands, and inadequate for even higher
excited bands. For the lattice considered, the band widths of the excited bands are
much larger than the harmonic oscillator energy spacing in the z direction. A study
of the thermodynamics of a non-interacting Bose gas in the first excited band gives
an estimate of the condensate fraction and critical temperature, Tc as functions of
lattice parameters. For typical atom numbers, the critical energy kBTc, with kB the
Boltzmann constant, is larger than the excited band widths and harmonic oscillator
energy. Finally, I present an estimate of the time scale for two-body collision-aided
decay of the condensate as a function of lattice parameters. The decay channels
are shown in Fig. 1.5. It involves two processes, the dominant one in which both
colliding atoms decay to the ground band, and a second involving excitation of one
atom to a higher band. For this estimate, I have used tight-binding wave functions
for the lowest four bands, and numerical estimates for higher bands. The decay rate
rapidly increases with lattice depth [49]. Close to the critical temperature, however,
12
Dominant channel Other channels
Figure 1.5: Decay channels for the collision aided decay of a condensate formed in
the first excited band (α = 2) of a double-well 2D optical lattice with weak harmonic
confinement along z direction with energy spacing ~ωz. The dominant channel (left
panel) involves both colliding atoms decaying to the ground band (α = 1), while
other channels (right panel) involve one of the atoms scattering to an excited band
(α > 2). To conserve energy, both atoms are simultaneously raised to appropriate
oscillator levels along the z axis (middle panel). For details, see Ref. [49].
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it stays smaller than the tunneling rate between adjacent wells, thus allowing the
needed time for the formation of a condensate in an excited band.
1.5 Determining the Bose-Hubbard parameters
With the rapid expansion in the experimental realization of complex BH mod-
els, there has been a growing need to quantitatively model these systems with greater
accuracy. The BH models are written in a single-particle basis of spatially local-
ized wave functions, generally referred to as Wannier functions. The parameters
of the BH model are obtained as integrals over these functions. Thus, the key to
accurately model these systems is to first construct a set of properly localized or-
thonormal basis functions. For simple cubic lattices with inversion symmetry, the
standard procedure is to construct Wannier functions as “simple” superpositions
of the Bloch functions belonging to a single energy band [50, 51]. For more com-
plex lattice geometries with either asymmetries or quasi-degenerate energy bands,
this procedure, however, does not lead to basis functions localized at the potential
minima within each unit cell.
A common approach to ensuring localized Wannier functions for atoms in opti-
cal lattices is to use non-orthogonal atomic orbitals, modeled as harmonic oscillator
wave functions near the potential minima [49, 52]. This underestimates the tunnel-
ing energies even for deep lattices where the harmonic approximation is expected
to work better. A more general approach developed within the solid-state commu-
nity is due to Marzari and Vanderbilt [53, 54], where maximally localized Wannier
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functions are constructed by minimizing its spread by a suitable gauge transforma-
tion of the Bloch functions. This scheme has been adapted for atoms in optical
lattices [17,55–58]. Wannier functions obtained using this method, however, are not
guaranteed to be real-valued and in turn depend on the choice of gauge transforma-
tion. An alternate method for constructing Wannier functions is by minimization
of density-induced tunneling and density-density interactions between neighboring
unit cells [59].
In chapter 5, I introduce a numerical method using the discrete variable rep-
resentation (DVR) for constructing real-valued approximate Wannier functions lo-
calized in a unit cell for both symmetric and asymmetric periodic potentials. We
apply these results to finding Wannier functions for ultracold atoms trapped in
laser-generated optical lattices. Following Kivelson [60], for a symmetric lattice
with inversion symmetry, we construct Wannier functions as eigenstates of the po-
sition operators x̂, ŷ and ẑ restricted to single-particle Bloch functions belonging
to one or more bands. To ensure that the Wannier functions are real-valued, we
numerically obtain the band structure and real-valued eigenstates using a uniform
Fourier grid DVR. We then show by a comparison of tunneling energies, that the
Wannier functions are accurate for both inversion symmetric and asymmetric po-
tentials to better than ten significant digits when using double-precision arithmetic.
The calculations are performed for an optical lattice with double-wells per unit cell
with tunable asymmetry along the x axis and a single sinusoidal potential along the
perpendicular directions. Localized functions at the two potential minima within
each unit cell are similarly constructed, but using a superposition of single-particle
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solutions from the two lowest bands. We finally use these localized basis functions
to determine the two-body interaction energies in the BH model, and show the
dependence of these energies on lattice asymmetry.
1.6 Outline
The rest of the thesis is organized into five chapters. Results of chapter 2 have
been published in Physical Review A in a paper titled “Large effective three-body
interaction in a double-well optical lattice” [9]. The results of chapter 3 have been
accepted for publication in Physical Review A in a paper is titled “Hubbard model
for ultracold bosonic atoms interacting via zero-point-energy induced three-body
interactions”. The paper titled “Formation and decay of Bose-Einstein condensates
in an excited band of a double-well optical lattice” [49] was published in Physical
Review A and is based on chapter 4. A paper based on chapter 5 titled “Wan-
nier function using a discrete variable representation for optical lattices” has been




Three-body interaction in an optical lattice
2.1 Introduction
Ultracold atoms in optical lattices are highly tunable systems and are now
increasingly used to simulate diverse quantum many-body Hamiltonians [1, 11]. In
recent years, Hamiltonians with complex band structure have been experimentally
realized, such as double-well lattices [2–5], honeycomb, triangular, one-dimensional
stripe and Kagome lattices [6,7], and artificial graphene [8]. These experiments have
extended the scope of the BH model to include excited bands and richer on-site in-
teractions. Such Hamiltonians are being used to study collective phenomena ranging
from modified quantum phases [16,61,62], topological matter [5,6,63,64], and to the
formation of long-lived unconventional Bose-Einstein condensates in excited bands,
which were theoretically studied in Refs. [40–42,49] and observed in Refs. [46,48].
Many-body Hamiltonians with three-body interactions are also being explored.
Three-body interactions can lead to significantly modified quantum phases [18–20],
and can yield Pfaffian-like ground states [21–24] that have promising uses in quan-
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tum computation [25]. Following the proposals by Refs. [26–29], the first experi-
ments confirmed the presence of weak effective three-body interactions in optical
lattices [30–33]. These effective three-body interactions, due to the virtual transi-
tions of atoms to higher bands, are smaller than the usual two-body interactions.
Recent proposals have investigated ways to reduce the strength of this two-body
term, thereby enhancing the role of three-body interactions. In fact, Ref. [34] by
driving the lattice at rf frequencies and Ref. [35] by adding resonant radiation to
couple internal states of an atom have proposed ways to turn off the two-body in-
teraction altogether. It was shown in [36] that arrays of superconducting Josephson
junctions can also mimic strong three-body interactions.
In this chapter we show that very strong effective three-body interactions can
be created using optical lattice potentials with two local minima per unit cell. We
study trapped atoms in a double-well optical lattice with three or less atoms per
site, and show that over a wide range of lattice parameters, the on-site interactions








where b†(b) are creation(annihilation) operators, and Γm represents the effective
m-body interaction energy. We show that tuning the lattice parameters can create
situations when Γ3  Γ2, i.e., a system with a strong effective three-body interaction
energy.
The remainder of this chapter is setup as follows. In Sec. 2.2 we introduce
the double-well optical lattice potential and numerically obtain the band structure
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and Wannier functions. We then introduce the multi-band BH Hamiltonian and
calculate hopping and interactions parameters of this Hamiltonian. In Sec. 2.3
we perform a mean-field calculation to determine its phase diagram and discuss the
Superfluid-Mott insulator transition. The effective Hamiltonian model is introduced
in Sec. 2.4 and constructed in a three-step process. In Sec. 2.4.1 we discuss the
initial step of obtaining a many-particle basis and energy levels for each unit cell.
The effective Hamiltonian in a unit cell of the form (2.1) is determined in Sec. 2.4.2.
We also show how Γ3/Γ2 can be optimized by tuning the lattice parameters. In
Sec. 2.4.3 we study the coupling between the many-particle states in adjacent unit
cells and introduce the effective tunneling Hamiltonian. We discuss the validity of
the effective Hamiltonian by comparing the numerical mean-field results obtained for
the effective Hamiltonian picture and the full BH Hamiltonian in Sec. 2.5. Finally,
we summarize our results and present conclusions in Sec. 2.6.
2.2 Hamiltonian for the double-well optical lattice
We are interested in atoms in optical lattice potentials that have two nearly
degenerate local minima in an unit cell. In particular, we focus on a lattice with a
double-well structure along the x axis and single-well structure along the perpen-
dicular y and z axes. Such a lattice can be constructed by using a laser with wave
vector kL and its first higher harmonic. We focus on



















Figure 2.1: (a) Contour plot of the optical lattice potential in the xy plane, where
the potential minima are in dark blue. The white box encloses a unit cell of length
a and a/2 along x and y, respectively. Each unit cell has a double well along the x
axis, labeled L and R, and a single well along the y and z axes. (b) Schematic of a
symmetric double-well potential (thick solid black curve) in a unit cell along the x
axis. The barrier height between the left and right wells is B. The Wannier functions
for the ground and first-excited band, w1(x) and w2(x), are shown as blue curves.
They are computed for a lattice with V0/ER = 17.0, V1/V0 = 1.3, V2/ER = 40.0 and
bkL = π/4. The two horizontal red curves represent their energies with splitting δ.
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where V0,1,2 are lattice depths and b is a parameter that determines whether the
lattice has a symmetric or asymmetric double-well. The lattice has a periodicity of
a = π/kL along x axis, and a/2 along the perpendicular directions. Throughout,
we express energies in units of the recoil energy along the x axis, ER = ~2k2L/2ma,
where ma is the atomic mass. We note that the recoil energy along the perpendicular
directions is ER,⊥ = 4ER. Figure 2.1a shows a contour plot of the optical-lattice
potential in the xy plane, while Fig. 2.1b shows a symmetric double-well for kLb =
π/4 along the x axis.
In this chapter, we solely focus on the symmetric double-well lattice with
kLb = π/4 and allow the lattice depths to vary. The barrier height between the left
and right wells is B = (V1 − V0/4)2/V1. The barrier disappears when V1/V0 < 1/4.
In the limit V1/V0 →∞, the potential approaches a single-well potential with period
a/2 along all directions. Some remarks about the case kLb 6= π/4 are made at the
end of Sec. 2.4.2.
The band structure and corresponding Bloch functions are obtained numeri-
cally. They are independently computed for the x, y and z directions and lead to
a band dispersion ε~α(~k) = εx,αx(kx) + εy,αy(ky) + εz,αz(kz), where ~α = (αx, αy, αz)
are the band indices and ~k is the quasi-momentum in the first Brillouin zone. The
lowest two bands, αx = 1, 2, along the x axis are quasi-degenerate for deep lat-
tices. Along the perpendicular directions, the ground band αy = αz = 1 is far
removed from the first excited band. The Wannier functions, labeled by unit cell
i = (ix, iy, iz) and ~α, are a product of one dimensional Wannier functions, one for
each axis, i.e., wi,~α(~x) = wi,αx(x)wi,αy(y)wi,αz(z). These functions can be obtained
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with the Marzari-Vanderbilt scheme [54] of constructing maximally localized Wan-
nier functions. This was used for a double-well optical lattice in Ref. [17]. Here,
we follow Refs. [8, 60] and Wannier functions are found as eigenstates of the posi-
tion operators x̂, ŷ and ẑ within the subspace of all the Bloch functions with band
index ~α. To ensure real-valued Wannier functions, a real-valued discrete variable
representation with periodic boundary conditions [65] over ~M = (Mx,My,Mz) unit
cells is used. Figure 2.1b shows the Wannier functions wi,αx(x) for the lowest two
bands along the x axis for a symmetric lattice. We see that the Wannier functions
are exponentially suppressed between unit cells, but that they are extended over
the barrier between the left and right well. This is typical for the lattice parameters
that are the focus of this paper.
Since the lowest two bands along x axis are quasi-degenerate for deep lattices,
we construct a multi-band Bose-Hubbard (BH) Hamiltonian H spanning the lowest
two bands along the x axis, and only the ground band along the perpendicular
directions. For simplicity, we drop the band indices αy = αz = 1, and use α = 1, 2

























The operators a†i,α and ai,α create and annihilate a particle in the Wannier function
of unit cell i and band α = 1, 2, respectively. The abbreviation h.c. is the hermitian
conjugate. The location i+1x denotes the unit cell (ix+1, iy, iz). A similar notation
is used for the other directions. The nearest-neighbor (NN) tunneling energy in band
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α along the x axis is Jα = (1/Mx)
∑
kx
cos(ka)εx,α(kx), where the sum is over the Mx
allowed quasi-momenta kx. Along the perpendicular directions the NN tunneling
energy in the ground band is J⊥. There is no cross-tunneling between separate
bands as the Wannier functions are orthogonal. We have not included next-nearest
neighbor tunneling since our numerical computation show that they are nearly two
orders of magnitude smaller than the NN tunneling for the lattice depths on which
we focus in this paper.
























where n̂i,α = a
†




{εx,2(kx) − εx,1(kx)}. The on-site interaction terms U1, U2 and U12
are obtained from the local Wannier functions wi,α by a numerical integration as
Uα = g
∫
wi,α(~x)wi,α(~x)wi,α(~x)wi,α(~x)d~x and Uαβ = g
∫
wα(~x)wα(~x)wβ(~x)wβ(~x)d~x,
where g = 4π~2as/ma and as is the s-wave scattering length. As a consequence of
the nature of the Wannier functions, the term U12 is comparable to U1 and U2 giving
rise to strong density-density and pair-tunneling terms. It is the interplay between
this pair-tunneling term and the band gap contribution that will enable us to achive
a large effective three-body interaction.
For a symmetric double-well lattice, other atom-atom interaction terms be-
tween Wannier functions in bands 1 and 2 within a unit cell are strictly zero due to


























































Figure 2.2: Numerical parameters for the BH Hamiltonian for 87Rb on a log-linear
scale (a) and linear-linear scale (b) plotted as functions of lattice depth V0 in units
of ER, at V1/V0 = 1.3, V2/ER = 40.0 and bkL = π/4. The tunneling energies
J1,−J2 and J⊥ are shown as dot-dashed blue curves. The band-gap δ is plotted
as a solid red curve. The interaction energies Ur = U1, U2 and U12 are shown as
dashed black curves. They are calculated for a scattering length of as = 100a0,
where a0 = 0.0529 nm is the Bohr radius.
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small and can be neglected. Finally, we have not included terms due to atom-atom
interactions between Wannier functions in neighboring unit cells, because they are
an order of magnitude or more smaller than those in Eq. (2.4).
Figures 2.2a and 2.2b show parameters of the BH Hamiltonian as a function
of lattice depth V0 for
87Rb atoms at a fixed ratio of V1/V0 and fixed V2. The plot
shows that the interaction energies U1, U2 and U12 are of equal importance, satisfy
U2 > U12 > U1, and are of the order of the band gap δ. The tunneling energies are
much smaller than the interaction energies. The tunneling energy J2 for band 2, as
expected, is negative and |J2| > |J1|. Our choice of V2/ER = 40.0 is such that, as
shown in the next section, our Hubbard Hamiltonian has a superfluid region.
2.3 Phase diagram using decoupling approximation
In this section, we obtain the mean-field phase diagram for the BH Hamil-
tonian. A knowledge of the quantum phases as a function of lattice parameters is
essential to prepare the system in the required many-body ground state. In ad-
dition, the results will be used in Sec. 2.5 to discuss the validity of the effective
Hamiltonian model. The phase diagram is obtained in the mean-field decoupling
approximation [13] by introducing a real-valued homogeneous superfluid order pa-







−ψ2α for i 6= j. In the grand-canonical ensemble, this leads to the










































Figure 2.3: Phase diagram for 87Rb in a symmetric double-well lattice as a function
of lattice depth V0 in units of ER at V2/ER = 80.0, V1/V0 = 1.3 and scattering
length as = 100a0. The dark blue lobes are the Mott lobes for N = 1, 2 and 3
atoms per unit cell. All other regions represent SF phases, with S1 denoting the
case ψ1 6= 0, ψ2 = 0 and S2 denoting ψ2 6= 0, ψ1 = 0.
and z⊥ is the number of neighboring unit cells along the perpendicular directions.
In our case, z⊥ = 4. The ground state of the grand-canonical potential H
MF at a
given chemical potential µ corresponds to order parameters (ψ1, ψ2) that minimize
its ground state energy. We have performed these calculations in a basis of Fock
states |n1, n2〉, where nα is the number of atoms in band α in an unit cell. We
reach numerical convergence for n1, n2 ≤ Nmax = 10. A Mott insulator (MI) state
corresponds to ψ1 = ψ2 = 0, while a superfluid (SF) state is obtained when either
ψ1, ψ2 6= 0.
Figure 2.3 shows the mean-field phase diagram for our symmetric double-well
lattice. The figure shows Mott lobes up to N = 3 atoms per unit cell. We find
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that the Mott lobes with odd N are reduced in size compared to adjacent lobes
with even N , a feature also noted and discussed in [62]. For the SF phase S1,
the order parameter ψ1 6= 0, but ψ2 = 0, while for the SF phase S2 ψ2 6= 0 but
ψ1 = 0. Both the order parameters have a jump at the S1-S2 phase-boundary
corresponding to a first-order phase transition. For the relatively shallow depths
used in all directions in Fig. 2.3, superfluidity extends over all dimensions. For
larger depths along either x or y and z, the superfluid can be localized to fewer
dimensions. A further stability analysis around the mean-field solution is then
required to identify this distinction [66–68]. Such knowledge, however, is not crucial
for deriving the effective Hamiltonian model.
A cutting off of the Mott lobes for N = 1 and 2 at the phase-boundary to
phase S2 is apparent in Fig. 2.3. From a separate analytical calculation of the
phase-boundary of HMF, excluding the interaction induced pairing terms, we find
that this cut-off occurs when 2J2 + z⊥J⊥ = 0. For the lattice parameters used in
Fig. 2.3 this occurs when V0/ER ≈ 20, consistent with our numerical simulations
including the pairing term.
The lattice parameters in Fig. 2.3 were particularly chosen so as to have a
good representation of all the three quantum phases. Since our primary aim in this
paper is to show the presence of large effective three-body interactions in double-
well optical lattices, we do not provide phase diagrams for a wider set of lattice
parameters. Instead, we note that in our case, we are mainly interested in the
phase S1 and the corresponding SF-Mott phase-boundary. Also, the region S1




We now show that the low energy states of the multi-band BH Hamiltonian
defined in Eqs. (2.3) and (2.4) can be obtained from an effective Hamiltonian Heff
that has strong three-body interactions. Constructing Heff is a three-step process.
The first step is discussed in Sec. 2.4.1 and involves diagonalizing the on-site Hamil-
tonian Hcelli in unit cell i to obtain many-particle (MP) energy levels. Using these
MP levels an effective on-site interaction Hamiltonian is constructed in Sec. 2.4.2.
Finally, in Sec. 2.4.3 we calculate the effective tunneling Hamiltonian that couples
the MP states of adjacent unit cells.
2.4 Many-particle energy levels
We are interested in lattice parameters for which the average band gap δ and
interaction energies U1, U2 and U12 are much larger than the tunneling energies
J1, J2 and J⊥. We thus diagonalize the on-site Hamiltonian H
cell
i in the Fock state
basis |n1, N − n1〉 for N atoms in unit cell i with n1 atoms in band α = 1. This
gives the many-particle (MP) eigenenergies E (ν)N and eigenstates |ν,N〉 with ν =
{1, . . . , N +1}. We refer to these ν states as vibrational states. The MP eigenstates

















































Figure 2.4: (a) Many-particle energy levels E (ν)N for two atoms per unit cell, as
functions of lattice depth V0 in units of ER. The solid blue lines are for V1/V0 = 1.3,
while the dot-dashed magenta curves are for V1/V0 = 1.7. (b) Similar plot for three
atoms per unit cell. Plots are for 87Rb in a symmetric lattice with V2/ER = 40.0
and scattering length as = 100a0.
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with real coefficients C(ν)n (N). It is good to note that the many-body ground state
of the Hamiltonian in Eq. (2.3) in a Mott lobe is a product of |ν,N〉 states with
ν = 1, one for each site.
For N = 1 the eigenstates are simply the Fock states |1, 0〉 and |0, 1〉 with
energy E (1)1 = −δ/2 and E
(2)
1 = δ/2. A plot of the band gap δ as a function of lattice
depth V0 is shown in Fig. 2.2a. Figures 2.4a and 2.4b show the MP energy levels
E (ν)N as a function of lattice depth V0 and at fixed V1/V0 and V2 for two and three
atoms, respectively. Their behavior can be understood by noting that the band gap
δ decreases with increasing lattice depth V0, and for larger depths δ/U  1 with
U ≈ U1 ≈ U2 ≈ U12. Consequently, we can show using perturbation theory that for
N = 2, E (1)2 = −δ2/(2U), E
(2)
2 = 2U and E
(3)
2 = 2U + δ
2/(2U). For N = 3 atoms,
E (1)3 = 2U − δ− 3δ2/6U , E
(2)




3 = 6U + 3δ
2/6U . In
conjunction with Fig. 2.2b these expressions give a fair estimate of E (ν)N for large V0.
We also note that the energy of the ground-vibrational ν = 1 state is well separated
from that of the state ν = 2 with a spacing much larger than J1, J2 or J⊥. For the
effective Hamiltonian picture, we assume that the atoms only populate the ν = 1
states.
We should further note that interactions in Eq. (2.4) mix the Fock states
|n1, N − n1〉 and the vibrational ground states |ν = 1, N〉 at large lattice depths





















Figure 2.5: Log-linear plot of the ratio of three- to two-body interaction strength
Γ3/Γ2 as a function of lattice depth V0 in units of ER for various ratios of V1/V0.
The horizontal red line denotes Γ3/Γ2 = 1. The plot is for
87Rb in a symmetric
lattice at V2/ER = 40.0 and scattering length as = 100a0.
2.4 Effective interaction Hamiltonian
We can now construct the effective on-site interaction Hamiltonian similar to
Eq. (2.1) in unit cell i based on the large energy separation between the ν = 1 and
2 vibrational states for each N . In other words we assume that the atoms only
populate the ground vibrational states with energies E (1)N that are reproduced by













where bi and b
†
i are effective bosonic annihilation and creation operators for unit cell
i and state ν = 1. The coefficients Γm are the m−body interaction strengths, which
we restrict to m ≤ 3, and are found by mapping E (1)N to the eigenenergies of H inteff .
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Figure 2.5 shows Γ3/Γ2 as a function of lattice depth V0 for various V1/V0.
We observe that Γ3/Γ2 increases with V0 and V1/V0, i.e. with increasing lattice
depth. In fact, choosing appropriate lattice parameters can produce a three-body
strength that is larger than the two-body one. Using the same approximations as
used in Sec. 2.4.1 for large lattice depths, we find Γ2 ≈ δ − δ2/(2U) + O(δ3) and
Γ3 ≈ 2U −2.5δ+ 1.3δ2 +O(δ3). Consequently, δ and Γ2 → 0 while Γ3 remains finite
for larger lattice depths and Γ3  Γ2.
For an asymmetric double-well lattice with kLb 6= π/4, δ and equivalently Γ2
depend on the asymmetry and remain finite for a large lattice depth. A symmetric
lattice is therefore the most favorable case with which to reach sizeable Γ3. We
should also note that it is not possible to obtain Γ2  Γ3 for a single-well lattice
since the band gap increases with lattice depth.
2.4 Effective tunneling Hamiltonian
In this section we study the coupling between the MP states |ν,N〉 of neigh-
boring unit cells. Since tunneling involves two adjacent unit cells, we label states
as |ν,N〉i|ν ′,M〉i+1, where N and M are the atom numbers in unit cell i and i + 1x,
i + 1y or i + 1z, respectively. As in the previous subsection, we restrict our dis-
cussion to the ν = 1 ground state and simply write the initial and final states as















































Figure 2.6: (a) Plot of ratio 1 − ANM/
√
(N + 1)M as a function of lattice depth
V0. The coefficient A01 is not shown because the corresponding ratio is zero. (b)
Plot of Bpq as a function of lattice depth V0. Both the panels are for 87Rb with
kLb = π/4, V1/V0 = 1.3, V2/ER = 40.0 and as = 100a0.
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ANM |N+1,M−1; i, i + 1x〉〉〈〈N,M ; i, i + 1x|+ h.c.
}
, (2.8)
where 0 ≤ N < M , and using Eqs. (2.3) and (2.6),







(n+ 1)m C(1)n (N) C
(1)
n+1(N + 1)C(1)m (M) C
(1)
m−1(M + 1),
are unit-cell-independent dimensionless real coefficients. Here, we only include tun-
neling through the term proportional to J1 in Eq. (2.3), since the ν = 1 vibra-
tional level is predominantly determined by the |N, 0〉 Fock state. Thus, the con-
tribution from tunneling through the J2 term is negligible. We limit ourselves to
N,M ≤ 3, i.e. up to three atoms per site, and only require the six independent
A01, A02, A12, A03, A13 andA23. In Fig. 2.6a we plot the ratio 1−ANM/
√
(N + 1)M
for these six coefficients as a function of lattice depth V0. The expression
√
(N + 1)M
corresponds to the coefficient expected for a simple single-well BH Hamiltonian. The
coefficients ANM deviate only slightly from these values for V0/ER < 30 in Fig. 2.6a.
More generally, we find that the correction becomes larger for larger lattice depth.
The effective tunneling Hamiltonian Hhopx,eff has atom-number dependent pa-



















where the sums over p and q are restricted to 0 ≤ p < q. An m-body hopping
operator corresponds to terms where p + q = m. The six coefficients Bpq are found
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BpqF(N,M, p, q), with F(N,M, p, q) =
√
(N + 1)M(M − 1)!N !
(M − q)!(N − p)!
.
Figure 2.6b shows a plot of Bpq as a function of lattice depth V0. The most
important term is B01 = 1, the usual single-particle tunneling term between adjacent
unit cells. The next two leading terms are the two- and three-body operators with
strength B02 and B12, respectively. Their values are negative. Other terms are a
factor of two or more smaller and positive.
Figure 2.4b shows that the energy separation between the ν = 1 and 2 vibra-
tional states for N = 3 atoms decreases with increasing ratio V1/V0. This might
seem to invalidate the assumption that the atoms only populate the ground vibra-
tional state for larger lattice depths. For such a scenario with large V1/V0, however,
we can choose a smaller lattice depth V0 to ensure that the ground vibrational state
is well separated, and still have a large Γ3 > Γ2. Moreover, the coupling between the
ground and excited vibrational states in neighboring unit cells are of the order of
the tunneling energies with strength proportional to J21/
√
U2 + δ2, which decrease
with increasing V1/V0, and stay much smaller than the energy separation between
the ground and excited vibrational states.
The effective tunneling Hamiltonians along perpendicular directions are ob-
tained by replacing J1 by J⊥. The numerical values for the coefficients Bpq are
the same as those along the x axis. This finally leads to the effective tunnel-













2.5 Validity of the effective Hamiltonian
In this section, we discuss the validity of the effective Hamiltonian developed
in Sec. 2.4. It was obtained by assuming that the atoms only occupy the ground
vibrational (ν = 1) states and coupling to excited ν states is negligible. This
assumption is justified as the energy gap between the ground and excited vibrational
states (see Figs. 2.4a and 2.4b) is much larger than the coupling strengths, which
are of the order of the tunneling energies. We now verify this assumption further
by comparing mean-field phase diagrams.















i bi+1x − J⊥
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where we have only kept the leading-order single-body tunneling terms in
Eq. (2.10). Thus, Heff is a single-band BH Hamiltonian with an added effective
three-body term proportional to Γ3. Similar to Sec. 2.3, we introduce a real or-
der parameter ψ = 〈bi〉 = 〈b†i 〉 and determine the ground-state energy, Eg, for
the corresponding mean-field Hamiltonian in the grand-canonical ensemble by self-
consistently minimizing the energy with respect to the order parameter ψ.
We first confirm that Heff is a good model for lattice parameters where the full
Hamiltonian in Eqs. (2.3) and (2.4) has a superfluid ground state in the S1 region.
Figure 2.7a compares the ground-state energy Eg of the full mean-field and the
effective Hamiltonian as a function of lattice depth V0 for various values of µ. This










































Figure 2.7: (a) Plot of the mean-field ground-state energy Eg as a function of lattice
depth V0 in units of ER and V2/ER = 40 for different chemical potentials µ. The
solid lines represent the results for the full Hamiltonian, while the dashed lines show
those for the effective Hamiltonian. Lattice parameters are chosen such that the
system is in the SF region S1. (b) Mean-field SF-Mott phase diagram for Heff as a
function of lattice depth V0/ER at V2/ER = 80. The deep blue areas are Mott lobes
surrounded by a SF region. Other parameters are the same as those used in Fig. 2.3
.
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ground state of the full Hamiltonian is then in the S1 region, with order parameter
ψ2 = 0, for the entire parameter space (µ, V0) shown in Fig. 2.7a. Similarly, the
ground state of the effective Hamiltonian is superfluid. The mean atom number
per unit cell for the four values of the chemical potential, µ, shown in Fig. 2.7a are
n̄ = 1.56, 2.37, 3.19 and 4.01 at a lattice depth of V0/ER = 30, respectively.
The ground-state energies for the two models show similar trends, have dif-
ferences that are nearly independent of V0 and agree better for smaller chemical
potentials. The larger discrepancy for larger n̄ is not due to virtual excitations
to higher ν vibrational states or m > 1 hopping terms since J1Bpq or J⊥Bpq with
p, q 6= 0, 1 are much smaller than the recoil energy. For n̄ > 3 we need to include
four- or higher-body interaction terms to get better agreement.
Next, we study whether Heff is valid as we approach the SF-Mott phase-
boundary. Unlike the ground state energy, the mean-field phase boundary can be






















with Jeff = (2J1 + z⊥J⊥) and the Fock state |g〉 is the zeroth-order ground state of
the grand-canonical potential. Figure 2.7b shows the corresponding SF-Mott phase
diagram for V2/ER = 80 and can thus be directly compared with the phase diagram
shown in Fig. 2.3 for the full Hamiltonian. For V0/ER > 20 the Mott lobes for
N = 0, 1 and 2 are nearly identical. The N = 3 lobe for the effective Hamiltonian,
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however, is significantly larger than that of the full Hamiltonian. In fact, the tip
of the Mott lobe has shifted to smaller lattice depth. We have to include Γ4 to
correctly model this lobe. Finally, our effective Hamiltonian does not describe S2
for V0/ER < 20. In this phase, the full Hamiltonian has a non-zero order parameter
in the second band. Our effective Hamiltonian assumes no population in the second
band and can not represent these states.
2.6 Conclusion
We have shown that the low energy states of a system of trapped atoms in
a double-well optical lattice can emulate a Hubbard model with strong three-body
interactions. The optical lattice with a double-well potential along one direction
and single period lattice along the remaining directions has two nearly degenerate
bands. The Hamiltonian has a strong pair-tunneling contribution between the two
Wannier functions within a unit cell. The interplay between this interaction and
the band gap plays an important role in determining the behavior of the system.
In particular, we find that the low energy states of such a system are quite accu-
rately described by an effective single-band Hamiltonian with a strong three-body
interaction, whose strength can be easily tuned by changing the lattice parameters.
Surprisingly, tunneling between the neighboring unit cells in the effective Hamilto-
nian has, to good approximation, the same structure as that for a particle hopping
in a single-band BH model. By comparing the numerically obtained ground state
energy and phase diagram of the full and effective Hamiltonians, we verified that
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the effective Hamiltonian model is an excellent approximation over a wide range of
lattice parameters, both in the superfluid and Mott insulator phases.
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Chapter 3
Hubbard model for ultracold bosonic atoms inter-
acting via zero-point-energy induced three-body
interactions
In 1998 Jaksch et al. [69] suggested that laser-cooled atomic samples can be
held in optical lattices, periodic potentials created by counter-propagating laser
beams. These three-dimensional lattices have spatial periods between 400 nm and
800 nm and depths V0 as high as V0/h ∼ 1 MHz, where h is Planck’s constant. An
ensemble of atoms then realize either the fermionic or bosonic Hubbard model, where
atoms hop from site to site and interact only when on the same site. The interaction
driven quantum phase transition of this model was first realized by Ref. [70].
Today, optical lattices are seen as a natural choice in which to simulate other
many-body Hamiltonians. These include Hamiltonians with complex band structure
such as double-well lattices [71–74], two-dimensional hexagonal lattices [74–77], as
well as those with spin-momentum couplings possibly leading to topological mat-
ter [78, 79]. Quantum phase transitions in these Hamiltonians enable ground-state
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wavefunctions with unusual order parameters, such as pair superfluids and striped
phases [80–82]. Phase transitions in Hamiltonians with long-range dipole-dipole in-
teractions using atoms or molecules with large magnetic or electric dipole moments
can also be studied. Finally, atoms in optical lattices can be used to measure gravita-
tional acceleration (little-g) [83–85], shed light on non-linear measurements [86–89],
and be used for quantum information processing.
Over the last ten years ultra-cold atom experiments have also investigated few-
body phenomena. In particular, three-body interactions have been studied through
Efimov physics of strongly interacting atoms observed as resonances in three-body
recombination, where three colliding atoms create a dimer and a free atom [37,90,91].
Here, recent developments include the prediction of a minimum in the recombina-
tion rate coefficient K3 for scattering of a van-der-Waals potential with a d-wave
shape resonance [92]. Moreover, Ref. [93] presented advanced numerical simulations
that can quantitatively model observed recombination rates, while Ref. [94] showed
empirically that for a broad 7Li Feshbach resonance, K3 is controlled by the effective
range correction of the atom-atom scattering.
Proposals that suggest ways to create atomic gasses dominated by elastic three-
body interactions have also been made. In Refs. [95,96] this was achieved by adding
resonant radiation to couple internal states of an atom or by driving the lattice
at rf frequencies. Some of us showed that the low-energy behavior of atoms in
complex lattice geometries (i.e. double-well optical lattices) can also be engineered
to lead to large three-body interactions [97]. Interestingly, after the observation
of the formation of droplets [98] in a ferromagnetic atomic dysprosium condensate
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induced by a rapid quench to attractive pair-wise interactions Refs. [99, 100] have
independently suggested that the origin of this instability are large repulsive elastic
three-body collisions
In this chapter I propose a novel way to create dominant three-body interac-
tions in Hubbard models. I rely on two ingredients. The first relies on the analytical
analysis of scattering from a van-der-Waals potential [101, 102] as well as analyt-
ical modeling of Fano-Feshbach resonances, where the energy of molecular states
is tuned with a magnetic-field [103]. This analysis confirms that ultra-cold scat-
tering is describable in terms of a scattering length a and effective range re that
are uniquely specified by the van-der-Waals coefficient and resonance parameters.
The second ingredient is the realization that two-, three-, and higher-body interac-
tion energies of atoms in an optical lattice site can under certain assumptions be
computed analytically [104,105].
We will show that for two atoms in a lattice site, with a non-negligible zero-
point energy, a cancellation of the contribution from the scattering length and ef-
fective range contribution can occur while simultaneously three atoms have a finite
inseparable three-body interaction that is of sufficient magnitude that an experi-
mental observation is possible.
This chapter is organized as follows. In section 3.1 we introduce delta-function
interactions between atoms with strength defined by the scattering length and ef-
fective range and review results for the ground-state energy of a few atoms held
in a site of an optical lattice. We also examine the quality of a harmonic approxi-
mation of the lattice site potential. In Sec. 3.2 we derive the relationship between
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a and re for which the two-body interactions cancel and three-body interactions
remain. Sections 3.3 and 3.4 describe how this relationship can be met for a van-
der-Waals potential and for Feshbach resonances, respectively. For scattering from
a van-der-Waals potential we show that the 88Sr isotope is a promising candidate.
For Feshbach resonances we work out four cases, one each for 23Na, 39K, 52Cr, and
133Cs scattering. We also compare the expected three-body interaction energies
with tunneling energies between lattice sites. Section 3.5 describes two methods to
determine lattice parameters for which there are no on-site two-body interactions
and discusses limits set by three-body recombination.
3.1 Pseudo-potential for low-energy collisions, optical lat-
tices, and effective field theory
In 1957 K. Huang [106] showed that the low-energy scattering of two neutral
atoms of mass m with an isotropic inter-atomic potential can be modeled by the










where ~R describes the separation and orientation of the atom pair, ∇ is the gradient
operator for the relative motion, µ = m/2 is the reduced mass, and ~ = h/(2π). The
scattering length a and the effective range re parametrize the effect of the physical
interaction potential. (This derivation was revisited in Refs. [107–109].) Crucial
for this chapter is that a and re have a simple relationship and can be tuned near
Feshbach resonances.
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Figure 3.1: Zero-point energy (panel a), tunneling energies (panel b), and the scaled
first-order two-body interaction strength U2/(kLa) with no effective-range correc-
tion (panel c) as a function of lattice depth V0 for a cubic, three-dimensional optical
lattice. Solid red curves are based on exact band-structure calculations and ex-
act Wannier functions. Dashed blue lines are based on oscillator solutions of the
isotropic harmonic approximation around the lattice minima [110].
Our atoms are held in a three-dimensional periodic potential created by counter-
propagating laser beams with wavevectors kL. For simplicity we assume a cubic
lattice with potential V (~x) = V0
∑
i cos
2(kLxi), where ~x = (x1, x2, x3) is the atomic
location and V0 is the lattice depth. The potential has periodicity π/kL and a min-




V0ER and ` =
√
~/(mω) = 1/(kL 4
√
V0/ER) ,
respectively. Here ER = ~2k2L/(2m) is the recoil energy.
We will rely on this harmonic approximation near the lattice minima. Fig-
ures 3.1(a) and (b) show that for sufficiently large V0 this is qualitatively correct.
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Panel (a) compares the zero point energy of the harmonic approximation, 3~ω/2,
with that of the on-site energy of the lowest band obtained from our exact band-
structure calculation. The exact on-site energy is always smaller since anharmonic
corrections are attractive. Similarly, panel (b) shows a comparison of the tunneling
energies between nearest-neighbor unit cells. Here, the perturbative (harmonic) re-
sult underestimates the tunneling energy because anharmonic corrections delocalize
the Wannier functions.
The harmonic approximation also simplifies the calculation of the interaction
energies between atoms. Non-perturbative eigenenergies for two atoms interacting
via a delta-function potential were derived in Ref. [111]. Moreover, Refs. [104, 105]
perturbatively calculated the ground-state energy En=2,3,··· of two, three, or more
atoms based on effective-field theory [112]. In fact, up to second-order perturbation
theory when a  ` and rea2/2  `3 they showed En = 3n~ω/2 + U2n(n − 1)/2 +
U3n(n − 1)(n − 2)/6, where U2 and U3 are the two- and three-body interaction
strengths
U2/~ω = ξ +
3
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, and log z is the natural
logarithm. Four- and higher-body interaction strengths are zero at this order of
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field theory. Reference [113] performed similar calculations for a box with periodic
boundary conditions. We ignore small corrections from non-zero partial wave and
anisotropic magnetic dipole-dipole scattering.
For completeness Fig. 3.1(c) compares the two-body interaction strength in a
harmonic trap evaluated to first-order in a and re = 0 (i. e. U2 =
√
2/π(a/`)~ω)
with the corresponding matrix element based on the energetically-lowest Wannier
function of the three-dimensional optical lattice. The curves are in sufficiently good
agreement such that a harmonic approximation with analytical results up to second-
order perturbation theory can be confidently used for the analysis of U2 and U3.
3.2 Cancellation of the two-body interaction
We can now search for parameter regimes where U2 is small compared to U3
and, in particular, look for the case U2 = 0. In fact, by factorizing U2 and requiring










the two-body interaction strength U2 vanishes as the contributions from the scatter-
ing length and the effective range cancel. Equation 3.4 can be shown to hold to all or-
ders in a and re from Ref. [111] (by making the replacement a→ a+rea2(2µE/~2)/2
in Eq. 16 of that article). More importantly, the three-body interaction strength














which is always attractive and remains of the same order of magnitude as in Eq. 3.3.
The next two sections describe ways in which we can achieve this cancellation.
3.3 Van der Waals potential
Ultra-cold scattering between structureless ground-state atoms, such as the
alkaline-earth atoms, or between more-complex atoms away from any scattering
resonance, such as alkali-metal atoms in an external magnetic field, is controlled by
its long-range isotropic −C6/R6 potential, where C6 is the van-der-Waals coefficient.
This follows from the fact that for separations where deviations from this van-
der-Waals potential due to electron bonding are significant, its depth is already
orders of magnitude larger than the initial kinetic energy of the atoms [101, 103].
References [114,115] then showed that when the potential has a scattering length a









(a− ā)2 + ā2
)
, (3.6)
where ā = ce(2µC6/~2)1/4 is the mean scattering length [102] and ce = 2π/[Γ(1/4)]2 =
0.4780 · · · , and Γ(z) is the Gamma function. For typical atoms ā lies between 30a0
and 100a0, where a0 = 0.0529 nm is the Bohr radius. Figure 3.2 shows the effective
range volume rea
2/2 as a function of a. It is always positive, has a minimum at
a = ā, and for a→ 0 equals rea2/2 = 2.918 · · · ā3, which implies that re diverges for
a zero scattering length.
In order to find regimes where U2 is small compared to U3, we investigate
whether Eq. 3.4 can hold. This equality is graphically solved in Fig. 3.2 for two
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Figure 3.2: The effective range volume rea
2/2 (solid red curve) as a function of
scattering length a for a van der Waals potential. All lengths are expressed in units
of the mean scattering length ā. The dashed blue curves correspond to −2a`2/3
for two values of `. At intersections of rea
2/2 and −2a`2/3 the effective two-body
interaction is tuned to zero.
ratios `/ā 1, corresponding to typical circumstances in current experiments. We
immediately observe that solutions exist for negative scattering lengths that are









and thus |a/ā|  1 and |a/`|  1 consistent with our assumptions.
For a van-der-Waals potential a is fixed. Hence, Eq. 3.7 is a constraint on ` or
the trapping frequency ω (and thus on the lattice depth V0). Moreover, there exist
only a few atomic species with the small negative scattering length needed to have
a small or vanishing U2. In fact, we are only aware of the strontium isotope
88Sr to
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satisfy |a/ā|  1, since it has a scattering length of a = −2.0(3)a0 and ā = 71.76a0
[116]. (Numbers in parenthesis are one-standard-deviation uncertainties.) Hence,
we find that U2 = 0 requires ` = 900a0 and thus ω/(2π) = 50 kHz. Assuming
a realistic Sr optical lattice with a photon recoil energy of ER/h = 4.0 kHz, we
read from Fig. 3.1a) that V0 ≈ 40ER and that from Fig. 3.1b) the tunneling energy
J ≈ 10−4ER or J/h ≈ 0.4 Hz. This tunneling energy is comparable to the three-
body strength U3/h ≈ −0.15 Hz calculated from Eq. 3.5.
3.4 Feshbach resonances
Ultracold scattering of alkali-metal atoms [103] in a magnetic field B contains
collisional resonances, where the scattering length can be tuned. Recently, inter-
est has also focused on resonances with atoms with large magnetic moments, such
as Cr [117], Er [118], and Dy [119, 120], as the long-range magnetic dipole-dipole
interaction influences their collective behavior.
At ultra-cold collision energies E = ~2k2/(2µ) resonant scattering is described
by the scattering amplitude [121–123]
f(k) = fbg(k)− e2iδbg(k)
Γ(E)/2
E − Eres(B,E) + iΓ(E)/2
, (3.8)
where fbg(k) = e
iδbg(k){sin δbg(k)}/k is the background scattering amplitude away
from the resonance and δbg(k) is the background phase shift. We assume that
the low-energy behavior of fbg(k) is that of a van-der-Waals potential with scat-
tering length abg as discussed in Sec. 3.3. The dispersive second term of Eq. 3.8
describes the resonance with a magnetic-field and energy-dependent resonance loca-
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tion Eres(B,E) = µe(B −B0) + βE and positive energy width Γ(E) = 2(kabg)Γ0 ×
(1 + αE/Γ0), where µe is the magnetic moment of the resonant state, B0 is the
magnetic field at resonance, and Γ0 is the resonance strength. Finally, the field-
independent coefficients α and β describe additional energy dependencies of Γ(E)
and Eres(E) and will affect the effective range.
We note that by definition Ref(k) = −a − {rea2/2− a3} k2 + · · · and a
Taylor expansion of Eq. 3.8 in k then leads to the scattering length a = abg −
















≡ Vq + gq(a− aq)2 , (3.10)
where rbg is the background effective range given in Eq. 3.6 when evaluated at
scattering length abg. We have eliminated the dependence on Eres(B, 0) in favor of
a and the dimensionless sres ≡ abgΓ0/(āĒ) > 0 characterizes the resonance strength
in terms of the mean scattering length ā and energy Ē = ~2/(2µā2) of a van-der-
Waals potential [103]. A resonance is narrow when sres  1 and broad otherwise.
Moreover, the volume rea








bg − (1− β + α)āa2bg/sres
for a → 0 showing that rea2/2 can be negative. For narrow resonances this was
already noted in Ref. [124].
The effective-range volume near a resonance is a quadratic polynomial in a
with coefficients defined by Eq. 3.10. This dependence agrees with the coupled-
channels calculations with rigorous interatomic potentials of Ref. [125]. Their Vq,
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Table 3.1: Parameters for five Feshbach resonances. Columns represent the atomic
species, B0 in Gauss, the background scattering length abg, resonance strength sres,
coefficients Vq, gq and aq, where available from Ref. [125], and dimensionless α and
β found from a fit to Vq, gq, and aq in Eq. 3.10. Lengths and volumes are in units
of ā and ā3, respectively, and 1 G= 0.1 mT. (Finally, ā = 42.95a0, 61.65a0, 43.63a0,
and 96.51a0 for
23Na, 39K, 52Cr, and 133Cs, respectively.)
B0 abg sres Vq gq aq α β
39K 745 -0.541 0.00062 4.7 -1540 -0.55 0.0354 0.0468
133Cs 227 21.34 0.19 1000 -4.19 29 -3.55 -3.85
23Na 853 1.47 0.0002 - - - 0 0
52Cr 500 2.45 0.03 - - - 0 0
133Cs 19.8 1.66 0.002 - - - 0 0
gq, and aq for a narrow
39K and broad Cs resonance are tabulated in Table 3.1. The
corresponding effective range volume as well as that for a narrow Na resonance based
on Eq. (3.9) with α = β = 0 are shown in Fig. 3.3 as a function of a as it is tuned
with a magnetic field. For narrow resonances α, β  1 and α, β have negligible
effect on rea
2/2. For broad resonances with larger α, β their effect is large. For both
cases rea
2/2 is negative and orders of magnitude larger than that for van-der-Waals
potentials.
The model for the effective range volume now enables us to find scattering
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Figure 3.3: Effective volume rea
2/2 of the Feshbach resonances listed in Table 3.1
as a function of scattering length a with lengths in units of ā. Solid lines correspond
to volumes based on Eq. (3.9) with α, β 6= 0 or equivalently the coupled-channels
calculation of [125]. Dashed lines follow from Eq. (3.9) with α = β = 0.
lengths where U2 is small compared to U3. We set U2 = 0 and Eq. 3.4 gives




where both a and ` can be tuned. Coefficients Vq, gq, and aq are fixed by the
resonance. Consequently, choosing a fixes the harmonic trapping frequency and
vice versa. Crucially, and unlike for a van-der-Waals potential, rea
2/2 is mostly
negative and large compared to ā3 so that U2 = 0 can occur for positive a on the
order of ā. We must, however, also require that |rea2/2|  `3. This can not be
guaranteed for all resonances. For example, Fig. 3.3 implies that for the narrow 39K
resonance and a > ā the volume |rea2/2| ≥ `3 assuming typical ` between 10ā and
100ā. The narrow Na and broader Cs resonance show more promise.
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Figure 3.4: Two-body interaction strength U2 (panel a) and minus one times the
three-body strength −U3 (panel b) in a harmonic trap with ω/(2π) = 50 kHz as a
function of the scattering length a for a narrow 23Na (black lines), 39K (red lines),
52Cr (orange lines), and 133Cs (green lines) Feshbach resonance tabulated in Table
3.1. Filled circles in both panels and arrows in panel (b) indicate where U2 = 0.
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as a function of a for four narrow Feshbach resonances (with sres  0.1) tabulated
in Table 3.1 and assuming a harmonic trap with frequency ω/(2π) = 50 kHz. For
all four resonances U2 = 0 for at least one value of a. The second, broader
133Cs
resonance with B0 = 227 G and sres = 0.19 has no such point and is not shown. The
cases where both U2 = 0 and |U3|/(~ω) 1 are indicated in the figure with markers.
For the Na and Cs resonance U2 = 0 when a ≈ ā or 2ā and −U3/(~ω) ≥ 0.001. For
the 39K resonance a zero crossing occurs at a ≈ 2ā but U3/(~ω)  1, outside the
validity range of the theory.
Finally, we compare the expected value of U3 with the tunneling energy J ,
depicted in Fig. 3.1, in an optical lattice. Noting that for commonly-used lasers in
and near the optical domain the recoil energy ER/h lies between 2 kHz and 10 kHz
for alkali-metal atoms, we find that for ω/(2π) = 50 kHz the tunneling energy J is
about ten times smaller than |U3|. For a shallower lattice and thus smaller ω the
tunneling energy increases exponentially, while U3, maintaining the condition that
U2 = 0, decreases much more slowly.
3.5 Detection and three-body recombination
Several observations can be made about the feasibility and limitations of the
proposal. These range from the detection of the point where U2 = 0, the behavior
of Bose-Hubbard models to three-body recombination. The next two subsections
will briefly address these points.
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3.5 Detection of U2 = 0?
We can locate lattice parameters where U2 = 0 with two types of experi-
ments. The simplest is to perform vibrational spectroscopy on two or three isolated
bosonic atoms held in a dipole trap or in an optical lattice where tunneling is neg-
ligible. For pairs of fermionic alkali-metal atoms as well as for one fermion and one
boson in an optical lattice site this has been shown to work near a Feshbach reso-
nance by Refs. [126, 127]. Based on predictions of [128] they found a new class of
confinement-induced bound states for large scattering lengths. An accurate study
for smaller scattering lengths on the order of the mean scattering length or less,
however, is lacking for both fermionic and bosonic alkali-metal atoms. For 88Sr with
its small, negative scattering no such measurements have been performed. Finally,
no spectroscopic experiments for three-atoms exist.
A second type of experiments that can locate U2 = 0 are so-called collapse-
and-revival experiments in optical lattices, where changes of the lattice parameters
induce non-equilibrium dynamics. Specifically, realizations where after a sudden
and large increase of the lattice depth tunneling is negligible, the values for U2 and
U3 can be inferred from measurements of the momentum distribution as a function
of delay after the ramp [104, 129–131]. In these experiments the initial state is a
superfluid and, hence, to good approximation each site contains a superposition of
atomic Fock states in the lowest trap level. After the sudden lattice-depth increase
this superposition starts to evolve and measurement of the momentum distribution
is sensitive to differences of the energies En for different n. These measurements
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have not been repeated near Feshbach resonances.
3.5 Three-body recombination
Atom loss from the lattice can limit the realization of our proposal. Loss of
one atom at a time, due to collisions with background molecules in the vacuum or
light-induced loss from the lattice lasers, can be mitigated by improving the vac-
uum pressure and a careful choice of laser frequencies. Two-body loss can always
be removed by choosing the hyperfine state with the lowest internal energy. This
leaves inelastic three-body recombination as an intrinsic loss mechanism. An ultra-
cold homogeneous thermal gas with number density n loses atoms according to rate
equation dn/dt = −3K3n3. For scattering from short-range potentials [37, 132] the
event rate coefficient K3 ≤ Cmax~a4/m with Cmax = 67 when the scattering length
|a|  ā, while K3 ≈ C0~ā4/m with C0 = 25 for |a| ∼ ā. Recently, Refs. [92, 93]
showed that for longer-ranged van-der-Waals potentials and near collisional reso-
nances C0 depends on atomic species and resonance, and can be much larger than
25. Finally, Ref. [94] showed empirically that for a broad 7Li resonance with a neg-
ative effective range K3 ≈ Cmax~(a3 − rea2/2)4/3/m gives a reasonable description
of experimental data close to the resonance.
In a lattice site recombination can be included as an imaginary contribution
to U3. That is we use U3 → U3 − iΓ3/2, where Γ3 = ~K3
∫
d3~x|Ψ(~x)|6 and Ψ(~x)
is the normalized single-atom ground-state wavefunction in a lattice site. For an
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for C0 = 25. Since typically ` > 10ā, a scattering length on the order of ā is
required. This condition can be met with Feshbach resonances, but also indicates
that an experiment with 88Sr will be hard. A similar analysis with more restrictive
estimate of Ref. [94] suggests that weaker trapping potentials with ` 10ā will be
required.
3.6 Conclusion
We have proposed a means to create an ultra-cold gas of bosonic atoms in
an optical lattice that only interacts via on-site three-body interactions. This is
achieved by a careful cancellation of two contributions in the pair-wise interaction
between two atoms, one proportional to the zero-energy scattering length and a sec-
ond proportional to the effective range. We predict that this cancellation can occur
for the strontium-88 isotope as well as near narrow magnetic Feshbach resonances
in alkali-metal atom or chromium collisions.
For optical lattice depths and/or magnetic field strengths where the pair-wise
interaction has been cancelled, i.e. U2 = 0, we have also shown that the three-body
interaction strength can be of the same order of magnitude as the tunneling energy
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of atoms hopping between neighboring lattice sites. Three-body recombination can
limit the practical duration of coherent atom evolution.
Although the purpose of this chapter has not been the characterization of the
many-body ground state or the dynamical properties of a system near U2 = 0, a
brief remark is in order. For a small number of atoms per lattice site we predict that
the three-body interaction is attractive. For a Hubbard model with finite tunneling
J on the order of U3 this can indicate that the ground state corresponds to a state
with all atoms in one site and, in essence, the system would “collapse”, similar to the
instability of systems with a negative two-body strength U2. To prevent this collapse
a weak global trapping potential must be added. On the other hand, we expect that
it is realistic to perform dynamical experiments where initially the ground state for
positive U2 is prepared and, subsequently, the lattice parameters are changed to
ones where U2 = 0.
3.7 Acknowledgments




Bose-Einstein condensation in an excited band
4.1 Introduction
Bose-Einstein condensation of ultracold atoms in the lowest Bloch band of
a periodic optical-lattice potential [1, 38] occurs at zero quasi-momentum. This
condensation can be understood from a bosonic Hubbard model. By varying the
relative strength of tunneling energy and atom-atom interaction strength, this model
predicts a quantum phase transition between a delocalized compressible superfluid
state and a localized incompressible Mott state [12, 13]. This was first observed by
Greiner et al. [14].
According to Feynman’s “no-node” theorem [39], the zero quasi momentum
ground state wave function is positive definite and has time-reversal (TR) symme-
try. However, the no-node theorem does not apply to excited bands and the lowest
energy state within the band may have non-zero quasi momenta. Thus, we can ob-
tain exotic states of bosons with complex valued wave functions that spontaneously
break the TR symmetry [40, 41]. Simultaneously, depending on the lattice param-
60
eters, two or more bands can become nearly degenerate and multiflavor Hubbard
models can be realized where the atom-atom interaction strength can become of
the order of bandgaps. In addition, for these bands with nearly degenerate excited
orbitals, tunneling can be “anisotropic” in that different orbitals tunnel preferably
along different primitive lattice vectors. This has lead to several proposals of un-
conventional Bose-Einstein condensates in optical lattices and predictions of rich
orbital physics in higher bands [40–45]. For example, Wirth et al. [46] explores
orbital superfluidity in sp−hybridized orbital bands in which condensation occurs
at non-zero quasi momentum at the edge of the first Brillouin zone. Interestingly
Refs. [40,42] showed that Bose-Einstein condensates formed in excited Bloch bands
may have very long lifetimes. Recently, such condensates have been experimentally
observed [2, 46–48].
Optical lattices of two or more dimensions can have band crossings either at
zero or non-zero quasi momentum. The band crossing at zero quasi momentum must
occur between excited bands by virtue of the no-node theorem while the crossing
at non-zero quasi momentum can occur between the ground and excited band. An
example of the latter case occurs for a two-dimensional hexagonal lattice structure
such as seen in Dirac cones of graphene [6, 133]. In fact, more than two bands can
intersect [46]. The topological significance of band crossing points is now an area of
active research [63,64] (and references therein).
Optical lattices can be changed in real time and are thus tunable. The simplest
example of this was the observation of the superfluid to Mott insulator transition
of a cubic lattice by adiabatically increasing the lattice depth [14]. More advanced
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examples are the ability to dynamically change lattice geometries from triangular to
hexagonal [6,7]. Independent tunability of the sign of the nearest-neighbor tunneling
energies has also been demonstrated [134,135]. Finally, we note that this tunability
can enable us to study Berry’s phases [136] when band crossing of ground and/or
excited bands occur for a particular choice of lattice depth and geometry. Adiabatic
change of lattice parameters around this degeneracy point induce such phases.
In this chapter, I discuss the formation of a Bose-Einstein condensate in a
2D optical lattice, with a weak confinement along the z axis. This work is directly
motivated by the experiment of Wirth et al. [46], in which Bose condensation is
observed in the p band of a quasi 2D double-well optical lattice. The lattice in the xy
plane consists of a checkerboard pattern of alternate deep and shallow wells, whose
relative well depth can be controlled in real time by changing the phase difference θ
between the counter-propagating lasers forming the optical lattice. Exciting atoms
to higher bands is a two step process. Initially, as shown in Fig. 4.1a, an angle θ is
chosen such that one of the wells is much deeper than the other, and the atoms are
largely confined to the local ground state of these deep wells. There is very little
tunneling between the wells and the atoms form an array of one dimensional tubes
along the z axis.
The angle θ is now rapidly changed such that the ground s state becomes
degenerate or nearly degenerate with the first excited p state of adjacent wells,
which are now the deeper wells as shown in Fig. 4.1b. This change must be fast
with respect to tunneling energies between adjacent wells, but adiabatic or slow with
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Figure 4.1: A one-dimensional schematic of lattice transformation to populate atoms
in excited bands. Panel (a) shows the initial lattice configuration with atoms con-
fined to the ground s state of the deeper wells. The atoms form an array of one
dimensional tubes where tunneling between adjacent tubes is negligible. Panel (b)
shows the final lattice configuration, with θ chosen such that the s state in the
shallow well is nearly degenerate to the p state of the deeper well. The well that
was initially the deepest is now the shallower of the two. The hopping energy t now
distributes the atoms in the excited bands of the 2D optical lattice. The vertical
dashed lines represent a collisional decay process in which one of the atoms decays
to the ground band, while the other jumps to an excited band. The decay processes
largely involve vertical atom transitions within the deep sites.
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After the change, the atoms can tunnel and populate the excited bands of the optical
lattice. We thus observe a transition from a quasi one dimensional geometry to a
three dimensional one, with atoms initially confined to one dimensional wells getting
distributed over the entire 2D lattice due to tunneling and elastic collision. Wirth et
al [46] saw that in this process, a Bose condensation is formed in the quasi momenta
of lowest energy in the (first) excited band of the optical lattice. Interestingly, these
quasi momenta are at the edge of the first Brillouin zone.
To model this physics, we perform a numerically exact as well as a tight binding
calculation of the single particle band structure. A comparison shows that for the
first four bands, the tight binding model gives a sufficient description of the band
structure. We then performed a calculation for the thermodynamic quantities for
both cases in Fig. 4.1, assuming that the atoms do not interact. In particular, we
estimate the critical atom number and critical temperature at which a Bose-Einstein
condensate appears. We find that these quantities crucially depend on the detuning
between the closely resonant s and p orbitals in adjacent wells. We also justify the
assumption of non-interacting bosons.
Simultaneously, these atoms undergo collisional de-excitation to the ground
band. De-excitation occurs when one or more atoms make a transition to the ground
band in the xy plane. This energy release is accompanied by an increase in energy
along the z direction. An example of such a process is shown in Fig. 4.1b. We will
show that the dominant decay process is that one in which both colliding atoms
decay to the ground band. We estimate the rate for this transition in the tight
binding model as well as numerically, and find qualitative agreement. We provide
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an analytical expression for the rate as a function of lattice depth and θ. With
increasing lattice depth, processes where one of the colliding atoms decays to the
ground band, and the other to an excited band become important. These rates
can only be evaluated numerically, as the tight binding model is inadequate for
multiply-excited bands. At lattice parameters where adjacent s and p orbitals are
resonant, the total decay rate is significantly smaller than the tunneling time scales,
consistent with the observations of the experiment [46].
The chapter is set up as follows. In Section 4.2, we set up the Hamiltonian.
In Section 4.3 we discuss the tight binding calculation of the band structure fol-
lowed by a numerical estimate of the same in Section 4.4. We also compare both
the models in this section. Section 4.5 uses the tight binding results to estimate
the thermodynamic properties of the condensate. In section 4.6 we study the lat-
tice transformation used to excite atoms to the excited bands, and estimate the
relationship between the initial and final temperatures. Section 4.7 deals with the
interaction processes that lead to the decay of the condensate. We conclude in
Section 4.8.
4.2 Optical lattice Hamiltonian
Our starting point is the second-quantized Hamiltonian for bosonic atoms in
































Figure 4.2: Panel(a) shows the contour graph of the 2D double-well optical lattice
at V0 = 6ER and θ = π/2.2. The darker and brighter colors represent lower and
higher energies, respectively. An alternating array of deeper and shallower wells are
clearly visible. The origin of our coordinate system is at the central deep well. The
primitive lattice vectors are a1 and a2 and the vector D = ax̂ connects neighboring
deep and shallow wells.The dashed lines enclose a unit cell. Panel(b) shows the first
two Brillouin zones of the optical lattice as a function of quasi momentum (Kx, Ky).
The area inside the dashed region including the dashed-dotted edge represents the
first zone. Moreover we define q1 = Kx + Ky and q2 = Kx − Ky. The circles
represent the atoms at the four non-zero quasi momenta, where the second band
has the minimum of energy.
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and Hint = (g/2)
∫
d3xψ†(x)ψ†(x)ψ(x)ψ(x), where ψ(x) is the field operator at
position x, ma is the atomic mass and ~ is the reduced Planck’s constant. The
optical-lattice potential in the x-y plane is given by
Vop(x, y) = −V0
(
cos2 kLx+ cos
2 kLy + 2 cos θ cos kLx cos kLy
)
, (4.1)
with kL the magnitude of the laser wave-vector and θ the phase difference between
the counter propagating laser beams forming the optical lattice. The positive V0
determines the lattice depth and Vop(x, y) ≤ 0 for all x and y.




2/2, with frequency ωz. The Hamiltonian Hint describes the atom-atom inter-
action where g = 4π~2as/ma, which is proportional to the s-wave scattering length
as. It is convenient to define the recoil energy ER = ~2k2L/(2ma). We study near
degeneracies between the various excited bands. They occur when V0 is between
5ER and 10ER. A weak harmonic trap corresponds to ~ωz  ER.
The optical lattice potential Vop(x, y) gives rise to a double-well optical-lattice,
with adjacent wells of unequal well depth, depending on the value of θ. Figure 4.2a
shows an example of the 2D double well optical lattice formed by Vop. The two
primitive lattice vectors are a1 = a (x̂ + ŷ) and a2 = a (x̂− ŷ), where a = π/kL
is the distance between neighboring shallow and deep wells. The reciprocal lattice
vectors are G = Gm,n = mb1 + nb2, with integers m,n, and primitive reciprocal
lattice vectors b1 = kL(x̂ + ŷ) and b2 = kL(x̂ − ŷ). Figure 4.2b shows the first
Brillouin zone as a function of quasi momentum K = (Kx, Ky). For convenience we
define the quasi momenta q1 = Kx + Ky and q2 = Kx −Ky. In this basis the first
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Brillouin zone is the square region −π/a < q1, q2 ≤ π/a.
4.3 Band structure in the tight binding model
An approximate band structure for the 2D single particle Hamiltonian, Hop =
−(~2/2ma)(∂2x + ∂2y) + Vop(x, y) in the xy plane is found from a tight binding model
using localized harmonic oscillator wave functions as basis functions [137]. We first
expand Vop(x, y) to second order in the coordinates around the minima of the deep
and shallow well. To this order, the wells are isotropic and have harmonic oscillator
energy ~ωd,s =
√
4V0ER(1± cos θ) and harmonic length ld,s =
√
~/maωd,s. Here,
the subscripts d and s stand for deep and shallow well, respectively. For θ < π/2,
an example of which is shown in Fig. 4.2a, the deep well is located at the origin
(x, y) = (0, 0) and the shallow well is located at D = ax̂.
The harmonic oscillator wave functions for the deep and shallow wells based
on frequencies ωd and ωs are the local wave functions in our tight binding model. We
choose φj(r) to represent wave functions in the shallow well and χj(r) for wave func-
tions in the deep well. The subscript j = s, px, py, dx2 , dy2 , dxy, . . ., where s stands
for the ground state and px and py represent the first two degenerate excited states
with excitations along the x and y directions, respectively. The states dx2 , dy2 , dxy
represent the doubly-excited d orbitals, with two excitations along the x direction,
two excitation along the y direction and one excitation in each direction, respec-


































Figure 4.3: Onsite energy in each well from tight binding model in units of ER as
a function of the phase difference θ at V0 = 6ER. The energies are estimated in
the harmonic oscillator approximation. The inset is a one-dimensional schematic of
the asymmetric double well lattice, where horizontal lines in the wells represent the
onsite energy levels. The various arrows map these lines to the corresponding onsite
energies. The zero of energy is at the maximum energy of the optical potential. For
the deep well, s, p and d orbitals exist, except for θ ≈ π/2 where the d orbital no
longer exist. The s orbital in the deep well has an energy below −12ER. The dashed
line indicates the bottom of the shallow well. This well does not support bound
states for θ < 0.18π. The box denotes the point of degeneracy, θ = θres ≈ 0.42π,
between the s state in the shallow well and the p state in the adjacent deep well.
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In the tight binding model, the local onsite energies 〈ψj|Hop|ψj〉 and 〈χj|Hop|χj〉
are expectation values of the total optical-lattice Hamiltonian, an improvement over
solely using the harmonic oscillator approximation. A schematic of the local onsite
energies in these wells is shown in the inset of Fig. 4.3. The onsite energy for the px
or py state in the deep well is

























and onsite energy of the s−orbital in the shallow well is






s − 2e−k2Ll2s/2 cos θ
}
. (4.3)
We are interested in (V0, θ) where Ep and Es are degenerate or nearly degenerate.
Figure 4.3 shows five onsite energies as a function of θ for V0 = 6ER. Only
energies close to Es and Ep are shown. For this lattice depth and for 0 < θ < π/2,
the degeneracy occurs at θ = θres ≈ 0.42π. For other values of V0, the degeneracy
shifts to a different θ. We also note that the onsite energy of the dxy state is larger
than that of the dx2 or dy2 state.
From these local wave functions, we can construct extended basis functions of
definite quasi-momentum K, 〈x|j,K〉s and 〈x|j,K〉d [137], which involves a sum over
the total number of unit cells M . Here, K is restricted to the first Brillouin zone,
and the subscripts s and d on the kets stand for shallow and deep wells, respectively.
The Hamiltonian Hop conserves K.
Close to the degeneracy point shown in Fig. 4.3, we can write down a tight
binding Hamiltonian only taking into account the three basis functions |s,K〉s,
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|px,K〉d and |py,K〉d. The Hamiltonian is
Es −2it sinKxa −2it sinKya
2it sinKxa Ep 0






with tunneling energy t =
∫
drϕs(r−D)Hopχpx(r) between the adjacent wells. For
V0 between 5ER and 10ER, the tunneling t between neighboring deep and shallow
wells is less than ER. Simultaneously, we will require t to be equal to or larger than
~ωz. The eigenenergies of Eq. (4.4) are ε2,4(K) = (Es +Ep∓
√
∆2 + 4b(K)2)/2 and
ε3(K) = Ep, where detuning ∆ = Es − Ep and b(K) = 2t(sin2Kxa + sin2Kya)1/2
is quasi-momentum dependent. The corresponding Bloch or eigenfunctions are
ΦαK(x) = 〈x|α,K〉, where the label α = 2, 3 and 4 stands for 2nd , 3rd and 4th bands,
respectively. The first band α = 1 has Bloch functions constructed from the local
ground state in the deep well. The Bloch functions for the second band are |2,K〉 =
i cos θK|s,K〉s + sin θK|+,K〉d, where tan θK = 2b(K)/(−∆ +
√






4.4 Band structure using plane wave basis
The 2D band structure for the single particle Hamiltonian Hop can be numeri-
cally solved in the plane wave basis |k〉, where the non-zero matrix elements between
|K+Gm,n〉 and |K+Gm′,n′〉 are ER
{
(Kx/kL +m+ n)
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Figure 4.4: Band structure and hopping parameters. Panel(a) shows the numerical
band structure at |V0| = 6ER and θ = 0.42π for the 2nd , 3rd and 4th bands as a
function of the quasi momenta q = (q1, q2) in the first Brillouin zone. The second
band has four degenerate minima at (±kL/2,±kL/2), at the edge of the Brillouin
zone. For the above set of parameters, the three bands touch at K = 0. Panel(b)
shows the numerical band structure for the 5th and 7th bands, which provide decay
channels for collision-aided decay of the condensate.
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for m,n = m′, n′, −V0/4 for m = m′ ± 1, n = n′ ± 1, and −(V0/2) cos θ for either of
m = m′ ± 1, n = n′ or m = m′, n = n′ ± 1.




energies εα(K) for the 2
nd , 3rd and 4th band are shown in Fig. 4.4a for parameter
set V0 and θ where these three bands are degenerate at K = 0. The 2
nd band has a
maximum at K = 0 and has band minima at (±kL/2,±kL/2), the points where a
Bose-Einstein condensate forms, also shown in Fig. 4.2b. Unlike in the tight binding
model, the energy of the third band has a small momentum dependence. The band
width of the 4th band is significantly larger than what is predicted by the tight
binding model. Figure 4.4b shows the higher 5th and 7th bands, which will provide
collision-aided decay channels for the condensate formed in the second band. We
have omitted other bands for clarity.
We ascertain the validity of the tight binding approximation by a compar-
ison of the tunneling energy between unit cells with that obtained from the nu-
merical band structure calculation. In particular, we compare the tunneling en-




i2aK·x̂ and the sum is over the quasi-momenta K in the first
Brillouin zone. Results for bands α = 2, 3 and 4 and θ = 0.42π are shown in Fig. 4.5
over the relevant range of lattice depths where the bands can touch. We find that
the two methods agree to within 10% for the 2nd band at lattice depth of V0 = 6ER
which is the point of degeneracy between the s and p states in adjacent wells. For
other θ close to 0.42π, the results are similar. For the two higher bands the agree-
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Figure 4.5: Tunneling energies Jα and t as a function of lattice depth V0 at θ = 0.42π.
The solid blue and dashed black lines correspond to Jα between neighboring unit
cells along the x axis for α = 2, 3, 4 based on tight binding (TB) and exact numerical
(N) plane wave simulations, respectively. Tunneling for α = 1 is negligible, and the
solid red line shows the tunneling energy t between the two wells in an unit cell.
comprising of three localized states only. As we will show later, for the main results
of this chapter, the tight binding model is nevertheless sufficient. For example, the
contribution of the 3rd and 4th bands to the thermodynamics of the problem will
be small, and they do not provide channels for the condensate decay from the 2nd
band. Finally, we find that for larger well depths, the tunneling energy from the
tight binding model is always smaller than the numerical estimate. This is because
the dominant contribution to the hopping energy occurs in the classically forbidden
region where the wave functions drop off exponentially. In these regions between
the lattice sites, the anharmonic corrections to the potential, correctly treated in
the numerical model, decrease the drop-off of the wave functions and give rise to
larger tunneling energies.
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4.5 Thermodynamics for the non-interacting Bose gas
We discuss the formation of a Bose-Einstein condensate for non-interacting
bosons in the first excited or second band of the optical lattice. We study temper-
atures T such that kBT > t  ~ωz, but kBT is much less than the large band gap
between the 4th and 5th band. Thus, for our parameters, we only need to consider
population in the 2nd , 3rd and 4th bands. As we will show, the fraction of condensed
atoms is then small and therefore the picture of non-interacting bosons is appropri-
ate. Furthermore, we will only present results using the tight binding model. This
is sufficient as it gives a good representation of the second band and most atoms
are in this band. Also, with realistic approximations the model leads to analytic
expressions which allows us to study the parameter dependencies in detail.
Following Ref. [38], the total atom number N = N0 +
∑
α=2,3,4Nα, where N0













is the number of (non-condensed) atoms in band α excluding the condensed atoms.
Here z is the fugacity, satisfying 0 ≤ z ≤ 1 and β = 1/kBT . The sum n is over all
harmonic oscillator levels in the z direction and the integral over quasi momentum
K or equivalently q is over the first Brillouin zone. The sum over k originates from
a series expansion of the Bose distribution. We have set the zero of energy of the
dispersion εα(q) = εα(K) at the minimum of the second band. Similarly the zero of
energy of the harmonic oscillator is at the n = 0 level.
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The maximum number of non-condensed atoms Nα occurs at z = 1. Hence,
condensation occurs when N is larger than the sum of the maximum non-condensed
atom number in each band and thus for the remainder of the chapter we will assume
z = 1 in Eq. (4.6). The integral over q is straightforward for the third band as its
energy is independent of q, but requires more thought for the other two bands. We
are interested in the number of atoms occupying energy levels close to the bottom of
the second band where 1 + cos q1a cos q2a = 0. Taylor expanding the energy of both
the 2nd and 4th bands to first order in 1+cos q1a cos q2a gives ε2(q) ≈ [t/F (∆/t)](1+
cos q1a cos q2a)) and ε4(q) ≈ 4tF (∆/t) − [t/F (∆/t)](1 + cos q1a cos q2a)), where
F (x) =
√
2 + x2/16. The integrand exp(−kβεα(q)) is separated into a momentum
dependent and an independent part. The momentum independent part becomes a
simple pre-factor. Using that βt/F (∆/t)  1, the momentum dependent part of
the integral is solved to O([βt/F (∆/t)]2). We have checked that this approximation
to the integral over q is comparable to a numerical estimate of the same. We can


































which are even functions of ∆.
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Figure 4.6: Panel (a) shows the condensate fraction as a function of kBT/~ωz (bot-
tom axis) and kBT/ER (top axis), for three values of ∆/t. We used V0 = 6ER and
the values of ∆/t correspond to θ = 0.420π, 0.405π, and 0.389π for increasing ∆.
The frequency of the harmonic trap along the z direction is 30Hz or ~ωz = 0.015ER,
which is a typical experimental value, leading to t = 10~ωz for ∆ = 0. Finally,
ν = N/M = 200. Panel (b) shows N0/N and the non-condensed fractions Nα/N as
a function of θ and ∆/t for kBT = 50~ωz = 0.74ER. The non-linear x axis on the
top of the figure shows the corresponding ∆/t values. Between θ = π/4 and 5π/16
the value of ∆/t do not change significantly. Other parameters are as in Panel (a).
The value of |∆|/t is zero at the point of degeneracy with θ = θres, and increases as
we move away from resonance.
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temperature for various values of detuning ∆/t, where the s orbital in the shallow
well is or is nearly degenerate with the p orbitals in the deep well. For a lattice
depth V0, the different ratios of ∆/t can be obtained by appropriately choosing θ.
The temperature at which N0/N → 0 is the critical temperature Tc. We see that
kBTc  ~ωz for reasonable ∆/t and, thus, is consistent with the approximations
that we have made. Moreover, our assumption of non-interacting atoms is valid for
T near Tc where the fraction of atoms in the condensate is much smaller than one.
Figure 4.6b shows the dependence of N0/N and Nα/N on θ and ∆/t for T
just below Tc. We first note that for θ close to θres, the dependence of ∆/t with θ
is linear. This linearity persists for θres ≤ θ ≤ π/2, but for θ < θres, ∆/t increases
and then saturates. For the parameters shown the number of atoms in the second
band N0 +N2 is larger than 60% of all atoms. At the degeneracy point, ∆ = 0 and
N0 + N2 is smallest. At this point, the bands touch, and consequently the atom
population in the 3rd and 4th bands are highest. Nevertheless, the populations in
bands α = 3 and 4 are sufficiently small such that the tight binding approximation
remains valid.
4.6 Lattice transformation and final temperature
As discussed in Section 4.1, populating the higher bands is a two step process.
In step 1, the angle θ is chosen such that the deep wells are significantly deeper than
the neighboring shallow wells, and the atoms are confined to the local ground states
of these deep wells, as shown in Fig. 4.1a. The atoms are confined in the transverse
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directions, but distributed in the z harmonic oscillator states with a temperature Ti.
In step 2, θ is changed to reach the final lattice configuration. We model this change
to be fast with respect to tunneling energies between adjacent wells, but adiabatic
with respect to the onsite energies of the well to which the atoms have been confined.
Thus, just after the final θ is reached, the atoms are still confined to the ground
s state of these wells, which now happen to be the shallow wells (Fig. 4.1a). We
refer to this state as the initial state just after the lattice transformation, and the
temperature for this state is still Ti. With the s orbitals now tuned to resonance
with the adjacent p orbitals, the atoms gets distributed to the entire 2D lattice as
well as to harmonic levels in the transverse direction due to tunneling and elastic
collisions. The atoms thermalize, and condense to the four quasi-momenta at the
edges of the first Brillouin zone of the second band. We refer to this state as the
final state, and the temperature reached after thermalization as Tf .
We have calculated the final temperature using conservation of total number
of atoms and total energy, and find an analytic expression between Ti and Tf .
Figure 4.7 shows the dimensionless final temperature kBTf/~ωz as a function of
the phase difference θ. We see that for the two initial temperatures shown in the
figure the final temperature Tf is a monotonically decreasing function of θ, can lie
either above or below the critical temperature Tc, but is nearly always larger than
Ti. At the point of degeneracy between the adjacent s and p orbitals, Tf lies just
below the critical temperature Tc, and the gas remains condensed. Nevertheless,
this temperature is larger than the corresponding initial temperature. We have



































Figure 4.7: The final temperature Tf,1 and Tf,2 (solid blue lines) in units of
~ωz/kB (left axis) or ER/kB (right axis) after the lattice transformation as a func-
tion of the phase difference θ for two initial temperatures, Ti,1 = 20~ωz/kB and
Ti,2 = 40~ωz/kB, respectively. (Equivalently, we have Ti,1 = 0.3ER/kB and Ti,2 =
0.6ER/kB, respectively). We use atom number per lattice site ν = N/M = 200 and
lattice depth V0 = 6ER. The initial temperatures are shown as dashed horizontal
lines. The vertical dotted lines represent the angle θ at which the s and p orbitals
of adjacent wells are degenerate. For fixed atom number the critical temperature Tc
(solid red line) of the final lattice weakly depends on the lattice parameters but is
independent of Ti.
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second band, ε2(K0) at quasi-momentum K0. Elastic collisions then redistribute
this excess energy over the harmonic oscillator levels as well as the different quasi
momenta in the 2D plane and the temperature will increase. On the other hand the
energy difference Es − ε2(K0) decreases with θ so that Tf decreases with θ.
Thus the lattice transformation typically leads to heating of the atom cloud.
For a given atom number ν and initial temperature Ti, there is a limited range of
final lattice parameters V0 and θ for which the final temperature Tf lies below the
corresponding critical temperature Tc. At the point of degeneracy of the adjacent
s and p orbitals, even for significantly low initial temperatures Ti, the final tem-
perature Tf is large and lies close to the corresponding critical temperature Tc. At
this final temperature, the fraction of condensed atoms will be small, and thus our
picture of non-interacting atoms should hold.
4.7 Lifetime estimate of the condensate
The atoms in the higher bands decay to the ground band by atom-atom col-
lisions. In this section we will determine the rate for these processes. To obtain
the decay rates, we use the picture of a discrete level coupled to a continuum as
discussed in Complement CI in Ref. [138]. These rates can also be obtained using
the Fermi Golden rule. First, we rewrite our interaction Hamiltonian Hint in terms
of the eigenstates or modes of H0. In other words, we expand bosonic operators
ψ(x) =
∑
αKm ΦαK(x)ϕm(z)aαKm, where aαKm is the annihilation operator of an
atom in Bloch function ΦαK(x) and the m
th harmonic oscillator wave function ϕm(z)
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along the z direction.








n(K,m′)|0〉/Z where |0〉 is the vacuum of no atoms
and Z =
√
N0!n(K,m′)!. These states |Φ〉 only contain atoms in the second band.
Decay from atoms in other bands is less important as in Section V we showed that
most atoms are in the second band. Atoms in modes 2,K0, 0 are the condensed







is over the two quasi-momenta K0 = (kL/2, kL/2)
and K0 = (kL/2,−kL/2), where the energy of the 2nd band is minimal, and the
coefficient ηK0 = 1/
√
2 when the momentum in the x and y direction has the same
sign and is i/
√
2 otherwise [46], [45]. The positive integer n(K,m′) is the number
of atoms in quasi momentum K and harmonic oscillator level m′ given by the Bose
distribution.
















N0n(K,m′), which corresponds to states where either two atoms or one atom
decays from the condensate, respectively, to other allowed modes. Energy conser-
vation requires that at least one of the atoms in the continuum state occupies the
ground α = 1 band, while the second atom can either be in the ground or any higher
band. Discrete states |Φ〉 and |Φ′〉 decay to different orthogonal continuum states
|Q〉 and |Q′〉, respectively.
Certain decay processes involving matrix elements with bands α > 2 are only






















































Figure 4.8: Band gaps δα2 = εα(K0) − ε2(K0) between band α and the 2nd band
at one of the condensate momenta. Panel (a) shows the band gaps as a function
of lattice depth at θ = 0.42π. For α = 1 (solid red line) we plot the negative of
the band gap. Energy conservation requires that allowed decay processes satisfy
δα2 ≤ −δ12. In other words, for allowed processes, curves δα2 with α > 2 must
lie below the solid red line. The excess energy δ12 + δα2 is lost to the oscillator in
the z direction. Bands α ≥ 7 only exist for sufficiently deep wells. The angle θ is
chosen such that for V0 = 6ER, the s and p orbitals in adjacent wells are degenerate.
Panel (b) shows the band gaps as a function of the phase difference θ at lattice
depth V0 = 6ER. Depending on the value of θ, there are one or more allowed decay
processes. 83
adjacent s and p orbitals. In Fig. 4.8a we plot the band gap δα2 = εα(K0)−ε2(K0) as
a function of the lattice depth V0 for a certain angle θ. Due to energy conservation,
decay is only allowed when δ12 ≥ −δα2. For typical θ and V0, decay processes
involving bands α > 7 do not exist, and those involving the 7th band are allowed
only beyond a certain lattice depth. Decay process involving bands α = 2, 3 and
4 are ruled out by parity considerations, and hence not shown in Fig. 4.8a. Using
similar arguments, we can check which decay processes contribute at a particular θ
from Fig. 4.8b, where we plot δα2 as a function of phase difference θ for a certain
lattice depth V0.











where the sum is over all indices and quasi-momenta. We can write down the ma-
trix element as Imnm
′n′







is an integral over four harmonic-oscillator wave functions along the z axis, and
Pαβα′β′(K1,K2,K3,K4) involves an integral over four Bloch functions.
The function Omnm′n′ can be found exactly [139] and is non-zero only when
n+m+m′+ n′ is even. For our calculations, we only require matrix elements with
n′ = 0 and 0 ≤ m′  m,n and an approximate form of the result proves to be
more useful for summing up the contributions to the loss rate. For the square of the
function, we find (Omn00 )


















































Figure 4.9: The square of the matrix element Omnm′0 as a function of s = (m − n)/2
with r = (m+n)/2 = 350. This large value for r is typical for both atoms decaying
from the second to the lowest band. The curves are for m′ = 0, 1, 2, and 5. The
solid curves are exact analytic evaluation of Omnm′0 while the indistinguishable dashed
curves correspond to approximate evaluations assuming n+m m′.
require that r and s are integers when m′ is even and half-integers when m′ is odd.
Figure 4.9 shows a comparison of the exact and approximate form of the function
Omnm′0 for a fixed large r. For all m
′, the approximate form is in good quantitative
agreement with the exact. Furthermore, we see that Omnm′0 is significant only when
s r, i.e. when n and m are relatively close. The function peaks at s = ±
√
m′r.
The function Pαβα′β′(K1,K2,K3,K4) is either numerically evaluated in the plane
wave basis or is analytically determined in the tight binding model. Bands α ≤ 4 are
always treated in the tight binding model while higher bands are treated numerically
in the plane wave basis. The function Pαβα′β′ is non-zero when K1 + K2 = K3 + K4
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mod G. For our calculations, we only require matrix elements with α′ = β′ = 2 and
one or both of K3, K4 equal the condensate momenta K0. We then find
Pαβ22 (K1,K2,K,K0) =









for α, β = 1, 1, and the ± sign corresponds to the case K0 = (π/2a, π/2a) and
(π/2a,−π/2a), respectively. This matrix element is independent of K1 and K2 as
α = 1 is a flat band in the tight binding approximation. If K0 = (π/2a, π/2a)
and K = (π/2a,−π/2a), the matrix element is zero and vice-versa. Thus, colli-
sions involving atoms in two inequivalent condensate quasi-momenta do not lead to
condensate decay.
The matrix elements P 1α22 with α = 2, 3, 4 are zero because of parity consider-
ations, and this has also been checked numerically. For P 1α22 with α > 4, the integral
is solved numerically using the tight binding wave functions for bands 1 and 2 but
the numerical wave functions for band α expressed in terms of the CαG,K defined in
Sec. 4.4. We find that P 1122 > P
1α
22 for α 6= 1, independent of quasi-momenta K. This
is also confirmed by the tight binding model. Finally, close to θ = θres, for bands
α > 4, P 1722 is the most dominant term.
After having evaluated the matrix elements, we are now ready to estimate the
collisional loss rates for a condensed gas of atoms at temperature T and total atom
number N . This loss is dominated by pairs of atoms in the second band decaying
to bands α = 1 and β > 4. Following the discussion in Complement CI in Ref. [138]






























× Γ(−δ/(2~ωz) + 1/2)
Γ(−δ/(2~ωz) + 1)
, (4.13)
δ = ε1(K1)+εβ(K2)−ε2(K0)−ε2(K), and the prime in the momentum sum indicates
that it has to conserve quasi-momentum. The rates γ22→1α(K,m
′) are independent
of M and sums over harmonic oscillator indices have been performed analytically
using the approximate form of Omnm′0.
The first term in Eq. (4.12) describes loss processes where two condensed atoms
at quasi momentum K0 and harmonic oscillator level m
′ = 0 are lost. The second
term describes the sum of loss processes where one condensed atom and another
non-condensed atom at quasi momentum K and harmonic oscillator level m′ from
the second band are lost.
For the decay process where both atoms are removed from the condensate and
decay to the ground band α, β = 1, we can write down an analytical expression














where we have used δ ≈ 2~ωd and ωz  ωd. For ∆ < 0, we have to replace sin θK0




















































































Figure 4.10: Decay rates γ22→1α(K0, 0) for various bands α, where two atoms are lost
from the condensate, one going to the ground band and another to band β. Panel
(a) shows the decay rates as a function of lattice depth V0/ER at θ = 0.42π. The
decay rate to band α = 6 is negligible and not shown in the figure. Decay processes
involving still higher bands are energetically disallowed. The vertical dashed line
indicates the lattice depth where the adjacent s and p orbitals are degenerate. Panel
(b) shows the decay rates as a function of θ at lattice depth V0 = 6ER. Depending
on the value of θ, decay to higher bands α = 6 and 7 becomes important. The
vertical dashed line indicates the angle θ where the adjacent s and p orbitals are
degenerate.
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Figure 4.10a shows γ22→1α(K0, 0) based on Eq. (4.13) as a function of lattice
depth V0/ER at θ = 0.42π. The decay to the ground band is largest, followed by
decay to the 7th band, which is energetically allowed at lattice depths V0 > 8ER.
For V0 > 8ER within the tight binding model, the local orbitals dx2 , dy2 and dxy
in the deep well form the basis for the 5th , 6th and 7th bands. Moreover, only the
7th band has significant dxy character at θ = 0.42π. We can then show that decay
contributions to these three bands are significant only when the final state involves
dxy orbitals and, hence, only the 7
th band has significant losses. Also, with increasing
lattice depth, the harmonic-oscillator length in the deep well increases, leading to
a much tighter confinement of the atoms. Thus, the decay rate increases with
increasing lattice depths.
Figure 4.10b shows γ22→1α(K0, 0) as a function of the phase difference θ at
lattice depth V0 = 6ER. Decay to the ground band is again the dominant term,
followed by contribution to the 6th and 7th bands, depending on the phase difference
θ. The steep decrease in the α = 1 decay rate near θ = θres with increase of θ is due
to the change in character of the condensate wave function from predominantly p
state in the deep well to s state in the shallow well. (The sharp increase of the α = 1
rate in Fig. 4.10a has a similar origin.) The behavior of the loss rates of the 6th and
7th bands can be understood from studying Figs.4.3 and 4.8b. Between θ = π/4 and
3π/8 the three d orbitals in the deep wells and the s orbital in the shallow well are in
resonance near θ = 0.3π with tunneling energies that are of order of the splittings.
For θ < 0.3π, the 6th band has predominant dxy character and is the only band
that has a significant loss rate. For θ > 0.3π, it is the 7th band that has significant
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dxy character. For θ > 0.4π, loss to α = 7 is not energetically allowed. Also with
decreasing θ, the harmonic-oscillator length in the deep well increases, and thereby
the decay rate increases with decreasing θ.
The total decay rate Γ is obtained by summing over contributions from all















where ν = N/M , the total number of atoms per unit cell. The above result is
reached by first performing the sums over K1 and K2 in Eq. 4.13 neglecting the
quasi momentum dependence of the first and second band in δ, since their band







sin2 θK(sin(Kxa) + sin(Kya))
2
sin2 θK0(sin(K0xa) + sin(K0ya))
2
, (4.15)
which separates its K and m′ dependence. We further note that n(K,m′) =∑∞
k=1 z
k exp[−kβ(ε2(K) + m′~ωz)], and using this, we can perform the sum over
m′ analytically. The sum over K can be performed in a manner similar to that
used in determining the total atom number in section 4.5 and noting that ε2(K) is
an even function of both Kx and Ky so that only the even part of γ22→1α(K,m
′)
contributes to the sums. The energy ε2(K) is Taylor expanded as before around
K = K0 and the exponential exp[−kβ(ε2(K)] separated into a momentum depen-
dent and independent part leading to an integral that is solved to O([βt/F (∆/t)]2).
Finally, we find the result of Eq. 4.14.
Figure 4.11 shows the total decay rate in units of the tunneling energy defined





















Figure 4.11: Dimensionless decay rate ~Γ/t as a function of phase difference θ for
87Rb atoms at V0 = 6ER and ν = 200. Curves correspond to various values of
dimensionless temperature x = kBT/~ωz. Vertical dashed line represent θ = θres at
which the neighboring s and p orbitals are degenerate. Dashed red curve shows the
thermal contribution to the decay rate at x = 50.
the critical temperature Tc. The red curve is at kBT = 50~ωz, which is closest to
the critical temperature. For θ < θres, the loss rates are large but weakly dependent
on θ while for large θ the loss rates rapidly decrease. Qualitatively the curves follow
the behavior of α = 1 loss rates shown in Fig. 4.10b. The slight deviations between
the curves at different temperatures are due to a non-trivial redistribution of atoms
between the condensate and the thermal component. Figure 4.11 also shows the
loss rate from the thermal atoms for kBT/~ωz = 50. Near θ = θres, it corresponds
to about 50% of the total loss. For smaller temperatures, the contribution from the
thermal atoms becomes smaller.
We want to make a final observation about the use of the tight binding model.
The decay rates involving bands α = 3 and 4 are zero both in the tight binding
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approximation and for the exact evaluation of their wavefunctions. Hence, the fact
that the tight binding model is insufficient for bands α = 3 and 4 does not affect
the decay rates. For bands α ≥ 5, we have used the numerical wavefunctions.
4.8 Conclusion
We have studied two aspects of Bose-Einstein condensates formed in the second
band of a 2 dimensional optical lattice with weak harmonic confinement in the third
direction. The first aspect relates to the lattice transformation process that leads
to atom population in excited bands, and the subsequent thermalization process in
the excited bands. A non-interacting Bose gas picture provides analytic expressions
for the condensed fraction of atoms and the corresponding critical temperature Tc
as a function of lattice parameters reached after the lattice transformation. These
crucially depend on ∆, the detuning between the adjacent s and p orbitals. The
analysis shows that kBTc > t  ~ωz and the condensed fraction is minimal at
∆ = 0. We also show that the lattice transformation process, in general, leads to a
heating of the atom cloud. For large positive detuning ∆, this heating is significant,
and the final temperature Tf  Tc. At ∆ = 0, which is the case of interest since
the adjacent s and p orbitals are degenerate at this detuning, even for Ti ≈ 0, Tf
is large but still just below the corresponding Tc. Thus, after thermalization, the
condensed fraction in the excited band is small.
The second aspect deals with the lifetime of the condensate formed in the sec-
ond band of the optical lattice, which is determined by atom-atom elastic collisions.
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All such decay processes only involve the deep wells, since one or both of the collid-
ing atoms decay to quasi momentum states in the ground band, which in the tight
binding picture are predominantly determined by the localized ground states in the
deep well. The available oscillator states along the z axis ensure that for all lattice
parameters, there exist a dominant decay process in which two atoms from the sec-
ond band, undergoing elastic collisions, both decay to the ground band. The excess
energy is released into excitations in the z oscillator levels. At detuning ∆ ≤ 0,
the above process is then the only energetically-allowed decay process. We provide
analytical results for this process as function of lattice parameters, atom number
and temperature using the tight binding model. We show that the contribution to
this decay from thermal atoms in the second band is significant. For ∆ > 0 and
depending on lattice depth, other channels involving the 5th , 6th or 7th band con-
tribute to the decay process. These decay rates are determined using tight binding
results for bands α ≤ 4 and numerical results for bands α > 4. We show that at
temperatures close to Tc, the total decay rate Γ t/~, the tunneling rate between
adjacent s and p orbitals. However, the total decay rate becomes comparable to or
larger than the tunneling rate for larger detuning ∆ and T  Tc.
In the future, we would like to address two other aspects of dynamics of atoms
in this lattice geometry. The first aspect is the thermalization time scale for atoms
in the excited bands after the lattice transformation. This should prove to be an
interesting study, particularly comparing this to other time scales in the problem,
and studying this for different lattice transformations. The other aspect of the lattice
is that the first three excited bands intersect at the center of the first Brillouin zone,
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with the second and fourth bands forming a Dirac cone. This point of intersection
has topological significance. Extending the present study to atoms excited to still
higher bands, particularly atoms excited to the 4th band where they condense at the





The BH models are an approximation to the full many-body Hamiltonian in
the tight-binding (TB) limit, and are written in a single-particle basis of spatially
localized wave functions, generally referred to as Wannier functions. The parame-
ters of the BH model are obtained as integrals over these functions. Thus, the key
to accurately model these systems is to first construct a set of properly localized
orthonormal basis functions. For simple cubic lattices with inversion symmetry, the
standard procedure is to construct Wannier functions as “simple” superpositions
of the Bloch functions belonging to a single energy band [50, 51]. For more com-
plex lattice geometries with either asymmetries or quasi-degenerate energy bands,
this procedure, however, does not lead to basis functions localized at the potential
minima within each unit cell.
A common approach to ensuring localized Wannier functions for atoms in opti-
cal lattices is to use non-orthogonal atomic orbitals, modeled as harmonic oscillator
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wave functions near the potential minima [49, 52]. This underestimates the tunnel-
ing energies even for deep lattices where the harmonic approximation is expected to
work better. A more general approach developed within the solid-state community
is due to Marzari and Vanderbilt [53,54], where maximally localized Wannier func-
tions are constructed by minimizing its spread by a suitable gauge transformation of
the composite Bloch functions. This scheme has been adapted for atoms in optical
lattices [17,55–58]. Wannier functions obtained using this method, however, are not
guaranteed to be real-valued and in turn depend on the choice of gauge transforma-
tion. An alternate method for constructing Wannier functions is by minimization
of density-induced tunneling and density-density interactions between neighboring
unit cells [59].
In this chapter, I propose an alternative numerical scheme for constructing
real-valued Wannier functions. Following Kivelson [60] who showed that for an
inversion symmetric lattice, Wannier functions are eigenstates of the position op-
erator, we construct Wannier functions by diagonalization of the position operator
expressed in the eigenstates of the single-particle Hamiltonian. The localized func-
tions are remarkably accurate even for lattices with a large asymmetry. To ensure
that the Wannier functions are strictly real-valued, we obtain the band structure
and corresponding real-valued eigenfunctions using a uniform Fourier-grid discrete
variable representation (DVR) [65]. General background on the DVR method can
be found in [140–143], and some of their uses in ultracold atomic systems can be
found in [144,145]. Generalized Wannier functions localized at the potential minima
in a unit cell are similarly constructed using a superposition of Bloch functions of
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multiple bands.
The remainder of the chapter is setup as follows. In Sec. 5.2, we introduce the
asymmetric double-well optical lattice potential, for which we describe the numerical
procedure to obtain real-valued approximate Wannier functions. The method can
be used for general lattices. For clarity, we focus on a particular lattice potential.
In Sec. 5.3, we discuss how the single-particle band structure for this lattice can be
obtained using a DVR, and also how it compares with that of a plane-wave basis
calculation. We also describe how to extend our approach to general lattices. In
Sec. 5.4 real-valued approximate Wannier and localized functions within a double-
well potential are obtained using the eigenvectors from the DVR calculations. In
Sec. 5.5, we discuss the accuracy of these numerically obtained Wannier functions by
comparing the tunneling energies obtained using these functions to those obtained
using a Fourier transform of the band dispersion. We use these Wannier functions
in Sec. 5.6 to compute the two-body interaction energies for various asymmetries.
We conclude in Sec. 5.7.
5.2 Optical lattice potential
We consider optical lattice potentials that have a double-well structure along
the x axis, and a single-well structure along the perpendicular y and z axes. Such a
lattice can be constructed using a laser with wave vector kL and its first harmonic.
The potential is given by



















Figure 5.1: (a) Contour plot of the optical lattice potential in the xy plane, where
the potential minima are in dark blue. The white box encloses a unit cell of length
a and a/2 along x and y, respectively. Each unit cell has a double well along
the x axis, labeled L and R, and a single well along the y and z axes. (b) An
asymmetric double-well potential (black curve) as a function of x for V1/V0 = 1.3
and kLb = 0.21π. The horizontal red curves in the L and R wells represent the
lowest two single-particle energy levels. The energy gap between these levels is ∆.
The separation between the black dots is the lattice period a. The origin x = 0
of our coordinate system is indicated by the dashed line. For a symmetric lattice,
the origin lies on the top of the barrier between the L and R wells. The distance
between the origin and the left black dot is r.
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where V0,1,2 > 0 are lattice depths. The lattice has periodicity a = π/kL along the
x axis and a/2 along the perpendicular directions. The displacement b determines
whether the lattice has an inversion-symmetric or asymmetric double-well. It is
inversion symmetric for kLb = π/4 and asymmetric otherwise. Throughout, we
express energies in units of the recoil energy ER = ~2k2L/(2ma), where ma is the
atomic mass. Figure 5.1a shows a contour plot of the optical-lattice potential in
the xy plane for kLb = 0.21π, while Fig. 5.1b shows the corresponding asymmetric
double-well along the x axis. We will concentrate on the potential along the x axis in
subsequent sections. The perpendicular directions will be needed when estimating
two-body interaction energies in Sec. 5.6.
5.3 Band structure using a discrete variable representation
The single-particle band structure of a periodic potential is generally numeri-
cally determined in a plane-wave (PW) basis. For asymmetric lattices, the eigenvec-
tors or the Bloch functions in this basis are complex valued and the corresponding
Wannier functions are complex as well. We use a discrete variable representation
(DVR) to obtain real-valued eigenfunctions.
We begin the procedure by discussing the one-dimensional DVR along the x
axis. We are interested in solutions that have periodic boundary condition over Mx
unit cells. For our double-well potential, it is convenient to apply the shift x→ x−r
such that the origin of the x axis coincides with the top of the potential barrier (see
Fig. 5.1b), and consider the interval (0,Mxa). For a symmetric double-well r = a/2,
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while in general, it depends on the symmetry parameter b. We now introduce the
uniformly spaced Fourier grid [65], based on 2Nx + 1 periodic orthonormal basis
functions φn(x) = exp[i2πnx/(Mxa)]/
√
Mxa for n = 0,±1, . . . ,±Nx. Orthonormal







grid points xi = i∆x with i = 1, . . . , 2Nx + 1 and ∆x = Mxa/(2Nx + 1). A function
〈x|xi〉 is localized around xi and can be simplified with some trigonometry.








Nx(Nx + 1)/3, i = i
′,
cos [π(i′ − i)/(2Nx + 1)]
2 sin2 [π(i′ − i)/(2Nx + 1)]
, i 6= i′,
(5.2)
and to a good approximation the potential energy operator is 〈xi|V |xi′〉 = V (xi)δii′
with Kronecker-delta δij. In fact, it is this approximation that will limit our numer-
ical accuracy using the DVR. On the other hand, the single-particle Hamiltonian
H0 = T + V is a real symmetric matrix for both symmetric and asymmetric lattice
potentials and its eigenfunctions can always be obtained using real arithmetic. We
note that in a PW basis, the Hamiltonian for an asymmetric lattice is a complex
Hermitian matrix. Typically, we require that 2Nx + 1  Mx leading to many grid
points per unit cell.
The eigenfunctions |λ〉 with dispersion ελ of H0 with λ ∈ {1, . . . , 2Nx + 1} can
be grouped into Nband bands containing Mx discrete quasi-momenta. This implies
that both Nband and Mx must be odd as MxNband = 2Nx + 1. The lowest Mx
eigenenergies correspond to the 1st band, the next set corresponds to the 2nd band,








, p = 0,±1,±2, . . . ,±1
2
(Mx − 1) , (5.3)
such that −π/a ≤ kx ≤ π/a and kx stays within the 1st Brillouin zone. It is notewor-
thy that Nband also corresponds to the number of grid points within each unit cell.
For real potentials V (x), the eigenenergies for ±kx are degenerate. Consequently,
the single eigenstate with zero quasi-momentum can be easily located from the dis-
persion ελ. For other quasi-momenta, we can locate the pair of real eigenfunctions
with degenerate ελ and compute the 2× 2 matrix of the momentum operator. The
eigenvalues of the momentum operator gives the quasi momentum kx, thus leading
to the assignment of the band dispersion ελ → εα(kx) with band index α. (Diagonal
elements of the momentum operator are strictly zero, as the eigenfunctions of H0
are real and periodic on interval [0,Mxa])
Figure 5.2(a) shows numerical results for the double-well band dispersion at
kx = 0 for the lowest two bands using the PW basis. We find that energy differ-
ences become “noisy” beyond NPW > 25 basis vectors and convergence is reached
with uncertainties of 2× 10−12ER independent of the lattice asymmetry and band.
This uncertainty should be compared with the band gap, ≈ ∆, between the two
bands, which is on the order of ER for typical lattice depths, and is close to the
numerical accuracy to be expected using double-precision arithmetic. Figure 5.2(b)
shows similar data, but now obtained for the DVR calculations as a function of
Nband and Mx = 3. The integers Nband and NPW can be directly compared as they
both correspond to the number of energy bands obtained within the corresponding
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Figure 5.2: Panel (a) Convergence of the energy dispersion εα(kx) at quasi-
momentum kx = 0 computed with a PW basis as a function of NPW, the number
of plane-waves. We plot the difference δPW(NPW) = εα(kx = 0;NPW) − εα(kx =
0;NmaxPW ), where N
max
PW = 151. Panel (b) Similar plot using a DVR basis as a func-
tion of Nband, the number of grid points in a unit cell. Plotted is δ
DVR(Nband) =
εα(kx = 0;Nband) − εα(kx = 0;Nmaxband), where Nmaxband = 151 and Mx = 3. Panel (c)
shows a comparison of εα(kx) at kx = 0 obtained using the DVR and PW basis.
We plot δ(Nband) = εα(kx = 0; DVR)− εα(kx = 0; PW) as a function of Nband. The
PW results are obtained with 151 basis vectors. Black and blue curves are for a
symmetric lattice (kLb = π/4) and asymmetric lattice (kLb = 0.275π), respectively.
Solid and dashed lines correspond to bands α = 1 and 2, respectively and lattice
depths are V0 = 35ER and V1/V0 = 1.3, where ER is the recoil energy. The inset
in panel (c) compares the DVR and PW results as a function of lattice asymmetry
kLb for fixed Nband = NPW = 51.
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calculation. We find that convergence is reached for Nband > 25 with uncertainties
of 2×10−11ER independent of the lattice asymmetry and band. For PW calculations
with NPW > 25 and DVR calculations with Nband > 25, the largest uncertainty is
independent of quasi-momentum.
Figure 5.2(c) compares the kx = 0 band dispersion computed with the DVR
and PW basis, respectively. It shows that for symmetric lattices, the DVR and PW
results agree to within the uncertainty of the DVR calculation. For asymmetric
lattices, however, they converge to different values. The inset further highlights the
difference between symmetric and asymmetric lattices by studying the difference of
the band dispersion as a function of lattice asymmetry kLb. We find that the value
of εα(kx = 0) for the DVR is always larger than the PW result and the difference
is symmetric around kLb = π/4. The two results only agree infinitesimally close to
kLb = π/4. Furthermore, we find that the discrepancy is the same independent of
quasi-momentum. As we will show in Sec. 5.5, this constant offset, nevertheless,
leads to tunneling energies that are more accurate than might naively be expected.
Although we have focused on DVR-based band structure calculations for a
one dimensional lattice, the method can be extended to higher dimensional non-
separable lattices, such as graphene. The simplest approach is based on the realiza-
tion that it is always possible to construct a non-primitive unit cell with orthogonal
unit vectors such that the higher-dimensional kinetic-energy operator is separable
along the unit vector directions and Eq. (5.2) can be directly used. Alternatively, we
construct DVR basis functions from plane-waves that are periodic over a multiple
of the primitive lattice vectors. In this case, the kinetic energy is not separable, but
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can still be expressed in terms of trigonometric functions. We, however, note that
for a d-dimensional lattice the matrix size of the single-particle Hamiltonian in the
DVR method will be Md times the size of the corresponding PW matrix, where M
is the number of discrete quasi-momentum points along an axis. This implies that
the determination of the eigenpairs with the DVR method is computationally more
intensive, but is guaranteed to lead to real-valued eigenvectors.
5.4 Approximate Wannier functions
In this section we numerically construct approximate but real-valued Wannier
functions localized within unit cells and generalized Wannier functions localized
near the potential minina in each double well from superpositions of our real-valued
DVR eigenfunctions. Here, we describe a method for constructing these Wannier
functions based on Refs. [8, 60].
Kivelson [60] showed that for symmetric lattices with inversion symmetry,
real-valued Wannier functions for band α are eigenstates of the projected position
operator x̂α = Pα x̂Pα, where Pα is the projection operator on the eigenstates of
band α. The spacing between neighboring eigenvalues of this projected operator is
a lattice constant.
We extend this approach for constructing real-valued Wannier functions to
both symmetric and asymmetric lattices, even though there is no formal proof that
for asymmetric lattices eigenfunctions of the position operator are Wannier func-
tions. We term our functions “approximate” Wannier functions. Following the
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previous section, the DVR eigenfunctions |λ〉 can be grouped into bands α. In fact,
we have |λ〉 = |m,α〉, with m ∈ {1, . . . ,Mx} and projector Pα =
∑
m |m,α〉〈m,α|.
We construct the matrix 〈m,α|x̂|m′, α〉 over all m and m′ in the same band α using
that 〈xi|x̂|xi′〉 = xiδii′ to good approximation. Diagonalization leads to real approx-
imate Wannier functions wj,α(x) for unit cell j = {1, . . . ,Mx} and as we will show
in Sec. 5.5, they reproduce the tunneling energies with great accuracy.
Generalized Wannier functions vj,η(x) localized in the η = L and R wells of
Fig. 5.1b can be constructed by creating superpositions of DVR functions from mul-
tiple bands. In our case, we restrict the bands to α ∈ {1, 2} and compute the eigen-
functions of the projected position operator Px̂P , where P =
∑
m,α=1,2 |m,α〉〈m,α|.
This approach is used for both symmetric and asymmetric lattices.
Figures 5.3 (a) and (d) show numerical Wannier functions wj,α(x) for a sym-
metric lattice with band index α ∈ {1, 2} on a linear and logarithmic scale, re-
spectively. The Wannier function is localized in the unit cell at the center of the
lattice with j = jc ≡ (Mx + 1)div2 and xc = Mxa/2. For the symmetric lattice,
both wjc,1(x) and wjc,2(x) are, however, spread over the two wells in the unit cell.
Figures 5.3 (b) and (e) show similar plots for an asymmetric lattice, while Figs. 5.3
(c) and (f) show generalized Wannier functions vjc,η(x) with η ∈ {L,R} based on
the first two bands for the same lattice parameters. Owing to a large asymmetry
for these last four panels, the band gap between the two lowest bands is large. We
thus expect wjc,1(x) ≈ wjc,R(x) and wjc,2(x) ≈ wjc,L(x) as indeed observed when
comparing Figs. 5.3 (b) and (c). It is, however, interesting to note that the vjc,η(x)’s
and wjc,α(x)’s are not exactly the same. In fact, vjc,η(x) is more localized within the
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Figure 5.3: Plots of normalized Wannier functions wjc,α(x) and generalized Wannier
functions vjc,η(x) in the center of the lattice as a function of x. Here, wave functions
and position are in units of 1/
√
Mxa and lattice period a, respectively. Panels (a)
and (d) show the α = 1, 2 Wannier functions for a symmetric lattice on a linear and
logarithmic scale, respectively. For clarity, we have shifted the x axis by xc, such that
the center of the interval is at the origin. Here, Mx = 21, Nband = 53, kLb = 0.25π,
V0/ER = 35 and V1/V0 = 1.3. The solid and dashed blue curves represent the
1st and 2nd band, respectively. The gray line represents the symmetric double-well
potential. Panels (b) and (e) show similar plots, but now for an asymmetric lattice
with kLb = 0.275π with other parameters unchanged. Panels (c) and (f) show the
generalized Wannier functions at the L and R wells within a double-well for the
same lattice as used in panels (b) and (e). The solid and dashed blue lines represent
vjc,R(x) and vjc,L(x), respectively.
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Figure 5.4: Graphs of difference between (shifted) Wannier functions wj,α(x) and
that at the center of the lattice. Plotted are ∆wα(x) = |wj,α(x−[j−jc]a)|−|wjc,α(x)|
for unit cells j = (3Mx)div4 (black curves) and Mx (blue curves) as a function of
x in units of lattice period a. The argument x − [j − jc]a is computed assuming
modular arithmetic on interval Mxa. Solid and dashed lines correspond to bands
α = 1 and 2, respectively. The plot is for a symmetric lattice with kLb = 0.25π,
V0 = 35ER, V1/V0 = 1.3, Mx = 21 and Nband = 53.
L and R wells compared to wjc,α(x). For even larger asymmetries, this difference in
localization persists and the “tail” of wjc,α(x) does not approach vjc,η(x), leading to
marked differences in the calculated BH parameters, as will be shown in Sec. 5.6.
Figure 5.4 shows a comparison of Wannier functions for a symmetric lattice
computed at different unit cells. We find that the difference between the Wannier
functions at the edge and the center is of the order of 10−5/
√
Mxa for all x. For
all other unit cells, the difference from the central Wannier function is of the order
of 10−13/
√
Mxa, which is close to our numerical accuracy. One of such a difference
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with j = (3Mx)div4 is shown in the figure. Hence, the shape of our approximate
Wannier functions are mostly independent of unit cell. This observation remains
true for asymmetric lattices.
5.5 Tunneling energies based on Wannier functions
In Sec. 5.4 we showed that approximate Wannier functions and generalized
Wannier functions within a double-well can be constructed from DVR eigenvectors.
In this section we use these functions to compute tunneling energies and discuss
their accuracy. In particular, the accuracy of the single band Wannier functions
are ascertained in Sec. 5.5.1 by comparing band tunneling energies as they only
depend on the band dispersion and should be independent of the choice of Wannier
functions. Tunneling energies between neighboring L and R wells are computed in
Sec. 5.5.2 and a corresponding tight-binding (TB) model is shown to have signifi-
cant contributions from tunneling energy terms between next-nearest neighbors and
beyond.
5.5 Band tunneling energies
Tunneling energies are defined by the matrix elements Jα = 〈wj,α|H0|wj′,α〉
over the Wannier functions of band α localized in unit cells j and j′. Here, H0 is the
single-particle Hamiltonian. We mainly focus on nearest-neighbor tunneling with
j′ = j ± 1. Formally, the Jα should only depend on |j − j′|.
There are three different ways to obtain tunneling energies. The first is to use
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our approximate Wannier functions for band α as computed in Sec. 5.4 and calculate
the matrix element. We label them JWα . The other two methods rely on the usual
definition of a Wannier function as a “Fourier transform” of Bloch functions of the
corresponding band. With this definition, the tunneling energies only depend on







independent of j. The tunneling energy can now be determined either by substitut-
ing εα(kx) calculated using the PW basis or by using that obtained from the DVR
method. We refer to these tunneling energies by JPWα and J
DVR
α , respectively.
Figure 5.5 shows a comparison between tunneling energies JPWα , J
DVR
α and
JWα as a function of the number of unit cells. The energy J
W
α has been computed
using approximate “DVR” Wannier function for the central unit cell. We find that
for a symmetric lattice (panel (a)) convergence is reached for Mx > 9 unit cells,
with uncertainties of 2× 10−13ER for all methods. This confirms the central idea of
Ref. [60], that Wannier functions are eigenstates of the x̂α operator for symmetric
lattices. Figure 5.5 (b) shows JDVRα −JPWα and JWα −JPWα converge to 2×10−11ER for
band 1 and 1×10−10ER for band 2, much above the value reached for the symmetric
lattice. Within the DVR calculation, however, JWα and J
DVR
α agree much better. The
discrepancy between the PW and DVR results can be attributed to the difference in
the band dispersion shown in Fig. 5.2. Nevertheless, even an uncertainty of 10−10ER
is sufficient for all practical purposes.
We have numerically ascertained that JWα does not vary with the unit cell
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Figure 5.5: Comparison of the nearest neighbor tunneling energies JPWα , J
DVR
α and
JWα for bands α = {1, 2}, as computed using the Fourier transform of the band
dispersion from the PW and DVR calculations, and the DVR band Wannier func-
tions wα(x), respectively. (a) Tunneling energy comparison for a symmetric lattice
with kLb = 0.25π. Plotted are ∆Jα = J
DVR
α − JPWα (black curves labeled DVR)
and ∆Jα = J
W
α − JPWα (blue curves labeled W) in units of ER as a function of the
number of unit cells Mx. Solid and dashed lines correspond to bands α = 1 and 2,
respectively. We used V0 = 35ER, V1/V0 = 1.3 and NPW = Nband = 35. (b) Similar
plot for an asymmetric lattice with kLb = 0.275π with other parameters unchanged.
110
index j to better than 10−13ER apart from the two edge unit cells consistent with
our observations on the shape of Wannier functions in Fig. 5.4. In fact, the difference
between the tunneling energies at the central and edge unit cell is only 10−8ER.
Consequently, the value of JWα obtained from the central unit cell is better than that
from the edge unit cells and agrees better with JPWα . In other words, a comparison
with the tunneling energies JPWα gives a good estimate of the accuracy of our real-
valued Wannier functions.
We have also determined the next-nearest neighbor tunneling energies. For
typical lattice depths, its value is two orders of magnitude or more lower than that of
nearest neighbors. Its uncertainty in units of ER is the same as for nearest-neighbor
tunneling energies. Hence, we conclude that the approximate DVR Wannier func-
tions can be used to compute tunneling energies between distant neighbors.
5.5 Tight binding tunneling energies
It is often useful to write down a tight-binding Hamiltonian in terms of L
and R wells defined in Fig. 5.1b and with hopping parameters computed from our
generalized Wannier functions with the lowest on-site energies 〈vj,η|H0|vj′,η〉. Fig-
ure 5.6 defines tunneling energies between adjacent unit cells and the energy gap ∆
between the on-site energies based on the lowest two bands of our H0. The largest
parameters are given by t = 〈wj,L|H0|wj,R〉 and J = 〈wj,R|H0|wj+1,L〉, where j is the
unit cell index. Similar expressions can be written down for other parameters. The
value of these tunneling energies depends on the definition of the generalized Wan-
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Figure 5.6: Tight-binding Hamiltonian based on the lowest two bands for an asym-
metric double-well optical lattice. The figure shows various tunneling energies t, J ,
JL, JR, JLR and JRL between three neighboring unit cells. The energy gap between
the two on-site energies is ∆ and the lattice has period a.
energies. Finally, we note that all coefficients are real-valued.
Figure 5.7 shows the largest seven hopping parameters of our TB model as a
function of lattice depth V0 for an asymmetric lattice. As expected, the tunneling
energies decrease with lattice depth, while simultaneously ∆ increases. For fixed
lattice depth the tunneling energies are smaller the further the atom has to hop.
The TB Hamiltonian for two modes within a unit cell can be diagonalized
analytically by a transformation to quasi-momentum space. The eigenenergies are
εTBα (kx) = −(JR + JL) cos kxa∓
√
[(JR − JL) cos kxa−∆/2]2 + |f(kx)|2, (5.5)
where ∓ correspond to bands α = 1 and 2, respectively, and f(kx) = t + Je−ikxa +
JLRe
ikxa + JRLe
−2ikxa. The band tunneling energies JTBα can be obtained by substi-
tuting εTBα (kx) into Eq. (5.4) and performing the Fourier transform.
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Figure 5.7: Log-linear plot of the absolute value of tunneling energies t, J , JL, JR,
JLR, JRL and energy-gap ∆ in units of ER as a function of lattice depth V0. The
plot is for an asymmetric lattice with kLb = 0.275π and V1/V0 = 1.3.
We can now compare the band tunneling energies of our TB simulations with
those of the exact band structure calculations using the PW basis. We find that
the difference between the TB and PW result is within approximately 50% for both
bands when we only include nearest-neighbor tunneling energies t and J and 5%
when in addition next nearest-neighbor tunneling energies JL and JR are included,
and this stays nearly the same upon including the next to next-nearest neighbor
hopping terms JLR and JRL. These differences are almost independent of the lat-
tice depth and consistent with results of Ref. [17] who based their calculations on
complex-valued maximally-localized Wannier functions. The TB result can get bet-
ter if we include more tunneling energies and allow atoms to hop even further.
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5.6 Interaction energies
We have shown the excellent accuracy of the approximate Wannier functions
in Sec. 5.5. In this section, we use these functions to study the two-body atom-atom
interaction terms in the Hubbard model. So far, we have focused on the double-
well lattice along the x axis. We can extend the calculations to the perpendicular
directions and obtain the corresponding Wannier functions. Owing to the large
band gap between the 1st and 2nd bands along perpendicular directions compared
to that along the x direction, only the ground band is considered. Thus, the full
three-dimensional band Wannier functions are wα(~x) = wjc,α(x)w(y)w(z), where
band index α ∈ {1, 2} and w(y), w(z) are the ground-band Wannier functions at
the center of the lattice along the perpendicular directions. We note that the y
and z Wannier functions have the same functional form as for simplicity we have
assumed the same lattice depth along the perpendicular directions. Similarly, the
generalized Wannier functions are vη(~x) = vjc,η(x)w(y)w(z), where η ∈ {L,R}.





where g = 4π~2as/ma, as is the s-wave scattering length and we use that the w(~x)
are real. There are five distinct coefficients: U1111, U1112, U1122, U1222 and U2222.
On-site interaction energies Uη1η2η3η4 in the LR basis using the generalized Wannier
functions vη(~x) can be similarly defined. The five distinct interactions coefficients
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Figure 5.8: Two-body interaction energies in the Hubbard model for 87Rb in units
of ER as a function of lattice asymmetry kLb/π. We use V0/ER = 35, V1/V0 =
1.3, V2/ER = 70 and scattering length as = 5.3 nm. Panel (a) shows interaction
energies Uα1α2α3α4 in the band basis with α ∈ {1, 2}. Panel (b) shows interaction
energies Uη1η2η3η4 in the LR basis with η ∈ {L,R}. From left to right the insets
show a schematic of a double-well potential for lattice asymmetries kLb < 0.25π,
kLb = 0.25π and kLb > 0.25π, respectively.
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are ULLLL, ULLLR, ULLRR, ULRRR and URRRR.
Figures 5.8 (a) and (b) show the two-body interaction energies Uα1α2α3α4 and
Uη1η2η3η4 , respectively, for
87Rb with as = 5.3 nm as a function of the lattice asymme-
try b, with other lattice parameters kept fixed. Figure 5.8 (a) is symmetric around
kLb = π/4. At the symmetry point kLb = π/4, U1111 . U1122 . U2222, while U1112
and U1222 are strictly zero due to parity. As the lattice becomes asymmetric, U1111
and U2222 double their strength, U1122 rapidly decreases, while U1112 and U1222 have
a maximum but remain relatively large.
Figure 5.8 (b) shows that Uη1η2η3η4 has a smoother dependence on asymmetry
than Uα1α2α3α4 . For all asymmetries, we observe that ULLLL and URRRR are much
larger than the other energies. Moreover, ULLLL = URRRR for a symmetric lattice,
and URRRR > ULLLL for kLb > π/4. This behavior is reversed for kLb < π/4. This is
a consequence of the fact that vR(~x) is more confined than vL(~x) for kLb > π/4 and
vice versa. Interestingly, the density-induced tunneling energies ULRRR and ULLLR
are, in general, larger than the density-density term ULLRR. The former coefficients
lead to terms in a Hubbard model where an atom hops from one well to the other
in a unit cell, while the latter coefficient leads to either a long-range density-density
interaction or pair hopping. The relative size of these energies highlight the limits
of Hubbard models that do or do not include specific two-body terms [15].
The two-body interaction energies within the two bases can be compared in
several limits of the lattice asymmetry. For kLb > π/4 and very large asymmetries
where U1122  U1111 the Wannier functions w1(~x) approach vR(~x) (similarly, w2(~x)
approaches vL(~x)) and, thus, U1111 → URRRR and U2222 → ULLLL. In fact, for as
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low as kLb = 0.26π, U1111 ≈ 0.95URRRR. On the other hand, for a symmetric lattice
we can write w1,2(~x) ≈ (vL(~x) ± vR(~x))/
√
2 and ULLLL = URRRR, which leads to
U1111, U1122, U2222 ≈ ULLLL/2. The additional realization that ULLLL and URRRR
are nearly insensitive to asymmetry also explains the doubling in value of U1111 and
U2222 near kLb = π/4.
Even though the Wannier functions w1(~x) and vR(~x) approach each other for
large asymmetries and kLb > π/4, the function vR(x) is always more confined than
w1(x). Consequently, cross-terms U1122, U1112 and U1222, which depend on the tail of
the Wannier functions, are always larger than the corresponding cross-terms ULLRR,
ULLLR and ULRRR.
5.7 Conclusion
We have shown that real-valued Wannier functions can be efficiently con-
structed for both symmetric and asymmetric periodic potentials or optical lattices.
The first step involves obtaining the single-particle band structure and real-valued
eigenvectors using a Discrete Variable Representation (DVR). A Fourier grid DVR
based on basis functions with periodic boundary conditions is shown to have ex-
cellent numerical accuracy compared to a direct calculation based on plane-waves.
In the next step, restricted to eigenvectors within the subspace of band α, Wannier
functions wα(x) localized within a unit cell are obtained as eigenstates of the position
operator. By using eigenvectors corresponding to the lowest two bands, generalized
Wannier functions wη(x) localized to L and R wells within a double-well can also
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be constructed. By a comparison of the tunneling energies, the Wannier functions
are shown to reproduce the Hubbard parameters with excellent accuracy. Tunneling
energies are subsequently obtained between the L and R wells using the generalized
Wannier functions, and limits of a tight-binding containing only nearest-neighbor
tunneling energies are discussed. Finally, we use these functions to study the two-
body interaction energies in the BH model and discuss the relative importance of
the various interaction energy terms. The numerical methods developed are general





The behavior of ultracold atoms in optical lattices can be described by the
quantum many-body Bose-Hubbard (BH) Hamiltonian and the characteristics of
the single-band BH Hamiltonian have been studied in great detail. Experiments
with ultracold atoms in optical lattices, due to their high degree of tunability, have
become the testing ground of diverse quantum many-body Hamiltonians. As such,
the paradigm has shifted towards studying “extensions” to the standard BH model.
In this thesis, I have presented my results on the multi-band BH model in a
double-well optical lattice. I have shown that the phase diagram for such a system
is markedly different from that of the “standard” single-band BH model and the
Mott lobes do not monotonically decrease in size with increase of atom number.
Subsequently, I derived an effective single-band Hamiltonian to describe this system,
and showed that such a Hamiltonian has strong on-site three-body interactions. In
addition I described how by tuning the lattice parameters, the effective two-body
interaction can be tuned to zero. The experimental parameters used are accessible
to present day cold atom experiments.
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I have also proposed yet another method to create an ultra-cold gas of bosonic
atoms in an optical lattice where atoms only interact via on-site three-body interac-
tions. This is achieved by a careful cancellation of two contributions in the pair-wise
interaction between two atoms, one proportional to the zero-energy scattering length
and a second proportional to the effective range. We predict that this cancellation
can occur for the strontium-88 isotope as well as near narrow magnetic Feshbach
resonances in alkali-metal atom or chromium collisions.
There have been several proposals of “unconventional” Bose-Einstein conden-
sates in optical lattices and predictions of rich orbital physics in higher bands. In
this thesis, I have presented our largely analytical results on the lifetime of a con-
densate formed in the second band of a double-well 2D optical lattice with weak
harmonic confinement in the perpendicular z direction. I have shown that the de-
cay rate depends on lattice asymmetry and temperature. In certain experimentally
accessible parameter regimes, the decay rate is actually smaller than the tunneling
rate between adjacent wells, thus allowing for the possibility of observing such a
condensation. There have indeed been experimental realizations of Bose-Einstein
condensates in excited bands of an optical lattice.
The parameters of the BH models are obtained as integrals over spatially lo-
calized single-particle basis functions, often referred to as Wannier functions. The
standard methods for obtaining these functions generally produce complex-valued
wave functions. In this thesis, I have proposed a numerical method using discrete
variable representation for constructing real-valued approximate Wannier functions
localized in a unit cell for both symmetric and asymmetric periodic potentials. I sub-
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sequently showed by a comparison of tunneling energies that the obtained Wannier
functions have very high accuracy.
The theoretical results derived for observing three-body interactions in an
optical lattice can have possible experimental realizations. The numerical methods
developed for constructing Wannier functions are general and can be put to use
for more complex lattice geometries in one, two or three dimensions. This thesis
uncovers some interesting and emergent aspects among a bevy of rich quantum
phenomena associated with the BH models. Surely, the BH models are going to get
more exotic in the coming days and years!
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