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Abstract. The hardcore model on a graph G with parameter λ > 0 is a probability measure on
the collection of all independent sets of G, that assigns to each independent set I a probability
proportional to λ|I|. In this paper we consider the problem of estimating the parameter λ given a
single sample from the hardcore model on a graph G. To bypass the computational intractability of
the maximum likelihood method, we use the maximum pseudo-likelihood (MPL) estimator, which
for the hardcore model has a surprisingly simple closed form expression. We show that for any
sequence of graphs {GN}N≥1, where GN is a graph on N vertices, the MPL estimate of λ is
√
N -
consistent (that is, it converges to the true parameter at rate 1/
√
N), whenever the graph sequence
has uniformly bounded average degree. We then extend our methods to obtain estimates for the
vector of activity parameters in general H-coloring models, in which restrictions between adjacent
colors are encoded by a constraint graph H. These constitute an important class of Markov random
fields that includes all hard-constraint models. Given a single sample from an H-coloring model, we
derive sufficient conditions under which the MPL estimate is
√
N -consistent. Moreover, we verify
the sufficient conditions for H-coloring models where there is at least one ‘unconstrained’ color (that
is, there exists at least one vertex in the constraint graph H that is connected to all vertices), as
long as the graph sequence has uniformly bounded average degree. This applies to many H-coloring
examples such as the Widom-Rowlinson and multi-state hard-core models. On the other hand, for
the q-coloring model, which falls outside this class, we show that the condition can fail and consistent
estimation may be impossible even for graphs with bounded average degree. Nevertheless, we show
that the MPL estimate is
√
N -consistent in the q-coloring model when {GN}N≥1 has bounded
average double neighborhood. The presence of hard constraints, as opposed to soft constraints,
leads to new challenges, and our proofs entail applications of the method of exchangeable pairs as
well as combinatorial arguments that employ the probabilistic method.
1. Introduction
With the ubiquitous presence of network data in modern statistics it has become increasingly
important to develop realistic and mathematically tractable models for dependent and structured
high-dimensional distributions. Markov random fields (undirected graphical models) are useful
primitives for modeling such datasets, which arise naturally in spatial statistics, social networks,
image processing, neural networks, and protein folding, among others. This necessitates develop-
ing computationally tractable algorithms for fitting these models to data and understanding their
statistical efficiencies (rate of convergence). However, estimating the parameters in such models
using the standard maximum likelihood (ML) estimation method is, in general, notoriously hard
due to the appearance of an intractable normalizing constant in the likelihood. One approach to
circumvent this issue that has turned out to be particularly useful in various cases is the maximum
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2 BHATTACHARYA AND RAMANAN
pseudolikelihood (MPL) estimator [4, 5], which avoids computing the partition function by max-
imizing an approximation to the likelihood function (a ‘pseudo-likelihood’) based on conditional
distributions.
While it is of course classical that if one had multiple independent and identically distributed
(i.i.d.) samples from the underlying model, then the standard likelihood-based estimates for the
parameters of the model would be consistent, it is a priori not clear if one could construct a
consistent estimator given less information. Here, we are interested in the problem of estimating
the parameters of a Markov random field defined on a graph GN on N vertices, given a single
sample σ = (σ1, σ2, . . . , σN ) from the model. For the Ising model, which corresponds to a Markov
random field with a binary outcome and a quadratic sufficient statistic, statistical properties of
the pseudolikelihood estimate were first studied in the seminal paper of Chatterjee [18] and later
extended in [7] and [34] to include Ising models on general weighted graphs and joint estimation
of parameters, respectively. These techniques were recently used by Daskalakis et al. [22, 23]
to obtain rates of convergence of the MPL estimates in general logistic regression models with
dependent observations. More recently, Dagan et al. [20] considered the problem of parameter
estimation in a more general Ising model and, as a consequence, improved some of the results
in [7]. Related problems in hypothesis testing given a single sample from the Ising model are
considered in [11, 47, 48].
All the results mentioned above only consider models with soft constraints, where every con-
figuration between neighboring vertices has a finite (positive or negative) potential. On the
other hand, there are many interesting models that arise in varioius applications, which are sub-
ject to hard constraints that forbid certain spin configurations between neighboring nodes, as
in the hardcore (independent set) model and in graph-coloring problems. These models arise
in a variety of communication networks, including spectrum or channel assignment for wireless
networks, wavelength assignment in WDM (wavelength-division-multiplexing) optical networks,
carrier-sense multiple access (CSMA) networks, and networks with multicasting (see, for example,
[26, 27, 31, 39, 43, 44, 46, 52, 55] for a highly incomplete sample of works in this area). The equilib-
rium behavior in these systems can in many cases be modeled as Markov random fields with hard
constraints [27, 43, 55], and estimating the parameters of the model from one sample correspond to
estimation of demand or arrival rates from a snapshot of the configuration of the network. While
there are a few results on consistency for (continuous) hardcore models on spatial point processes
[25, 37], estimation problems in the discrete case, especially when the underlying graph is not a
lattice or when the parameters lie outside the ‘high temperature’ regime, have remained largely
unexplored.
In this paper, we initiate the study of parameter estimation in general H-coloring models, for
some constraint graph H, which is an important class of Markov random fields that includes all
hard-constraint models, including independent sets (equivalently, the hard-core model), the Widom-
Rowlinson model, and proper colorings [12, 14, 30, 32, 53]. Using the method of exchangeable pairs
developed in [17, 18], we first show that the MPL estimate of the fugacity parameter λ in the
classical hardcore (independent set) model is
√
N -consistent (that is, the estimate converges to
the true parameter at rate 1/
√
N), for any sequence of graphs GN on N vertices with uniformly
bounded average degree, that is, supN≥1
1
N
∑N
u=1 du <∞, where du denotes the degree of the vertex
u in GN (see Theorem 1.2 for the formal statement).
Next, we study the estimation problem for general H-coloring models where, unlike in the hard-
core model, bounded average degree does not necessarily guarantee consistent estimation (Section
6.1). We derive conditions under which the MPL estimate is
√
N -consistent in general H-coloring
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models (Theorem 1.4) and discuss how it can be efficiently computed using a simple gradient de-
scent algorithm. As a consequence, we are able to show
√
N -consistency of the MPL estimates
in H-coloring models where the constraint graph H has at least one vertex that is connected to
all vertices, that is, it has an ‘unconstrained’ color, whenever {GN}N≥1 has uniformly bounded
average degree (Corollary 1.6). In particular, this shows
√
N -consistency of the MPL estimates in
the multi-state hardcore and the Widom-Rowlinson models, since in both these models the color
or state 0 is unconstrained. Finally, we consider the q-coloring model, which is an H-coloring
model where no vertex is unconstrained. In this case, unlike in models with unconstrained colors,
consistent estimation might be impossible for graphs with bounded average degree (Section 6.2).
Therefore, one needs to go beyond the boundedness of the average degree (1-neighborhood) for
obtaining consistent estimates in the q-coloring model. Interestingly, a condition that works is the
boundedness of the average size of the two neighborhood (2-neighborhood). More precisely, we
show in Corollary 1.7 that the MPL estimate is
√
N -consistent in the q-coloring model whenever
the graph sequence {GN}N≥1 has uniformly bounded average 2-neighborhood. One of the technical
highlights of this proof is a probabilistic method argument, inspired by the proof of the celebrated
Turan’s theorem from extremal combinatorics [1], which shows that any graph with a bounded
average 2-neighborhood has a linear size subset with mutually disjoint neighborhoods.
1.1. Estimation in the Hardcore Model. Let GN = (V (GN ), E(GN )) be a finite simple graph
on N vertices, with V (GN ) = [N ] := {1, 2, . . . , N}. Denote the adjacency matrix of GN by
A(GN ) = ((auv(GN )))1≤u,v≤N . For u ∈ V (GN ), let NGN (u) be the neighborhood of u in GN , that
is, {v : (u, v) ∈ E(GN )}. Throughout we will assume that GN has no isolated vertex, that is, the
minimum degree of GN is atleast 1, for all N ≥ 1. A set S ⊂ V (GN ) is said to be an independent
set in GN , if no two vertices in S are adjacent in GN . The hardcore model on GN with fugacity
parameter λ > 0, is a probability distribution over the collection of independent sets of GN , given
by
PNλ (σ) =
λ
∑N
u=1 σu
∏
(u,v)∈E(GN ) 1{σu + σv ≤ 1}
ZGN (λ)
=
λ
∑N
u=1 σu
∏
(u,v)∈E(GN )(1− σuσv)
ZGN (λ)
, (1.1)
where σ = (σ1, σ2, . . . , σN ) ∈ {0, 1}N and ZGN (λ) is the normalization constant (also referred to as
the partition function) that is determined by the condition
∑
τ∈{0,1}N PNλ (σ = τ) = 1. Note that
1{σu+σv ≤ 1} = 0 if and only if σu = σv = 1, which implies the constraint
∏
(u,v)∈E(GN ) 1{σu+σv ≤
1} = 1 is satisfied if and only if {w : σw = 1} forms an independent set in GN . Defining log 0 := −∞
and e−∞ := 0, the model (1.1) can be written in exponential form as follows:
PNβ (σ) = exp
β
N∑
u=1
σu +
1
2
∑
1≤u6=v≤N
auv(GN ) log(1− σuσv)− FGN (β)
 , (1.2)
where β = log λ ∈ R and FGN (β) = logZGN (λ) is the log-partition function, that is,
FGN (β) := log
 ∑
τ∈{0,1}N
eβ
∑N
u=1 τu+
1
2
∑
1≤u6=v≤N auv(GN ) log(1−τuτv)
 . (1.3)
The hardcore model arises in many diverse fields such as combinatorics, statistical physics, and
telecommunication networks. This includes, among others, the study of random independent sets
of a graph [13, 29], the study of gas molecules on a lattice [3], and in the analysis of multicasting
in telecommunication networks [40, 41, 46].
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In this paper, we consider the problem of estimating the parameter β given a network GN and
a single sample σ from the model (1.1). As mentioned earlier, it is computationally intractable
to use the ML method for estimating β because the log-partition function (1.3) is generally not
computable, theoretically or otherwise. Even though there are various methods for computing
approximate ML estimates [33], very little is known about the number of steps required for con-
vergence. Moreover, even if one assumes that the ML estimate has been approximated somehow,
general conditions that guarantee consistency of the ML estimate in such discrete exponential fam-
ilies on large combinatorial spaces are not available. To bypass these obstacles, we will use the
maximum pseudolikelihood (MPL) estimator, introduced by Besag [4, 5], which provides a way
to conveniently approximate the joint distribution of σ ∼ PNβ that avoids calculations with the
normalizing constant.
Definition 1.1. [4, 5] Given a discrete random vector X = (X1, X2, . . . , XN ) whose joint distri-
bution is parametrized by an s-dimensional parameter β ∈ Rs, the MPL estimate of β is defined
as
βˆN := arg max
β∈Rs
N∏
i=1
fi(β,X), (1.4)
where fi(β,X) is the conditional probability mass function of Xi given (Xj)j 6=i.
To compute the MPL estimate in the hardcore model (1.2), fix β ∈ R and consider σ ∼ PNβ .
Then from (1.2), the conditional probability simplifies to
PNβ (σu|(σv)v 6=u) =
eβσu+
∑
v 6=u auv(GN ) log(1−σuσv)
eβ+
∑
v 6=u auv(GN ) log(1−σv) + 1
. (1.5)
Therefore, the pseudolikelihood estimate of β (as defined in (1.4)) in the hardcore model is obtained
by maximizing the function below, with respect to b,
log
N∏
u=1
PNb (σu|(σv)v 6=u)
=
N∑
u=1
bσu +∑
v 6=u
auv(GN ) log(1− σuσv)− log
(
eb+
∑
v 6=u auv(GN ) log(1−σv) + 1
) . (1.6)
By taking derivatives with respect to b in (1.6) above, this amounts to solving for b in the equation:
Lσ(b) :=
1
N
N∑
u=1
{
σu − e
b+
∑
v 6=u auv(GN ) log(1−σv)
eb+
∑
v 6=u auv(GN ) log(1−σv) + 1
}
= 0. (1.7)
Note that
∑
v 6=u auv(GN ) log(1−σv) = 0, if σv = 0 for all v ∈ NGN (u). Otherwise,
∑
v 6=u auv(GN ) log(1−
σv) = −∞. Thus, we have
Lσ(b) =
1
N
{
|{u : σu = 1}| − e
b
eb + 1
|{u ∈ V (GN ) : σv = 0 for all v ∈ NGN (u)}|
}
Now, since σu = 1 automatically implies σv = 0 for all v ∈ NGN (u), defining
cN (σ) := |{u : σu = 1}| (1.8)
to be the size of the independent set in the configuration σ, and
uN (σ) := |UN (σ)|, where UN (σ) := {u ∈ V (GN ) : σu = 0 and σv = 0 for all v ∈ NGN (u)}|,
(1.9)
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is the set of vertices assigned zero such that all its neighbors are also assigned zero, we can rewrite
Lσ(b) =
1
N
(
cN (σ)− e
b
eb + 1
[cN (σ) + uN (σ)]
)
. (1.10)
Note that uN (σ), the size of the set UN (σ), is the number of vertices left ‘unconstrained’ by σ in
the sense that for every u ∈ UN (σ), the new spin configuration obtained by changing the value
of σu to 1 and keeping the other coordinates unchanged, also forms an independent set in GN .
Combining (1.10) with (1.7), we see that the MPL estimate βˆN (σ) of β satisfies
eβˆ
N (σ)
eβˆN (σ) + 1
=
cN (σ)
cN (σ) + uN (σ)
. (1.11)
This shows that there is a simple closed form expression for the MPL estimate for β and, hence,
for λ, which is given by
βˆN (σ) = log
(
cN (σ)
uN (σ)
)
and λˆN =
cN (σ)
uN (σ)
. (1.12)
Having computed the MPL estimate for β in the hardcore model, it is natural to ask whether
it is consistent and, if so, what is the rate of consistency? Note that unlike in classical statistical
estimation problems where one has access to multiple independent samples from the underlying
model, our sample consists of a single spin realization from (1.2), which has dependent coordinates.
This renders standard techniques for proving consistency and central limit theorems inapplicable,
and presents a unique challenge where even the most basic characteristics, like correlation between
spins at different coordinates are, in general, totally intractable for general graphs. We bypass these
hurdles by using the method of exchangeable pairs introduced in [17, 18], to show that the simple
MPL estimate of β obtained in (1.12) converges to the true parameter at rate O(1/
√
N) whenever
GN has bounded average degree. To this end, denote by du the degree of the vertex u in GN .
Theorem 1.2. Fix β ∈ R. Suppose GN is a graph on N vertices, N ∈ N, with uniformly bounded
average degree, that is, supN≥1
1
N
∑N
u=1 du <∞. Then, given a sample σ ∼ PNβ from the hardcore
model on GN as in (1.2), the MPL estimate βˆ
N (σ), as derived in (1.12), is
√
N -consistent for β,
that is,
lim
M→∞
lim sup
N→∞
PNβ (
√
N |βˆN (σ)− β| > M) = 0.
Remark 1.3. The result above shows that the MPL estimate is
√
N -consistent in the hardcore
model whenever
∑N
u=1 du = 2|E(GN )| = O(N), that is, the number of edges in the graph GN is at
most linear in the number of vertices. In particular, this includes graphs with uniformly bounded
maximum degree and and the sparse Erdo˝s-Re´nyi random graph G(N, c/N), for some fixed c > 0.
The proof of Theorem 1.2, which is given in Section 2, involves the following two steps:
• In the first step we use the method of exchangeable pairs to show that the derivative of the
log-pseudolikelihood (1.7) is concentrated around zero at the true model parameter, that
is, Eβ(Lσ(β)2) = O(1/N) (see Lemma 2.1 for details).
• Then we show that the log-pseudolikelihood is strongly concave, that is, its double derivative
is strictly negative. Here, a direct calculation shows that the second derivative of the
negative log-pseudolikelihood is proportional to cN (σ) + uN (σ). Therefore, to show strong
concavity it suffices to show that cN (σ) is Θ(N) with high probability, which, in turn, is
proved by showing that the limiting log-partition function (normalized by N) is nowhere
flat in the limit (see Lemma 2.2).
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1.2. Estimation in General H-Coloring Models. A realization σ from the hardcore model
(1.1) can be viewed as a 2-coloring of the vertices of the graph GN (with colors labeled 0 and 1),
where no two vertices with color 1 are adjacent. This can be generalized to more than two colors
and arbitrary adjacency restrictions between the colors encoded by a constraint graph H. To this
end, given a graph H = (V (H), E(H)), with vertex set V (H) = {0, 1, . . . , q−1} representing colors
(or spins), and possible self loops (but no multiple edges), an H-coloring of GN is an assignment
of colors {0, 1, . . . , q − 1} to the vertices of GN such that adjacent vertices of GN receive adjacent
colors in H. More formally, denote the collection of H-colorings of GN by
ΩGN (H) =
{
σ = (σ1, σ2, . . . , σN ) ∈ {0, 1, . . . , q − 1}N : (u, v) ∈ E(GN ) implies (σu, σv) ∈ E(H)
}
.
The H-coloring model on GN with activity parameter λ = (λ1, λ2, . . . , λq−1)′ ∈ Rq−1 is a probability
distribution on ΩGN (H) given by,
PNλ (σ) ∝
N∏
u=1
λσuσu , for σ = (σ1, σ2, . . . , σn) ∈ ΩGN (H).
This model was originally introduced in [14, 15] and has since found many interesting applications
in statistical physics, combinatorics, and computer science (cf. [12, 28, 30, 44, 46] and references
therein). To write this model more explicitly, for σ ∈ ΩGN (H), 1 ≤ u ≤ N and 0 ≤ s ≤ q − 1,
define χσ,u(s) := 1{σu = s} and
cNs (σ) =
N∑
u=1
χσ,u(s) =
N∑
u=1
1{σu = s}, (1.13)
which counts the number of vertices in GN with color s. Denote by H the complement of the graph
H, that is, H = (V (H), E(H)), where V (H) = V (H) and E(H) = (V (H)× V (H))\E(H). Denote
the adjacency matrix of H by A(H) = ((ast(H)))0≤s,t≤q−1. Then the H-coloring model on GN
becomes,
PNλ (σ) =
∏q−1
s=1 λ
cNs (σ)
s
∏
(s,t)∈E(H)
∏
1≤u6=v≤N auv(GN )(1− χσ,u(s)χσ,v(t))
ZGN (λ)
, (1.14)
where σ = (σ1, σ2, . . . , σN ) ∈ {0, 1}N and ZGN (λ) is the normalization constant (partition function)
which is determined by the condition
∑
τ∈{0,1,...,q−1}N PNλ (τ) = 1. The distribution in (1.14) can be
written in exponential form as
PNβ (σ)
= exp

q−1∑
s=1
βsc
N
s (σ) +
∑
(s,t)∈E(H)
∑
1≤u6=v≤N
auv(GN ) log(1− χσ,u(s)χσ,v(t))− FGN (β)
 , (1.15)
where βs = log λs, for 1 ≤ s ≤ q − 1, and FGN (β) = logZGN (λ), with β = logλ, where the
logarithm is taken component-wise. Hereafter, we will assume that the model (1.15) has at least
one hard constraint, that is, the complement of the constraint graph H is not empty. In other
words, we assume H 6= K+q , where K+q is the complete graph on V (H) with a self-loop at every
vertex.
Many well-known models in statistical physics and combinatorics can be viewed as an H-coloring
model for some choice of H. This includes, among others, the following:
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• Hardcore and Multi-state Hardcore Models: The hardcore model (1.1) corresponds an H-
coloring model, where H is the graph with two vertices (labeled 0 and 1) with an edge
connecting 0 and 1 and a self-loop at 0, as shown in Figure 1(a). Note that two neighboring
vertices of GN are forbidden to have 1 in an H-coloring of GN , because there is no self-loop
at 1. The multi-state hardcore model [30, 45, 46] is a generalization of this model with q+1
states, for q ≥ 1, where the constraint graph H = (V (H), E(H)), with V (H) = {0, 1, . . . , q},
has the edge (s, t) whenever s+ t ≤ q, for s, t ∈ V (H).
• Widom-Rowlinson Model: This is an H-coloring model with 3 colors, where the constraint
graph H is as shown in Figure 1(b). In this H-coloring of GN a vertex colored 1 is forbidden
to be adjacent to a vertex colored 2, since there is no edge between 1 and 2 in H. This
was introduced in [53], as a model for two types of interacting particles with a hard-core
exclusion between particles of different types (colors 1 and 2 represent particles of each type
and the color 0 represents an unoccupied site), and has been well studied on lattices [42],
regular trees [12], and also in the continuum [19, 50].
• Proper q-Coloring Model: Here, H = Kq is the complete graph on q vertices (Figure 1(c)),
that is, ΩGN (H) is the collection of all proper colorings of GN with q ≥ 2 colors. This is
one of the canonical examples of spin systems with hard-constraints that has been widely
studied and has found many applications (cf. [6, 8, 14, 15, 28, 36, 38] and references therein).
0 1 1 0 2
0
2 3
41
(a) (b) (c)
Figure 1. The constraint graphs for the different H-coloring models: (a) the hardcore
model, (b) the Widom-Rowlinson model, and (c) the q = 5 proper coloring model.
In order to derive the MPL estimate of β given a sample σ ∼ PNβ from the H-coloring model,
we need to compute PNβ (σu = r|(σv)v 6=u), for r ∈ {0, 1 . . . , q − 1}. Hereafter, denote β0 = 0. Then,
using the definition in (1.15), we carry out a direct calculation in Section 3 to show that
PNβ (σu = r|(σv)v 6=u) =
eβr+QGN,H,σ(u,r)∑q−1
s=0 e
βs+QGN,H,σ(u,s)
, (1.16)
where QGN ,H,σ : V (GN )× V (H) 7→ {0,−∞} is defined by
QGN ,H,σ(u, s) :=
∑
v∈V (GN )\{u}
q−1∑
t=0
ast(H)auv(GN ) log(1− χσ,v(t)).
Note that QGN ,H,σ(u, s) = 0, if χσ,v(t) = 1{σv = t} = 0, for all t ∈ NH(s) and all v ∈ NGN (u), and
QGN ,H,σ = −∞ otherwise. In other words,
QGN ,H,σ(u, s) =
{
0 if σNGN (u) ⊆ NH(s),−∞ otherwise, (1.17)
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where σA = {σa : a ∈ A}. Thus, QGN ,H,σ(u, s) is zero if the set of colors assigned by the configu-
ration σ to the vertices in the neighborhood of the vertex u in GN is a subset of the neighborhood
of the color s in the constraint graph H and QGN ,H,σ(u, s) is −∞ otherwise. In other words,
QGN ,H,σ(u, s) is zero if assigning u to have the color s, while leaving the colors of all other coordi-
nates the same, creates a valid configuration for the H-coloring model, and QGN ,H,σ(u, s) is −∞
otherwise.
Therefore to get the pseudolikelihood estimate of the parameter β we need to maximize the
function below, with respect to b = (b1, b2, . . . , bq−1)′ (defining b0 := 0),
Mσ(b) := log
N∏
u=1
PNb (σu|(σv)v 6=u)
=
N∑
u=1
{
bσu +QGN ,H,σ(u, r)− log
(
q−1∑
s=0
ebs+QGN,H,σ(u,s)
)}
. (1.18)
Any maximizer b must then satisfy
Lσ(b) :=
1
N
∇Mσ(b) = 0, (1.19)
with 0 denoting the zero vector of length q − 1, and Lσ(b) = (L(1)σ (b), . . . , L(q−1)σ (b))′. For 1 ≤ r ≤
q − 1, using (1.18) and the fact that QGN ,H,σ(u, r) ∈ {0,−∞}, we see that
L(r)σ (b) =
1
N
∂
∂br
Mσ(b) =
1
N
N∑
u=1
{
1{σu = r} − e
br+QGN,H,σ(u,r)∑q−1
s=0 e
bs+QGN,H,σ(u,s)
}
=
1
N
cNr (σ)−
1
N
N∑
u=1
{
ebr1{QGN ,H,σ(u, r) = 0}∑q−1
s=0 e
bs1{QGN ,H,σ(u, s) = 0}
}
, (1.20)
where cNr (σ) is the number of vertices with color r in the configuration σ, as defined in (1.13).
Denote by βˆN (σ) a solution to (1.19). (We will show later in Section 3.1 that the function Mσ(β)
is concave. In fact, Mσ(β) will turn out to be strictly concave with high probability, hence (1.19)
will have a unique solution with high probability.)
The following result gives a sufficient condition under which the MPL estimate βˆN (σ) is
√
N -
consistent for general H-coloring models on graphs with bounded average degree.
Theorem 1.4. Fix q ≥ 2, β = (β1, β2, . . . , βq−1)′ ∈ Rq−1, and a connected constraint graph
H 6= K+q . Let GN be a graph on N vertices, N ∈ N, with uniformly bounded average degree, that is,
supN≥1
1
N
∑N
u=1 du <∞ and |ΩGN (H)| ≥ 1 for all N ≥ 1. Moreover, suppose σ ∼ PNβ is a sample
from the H-coloring model on GN as in (1.14) satisfying the following condition:
lim
ε→0
lim inf
N→∞
PNβ
(
1
N
N∑
u=1
1{σNGN (u) ⊆ NH(r)} > ε, for all 1 ≤ r ≤ q − 1
)
= 1, (1.21)
where recall σNGN (u) := (σv)v∈NGN (u). Then the MPL estimate βˆ
N (σ) is a
√
N -consistent estimate
for β, that is,
lim
M→∞
lim sup
N→∞
PNβ (
√
N ||βˆN (σ)− β||2 > M) = 0,
where || · ||2 denotes the standard Euclidean norm.
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The proof of this theorem is given in Section 3. In the first step, as in the proof of Theorem
1.2, we show that the gradient of the log-pseudolikelihood (1.19) is concentrated around zero at
the true model parameter β using the exchangeable pairs technique (Lemma 3.1). Although the
general approach in this step is similar to the hardcore case, the calculations are more cumbersome
because of the presence of multiple parameters and the general nature of the constraint graph H.
The second step is to show that the log-pseudolikelihood is strongly concave, that is, its Hessian
matrix is strictly negative definite with high probability. This turns out to be significantly more
challenging than the hardcore model, where the special structure of the constraint graph was
crucially leveraged to verify the strongly concavity of the pseudo-likelihood. Here, instead, the
proof proceeds by first relating the negative of the Hessian matrix to the covariance matrix of a
certain multinomial distribution. Then, using standard facts about the eigenvalues of the covariance
matrix of the multinomial distribution, we can show that the minimum eigenvalue of the negative
Hessian is positive with high probability, whenever (1.21) holds (Lemma 3.2). This proof also shows
that the log-pseudolikelihood is 1-Lipschitz, and hence, the MPL estimate in an H-coloring model
can be efficiently computed by a simple gradient descent algorithm (Remark 3.4).
Remark 1.5. Note that, for 1 ≤ r ≤ q − 1 fixed,
uNr (σ) :=
N∑
u=1
1{σNGN (u) ⊆ NH(r)}
(1.17)
=
N∑
u=1
1{QGN ,H,σ(u, s) = 0} = |UNr (σ)|,
where
UNr (σ) := {u ∈ V (GN ) : σv ∈ NH(r) for all v ∈ NGN (u)} (1.22)
is the set of vertices in GN such that all its neighbors have colors in the H-neighborhood of r. We
refer to this set as the collection of r-unconstrained vertices, because, for every u ∈ UNr (σ), the new
spin configuration obtained by changing the value of σu to r still forms a valid H-coloring of GN .
In this notation the condition in (1.21) can rewritten as:
lim
ε→0
lim inf
N→∞
PNβ
(|UNr (σ)| > εN, for all 1 ≤ r ≤ q − 1) = 1, (1.23)
that is, the number of r-unconstrained vertices is Θ(N), for all 1 ≤ r ≤ q − 1, with probability
going to 1. Note that
uNr (σ) ≥
N∑
u=1
1{σu = r} = cNr (σ), (1.24)
the number of vertices with color r, as defined in (1.13). This implies that a useful sufficient
condition for the MPL estimate βˆN (σ) to be
√
N -consistent for the true parameter β, is that the
number of vertices in GN assigned color r by σ is Θ(N), for all 1 ≤ r ≤ q−1, with high probability
under PNβ . In fact, it suffices for this condition to hold only in expectation in a neighborhood of
the true parameter β. More precisely, since cNr (σ) appears as a sufficient statistic in (1.14), an
application of the exponential Markov inequality shows that lim infN→∞ ENβ′ [c
N
r (σ)] > 0, for all
1 ≤ r ≤ q − 1 and all β′ in a neighborhood of β, implies that (1.21) holds (see Proposition 4.1).
Theorem 1.4 can be easily applied to the various classes of H-coloring models described above.
One important class of examples are constraint graphs where there is a vertex with no constraints.
More formally, a constraint graph H is said to have an unconstrained vertex s ∈ H, if (s, t) ∈ E(H),
for all t ∈ V (H). This includes, for example, the multi-state hardcore model and the Widom-
Rowlinson model, in both of which the vertex representing the color 0 is unconstrained. We show
10 BHATTACHARYA AND RAMANAN
in the corollary below, that in models where H has at least one unconstrained vertex, the MPL
estimate is
√
N -consistent whenever GN has bounded average degree.
Corollary 1.6. Fix q ≥ 2, β = (β1, β2, . . . , βq−1)′ ∈ Rq−1, and a connected constraint graph
H 6= K+q that has an unconstrained vertex. Moreover, suppose GN is a graph on N vertices for
N ∈ N, with uniformly bounded average degree, that is, supN≥1 1N
∑N
u=1 du < ∞. Then, given
σ ∼ PNβ from the H-coloring model (1.14), the MPL estimate βˆN (σ) is a
√
N -consistent estimate
for β.
The proof of this corollary is given in Section 4.2. It entails showing lim infN→∞ ENb [cNr (σ)] > 0,
for all 1 ≤ r ≤ q − 1 and all b ∈ Rq−1 (recall the discussion in Remark 1.5). This implies,
the
√
N -consistency of the multi-state hardcore model and the Widom-Rowlinson model whenever
|E(GN )| = O(N). The above result, however, does not include the case of the q-coloring model,
because its constraint graph has no vertex that is unconstrained. In fact, in this case, bounded av-
erage degree is not always enough to ensure consistent estimation (see Section 6.1). This motivates
the search for easily verifiable sufficient conditions for
√
N -consistency of the MPL estimate in q-
coloring models, that are at the same time general enough to include interesting examples of graph
sequences. Interestingly, a condition that works is the boundedness of the average 2-neighborhood
of the graph GN , that is, supN≥1
1
N
∑N
v=1 d2,v < ∞, where d2,v is the number of vertices that are
at distance 1 or 2 from v in GN .
Corollary 1.7. Fix q ≥ 2 and β = (β1, β2, . . . , βq−1)′ ∈ Rq−1. Suppose GN is a graph on N
vertices, for N ∈ N, such that {GN}N≥1 has uniformly bounded average 2-neighborhood, that is,
supN≥1
1
N
∑N
v=1 d2,v < ∞, and |ΩGN (Kq)| ≥ 1 for all N ≥ 1. Then given a sample σ ∼ PNβ from
the q-coloring model (that is, with H = Kq), the MPL estimate βˆ
N (σ) is a
√
N -consistent estimate
for β.
This result, in particular, implies
√
N -consistency of the MPL estimates for q-coloring models on
sequences of graphs with uniformly bounded maximum degree and the sparse Erdo˝s-Re´nyi random
graph sequence G(N, c/N), N ∈ N, for some fixed c > 0, since these have bounded average 2-
neighborhoods. The proof of Corollary 1.7 is given in Section 5. The main ingredient of the proof
is the following combinatorial observation: Any graph with bounded average 2-neighborhood has
a subset of vertices of size Θ(N) whose neighborhoods in GN are mutually disjoint (Lemma 5.1).
Once such a set is guaranteed to exist, condition (1.21) can be easily verified using the observation
that when H = Kq, the set of r-unconstrained vertices UNr (σ) is equal to {u ∈ V (GN ) : r /∈ NGN (u)}
(recall (1.22)). The combinatorial observation is proved by a probabilistic method argument, which
mimics the proof of a celebrated theorem of Turan [1, Page 95]. One of the consequences of Turan’s
theorem is that any graph with bounded average degree (1-neighborhood) has an independent set
of size Θ(N). Drawing parallels from this, here we show that bounded average 2-neighborhood
implies that the graph has a linear size subset of vertices that are distance at least 2 away from
each other, that is, they have mutually disjoint neighborhoods.
We conclude the paper with two examples where the condition in (1.21) does not hold and
consistent estimation of the parameters is impossible (Section 6). Recall that Theorem 1.4 says
that in order to estimate the parameters of an H-coloring model at rate
√
N , each color needs to
appear in a positive fraction of the vertices of GN with probability going to 1. In Section 6.1 we
construct a connected constraint graph H and a sequence of bounded degree graphs GN where one
of the colors can only appear O(1) times in any valid H-coloring of GN , thus violating condition
(1.21). In fact, we show that in this example it is impossible to consistently estimate parameters,
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illustrating the necessity of condition (1.21) in obtaining
√
N -consistent estimates. Finally, in
Section 6.2 we construct a q-coloring model on a sequence of graphs with bounded average degree
where consistent estimation is also impossible, thus demonstrating the need for a stronger condition,
like the one we have imposed on the 2-neighborhood.
1.3. Related Work on Structure Learning with Multiple Samples. Another related area
of active research is the problem of structure learning in Markov Random Fields. Here, one is
given access to multiple i.i.d. samples from a general graphical model, such as the Ising model or
the hardcore model, and the goal is to estimate the underlying graph structure. This problem
has been extensively studied for models with soft constraints, especially the Ising model (cf. [2,
9, 35, 49, 51] and the references therein). For the hardcore model (1.1), the structure learning
problem was first studied by Bresler et al. [10]. They proposed an algorithm for learning the
underlying network, which required only logarithmic samples in the number of nodes, for bounded
degree graphs. Extensions to general H-coloring models and precise conditions for identifiably was
obtained in [8]. The related problem of identity testing given multiple samples from a ferromagnetic
Ising model was considered by Daskalakis et al. [21]. For anti-ferromagnetic Ising models and
models with hard constraints, in particular for proper colorings, this problem has been recently
studied in [6].
All these results, however, are in contrast with the present work, where the underlying graph
structure is assumed to be known and the goal is to estimate the natural parameters given a
single sample from the model. This is motivated by applications where it is more common to have
access to only a single sample on the whole network, because it is often difficult to generate many
independent samples from the underlying model within a reasonable amount of time.
1.4. Organization. The rest of the paper is organized as follows: In Section 2 we prove Theorem
1.2. The proof of Theorem 1.4 is given in Section 3. Another sufficient condition for (1.21) and
the proof of Corollary 1.6 are given in Section 4. The proof of Corollary 1.7 is given in Section 5.
Examples where consistent estimation is impossible are discussed in Section 6.
1.5. Asymptotic Notation. For positive sequences {an}n≥1 and {bn}n≥1, an = O(bn) means
an ≤ C1bn and an = Θ(bn) means C2bn ≤ an ≤ C1bn, for all n large enough and positive constants
C1, C2. Similarly, for positive sequences {an}n≥1 and {bn}n≥1, an . bn means an ≤ C1bn and
an & bn means an ≥ C2bn for all n large enough and positive constants C1, C2. Moreover, subscripts
in the above notation, for example O, ., &, and Θ, denote that the hidden constants may
depend on the subscripted parameters.
2. Proof of Theorem 1.2
Throughout this section we will suppress the dependence on σ and denote by βˆN := βˆN (σ) and
λˆN := λˆN (σ) the MPL estimate of β and λ, respectively, as defined in (1.12). The first step in the
proof of Theorem 1.2 is to show concentration of the derivative of the log-pseudolikelihood function
about zero at the true parameter of the model.
Lemma 2.1. Given σ ∼ PNβ , let Lσ(·) be as defined in (1.7). Then, under the assumptions of
Theorem 1.2, for any β ≥ 0,
Eβ[Lσ(β)2] .β
1
N
Proof. For any 1 ≤ L ≤ N and τ ∈ {0, 1}N , let
τ (L) = (τ1, τ2, . . . , τL−1, 1− τL, τL+1, . . . , τN ) (2.1)
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be the configuration obtained by switching the state of the L-th vertex. Next, for τ , τ∗ ∈ {0, 1}N ,
define R(τ , τ∗) := 1N
∑N
i=1(τi − τ∗i ). Now choose a coordinate I uniformly at random and replace
the I-th coordinate of σ by a sample drawn from the conditional distribution of σu given (σv)v 6=I .
Denote the resulting vector by σ′. Note that
R(σ, σ′) = σI − σ′I . (2.2)
Along with (1.5) and (1.7), this implies
f(σ) := ENβ [R(σ, σ′)|σ] =
1
N
N∑
v=1
(σv − ENβ [σv|(σu)u6=v])
=
1
N
N∑
u=1
{
σu − e
β+
∑
v 6=u auv(GN ) log(1−σv)
eβ+
∑
v 6=u auv(GN ) log(1−σv) + 1
}
= Lσ(β). (2.3)
Multiplying both sides of the last display by f(σ) and taking expectations, we see that ENβ [f(σ)2] =
ENβ [f(σ)R(σ, σ′)]. Now, since (σ, σ′) is an exchangeable pair, and R is anti-symmetric,
ENβ [f(σ)R(σ, σ′)] = ENβ [f(σ′)R(σ′, σ)] = −ENβ [f(σ′)R(σ, σ′)].
When combined with (2.3), this yields the relation
ENβ [Lσ(β)2] = ENβ [f(σ)2] =
ENβ [(f(σ)− f(σ′))R(σ, σ′)]
2
. (2.4)
Now, define pL(τ) := PNβ (σ′L := 1 − τL|σ = τ, I = L), recall the definition of σ(L) from (2.1) and
use the fact that R(σ, σ(L)) = 1− 2σL, to obtain
ENβ [(f(σ)− f(σ′))R(σ, σ′)|σ] =
1
N
N∑
L=1
(f(σ)− f(σ(L)))R(σ, σ(L))pL(σ)
=
1
N
N∑
L=1
(f(σ)− f(σ(L)))(1− 2σL)pL(σ). (2.5)
Since (2.3) and (1.10) imply f(σ) = Lσ(β) =
1
N
(
cN (σ)− eβuN (σ)) / (eβ + 1) and (1.8) implies
cN (σ)− cN (σ(L)) = 1− 2σL, we have
f(σ)− f(σ(L)) =
1
N(eβ + 1)
{
(1− 2σL)− eβ(uN (σ)− uN (σ(L)))
}
. (2.6)
Now, using 1− 2σL ∈ {−1, 1}, which implies (1− 2σL)2 = 1, and |uN (σ)− uN (σ(L))| ≤ dL + 1,
where dL is the degree of the vertex L in GN and pL(σ) ≤ 1, and combining (2.4), (2.5), and (2.6)
it follows that
ENβ [f(σ)2] =
1
2N2(eβ + 1)
Eβ
[
N∑
L=1
pL(σ)− eβ
N∑
L=1
(uN (σ)− uN (σ(L)))(1− 2σL)pL(σ)
]
.β
1
N
+
1
N2
N∑
L=1
dL
. 1
N
,
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where the last step uses
∑N
L=1 dL = 2|E(GN )| = O(N). This completes the proof of the lemma. 
We now proceed to show that the log-pseudolikelihood is strictly concave in the hardcore model
whenever {GN}N≥1 has uniformly bounded average degree. To this end, note from (1.10) that
L′σ(β) = −
eβ
eβ + 1
· c
N (σ) + uN (σ)
N
,
with cN (σ) and uN (σ) as defined in (1.8) and (1.9), respectively. Therefore, to show the strict
concavity of the log-pseudolikelihood function, it suffices to show that cN (σ) is Θ(N), with high
probability. As we show below, this, in turn, follows from the fact that the derivative of the
normalized log-partition function 1NF
′
GN
(·) is strictly positive in the limit.
Lemma 2.2. Suppose {GN}N≥1 is a sequence of graphs with uniformly bounded average degree,
that is, supN≥1
1
N
∑N
u=1 du <∞. Then, for all b ∈ R,
lim inf
n→∞
1
N
F ′GN (b) > 0. (2.7)
As a consequence, for σ ∼ PNβ ,
lim sup
ε→0
lim sup
N→∞
PNβ (cN (σ) ≤ εN) = 0. (2.8)
Proof of Lemma 2.2. Denote the collection of all independent sets of GN by I(GN ). Then, fixing
u ∈ V (GN ), we partition I(GN ) as follows: Let I+u (GN ) be the collection of independent sets of
GN containing the vertex u, and I−u (GN ) the collection of independent sets of GN not contain-
ing the vertex u. Now, define the map g : I−u (GN ) → I+u (GN ), which takes A ∈ I−u (GN ) to
(A\NGN (u))
⋃{u} ∈ I+u (GN ). Note that given A′ ∈ I+u (GN ),
|g−1(A′)| := |{A ∈ I−u (GN ) : g(A) = A′}| ≤ 2|NGN (u)| ≤ 2du . (2.9)
Moreover, for A ∈ g−1(A′), |A′| − du ≤ |A′| − 1 ≤ |A| ≤ |A′| + du, which gives eb|A| ≤ e|b|dueb|A′|.
Together with (2.9) this implies,∑
A∈I−u (GN )
eb|A| ≤
∑
A′∈I+u (GN )
∑
A∈g−1(A′)
eb|A| ≤ e|b|du2du
∑
A′∈I+u (GN )
eb|A
′|. (2.10)
Hence,
PNb (σu = 1) =
∑
A∈I+u (GN ) e
b|A|∑
A∈I(GN ) e
b|A| =
∑
A∈I+u (GN ) e
b|A|∑
A∈I+u (GN ) e
b|A| +
∑
A∈I−u (GN ) e
b|A|
≥ 1
1 + e|b|du2du
, (2.11)
where the last step uses (2.10). Now, noting from (1.3) and (1.8) that F ′GN (b) = E
N
b [c
N (σ)], and
using (2.11) yields, for any M > 0,
1
N
F ′GN (b) =
1
N
ENb [cN (σ)] =
1
N
N∑
u=1
PNb (σu = 1) ≥
1
N
N∑
u=1
1
1 + e|b|du2du
≥ 1
1 + e|b|M2M
|{u : du ≤M}|
N
(2.12)
We will now show that if 1N
∑N
u=1 du = O(1), then there exists M0 ≥ 1 such that the right-hand
side in (2.12) is Ω(1).
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Lemma 2.3. Suppose {GN}N≥1 is a sequence of graphs with supN≥1 1N
∑N
u=1 du <∞. Then there
exists M0 > 0 such that lim infN→∞
|{u:du≤M0}|
N > 0.
Proof. We prove this by contradiction. Here, we will denote du = du[GN ] to emphasize the
dependence of the degree of the vertex u on the graph GN . Suppose, to the contrary, that
lim infN→∞
|{u:du[GN ]≤M}|
|V (GN )| = 0, for allM > 0. Then, for anyM > 0, we have limN→∞
|{u:du[GN ]≤M}|
|V (GN )| ≤
1
2 along a subsequence, which with some abuse of notation we denote again by N . Then,
lim inf
N→∞
1
|V (GN )|
|V (GN )|∑
u=1
du[GN ] ≥ lim inf
N→∞
1
|V (GN )|
∑
u:du[GN ]>M
du[GN ]
> M lim inf
N→∞
|{u : du[GN ] > M}|
|V (GN )| ≥
M
2
.
SinceM can be chosen to be arbitrary large, this contradicts the bounded average degree assumption
supN≥1
1
N
∑N
u=1 du[GN ] <∞, completing the proof of the lemma. 
The above lemma can now be used to complete the proof of (2.7). For this, by Lemma 2.3 choose
M0 > 0 such that lim infN→∞
|{u:du≤M0}|
N > 0. Then choosing M = M0 in (2.12) and taking the
limit as N →∞ yields
lim inf
N→∞
1
N
F ′GN (b) ≥
1
1 + e|b|M02M0
lim inf
N→∞
|{u : du ≤M0}|
N
> 0,
which shows (2.7).
We now proceed to show (2.8). To this end, fix ε, δ > 0 and note by Markov’s inequality,
PNβ (cN (σ) < εN) = PNβ (e−δa(σ) > e−δεN ) ≤ eδεNENβ [e−δc
N (σ)]
≤ eδεN+FGN (β−δ)−FGN (β).
On taking logarithms of both sides above, we obtain
logPNβ (cN (σ) < εN) ≤ εδN −
ˆ β
β−δ
F ′GN (t)dt ≤ εδN − F ′GN (β − δ)δ,
where the last step uses the monotonicity of the function F ′GN (·), which holds because F ′′GN (b) =
Varb(c
N (σ)) ≥ 0, for all b ∈ R. Dividing both sides of the last display by N and taking limits as
N →∞ followed by ε→ 0 gives,
lim sup
ε→0
lim sup
N→∞
1
N
logPNβ (cN (σ) < εN) ≤ −δ lim inf
N→∞
1
N
F ′GN (β − δ) < 0,
where the last inequality uses (2.7). This proves (2.8). 
The above two lemmas can be used to complete the proof of Theorem 1.2 as follows. To begin
with, recalling (1.10) define
L¯σ(β) := (e
β + 1)Lσ(β) =
cN (σ)− eβuN (σ)
N
. (2.13)
Now, fix δ > 0. By Markov’s inequality and Lemma 2.1, for K = K(δ, β) > 0 large enough (not
depending on N),
PNβ
(
|L¯σ(β)| > K√
N
)
.β
1
K2
≤ δ
2
. (2.14)
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Moreover, choose ε := ε(δ, β) > 0 such that PNβ (cN (σ) ≤ εN) ≤ δ2 , for N large enough (this is
possible by Lemma 2.2). Define
TN :=
{
σ ∈ {0, 1}N : |L¯σ(β)| ≤ K/
√
N and cN (σ) > εN
}
.
Then, by (2.14) and the subsequent observation, PNβ (TN ) ≥ 1− δ. Now, for σ ∈ TN ,
−L¯′σ(β) = −
∂
∂β
L¯σ(β) =
eβuN (σ)
N
(2.13)
=
cN (σ)
N
− L¯σ(β) ≥ ε− K√
N
≥ ε
2
, (2.15)
for all N large enough. Therefore, for σ ∈ TN , recalling L¯σ(βˆN ) = 0 by the definition of βN and
(2.13), we have for all N large enough,
K√
N
≥ |L¯σ(β)| = |L¯σ(β)− L¯σ(βˆN )| = −
ˆ max{β,βˆN}
min{β,βˆN}
L¯′σ(t)dt & ε|βˆN − β|,
where the last inequality uses (2.15). This implies that with probability at least 1− δ, |βˆN − β| =
Oδ,β(1/
√
N), which completes the proof of Theorem 1.2.
3. Proof of Theorem 1.4
Fix 0 ≤ r ≤ q − 1. We begin by justifying the expression for the conditional probability
PNβ (σu = r|(σv)v 6=u) given in (1.16). Suppose σ ∼ PNβ such that σu = r for some u ∈ V (GN ). Then,
in view of the expression for PNβ in (1.15), recalling τσ,s(w) = 1{σw = s}, for w ∈ V (GN ) and
0 ≤ s ≤ q − 1, we have
q−1∑
s=1
βsc
N
s (σ) =
∑
v∈V (GN )
q−1∑
s=1
βsτσ,s(v) =
∑
v∈V (GN )\{u}
q−1∑
s=1
βsτσ,s(v) + βr.
Moreover, when σu = r,∑
(s,t)∈E(H)
∑
1≤u6=v≤N
auv(GN ) log(1− χσ,u(s)χσ,v(t))
=
1
2
∑
v∈V (GN )\{u}
q−1∑
t=0
art(H)auv(GN ) log(1− χσ,v(t)) + S((σv)v 6=u).
where S is a function that depends only on the coordinates (σv)v 6=u. This implies
PNβ (σu = r|(σv)v 6=u) =
PNβ (σu = r, (σv)v∈u)∑q−1
s=0 PNβ (σu = s, (σv)v∈u)
=
exp
{
βr +
∑
v∈V (GN )\{u}
∑q−1
t=0 art(H)auv(GN ) log(1− χσ,v(t))
}
∑q−1
s=0 exp
{
βs +
∑
v∈V (GN )\{u}
∑q−1
t=0 ast(H)auv(GN ) log(1− χσ,v(t))
} ,
which when combined with the definition of QGN ,H,σ in (1.17), yields (1.16). With this calculation
we now begin the proof of Theorem 1.4. The proof is presented in three parts: In Section 3.1 below
we show the concentration of the gradient of the log-pseudolikelihood. The strong concavity of the
Hessian of the log-pseudolikelihood is shown in Section 3.2. These estimates are used to complete
the proof of the theorem in Section 3.3.
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3.1. Concentration of the Gradient. The first step in the proof of Theorem 1.4 is to show that
the gradient of the log-pseudolikelihood Lσ(β) := (L
(1)
σ (β), . . . , L
(q−1)
σ (β))′, as defined in (1.19),
concentrates about zero at the true parameter value β.
Lemma 3.1. Let Lσ(·) be in (1.19). Then under the assumptions of Theorem 1.4,
ENβ
[||Lσ(β)||22] .β 1N .
Proof. As in the proof of Lemma 2.1, for τ , τ∗ ∈ {0, 1}N , define R(τ , τ∗) := 1N
∑N
i=1(τi− τ∗i ). Also,
choose a coordinate I uniformly at random and replace the I-th coordinate of the vector σ ∼ PNβ
by a sample drawn from the conditional distribution of σI given (σv)v 6=I , and denote the resulting
vector by σ′. For 0 ≤ t ≤ q − 1, define
σ(L,t) := (σ1, . . . , σL−1, t, σL+1, . . . , σN ).
Now, fix 0 ≤ r ≤ q − 1. Denoting χσ,r = (χσ,w(r))1≤w≤N , where recall χσ,w(r) = 1{σw = r}, note
that R(χσ,r,χσ′,r) = χσ,I(r)− χσ′,I(r). Therefore, using (1.16) and (1.20) in the second and third
qualities below, we have
f(σ) := ENβ
[
R(χσ,r,χσ′,r)|σ
]
=
1
N
N∑
u=1
{
χσ,u(r)− ENβ
[
χσ,u(r)|(σv)v 6=u
]}
=
1
N
N∑
u=1
{
1{σu = r} − e
βr+QGN,H,σ(u,r)∑q−1
s=0 e
βs+QGN,H,σ(u,s)
}
= L(r)σ (β). (3.1)
First, multiplying both sides by f(σ) = L
(r)
σ (β), next taking expectations, and then using the
exchangeability of (σ, σ′) and the antisymmetry of R, it follows that
ENβ
[
L(r)σ (β)
2
]
= ENβ
[
f(σ)2
]
=
ENβ [(f(σ)− f(σ′))R(χσ,r,χσ′,r)]
2
. (3.2)
Define pL,t(κ) := PNβ (σ′L = t|σ = κ, I = L), t ∈ {0, 1, . . . , q − 1}. Then
ENβ
[
(f(σ)− f(σ′))R(χσ,r,χσ′,r)|σ
]
=
1
N
N∑
L=1
q−1∑
t=0
(f(σ)− f(σ(L,t)))R(χσ,r,χσ(L,t),L(r))pL,t(σ)
=
1
N
N∑
L=1
q−1∑
t=0
(f(σ)− f(σ(L,t)))χ¯σ,L,t(r)pL,t(σ), (3.3)
where χ¯σ,L,t(r) := χσ,L(r)− χσ(L,t),L(r) ∈ {−1, 1}.
Now, recalling from (1.17) that QGN ,H,σ(u, s) ∈ {0,−∞}, we can rewrite (3.1) as
f(σ) = L(r)σ (β) =
1
N
N∑
u=1
χσ,u(r)− 1
N
N∑
u=1
{
eβr1{QGN ,H,σ(u, r) = 0}∑q−1
s=0 e
βs1{QGN ,H,σ(u, s) = 0}
}
.
Noting that
∑N
u=1 χσ,u(r)−
∑N
u=1 χσ(L,t),u(r) = χ¯σ,L,t(r), this implies
f(σ)− f(σ(L,t)) = 1
N
{
χ¯σ,L,t(r)− (θσ(r)− θσ(L,t)(r))
}
, (3.4)
PARAMETER ESTIMATION FOR UNDIRECTED GRAPHICAL MODELS WITH HARD CONSTRAINTS 17
where
θσ(r) :=
N∑
u=1
{
eβr1{QGN ,H,σ(u, r) = 0}∑q−1
s=0 e
βs1{QGN ,H,σ(u, s) = 0}
}
. (3.5)
Note from (1.17) that if u /∈ NGN (L), then 1{QGN ,H,σ(u, t) = 0} = 1{QGN ,H,σ(L,t)(u, t) = 0}, for
all 0 ≤ t ≤ q− 1. This implies |θσ(r)− θσ(L,t)(r)| .β,q (dL + 1), where dL is the degree of the vertex
L in GN . Moreover, using χ¯σ,L,t(r)
2 = 1, pL,t(σ) ≤ 1, and combining (3.2), (3.3), and (3.4), yields
Eβ[f(σ)2] =
1
2
E
[
1
N2
N∑
L=1
q−1∑
t=0
χ¯σ,L,t(r)
2pL,t(σ)− 1
N2
N∑
L=1
q−1∑
t=0
(θσ(r)− θσ(L,t)(r))χ¯σ,L,t(r)pL,t(σ)
]
.β,q
1
N
+
1
N2
N∑
L=1
dL .
1
N
,
completing the proof of the lemma. 
3.2. Strong Concavity of the Hessian. We now show the strong concavity of the Hessian of
the log-pseudolikelihood function. For this, recall, from (1.19) and (1.20) that
∇Mσ(b) = NLσ(b) := (L(1)σ (b), . . . , L(q−1)σ (b))′,
where, for 1 ≤ r ≤ q − 1,
L(r)σ (b) =
1
N
∂
∂br
Mσ(b) =
cNr (σ)
N
− 1
N
N∑
u=1
{
ebr1{QGN ,H,σ(u, r) = 0}∑q−1
s=0 e
bs1{QGN ,H,σ(u, s) = 0}
}
, (3.6)
with ar and QGN ,H,σ defined as in (1.13) and (1.17), respectively. Then the scaled Hessian matrix
of ∇Mσ(b) is
∇Lσ(b) =
((
1
N
∂2
∂br∂bs
Mσ(b)
))
1≤r,s≤q−1
.
From (3.6), it is easy to check that the r-th diagonal element of the scaled Hessian matrix is
1
N
∂2
∂2br
Mσ(b)
= − 1
N
N∑
u=1

∑
s∈{0,1,...,q−1}\{r} e
br+bs1{QGN ,H,σ(u, r) = 0}1{QGN ,H,σ(u, s) = 0}(∑q−1
s=0 e
bs1{QGN ,H,σ(u, s) = 0}
)2

= − 1
N
N∑
u=1
θσ(u, r)
(
1− θσ(u, r)
)
, (3.7)
where, for 1 ≤ r 6= r′ ≤ q − 1,
θσ(u, r) :=
ebr1{QGN ,H,σ(u, r) = 0}∑q−1
s=0 e
bs1{QGN ,H,σ(u, s) = 0}
. (3.8)
Note that
∑N
u=1 θσ(u, r) = θσ(r), with θσ(r) defined as in (3.5). Moreover, the (r, r
′)-th element is,
1
N
∂2
∂br′∂br
Mσ(b) =
1
N
N∑
u=1
1{QGN ,H,σ(u, r) = 0}1{QGN ,H,σ(u, r
′) = 0}ebr+br′(∑q−1
s=0 e
bs1{QGN ,H,σ(u, s) = 0}
)2

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=
1
N
N∑
u=1
θσ(u, r)θσ(u, r
′), (3.9)
for 1 ≤ r 6= r′ ≤ q − 1. To write (3.7) and (3.9) more compactly, define the (q − 1)-vector
Oσ(u) := (θσ(u, 1), . . . , θσ(u, q − 1))>. Then, the identities in (3.7) and (3.9) can be written as
−∇Lσ(b) = 1
N
N∑
u=1
{
diag(Oσ(u))−Oσ(u)O>σ (u)
}
, (3.10)
where H> denotes the transpose of a matrix H. Therefore, to show that Mσ(b) is strongly concave
at the true value b = β with high probability, it suffices to prove that the minimum eigenvalue
λmin(−∇Lσ(β)) is strictly positive with probability going to 1. This is an anti-concentration
property of λmin(−∇Lσ(β)) which is proved in the following lemma:
Lemma 3.2. Under the assumptions of Theorem 1.4,
lim
ε→0
lim
N→∞
PNβ (λmin(−∇Lσ(β)) > ε) = 1.
Proof. Fix ε > 0 and define
Aε :=
{
σ ∈ {0, 1, . . . , q − 1}N :
N∑
u=1
1{σNGN (u) ⊆ NH(r)} > εN, for all 0 ≤ r ≤ q − 1
}
.
Now, note that (3.8),
∑q−1
s=0 e
βs1{QGN ,H,σ(u, s) = 0} ≤
∑q−1
s=0 e
βs , and (1.17) imply
1
N
N∑
u=1
θσ(u, r) =
1
N
N∑
u=1
eβr1{QGN ,H,σ(u, r) = 0}∑q−1
s=0 e
βs1{QGN ,H,σ(u, s) = 0}
≥ J(β)
N
N∑
u=1
1{σNGN (u) ⊆ NH(r)}, (3.11)
where
J(β) := min
1≤r≤q−1
{
eβr∑q−1
s=0 e
βs
}
> 0.
Denote ε0 := εJ(β). Thus, given σ ∈ {0, 1, . . . , q − 1}N , define
Cε0(σ) :=
{
u ∈ V (GN ) : θσ(u, r) > ε02 , for all 0 ≤ r ≤ q − 1
}
. (3.12)
Then, for σ ∈ Aε, using (3.11) and the bound θσ(u, r) ≤ 1 on Cε0(σ), we conclude that
ε0N <
N∑
u=1
θσ(u, r) ≤ 12ε0N + |Cε0(σ)|,
which implies |Cε0(σ)| ≥ ε0N2 . Therefore, recalling that each of the matrices in the representation
of ∇Lσ(β) in (3.10) is symmetric, an application of Weyl’s inequality yields
λmin(−∇Lσ(β)) ≥ 1
N
N∑
u=1
λmin
{
diag(Oσ(u))−Oσ(u)O>σ (u)
}
. (3.13)
When combined with the fact that the matrix diag(Oσ(u))−Oσ(u)O>σ (u) is non-negative definite,
for 1 ≤ u ≤ N , and Lemma 3.3 below, and the bound |Cε0(σ)| ≥ ε0N2 this implies,
λmin(−∇Lσ(β)) ≥ 1
N
∑
u∈Cε0 (σ)
λmin
{
diag(Oσ(u))−Oσ(u)O>σ (u)
}
≥ ε0|Cε0(σ)|
2N
≥ ε
2
0
4
. (3.14)
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Now, for every δ > 0 choose ε = ε(β, δ) > 0 large enough such that PNβ (Aε) > 1−δ, by condition
(1.21). Then it follows from (3.14) that
PNβ
(
λmin(−∇Lσ(β)) ≥ ε
2
0
4
)
> 1− δ,
This completes the proof of the lemma. 
We now establish the remaining property used in the proof of the last lemma.
Lemma 3.3. Let Cε0(σ) be as defined in (3.12). If u ∈ Cε0(σ), then
λmin
{
diag(Oσ(u))−Oσ(u)O>σ (u)
}
≥ ε02 .
Proof. It is immediate from the definition in (3.8) that
∑q−1
r=0 θσ(u, r) = 1, for 1 ≤ u ≤ N . This
implies, for 1 ≤ u ≤ N , the matrix diag(Oσ(u)) − Oσ(u)O>σ (u) is the covariance matrix of a
multinomial distribution with probability vector Oσ(u). It is well-known [54, Theorem 2.2] that
any eigenvalue λ of the covariance matrix of a multinomial distribution satisfies the equation,
q−1∑
r=1
θσ(u, r)
2
θσ(u, r)− λ = 1. (3.15)
This implies, using the bounds ε0/2 ≤ θσ(u, r) ≤ 1, for u ∈ Cε0(σ),
1 =
q−1∑
r=1
θσ(u, r)
2
θσ(u, r)− λ ≤
1
ε0
2 − λ
q−1∑
r=1
θσ(u, r) <
1
ε0
2 − λ
,
that is, λ > ε0/2. This completes the proof. 
3.3. Completing the Proof of Theorem 1.4. Given this lemma, the proof of
√
N -consistency
can be completed as follows: For t ∈ (0, 1), define
βNt := tβˆ
N + (1− t)β and hN (t) := (βˆN − β)>Lσ(βt),
where Lσ = Lσ is as defined in (1.19)-(1.20). Then note that for t ∈ (0, 1),
−h′N (t) = −(βˆN − β)>∇Lσ(βNt )(βˆN − β) ≥ λmin(−∇Lσ(βNt ))||βˆN − β||22 ≥ 0,
where the last inequality holds because by (3.13), λmin(−∇Lσ(β˜)) ≥ 0, for all β˜ ∈ Rq−1, since
the matrix diag(Oσ(u)) − Oσ(u)O>σ (u) is non-negative definite, for 1 ≤ u ≤ N . Now, define
ZN := ||βˆN − β||2. Then, for K > 0 fixed, by the Cauchy-Schwarz inequality, and the fact that
Lσ(βˆ
N ) = 0,
ZN · ||Lσ(β)||2 = ||βˆN − β||2 · ||Lσ(β)||2 ≥ |(βˆN − β)>Lσ(β)|
= |hN (1)− hN (0)| (3.16)
=
∣∣∣∣−ˆ 1
0
h′N (t)dt
∣∣∣∣
≥
∣∣∣∣∣−
ˆ min{1, K
ZN
}
0
h′N (t)dt
∣∣∣∣∣
≥ Z2N
ˆ min{1, K
ZN
}
0
λmin(−∇Lσ(βt))dt. (3.17)
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Next, for constants ε > 0 and C <∞, define,
TN,C,ε =
{
σ : ||Lσ(β)||2 ≤ C√
N
and min
b:|||b−β||2≤K
λmin(−∇Lσ(b)) ≥ ε
}
.
Then by Lemma 3.1 and Lemma 3.2, for 0 < δ < 1 fixed, there exist ε := ε(δ,β) > 0 and
C := C(δ,β) <∞ such that PNβ (TN,C,ε) ≥ 1− δ. Moreover, since ||βNt − β||2 = t||βˆN − β||2 ≤ K,
for σ ∈ TN,C,ε, ˆ min{1, K
ZN
}
0
λmin(−∇Lσ(βNt ))dt ≥ εmin
{
1,
K
ZN
}
.
When combined with (3.17), and the definition of TN,C,ε, this implies
min {ZN ,K} = ZN min
{
1,
K
ZN
}
≤ C
ε
√
N
. (3.18)
Since K is fixed, this shows ZN converges in probability to zero. Therefore, for N large enough
with probability 1 − δ, we have min {ZN ,K} = ZN . Hence, (3.18) shows that ZN = ||βˆ − β||2 =
Oδ,β(1/
√
N) with probability at least 1− 2δ. This completes the proof of Theorem 1.4. 2
Remark 3.4. (Computation of the MPL estimate) The MPL estimate of β in an H-coloring model
can be computed using a simple gradient descent algorithm. To this end, recall that the goal is
to minimize the function −Mσ(b), as defined in (1.18), over b = (b1, b2, . . . , bq−1)′ ∈ Rq−1. Hence,
starting with some β(1) = (b
(1)
1 , b
(1)
2 , . . . , b
(1)
q−1)
′, define, for t ≥ 1, the (t+ 1)-th step of the gradient
descent algorithm with step size γ as,
β(t+1) := β(t) + γ∇ ( 1NMσ(b)) ∣∣∣b=β(t) . (3.19)
To show the convergence of this algorithm it suffices to prove that the function − 1N∇Mσ(b) =−Lσ(b) is Lipschitz. For this, note from (3.10) and Weyl’s inequality, that with λmax denoting the
largest eigenvalue,
λmax(−∇Lσ(b)) ≤ 1
N
N∑
u=1
λmax
{
diag(Oσ(u))−Oσ(u)Oσ(u)′
}
.
Now, recalling Oσ(u) = (θσ(u, 1), . . . , θσ(u, q − 1))>, the definition in (3.8), and using the bound
θσ(u, r) ≤ 1 in (3.15) gives,
λmax
{
diag(Oσ(u))−Oσ(u)O>σ (u)
}
≤ 1−
q−1∑
r=1
θσ(u, r)
2 < 1.
Denote by ∇2Mσ(b) the Hessian matrix of Mσ(b). Then, the last two displays together imply
λmax(− 1N∇2Mσ(b)) = λmax(−∇Lσ(b)) ≤ 1, for all b ∈ Rq−1, which shows that the function−∇Mσ(b) is 1-Lipschitz.
Moreover, by Lemma 3.2, for every 0 < δ < 1 there exists an ε := ε(δ,β) > 0 such that the
function − 1NMσ(b) is ε-strongly convex with probability at least 1−δ. Therefore, using the gradient
descent algorithm (3.19) with step size γ = 1 gives, by [16, Theorem 3.10],
||β(t+1) − βˆN ||2 ≤ e−εt||β(1) − βˆN ||2,
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probability at least 1− δ. Hence, after t ≥ log(N ||β(1)−βˆN ||2)ε steps,
||β(t+1) − βˆN ||2 ≤ 1√
N
,
with probability at least 1 − δ. This shows that it is possible to approximate the MPL estimate
βˆN within error 1√
N
in L2 distance, with high probability, after Oβ,β(1)(logN) iterations of the
gradient descent algorithm. Hence, by Theorem 1.4, after t = O(logN) steps of the gradient
descent algorithm, ||β(t) − β||2 = O(1/
√
N) with probability at least 1− δ.
4. Proof of Corollary 1.6
In this section we prove Corollary 1.6. We begin in Section 4.1 with a useful sufficient condition
for (1.21), which is expressed in terms of the expected number of vertices in GN with color r (recall
Remark 1.5). We then use this result to prove Corollary 1.6 in Section 4.2.
4.1. A Useful Sufficient Condition. For 0 ≤ r ≤ q − 1, recall that cNr (σ) =
∑N
u=1 1{σu = r}
counts the number of vertices with color r. The following proposition shows that (1.21) holds,
whenever cNr (σ), is Θ(N) with high probability in a neighborhood of β. To this end, for δ > 0,
denote by βδ,r := (β1, . . . , βr−1, βr − δ, βr+1, . . . , βq−1).
Proposition 4.1. Fix q ≥ 2, β = (β1, β2, . . . , βq−1)′ ∈ Rq−1, and a connected constraint graph
H. Given a graph GN on N vertices, for N ∈ N, such that the sequence {GN}N∈N has uniformly
bounded maximum degree, and σ ∼ PNβ from the H-coloring model (1.14), assume that
lim
δ→0
lim inf
N→∞
1
N
ENβδ,r [c
N
r (σ)] > 0, for some 1 ≤ r ≤ q − 1. (4.1)
Then
lim
ε→0
lim sup
N→∞
PNβ (cNr (σ) ≤ εN) = 0. (4.2)
This implies, (1.21) holds whenever (4.1) does.
Proof. Recall the definition of the log-partition function for the H-coloring model from (1.15). Then
note that
F
(r)
GN
(β) :=
∂
∂βr
FGN (β) = E
N
β [c
N
r (σ)].
Thus, for any δ, ε > 0, using Jensen’s inequality,
PNβ (cNr (σ) < εN) = PNβ (e−δc
N
r (σ) > e−δεN ) ≤ eδεNENβ [e−δc
N
r (σ)]
≤ eδεN+FGN (β−δer)−FGN (β), (4.3)
where er is the r-th basis vector in Rq−1. Note that the function t 7→ F (r)GN (β1, . . . , βr−1, t, βr+1, . . . , βq−1)
is monotone, since
∂
∂t
F
(r)
GN
(β1, . . . , βr−1, t, βr+1, . . . , βq−1) = VarN(β1,...,βr−1,t,βr+1,...,βq−1)[c
N
r (σ)] ≥ 0.
This implies, taking logarithms on both sides in (4.3),
logPNβ (cNr (σ) < εN) ≤ δεN + FGN (β − δer)− FGN (β)
= δεN −
ˆ βr
βr−δ
F
(r)
GN
(β1, . . . , βr−1, t, βr+1, . . . , βq−1)dt
22 BHATTACHARYA AND RAMANAN
≤ δεN − δF (r)GN (β1, . . . , βr−1, βr − δ, βr+1, . . . , βq−1),
where the last step uses the monotonicity of the function t 7→ F (r)GN (β1, . . . , βr−1, t, βr+1, . . . , βq−1).
Dividing both sides by N and taking first the limit superior as N →∞ and then the limit as ε→ 0,
lim
ε→0
lim sup
N→∞
1
N
logPNβ (a(σ) < εN)
≤ −δ lim inf
N→∞
1
N
F
(r)
GN
(β1, . . . , βr−1, βr − δ, βr+1, . . . , βq−1)
= −δ lim inf
N→∞
1
N
ENβδ,r [c
N
r (σ)],
which is strictly negative due to (4.1). This is easily seen to imply (4.2).
Finally, note that for every feasible configuration, that is, for every σ such that PNβ (σ) > 0,∑N
u=1 1{σNGN (u) ⊆ NH(r)} ≥ c
N
r (σ), for all 1 ≤ r ≤ q − 1. Therefore,
PNβ
(
N∑
u=1
1{σNGN (u) ⊆ NH(r)} > εN, for all 1 ≤ r ≤ q − 1
)
≥ PNβ
(
cNr (σ) > εN, for all 1 ≤ r ≤ q − 1
)
.
Taking first the limit inferior as N → ∞, and then the limit as ε → 0 and using (4.2), it follows
that the quantity on the last display converges to 1, thus establishing (1.21). 
4.2. Proof of Corollary 1.6. The proof of this corollary entails verifying condition (4.1) in Propo-
sition 4.1. The argument towards this proceeds along similar lines as Lemma 2.2. Hereafter, suppose
that the vertex s ∈ {0, 1, . . . , q} in the graph H is unconstrained. For 1 ≤ r ≤ q − 1 (note that
r can be equal to s) and u ∈ V (GN ), we partition the collection ΩGN (H) of all admissible H-
colorings of GN as follows: Let Ω
+
GN ,u,r
(H) be the collection of colorings of GN with σu = r, and
Ω−GN ,u,r(H) = ΩGN (H)\Ω+GN ,u,r(H) the collection of colorings of GN with σu 6= r. Now, define
the map g : Ω−GN ,u,r(H) → Ω+GN ,u,r(H), which takes σ ∈ Ω−GN ,u,r(H) to σ′ ∈ Ω+GN ,u,r(H) which is
defined as
σ′v =
 r for v = u,s for v ∈ NGN (u),
σv otherwise.
(Observe that this is a valid coloring because there is no constraint on coloring a vertex s.) Note
that given σ′ ∈ Ω+GN ,u,r(H),
|g−1(σ′)| := |{σ ∈ Ω−GN ,u,r(H) : g(σ) = σ′}| ≤ qdu+1.
Moreover, if σ ∈ g−1(σ′), then for b ∈ Rq−1,
e
∑q−1
t=0 btc
N
t (σ) ≤ e||b||1(du+1)e
∑q−1
t=0 btc
N
s (σ
′),
because |cNt (σ′)− cNt (σ)| ≤ du + 1, for all 0 ≤ t ≤ q − 1. Therefore,∑
σ∈Ω−GN,u,r(H)
e
∑q−1
t=0 btc
N
t (σ) ≤
∑
σ′∈Ω+GN,u,r(H)
∑
σ∈g−1(σ′)
e
∑q−1
t=0 btc
N
t (σ)
≤ e||b||1(du+1)qdu+1
∑
σ′∈Ω+GN,u,r(H)
e
∑q−1
t=0 btc
N
t (σ
′). (4.4)
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Hence,
Eb[cNr (σ)] =
N∑
u=1
PNb (σu = r) =
N∑
u=1
∑
σ∈Ω+GN,u,r(H)
e
∑q−1
t=0 btc
N
t (σ)∑
σ∈ΩGN (H) e
∑q−1
t=0 btc
N
t (σ)
=
N∑
u=1
∑
σ∈Ω+GN,u,r(H)
e
∑q−1
t=0 btc
N
t (σ)∑
σ∈Ω+GN,u,r(H)
e
∑q−1
t=0 btc
N
t (σ) +
∑
σ∈Ω−GN,u,r(H)
e
∑q−1
t=0 btc
N
t (σ)
≥
N∑
u=1
1
1 + e||b||1(du+1)qdu+1
(using (4.4))
≥ 1
1 + e||b||1(M+1)qM+1
|{u : du ≤M}|
N
,
where the last step holds for any M > 0. Then, by Lemma 2.3, choosing M = M0 such that
lim infN→∞
|{u:du≤M0}|
N > 0, it follows that
lim inf
N→∞
1
N
Eb[cNr (σ)] ≥
1
1 + e||b||1(M0+1)qM0+1
lim inf
N→∞
|{u : du ≤M0}|
N
> 0,
for all b ∈ Rq−1 and all 1 ≤ r ≤ q − 1. Then, by Proposition 4.1 and Theorem 1.4, the result in
Corollary 1.6 follows. 
5. Proof of Corollary 1.7
We say a set A ⊂ V (GN ) is neighborhood disjoint, if NGN (v)
⋂
NGN (w) = ∅, for all v, w ∈ A with
v 6= w. In other words, a set A is neighborhood disjoint if the neighborhoods of any two vertices in
A are disjoint. We begin by showing that if a graph has bounded average 2-neighborhood, it has a
Θ(N) size subset of vertices that is neighborhood disjoint.
Lemma 5.1. Let GN be a graph with V (GN ) = {1, 2, . . . , N} and W ⊂ V (GN ), with |W | ≥ N2 .
Then there exists A ⊆W such that A is neighborhood disjoint in GN and
|A| ≥ |W |
1 + 1|W |
∑|W |
v=1 d2,v
≥ N
4(1 + 1N
∑N
v=1 d2,v)
. (5.1)
Proof. Let pi = (pi1, . . . , piN ) be a uniformly random permutation of the vertices of GN . Suppose
1 ≤ i1 < i2 < . . . i|W | ≤ N is such that W = {pi(i1), pi(i2), . . . , pi(i|W |)}. We will build a (random)
set X iteratively as follows: Start with the empty set X0 := ∅. In the w-th step, for 1 ≤ w ≤ |W |,
construct the set Xw by including the vertex piiw into the set Xw−1 if none of the vertices in GN
that are at distance one or two from piiw appear before it in pi. Otherwise, let Xw = Xw−1 and
we move to step w + 1. In the end, define X := X|W |. Clearly, the set X constructed in this way
is neighborhood disjoint in GN . Moreover, a vertex w ∈ W appears in the set X if and only if
it appears in the permutation pi before all the d2,w vertices that are at distance 1 or 2 from w.
Note that this happens with probability 1/(1 + d2,w). Hence, denoting by d(u, v) the shortest path
distance between the vertices u and v in GN and using the fact that the arithmetic mean is at least
the harmonic mean, we see that
E [|X |] =
|W |∑
w=1
1 {piiw < min{pis : 1 ≤ d(piiw , pis) ≤ 2}} =
|W |∑
w=1
1
1 + d2,w
≥ |W |
1 + 1|W |
∑|W |
v=1 d2,v
.
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This implies that there must exist a neighborhood disjoint set A ⊂W for which the first inequality
in (5.1) holds. On the other hand, the second inequality in (5.1) is a consequence of the fact that
|W | ≥ N/2 and |W |+∑|W |v=1 d2,v ≤ N +∑Nv=1 d2,v, which completes the proof. 
We now proceed to prove Corollary 1.7. Suppose {GN}N≥1 is a sequence of graphs with
supN≥1
1
N
∑N
v=1 d2,v < ∞. For the q-coloring model, fix r ∈ {0, 1, . . . , q − 1}, and note that since
H = Kq is the complete graph on q vertices, it follows that NH(r) = {0, 1, . . . , q − 1}\{r}. Hence,
recalling the definition of the set UNr (σ) from (1.22), we see that
UNr (σ) := {u ∈ {1, . . . , N} : r /∈ σNGN (u)}.
We will show that for all σ ∈ {0, 1, . . . , q−1}N such that PNβ (σ) > 0, |UNr (σ)| & N . This would then
prove that the condition in (1.23) holds. Since (1.23) is equivalent to (1.21), this would complete
the proof of Corollary 1.7 due to Theorem 1.4.
Note that if |UNr (σ)| ≥ N/2, we are trivially done. Therefore, it suffices to assume that
|(UNr (σ))c| ≥ N/2, where for any set A, Ac denotes the complement of A. Now, let
M := sup
N≥1
1
N
N∑
v=1
d2,v,
which is finite by assumption. Then by Lemma 5.1 there exists a set Y ⊆ (UNr (σ))c with |Y| ≥
N
4(1+M) such that Y is neighborhood disjoint in GN . Since for every vertex in Y there is a cor-
responding vertex in its neighborhood that is assigned the color r, by the definition of the set
(UNr (σ))c, and the fact that this collection of corresponding vertices are all distinct, we have, when
|(UNr (σ))c| ≥ N/2,
|UNr (σ)| ≥ cNr (σ) ≥ |Y| ≥ N4(1+M) ,
where the first inequality uses (1.24). This completes the proof of Corollary 1.7.
6. Examples where consistent estimation fails
In order to demonstrate that the sufficient conditions we impose are reasonably tight, we present
two illustrative examples where consistent estimation of the parameters is impossible. In Section
6.1, we construct an H-coloring model where consistent estimation is impossible even when the
sequence of graphs {GN}N≥1 has uniformly bounded maximum degree. This shows the necessity
of the condition (1.21) for obtaining
√
N -consistent estimates for general H-coloring models. Next,
in Section 6.2, we construct a q-coloring model on a sequence of graphs {GN}N≥1 with bounded
average degree where consistent estimation is impossible. This shows that, unlike in models with
unconstrained vertices, bounded average degree does not ensure
√
N -consistent estimation for the
q-coloring model, and thus some stronger condition is required.
6.1. Example of an H-coloring on a uniformly bounded degree graph sequence. Here,
we construct a sequence of graphs {GN}N≥1 with bounded maximum degree and a constraint graph
H where the condition (1.21) does not hold, and consistent estimation is impossible. To this end,
fix K ≥ 1. Let GN be the disjoint union of N triangles and the path PK with K vertices (as shown
in Figure 2). Suppose the constraint graph H, with q = 4 vertices labeled {0, 1, 2, 3}, is as shown
in Figure 2. It is easy to see that ΩGN (H) is non-empty. Label the vertices of the N triangles
1, 2, . . . , 3N and the vertices of the path 3N + 1, 3N + 2, . . . 3N +K. Since 3 is adjacent to just one
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color in the graph H, precisely, NH(3) = {2}, there is no valid coloring σ ∈ ΩGN (H) with σu = 3,
for a vertex 1 ≤ u ≤ 3N in one of the triangles. This implies,
|{u ∈ V (GN ) : σNGN (u) = {2}}| ≤
K
2 + 1.
Therefore, condition (1.21) does not hold for this model, when r = 3 (recall that NH(3) = {2}).
0
1 2
3
N
d
isjoint
trian
gles
PK
GN
H
Figure 2. The H-coloring model corresponding to Section 6.1.
In fact, in this case consistent estimation of β = (β1, β2, β3) ∈ R3 is impossible. To show this,
assume that there exists a sequence of estimates {βˆN}N≥1 that is consistent for β ∈ R3, defined in
the usual way as follows.
Definition 6.1. A sequence of estimates {βˆN}N≥1 is said to be consistent, if βˆN converges in
probability to β, for all β ∈ R3.
Now, consider the following hypothesis testing problem,
H0 : (β1, β2, β3) = (0, 0, θ) and H1 : (β1, β2, β3) = (0, 0, θ
′), (6.1)
where θ 6= θ′ ∈ R. We recall the definition of consistency for tests.
Definition 6.2. A sequence of test functions {φN}N≥1 is said to be consistent if both its Type
I and Type II errors converge to zero as N → ∞, that is, limN→∞ EH0 [φN ] = 0, and the power
satisfies limN→∞ EH1 [φN ] = 1.
Using the sequence of consistent estimates {βˆN}N≥1 we can now construct a consistent sequence
of test functions {φN}N≥1 for the hypothesis (6.1) as follows:
φN = 1{βˆN /∈ Bθ,θ′},
where Bθ,θ′ is the ball in R3 with center at (0, 0, θ) and radius |θ−θ′|/2. This means, in other words,
that the corresponding test will reject the null hypothesis H0 whenever βˆ
N /∈ Bθ,θ′ . Hereafter, for
θ ∈ R denote θ := (0, 0, θ)′, and let PNθ be the probability measure of the H-coloring model (1.15),
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with H as in Figure 2 and parameters (β1, β2, β3) = (0, 0, θ). We now compute the Kullback-Leibler
(KL) divergence between the probability measures PNθ and PNθ′ . By definition,
DKL(PNθ ||PNθ′) := Eσ∼PNθ
[
log
PNθ (σ)
PNθ′(σ)
]
= FGN (θ
′)− FGN (θ)− (θ′ − θ)
∂
∂β3
FN (β)
∣∣∣
β=(0,0,θ)
. (6.2)
Clearly, recalling the definition of cN3 (σ) from (1.13),
∂
∂β3
FN (β)
∣∣∣
β=(0,0,θ)
= Eσ∼PNθ
[
cN3 (σ)
] ≤ K = O(1),
since, as discussed above, no vertex of the N disjoint triangles can be assigned color 3. Combining
this with Lemma 6.3 below shows,
DKL(PNθ ||PNθ′) = O(1).
This implies, by [7, Proposition 6.1], that there is no sequence of consistent tests for (6.1), which
leads to a contradiction. In turn, this shows that there is no sequence of consistent estimates for
β ∈ R3 for the H-coloring model in Figure 2.
Lemma 6.3. Let H be as in Figure 2. Then, for any θ 6= θ′ ∈ R,
FGN (θ
′)− FGN (θ) = Oθ,θ′,K(1).
Proof. Fix θ ∈ R. Then using the bounds 0 ≤ cN3 (σ) ≤ K gives,
min{eθK , 1}|ΩGN (H)| ≤
∑
σ∈ΩGN (H)
eθc
N
3 (σ) ≤ max{eθK , 1}|ΩGN (H)|.
Therefore, taking logarithms gives,
log min{eθK , 1}+ log |ΩGN (H)| ≤ FGN (θ) ≤ log max{eθK , 1}+ log |ΩGN (H)|.
This implies, for θ 6= θ′ ∈ R,
|FGN (θ′)− FGN (θ)| = Oθ,θ′,K(1),
which proves the lemma. 
6.2. Example of a q-coloring model on a bounded average degree graph. Here, we con-
struct an example where the graph sequence GN has bounded average degree, but consistent es-
timation is impossible in the q-coloring model on GN . To this end, fix q ≥ 2 and construct the
graph GN = (V (GN ), E(GN )) as follows: Let V (GN ) = V1
⋃
V2 with V1 := {u1, . . . , uq−1} and
V2 := {w1, . . . , wN}, and E(GN ) = E1
⋃
E2, with E1 = {(ui, uj) : 1 ≤ i < j ≤ q − 1} and
E2 := {(ui, wj) : 1 ≤ i ≤ q − 1 and 1 ≤ j ≤ N}. In order words, GN has a clique of size q − 1 on
the vertex set V1 and a complete bipartite graph between the sets V1 and V2, where |V1| = q − 1
and |V2| = N . Figure 3 shows the graph G5 when q = 3.
In any valid coloring of GN all the vertices of V1 must have distinct colors and, hence, all the ver-
tices in V2 must the same (remaining) color. For 0 ≤ r ≤ q−1, denote by ΩKq ,r(GN ) the set of valid
colorings of GN where every vertex in V2 has color r. Clearly, the sets ΩKq ,0(GN ), . . . ,ΩKq ,q−1(GN )
form a disjoint partition of the set of all valid q-colorings of GN . Note that |ΩKq ,r(GN )| = (q− 1)!,
for all 1 ≤ r ≤ q − 1. Then setting β0 = 0 it follows that, for τ ∈ ΩKq ,r(GN ),
PNβ (σ = τ) =
exp
{
βrN +
∑
s∈{0,1,...,q−1}\{r} βs
}
(q − 1)!∑q−1a=0 exp{βaN +∑s∈{0,1,...,q−1}\{a} βs} .
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w1 w2 w3 w4 w5
u1 u2
V1 = {u1, u2}
V2 = {w1, w2, w3, w4, w5}
Figure 3. The graph corresponding to Section 6.2 when q = 3 and N = 5.
Note that when the constraint graph H = Kq, the set of r-unconstrained vertices is UNr (σ) := {u ∈
{1, . . . , N} : r /∈ σNGN (u)} (recall (1.22)). Therefore, for every ε ∈ (0, 1) fixed,
lim sup
N→∞
PNβ (|UN1 (σ)| > εN) = lim sup
N→∞
PNβ (|UN1 (σ)| = N)
= lim sup
N→∞
∑
τ∈ΩKq,1(GN )
PNβ (σ = τ)
= lim sup
N→∞
exp
{
β1N +
∑
s∈{0,1,...,q−1}\{1} βs
}
∑q−1
a=0 exp
{
βaN +
∑
s∈{0,1,...,q−1}\{a} βs
}
= lim sup
N→∞
exp
{∑
s∈{0,1,...,q−1}\{1} βs
}
∑q−1
a=0 exp
{
(βa − β1)N +
∑
s∈{0,1,...,q−1}\{a} βs
}
= 0, (6.3)
whenever βa > β1, for some a ∈ {0, . . . , q − 1}\{1}. In particular, (6.3) holds whenever β1 < 0,
since β0 = 0, irrespective of the values of βr, for 2 ≤ r ≤ q − 1. This implies, for β1 < 0,
lim sup
N→∞
PNβ
(|UNr (σ)| > εN, for all 1 ≤ r ≤ q − 1) ≤ lim sup
N→∞
PNβ
(|UN1 (σ)| > εN) = 0,
that is, the condition (1.23), hence, that in (1.21) does not hold.
In this case, as in the example above, we can again show consistent estimation of β is impossible
when β1 < 0. To this end, for θ ∈ R, let θ := (θ, 0, . . . , 0)′ ∈ Rq−1 and let PNθ be the probability
measure of the q-coloring model with parameter θ. To begin with, note that
lim
N→∞
FGN (θ) = lim
N→∞
logZGN (θ) = lim
N→∞
log
{
(q − 1)!
(
eθN + (q − 1)eθ
)}
= log
{
(q − 1)(q − 1)!eθ
}
,
for θ < 0. This shows that, for θ < 0, FGN (θ) = O(1). Therefore, for θ < θ
′ < 0, by monotonicity,
(θ′ − θ) ∂
∂t
FGN ((t, 0, . . . , 0))
∣∣∣
t=θ
≤
ˆ θ′
θ
∂
∂t
FGN ((t, 0, . . . , 0))dt = FGN (θ
′)− FGN (θ) = O(1).
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Therefore, the KL divergence between the probability measures PNθ and PNθ′ , for θ < θ
′ < 0 is,
DKL(PNθ ||PNθ′) = FGN (θ′)− FGN (θ)− (θ′ − θ)
∂
∂t
FGN ((t, 0, . . . , 0))
∣∣∣
t=θ
= O(1).
This implies, by the same arguments as those used in Section 6.1, that consistent estimation of β in
the q-coloring model on GN is impossible whenever β1 < 0. In fact, by the symmetry of the colors
in the q-coloring model, this implies consistent estimation is impossible whenever there exists some
1 ≤ r ≤ q − 1 for which βr < 0.
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