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ON THE WORST-CASE CONVERGENCE OF MR AND CG
FOR SYMMETRIC POSITIVE DEFINITE TRIDIAGONAL
TOEPLITZ MATRICES
J ORG LIESENy AND PETR TICH Yy
Abstract. We study the convergence of the minimal residual (MR) and the conjugate gradient
(CG) method when applied to linear algebraic systems with symmetric positive denite tridiago-
nal Toeplitz matrices. Such systems arise, for example, from the discretization of one-dimensional
reaction-diusion equations with Dirichlet boundary conditions. Based on our previous results in
[J. Liesen and P. Tich y, BIT, 44 (2004), pp. 79{98], we concentrate on the next-to-last iteration
step, and determine the initial residuals and initial errors for the MR and CG method, respectively,
that lead to the slowest possible convergence. By this we mean that the methods have made the
least possible progress in the next-to-last iteration step. Using these worst-case initial vectors, we
discuss which source term and boundary condition in the underlying reaction-diusion equation are
the worst in the sense that they lead to the worst-case initial vectors for the MR and CG methods.
Moreover, we determine (or very tightly estimate) the worst-case convergence quantities in the next-
to-last step, and compare these to the convergence quantities obtained from average (or unbiased)
initial vectors. The spectral structure of the considered matrices allows us to apply our worst-case
results for the next-to-last step to derive worst-case bounds also for other iteration steps. We present
a comparison of the worst-case convergence quantities with the classical convergence bound based
on the condition number of A, and nally we discuss the MR and CG convergence for the special
case of the one-dimensional Poisson equation with Dirichlet boundary conditions.
Key words. Krylov subspace methods, conjugate gradient method, minimal residual method,
convergence analysis, tridiagonal Toeplitz matrices, Poisson equation.
AMS subject classications. 15A09, 65F10, 65F20.
1. Introduction. This paper is concerned with the convergence analysis of
Krylov subspace methods for solving linear algebraic systems of the form
Ax = b; (1.1)
with a symmetric positive denite matrix A 2 Rnn, and a right hand side vector
b 2 Rn. We obviously assume n > 1. Starting from an initial guess x0, Krylov
subspace methods compute the initial residual r0 = b   Ax0, and a sequence of
approximate solutions (iterates) x1;x2;:::, such that the ith residual ri = b   Axi
and the ith error ei = x   xi are of the form
ri = pi(A)r0 ; ei = pi(A)e0 ; pi 2 i ;
where i denotes the set of polynomials of degree at most i and with value one at the
origin. Two choices of conditions for determining the polynomials pi have emerged as
de facto standards.
In the minimal residual (MR) Krylov subspace method, the polynomial is chosen
so that the Euclidean norm (kyk = (yTy)1=2) of the residuals is minimized,
krik = min
p2i
kp(A)r0k (MR): (1.2)
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There are several algorithms for implementing the MR method that try to exploit
as much as possible from the properties of A. Examples are the conjugate residual
(CR) method [18] for symmetric positive denite A, the minimal residual (MINRES)
method [17] symmetric and nonsingular A, and the generalized minimal residual (GM-
RES) method [19] for general nonsingular A.
In the orthogonal residual Krylov subspace method, the ith iterate xi is deter-
mined such that the ith residual ri is orthogonal to all previous residuals r0;:::;ri 1.
A particular implementation for symmetric positive denite matrices A is the conju-
gate gradient (CG) method [8]. The symmetric positive denite matrix A denes a
norm (A-norm, kykA = (yTAy)1=2) in which the errors are minimized,
keikA = min
p2i
kp(A)e0kA (CG): (1.3)
The standard approach to analyze (1.2) and (1.3) is to exclude the inuence of r0
and e0, and hence to consider the worst-case convergence instead of the convergence
for the particular initial vectors. It is well known [4, 6, 9] that the (attainable) worst-
case convergence quantities are given by
max
r06=0
min
p2i
kp(A)r0k
kr0k
= max
e06=0
min
p2i
kp(A)e0kA
ke0kA
= min
p2i
max
k
jp(k)j; (1.4)
where k, k = 1;:::;n, are the eigenvalues of A. The rightmost term in (1.4) depends
in a nonlinear way on the eigenvalue distribution, and no explicit solution for this min-
max approximation problem is known in general. Therefore, to analyze the worst-case
convergence of the MR and CG methods one needs to estimate this min-max value.
Such estimation can be based either on a suitable superset of the eigenvalues, or a
suitable subset, where the rst choice leads to an upper and the second to a lower
bound on the worst-case convergence.
The standard choice of a superset of the discrete set of matrix eigenvalues is their
convex hull [min;max]. Using scaled and shifted Chebyshev polynomials of the rst
kind on this interval, one can show the classical bound
min
p2i
max
k
jp(k)j  2
 p
(A)   1
p
(A) + 1
!i
; (1.5)
where (A) = max=min is the condition number of A; see, e.g., [5, Theorem 3.1.1].
Because of (1.4), the term on the right hand side of (1.5) represents a bound on
the relative residual norm krik=kr0k for MR and the relative A-norm of the error
keikA=ke0kA for CG for each initial residual r0 and each initial error e0, respectively.
The bound (1.5) is particularly useful in practical applications when only partial
information about the spectrum of A is available or can be estimated. But one
should be aware that this bound is obtained from a dierent kind of approximation
problem than the one solved by the MR and CG methods (worst-case rather than for a
specic r0 or e0, and continuous rather than discrete), and hence that it might provide
misleading information about the actual convergence of these methods; see [12] for
more details and references.
To obtain a lower bound on the worst-case convergence one can in principle con-
sider any subset of the eigenvalues. As shown in [4, 13], for each subset of exactlyWORST-CASE CG AND MR CONVERGENCE 3
i + 1 distinct eigenvalues f1;:::;i+1g  f1;:::;ng,
min
p2i
max
k
jp(k)j  min
p2i
max
k
jp(k)j =
0
B
@
i+1 X
j=1
i+1 Y
l=1
l6=j
jlj
jl   jj
1
C
A
 1
: (1.6)
Apparently, for each choice of i + 1 distinct eigenvalues 1;:::;i+1, the right hand
side of (1.6) represents an explicit lower bound on the worst-case convergence quanti-
ties. Moreover, in our case of real eigenvalues, there exists a subset of i+1 eigenvalues,
for which the lower bound (1.6) is attained. Therefore, if the subset of i + 1 eigen-
values is properly chosen, one can obtain a very good convergence estimate. Since
this estimate of the worst-case convergence requires precise knowledge about at least
some eigenvalues of A, its main use is in the analysis of model problems, where the
eigenvalues are known explicitly.
In this paper we consider such a class of model problems, namely the linear sys-
tems with symmetric positive denite tridiagonal Toeplitz matrices A. Such systems
arise, for example, in the discretization of one-dimensional reaction-diusion equa-
tions. We focus on the slowest possible convergence of the MR and CG methods. By
this we mean the situation when the worst-case convergence quantity is attained in
the next-to-last iteration step. For this step the only possible subset f1;:::;i+1g
of the eigenvalues of A to be chosen in (1.6) is the set of all distinct eigenvalues of
A, so that the solution of the min-max approximation problem is known explicitly.
Based on our previous results in [13], we determine the worst possible initial data,
i.e. the vectors r
w
0 and e
w
0 leading to the slowest possible convergence of the MR and
CG method, respectively. Knowing the initial vector e
w
0 explicitly, we identify source
terms and boundary conditions in the one-dimensional reaction-diusion equation
that yield, after discretization, the slowest possible CG convergence. We also address
the identication of such data for the MR method, which appears to be considerably
more complicated than for CG. Moreover, we determine (or very tightly estimate) the
worst-case convergence quantities in the next-to-last step, and compare these to the
convergence quantities obtained from average (or unbiased) initial residuals as well
as the classical convergence bound (1.5). The spectral structure of the considered
matrices allows us to apply our worst-case results for the next-to-last step to derive
worst-case bounds also for other iteration steps. Finally, we consider the case of one-
dimensional Poisson equation, which is a popular model problem for the convergence
analysis of Krylov subspace methods, in particular of CG; see, e.g., [1, 2, 15, 16].
We point out that the convergence of GMRES for nonsymmetric tridiagonal
Toeplitz matrices is studied in [10]. The results in [10] hold explicitly for the highly
nonnormal case, i.e. the case when a tridiagonal Toeplitz matrix can be considered a
perturbed Jordan block. Hence the results presented in this paper are neither special
cases nor generalizations of the results in [10].
The paper is organized as follows. Section 2 presents basic formulas for the next-
to-last MR and CG iteration step. In Section 3 we focus on symmetric positive denite
tridiagonal Toeplitz matrices that arise from the discretization of one-dimensional
reaction-diusion equations with Dirichlet boundary conditions, and study the MR
and CG convergence quantities in the next-to-last step. Section 4 compares our results
with known results for the Poisson equation model problem. Our conclusions are given
in Section 5, and the Appendix lists all trigonometric formulas used in the proofs.
2. Formulas for the next-to-last MR and CG iteration step. Let a sym-
metric positive denite matrix A 2 Rnn be given and denote by A = QQT its4 J ORG LIESEN AND PETR TICH Y
eigendecomposition, where QTQ = I and  = diag(1;:::;n). To avoid unneces-
sary technical complications we assume that all eigenvalues of A are distinct. Next,
we parameterize the initial residual r0 and the initial error e0 by
r0 = Q[%1;:::;%n]
T ; e0 = Q[1;:::;n]
T : (2.1)
Note that since r0 = Ae0, we have %k = kk for all k = 1;:::;n. Without loss
of generality we restrict our analysis to vectors r0 with %k 6= 0 for all k = 1;:::;n.
In case d  1 coordinates %j are zero, the corresponding eigencomponents do not
play any role, and hence the formulas for i = n   1 presented below will hold for
i = n   d   1.
2.1. General results. As shown in [13, Theorem 2.1], the MR residual norm in
the (n   1)st (next-to-last) iteration step is given by
kr
MR
n 1k =
0
@
n X
j=1


 
Lj
%j


 
2
1
A
 1=2
=
0
@
n X
j=1


 
Lj
jj


 
2
1
A
 1=2
; (2.2)
where
Lk 
n Y
j=1
j6=k
jjj
jj   kj
: (2.3)
To obtain a similar result for the A-norm of the CG error, it suces to realize that
kp(A)e0kA = kp(A)A
1=2e0k  kp(A)~ r0k: (2.4)
Hence the A-norm of the CG error can be seen as the MR residual norm, when
MR is started with the initial residual ~ r0 = A1=2e0. Parameterizing ~ r0 by ~ r0 =
Q[~ %1;:::; ~ %n]T, i.e. ~ %k = 
1=2
k k = 
 1=2
k %k, we obtain
ke
CG
n 1kA =
0
@
n X
j=1



 
Lj

1=2
j j



 
2 1
A
 1=2
=
0
@
n X
j=1



 

1=2
j Lj
%j



 
2 1
A
 1=2
: (2.5)
The formulas (2.2) and (2.5) provide explicit a priori information about the next-
to-last MR and CG convergence quantities in terms of the matrix eigenvalues and
the coordinates of r0 or e0 in the matrix eigenvectors. To simplify the notation, we
will write residuals and errors without superscript MR or CG. When we speak about
residuals ri, we always mean residuals r
MR
i of the MR method. Similarly, ei always
denotes the error e
CG
i of the CG method. The superscript can be now used to indicate
the association of a residual or error with a particular initial residual or error.
2.2. Convergence quantities for dierent initial vectors. As described in
the Introduction, we are interested in initial residuals and initial errors that lead to
the maximal relative convergence quantities of the MR and CG method, respectively,
in the next-to-last iteration step. We denote such a worst-case initial residual for the
MR method by r
w
0 , and the corresponding residual in the next-to-last step by r
w
n 1.
In [13, Theorem 3.1] we show that
r
w
0 = Q[%
w
1;:::;%
w
n]T ; j%
w
kj2 =  Lk; k = 1;:::;n; (2.6)WORST-CASE CG AND MR CONVERGENCE 5
where  > 0 is any scaling factor, and that
kr
w
n 1k
kr
w
0k
= max
r06=0
min
p2n 1
kp(A)r0k
kr0k
=
 
n X
k=1
Lk
! 1
: (2.7)
Using the relation (2.4) and the denition of r
w
0 it is not hard to see that the
corresponding worst-case initial error e
w
0 for CG is given by
e
w
0 = Q[
w
1 ;:::;
w
n]T ; j
w
k j2 =  
 1
k Lk for k = 1;:::;n; (2.8)
where  > 0 is any scaling factor, and that
ke
w
n 1kA
ke
w
0kA
= max
e06=0
min
p2n 1
kp(A)e0kA
ke0kA
=
 
n X
k=1
Lk
! 1
: (2.9)
We also consider the initial residual
r
u
0 = Q[%
u
1;:::;%
u
n]T ; %
u
k = 1; k = 1;:::;n: (2.10)
The vector r
u
0 can be considered as a representative of the initial residuals which are
uncorrelated with the matrix A, in the sense that their components in the eigenvectors
of A are of (approximately) equal size. We call such vectors unbiased with respect
to A. The MR method started with the initial residual (2.10) will produce, in the
next-to-last iteration step, the residual vector r
u
n 1. Using (2.2), the relative MR
residual norm is given by
kr
u
n 1k
kr
u
0k
=
 
n
n X
k=1
L
2
k
! 1=2
: (2.11)
The CG method started with the initial residual r
u
0, i.e. with the initial error
e
u
0 = A 1r
u
0 = Q[
u
1;:::;
u
n]T = Q[
 1
1 ;:::; 1
n ]T; (2.12)
generates in the next-to-last iteration step the error e
u
n 1. Based on (2.5), the relative
A-norm of this error is given by
ke
u
n 1kA
ke
u
0kA
=
 
n X
k=1
kL
2
k
! 1=2  
n X
k=1
1
k
! 1=2
: (2.13)
The vector e
u
0 is by its denition correlated with the eigenvalue distribution of A and
thus can be considered biased. We have deliberately made this choice to contrast the
convergence quantities of MR and CG for the same initial residual.
3. Symmetric positive denite tridiagonal Toeplitz matrices. Consider
the one-dimensional reaction-diusion equation
 u
00(z) + u(z) = f(z); z 2 (0;1); (3.1)
for some parameter   0, with Dirichlet boundary conditions
u(0) = u0; u(1) = u1 : (3.2)6 J ORG LIESEN AND PETR TICH Y
Then for each positive integer n, the central nite dierence approximation of (3.1){
(3.2) on the uniform grid kh, k = 1;:::;n, h = (n + 1) 1, leads to a linear system of
the form
2
6
6
6
6
4
2(1 + )  1
 1
...
...
...
...  1
 1 2(1 + )
3
7
7
7
7
5
| {z }
A
x = h
2
2
6
6
6
6
4
f(h)
. . .
. . .
f(nh)
3
7
7
7
7
5
+
2
6
6
6
6
4
u0
u1
3
7
7
7
7
5
| {z }
b
: (3.3)
In the expression for A we have dened   h2=2 for notational convenience.
The n distinct and positive eigenvalues k, and the normalized eigenvectors qk of
A are given by
k = 2(1 + )   2!k = 2 + 4sin
2(kh=2); !k  cos(kh); (3.4)
qk = (2h)
1=2 [sin(kh);sin(2kh);:::;sin(nkh)]
T ; k = 1;:::;n; (3.5)
cf., e.g., [20, pp. 113{115]. We write the eigendecomposition of A as A = QQT,
where Q = [q1;:::;qn], and  = diag(1;:::;n).
Remark 3.1. We have chosen to derive our results for the tridiagonal Toeplitz
matrix A = tridiag( 1;2(1+); 1) in (3.3) because of its direct relation to the dier-
ential equation (3.1){(3.2). However, our results hold equally well for any symmetric
tridiagonal Toeplitz matrix of the form B = tridiag(;;) with  = 2jj(1+) > 0,
for some  > 0. Obviously, B = jjtridiag(=jj;2(1 + );=jj). If  < 0, then
B = jjA, and if  > 0, then B = jjI
AI
, where I
 = diag(1; 1;:::;( 1)n+1).
In either case, A and B have the same set of orthogonal eigenvectors, and the eigen-
values B coincide with those of A up to a scaling by jj. It is easy to check that all
of our results are invariant under such scaling of the eigenvalues of A.
3.1. Connection with Chebyshev polynomials of the second kind. The
relation of the eigenvalues of A given in (3.4) to the roots of the nth Chebyshev
polynomial of the second kind, denoted by Un(z), will prove useful in our context. The
polynomial Un(z) has degree n, and its n distinct roots are the values !k = cos(kh),
k = 1;:::;n. Hence all roots are contained in the open interval ( 1;1). The leading
coecient of Un(z) is 2n, which means that Un(z) can be written as
Un(z) = 2n
n Y
k=1
(z   !k) :
This relation shows that the product of all eigenvalues of A can be expressed as
n Y
k=1
k = 2n
n Y
k=1
(1 +    !k) = Un(1 + ): (3.6)
Below we study how much the MR and CG convergence quantities change with
changing . For this we rst need to understand the behavior of Un(1+) as a function
of   0. To get a feeling of the growth of Un(z) outside the interval ( 1;1), we use
the alternative representation
Un(z) =
1
2
(z +
p
z2   1)n+1   (z  
p
z2   1)n+1
p
z2   1
; (3.7)WORST-CASE CG AND MR CONVERGENCE 7
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Fig. 3.1. Un(z)=(n + 1) for dierent n.
see, e.g., [14, p. 15]. Using this formula, elementary real analysis shows that
Un(1) = jUn( 1)j = n + 1;
and that U0
n(z) > 0 for z  1. In particular, Un(1+) is positive and strictly increasing
for   0. As shown by (3.7), jUn(z)j grows exponentially outside ( 1;1). This is
illustrated in Fig. 3.1, where we plot Un(z)=(n + 1) for n = 4;6;10.
3.2. Worst-case data. Our goal here is to characterize data (source term f and
boundary conditions) in (3.1){(3.2), that lead to the maximal relative convergence
quantities in the next-to-last step when MR and CG with the initial guess x0 = 0
are applied to the discretized system (3.3). Our main tools are the parameterizations
(2.6) and (2.8) of the worst-case initial vectors r
w
0 and e
w
0, which we evaluate explicitly
using the known eigendecomposition of A, and then translate back into data for (3.1){
(3.2). The vectors r
w
0 and e
w
0 depend on the terms Lk, which are characterized by the
following lemma.
Lemma 3.2. Suppose that 1;:::;n are given by (3:4) for some   0. Then Lk
as dened in (2:3) satises
Lk = hUn (1 + )
sin
2 (kh)
 + 2sin
2  
kh
2
 : (3.8)
In particular, for  = 0,
Lk = 2cos2

kh
2

: (3.9)
Proof. The denominator of Lk can be written as
n Y
j=1
j6=k
jj   kj =
n Y
j=1
j6=k
j2!k   2!jj = 22n 2
n Y
j=1
j6=k


 sin
2

jh
2

  sin
2

kh
2
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=
n + 1
2sin
2 (kh)
; (3.10)
cf. identity (6.1). According to (2.3), (3.6) and (3.10),
Lk =
Un (1 + )
k

2sin
2 (kh)
n + 1
= hUn (1 + )
sin
2 (kh)
 + 2sin
2  
kh
2
 : (3.11)
The relation (3.9) for  = 0 follows immediately from Un(1) = n + 1 = h 1 and
sin(kh) = 2sin(kh=2)cos(kh=2).
Now consider the parameterization of e
w
0 given in (2.8). Clearly, for any  > 0,
the set of coecients

w
k 
 

 1
k Lk
1=2
; k = 1;:::;n; (3.12)
leads to a worst-case initial error e
w
0 = Q[
w
1 ;:::;
w
n]T for CG. If CG is started with
initial guess x0 = 0, then e
w
0 represents the solution, and Ae
w
0 the right hand side of a
linear system that leads to the maximal relative A-norm of the error in the next-to-last
iteration step.
Using the coecients (3.12), and the explicit form of Lk in (3.11),
k
w
k = k


 1
k
Un (1 + )
k

2sin
2 (kh)
n + 1
1=2
= ( 2hUn(1 + ))
1=2 sin(kh);
and, therefore,
Ae
w
0 = (QQ
T)(Q[
w
1 ;:::;
w
n]
T)
= Q[1
w
1 ;:::;n
w
n]T
= ( 2hUn(1 + ))
1=2 Q[sin(h);:::;sin(nh)]
T
= ( 2hUn(1 + ))
1=2 Q(2h) 1=2 q1
= (Un (1 + ))
1=2 [1;0;:::;0]T : (3.13)
Since  > 0 can be chosen arbitrarily, we conclude that any right hand side vector b
that is a positive multiple of the rst unit vector leads to the worst possible relative
A-norm of the error in the next-to-last step of CG (with x0 = 0) for the linear system
Ax = b given by (3.3). The convergence of CG (with x0 = 0) for Ax = b is obviously
the same as for Ax =  b, and therefore any negative multiple of the rst unit vector
is a worst-case right hand side in the just described sense as well.
Instead of the coecients (3.12) we may dene

w
k  ( 1)k+1  

 1
k Lk
1=2
; k = 1;:::;n: (3.14)
Then, using ( 1)k+1 sin(kh) = sin(nkh), we obtain
k
w
k = ( 2hUn (1 + ))
1=2 sin(nkh):
A computation analogous to the one leading to (3.13) shows that for the initial error
e
w
0 dened by the coecients (3.14),
Ae
w
0 = (Un (1 + ))
1=2 [0;:::;0;1]T ; (3.15)WORST-CASE CG AND MR CONVERGENCE 9
i.e., any nonzero multiple of the nth unit vector also is a worst-case right hand side
for CG.
Both examples show that the right hand sides leading to the very unfavorable
convergence behavior of CG may look rather unsuspicious at rst sight. In terms of
the dierential equation (3.1){(3.2), the worst possible relative A-norm of the next-
to-last error in CG (for x0 = 0) is obtained simply by
f = 0 and u0 = c; u1 = 0; or u0 = 0; u1 = c; (3.16)
for any nonzero constant c.
As shown in (2.4), CG for the initial error e
w
0 dened by (3.12) is equivalent to
MR for the initial residual A
1=2e
w
0 that can be written in the form
A
1=2e
w
0 = A
 1=2Ae
w
0
= (Un (1 + ))
1=2 A
 1=2[1;0;:::;0]
T
= (Un (1 + ))
1=2 Q 1=2q1 :
Therefore, any nonzero multiple of the vector r
w
0  Q 1=2q1 leads to the worst-case
relative residual norm in the next-to-last MR step. Obviously, the coordinates of r
w
0
in the eigenvectors of A are given by
%
w
k = [2 + 4sin
2(kh=2)]
 1=2 sin(kh); k = 1;:::;n: (3.17)
Because of the complicated form of the %
w
k, no simple expression for the vector r
w
0 =
Q[%
w
1;:::;%
w
n]T exists in general. An exception for which r
w
0 can be found in a relatively
simple form is the case  = 0, where %
w
k = cos(kh=2), and the jth entry of r
w
0 , denoted
by r
w
0;j for j = 1;:::;n, satises
r
w
0;j = (2h)1=2 sin(jh)
cos
 h
2

  cos(jh)
: (3.18)
As (3.18) indicates, for MR it is not as straightforward as for CG to nd data for
(3.1){(3.2) that leads to the worst case in the next-to-last step. For more details and
a proof of (3.18) we refer to [11].
3.3. Worst-case and unbiased convergence quantities. After having char-
acterized the worst-case initial vectors r
w
0 and e
w
0 for the system (3.3), we next evaluate
the corresponding convergence quantity (2.7) and compare it to the quantities (2.11)
and (2.13) resulting from the initial vectors r
u
0 and e
u
0. We start with deriving bounds
on (2.7) and (2.11).
Theorem 3.3. Suppose that MR is applied to a system of the form (3:3), and
the initial residual is either r
w
0 or r
u
0. Then
3 1 2 + 
Un (1 + )
<
kr
u
n 1k
kr
u
0k
<
kr
w
n 1k
kr
w
0 k
 3
2 + 
Un (1 + )
: (3.19)
In particular, for  = 0,
1
n
r
2
3
<
r
2
3n2   n
=
kr
u
n 1k
kr
u
0k
<
kr
w
n 1k
kr
w
0k
=
1
n
: (3.20)10 J ORG LIESEN AND PETR TICH Y
Proof. We rst prove (3.19). The middle inequality is trivial. To show the
leftmost inequality it suces to use the relation (2.11) and to nd an upper bound
on the sum of the L2
k. Using (3.8) and (6.4),
n X
k=1
L2
k 
U2
n (1 + )
(n + 1)2(
2 + 1)2
n X
k=1
sin
4(kh)
4sin
4  kh
2

=
16U2
n (1 + )
(n + 1)2( + 2)2
n X
k=1
cos4

kh
2

=
(6n   2)U2
n (1 + )
(n + 1)2( + 2)2 : (3.21)
Then (2.11) implies
 
n
n X
k=1
L
2
k
! 1=2

(n + 1)( + 2)
p
(6n   2)nUn (1 + )
>
1
3
 + 2
Un (1 + )
:
Next note that, using (6.3),
n X
k=1
Lk 
Un (1 + )
 + 2
n X
k=1
sin
2 (kh)
n + 1
=
1
2
Un ( + 1)
 + 2
n
n + 1

1
3
Un ( + 1)
 + 2
; (3.22)
and thus the rightmost inequality in (3.19) follows from applying (3.22) to (2.7).
For  = 0 we have
n X
k=1
Lk = 2
n X
k=1
cos
2

kh
2

= n; (3.23)
cf. (6.3), and
n X
k=1
L2
k =
U2
n (1)
(n + 1)2
n X
k=1
sin
4(kh)
4sin
4  kh
2

= 4
n X
k=1
cos
4

kh
2

=
3n   1
2
; (3.24)
cf. (6.4). Substituting (3.23) and (3.24) into (2.7) and (2.11), we obtain (3.20).
Since kr
w
n 1k=kr
w
0k = ke
w
n 1kA=ke
w
0kA (compare (2.7) and (2.9)) the theorem also
characterizes ke
w
n 1kA=ke
w
0kA, the next-to-last worst-case relative A-norm of the error
for CG.
The rightmost equation in (3.20) shows that for  = 0, MR in the worst case
decreases the relative residual norm in the rst n   1 iteration steps only to n 1.
On the other hand, since kr
w
n 1k=kr
w
0k  (1 + )=Un(1 + ) for all , the next-to-last
worst-case MR residual norm decreases exponentially with increasing , and hence
increasing diagonal dominance of A. Moreover, Theorem 3.3 shows that the progress
MR has made in the next-to-last iteration step for the unbiased initial residual r
u
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at most a constant factor (less than 1=9) apart from the worst case. In general the
two cases may dier by a factor of up to n1=2; see [13, Section 5], [7, Section 5].
The spectral structure of A allows to use the worst-case convergence result for
the next-to-last step in Theorem 3.3 to obtain a worst-case convergence bound also
for other iteration steps.
Corollary 3.4. Suppose that the positive integer m divides n +1. Then for all
i  (n + 1)=m   2 > 1,
max
r06=0
min
p2i
kp(A)r0k
kr0k
= max
e06=0
min
p2i
kp(A)e0kA
ke0kA
> 3 1 2 + 
Ui+1 (1 + )
: (3.25)
Proof. Consider the subset f1;:::;i+1g  f1;:::;ng of i+1 eigenvalues of A
given by
j = 2

1 +    cos
  j 
i + 2


; j = 1;:::;i + 1:
It is easy to see that the set f1;:::;i+1g consists of the i + 1 distinct eigenvalues
of Ai+1  tridiag( 1;2(1 + ); 1) 2 R(i+1)(i+1). Then
max
r06=0
min
p2i
kp(A)r0k
kr0k
= min
p2i
max
k
jp(k)j
 min
p2i
max
k
jp(k)j
= max
r06=0
min
p2i
kp(Ai+1)r0k
kr0k
> 3
 1 2 + 
Ui+1 (1 + )
;
where the nal lower bound results from applying Theorem 3.3 to the linear system
with Ai+1.
For example, in case n = 99, the lower bound (3.25) would apply in the steps
i = 2;8;18;23;48;98. Hence in addition to just the lower bound on kr
w
n 1k=kr
w
0k in
(3.19), which corresponds to (3.25) for i = n   1, we get additional lower bounds
particularly for the earlier phase of the iteration.
Theorem 3.3 does not characterize (2.13), i.e. the case of CG for the initial
error e
u
0. This is done in the following result.
Theorem 3.5. Suppose that CG is applied to a system of the form (3.3), and
the initial error is e
u
0. Then
3 1 
Un (1 + )
<
ke
u
n 1kA
ke
u
0kA
< 3
2 + 
Un (1 + )
: (3.26)
For  < 1=4,
3 1  + 2
n1=2Un (1 + )
<
ke
u
n 1kA
ke
u
0kA
; (3.27)
and for  = 0,
ke
u
n 1kA
ke
u
0kA
=
p
6
p
n(n + 1)(n + 2)
> n
 3=2 : (3.28)12 J ORG LIESEN AND PETR TICH Y
Proof. The second inequality in (3.26) follows easily from (3.19). We prove the
rst inequality. Using Cauchy's inequality we obtain, cf. (2.13),
ke
u
0k2
A
ke
u
n 1k2
A

 
n X
k=1
L4
k
!1=2  
n X
k=1
2
k
!1=2  
n X
k=1
1
k
!
: (3.29)
Since n is the largest eigenvalue,
 
n X
k=1
2
k
!1=2  
n X
k=1
1
k
!
< n1=2n
 
n X
k=1
1
k
!
< n3=2n
1
= n3=21 +  + !1
1 +    !1
< n3=22 + 

: (3.30)
It remains to nd a bound on the sum of the L4
k. Using (3.8) and (6.5),
n X
k=1
L4
k 
U4
n (1 + )
(n + 1)4(
2 + 1)4
n X
k=1
sin
8(kh)
24 sin
8  
kh
2

= 28 U4
n (1 + )
(n + 1)4( + 2)4
n X
k=1
cos8

kh
2

< 34 nU4
n (1 + )
(n + 1)4( + 2)4 : (3.31)
From (3.29){(3.31) we now obtain (3.26).
Now consider the case  < 1=4. Then
 
n X
k=1
2
k
!1=2 n X
k=1
1
k
=
 
n X
k=1
(1 +    !k)2
!1=2 n X
k=1
1
1 +    !k
<
 
n X
k=1
(5=4   !k)2
!1=2 n X
k=1
1
1   !k
=

33
16
n  
1
2
1=2 n X
k=1
1
2sin
2  kh
2

<

36
16
n
1=2 n(n + 2)
3
=
n1=2n(n + 2)
2
<
n1=2(n + 1)2
2
; (3.32)
where we have used the identities (6.7) and (6.8). Then (3.27) follows from (3.29),
(3.31) and (3.32).WORST-CASE CG AND MR CONVERGENCE 13
For  = 0,
ke
u
0k2
A
ke
u
n 1k2
A
=
 
n X
k=1
4sin
2

kh
2

4cos
4

kh
2
! 
n X
k=1
1
4sin
2  
kh
2

!
= (n + 1)

n(n + 2)
6

;
where we have used (6.6) and (6.7).
A comparison of Theorems 3.3 and 3.5 shows that for small ,
(MR)
kr
u
n 1k
kr
u
0k
 n1=2 ke
u
n 1kA
ke
u
0kA
(CG):
For larger , this dierence is much less pronounced, and these MR and CG quantities
are at most a small constant apart from each other.
3.4. Comparison of the worst-case bound and the classical bound. We
next compare our worst-case convergence results in Theorem 3.3 with the classical
convergence bound (1.5),
min
p2i
max
k
jp(k)j  2i ; i = 0;:::;n   1; (3.33)
where   (
p
(A)   1)=(
p
(A) + 1) < 1, for i = n   1.
For our comparison we express Un(1+ ) in terms of the condition number of A,
which is given by (A) = n=1. First note that, by (3.4),
1 +  = !1
n + 1
n   1
= !1
(A) + 1
(A)   1
 !1  :
Next,
  
p
2   1 =
p
(A)   1
p
(A) + 1
  ;  +
p
2   1 =  1 ; (3.34)
which, inserted into (3.7), yields
Un() =
n+1    (n+1)
    1 : (3.35)
Since Un(z) is strictly monotonically increasing for z  1, and !1 . 1,
Un(1 + ) . Un() =  n +  n+2 +  n+4 + ::: + n ; (3.36)
where \." means that the inequality is close. In the notation established above,
2
n 1 
kr
w
n 1k
kr
w
0k
=
ke
w
n 1kA
ke
w
0kA
(3.37)
&
kr
u
n 1k
kr
u
0k

4
!1
2 + 
Un (1 + )
(3.38)
&
4
Un()
(3.39)
&
2
 Un()
=
2n 1
1 + 2 + ::: + 2(n 1) + 2n : (3.40)14 J ORG LIESEN AND PETR TICH Y
In (3.37) we use (3.33) for i = n   1, and in (3.38) we use (3.19), where the
unimportant multiplicative factor (between 1=3 and 3) was replaced by 4=!1 for con-
venience. Next, in (3.39) we use (3.36) as well as the relation  = (1 + )=!1, from
which we receive (3.40) using (3.36) and the inequality 2   1  .
The main point in this derivation is that the actual convergence quantities on the
right hand side of the inequality in (3.37) are always quite close to (3.40), i.e.
kr
w
n 1k
kr
w
0 k
=
ke
w
n 1kA
ke
w
0kA

2n 1
1 + 2 + ::: + 2(n 1) + 2n :
The tightness of the upper bound (3.37) to the actual convergence quantities therefore
depends on the size of , and hence on (A), which for a xed matrix size n is a strictly
decreasing function of the parameter   0.
For small (A) (or  bounded away from zero), the dierence between (3.37) and
(3.40) is small, i.e. the classical bound provides accurate information about the actual
convergence quantities of CG and MR in (3.37) and (3.38). On the other hand, when
(A) is large (or  is close to zero), then the lower bound (3.40), and with it the CG
and MR convergence quantities will be smaller (up to the factor n 1) than predicted
by the classical upper bound (3.37). In the limiting case  = 0,
min
p2n 1
max
1kn
jp(k)j =
1
n
 2n 1 n!1  ! 2e  :
This clearly demonstrates that for reasonably large n, the classical bound (3.33)
cannot describe the worst-case convergence values of CG or MR in later iterations.
Asymptotically (for n ! 1) the weakness of the classical bound in this context has
also been noticed before by Axelsson [1, Example 13.7] and others.
4. Poisson equation. Now we consider the case of one-dimensional Poisson
equation with Dirichlet boundary conditions, i.e. the problem (3.1){(3.2) with  = 0.
Then  = 0 and the corresponding system matrix in (3.3) is A = tridiag( 1;2; 1). In
this case, simple explicit expressions for r
w
0 as well as e
w
0 are known (see Section 3.2).
Moreover, we have determined the exact MR and CG convergence quantities in the
next-to-last step for the worst-case as well as the unbiased initial vectors (see Theo-
rems 3.3 and 3.5). In addition, it is possible, in this particular case and for special
starting vectors including the ones considered in this paper, to determine the whole
MR and CG convergence curve a priori. In the following we recall known results
from [15] for the unbiased case, and state (without proof) a new convergence result
for the worst case.
Assuming that x0 = 0, and hence e0 = x, the papers [15, 16] present exact
analytic expressions for the relative A-norm of the CG errors for solutions of the form
x
(s) = Q[
(s)
1 ;:::;
(s)
n ]
T ; 
(s)
k = sin
 s

kh
2

; (4.1)
for some parameter s 2 N0. Two of these solutions are of particular interest in our
context. A simple calculation shows that x
(2) = 4e
u
0 as dened in (2.12). Moreover,
A1=2x
(1) = 2r
u
0, where r
u
0 is dened in (2.10). Using these relations and the exact
analytic convergence curves derived in [15] gives the following result.
Proposition 4.1. Suppose that CG and MR are applied to the system (3:3) with
 = 0, and the respective initial error and residual are given by e
u
0 and r
u
0. Then theWORST-CASE CG AND MR CONVERGENCE 15
resulting CG errors e
u
i and MR residuals r
u
i , i = 0;:::;n, satisfy
ke
u
ikA
ke
u
0kA
=

(n   i)3 + 3(n   i)2 + 2(n   i)
n(n + 1)(n + 2)
1=2
 'C(i); (4.2)
kr
u
i k
kr
u
0k
=

(n   i) + (n   i)2
n(n + 1) + 2ni(n   i)
1=2
 'M(i): (4.3)
An elementary computation using (4.2) shows that
'C(i)
'C(i   1)
=

n   i
n   i + 3
1=2
; i = 1;:::;n;
which represents a strictly decreasing function of the iteration step i. The \superlin-
ear" behavior of 'C(i) can be related to the distribution of the eigenvector coordinates
of the initial error e
u
0. As proved asymptotically by Beckermann and Kuijlaars [2],
CG may for the model problem (3.3) with  = 0 converge superlinearly, when the
initial error exhibits a certain distribution of eigencomponents that is far from an
equilibrium distribution. This appears to be the case in our example, where e
u
0 is
biased, cf. (2.12).
Using the same techniques as in [15] based on Lagrange multipliers, it is also
possible to determine the exact values of the relative A-norm of the error in every
step of CG with the initial error e
w
0. This technique is quite involved, and the full
proof would take us several pages to state. The nal result is the following,
ke
w
i kA
ke
w
0kA
=

n   i
n(i + 1)
1=2
 'W(i); i = 0;:::;n: (4.4)
Because of the equivalence (2.4) between CG and MR, the relative MR residual norms
for the initial residual r
w
0 also satisfy kr
w
i k=kr
w
0k = 'W(i). Note that
'M(i) < 'W(i) <
p
2'M(i); i = 1;:::;n   1: (4.5)
Obviously, the worst-case convergence value (1.4) of CG and MR at each step i
must be larger than (or equal) to any other attainable convergence value. Hence
the maximum of the three convergence curves 'C(i), 'M(i) and 'W(i) forms a lower
bound on the worst-case value,
min
p2i
max
k
jp(k)j  maxf'C(i);'M(i);'W(i)g; i = 0;:::;n   1: (4.6)
Figure 4.1 illustrates the above results for the model problem (3.3) with n = 120
and  = 0. The computations were performed in MATLAB [21], on an AMD Athlon
XP 2100+ personal computer with machine precision "  10 16.
As predicted by (4.5), the curves 'M(i) (dashed dotted) and 'W(i) (solid) are
very close. The left hand side of (4.6) (bold) was computed by the function cheby0
of the semidenite programming package SDPT3 [22]. Except for the last few steps,
the maximum on the right hand side of (4.6) is given by 'C(i) (dashed). Overall,
the bound (4.6) is quite tight. The bound (3.33) is tight in step i, if there exist
i 1 eigenvalues of A, that closely approximate extrema of the ith scaled and shifted
Chebyshev polynomial of the rst kind. In our example this is not the case for the
later phase of the iteration, where the two sides of (3.33) dier signicantly.16 J ORG LIESEN AND PETR TICH Y
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Fig. 4.1. CG and MR convergence curves, and both sides of (3:33).
As mentioned above, MR with the right hand side r
w
0 (we used x0 = 0 for MR and
CG) and CG with the right hand side Ae
w
0 have the same convergence curve given by
'W(i) (solid). However, the curves of MR with the right hand side Ae
w
0 (dotted) and
CG with the right hand side r
w
0 (dashed dotted; coincides with 'M(i)) dier by orders
of magnitude from each other. Hence a right hand side that leads to the worst-case
convergence for one method does not lead (in general) to similar convergence for the
other method.
5. Conclusions. In this paper we have applied our previous results in [13] to
study the convergence of the CG and MR methods for linear systems with symmetric
positive denite tridiagonal Toeplitz matrices. The structure of the matrix spectra
allowed us to answer the questions how slow the convergence of the iterative solvers
might possibly be for the considered model problems, which initial vectors lead to
the maximal convergence quantity in the next-to-last iteration step, and how much
the convergence quantity in this case diers from an \average" (or unbiased) case.
We also were able to derive lower bounds on the worst-case convergence quantities in
other iteration steps using the lower bound for the next-to-last step. The presented
approach can be applied also to other classes of model problems in which the matrix
eigenvalues are known, and the Lagrange factors Lk in (2.3) can be evaluated.
Acknowledgments. We thank Miro Rozlo zn k, Daniel Szyld and anonymous
referees for helpful comments and suggestions that improved the paper.
6. Appendix. Let h = (n + 1) 1, n 2 N. Then the following identities hold:
n + 1
22n 1
1
sin
2 (kh)
=
n Y
j=1
j6=k



sin2

jh
2

  sin2

kh
2



 ; (6.1)
n + 1
2n =
n Y
j=1
sin(jh) ; (6.2)WORST-CASE CG AND MR CONVERGENCE 17
n
2
=
n X
j=1
cos2 (jh) =
n X
j=1
sin
2 (jh); (6.3)
3n   1
23 =
n X
j=1
cos4

jh
2

; (6.4)
35n   29
27 =
n X
j=1
cos8

jh
2

; (6.5)
n + 1
16
=
n X
j=1
sin
2

jh
2

cos
4

jh
2

; (6.6)
2n(n + 2)
3
=
n X
j=1
sin
 2

jh
2

; (6.7)
33
16
n  
1
2
=
n X
j=1

5
4
  cos(jh)
2
: (6.8)
Identity (6.2) can be found in [3, p. 40], and the sums (6.3){(6.8) can be veried
using MAPLE [23]. To prove the non-standard identity (6.1), we note that
n Y
j=1
j6=k

sin
2

jh
2

  sin
2

kh
2

=
n Y
j=1
j6=k
sin

(j + k)h
2
 n Y
j=1
j6=n+1 k
cos

(j + k)h
2

:
If kh = 1
2 then, n + 1   k = k, and the product in (6.1) takes the form
n Y
j=1
j6=k



sin

(j + k)h
2

cos

(j + k)h
2



 =
1
2n 1
n Y
j=1
j6=k
jsin((j + k)h)j
=
1
2n 1
n Y
j=1
sin(jh) =
n + 1
22n 1 ;
cf. (6.2). Clearly, (6.1) holds since sin2 (kh) = 1 for kh = 1
2.
If kh 6= 1
2, then the product in (6.1) can be written as
jcos(kh)j
n Y
j=1
j6=k
j6=n+1 k
 

sin

(j + k)h
2

cos

(j + k)h
2
 


=
jcos(kh)j
2n 2
n Y
j=1
j6=k
j6=n+1 k
jsin((j + k)h)j
=
jcos(kh)j
2n 2jsin(2kh)j

n Y
j=1
j6=n+1 k
jsin((j + k)h)j18 J ORG LIESEN AND PETR TICH Y
=
2sin(kh)cos(kh)
2n 1 sin(kh)sin(2kh)

1
sin(kh)
n Y
j=1
sin(jh)
=
n + 1
22n 1
1
sin
2 (kh)
:
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