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Abstract
This thesis is to investigate the stability analysis problem of fuzzy-model-based
(FMB) control systems and its application to continuum manipulator. The stability
analysis of T-S FMB control system is conducted on the basis of Lyapunov stability
theory relaxed by membership-function-dependent (MFD) approach and extended
to some practical control problems, such as control input saturation and guaranteed
cost of system indexes, where numerical examples are raised to verify the effective-
ness of each proposed fuzzy control method. An example of continuum manipulator
is developed to show the process and advantage of applying fuzzy logic and fuzzy-
model-based control method to a real complex practical system. The main works
and contributions of the thesis are summarized in the following three parts:
1) The first part of work is presented in Chapter 3. It aims to consider the out-
put feedback tracking control with control input saturation problem under the
framework of Takagi-Sugeno (T-S) FMB control. A fuzzy controller is employed
to close the feedback loop, which aims to drive the system states to follow those of
a stable reference model subject to H∞ performance. To enhance the fuzzy con-
troller design flexibility, the number of rules and premise membership functions
are not necessarily required to be the same as those of fuzzy model. To address
the control input saturation problem, linear sectors are created by local upper
and lower bounds to include the possible control area such that the nonlinear
saturation problem can be tackled. Then, the membership-function-dependent
(MFD) technique is used to embed the information of membership functions to
the stability conditions in the form of linear matrix inequalities (LMIs). A nu-
merical example is given to demonstrate the effectiveness of proposed method
dealing with different levels of control input saturation problems.
2) The second part of the thesis work is presented in Chapter 4. It considers the
guaranteed cost stability analysis in the T-S FMB control system. A weighted
quadratic cost function is considered as the cost index to measure the perfor-
mance of the closed-loop system in terms of the system states, system outputs
and control signals. The stability of the FMB control system is investigated by
the Lyapunov stability theory subject to the minimization of cost index for per-
formance realization. An MFD approach using the piecewise linear membership
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functions (PLMFs) technique is employed to include the information of member-
ship functions into the stability analysis. MFD stability conditions in terms of
LMIs are obtained to determine the system stability and feedback gains with the
consideration of the system performance measured by the cost function. An nu-
merical example is raised to demonstrate the effectiveness and merits of proposed
method.
3) The third part of the work focuses on applying fuzzy logic and FMB control
to a practical example of nonlinear systems. Based on the curve geometry of a
continuum manipulator, the kinetic and potential energies can be calculated as
the integration of the energies regarding to each slice perpendicular to the back-
bone of the manipulator. By applying Euler-Lagrangian equation of motion, we
can obtain the dynamic model of continuum manipulator with the capabilities
of bending and contractile. Two traditional nonlinear control methods, namely
inverse dynamic control and sliding mode control, are implemented to drive the
system states to follow the desired trajectory of a stable reference system. In
order to improve the tracking performance and solve the chattering problem par-
ticularly in sliding mode control, a fuzzy sliding mode controller is proposed by
applying fuzzy logic theory, which varies the value of feedback gains adaptively to
the manipulator configurations and successfully attenuates the chattering prob-
lem in the traditional sliding mode control method. In order to further apply the
FMB control on the practical example of nonlinear systems, the dynamic model
of continuum manipulator needs to be transformed to a polynomial fuzzy model,
where the fuzzy model of two-link rigid body manipulator is developed prepar-
atively as a relatively simple practical nonlinear system. Then the development
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Linear control theory has been well developed during the past five decades [3–9]. Al-
though most models in the field are currently presented as linear systems, most real-
world applications show the characteristics of nonlinearity. People now find that the
dynamics of linear system is not rich enough to represent many phenomenons, sug-
gesting that nonlinear control theory is needed to deal with nonlinear systems [10].
Therefore, researchers become more intended to use nonlinear models to express
physical process and represent practical dynamics [11,12]. Consequently, more com-
plex control laws are required for nonlinear systems with stringent design specifica-
tions. There are also many other reasons to use nonlinear control systems, such as
for improving system performance, dealing with nonlinearities and tackling system
uncertainty problems. In recent years, many practical applications have been devel-
oped by using nonlinear control systems, for example biomedical engineering [13],
power system engineering [14], robotics [15] and aerospace technology [16].
Although nonlinear system now plays an important role in system modeling
and control, there are many difficulties existing in the process of nonlinear system
design. The complexity of nonlinear system can increase the difficulty of system
representation and computational cost to realize the system control.
Thanks to the fuzzy logic theory proposed by Prof. Lotfi A. Zadeh [17] that
the fuzzy control theory now becomes one of the most effective and systematic
approaches for nonlinear system modelling and nonlinear control system stability
analysis. Fuzzy control is used to solve the difficult task of modelling and simu-
lating complex real-world nonlinear systems. It provides a formal methodology to
mimic humans’ heuristic knowledge for representing, manipulating and controlling
the system. The transformation from conventional control to fuzzy control gives
us more computational capability to deal with complex nonlinear control system
problems.
Fuzzy logic was firstly proposed by Prof. Lotfi A. Zadeh of the University of
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California at Berkeley in 1965 [17]. In 1973 [18] and 1975 [19], Prof. Lotfi A.
Zadeh elaborated his idea to introduce the concept of “linguistic variables” with
fuzzy set. The idea of fuzzy control was proposed between early 1970s to late
1980s [20, 21]. During this period, the process of fuzzy control was developed to
consist of four steps, namely fuzzification, fuzzy rule base, fuzzy inference engine
and defuzzification. The fuzzy logic controller is used to handle the complex and
ill-defined nonlinear system with restricted or even without the knowledge on the
mathematical model. At this stage, it worked as so called model-free fuzzy con-
trol method [22]. However, the heuristic design process of model-free fuzzy control
method can be time-consuming and heavily relying on the empirical data. Thus, it
normally lacks of theoretical derivation and cannot guarantee the system stability.
That is why fuzzy-model-based (FMB) control theory later became an important
control method from 1990s [23]. One of the typical representatives of FMB control
theory is the Takagi-Sugeno (T-S) fuzzy model which was proposed in 1985 [24].
It uses an average membership-function weighted sum of local linear subsystems to
express the complex nonlinear system. Based on the T-S fuzzy model, the state-
feedback fuzzy controller is proposed to close the feedback loop to complete the
structure of FMB control system.
After obtaining the FMB control system, the stability analysis can be processed
under the framework of linear matrix inequalities (LMIs), where a feasible solu-
tion of system stability conditions (if there exists) can be found by applying con-
vex programming techniques. The concept of parallel distributed compensation
(PDC) [25] was proposed to relax the system conservativeness by suggesting that
the fuzzy controller employs the same premise membership function as in the T-S
fuzzy model. Until this stage, the stability analysis of FMB control system was
referred to as the membership-function-independent (MFI) [26] approach, where
although the group of linear subsystems were considered, the membership func-
tions were not. From mid-2000s, researcher turned to draw a great attention on
membership-function-dependent (MFD) [27] stability analysis. Since it includes
the information of membership function during the stability analysis, the MFD ap-
proach effectively alleviates the conservativeness in the stability conditions compared
to MFI approach. Therefore, many techniques have been developed for the MFD
approach, such as global boundary information, regional boundary information and
approximated membership functions [1]. Because of the advantages brought by
MFD technique, the FMB control method is still a developing topic.
In this thesis, the stability analysis is investigated based on T-S FMB control
system with the consideration of practical control problems, such as control input
saturation and guaranteed cost on system index. The stability conditions are re-
laxed by MFD approach and derived according to Lyapunov stability theory. The
fuzzy logic and FMB control methods are applied to the practical example of a com-
15
plex nonlinear control system, where a dynamic model of continuum manipulator is
developed with the capabilities of bending and contractile to be driven to follow the
reference signals of length and curvature.
1.2 Literature Review
This section aims to present the literature review of related works in this thesis. The
review starts from the knowledge of FMB control systems including T-S fuzzy model,
Lyapunov functions and LMIs. Then regarding to FMB control stability analysis,
some methods are introduced in order to relax the stability conditions, such as
different types of membership-function matching and MFD stability analysis. As an
extension, guaranteed cost, output feedback and control input saturation techniques
are involved in the stability analysis to extend the applications of FMB control
strategy. At last, the general information of continuum manipulator is presented as
a practical example for the application of fuzzy logic and FMB control methods.
1.2.1 Fuzzy-Model-Based Control System
Since FMB control attracts people’s attention at the time of introducing model-free
fuzzy control, T-S fuzzy model has played an important role in fuzzy control system
design and system stability analysis. T-S fuzzy model approximates the nonlinear
system as a weighted sum of linear subsystems which are weighted by membership
functions. The accuracy of T-S fuzzy model depends on the number of rules, the
types of membership functions and the choice of linear subsystems. After using T-S
fuzzy model to represent the original nonlinear system, the state-feedback controller
can be designed to connect the T-S fuzzy model so that the closed loop T-S FMB
control system can be formed.
The stability analysis of T-S FMB control system can be investigated by Lya-
punov stability theory which was proposed by, also named after, a Russian mathe-
matician Aleksandr Mikhailovich Lyapunov around 1890 [28]. In the Lyapunov sta-
bility theory, the Lyapunov function is proposed to test the stability of a nonlinear
system. This method was first applied to a practical problem in control engineering
in 1940s by Lur’e [29] and others. The inequality produced by Lyapunov stability
theory can be formulated in the convex form of LMIs, which means a feasible so-
lution of system stability conditions can be numerically solved from a set of linear
equations. Now, the problem of LMIs can be solved by many programming software,
such as MATLAB.
In this thesis, a quadratic Lyapunov function is used to develop LMI-based sta-
bility conditions for FMB control systems. In literature, there are also some other
types of Lyapunov functions proposed to generate the nonlinear system stability
conditions, such as polynomial Lyapunov function [30], piecewise-linear Lyapunov
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function [31], fuzzy Lyapunov function [32] and higher-order Lyapunov function [33].
Generally speaking, the more complex types of Lyapunov functions are applied, the
more relaxed stability conditions can be potentially obtained, while more advanced
mathematical techniques are required to support the analysis.
1.2.2 Relaxation of the Stability Conditions
Benefited from the advantages of FMB control system, researchers have been keen
on the study of the relaxation of stability conditions. The stability analysis for
FMB control system is generally classified into two methods, namely membership-
function-independent (MFI) and membership-function-dependent (MFD) techniques,


















Figure 1.1: Membership-function-independent (MFI) and membership-function-
dependent (MFD) techniques for stability condition relaxation [1].
The stability analysis using MFI technique investigates the stability conditions
of FMB control system without the information of membership functions. The MFI
technique simplifies the stability analysis process and reduces the computational
cost, which makes it more applicable in practical engineering. However, because
the information of membership functions is not considered, the stability conditions
can be conservative which implies that the feasible solutions of MFI stability con-
ditions can be restricted or even does not exist. Some researchers proposed specific
techniques to relax the stability conditions under MFI method. In [34], the authors
expanded the dimensions of fuzzy summation and applied Pólya’s Theorem to re-
alize the relaxation of the stability conditions. Another researcher improved this
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relaxation by applying Finsler lemma in [35]. Considering about the large LMIs size
in [34], [36] proposed a Sum-of-Squares (SOS) method to optimize the relaxation
process in stability conditions.
Since the membership functions can contain a lot of information of the nonlinear
system, choosing MFI approach to develop the stability conditions will inevitably
lead to conservativeness. In contrast to MFI approach, MFD method includes the
specific information of membership functions to investigate system stability con-
ditions, which significantly alleviates the conservativeness in the stability analysis.
The authors used the global boundary information of membership functions to re-
lax the stability conditions in [26], where the boundary information was presented
in the form of slack matrices. The relaxation of stability conditions was further
improved in [37] where regional boundary information was considered rather than
global boundary information. In this method, the membership functions were di-
vided into a number of sub-domains where the regional information of upper and
lower bounds information are collected separately. Thus, benefited by more specific
information in regional boundary, it further relaxes the stability conditions with
MFD approach. On the other hand, due to the continuity property of membership
functions, there could be infinite number of MFD stability conditions involved in
stability analysis. Fortunately, the approximated membership functions technique
can successfully solve the problem by using certain types of membership functions to
approximate the continuous information and maximize the information utilization
in the membership functions [38]. Researchers proposed the staircase membership
functions [39], piecewise linear membership functions (PLMFs) [40] and polynomial
membership functions [41] as the approximation of original membership functions.
Apart from the methods mentioned in the previous sections, applying differ-
ent types of membership-function matching can also affect the conservativeness
and relaxation level of stability conditions for FMB control system. By compar-
ing the membership functions and the number of rules used in T-S fuzzy model
{w1, · · · , wp} and fuzzy controller {m1, · · · ,mc} respectively, there can be three
types of membership-function matching, namely perfectly matched premises, par-
tially matched premises and imperfect matched premises [1]. Fig.1.2 illustrates the
relationship between these three types of membership-function matching scenarios.
For perfectly matched premises [42], the T-S fuzzy model and fuzzy controller
are required to share the same set of premise membership functions, which means
the condition {w1, · · · , wp} = {m1, · · · ,mc} must be held. This is also known as
PDC technique. Since the choice of membership functions is strictly restricted,
the conservativeness of stability condition can be effectively relaxed, although the
flexibility of fuzzy controller design may be reduced.
For partially matched premises [43], the T-S fuzzy model and fuzzy controller are
not required to share the same set of premises membership functions, but the number
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of rules must be the same, which can be written as {w1, · · · , wp} 6= {m1, · · · ,mc} and
c = p. Generally speaking, the membership functions of T-S fuzzy model sometimes
can be very complex in order to have a good approximation on the nonlinear system.
But this may increase the computational cost and difficulty during the stability
analysis. Under partially matched premises, although the number of rules cannot
be changed, some membership functions with simple structure can be adopted by
the fuzzy controller, which can reduce the computation and implementation costs
of FMB control system in some extent.
For imperfectly matched premises [42], the restrictions on the premise member-
ship functions and number of rules between the T-S fuzzy model and fuzzy controller
are completely removed, which means {w1, · · · , wp} 6= {m1, · · · ,mc} and c 6= p.
This strategy enables the fuzzy controller design with more flexibility, lower compu-
tational cost and higher applicability. Under the imperfectly matched premises, the
premise membership functions can be applied with simple shape and the number
of rules can be small. However, under imperfectly matched premises, the conser-
vativeness of stability conditions is potentially increased compared to perfectly and
partially matched premises. Also, more advanced stability analysis techniques are
needed to be applied to deal with the mismatched premise membership functions.
Perfectly Matched Premises 
Membership Functions 
{𝑚1,⋯ ,𝑚𝑐} = {𝑤1, ⋯ , 𝑤𝑐} 
Number of Rules 
c=p 
Partially Matched Premises 
Membership Functions 
{𝑚1,⋯ ,𝑚𝑐} ≠ {𝑤1, ⋯ , 𝑤𝑐} 
Number of Rules 
c=p 
Imperfectly Matched Premises 
Membership Functions 
{𝑚1,⋯ ,𝑚𝑐} ≠ {𝑤1, ⋯ , 𝑤𝑐} 







Figure 1.2: Three types of membership-function matching [2].
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1.2.3 Extension of Fuzzy-Model-Based Control Strategy
There are many useful techniques in the nonlinear control system design, which can
be further extended to FMB control strategies. These include tracking control sys-
tem, guaranteed cost technique, output feedback control system, time-delay control
system [44], control input saturation and sampled-data based control system [45],
etc. They can effectively improve the applicability of FMB control methods in the
practical control system design. In this thesis, guaranteed cost technique, track-
ing output feedback control and control input saturation are investigated as the
extensions for FMB control strategies.
1.2.3.1 Guaranteed Cost
The nonlinear system stability conditions developed by Lyapunov stability theory
depends only on the convergence to the equilibrium point and the problem formu-
lation. However, the specific system performance indexes, such as system state,
system output or control signal, are not included in the consideration. Therefore,
the guaranteed cost technique is introduced aiming to guarantee the cost of specific
system performance index. Generally, the guaranteed cost approach pre-defines a
cost function which contains the performance index that needs to be monitored and
controlled. In [46], the performance index has been limited with an upper boundary
such that the system performances can be guaranteed to be capped by some certain
values. Later in [47], this method has been extended to T-S FMB control system
with time delays. In FMB control system, the pre-defined cost function is written
as a quadratic function involved as a slack matrix in stability analysis [48].
1.2.3.2 Output Feedback Tracking Control
Tracking control is a popular topic in the nonlinear control system design. It has
been widely applied to practical engineering systems, such as robot manipulator
[49], autopilot control [50] and power system control [51]. It basically requires the
controller having the ability of controlling the states of nonlinear system to follow
the state trajectory of a stable reference system. Encouraged by the advantages and
successful applications of FMB control system, the work in [52] investigated the fuzzy
control stability conditions with tracking control method, where H∞ performance is
used to optimize the state tracking errors. Then, the authors proposed the output
feedback control to combine the tracking control method to build the closed loop
control system in [53]. In fuzzy output feedback tracking control, the orthogonal
complement is introduced to mathematically construct a convex LMI-based stability
conditions [54] such that the feasible solution can be found. In addition, the output
feedback control only requires the information of the output signal used for feedback
compensation, which is more applicable than the state feedback control method.
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1.2.3.3 Control Input Saturation
In the practical application, there could be many challenges for the control system,
for example parameter uncertainties [55], time-delay problem [56] and dead-zone
input threshold [57]. Control input saturation is one of the most common problems
discussed in practical engineering control system design. In real applications, the
practical actuator is limited by physical constraints. In other words, it is not possible
to expect the actuator to work perfectly in all operation domains. This is where
the control input saturation may occur. An unexpected control input saturation
could result in severe performance deterioration which is intolerable for practical
engineering applications. Researchers suggested to use low-gain control law to limit
the control input signal in a certain region to avoid saturation in [58]. However, this
method may restrict the ability of the controller and worsen the system performance.
A smooth function was proposed to approximate the input saturation condition
in [59]. However, it is very difficult to involve the mathematical form of nonlinear
saturation function into the stability analysis since the LMIs expression could be
non-convex.
1.2.4 The Continuum Manipulator
One of the advantages using fuzzy logic and FMB control methods is to deal with
complex or ill-defined nonlinear system. The fuzzy logic concept gives us the pos-
sibility of relating the nonlinear system and nonlinear control strategies to linear
system and linear control methods. The continuum manipulator is a typical prac-
tical example that consists of highly nonlinear and complex terms in its dynamics.
The continuum manipulator is initially invented from the inspiration of animal fea-
tures, such as snakes and elephant trunks. There are obviously many advantages to
apply continuum manipulators in practical engineer applications than to use conven-
tional rigid-link manipulators. The better maneuverability and flexibility encourage
researchers to contribute more passion and effort on the study of continuum manip-
ulator control system. In 1994, [60] proposed the research about hyper-redundant
manipulator which was then extended in [61] and [62]. Later in 2002, [63] was able
to control the manipulator with improved hyper-flexibility and the ability of bending
and contracting. However, most of the previous studies build the dynamic model of
continuum manipulator as it consists of infinite number of rigid-link robot arms and
then use summation to obtain the overall structure. The complex and nonlinear
characteristics of continuum manipulator bring a lot of challenges in the process
of model building, stability analysis and control design. However, as mentioned in
Section 1.1, fuzzy logic theory can use an average membership-function weighted
sum of subsystems to represent the complex nonlinear system, which brings a lot of
conveniences to realize the control of continuum manipulator. Therefore, the fuzzy
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logic theory and FMB control methods can be an appropriate choice to be applied
on continuum manipulator.
1.3 Research Objectives
The main research objectives of this thesis are to investigate and relax the stability
conditions of T-S FMB control systems under the MFD framework and consider
practical extensions for FMB control strategies. The continuum manipulator is
used as a practical example for the application of fuzzy logic and FMB control
method to realize the control of complex nonlinear system and improve control
system performance. The details are presented as follows:
1) The first aim is to develop the stability analysis of the FMB control systems
based on Lyapunov stability theory. Then, the system stability conditions can
be relaxed by MFD method with PLMFs technique under the framework of
imperfectly/perfectly matched membership functions. After the investigation of
Lyapunov stability conditions, the extensions of FMB control strategy can be
further applied according to the requirements of practical applications, including
guaranteed cost control and control input saturation.
2) In addition to the theoretical stability analysis of FMB control systems with
numerical simulation examples, another objective in this thesis is to develop a
practical engineer example for the application of fuzzy logic and FMB control
methods. The dynamic model of continuum manipulator is a complex and highly
nonlinear system. It could be challenging to achieve good control performance
by using traditional nonlinear control methods. Therefore, the fuzzy logic and
FMB control methods are advantageous to be implemented.
1.4 Organization of the Works
The overall structure of the thesis is illustrated in Fig 1.3 and the details are pre-
sented as follows.
 In Chapter 2, the preliminary knowledge is presented, including fuzzy logic
control theory, T-S FMB control system, Lyapunov stability analysis, classic
model of robot manipulator and some useful lemmas.
 In Chapter 3, the stability analysis for T-S FMB output feedback tracking
control with control input saturation is investigated. The control input satu-
ration problem will be tackled by local linear upper and lower bounds tech-
nique. Also, the H∞ performance is introduced to attenuate the tracking error
































Figure 1.3: Thesis overall structure and techniques used in different chapters.
 In Chapter 4, the system performance index, namely system states, system
output and control signal, is considered in stability analysis of FMB con-
trol system by using guaranteed cost technique. The stability conditions are
relaxed by using MFD approach with PLMFs method to approximate the
continuous membership functions.
 In Chapter 5, the continuum manipulator is used as a practical example for
the application of fuzzy logic and FMB control method. The dynamic model
of continuum manipulator constructed based on Euler-Lagrangian equation of
motion appears to be complex and high nonlinear, which brings the challenge
for traditional control strategies. Two nonlinear control methods, namely in-
verse dynamic control and sliding mode control, are tested to realize the state
tracking control of the continuum manipulator. Then, in order to improve
the control performance of the traditional control methods, fuzzy logic is ap-
plied to sliding mode control and the polynomial fuzzy model of continuum
manipulator is expected to be built in order to apply FMB control strategies.
 In Chapter 6, the conclusion of the thesis is drawn and the future work plan
is discussed.
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1.5 Contributions of the Thesis
The contributions of the thesis are summarized as follows:
1. The stability conditions of output feedback control of the T-S FMB control
system with control input saturation are successfully developed and simula-
tion results are conducted to verify the effectiveness of control strategy and
stability analysis results. The results have been published in “T-S fuzzy model
based output feedback tracking control with control input saturation,” IEEE
Transactions on Fuzzy Systems, vol. 26, no.6, pp. 3514-3523, Dec. 2018.
2. The control system performance index is successfully included in the con-
sideration of T-S FMB control system stability analysis by using guaranteed
cost technique. The results have been published in “Membership-function-
dependent stability analysis and control synthesis of guaranteed cost fuzzy-
model-based control systems,” International Journal of Fuzzy Systems, vol.
18, no. 4, pp. 537-549, 2016.
3. The dynamic model of continuum manipulator with bending and contract-
ing abilities is first developed based on Euler-Lagrangian equation of motion.
Two nonlinear control methods are successfully applied to the dynamic model.
The fuzzy logic control theory is applied to traditional sliding mode control
in order to improve the system performance. The results have been published
in “Lagrangian dynamics and nonlinear control of a continuum manipulator,”
2015 IEEE International Conference on Robotics and Biomimetics (ROBIO),
pp. 1912-1917, Dec. 6-9, 2015, and “Fuzzy sliding mode control of a con-
tinuum manipulator,” 2018 IEEE International Conference on Robotics and
Biomimetics (ROBIO), Dec. 12-15, 2018, respectively.
4. The continuum manipulator is selected as an application of T-S and polyno-
mial FMB control methods in order to improve the control performance from
traditional nonlinear control methods. The research results have been pub-
lished in poster “Fuzzy Control of Continuum Manipulator” attached in the
Appendix has been awarded “The Winner of the Poster Competition” in 2018





In this chapter, the background of the research topics will be presented and briefly
explained. The first part is the basic knowledge, including the concepts of fuzzy
logic theory and the sector nonlinearity approach for constructing fuzzy-model-based
system. Secondly, the T-S FMB control system will be introduced, where the details
of T-S fuzzy model and fuzzy controller, especially PDC control method, will be
explained. In the third part, the basic knowledge of Lyapunov stability theory on
nonlinear system stability analysis will be introduced. In the fourth part, the Euler-
Lagrangian equation of motion is derived based on least action principle, which will
be used in the constructing of continuum manipulator. Lastly, some useful lemmas
to be applied in this thesis will be listed.
2.1 Fuzzy Model Construction
The first step of developing a FMB control system is to build the fuzzy model
corresponding to the nonlinear system. Taking T-S fuzzy model as an example, it
uses a set of membership functions to weight local linear subsystems summarized to
describe the nonlinear system. Specifically, on the basis of fuzzy logic theory, fuzzy
model uses IF-THEN rules to map the input value from the fuzzifier to output value
which will then be sent to defuzzifier to obtain the approximated nonlinear features.
This process can be illustrated in Fig. 2.1.
2.1.1 Fuzzy Logic
In classic logic, also called Boolean logic, the value of variables should either be true
or false denoted by integer 0 or 1. However, fuzzy logic is a many-valued logic which
returns the truth value of variables with a real number between 0 to 1.
The history of fuzzy logic can be traced back to 1965 when Prof. Lotfi A. Zadeh
first proposes the fuzzy logic theory in [17]. From that time, people start to realize
the advantages of fuzzy logic and apply fuzzy logic theory to a wide range of areas,













Figure 2.1: Fuzzy model construction.
In order to make better explanation of the fuzzy logic theory, the model of tem-
perature can be a good example to illustrate the difference between classic logic
and fuzzy logic. In classic logic, suppose there are three expressions for feeling of
temperature which are “COLD”,“WARM” and “HOT”. However, feeling “COLD”,
“WARM” or “HOT” is not a definite expression, which can be various from person
to person and case to case. Therefore, fuzzy logic is useful to provide a mathemati-
cal way to express the vagueness and imprecise information in a more accurate way.
According to the reference [65] from a biological anthropologist A. R. Frisancho, hu-
man starts to feel “COLD” by shivering in an unclothed condition from 25°C, while
starts to feel ”HOT” by sweating from 28°C. The “WARM” concept is even more
vague, which is set between 10°C and 37°C. Fig. 2.2 presents the fuzzy logic tem-
perature scale with three membership functions of “COLD”,“WARM” and “HOT”.
At each particular degree of temperature, there are three truth values to describe
the feeling. Instead of one truth value in the classic logic, fuzzy logic expresses the
feeling of temperature as the summation of membership function weighted “COLD”,
“WARM” and “HOT”. The shape of membership functions is normally presented
as triangle or trapezoid shape, peaking at 1 and decreasing in slope drop.
2.1.2 Sector Nonlinearity
Sector nonlinearity is a useful approach to deal with the nonlinearity in the way of
fuzzy logic. The main purpose of sector nonlinearity is to find the global/local sector
such that the nonlinear terms can be represented by the summation of membership
functions weighted linear functions.
Consider the nonlinear system ẋ(t) = f(x(t)), where x(t) is the system state,
f(x(t)) is nonlinear and f(0) = 0. It can be seen from Fig. 2.3 that the sec-
tor nonlinearity approach uses two linear functions a1x(t) and a2x(t) to form a
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Figure 2.2: Fuzzy logic temperature.
global section to include the nonlinear function ẋ(t), which can be written as
f(x(t)) ∈ [a1x(t) a2x(t)]. Thus, the nonlinear function f(x(t)) can be mathe-
matically represented by the combination of two linear functions as follow:
f(x(t)) = h1(x)a1x(t) + h2(x)a2x(t), (2.1)
where h1(x) and h2(x) are the membership functions, which means h1(x)+h2(x) = 1










Thus, the nonlinear function f(x(t)) can be represented by the summation of two
membership-function weighted linear functions a1x(t) and a2x(t). In case that the
nonlinear term is not suitable to be globally expressed by linear functions, the local
sector nonlinearity approach can be considered. Instead of considering the global
value of nonlinear function, local sector nonlinearity only considers a specific region,
such as 0 ≤ x(t) ≤ d. When the nonlinear term operates in this local area, it can be







Figure 2.3: Sector nonlinearity.
2.2 T-S Fuzzy-Model-Based Control System
The T-S FMB control system generally consists of T-S fuzzy model and fuzzy con-
troller, which can be described by Fig. 2.4. Similarly to classic control theory, the
typical output feedback FMB control system uses the error signal e(t) calculated
from reference signal r(t) and system state x(t) for fuzzy controller to generate the











Figure 2.4: T-S FMB control system.
Consider a nonlinear system represented by T-S fuzzy model [24] with p IF-
THEN rules as follow:
Rule i: IF f1(x(t)) is M
i
1 AND · · · AND fΨ (x(t)) is M iΨ
THEN ẋ(t) = Aix(t) + Biu(t) (2.4)
where M iα is the fuzzy term of ith rule corresponding to the function fα(x(t)) with α
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= 1, 2, . . ., Ψ ; i = 1, 2, . . ., p; Ψ is a positive integer; x(t) ∈ Rn is the system state
vector; Ai ∈ Rn×n and Bi ∈ Rn×m are known system, input matrices; u(t) ∈ Rm is
the control input vector.














wi(x(t)) ≥ 0 ∀ i,
p∑
i=1
wi(x(t)) = 1, (2.7)
wi(x(t)) =
∏Ψ





wi(x(t)), i = 1, 2, . . ., p, are the normalized membership grades, µM iα(fα(x(t))), α
= 1, 2, . . ., Ψ, are the membership grades corresponding to the fuzzy term M iα.
Use PDC approach to develop the fuzzy controller. The IF-THEN rules for fuzzy
controller can be written as
Rule j: IF f1(x(t)) is M
j
1 AND · · · AND fΨ (x(t)) is M
j
Ψ
THEN u(t) = Gjx(t) (2.9)
where Gj ∈ Rm×n is the PDC fuzzy control gain. Thus, the PDC fuzzy controller





It is worth mentioning that PDC approach requires the fuzzy controller to share
the same type of membership functions and same number of rules, which can be
reflected from equations (2.5) and (2.10) with the same membership function shape
w(x(t)) and same number of rules p. Thanks for the strict constraint in PDC ap-
proach, the stability conditions can be relaxed effectively. However, the design flex-
ibility and applicability may be sacrificed. Fig. 1.2 shows that the fuzzy controller
can be designed with partially or imperfectly matched premises, which means the
membership functions of fuzzy controller and the number of rules have the flexibility
to be different from the T-S fuzzy model.
Therefore, combining equations (2.5) and (2.10), the T-S FMB control system
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2.3 Lyapunov Stability Analysis
The Lyapunov stability theory provides a solution of stability at equilibrium point
regarding to the nonlinear system represented by differential equations. Consider
the Lyapunov function V (x(t)) ∈ Rn, the system is guaranteed to be asymptotically
stable by the Lyapunov stability theory when the following conditions are held:
V (x(t)) = 0 ⇐⇒ x(t) = 0;
V (x(t)) > 0 ⇐⇒ x(t) 6= 0;
V̇ (x(t)) < 0 ⇐⇒ x(t) 6= 0.
In fact, the Lyapunov function reflects the level of system energy which should
always be a positive value or 0. In order to guarantee the system stability, the
trend of system energy needs to be negative. There are many types of Lyapunov
functions as they are introduced in Section 1.2.1, such as piecewise linear Lyapunov
function, multiple Lyapunov function and fuzzy Lyapunov function. In this thesis,
the quadratic Lyapunov function is considered to investigate nonlinear and FMB
control system stability conditions.
After the stability conditions are developed from Lyapunov stability theory, it
can be transformed in the form of LMIs, which is then applicable to be solved by
numerical software such as MATLAB. For example, consider a linear system in the
following form:
ẋ(t) = Ax(t). (2.12)
The Lyapunov function is chosen as
V (x(t)) = x(t)TPx(t). (2.13)
According to the Lyapunov stability theory, we have
V̇ (x(t)) = ẋ(t)TPx(t) + x(t)TPẋ(t)
= x(t)TATPx(t) + x(t)TPAx(t)
= x(t)T (ATP + PA)x(t) < 0. (2.14)
Thus, the Lyapunov stability conditions can be expressed as






Figure 2.5: The boundary information for y = f(x).
ATP + PA < 0. (2.16)
Since the inequalities in stability conditions are convex to P, the LMIs techniques
can be used to find the feasible solution to guarantee the system stability.
2.4 Euler-Lagrangian Equation
According to the least action principle that any physical system will follow a path
of least length, we can use Euler-Lagrangian equation to obtain the equation of
motion for mechanical system. The Euler-Lagrangian equation is a second order
partial differential equation who can find the stationary function of a functional
function.
Suppose we need to find a function y = f(x), such that equation I =
∫ x2
x1
F (x, y, ẏ)dx
is stationary, where the function F is assumed to be twice differentiable [122].
Define two points A(x1, y1) and B(x2, y2) as shown in Fig. 2.5, such that the
boundary conditions can be written as follows
y(x1) = y1; (2.17)
y(x2) = y2. (2.18)
Define a function η(x) such that η(x1) = η(x2) = 0. A family of curves repre-
sented by ȳ(x) can be written by
ȳ(x) = y(x) + εη(x), (2.19)
where ε is a small arbitrary function.
Therefore, ȳ(x) shares the same boundary conditions as y(x). The original prob-
lem can be transformed to find a particular curve ȳ(x) such that I(ε) =
∫ x2
x1
F (x, y, ẏ)dx
is stationary.
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In this thesis, the following lemmas are introduced, which play vital roles during the
analysis.
Lemma 1 (S-Procedure). [66]
Consider two symmetric matrices A ∈ Rn×n, B ∈ Rn×n and matrix x ∈ Rn. By
assuming that the quadratic in equality
xTAx ≥ 0 (2.23)
is strictly feasible, we can have the consequence quadratic inequality
xTBx ≥ 0, (2.24)
if and only if there exists a non-negative λ such that
B ≥ λA. (2.25)
Lemma 2 (Schur complement). [67]
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Suppose we have A ∈ Rp×p, B ∈ Rp×q and C ∈ Rq×q, where the matrix C is







The Schur complement [68] of C in X is defined as A−BC−1BT . If C > 0 , then




Feedback Tracking Control with
Control Input Saturation
In this chapter, the stability analysis of output feedback tracking control for FMB
system is conducted when the control input is saturated, where the FMB is devel-
oped based on a T-S fuzzy model and a fuzzy controller. The fuzzy controller is
employed to close the feedback loop and generate the system states to trace the
trajectory of the states of a stable reference model subject to H∞ performance.
To enhance the design flexibility of the fuzzy controller, the number of rules and
premise membership functions can be adjusted. Stability analysis for the FMB con-
trol system is performed based on Lyapunov stability theory. To address the input
saturation, linear sectors are created by local linear upper bound and lower bound
to include the possible control input saturation area. Hence the nonlinear saturation
problem can be tackled by the stability analysis of linear sectors. MFD technique is
used to bring the information and address the nonlinearity of embedded membership
functions into the stability analysis. A numerical simulation example demonstrates
the effectiveness of proposed approach and discusses the effect of H∞ performance
and control input saturation rate to tracking result.
3.1 Introduction
In recent years, fuzzy control system has been rapidly developed among fundamental
research and control applications. Its increasing popularity and control effectiveness
are encouraging researchers to explore further study in this topic. A fuzzy model pro-
posed by Takagi and Sugeno, namely T-S fuzzy model, can facilitate that any smooth
nonlinear control systems can be approximated with linear rule consequence [24,69].
The motor control system and the regulation of DC-DC power converters are two
of numerous successful examples that use T-S fuzzy model to apply control theory
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on practical systems [70–73]. Similar to the fuzzy models, the smooth nonlinear
controller can also be approximated by the PDC-based fuzzy controller [74–80]. A
key point of current research focuses on the stability analysis of FMB control system
which consists of a T-S fuzzy model and a fuzzy controller. There are fruitful results
proposed by researchers around this topic [34, 74–83].
In order to obtain a feasible fuzzy controller that can effectively stabilize the
T-S fuzzy model, the Lyapunov stability condition is commonly used, which can
be represented by a class of LMIs. On the basis of the Lyapunov stability theory,
further researches have been devoted on the determination of more relaxed LMIs
based stability condition. In general, there are mainly two ways. The first one
is to focus on developing more appropriate Lyapunov functions to alleviate the
conservativeness of stability analysis. For example, [85] and [86] tried to develop
the piecewise Lyapunov functions which are a more general form and contain much
richer class of Lyapunov function candidates so that it is capable to handle a larger
set of fuzzy systems. Another way to relax the stability conditions is to apply more
information of membership functions to stability analysis [26].
In general, the stability conditions of FMB control systems are investigated
with MFI stability analysis approach and then MFD stability analysis approach
[1,26,27,87,88] is used to reduce the conservativeness by involving more specific in-
formation of the membership functions. In the literature, the staircase-membership-
function method is introduced in [39], where the continuous membership functions
of both fuzzy model and fuzzy controller are approximated by the staircase functions
with finite number of levels. The original FMB control system is stable if the sta-
bility of the FMB control system at all levels of the staircase membership functions
is guaranteed with the consideration of approximation error. The novelty of this
technique is that it proposes a new concept for MFD stability analysis which brings
the staircase membership functions into stability conditions and approximates the
infinite number of MFD stability conditions with finite ones. However, the number
of MFD stability conditions depends on the approximation errors. To reduce the
approximate error, the method of PLMFs was proposed for continuous membership
function approximation [89], which requires less number of MFD stability condi-
tions to achieve the same level of stability analysis results. This concept was then
generalized through the use of Taylor series approximation [90].
In this Chapter, we attempt to investigate the stability issues of using output
feedback tracking control to drive the nonlinear system to trace the state trajectory
of a reference model when the control input saturation exists. Since the nonlinear
system is represented by T-S fuzzy model, in order to reduce the conservativeness
of system analysis, the stability condition of FMB control system is proceeded on
the basis of MFD approach. Due to the continuity property of MFD method, the
PLMF is conducted to reduce the approximation error when approximating the
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infinite number of MFD stability conditions as finite ones. On the basis of MFD
stability analysis, the system stability is significantly dependant on its tracking
performance, where H∞ performance technique needs to be considered. The H∞
method is combined wit MFD stability analysis to suppress the system tracking
error to a desired level. Therefore, the Lyapunov-based MFD stability conditions
can be developed with H∞ method to guarantee the system tracking performance.
Furthermore, the control input saturation problem can also be solved by satisfying
a corresponding developed inequality condition. Thus, the overall input saturation
MFD tracking control stability condition can be transformed into the form of LMIs.
By solving the LMIs problem, a common positive definite matrix and feedback
gains can be used to construct an output feedback T-S fuzzy controller such that
the system is stabilized subject to H∞ performance with the consideration of control
input saturation.
3.2 Preliminary
This section provides the preliminary knowledge of T-S fuzzy model and fuzzy con-
troller, as well as the control input saturation which are engaged with the proposed
approach.
3.2.1 T-S Fuzzy Model
Consider a nonlinear plant described by the T-S fuzzy model [24, 104] with p rules
of the following IF-THEN format.
Rule i: IF f1(x(t)) is M
i
1 AND · · · AND fΨ (x(t)) is M iΨ
THEN ẋ(t) = Aix(t) + Biu(t),y(t) = Cx(t) (3.1)
where M iα is a fuzzy term of rule i corresponding to the function fα(x(t)) with α =
1, 2, . . ., Ψ ; i = 1, 2, . . ., p; Ψ is a positive integer; x(t) ∈ Rn is the system state
vector; y(t) ∈ Rl is the system output vector; Ai ∈ Rn×n, Bi ∈ Rn×m and C ∈ Rl×n
are known system, input and output matrices, respectively; u(t) ∈ Rm is the control
input vector used to tackle the system saturation. The system dynamics and output









y(t) = Cx(t) (3.3)
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where
wi(x(t)) ≥ 0 ∀ i,
p∑
i=1
wi(x(t)) = 1, (3.4)
wi(x(t)) =
∏Ψ





wi(x(t)), i = 1, 2, . . ., p, are the normalized membership grades, µM iα(fα(x(t))), α
= 1, 2, . . ., Ψ, are the membership grades corresponding to the fuzzy term M iα.
Remark 3.1. Given that u(t) = [u1(t), u2(t), . . ., um(t)]
T , umin(t) = [u1min(t),
u2min(t), . . . , ummin(t)]
T and umax(t) = [u1max(t), u2max(t), . . ., ummax(t)]
T are denoted
as the lower and upper bounds of u(t) respectively, regarding to the system saturation.
3.2.2 Reference Model
A stable reference model is defined as follows:
ẋr(t) = Arxr(t) + Brr(t), (3.6)
yr(t) = Cxr(t) (3.7)
where xr(t) ∈ RN denotes the state vector of reference model, Ar ∈ Rn×n and
Br ∈ Rn×m are the constant system and input matrices respectively, r(t) ∈ Rm is
the input vector of reference system, yr(t) ∈ Rl is the reference model output vector.
3.2.3 Output Feedback Fuzzy Controller
The output feedback fuzzy controller attempts to control the system states (3.2) to
track the state trajectory of the stable reference model (3.6). The error between the
system states and reference states is defined by
e(t) = x(t)− xr(t). (3.8)
In the same way, the output error is defined as
ey(t) = y(t)− yr(t) = Ce(t). (3.9)
The output feedback fuzzy controller consists of c rules of which is give as:
Rule j: IF g1(y(t)) is N
j
1 AND · · · AND gΩ(y(t)) is N
j
Ψ
THEN ũ(t) = Fjey(t) + Gjyr(t) (3.10)
where N jα is a fuzzy term of rule j corresponding to the function gβ(x(t)), β = 1, 2,









Figure 3.1: The control input saturation.
. . ., c, are the feedback gains to be determined.









mj(x(t))(FjCx(t) + (Gj − Fj)Cxr(t)) (3.11)
where
mj(x(t)) ≥ 0 ∀ j,
c∑
j=1









mj(x(t)), j = 1, 2, . . ., c, are the normalized membership grades, µNjβ
(gβ(x(t))), β
= 1, 2, . . . , Ω, are the membership grades corresponding to the fuzzy term N jβ.
Remark 3.2. Denoting that ũ(t) = [ũ1(t), ũ2(t), . . . , ũm(t)]
T , ũ(t) is assumed to
work within the lower bounds ũmin(t) = [ũ1min(t), ũ2min(t), . . . , ũmmin(t)]
T and upper
bounds ũmax(t) = [ũ1max(t), ũ2max(t), . . . , ũmmax(t)]
T .
3.2.4 Control Input Saturation
The concept of control input saturation is depicted in Fig. 3.1. Aforementioned
that ũ(t) = [ũ1(t), ũ2(t), . . . , ũm(t)]
T is the control signal given by the ideal output
feedback fuzzy controller and u(t) = [u1(t), u2(t), . . . , um(t)]
T is the practical control
signal, which are used to address saturation problem. For illustration purposes,
Fig. 3.1 only shows the control input saturation characteristics of the first element
between ũ(t) and u(t), i.e., ũ1(t) and u1(t).
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In ideal situation, the control signal vector ũ(t) is equal to the practical control
vector u(t). Fig. 3.1 shows that there exists a linear relationship between ũ1(t)
and u1(t) in a certain range. After the ideal control signal ũ1(t) reaches either the
limit value of u1max or u1min , the practical control input u1(t) no longer follows the
increasing or decreasing trend of ũ1(t), but saturates at the value, i.e., u1max or u1min .
In general, the following relationship stands: uimax = −uimin , i = 1, 2, . . . ,m, which
is also denoted as umax = −umin. ũ1max and ũ1min are the intersection points between
the saturated control signal u1(t) and the control input lower bound S1(t).
Based on [95], The control input saturation can be formulated as
(u(t)− S(t))TΛ−1(S(t)− u(t)) ≥ 0 (3.14)
where S(t) = [S1(t), S2(t), . . . , Sm(t)]
T and S(t) = [S1(t), S2(t), . . . , Sm(t)]
T are
the upper bound and lower bound of control input which create a region of space
where the stability analysis can be further investigated; Λ ∈ Rm×m is a positive
semi-definite diagonal matrix to be determined, i.e., Λ = diag{τ1, . . . , τm} ≥ 0 and
Λ−1 ≥ 0.
Remark 3.3. In order to guarantee the stability of nonlinear system under all sat-
uration conditions, in Fig. 3.1, the slope of all elements in S(t) should be chosen as
zero to include the whole area. However, in practical applications, the output signal
is limited, for example, no more than umax. Therefore, the slope of lower bound can
be adjusted to a larger value in order to reduce the estimated area. An over-estimated
area will generate conservative analysis result. Therefore, the saturation area used
in stability analysis should be as small as possible in order to satisfy the practical
requirements.
3.3 Stability Analysis
This section presents the stability analysis of T-S FMB tracking control system with
control input saturation based on Lyapunov stability theory. An H∞ performance is
introduced to evaluate the tracking error. Through approximating the membership
functions using PLMFs [89], with the consideration of approximation error, MFD
stability conditions in terms of LMIs are obtained. The block diagram of the T-
S FMB output feedback tracking control system with control input saturation is
shown in Fig. 3.2.
From (3.2), (3.6) and (3.8), the dynamics of error system is obtained as follows:
















Figure 3.2: Block diagram of the T-S FMB output feedback tracking control system
with control input saturation.
The control objective is to determine the feedback gains Fj and Gj in the output
feedback fuzzy controller (3.11) under the existence of control input saturation such
that the state error e(t) is attenuated subject to an H∞ performance index.
For brevity, t in the time-varying variables is omitted, e.g., x(t) is written as x.
To investigate the stability of the error system (3.15), the following Lyapunov
function candidate is deployed.
V = eTX−1e (3.16)
where 0 < X = XT ∈ Rn×n is to be determined. Then (3.8) and (3.15) can be
rewritten, respectively, as follows:
e =
[





















From (3.16), (3.17) and (3.18), we have





































































XATi −XATi 0 0
−XArT XArT 0 0
XBTi −XBTi 0 0



















AiX −ArX BiX −BrX
−AiX ArX −BiX BrX
0 0 0 0





















XATi + AiX −XATi −ArX BiX −BrX
−AiX−XArT XArT + ArX −BiX BrX
XBTi −XBTi 0 0









The H∞ performance is to require the closed loop feedback gain to stabilize the
control system and minimize the L2 gain which is defined as follows [105]:




Suppose the control signal u is a function in L2[0,∞). The dissipation inequality
of H∞ performance in time interval [0, T ] with initial condition x(0) can be written
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as follows [106]:







where γ > 0 is a fixed number.
Remark 3.4. The dissipation inequality in (3.21) indicates that with the input u ∈
L2[0,∞), the system responses from initial condition x(0) producing the output y ∈
L2[0,∞). The ratio between L2 norms of the output y and the input u is bounded
by γ. In other words, the system signal produces finite energy during the infinite
time interval [0,∞]) and the ratio between input energy and output energy can be
interpreted by γ.
Remark 3.5. The main objective of H∞ control is to minimize the H∞ norm of
the system energy, which can be understood as the minimization of the maximum
singular value in any direction and any frequency in the system function including
the noises and disturbances. Comparatively, the linear quadratic regulator (LQR)
applied in Chapter 4 aims to design a controller to minimize a quadratic cost function
subject to linear system dynamics.
Since the reference model (3.6) is a stable system, the state error can be bounded
by the reference state xr and the reference input r in the following analysis when
the H∞ performance is used as the performance metric.
From (3.19), we have
V̇ = Ξ− eTe + σ21xrTxr + σ22rT r (3.22)
where σ1 and σ2 are scalars to be determined and














XATi + AiX + XX ∗ ∗ ∗
−AiX−XArT −XX XArT + ArX + XX− σ21XX ∗ ∗
XBTi −XBTi 0 ∗











Ξ = V̇ + eTe− σ21xrTxr − σ22rT r < 0, (3.24)
we have
V̇ < −eTe + σ21xrTxr + σ22rT r. (3.25)
Define T as the terminal time of control [54] and integrate both sides of (3.25)
with respect to time t. The H∞ performance regarding to tracking error can be
expressed as ∫ T
0






Therefore, in order to control the nonlinear system formulated by the T-S fuzzy
model (3.2) to trace the state trajectory of the stable reference system (3.6) subject
to H∞ performance (3.26), the inequality (3.24) is necessary to be satisfied.
Remark 3.6. The physical meaning of (3.26) is that the system tracking error e
is attenuated below a prescribed level which is determined by two scalars σ1 and σ2
from the view of energy. With a set of smaller values of σ1 and σ2, the tracking
performance can be improved with less tracking error. Furthermore, the inequality
(3.24) has not been presented in convex form, since the stability condition can further
be investigated with control input saturation. If necessary, the method used in later
sections will transfer the inequality (3.24) to an LMI form.
3.3.2 Control Input Saturation
In this section, the property of control input saturation is discussed. Fig. 3.1
shows that the fuzzy controller designed in (3.11) outputs the control signal vector
ũ, demonstrating the property of saturation. The control input vector u will be
nonlinear to ũ and hold its value at umax while ũ increases to a predefined level.
Referring to (3.14), it represents the information in the region bounded between
the upper bound S and lower bound S as shown in Fig. 3.1 [89]. The stability
analysis can be conducted to address control input saturation by taking (3.14) into
account.
Assume that there exist the diagonal matrices H1 ∈ Rm×m and H2 ∈ Rm×m such
that H2 ≥ I > H1 ≥ 0 . According to (3.11), the upper bound S and lower bound









mj(x)(H1FjCx + H1(Gj − Fj)Cxr). (3.28)
Remark 3.7. In this method, it requires the information of saturation area between
upper bound and lower bound in order to choose a proper lower bound S which at-
tempts to increase the feasibility of stability condition. Additionally, as mentioned in
Introduction, the saturation is just a particular case to control input nonlinearities.
The expression of upper bound and lower bound in (3.27) can be generalized as other
nonlinear boundaries [90].
Remark 3.8. H1 represents the slope of S. In order to let the control signal operated









mj(x)mk(x) [u−H1FjCx−H1(Gj − Fj)Cxr]T
Λ−1 [H2FkCx + H2(Gk − Fk)Cxr − u] ≥ 0. (3.29)








TΛ−1H2(Gk − Fk)Cxr − uTΛu
−xTCTFTj H1Λ−1H2FkCx− xTCTFTj H1Λ−1H2(Gk − Fk)Cxr
+xTCTFTj H1Λ
−1u− xrTCT (Gj − Fj)TH1Λ−1H2FkCx
−xrTCT (Gj − Fj)TH1Λ−1H2(Gk − Fk)Cxr
+xr
TCT (Gj − Fj)TH1Λ−1u] ≥ 0. (3.30)






























































Remark 3.9. As H1, H2 and Λ are all diagonal matrices, it gives H1Λ
−1H2 =
H2Λ
−1H1. Thus, (3.30) can be written in the form of (3.31) where matrix M is
symmetric.
3.3.3 Tracking Control H∞ Performance with Control Input
Saturation
Based on the analysis in the previous three sections: tracking control, H∞ per-
formance and control input saturation, we include the information of control input
saturation specified in (3.14) to be expressed in the matrix form in (3.31) into (3.24).
When (3.14) is considered, by applying S-procedure in Lemma 1, the holding of
(3.25) is implied by the holding of the following inequality:
V̇ + eTe− σ21xrTxr − σ22rT r + (u− S)TΛ−1(S− u) < 0. (3.32)




















































T + ArX + XX− σ21XX











ij = −XBTi + XΛ−1
H1 + H2
2
(Gj − Fj)CX. (3.38)
To further proceed the analysis for obtaining the stability conditions in con-
vex form guaranteeing the holding of (3.33), the Schur complement Lemma [68] is
introduced.
By applying Schur complement in Lemma 2 to (3.33), the holding of (3.33) is


























































































































































































































































































































































Integrating (3.43), (3.44) and (3.45) into (3.39), (3.39) can be reformulated in a
































































−Brσ−22 BrT ; (3.48)
Φ
(22)
ijlk = ArX + XAr
T + X(I− σ21)X






(Gk − Fk)CX + BiΛBTl











In order to eliminate the non-convex issue brought by output feedback control,
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Γ ∈ Rn×n [45] is defined as
Γ =
[









where ortc(CT ) stands for the orthogonal complement of CT and Il ∈ Rl×l is an
identity matrix.







where X11 ∈ Rl×l and X22 ∈ R(n−l)×(n−l).
The feedback gains are designed as
F = M(Γ−1X)−1; (3.53)
G = N(Γ−1X)−1 (3.54)
where Mj ∈ Rm×l and Nj ∈ Rm×l.


















Using (3.55), (3.56) and (3.57), (3.46) can be rewritten in the form as follows



















































































−Brσ−22 BrT ; (3.60)
Φ
(new22)
ijlk = ArX + XAr












































































































i + AiX +
[
Mj 0












ij = −AiX−XArT +
[
Nj −Mj 0



























It can be seen from (3.62) that −σ−21 XX is still in non-convex form. Let ε be a
pre-defined constant value, we have
(X− εI)T (X− εI) ≥ 0. (3.66)
The non-convex term in (3.62) can be handled by using the following property
[93]
−σ21XTX ≤ σ21(ε2I2 − εXT − εX). (3.67)






































































2I2 − εXT − εX)
]
< 0. (3.68)
By applying the lemma of Schur complement, the holding of (3.68) is implied by































−Λ ∗ ∗ ∗
ΛBTi −ΛBTi 0 −Λ ∗ ∗
Br
T −BrT 0 0 −σ22I ∗




Remark 3.10. According to (3.26), the generalized eigenvalue minimization prob-
lem (GEVP) under LMIs constraints is formulated to optimize the tracking control
performance by minimizing two pre-defined scalars σ1 and σ2. In this research, as
it involves two variables, an iterative approach is adopted. We first initialize σ2 as
a sufficiently large value and minimize σ1 using the GEVP routine from Matlab.
Then, turn back to minimize the value of σ2 by using the found σ1. Iteratively repeat
the above steps (minimize one value at a time but keep another value found in the
previous iteration as a constant) until a stopping criterion is met, e.g., the change
of σ1 and σ2 is not significant or a predefined iteration number is reached, which is
determined by the user.
Theorem 3.1. The output feedback fuzzy controller (3.11) is able to drive the states
of the nonlinear system represented as a fuzzy model (3.2) to follow the state trajec-
tory of a stable reference model (3.6) subject to the H∞ performance (3.26) with the
consideration of control input saturation (3.14), if there exist matrix decision vari-
ables X ∈ Rn×n, Mj ∈ Rm×l and Nj ∈ Rm×l, j = 1, 2, . . ., p, and scalar decision
variables, τk, k = 1, 2, . . ., m, which forms Λ = diag{τ1, τ2, . . . , τm} such that the
following GEVP is feasible:
minσ1, σ2 (using the iterative method in Remark 3.10) subject to
σ1 > 0;σ2 > 0;
X > 0;
Λ > 0;
Hij < 0,∀ i, j
where Λ ∈ Rm×m, H1 ∈ Rm×m and H2 ∈ Rm×m are all diagonal matrices and satisfy
H2 ≥ I ≥ H1 ≥ 0; the feedback gains G and F are defined in (3.53) and (3.54).
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3.3.4 Piecewise Linear Membership Functions
The stability conditions in Theorem 3.1 are developed when the information of
membership functions are not engaged. In this section, the PLMFs technique [89]
is applied and used to approximate the membership functions hij(x) ≡ wi(x)mj(x)
so that they can be taken into account of the stability analysis for relaxing the
conservativeness. In the PLMFs method, the membership functions will firstly be
sampled. Based on the membership sample, the membership functions hij(x) are ap-
proximated by linear interpolation method to obtain an approximated membership
function, which is referred to as PLMFs.
Let the state space of interest Υ be divided into q sub-state spaces, expressed as
Υk, k = 1, 2, . . . , q. Thus, the original membership function hij(x) approximated by












∀ i, j, k, (3.71)
0 ≤ ĥijl(x) ≤ 1, (3.72)
0 ≤ δiji1i2...ink ≤ 1, (3.73)
where δiji1i2...ink is a constant scalar to be determined representing the sample point
of the original membership function hij(x) at each chosen point x; 0 ≤ vrisk(xr) ≤ 1
and vr1k(xr) + vr2k(xr) = 1 for r, s = 1, 2, . . . , n; ir = 1, 2; x ∈ Φk; otherwise,












vrirk(xr) = 1. (3.74)
The approximation error, ∆hij(x) = hij(x)− ĥij(x), satisfies
∆hij ≤ hij(x)− ĥij(x) ≤ ∆hij (3.75)
where ∆hij and ∆hij(x), representing respectively the lower and upper bounds of
∆hij, are to be determined.



















































where Yij ∈ R(n+l+m)×(n+l+m) is a slack matrix satisfying Yij = YTij ≥ 0 and
Yij ≥ Hij for all i and j.






















(δiji1i2...ink + ∆hij)Hij + (∆hij −∆hij)Yij
)
. (3.77)
Considering the property in (3.74), the satisfaction of inequality (3.76) guaran-
tees the holding of (3.68) which further implies V̇ ≤ 0 except x = 0. The stability
conditions obtained through PLMFs method are concluded as below.
Theorem 3.2. The output feedback fuzzy controller (3.11) is able to drive the states
of the nonlinear system represented as a fuzzy model (3.2) to follow the state tra-
jectory of a stable reference model (3.6) subject to the H∞ performance (3.26) with
the consideration of control input saturation (3.14), if there exist decision matrix
variables X ∈ Rn×n, Mj ∈ Rm×l and Nj ∈ Rm×l, j = 1, 2, . . . , p, and deci-
sion scalar variables τk, k = 1, 2, . . . ,m forming diagonal matrix Λ ∈ Rm×m =
diag{τ1, τ2, . . . , τm} such that the following GEVP is feasible:
minσ1, σ2 (using the iterative method in Remark 3.10) subject to
σ1 > 0;σ2 > 0;
X > 0;
Λ > 0;
Yij > 0,∀ i, j;











(∆hij −∆hij)Yij ≤ 0
∀ i, j, k, i1, i2, . . . , in
where δiji1i2...ink is a sample of the original membership function hij(x) at a chosen
point x; ∆hij and ∆hij are the constant scalars satisfying ∆hij ≤ hij(x)− ĥij(x) ≤
∆hij for all i and j; the diagonal matrices H1 and H2 satisfy H2 ≥ I ≥ H1 ≥ 0;
and the feedback gain is given as Fj = Mj(ΓX)
−1 and Gj = Nj(ΓX)
−1 for all j.
3.4 Simulation Example
A numerical example is presented to verify the stability condition and demonstrate
the system performance. The 3-rule T-S fuzzy model inspired from [80] regarding
































. The membership functions are chosen as
below.
w1(x1) = µM11 (x1) =

1 for x1 < −10
−x1+2
12
for − 10 ≤ x1 ≤ 2
0 for x1 > 2
(3.78)
w2(x1) = µM21 (x1) = 1− w1(x1)− w3(x1) (3.79)
w3(x1) = µM31 (x1) =

0 for x1 < −2
x1+2
12
for − 2 ≤ x1 ≤ 10
1 for x1 > 10
. (3.80)




wi(x1)(Aix + Biu). (3.81)
The output is obtained as
y = Cx. (3.82)
The corresponding 2-rule fuzzy controller in the form of (3.11) used to close the
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feedback loop can be written as:






m2(x1) = µN21 (x1) = 1−m1(x1). (3.84)




mj(x1)(FjCx + (Gj − Fj)Cxr). (3.85)
Note that, in this example, the fuzzy controller is applied with different number
rules and different shape of membership functions from those of T-S fuzzy model.
This is so called imperfectly matched premises [88,107].
In order to apply Theorem 3.2, the membership function approximated by PLMFs
method can be expressed as (3.71). Since the membership functions of both fuzzy
model and fuzzy controller depend only on x1, the PLMFs method constructed
model can be built based only on x1 as well. Considering x1 ∈ [−10, 10], δiji1k
is set as hij(x1) by considering the samples of x1 at {−10,−9.5, . . . , 9.5, 10}, e.g.,
δiji11 = hij(−10), δiji12 = hij(−9.5) and so on. The functions v11k(x1) =
x1−x1k
x1k−x1k
and v12k(x1) = 1 − v11k(x1) are used where x1k and x1k denote the lower and up-
per end points of x1 at the k-th sub-region, e.g., x1k = −10 and x1k = −9.5 when
k = 1, x1k = −9.5 and x1k = −9 when k = 2 and so on. It should be noted that
v11k(x1) = 0 and v12k(x1) = 0 when x1 is outside the k-th region. According to
the chosen original membership functions and PLMF, it is found numerically that
∆h11 = ∆h32 = −2.4426 × 10−3, ∆h12 = ∆h31 = −6.7708 × 10−4, ∆h21 = ∆h22 =
−1.7826 × 10−3, ∆h11 = ∆h32 = 1.7839 × 10−3, ∆h12 = ∆h31 = 1.3139 × 10−3,
∆h21 = ∆h22 = 2.4622× 10−3 satisfying the inequality (3.75).
As mentioned in the previous section, umax /min is the maximum (minimum)
value where control signal can practically reach. The slope of control input lower
bound H1 can be adjusted according to the requirement of practical application.
The smaller value applied for H1, the more ability that the controller can guarantee
system stability under the saturation, but harder to find a feasible solution by using
Theorem 3.1 and Theorem 3.2. The pre-defined constant ε is selected as ε = 0.3. The
designed fuzzy controller (3.11) is employed to control the nonlinear fuzzy system









The set of scalars σ1 and σ2 are initially chosen as σ1 = 10 and σ2 = 10, which
gives a relatively more relaxed H∞ performance constraint. Starting from the initial
condition, the scalars σ1 and σ2 are minimized to optimize the H∞ performance.
Although the relationship between the scalar set σ1 and σ2 and the tracking error
e can be directly shown in (3.26), due to the involvement of reference system state
xr and input signal r as well as the limited computational power of MATLAB
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software algorithm, in currently stage, the best we can do is to find the optimal
minimum value for each of σ1 and σ2 iteratively according to the procedure in
Remark 3.10. The MATLAB function “gevp”, performing generalized eigenvalue
minimization under LMI constraints, is applied to take turns finding the minimum
feasible value of σ1 and σ2 iteratively. For example in Table 3.1a, first setting
σ2 = 10, we can obtain the minimum value of σ1 from GEVP method which gives
σ1 = 4.1323. In the same way, setting σ1 = 4.1323, the minimum feasible value for
σ2 from GEVP method is σ2 = 0.51299. By repeating the mutual operations, we
can use GEVP method to obtain the minimum value of σ1 under the condition of
σ2 = 0.51299. The iteration stops until the values of σ1 and σ2 decrease under 1%
in two consecutive generations.
The following simulations are conducted to verify and compare the effectiveness
of Theorems 3.1 and 3.2 that the obtained feasible solution from system stability
analysis can produce a fuzzy controller guaranteeing the system stability when the
control signal is saturated at the certain level. Tables 3.1 and 3.2 show that the
simulation is proceeded in four groups, where Tables 3.3 and 3.4 tabulate the details
of feedback gains Fj and Gj regarding to Tables 3.1 and 3.2 respectively. In Table
3.1, the two slope values deciding the control signal saturation region in stability
analysis, namely H1 and H2, are fixed at H1 = [0.8] and H2 = [1.0]. In order
to show the impact of control signal saturation to the tracking performance, two
sub-tables are listed for comparison, where Table 3.1a shows the system tracking
performance under an unsaturated condition and Table 3.1b is simulated under a
designed saturation condition described in Fig. 3.1. In Table 3.2, the upper bound
of control input H2 is fixed at H2 = [1.0] and the control input signal ũmax /min is
limited at ±3.7. In order to verify that the designed fuzzy controller can guarantee
the system stability under certain saturation condition, Tables 3.2a and 3.2b present
the system tracking performances by applying different lower bound values of control
input saturation region. Moreover, according to Remark 3.6, the value of scalar set
σ1 and σ2 can also affect the system tracking performance. Therefore, in each
table, the simulations are run by applying Theorems 3.1 and 3.2 with optimized and
unoptimized scalar set σ1 and σ2 respectively.
In Table 3.1a, the control signal limit is set as umax /min = ±16, so that the system
stability and tracking performance can be observed in the unsaturated control signal
condition. The system is tested first by applying Theorem 3.1 with the non-optimal
scalars σ1 = 10 and σ2 = 10. Then using GEVP method, the value of σ1 and σ2
are minimized to the optimal values σ1 = 4.1323 and σ2 = 0.51299. Figs. 3.3a
and 3.4a show that the system with optimized values of σ1 and σ2 can have smaller
error in tracking control. After that, the system is applied with Theorem 3.2 to
obtain the feasible solution. According to the theoretical analysis in Theorem 3.2,
the PLMF method is capable to reduce the conservativeness of stability analysis
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results. Therefore, the optimal values of σ1 and σ2 in Theorem 3.2 is smaller than
those in Theorem 3.1. The comparison of Figs. 3.5a and 3.6a also proves that the
smaller σ1 and σ2 can generate more effective the system tracking performance. By
observing Fig. 3.6b, we set the maximum and minimum values of control input
signal ũmax /min = ±3.7 and the control signal saturation value umax /min = ±3.0.
Referring to the control signal in Table 3.1a, the control input signal
∣∣ũmax /min∣∣ in
Figs. 3.3b, 3.4b and 3.5b are all larger than 3.7, which means according to Remark
3.8 when
∣∣∣umax /minũmax /min ∣∣∣ < H1, the system can no longer be guaranteed to be stable.
The simulation result in Table 3.1b verifies the analysis. After setting the control
signal saturation value umax /min = ±3.0, the tracking performance shown in Figs.
3.7a and 3.9a become unstable, while the system shown in Fig. 3.10a which has∣∣∣umax /minũmax /min ∣∣∣ > H1 guarantees the system stability.
Table 3.2 shows simulation conditions that can verify when applying different
values of lower bound H2, the fuzzy controller developed from Theorems 3.1 and
3.2 can guarantee the system stability in different control input saturation condition
referring to Remark 3.8. In Table 3.2, the control signal upper bound is assumed
as H1 = [1.0]. The maximum and minimum values of control input signal are
assumed as ũmax /min = ±3.7. Then in Tables 3.2a and 3.2b, different values of
lower bound H1 are applied to Theorem 3.1 and 3.2 in order to test the effectiveness.
In Table 3.2a, set H1 = [0.9] which brings umax /min = ±3.3. Figs. 3.11a, 3.12a,
3.13a and 3.14a show that the simulation results are all stable, even though Figs.
3.11b and 3.13b show that the control signal is far greater than ũmax /min = ±3.7.
However, Figs. 3.11a and 3.13a show that worse tracking results are obtained with
large tracking errors compared with Figs. 3.12a and 3.14a, which again show the
optimized scalar set σ1 and σ2 gives positive impact on system tracking performance.
Similar with the simulation process in Tables 3.2a and 3.2b, we set H1 = [0.7] and
umax /min = ±2.6. The simulation result in Fig. 3.15a shows the system becomes
unstable since the control signal in Fig. 3.15b fails to satisfy the condition in Remark
3.8. In contrast, when the control signal shown in Fig. 3.17b satisfies the condition∣∣∣umax /minũmax /min ∣∣∣ > H1, the system stability can always be guaranteed.
The above four groups of simulations demonstrate that Theorems 3.1 and 3.2 can
offer stability conditions for output feedback tracking control systems under certain
saturation condition. The simulation results of Figs. 3.8, 3.10, 3.12, 3.14, 3.16 and
3.18 further show that the feasible solution derived from Theorem 3.1 and 3.2 can
guarantee the system stability when the control input signal satisfies the condition
in Remark 3.8. If the condition is not satisfied, Figs. 3.7, 3.9, 3.11, 3.13, 3.15 and
3.17 show that the system stability is no longer can be guaranteed by Theorems
3.1 and 3.2. Moreover, the comparison indicates that the smaller value of scalar
set σ1 and σ2 can improve the system tracking performance with smaller tracking
error. And since Theorem 3.2 reduces the conservativeness in stability analysis, it
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can produce a smaller values of σ1 and σ2 compared to Theorem 3.1.
3.5 Conclusions
In this chapter, the tracking control of a T-S fuzzy model based nonlinear system
has been investigated to tackle the control input saturation problem. The output
feedback fuzzy controller has been employed to drive the system state to trace the
trajectory of a stable reference model state where tracking error is evaluated H∞
performance. MFD stability analysis of T-S fuzzy model based control system has
been investigated by Lyapunov stability theory where the control input saturation is
addressed. The membership-function-dependent stability conditions are organised
into an LMIs form which can be used to design the output feedback fuzzy con-
troller if a feasible solution exists. Simulation examples are used to demonstrate
the effectiveness of the output feedback fuzzy control scheme that can guarantee the
system stability when satisfying a certain control input saturation condition. We
further verify that the H∞ performance has positive impact to the state tracking
performance in terms of tracking error.
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(a) State tracking result and tracking error.













(b) Control signal without saturation.
Figure 3.3: Tracking control result for Theorem 3.1 with σ1 = 10 and σ2 = 10.
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(a) State tracking result and tracking error.










(b) Control signal without saturation.
Figure 3.4: Tracking control result for Theorem 3.1 with σ1 = 4.1323 and σ2 =
0.51299.
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(a) State tracking result and tracking error.












(b) Control signal without saturation.
Figure 3.5: Tracking control result for Theorem 3.2 with σ1 = 10 and σ2 = 10.
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(a) State tracking result and tracking error.












(b) Control signal without saturation.
Figure 3.6: Tracking control result for Theorem 3.2 with σ1 = 3.7067 and σ2 =
0.26733. 63





















(a) State tracking result and tracking error.










(b) Control signal saturated at ±3.0.
Figure 3.7: Tracking control result for Theorem 3.1 with σ1 = 10 and σ2 = 10.
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(a) State tracking result and tracking error.










(b) Control signal saturated at ±3.0.
Figure 3.8: Tracking control result for Theorem 3.1 with σ1 = 4.1323 and σ2 =
0.51299.
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(a) State tracking result and tracking error.










(b) Control signal saturated at ±3.0.
Figure 3.9: Tracking control result for Theorem 3.2 with σ1 = 10 and σ2 = 10.66























(a) State tracking result and tracking error.










(b) Control signal saturated at ±3.0.
Figure 3.10: Tracking control result for Theorem 3.2 with σ1 = 3.7067 and σ2 =
0.26733. 67
























(a) State tracking result and tracking error.












(b) Control signal saturated at ±3.3.
Figure 3.11: Tracking control result for Theorem 3.1 with σ1 = 10 and σ2 = 10.
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(a) State tracking result and tracking error.












(b) Control signal saturated at ±3.3.
Figure 3.12: Tracking control result for Theorem 3.1 with σ1 = 4.0872 and σ2 =
0.51569.
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(a) State tracking result and tracking error.












(b) Control signal saturated at ±3.3.
Figure 3.13: Tracking control result for Theorem 3.2 with σ1 = 10 and σ2 = 10.
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(a) State tracking result and tracking error.












(b) Control signal saturated at ±3.3.
Figure 3.14: Tracking control result for Theorem 3.2 with σ1 = 3.6982 and σ2 =
0.22660.
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(a) State tracking result and tracking error.












(b) Control signal saturated at ±2.6.
Figure 3.15: Tracking control result for Theorem 3.1 with σ1 = 10 and σ2 = 10.
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(a) State tracking result and tracking error.










(b) Control signal saturated at ±2.6.
Figure 3.16: Tracking control result for Theorem 3.1 with σ1 = 4.1799 and σ2 =
0.53704.
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(a) State tracking result and tracking error.












(b) Control signal saturated at ±2.6.
Figure 3.17: Tracking control result for Theorem 3.2 with σ1 = 10 and σ2 = 10.
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(a) State tracking result and tracking error.












(b) Control signal saturated at ±3.3.
Figure 3.18: Tracking control result for Theorem 3.2 with σ1 = 3.7959 and σ2 =
0.29619.
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Table 3.1: Simulation parameters for H1 = [0.8] and H2 = [1.0].
(a) ũmax /min = ±20,umax /min = ±16.
σ1 σ2 Figure
Theorem 1
10 10 Fig. 3.3
4.1323 0.51299 Fig. 3.4
Theorem 2
10 10 Fig. 3.5
3.7067 0.26733 Fig. 3.6
(b) ũmax /min = ±3.7,umax /min = ±3.0.
σ1 σ2 Figure
Theorem 1
10 10 Fig. 3.7
4.1323 0.51299 Fig. 3.8
Theorem 2
10 10 Fig. 3.9
3.7067 0.26733 Fig. 3.10
Table 3.2: Simulation parameters for H2 = [1.0] and ũmax /min = ±3.7.
(a) H1 = [0.9],umax /min = ±3.3.
σ1 σ2 Figure
Theorem 1
10 10 Fig. 3.11
4.0872 0.51569 Fig. 3.12
Theorem 2
10 10 Fig. 3.13
3.6982 0.22660 Fig. 3.14
(b) H1 = [0.7],umax /min = ±2.6.
σ1 σ2 Figure
Theorem 1
10 10 Fig. 3.15
4.1799 0.53704 Fig. 3.16
Theorem 2
10 10 Fig. 3.17
3.7959 0.29619 Fig. 3.18
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Table 3.3: Feedback gains for Table 3.1.
Figure F1 F2 G1 G2 X

































Table 3.4: Feedback gains for Table 3.2.
Figure F1 F2 G1 G2 X



































Stability Analysis and Control
Synthesis of Guaranteed Cost
Fuzzy-Model-Based Control
System
In this chapter, we focuses on the guaranteed-cost stability analysis of FMB con-
trol systems. Representing the nonlinear plant using a T-S fuzzy model, a fuzzy
controller is employed to close the feedback loop. A weighted linear quadratic
cost function is considered as the cost index to measure the performance of the
closed-loop fuzzy system in terms of the system states, system outputs and control
signals. The stability of the FMB control system is investigated by the Lyapunov
stability theory subject to the minimization of cost index for performance real-
ization. A membership-function-dependent approach using the PLMFs approach
is employed to include the information of membership functions into the stability
analysis. Membership-function-dependent stability conditions in terms of LMIs are
obtained to determine the system stability and feedback gains with the consideration
of the system performance measured by the cost function. A simulation example is
provided to illustrate the effectiveness and merits of the proposed approach.
4.1 Introduction
T-S fuzzy model was first developed by Takagi and Sugeno in 1985 [24], which
provided an effective model to represent nonlinear plants which facilitates the system
analysis and control synthesis. Based on the T-S fuzzy model, a fuzzy controller is
proposed to close the feedback loop which forms a FMB control system for feedback
control [72]. Since then, the T-S FMB control systems have drawn the attention of
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fuzzy control researchers for more than 20 years due to its effectiveness on handling
nonlinear control systems [108, 109]. In particular, the issues of stability analysis
and control synthesis have been investigated extensively and fruitful results can be
found in [34,68,75,77–80,82,83,110,111] and the references there in.
The Lyapunov based approach is a popular method used to investigate the sta-
bility of T-S FMB control systems. Through the Lyapunov stability theory, basic
stability conditions of T-S FMB control systems can be achieved in terms of LMIs.
With the PDC [110] design approach, the stability conditions can be relaxed and
some further related works can be found in [34, 68, 75–80, 110]. The work in [75]
used the symmetry property of the membership functions of the T-S fuzzy model
and fuzzy controller in the analysis and then managed to relax the LMI-based stabil-
ity conditions. Inspired by the work in [75], various techniques have been proposed
to gather the membership functions in the stability analysis [68, 76–80]. The work
in [76] combined all the LMIs used in [75] to form a large symmetric matrix re-
sulting in further reducing the conservativeness of stability conditions. The work
in [34] generalize the stability conditions with the consideration of the permutations
of membership functions using the Pólya theorem.
One of the main difficulties to bring the information of membership functions
into the analysis is the continuity property of the membership functions. When we
consider continuous membership functions, the number of LMIs will reach infinity so
it is impractical to apply numerical techniques to solve the solution to the stability
conditions. Hence, approximations of membership functions is one of the methods
to circumvent this difficulty by approximating the infinite number of stability con-
ditions with finite ones. Staircase membership functions were proposed in [39] to
approximate the original membership functions of the FMB control system in the
stability analysis. With the consideration of the approximation error, the stability
of the FMB control system is implied by the stability of the FMB control systems
having the membership grades at the flat regions of the staircase membership func-
tions. Along this line, PLMFs [40] and Taylor-series membership functions [112]
were proposed to facilitate the stability analysis.
The performance of FMB control systems is another important issue to be con-
sidered during the controller design, and the index of performance can be the tran-
sient response and constrains on system variables (input, output and control) [68].
The guaranteed performance control aims at not only stabilizing the system, but
also guaranteeing the specific cost of the system through pre-defined cost func-
tion [48,113]. Also there is a guaranteed cost approach introduced by works in [46],
which is able to provide an upper bound on a given performance index and the per-
formance of the system is guaranteed to be less than the boundary. This approach
has been applied on T-S fuzzy systems with time delays in [47] and this approach
has also been adopted in the stability analysis of polynomial fuzzy systems in works
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in [114]. In this research, we define a weighted cost function as the performance
criteria in the controller design. Through the guaranteed cost approach, we man-
age to stabilise the control system meanwhile maintain a constrained input, output,
control cost, which depends on the weighted cost function we choose.
In this chapter, we consider a FMB control system where the T-S fuzzy model and
fuzzy controller do not share the same premise rules. Consequently, the fuzzy con-
troller demonstrates a greater design flexibility by choosing its own number of rules
and membership functions. PLMFs are adopted to approximate the original mem-
bership functions in a favorable form to facilitate the stability analysis. The PLMFs
carrying the information of the original membership functions can be brought into
the stability conditions so that the stability conditions become membership function
dependent [34,68,75–80,110]. Furthermore, we consider a cost function to describe
the system performance on top of the stability analysis. By taking the cost function
on board along with the PLMFs, membership-function-dependent guaranteed cost
stability conditions are obtained for the design of stable FMB control system.
4.2 Preliminaries
4.2.1 Fuzzy Controller
A fuzzy controller with c rules of the following format is employed to control the
nonlinear plant represented by the T-S fuzzy model (2.5). The IF-THEN rule is
described as follows:
Rule j: IF g1(x(t)) is N
j
1 AND · · · AND gΩ(x(t)) is N
j
Ω
THEN u(t) = Gjx(t), (4.1)
where N jβ is a fuzzy term of rule j corresponding to the function gβ(x(t)), β = 1,
2, . . ., Ω ; j = 1, 2, . . ., c; Ω is a positive integer; Gj ∈ <m×n, j = 1, 2, . . ., c, are
constant feedback gains to be determined.






mj(x(t)) ≥ 0 ∀ j,
c∑
j=1













wheremj(x(t)), j = 1, 2, . . ., c, are the normalized grades of membership, µNjα(gα(x(t))),
β = 1, 2, . . ., Ω , are the grades of membership corresponding to the fuzzy term N jβ.
4.2.2 Fuzzy-Model-Based Control System
Considering the T-S fuzzy model (2.5) and the fuzzy controller (4.2) connected in





















wi(x(t))mj(x(t))(Ai + BiGj)x(t). (4.5)
The control objective is to drive the system state vector x(t) to the origin by
determining the feedback gains Gj. As the premise membership functions of the
T-S fuzzy model and fuzzy controller are not the same, the analysis results with the
PDC design [34] cannot be applied to check for the stability of the FMB control
system (4.5).
4.3 Stability Analysis
In this section, we will investigate the system stability of the FMB control system
considering a guaranteed cost fuzzy controller in the form of (4.2) through a cost
measuring the system performance. For brevity, the time t for variables is dropped
for the situation without ambiguity.
4.3.1 Lyapunov Function
The following quadratic Lyapunov function candidate is employed for the stability
analysis of the FMB control system (4.5).
V = xTPx, (4.6)
where 0 < P = PT ∈ <n×n. In the following analysis, for brevity, the time t
associated with the variables is dropped for situation without ambiguity, e.g., x(t)
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is denoted as x.
Denote z = P−1x and X = P−1. Define the feedback gains Gj = NjX
−1 where
Nj ∈ <m×n, j = 1, 2, . . . , c, are matrices to be determined. From (4.5) and (4.6),
we have,





































where 0 ≤W ∈ <(n+l+m)×(n+l+m) is a pre-defined weighting matrix.
Remark 4.1. The cost J > 0 (except for x = 0) is employed to measure the system
performance. It can be considered as the energy consumed by the system state x, the
system output y and the control signal u. With regard to the same weighting matrix
W, a smaller value of J implies a better system performance in terms of less energy
consumption contributed by the combination of x, y and u, which will eventually
affect the transient behaviour of the FMB control system (4.5) such as rise time,
settling time, overshoot, undershoot, etc. The performance object is to suppress the
value of J as much as possible through the design of the feedback gains Gj subject
to the system stability.
Remark 4.2. The weighting matrix W plays an important role to the system perfor-





 where 0 ≤Wx ∈ <n×n
is the weighting matrix controlling the energy consumed by the system state x;
0 ≤ Wy ∈ <l×l is the weighting matrix controlling the energy consumed by the
system output y; and 0 ≤ Wu ∈ <m×m is the weighting matrix controlling the
energy consumed by the control signal u.
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where I is the identify matrix of compatible dimensions.














































where X = P−1; z = X−1x, Qij = AiX + XA
T




i ; Gj = NjX
−1;
Nj ∈ <m×n is a matrix to be determined for all j.
It is required that V̇ ≤ 0 (equality holds when x = 0) for system stability which


















 < 0. (4.11)




















As a result, it can be proved by the Lyapunov stability theory that the system
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stability is implied by V > 0 and V̇ < 0 (excluding x = x). The cost (4.8) reflects
the system performance. Following from the fact J > 0 in (4.9) and assuming that














Taking integration on both sides of (4.13) from 0 to ∞ and using the fact that
x(∞)→ 0, we have
x(0)TPx(0) > J. (4.14)
Remark 4.3. It can be seen from (4.14) that x(0)TPx(0), where x(0) is the initial
condition, is the upper bound of J . By suppressing x(0)TPx(0), the upper bound of
J can be reduced reflecting a better system performance.
Let x(0)TPx(0) ≤ αx(0)Tx(0) which gives
P < αI. (4.15)
By minimizing the value of α, the upper bound of J , i.e. x(0)TPx(0), can be mini-





Theorem 4.1. The FMB control system (4.5) formed by a nonlinear system rep-
resented by the fuzzy model (2.5) and the fuzzy controller (4.2) connected in a
closed-loop is asymptotically stable and the system performance satisfies the cost
(4.8) which is bound by a pre-determined value of α > 0 if there exist decision
matrix variables Nj ∈ <m×n and X ∈ <n×n, and pre-defined weighting matrix





Hij < 0,∀ i, j




















and the feedback gain is given as Gj = NjX
−1 for all j.
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Remark 4.5. The stability conditions in Theorem 4.1 are membership-function-
dependent which does not consider the information of membership functions wi and
mj in the stability analysis resulting in conservative stability analysis result.
4.3.3 Piecewise Linear Membership Functions
In the following, we attempt to include the information of membership functions into
the stability conditions to relax the stability analysis result. We approximate the
membership function hij(x) ≡ wi(x)mj(x) using the PLMFs [115]. The basic idea
of constructing the PLMFs is to first sample the original membership functions.
Linear interpolation is then employed to approximate the grades of the original
membership functions based on the sample points. Details are given as follows.
The state space of interest Φ is first divided into q connected sub-state spaces Φk,
k = 1, 2, . . . , q. Consequently, we have Φ =
⋃q
k=1 Φk. Mathematically, the PLMFs













∀ i, j, k, (4.17)
0 ≤ ĥijl(x) ≤ 1, (4.18)
0 ≤ δiji1i2···ink ≤ 1, (4.19)
where δiji1i2···ink is a constant scalar to be determined which is in general a sam-
ple point of the original membership function hij(x) at a chosen point x; 0 ≤
vrisk(xr(t)) ≤ 1 and vr1k(xr(t)) + vr2k(xr(t)) = 1 for r, s = 1, 2, . . . , n; ir = 1, 2;













vrirk(xr(t)) = 1. (4.20)
The approximation error satisfies
∆hij ≤ hij(x)− ĥij(x) ≤ ∆hij (4.21)
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where ∆hij and ∆hij are constant scalars to be determined.
From (4.21), it follows that
0 ≤ hij(x)− ĥij(x)−∆hij ≤ ∆hij −∆hij. (4.22)







































where 0 ≤ Yij = YTij ∈ <(n+l+m)×(n+l+m) and Yij ≥ Hij for all i and j.












































(δiji1i2···ink + ∆hij)Hij + (∆hij −∆hij)Yij
)
. (4.24)









< 0 implies the satisfaction of (4.12) which further implies V̇ ≤ 0
except x = 0. The stability analysis result obtained through PLMFs is summarized
in the following Theorem.
Theorem 4.2. The FMB control system (4.5) formed by a nonlinear system repre-
sented by the fuzzy model (2.5) and the fuzzy controller (4.2) connected in a closed-
loop is asymptotically stable and the system performance satisfies the cost (4.8) which
is bound by a pre-determined value of α > 0 if there exist decision matrix variables
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Nj ∈ <m×n, X ∈ <n×n and Yij = YTij ∈ <(n+l+m)×(n+l+m), and pre-defined weight-





Yij > 0,∀ i, j;






(δiji1i2···ink + ∆hij)Hij + (∆hij −∆hij)Yij
)
< 0,
∀ i, j, k, i1, i2, · · · , in




















δiji1i2···ink is a sample point of the original membership function hij(x) at a chosen
point x; ∆hij and ∆hij are constant scalars satisfying ∆hij ≤ hij(x)− ĥij(x) ≤ ∆hij
for all i and j; and the feedback gain is given as Gj = NjX
−1 for all j.
Remark 4.6. The problem of minimizing the value of α subject to the stability
conditions in Theorems 4.1 and 4.2 can be formulated as a a generalized eigenvalue
problem that the solution can be solved numerically, say, using existing scientific
engineering software package such as MATLAB.
4.4 Simulation Examples
A simulation example is given to verify the analysis results in terms of stability
and performance. A 3-rule T-S fuzzy model inspired from [80] in the form of (2.5)









































, x = [x1 x2]
T . The membership functions are chosen as follows.
w1(x1) = µM11 (x1) =

1 for x1 < −10
−x1+2
12
for − 10 ≤ x1 ≤ 2
0 for x1 > 2
; (4.25)
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w2(x1) = µM21 (x1) = 1− w1(x1)− w3(x1); (4.26)
w3(x1) = µM31 (x1) =

0 for x1 < −2
x1+2
12
for − 2 ≤ x1 ≤ 10
1 for x1 > 10
. (4.27)




wi(x1)(Aix + Biu) (4.28)





We consider a 2-rule fuzzy controller in the form of (4.2) is employed to close
the feedback loop. The membership functions of the fuzzy controller are chosen as
follows






m2(x1) = µN21 (x1) = 1−m1(x1). (4.31)





Unlike the fuzzy controller using PDC design, the fuzzy controller uses different
number of rules and shape of membership functions different from those of the T-S
fuzzy model.
In order to investigate the impact of the weighting matrix on different signals,
namely the system states x, the system outputs y and the control signals u, the
weighting matrix W is chosen as shown in Remark 4.2. As the off-diagonal block
entries of W are all set as zero, so that the mutual influence between x, y and u
are eliminated. The influence from the weighting matrices Wx, Wy and Wu to the
system states x, the system outputs y and the control signals u, respectively, is
more significant.
In this simulation, the system is tested by applying different weighting matrices
Wx, Wy and Wu as given in Table 4.1 that we take 1 as the reference and 0.01/100
as small/large value for the weighting matrices resulting in 9 cases in total. For
cases 1 to 3, we only change Wx but keep Wy and Wu unchanged to investigate
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how Wx influences the system states in particular x1. Similarly, for cases 4 to 6, we
only change Wy but keep Wx and Wu unchanged to investigate how Wy influences
the system output y. For cases 7 to 9, we only change Wu but keep Wx and Wy
unchanged to investigate how Wu influences the control signal u.
Table 4.1: Weighting matrices Wx, Wy and Wu for the 9 cases.























































To apply Theorem 4.2, we need to defined the PLMFs as in (4.17). As the mem-
bership functions of both T-S fuzzy model and fuzzy controller depends on x1, the
PLMFs can be constructed by considering only x1. Considering x1 ∈ [−10, 10], δiji1k
is set as hij(x1) by considering the sample points of x1 at {−10,−9.5, . . . , 9.5, 10},
e.g., δiji11 = hij(−10), δiji12 = hij(−9.5) and so on. The function v11k(x1) =
x1−x1k
x1k−x1k
and v12k(x1) = 1 − v11k(x1) where x1k and x1k denote the lower and upper end
points of x1 at the k-th region, e.g., x1k = −10 and x1k = −9.5 when k = 1,
x1k = −9.5 and x1k = −9 when k = 2 and so on. It should be noted that
v11k(x1) = 0 and v12k(x1) = 0 when x1 is outside the k-th region. According to
the chosen original membership functions and PLMFs, it is found numerically that
∆h11 = ∆h32 = −2.4426 × 10−3, ∆h12 = ∆h31 = −6.7708 × 10−4, ∆h21 = ∆h22 =
−1.7826 × 10−3, ∆h11 = ∆h32 = 1.7839 × 10−3, ∆h12 = ∆h31 = 1.3139 × 10−3,
∆h21 = ∆h22 = 2.4622 × 10−3 satisfying the inequality. (4.21). For comparison
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purposes, we employ Theorem 4.1 to check the system stability. However, no feasi-
ble solution is found which indicates that the stability conditions in Theorem 2 are
more relaxed thanks to the stability analysis using the PLMFs.
From the above settings, Theorem 4.2 is employed to check the system stability
and determine the feedback gains. Table 4.2 tabulates the feedback gains Gj and
X for the 9 cases. The 9 fuzzy controllers are employed to stabilize the T-S fuzzy
model. The time responses of x1, x2, y and u are shown in Figs. 4.1 to 4.12. It can
be seen from the figures that all fuzzy controllers are able to stabilize the T-S fuzzy
model that the system states x1 and x2 approach the origin.
To facilitate comparison among cases, we define the following performance in-

























A smaller value of performance index indicates a smaller consumption implying a
better performance. Table 4.3 tabulates Jx1 , Jy and Ju for the 9 cases in Table 4.1. In
cases 1 to 3, the cost Jx1 decreases (increases) when placing heavier (lighter) weight
on x1. Referring to Figs. 4.1 to 4.4, the effect on different weights on x1 can be
seen that the response of state x1 demonstrates a faster (slower) transient response
with shorter (longer) settling time and smaller (larger) steady-state error with the
increase (decrease) of weight on x1. In cases 4 to 6, we place different weights on
y. It can be seen from Table 4.1 that cost Jy decreases (increases) when placing
heavier (lighter) weight on y. Referring to Figs. 4.5 to 4.8, it demonstrates that
a faster (slower) transient response with shorter (longer) settling time and smaller
(larger) steady-state error with the increase (decrease) of weight on y. Similarly, in
cases 7 to 9, we place different weights on u to investigate how it is influenced. It
is found that the cost Ju decreases (increases) when placing heavier (lighter) weight
on u. Furthermore, Figs. 4.9 to 4.12 shows that a smaller (larger) control signal is
required to stabilize the T-S fuzzy model corresponding to a heavier (lighter) weight
on u.
In addition, among the three system indexes considered in weighting matrix
W, namely x, y, and u, if only consider two of them, for example Wx and Wu
or Wy and Wu, theoretically it means less conservativeness when searching for the
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feasible solutions for controller which implies a better system performance with lower
index cost J . However, according to further simulation results (not included in this
thesis), the system performance improvement under this assumption is very limited
compared with three indexes in weighting matrix W. Therefore, in order to keep
integrity on the consideration of system indexes, the three indexes x, y, and u are
all included in the stability analysis in this research.
Through this example, we can conclude that Theorem 4.2 offers relaxed stability
conditions using the PLMFs in the stability analysis. Furthermore, with the consid-
eration of cost function in the stability analysis, it offers an effective way to realize
the system performance improvement and the cost control of system index.
4.5 Conclusion
In this chapter, the T-S FMB control system equipped with different fuzzy rules of
model and controller is investigated in terms of both stability and performance based
on Lyapunov theory. In addition, the information of membership function of T-S
FMB control systems has been included into the analysis through a PLMFs approach
to further relax the stability conditions. Furthermore, the weighted cost function
is introduced into the analysis to improve the system performance by adjusting
the weight of cost index and suppress the system cost within the certain range of
requirement. The stability conditions are derived in terms of LMIs and solved in
the simulation examples to show the effectiveness of the proposed approach.
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] [ 6.6355× 10−3 −6.1887× 10−4










] [ 6.0729× 10−3 −5.6668× 10−4










] [ 6.2224× 10−4 −5.9669× 10−5










] [ 8.7972× 10−3 −8.1453× 10−4










] [ 6.0729× 10−3 −5.6668× 10−4










] [ 1.8854× 10−4 −1.7815× 10−5










] [ 1.4841× 10−2 −1.4005× 10−3










] [ 6.0729× 10−3 −5.6668× 10−4










] [ 9.7268× 10−5 −9.1494× 10−6
−9.1494× 10−6 2.0800× 10−6
]
Table 4.3: Costs J , Jx1 , Jy and Ju for the 9 cases.
Case J Jx1 Jy Ju
1 2.5571× 102 1.2001× 101 2.4745× 102 8.0823
2 2.6746× 102 1.1999× 101 2.4730× 102 8.0972
3 1.4423× 103 1.1895× 101 2.4411× 102 8.6622
4 2.2564× 101 1.2021× 101 2.4769× 102 8.0079
5 2.6746× 102 1.1999× 101 2.4730× 102 8.0972
6 2.4691× 104 1.1968× 101 2.4671× 102 8.2355
7 2.5861× 102 1.1964× 101 2.4650× 102 8.2608
8 2.6746× 102 1.1999× 101 2.4730× 102 8.0972
9 1.0875× 103 1.1939× 101 2.4667× 102 8.2883
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Figure 4.1: Response of state x1(t) for Cases 1 (solid line), 2 (dashed line) and 3
(dotted line).


























Figure 4.2: Response of state x2(t) for Cases 1 (solid line), 2 (dashed line) and 3
(dotted line).
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Figure 4.3: Control signal u(t) for Cases 1 (solid line), 2 (dashed line) and 3 (dotted
line).
























Figure 4.4: Response of output y(t) for Cases 1 (solid line), 2 (dashed line) and 3
(dotted line).
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Figure 4.5: Response of state x1(t) for Cases 4 (solid line), 5 (dashed line) and 6
(dotted line).


























Figure 4.6: Response of state x2(t) for Cases 4 (solid line), 5 (dashed line) and 6
(dotted line).
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Figure 4.7: Control signal u(t) for Cases 4 (solid line), 5 (dashed line) and 6 (dotted
line).
























Figure 4.8: Response of output y(t) for Cases 4 (solid line), 5 (dashed line) and 6
(dotted line).
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Figure 4.9: Response of state x1(t) for Cases 7 (solid line), 8 (dashed line) and 9
(dotted line).


























Figure 4.10: Response of state x2(t) for Cases 7 (solid line), 8 (dashed line) and 9
(dotted line).
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Figure 4.11: Control signal u(t) for Cases 7 (solid line), 8 (dashed line) and 9 (dotted
line).




























Applications of Fuzzy Logic and
Fuzzy-Model-Based Control to a
Continuum Manipulator
In this chapter, the dynamic model of continuum manipulator is used as an example
of applications for the implementation of fuzzy logic and FMB control methods. The
continuum manipulator considered in this chapter possess both bending and contrac-
tile capabilities. Based on curve geometry under the Frenet frame, the kinematics of
continuum manipulator can be established. Then, the kinetic energy and potential
energy are calculated as the integration of the energies in each slice perpendicular
to the backbone. Thus, the dynamic model of continuum manipulator can be devel-
oped by applying the Euler-Lagrangian equation of motion to the obtained kinetic
and potential energies. Based on the dynamic model of continuum manipulator,
two nonlinear control methods, namely inverse dynamic control and sliding mode
control, are implemented to realize the tracking control on bending and contractile
action of the manipulator. In order to improve the system performance, the fuzzy
logic is applied to traditional sliding mode control method proposing fuzzy sliding
mode control which significantly alleviates the chattering problem in the output per-
formance in sliding mode control method. Before applying FMB control methods,
the nonlinear dynamic model of robot manipulator has to be transformed into fuzzy
model with necessary simplifications. The fuzzy model of two-link rigid manipula-
tor is developed first by using sector nonlinearity approach. The polynomial fuzzy
model of continuum manipulator is derived with much more complex calculation
where advanced computation techniques are needed. Simulation process has been




The robot manipulator has now been largely developed and utilized to improve hu-
man’s living convenience and productive efficiency, not only in manufacture industry
but also, just to name a few, in agriculture [116], education [117] and medical indus-
try [118]. Inspired by natural biological features, such as elephant trunks and squid
tentacles, the first continuum robot manipulator, called “Scripps Tensor Arm”, was
invented by Anderson in 1968 [119]. Compared with conventional rigid-link ma-
nipulators, the continuum manipulator, also known as snake-like robots, has its
unique compliant structure with high number of degrees of freedom. Due to its
strong manoeuvrability, the continuum manipulators are capable of working in var-
ious special environmental conditions where conventional rigid-link robots may be
incompetent. Therefore, in recent years, more and more attention has been drawn
on the development of continuum manipulators. With the booming research in this
field, continuum manipulators have been developed for many industrial and medical
applications [120].
One of the notable continuum manipulator – Sensei X robotic catheter system
– manufactured by Hansen Medical Inc. [121], gives a great contribution to the
surgical operation. By using Sensei X continuum robotic device, physicians are
able to accurately control the tip position of the curving manipulator, such that the
surgical tools can reach the targets through a smaller incision compared to rigid-link
devices. Motivated by the stunning performance of Sensei X robotic catheter system,
many researchers have proposed relative analysis on the snake-like continuum robots.
In previous research, the dynamic characteristics and control strategies for rigid-
link manipulators have been comprehensively studied [122]. Based on the knowledge
of rigid-link manipulator model, the kinematics of a hyper-redundant manipulator
was firstly presented by Chirikjian in [60] in 1994 and then extended in [61]. Straight
after that, a study on dynamics of the hyper-redundant manipulator based on a
modal model was published [62]. However, the hyper-redundant manipulator model
established in the above papers were all treated as actuated by infinite numbers
of motors. Thus, this dynamic model is derived in an approximated method and
restricted within a small acting region. In 2002, Mochiyama and Suzuki proposed a
more intuitive modelling method to study the cable-like hyper-flexible manipulators
in [63] and [123]. The continuum manipulator was considered to be composed of
infinite number of slices in 3D space and each slice was viewed as an infinitesimal-
width rigid link. It established a general framework to study the arbitrary curve
geometry of continuum and its kinematic features. However, the work is limited
to a type of constant-length continuum manipulators which can not extend or con-
tract the body. Based upon [63], Tatliciogku and Walker [124] further presented
the dynamic model for the “Octarm” continuum manipulator which possesses both
bending and extensibility. Then, in [125], the potential energy was taken into ac-
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count for dynamic analysis. Recently, Walker wrote a review article about current
research achievements on continuous backbone robot manipulators in [126], mainly
concludes the aspects of design principles, kinematics, and dynamics.
After obtaining the dynamic model of continuum manipulator, control strategy
is able to be conducted accordingly. In [122], fundamental control methods were
presented for the conventional rigid-link robot manipulators, such as feedforward
control and feedback linearisation strategies. In [127] and [128], researchers applied
a control strategy to snake-like robot system dynamics, but the model was approxi-
mated as serial rigid-link robots. Kapadia provided a task-space control and sliding
mode control based on the “Octarm” system dynamics in [129] and [130]. In [131],
Shafiei combined sliding model control, fuzzy logic and neural network approaches
for manipulator control. However, these methods are still applied to a rigid-link
style robot.
In the respect of control strategies for robot manipulator, the sliding mode con-
trol has for long been recognized as an effective control method to deal with system
uncertainties and external disturbances. As a complex and highly nonlinear system,
the robot manipulator’s parameters are decided by material, structure and payload,
which means it could be difficult to guarantee the accuracy of obtained parame-
ters. Therefore, sliding mode control becomes a useful technique to tackle control
problems for robot manipulators. However, it is hard to use a systematic way to
determine the sliding mode control feedback gains and sliding surface. Moreover,
the sliding mode control may need feedback gains with high magnitude and dis-
continuous switching control signals in order to compensate the uncertainties and
guarantee the system stability. This may cause chattering problem in control system
which may deteriorate the system performance. Therefore, there must be a trade-off
between system robustness and the attenuation of chattering problem.
One of the effective approaches to tackle chattering problem is by introducing
saturation function to control signals [132]. Although the chattering problem can be
addressed, this method may cause a steady-state error in the tracking control and
the reduction of robustness. Another approach to dealing with chattering problem
is to combine fuzzy logic theory to nonlinear control methods. Fuzzy logic control
theory can solve complex and highly nonlinear control problems by designing its
own fuzzy rules and membership functions such that the sliding mode controller can
be more adaptive for tracking control problem.
Fuzzy sliding mode control method uses fuzzy logic to tune the control feedback
gains adaptively such that the chattering problem can be tackled without losing
system robustness. In [133], the fuzzy logic was used to implement on both unknown
system dynamic model and control feedback gains, which obviously required large
and complex computation process. [134] considered fuzzy sliding mode control to
design the controller for a two degree-of-freedom rigid-link robot manipulator, while
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[128] used fuzzy sliding mode control on a two-link robot manipulator. Although
both of them successfully verify the effectiveness of fuzzy sliding mode control on
solving chattering problem and reducing steady-state error, they are still limited on
the models of rigid-link manipulators. [135] proposed parallel fuzzy inference system
compensator to a continuum manipulator. However the feedback gains are decided
only by the value of sliding surface s, which can be further improved.
5.2 Dynamic Model of Rigid Manipulator
As the technology improves, there are many types of robot manipulator model pro-
posed for practical use, such as multi-link robot manipulators [136], continuum
manipulators [137] and flexible robot manipulators [138]. In order to design the
control system for the robot manipulator, it is necessary to obtain a mathematically
expression of the dynamic model of robot manipulator. In this thesis, we construct
the dynamic model of manipulator by applying kinetic energy and potential energy
to Euler-Lagrangian equation of motion.
The two-link rigid robot manipulator shown in Fig. 5.1 is a classic and repre-
sentative example to be studied, such that many other advanced dynamic models
of robot manipulators can be investigated as its extensions, including the contin-
uum manipulator. The research of continuum manipulator can be inspired from the
process of deriving the dynamic model of two-link rigid manipulator. The length of





. Assume the mass centre of each link is at the middle weighted as
m1 and m2. For calculation simplicity, let a1 =
1
2










Figure 5.1: Two-link robot arm.






2 and the potential energy
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yields P1 = m1ga1 sin θ1.
For link 2, the position of mass centre can be expressed by (x2, y2) where
x2 = 2a1 cos θ1 + a2 cos(θ1 + θ2); (5.1)
y2 = 2a1 sin θ1 + a2 sin(θ1 + θ2). (5.2)












2) and the potential
energy for link 2: P2 = m2gy2 can be obtained.
The Lagrangian operator for the entire arm can be written as
L = K − P = K1 +K2 − P1 − P2. (5.3)








the dynamic function of two-link rigid manipulator is given as
Mr(q)q̈ + Cr(q, q̇)q̇ + Gr(q) = τ, (5.5)
where Mr(q) ∈ R2×2 is the inertia matrix of two-link rigid manipulator, Cr(q, q̇) ∈
R2×2 is the centrifugal and Coriolis matrix, Gr(q) ∈ R2 is the gravitational matrix
and τ ∈ R2 is the force vector.







2 + 4m2a1a2 cos θ2 m2a
2
2 + 2m2a1a2 cos θ2
m2a
2







−2m2a1a2θ̇2 sin θ2 −2m2a1a2(θ̇1 + θ̇2) sin θ2





(m1 + 2m2)ga1 cos θ1 +m2ga2 cos(θ1 + θ2)
m2ga2 cos(θ1 + θ2)
]
. (5.8)
5.3 Kinematics of Continuum Manipulator
Based on the discussion of two-link rigid manipulator in previous section, the con-
tinuum manipulator can be considered with rigid-property slice σ of infinitesimal
width and being perpendicular along the backbone curve. This methodology has
been developed in [63] and [123]. The kinematic equations below are developed in
the coordinate frames wherein the z -axis is tangent to the backbone.
The orientation matrix of the extended Frenet frame 0Φ(σ, t) at slice σ respec-
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Figure 5.2: Diagram of a continuum manipulator bending geometry in 3D space
with coordinate frames illustrated.




cos(σκ(σ, t)) 0 sin(σκ(σ, t))
0 1 0
− sin(σκ(σ, t)) 0 cos(σκ(σ, t))
 .
(5.9)
The change of the above orientation matrix along the backbone of a continuum
manipulator can be characterized by [63], [123]
∂0Φ(σ, t)
∂σ
= 0Φ(σ, t)a×(σ, t), (5.10)
where a(σ, t) ∈ R3 represents the frame rate vector at slice σ and a×(σ, t) ∈ R3×3
is the product of a(σ, t) after a linear operation. The details of a(σ, t) and the






















0 0 κ(σ, t)
0 0 0
−κ(σ, t) 0 0
 . (5.13)
The position vector 0p(σ, t) ∈ R3 stands for the direction viewing from the origin











Then we define the orientation matrix at point η relating to 0Φ(σ, t) as [63], [123]
σΦ(η, t) = 0ΦT (σ, t)0Φ(η, t). (5.15)
And also we define the position vector σp(η, t) ∈ R3, viewing from one slice σ to
another slice η, as follows
σp(η, t) = 0ΦT (σ, t)0p(η, t). (5.16)
Let θ(σ, t) ∈ R3 be the internal variable vector, containing the contraction l(σ, t),







Based on the internal variable vector at σ, the extended axis matrix Ā(θ(σ, t)) ∈
R6×2 is defined as follows. For more details regarding the axis matrix and the
extended axis matrix, please refer to [63], [123].
Ā(θ(σ, t)) =
0 0 1 0 0 0
0 0 0 0 1 0
T . (5.18)
In the above development, we assume that the continuum manipulator has no
torsion along the backbone. The internal variables are only defined in the bending
plane. The convention utilized in this section are adopted from [63] and [123].
Equivalent results are also found in [124], but in different coordinate systems. We
expect the work summarized above giving a more clarified illustration to the slice-
based methodology for continuum dynamics.
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5.4 Dynamic Model of Continuum Manipulator
In this section, the dynamic model of continuum manipulator is developed in the
form of Euler-Lagrange equation of motion, where the kinetic and potential energies
need to be obtained complying to the curved continuum manipulator.
5.4.1 Kinetic Energy












ω(σ, t)T I(σ)ω(σ, t), (5.19)
where I(σ) and m(σ) are the rotational inertia and translational inertia, respectively.



























where the adjoint matrix Adg(σ,η,t) ∈ R6×6 in terms of rigid body transformation and
the inertia matrix M(σ) ∈ R6×6 at slice σ can be expressed as follows
Adg(σ,η,t) =
[











where ∆p(σ) means the distance between geometric center and center of mass at
slice σ, which in our case is zero.
I3 ∈ R3×3 is the identity matrix and I(σ) ∈ R3×3 is the inertial tensor of the










Thus, the inertial matrix of slice σ can be written as


















In the continuum manipulator, the potential energy consists of three parts, namely
gravitational potential energy and elastic potential energy due to bending and con-
traction.
5.4.2.1 Gravitational Potential Energy
The gravitational potential energy of the slice σ can be expressed as
Pg(σ, t) = −m(σ)σgT (σ, t)p(σ, t), (5.27)
where σg(σ, t) ∈ R3 is defined by





where g ∈ R is constant representing the gravitational acceleration.






Therefore, the total gravitational potential energy of the continuum manipulator





5.4.2.2 Elastic Potential Energy due to Bending
According to the contractible continuum manipulator model [139], the elastic po-
tential energy should be considered in two part: bending and contraction. The total









where kb(σ) ∈ R is the bending spring constant and β(σ, t) is defined as
β(σ, t) = π − 1
2
σκ(σ, t). (5.32)
5.4.2.3 Elastic Potential Energy due to Contraction





∗ − l(t)]2, (5.33)
where ke ∈ R is the spring constant associated with contraction and d∗ is the relaxed
length of manipulator.
Thus, the total potential energy of continuum manipulator is the sum of gravita-
tional potential energy and elastic potential energy due to bending and contraction,
which is calculated as
P (t) = Pg(t) + Pb(t) + Pe(t). (5.34)
5.4.3 Lagrange Representation
The system Lagrangian operator L(t) is defined as follows
L(t) = K(t)− P (t), (5.35)
where K(t) and P (t) are total kinetic and potential energy obtained from (5.30) and
(5.34) respectively.















For brevity, t in the time varying variables can be omitted. The process of
developing dynamic model of continuum manipulator by using Euler-Lagrangian
equation of motion is presented in Fig. 5.3.
Thus, the dynamic model of continuum manipulator is expressed as
M(q)q̈ + C(q, q̇)q̇ + G(q) = τ, (5.38)





R2×2 is the inertia matrix, C(q, q̇) ∈ R2×2 is the matrix relating to centrifugal
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𝐾 σ, 𝑡 𝑑σ
Potential Energy:
𝑃 𝑡 = 𝑃𝑔 𝑡 + 𝑃𝑔 𝑡 + 𝑃𝑔(𝑡)
Dynamic Model: 





Figure 5.3: The process of developing dynamic model of continuum manipulator.
Coriolis force, G(q) ∈ R2 is the matrix of gravitational force and τ ∈ R2 is the
force.
For brevity, matrices M(q), C(q, q̇) and G(q) are written as M, C and G.
Remark 5.1. The inertia matrix M is symmetric and positive definite, bounded by
the existence of its inverse matrix.
Remark 5.2. The matrix Ṁ − 2C is a skew-symmetric matrix, which means the
following condition is satisfied
ξT (Ṁ− 2C)ξ = 0,∀ξ ∈ R26=0. (5.39)
Remark 5.3. Considering about the mathematical calculation complexity, the con-




∈ R3 considered in Section




∈ R2 for dynamic model
and control theory development.
Based on the parameters listed in Table 5.2, the dynamic model for the contin-
uum manipulator derived from Section 5.4 can be obtained as follows:
















. The details of each
matrix element is presented as below:
m11 = −0.1l−1κ−3 sin(lκ) + 0.1κ−2; (5.41)
m12 = −0.025l−1κ−4 cos(lκ) sin(lκ) + 0.05κ−3 cos2(lκ) + 0.25l−1κ−4 sin(lκ)
−0.15κ−3 cos(lκ)− 0.125κ−3; (5.42)
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m21 = m12; (5.43)
m22 = 0.1l
−1κ−4 cos(lκ) sin(lκ)− 0.1l−1κ−3 cos(lκ) sin(lκ) + 0.2κ−4 cos2(lκ)
−0.4l−1κ−5 sin(lκ) + 0.3κ−4 cos(lκ) + 0.05l2κ−2 + 0.2κ−4; (5.44)
c11 = κ̇
(









cos(lκ) sin(lκ)(−0.1lκ−3 + 0.1l−1κ−5 − 0.15κ−3 + 0.05l−2κ−5)
+ cos2(lκ)(−0.2κ−4 − 0.1l−1κ−4 + 0.1lκ−2)
+ sin(lκ)(−l−1κ−5 + 0.15lκ−3 − 0.2l−2κ−5 + 0.15κ−3)
+ cos(lκ)(0.7κ−4 + 0.2l−1κ−4)





cos(lκ) sin(lκ)(0.3κ−3 − 0.1l−2κ−5 + 0.1l−1κ−5 − 0.1l−1k−6)
+ cos2(lκ)(0.2l−1κ−4 − 0.2lκ−2) + sin(lκ)(0.4l−2κ−5 − 0.3κ−3)




cos(lκ) sin(lκ)(−0.1κ−2 + 0.025l−2κ−4)
+ cos2(lκ)(−0.05l−1κ−3) + sin(lκ)(−0.25l−2κ−4 + 0.15lκ−2 − 0.15l−1κ−4)





cos(lκ) sin(lκ)(0.35lκ−4 − 0.25l−1κ−6) + cos2(lκ)(0.5κ−5 − 0.1l2κ−3)





−2κ−2 + 0.49l−2κ−2 cos(lκ) + 1− 10l + 0.49l−1κ−1 sin(lκ); (5.49)
g21 = 0.49κ
−2 sin(lκ) + 0.98l−1κ−3 cos(lκ) + 0.98l−1κ−3. (5.50)
5.5 Nonlinear Control Method
Having the dynamic model that has been developed in (5.38), we can see that the
continuum manipulator is a complex nonlinear system. In this section, we attempt to
apply two nonlinear control strategies, namely inverse dynamic control and sliding
mode control, to the manipulator system. The control system block diagram is












Figure 5.4: Block diagram of nonlinear control system.
5.5.1 Inverse Dynamic Control
First, define e ∈ R2 as the configuration space error
e = q− qd, (5.51)
where qd ∈ R2 is the desired configuration space trajectory.
The purpose of our control is to choose a suitable control input u ∈ R2 to
converge the tracking error e to zero.
Theorem 5.1. The inverse dynamic controller is chosen as follows
τ = M(q̈d −Kpe−Kdė) + Cq̇ + G, (5.52)
where Kp and Kd are the proportional and derivative constant control gains. q̈d ∈
R2 is the second derivative value of the desired trajectory. By choosing a set of
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appropriate gain values of Kp and Kd, the configuration variables of the closed-loop
system is able to track the desired trajectory and minimize the error e.
Proof. Let the control input u be constructed as [119]
u = Maq + Cq̇ + G, (5.53)
where aq ∈ R2 stands for a new input for control signal u. By substituting (5.53) to
the dynamic model in (5.38), where the inertia matrix M is invertible, hereby, the
closed-loop system becomes in a linear form as
q̈ = aq. (5.54)
The nonlinear control law presented in (5.53)) is the so-called inverse dynamic
control. As we all known that nonlinear system is comparatively difficult to control
due to its complex nonlinearity. However, the inverse dynamic control converts the
nonlinear manipulator dynamics into a closed-loop linear system, therefore, many
linear control methods can be applied.
Choose a new input aq in the following form:
aq = −Kpq−Kdq̇ + r, (5.55)
where r ∈ R2 is the reference input. For a desired trajectory qd ∈ R2, the reference
input is defined by [129]
r = q̈d +Kpqd +Kdq̇d. (5.56)
If taking (5.54)-(5.56) into consideration, we can have the tracking error e satis-
fying
ë +Kdė +Kpe = 0; (5.57)
and then combining (5.53)-(5.56), we can conclude the control input τ as
τ = M(q̈d −Kpe−Kdė) + Cq̇ + G. (5.58)
5.5.2 Sliding Mode Control
Different from the above mentioned inverse dynamic control, sliding mode control
is a nonlinear control method that utilizes the discontinuous control signal to make
the system sliding along the hyper-surface.
Theorem 5.2. The sliding mode controller is set as
τsmc = Mq̈r + Cq̇r + G−K sgn(s), (5.59)
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where q̈r ∈ R2 and q̇r ∈ R2 are the reference acceleration and velocity vector respec-
tively. sgn(s) is the sign function that extracts the sign of a real number. s ∈ R2 is
the hyper surface of sliding mode controller, which can be chosen as [131]
s = ė + λe, (5.60)
where e is the error vector as defined in (5.51) and λ ∈ R2×2 is a selected symmetric
positive definite matrix. K ∈ R2 is a diagonal matrix and
sgn(s) =

1 , if s > 0;
0 , if s = 0;
−1, if s < 0.
Proof. Define the reference velocity vector as
q̇r = q̇d − λe. (5.61)
By applying (5.51) and (5.60), the hyper surface can be interpreted in the form
of
s = q̇− q̇r. (5.62)
The sliding mode control law is expressed as follows
τ = τ̂ −K sgn(s), (5.63)
where τ̂ is defined by [131]
τ̂ = Mq̈r + Cq̇r + G. (5.64)





As the inertia matrix M is symmetric and positive definite, for s 6= 0, we have
V > 0. Then we consider the derivative form of Lyapunov function as




Taking (5.62) into consideration, it shows



















Figure 5.5: Sliding mode control in error state-space.




= sT (τ −Mq̈r −Cq̇r −G) +
1
2
sT (ṀT − 2C)s. (5.67)
Recall the property in Remark 5.2, we have
V̇ = sT (τ −Mq̈r −Cq̇r −G). (5.68)
Thus, the stability analysis in classic sliding mode control becomes





where ηi ∈ R is positive, si is the ith element of s. This means that the nonlinear
sliding mode control stability condition can be satisfied by the chosen Lyapunov
function.
The sliding mode control is well-known for its capability of tackling uncertain
nonlinear system problems. Let RP be the representative point of system in error
state-space and s be the sliding surface. Fig. 5.5 [134] illustrates the process of
RP moving to neighbouring predetermined sliding surface and finally leading to
s = 0 under ideal condition. Each RPn represents the system instant position in
the error state-space. In order to overcome the uncertainty problem, it may need
high feedback gains to force the system sliding along the surface to guarantee the
stability. However, as shown in Fig. 5.5, the high gains may drive the system
swinging around s = 0. Thus, the chattering problem occurs. In order words, there
must be a trade-off between system robustness and chattering problem.
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Fuzzy sliding mode control solves the chattering problem by designing the feed-
back gains adaptively varying to the manipulator configuration and applying large
gains only when it is necessary.
5.6 Application of Fuzzy Logic to Sliding Mode
Control
5.6.1 Fuzzy Sets
Fuzzy Logic uses a set of membership functions to assign any possible values between
0 and 1 to the variables. The linguistic variables are used to fuzzify all numerical
variables into the expression of membership functions and IF-THEN rules. The
membership functions are commonly defined as triangle or trapezoid-shaped curves,
which describes each value experiences a rising and falling process. Then the IF-
THEN rules map the input variables to output values based on human experience
and desire.
A two-input-single-output fuzzy system IF-THEN rules can be expressed as
Rule i: IF x1 is Ai AND x2 is Bi THEN z is Zi, (5.70)
where x1 and x2 are the input variables to the fuzzy system; z is the output variable;
Ai, Bi and Zi are the linguistic values of the input variables, i = 1, 2, . . ., N , where
N is the number of rules.
After executing all applicable rules and membership functions, the fuzzy output
functions can be obtained. Then, the final step is to defuzzify the fuzzy output
functions to a crisp value which can be used by control system. The Sugeno fuzzy









where wi is the truth value of the ith rule, which is decided by the engineer experi-
ence.
5.6.2 Stability Analysis
Although the classic sliding mode control can guarantee the system stability follow-
ing the above derivations, it is difficult to choose the feedback gains K balancing
between system robustness and chattering problem.
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On the contrary, fuzzy sliding mode control can propose an algorithm to tune
the feedback gains K, such that when s is far from s = 0, a higher gain applies;
when s is close to s = 0, a lower gain works instead. Therefore, the IF-THEN rules
to determine the feedback gains can be written as
Rule i: IF s is Ai AND ṡ is Bi THEN K is Zi. (5.72)
In order to ensure the fuzzy sliding mode control with a speedy and effective
fuzzy inference, the linguistic variables of s and ṡ are detailed into five fuzzy sets:







The linguistic output variables describing output feedback gains K can be defined
as
K ∈ {N6, N5, N4, N3, N2, N1, ZO, P1, P2, P3, P4, P5, P6},
where Ni, ZO, Pi, i = 1, 2, . . ., 6 are the fuzzy output values of K selected by
engineer experience.
Thus, the 25 control rules for a two-input-single-output fuzzy system can be
concluded in look-up table in Table 5.1.
Remark 5.4. Although the values of two inputs and one output linguistic variables
are often determined by engineer’s experience, a good way to choose such values can
be designing the fuzzy sets referring to the corresponding classic sliding mode control
system. In this way, fuzzy sliding mode control can be a significant improvement
from sliding mode control method.
The fuzzy sliding mode control law can be written as














Table 5.1: The rule table for fuzzy sliding mode control.
s/ṡ PB PM ZO NM NB
PB P6 P5 P4 P3 P2
PM P5 P4 P3 P2 P1
ZO P2 P1 ZO N1 N2
NM N1 N2 N3 N4 N5
NB N2 N3 N4 N5 N6
where P ∈ R2×2 is an invertible matrix.






= PT V̇smcP ≤ 0. (5.75)
Consequently, we have V > 0 and V̇ ≤ 0, which implies that the fuzzy sliding
control law in (5.73) can converge s→ 0 and guarantee the system stability.
5.7 Fuzzy Model of Robot Manipulator
In previous sections, the dynamic model of continuum manipulator has been pre-
sented in (5.38). Three nonlinear control methods are proposed to control the system
states to follow a reference signal, namely inverse dynamic control, sliding mode con-
trol and fuzzy sliding mode control. Note that the proposed three nonlinear control
methods are all developed and implemented based on the full knowledge of the dy-
namic characteristics of continuum manipulator. However, due to the complicated
dynamic characteristics of continuum manipulator, it is very limited and difficult
to measure the dynamics and apply control strategies explicitly. Also the model
uncertainties can bring challenges to the control system as well.
Based on the above consideration, it is necessary to consider another way to
realize the control of this complex dynamic continuum manipulator. Fuzzy-model-
based control is a good ideal to be proposed on the continuum manipulator model,
since it can fuzzify the smooth nonlinear system and formulate to weighted sum of
linear subsystems. In order to apply the FMB control method, the first step is to
obtain the fuzzy model of the continuum manipulator. Then the fuzzy controller can
be designed to stabilize the fuzzy system by using Lyapunov stability conditions.
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5.7.1 Fuzzy Model of Rigid Manipulator
In order to develop the fuzzy model of continuum manipulator, it is instructive
to first build the fuzzy model of a traditional rigid manipulator. Referring to the
dynamic function derived in (5.5), the nonlinear model of the two-link rigid manip-
ulator operating in the horizontal plane (Gr(q) = 0) can be written as:




P1 + P2 + 2P3 cos θ2 P2 + P3 cos θ2





b1 − P3θ̇2 sin θ2 −P3(θ̇1 + θ̇2) sin θ2
P3θ̇1 sin θ2 b2
]
, (5.78)
where b1 and b2 are the damping in the first and the second joint respectively;
P1 = (m1 + 4m2)a
2
1, P2 = m2a
2
2 and P3 = 2m2a1a2. For brevity, matrices Mr(q)
and Cr(q, q̇) are written as Mr and Cr.
Then the mathematical dynamic model can be transformed into a state-space
form as follows:
ẋ = A(θ1, θ2)x + B(θ1, θ2)τ, (5.79)
where x =
[














The details of matrices A(θ1, θ2) and B(θ1, θ2) is written as follows [140]:
A(θ1, θ2) =

A11 A12 0 0
A21 A22 0 0
1 0 0 0





















P2(b1 − P3θ̇2 sin θ2)− P3θ̇2 sin θ2(P2 + P3 cos θ2)
P 23 cos
2 θ2 − P1P2
; (5.82)
A12 = −
b2(P2 + P3 cos θ2)− P2P3 sin θ2(θ̇1 + θ̇2)






P3θ̇2 sin θ2(P1 + P2 + 2P3 cos θ2)− (P2 + P3 cos θ2)(b1 − P3 ˙θ2 sin θ2)






b2(P1 + P2 + 2P3 cos θ2) + P3 sin θ2(P2 + P3 cos θ2)(θ̇1 + θ̇2)


















2 θ2 − P1P2
;
z4 =
θ̇2 sin θ2 cos θ2
P 23 cos





2 θ2 − P1P2
;
z4 =
θ̇1 sin θ2 cos θ2
P 23 cos
2 θ2 − P1P2
. (5.86)
This requires 26 = 64 fuzzy rules to describe the nonlinear dynamic system by
using sector nonlinearity approach, which is too complicated for calculation.
One of the methods to reduce the number of fuzzy rules and simplify the fuzzy













2 θ2−P1P2 0 0





2 θ2−P1P2 0 0
1 0 0 0





























2 θ2 − P1P2
. (5.90)
The matrices A(θ1, θ2) and B(θ1, θ2) can be represented by the following form:
A(z1, z2) =

P2b1z1 −P2b2z1 − P3b2z2 0 0
−P2b1z1 − P3b1z2 b2z1(P1 + P2) + 2P3b2z2 0 0
1 0 0 0




−P2z1 P2z1 + P3z2




The two nonlinear terms z1 and z2 indicates 2
2 = 4 fuzzy rules to represent the
nonlinear dynamic model of two-link rigid manipulator by using sector nonlinearity
approach as follows (C = I4×4):
Rule 1: IF z1 is z1min AND z2 is z2min THEN
ẋ = A(z1min, z2min)x + B(z1min, z2min)u;




P2b1z1min −P2b2z1min − P3b2z2min 0 0
−P2b1z1min − P3b1z2min b2z1min(P1 + P2) + 2P3b2z2min 0 0
1 0 0 0





−P2z1min P2z1min + P3z2min




Rule 2: IF z1 is z1min AND z2 is z2max THEN
ẋ = A(z1min, z2max)x + B(z1min, z2max)u;





P2b1z1min −P2b2z1min − P3b2z2max 0 0
−P2b1z1min − P3b1z2max b2z1min(P1 + P2) + 2P3b2z2max 0 0
1 0 0 0





−P2z1min P2z1min + P3z2max




Rule 3: IF z1 is z1max AND z2 is z2min THEN
ẋ = A(z1max, z2min)x + B(z1max, z2min)u;




P2b1z1max −P2b2z1max − P3b2z2min 0 0
−P2b1z1max − P3b1z2min b2z1max(P1 + P2) + 2P3b2z2min 0 0
1 0 0 0





−P2z1max P2z1max + P3z2min




Rule 4: IF z1 is z1max AND z2 is z2max THEN
ẋ = A(z1max, z2max)x + B(z1max, z2max)u;





P2b1z1max −P2b2z1max − P3b2z2max 0 0
−P2b1z1max − P3b1z2max b2z1max(P1 + P2) + 2P3b2z2max 0 0
1 0 0 0





−P2z1max P2z1max + P3z2max




The membership functions can be expressed by the local minimum and maximum

















5.7.2 Fuzzy Model of Continuum Manipulator
Inspired by the process of developing the fuzzy model of rigid manipulator in Section
5.7.1, the investigation of fuzzy model of continuum manipulator starts as follows.
First, consider transforming the dynamic model of continuum manipulator in (5.38)
to polynomial fuzzy model by using sector nonlinearity approach. The nonlinear
terms in (5.38) can be listed as below:





z5 = l̇ cos(lκ) sin(lκ);
z6 = l̇ cos
2(lκ);
z7 = l̇ cos(lκ);
z8 = l̇ sin((lκ));
z9 = κ̇ cos(lκ) sin(lκ);
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z10 = κ̇ cos
2(lκ);
z11 = κ̇ cos(lκ);
z12 = κ̇ sin((lκ)). (5.109)
Since there are 12 nonlinear terms, the polynomial fuzzy model for the continuum
manipulator would require 212 = 4096 rules.
A simplified nonlinear model for the continuum manipulator can be proposed
by neglecting the Coriolis and centrifugal forces, similar as the process in rigid
manipulator in (5.87) and (5.88).
According to the formula of arc length, we have
l = rθ, (5.110)
where l is the arc length, r is the radius of the arc which can be written as r = 1
κ
,
and θ is the central angle of the arc in radians. Thus, we can obtain the following
relationship from the arc formula in (5.110):
lκ = θ. (5.111)
Since the Coriolis force is proportional to the rotation rate θ̇ and the centrifugal
force is proportional to the square of rotation rate θ̇2 (not considered in this model),
we can assume that
κ̇l + l̇κ = 0, (5.112)
which means
κ̇(κ̇l + l̇κ) = 0; (5.113)
l̇(κ̇l + l̇κ) = 0. (5.114)
By applying the assumption in (5.112) to (5.38) the dynamic model of the con-
















cos(lκ) sin(lκ)(−0.1lκ−3 + 0.1l−1κ−5 − 0.15κ−3 + 0.05l−2κ−5)
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+ cos2(lκ)(−0.1κ−4 − 0.1l−1κ−4 + 0.1lκ−2)
+ sin(lκ)(−l−1κ−5 + 0.15lκ−3 − 0.2l−2κ−5 + 0.15κ−3)
+ cos(lκ)(0.7κ−4 + 0.2l−1κ−4)





cos(lκ) sin(lκ)(0.075l−1κ−5 − 0.1l−1k−6) + cos2(lκ)(−0.1lκ−2)




cos(lκ) sin(lκ)(−0.1κ−2) + cos2(lκ)(−0.05l−1κ−3)
+ sin(lκ)(−0.25l−2κ−4 + 0.15lκ−2 − 0.15l−1κ−4)





cos(lκ) sin(lκ)(0.05lκ−4 − 0.1l−1κ−6) + cos2(lκ)(0.3κ−5)
+ sin(lκ)(0.6l−1κ−6) + cos(lκ)(−0.4κ−5)− 0.35κ−5
)
. (5.119)
5.7.3 Application of Fuzzy-model-based Control to Contin-
uum Manipulator
Through the simplification process of neglecting Coriolis and centrifugal forces, the
nonlinear terms in the rigid manipulator dynamic model have been reduced from 6
which requires 64 fuzzy rules to 2 which needs only 4 fuzzy rules to use fuzzy model
to represent the simplified nonlinear model. However, according to the simplification
process in Section 5.7.2, although the total number of nonlinear terms in continuum
manipulator dynamic model is reduced by applying the same simplification method,
it still requires 4096 rules in the polynomial fuzzy model of continuum manipulator
due to 12 nonlinear terms listed in (5.109). Therefore, some other simplification or
mathematical transformation techniques are required to further reduce the number
of rules into a feasible level.
After using polynomial fuzzy model to represent the nonlinear dynamic model
of the continuum manipulator, the FMB control methods can be implemented to
control the continuum manipulator and investigate the stability conditions. The
block diagram of polynomial FMB control system is described in Fig. 5.6. It is
advantageous to apply fuzzy-model-based control methods such as mentioned in
Chapters 3 and 4 to the continuum manipulator compared with traditional linear
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or nonlinear control methods. The complex and nonlinear system like the dynamic
model of continuum manipulator can bring many challenges when applying tradi-
tional control methods, for example the robustness issue in inverse dynamic control
and how to choose proper sliding mode surface for the nonlinear system. The FMB
control methods not only can investigate the system stability by using Lyapunov
stability condition, but also are able to involve practical issues into the stability
condition such as control input saturation and guaranteed cost on system index.
The main challenge of applying FMB control system on the nonlinear model of con-
tinuum manipulator is difficult to use a feasible number of fuzzy rules to represent
the nonlinear model. Currently, the dynamic model of continuum manipulator is
represented by 4096 fuzzy rules which certainly involves large amount and highly
complex calculation process. To make the application of FMB control feasible, it














Figure 5.6: Block diagram of polynomial fuzzy model control system for continuum
manipulator.
5.8 Simulation Results
The simulation process has two main purposes: one is to verify the effectiveness
of proposed three control methods, namely inverse dynamic control, sliding mode
control and fuzzy sliding mode control, to realize the tracking control of continuum




; another purpose is to make
the comparison of the system performances between these three control methods to
analyze and conclude the better control method for the control system of continuum
manipulator.
The simulation is run under MATLAB Simulink environment. The dynamic sys-
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. In order to avoid the singularities, the initial conditions




. The necessary parameters of the
continuum manipulator is listed in Table 5.2.
Table 5.2: The continuum manipulator parameter setting.
Name and notation Value with unit
Relaxed length d∗ 0.1 m
Gravitational acceleration g 9.8 N/kg
Cross-section radius r 0.01 m
Mass m 0.05 kg
Bending spring constant kb 0.001
Elastic spring constant ke 10
The simulation process for the continuum manipulator control system is de-
scribed as follows. First, a step response is used as a reference signal to test





. In the second test, the reference is a sinusoidal signal where the








and the frequency is 0.5
rad/sec. The third test considers the effect of measurement noise in the dynamic
control of continuum manipulator. The amplitude of measurement noise is maxi-
mum 5% of stepping amplitude with the characteristics of white Gaussian noise. Fig.








Figure 5.7: Block diagram of continuum manipulator control system with noise.
For the simulation test of inverse dynamic control, Fig. 5.8 shows the Simulink
block diagram of the closed-loop inverse dynamic control system. The inverse dy-
namic controller is built based on (5.52), where the plant represents the physical
model of continuum manipulator dynamics and the integrators are used to obtain
the configuration-space velocity and position (these values are expected to be ob-
tained from sensor data). Applied with the pre-tuned controller parametersKp = 0.3
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and Kd = 2.4, the closed-loop system simulation results are captured and plotted in
Figs. 5.9, 5.10 and 5.11. It can be seen from Fig. 5.9 that the output signals of the
length l and curvature κ reach the reference signals without oscillation and over-
shoot. The final values settle down in about 35 seconds. This owes to the closed-loop
system being tuned in an over-damped condition. According to the sinusoidal signal
tracking result in Fig. 5.10, the system states start from different values and follow
the reference signal at about 17 seconds. However, when the measurement noise is
involved in the control system, the system performance significantly deteriorates,
especially on the step response of length. This reflects that the good performance
of inverse dynamic control system heavily relies on the correct and accurate mathe-
matical model of continuum manipulator. The unexpected factors may significantly
affect the stability of inverse dynamic control system, such as measurement noise,
external disturbance and system uncertainty.
Figure 5.8: Block diagram of the closed-loop inverse dynamic control system in
MATLAB Simulink environment.
For the simulation test of sliding mode control, Fig. 5.12 gives the block dia-
gram of the closed-loop sliding mode control system in Simulink. The sliding mode
controller is constructed based on the sliding mode control law (5.59). Applied











, the simulation results are obtained and shown in Figs.
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Figure 5.9: The step response of the inverse dynamic control.













Simulation results of inverse dynamics control
Desired length
Actual length


















Figure 5.10: The sine wave response of the inverse dynamic control.
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Simulation results of inverse dynamics control
Desired length
Actual length
















) Desired curvatureActual curvature
Figure 5.11: The step response of the inverse dynamic control with noise.
5.13, 5.14 and 5.15, respectively. According to the step response, the configuration-
space variables are able to be controlled to reach at the final value of the reference
signals. Note that the system settling time of sliding mode controller is about 5
seconds, which is significantly reduced compared with inverse dynamic control sys-
tem. However, we can see from the step response in Fig. 5.13 that the chattering
problem affects the system performance, especially for the length l. The chatter-
ing problem is a common issue for sliding mode control, which has been discussed
in Section 5.5.2. The high frequency chattering is caused by the instantaneously
switching control signals in sliding mode control. Although the chattering problem
shown in Fig. 5.13 does not affect the system stability, the high frequency chatter-
ing may cause problem in practical applications. In the sinusoidal signal test, Fig.
5.14 shows the sliding mode control produces a better tracking performance with
faster reaction than inverse dynamic control in Fig. 5.10. More importantly, Fig.
5.15 shows that the system performance of sliding mode control can be much better
than that of inverse dynamic control in Fig. 5.11 when the measurement noise is
considered. Since the Gaussian white noise is zero-mean symmetric signal, the noise
can only affect the switching frequency of the control signal such that the system
performance can be affected very little. This shows the advantage of robustness in
sliding mode control compared with inverse dynamic control.
For the fuzzy sliding mode control, the membership functions of the two input
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Figure 5.12: Block diagram of the closed-loop sliding mode control system in MAT-
LAB Simulink environment.




































Figure 5.13: The step response results of the sliding mode control.
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Simulation results of sliding mode control
Desired length
Actual length

















Figure 5.14: The sine wave response results of the sliding mode control.













Simulation results of sliding mode control
Desired length
Actual length
















) Desired curvatureActual curvature
Figure 5.15: The step response results of the sliding mode control with noise.
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Table 5.3: Fuzzy output value gains for K.
N6 N5 N4 N3 N2 N1 ZO P1 P2 P3 P4 P5 P6
−2 −1.8 −1.6 −1.4 −1.2 −1 0 1 1.2 1.4 1.6 1.8 2
linguistic variables s ∈ R2 and ṡ ∈ R2 are presented in Figs. 5.16 to 5.19. The






mentioned in Remark 5.4, the decision of linguistic variables’ values is referred to
the simulation results of sliding mode control. The output fuzzy inference is designed
in Sugeno type. Different from Mamdani type of fuzzy inference, the Sugeno type
of membership functions are either constant or linear.





















NB NM ZO PM PB
Figure 5.16: Fuzzy sliding mode control membership function of s1.
Figs. 5.21, 5.22 and 5.23 show the reference signal as step signal, sinusoidal
signal and sinusoidal with measurement noise for fuzzy sliding mode control sys-
tem respectively. Obviously, the fuzzy sliding mode controller proposes an effective
control to guarantee the system stability and drive the manipulator configuration
variables to follow the reference signals towards desired value. The sliding mode
control and fuzzy sliding mode control show some similar characteristics according
to the simulation results. For example, the rising times are almost the same and
they both perform well when the system is affected by measurement noise where it is
an obvious advantage over the inverse dynamic control method. However, the chat-
tering problem clearly exists in sliding mode control result, where the length l suffers
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NB NM ZO PM PB
Figure 5.17: Fuzzy sliding mode control membership function of s2.



















NB NM ZO PM PB
Figure 5.18: Fuzzy sliding mode control membership function of ṡ1.
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NB NM ZO PM PB
Figure 5.19: Fuzzy sliding mode control membership function of ṡ2.
Figure 5.20: Block diagram of the closed-loop fuzzy sliding mode control system in
MATLAB Simulink environment.
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Simulation results of fuzzy sliding mode control
Desired length
Actual length
















) Desired curvatureActual curvature
Figure 5.21: The step response of fuzzy sliding mode control.













Simulation results of fuzzy sliding mode control
Desired length
Actual length

















Figure 5.22: The sine wave response of fuzzy sliding mode control.
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Simulation results of fuzzy sliding mode control
Desired length
Actual length
















) Desired curvatureActual curvature
Figure 5.23: The step response of fuzzy sliding mode control with noise.
most. Therefore, the advantage of applying fuzzy sliding mode control is obvious
that the chattering problem can be significantly eliminated. The fuzzy sliding mode
control improves the system performance by instantly tuning the feedback gains to
meet the system requirement. The high gains are used to guarantee to the system
stability and overcome uncertainty problems when s is far from the surface s = 0.
When s becomes closer to the surface s = 0, the lower gains are applied which can
effectively avoid the chattering problem. Therefore, compared with inverse dynamic
control and sliding mode control, fuzzy sliding mode control can keep the advantage
of robustness, in the meantime of eliminating the chattering problem.
5.9 Conclusions
In this chapter, the dynamic model of continuum robot manipulator has been de-
rived by using Lagrangian equation of motion. Based on the study of the dynamic
model of two-link rigid robot manipulator, we treat the continuum manipulator as
a serial of rigid-body slices such that the continuum kinetic and potential energies
can be derived by using integral action. Then, we can apply the energy terms to
Euler-Lagrangian equation of motion to obtain the dynamic model of continuum
manipulator.
Based on the nonlinear model of continuum manipulator, three control strategies
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are proposed to realize the control and stabilization of the dynamic system, which
are namely inverse dynamic control, sliding mode control and fuzzy sliding mode
control. Specifically, the inverse dynamic controller equivalently transforms the
nonlinear dynamic system into a new second-order linear system with PID controller
applied. Thus, the complex nonlinear system can be treated as linear system where
linear control strategies are able to be implemented. Different from inverse dynamic
control, the sliding mode controller uses the discontinuous control signal to force the
system sliding along the hyper surface with stability. Based on sliding mode control
method, the fuzzy logic theory is applied to adaptively change the nonlinear feedback
gains varying to the system condition. The two-input-one-output IF-THEN rules are
proposed to build a connection between instant system condition and feedback gains.
Then the value of three linguistic variables, namely s, ṡ and output K, are chosen
based on the engineer’s experience to fuzzify numerical input. After processing a
25-rule fuzzy sets, the fuzzy output signal is then defuzzified by weighted average
method to be applied as fuzzy sliding mode control feedback gains.
In order to implement the fuzzy-model-based control method, the fuzzy model of
continuum manipulator needs to be investigated. First, a simpler example, the fuzzy
model of two-link rigid manipulator operating in the horizontal plane, is developed
which requires 64 fuzzy rules to represent the nonlinear model of rigid manipula-
tor. The number of fuzzy rules is then reduced to 4 by neglecting the Coriolis and
centrifugal forces. Then, the polynomial fuzzy model of continuum manipulator is
investigated and simplified with similar techniques as used in two-link rigid manip-
ulator. However, it requires 4096 fuzzy rules to represent the dynamic model of
continuum manipulator which is currently not feasible for computation.
The simulation process of continuum manipulator is developed in MATLAB
Simulink environment. According to the simulation results, the proposed three
closed-loop control methods are all able to stabilize the system and track the refer-
ence configuration-space states, which means that the continuum manipulator can
be operated to the desired length and curvature.
Specifically, the sliding mode control and fuzzy sliding mode control achieve
better tracking performance in shorter settling time than the inverse dynamic con-
trol method. Since the inverse dynamic control equivalently changes the system
into a decoupled linear second-order system, linear control methods can be further
implemented to improve the performance. However, it requires full and accurate
knowledge of the nonlinear system. When the measurement noise is introduced
into the system, the inverse dynamic control shows the lack of robustness and the
system performance is severely deteriorated. In contrary, the sliding mode control
demonstrates itself with strong robustness to the system by instantaneously switch-
ing control signal according to the system condition. This gives the system a great
advantage to minimize the affect of measurement noise. The drawbacks of the sliding
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mode control is the existence of chattering problem, where the fuzzy sliding mode
control has significant improvement at this point. The fuzzy sliding mode control
uses fuzzy logic theory to apply suitable high/low gains through feedback control to
attenuate the chattering problem but also inherits the advantage of robustness in
traditional sliding mode control.
Future work first aims to continue to investigate the polynomial fuzzy model of
continuum manipulator and apply the FMB control methods, such as in Chapters 3
and 4. Due to the high complexity and nonlinear property, the FMB control meth-
ods may have more possibility to perform good control on continuum manipulator.
Another direction of future work is to implement the proposed control systems on
practical applications. The configuration space may need to be switched to other
practical control state-space, for example endpoint position coordinates or overall
gestures. The practical application may necessarily involve uncertainties and dis-




Conclusion and Future Work
Plans
6.1 Conclusion
In this thesis, the stability analysis of T-S FMB control system has been successfully
investigated with the extensions of practical issues, such as output feedback control,
control input saturation and guaranteed cost of system index. The stability condi-
tions have been relaxed through PLMFs of MFD technique. Due to the complex
and nonlinear characteristics in the dynamic model, the continuum manipulator is
used as the application to implement the fuzzy logic theory to the configuration-
space control. The proposed fuzzy sliding model control is proved to output better
performance on the continuum manipulator compared to traditional nonlinear con-
trol methods. In order to apply the FMB control, the polynomial fuzzy model of
the continuum manipulator is proposed with the simplification of neglecting Coriolis
and centrifugal forces.
In Chapter 3, the stability analysis of T-S FMB output feedback tracking control
is investigated with the extension of considering control input saturation. The T-S
fuzzy controller is employed to drive the system states following the reference system
states. The H∞ performance is introduced to minimize the system tracking error
and optimize the system performance. The nonlinear control input saturation prob-
lem is tackled by creating a linear sector from local linear upper and lower bounds
to include the operating saturation area. Thus, the nonlinear saturation problem
can be represented by linear equations to be involved in the stability analysis. The
imperfectly matched premises of membership functions and MFD technique are used
to relax the stability conditions. Through the verification by simulation examples,
the linear sector can be adjusted accordingly to realize the output feedback tracking
control for T-S FMB control system stability conditions with control input satura-
tion. The simulation results verify the effectiveness of the proposed output feedback
tracking control system to tackle the control input saturation problem and optimize
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the system performance subject to the H∞ performance.
In Chapter 4, the guaranteed cost of system index, including the system states,
outputs and control signals, is considered in the stability analysis of T-S FMB con-
trol system in the form of weighted quadratic cost functions. The system stability
conditions are obtained by employing Lyapunov stability theory subject to the mini-
mization of the weighted cost index. In order to relax the system stability conditions,
the information of membership functions has been included in the stability analysis
by using PLMFs approach. The simulation results demonstrate that the system
performance can be improved by adjusting the weight of cost function.
In Chapter 5, the dynamic model of continuum manipulator is developed refer-
ring to the model of two-link rigid manipulator. The kinetic and potential energies
are obtained by considering the continuum manipulator composed of infinite num-
ber of slices and applied with integral action. Thus, the dynamic model of contin-
uum manipulator can be obtained through Euler-Lagrangian equation of motion.
In order to realize the configuration-space control, two nonlinear control methods
are employed to the dynamic model of the continuum manipulator, namely inverse
dynamic control and sliding mode control. Both nonlinear control systems are suc-
cessfully designed and capable of driving the system states to follow the states of
the reference system. In order to solve the chattering problem in sliding mode
control, fuzzy logic theory is applied to develop fuzzy sliding mode control such
that the feedback gains varying adaptively to the system conditions. The test of
introducing measurement noise into the control system indicates that the inverse
dynamic control requires accurate knowledge of the dynamic system and the sys-
tem performance can be severely deteriorated by the measurement noise. Therefore,
the inverse dynamic control has weaker robustness than the sliding mode control.
The fuzzy sliding mode control demonstrates superior robustness property than the
classic sliding mode control and also effectively attenuates the chattering problem
by applying adaptive low/high gains according to system status. Then, in order to
implement the FMB control to the continuum manipulator, the polynomial fuzzy
model of continuum manipulator is proposed referring to the fuzzy model of two-link
rigid manipulator operating in the horizontal plane. The dynamic model is simpli-
fied by neglecting Coriolis and centrifugal forces such that the number of nonlinear
items in the state-space form can be reduced. However, it still requires 4096 fuzzy
rules to transform the dynamic model of continuum manipulator to the polynomial
fuzzy model due to the existence of 12 nonlinear items.
In conclusion, the thesis successfully investigates the stability analysis of T-S
FMB control system with the extension of control input saturation and guaranteed
cost of system index. The stability conditions are relaxed by using MFD approach
with PLMFs technique. The research results are verified by numerical examples in
the environment of MATLAB simulation. The continuum manipulator is considered
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as an application to implement the fuzzy logic to nonlinear control method. Accord-
ing to the simulation results in MATLAB SIMULINK, the fuzzy sliding mode control
provides the control system with better robustness than inverse dynamic control and
effectively eliminates the chattering problem in classic sliding mode control. Then,
the polynomial fuzzy model of continuum manipulator is developed in a process of
simplification in order to further apply FMB control methods in future.
6.2 Future Work
Although considerable works have been achieved in this thesis, there are still plenty
of improvement and further research topics can be extended. The future work
extended from this thesis mainly relates to two parts of research.
One is the further extension of FMB control system stability analysis. Specifi-
cally, it is perspectively to extend the current research work to the polynomial-fuzzy-
model-based (PFMB) control system [40]. As an extension of T-S fuzzy model, the
polynomial fuzzy model has recently attracted many attentions from researchers due
to its compatibility of polynomial terms in fuzzy model design. When considering
a complex nonlinear dynamic model, it is sometimes more applicable to contain
polynomial terms in fuzzy model, rather than restricted in linear terms as in T-S
fuzzy model. In fact, the T-S fuzzy model is a special case of polynomial fuzzy
model when the polynomial terms are zero-th order polynomials. However, it also
brings the complexity in handling polynomial terms in stability analysis when using
polynomial fuzzy model, which needs to be dealt with SOS technique [41].
Another aspect for future work locates on the fuzzy model design of the con-
tinuum manipulator. According to currently work, it is very challenging to build
the fuzzy model of continuum manipulator due to its high nonlinearity. Although
some simplification has been applied where the Coriolis and centrifugal forces are ne-
glected, the dynamic model of continuum manipulator still requests as many as 4096
fuzzy rules to present the polynomial fuzzy model. Therefore, there is still many
work needs to be done in order to reduce the number of fuzzy rules and simplify
the polynomial fuzzy model of continuum manipulator. Additionally, the control
of configuration space variables in this thesis also can be extended to other control
state-space, such as endpoint position coordinates [141] or overall gestures which
are more applicable in practical applications. After obtaining the polynomial fuzzy
model of continuum manipulator, the PFMB control system stability analysis and
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The continuum manipulator is inspired by some natural biological features, such
as elephant trunks and tentacles. The continuum manipulator has its particular
advantages which traditional rigid-link manipulator does not have. Its unique
compliant structure enables the manipulator with high number of degrees of freedom.
Thus, the continuum manipulator is capable of working in different environments
where the rigid-link manipulator cannot achieve.
A fuzzy model proposed by Takagi and Sugeno, namely T-S fuzzy model, can
facilitate that any smooth nonlinear control systems is able to be approximated by
linear rule consequence and formulated by weighted sum of linear subsystems. Each
linear subsystem features one characteristic of the local nonlinear system, where the




• T-S Fuzzy-Model-Based (FMB) Control
It is notable that an effective way to represent a complex nonlinear system is the T-S
FMB approach [3] which can approximate smooth nonlinear system by linear rule
consequence and formulate with weighted sum of linear subsystems. However, due to
the high nonlinearity, it is still very difficult to use T-S fuzzy model to represent the
dynamic system which could involve more than 216 number of rules for linear
subsystems.
• Polynomial-Fuzzy-Model-Based (PFMB) Control
Due to the difficult shown from T-S FMB control, the research method has been
extended to the PFMB control system [3]. Different from TS FMB approach, PFMB
approach allows polynomial terms to exist in the model and the stability analysis
which can effectively reduce the complexity of fuzzy system.
• Model Simplification
Some simplification can be applied to alleviate the pressure of calculation during this
process. For example, the term ̇𝑙𝑙 𝑡𝑡 · ?̇?𝑘 𝑡𝑡 can be assumed as zero, which means the
movement of contraction and curving cannot happen at same time. It can be seen as a
decomposition of continuum manipulator’s movement.
• System Stability Analysis
After obtained the PFMB dynamic model of the continuum manipulator, the stability
analysis can be proceeded in the forms of sum of squares (SOS) and the solution to
the stability conditions can be solved numerically. In order to reduce the
conservativeness of analysis results, membership-function-dependant (MFD)
approach will be used to include the information of membership functions to the
stability conditions.
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