Abstract Projection-based image registration algorithms use the sum of the pixel values along a given axis of an image to detect spatial changes in temporally separated images. These algorithms have been shown to be computationally efficient and effective for aligning temporally separated images and for visually detecting sensor motion. Registering images via projections has also been shown as a method for overcoming registration errors caused by the presence of fixed pattern noise. This paper describes a method that exploits the statistical properties of images with significant autocorrelation to improve the performance of projection-based image registration algorithms. The algorithm is shown to operate in low SNR conditions and to significantly improve registration performance by as much as a factor of 4 in mean squared error over existing projection-based registration algorithms at a minimal computational cost.
INTRODUCTION
Image registration as described in this paper is the process of spatially aligning images which may have been taken by different sensors or were captured at different times. This spatial alignment may be used for multiframe image denoising as described in [1] or for estimating camera motion as described in [2] . The main contributions of this paper are a mathematical explanation for the general observation that low-pass filtering tends to improve the performance of correlation-based image registration algorithms [3] and an analytical method for determining an 1 1 U.S. Government work not protected by U.S. copyright. 2 Filtering images has been shown to improve the performance of correlation-based image registration [3] , however, the mechanism for this has not been fully explained. For example, in [3] it is suggested that filtering improves registration performance by eliminating high frequency image content that is most likely to include the effects of aliasing. Cain et al. note that in the presence of fixed pattern and temporal noise, projection-based methods can provide performance that is superior to that of 2-D cross correlations [4] . Furthermore, these projections can be formed entirely on some Charge-Coupled Devices (CCDs) [5] . For motion estimation purposes, this combination of readout speed and low computational complexity makes these algorithms especially attractive.
The method described in this paper relies on the presence of correlations within images. Most naturally-occurring images captured by imaging systems exhibit some spatial correlation [4] . This spatial correlation, however, is not guaranteed. In particular, spatial correlation may be absent in natural images of free space and in images that are under sampled. For the purposes of this paper, we assume that our images are at least critically sampled. Practically, this restriction is not always necessary provided that resolved, sampled images in the focal plane of a given imaging system have feature sizes greater than one pixel in both dimensions.
As we will describe later in this paper, our ability to register shifts depends not only on spatial correlation but on variations in image content.
Images of smooth, monochromatic surfaces are difficult to register even in the absence of noise. For applications such as image-based rigid-body motion estimation in micro UAVs, this difficulty may present challenges in some environments. This paper is organized as follows: in section two we review relevant notation and previous work on registering images using projections. In section three we introduce the improved image registration algorithm that involves convolving the projections with a filtering kernel. In section four, we describe how the kernel size is chosen for a given image based on spatial correlation present in the image. In section five we provide a method for measuring spatial correlation present in the projections of an image. In section six, we provide experimental results showing the improvement in registration performance attributable to our algorithm. Finally, in section seven, we discuss conclusions from our work and describe ongoing and future work on image registration.
NOTATION AND PREVIOUS WORK
In this section we introduce the notation and mathematical assumptions that we will use throughout this paper. We also describe previous work on projection-based image registration which is directly related to our algorithm.
Say we have two N x N observations of an image i with additive noise q. Subscripting with n e {1, 2} to indicate the number of the observation, we can define our data such that d1 (x, y) = i(x, y) + q1 (x, y),
where a and ,6 are shifts of the diffraction-limited image i in the x and y directions. Furthermore, we define the additive noise to be independent and identically distributed Gaussian with zero mean and variance (02.
As in [4] , we can define the x and y projections of di as
We will use a windowing function described by Cain et al. in [4] and [5] (7) given these (8) (9) Throughout this work, we calculate the covariances of image pixels based on their measured values in projections. Since we want to deal only with information available in the projections, out of necessity, these measures of pixel covariances ignore some relationships that are evident in 2-D that are not evident in 1-D projections. Consequently, some of our covariances are better described as average covariances. We acknowledge this averaging using overbar notation and expressing these values as COV as they occur.
Finally, we assume that our images are wide sense stationary allowing us to evaluate the temporal expected value of an image using a spatial average.
IMPROVED PROJECTION-BASED ALGORITHM
This section introduces our algorithm.
When our environment is expected to yield images with significant local spatial correlation, and our imaging system is designed to provide images that are sampled sufficiently to detect this correlation, we can exploit these facts to significantly improve the performance of a projection-based shift estimator. We do this by applying a convolutional kernel to the projection in order to improve the signal-to-noise ratio (SNR). The length of this filter is dependent on both the sampling rate of the imaging sensor and on the characteristics of the environment that the sensor is expected to operate in. The rationale behind the design of this kernel is described below.
It is reasonable to assume that if we can improve the SNR of our projections, we should be able to improve the performance of a projection-based registration algorithm. We can calculate the SNR of an image projection as follows where we use the y projection for illustrative purposes. Returning to (5) for our calculation of the projection of the image in the absence of noise we can calculate the variance of the projection as
(10)
projections, we can define a filtering kernel of length w as
For each projection d1 x(y) and d1 Y(x), we then calculate the filtered projections
For imagery exhibiting spatial correlation, the effect of the aforementioned filtering is to increase the SNR of the individual projections. In order to mitigate the effects of new information entering the scene, we window one of our projections using the method described in [4] . For two images, this gives us
and If the noise in our image is uncorrelated, the noise in our projection will be a random variable with variance No2noise
It follows that we can write the SNR of the image as SNR = NVAR(i) N5noise(11) N(N -I)COV(i(x, y, ), i(x, Y2 0NOoise 1 From (13), it is apparent that for correlated imagery, as N increases, the variance of the noise will increase linearly and the variance of the signal will increase with the square of N. This leads to the conclusion that increasing the sampling rate of an image, thereby increasing N, will lead to higher SNRs in the image projections of correlated imagery. It also suggests that by summing individual elements of a projection together, we may be able to create image projections with higher SNRs that will yield more accurate shift estimates. In fact, we find that this is indeed the case; however, we are subject to constraints that will become evident later in this paper.
We then use these modified projections to compute the 1-D cross correlations of the projections of two images as
In terms of our original data, we can write these cross correlations as
A simple way to increase N is by applying a filtering kernel that will replace each value of the projection with the sum of several points on the projection. If we assume that the spatial correlation of an image is the same in both 
SELECTION OF OPTIMAL KERNEL SIZE
This section describes how we choose the size of the filtering kernel hw(z) introduced in (14). As we will show in the results section of the paper, the choice of the size of the filtering kernel is crucial to the performance of our algorithm. Equation (13) describes the SNR of an image projection; however, predicting the performance of a correlation-based image registration algorithm requires a more involved analysis than an SNR figure can provide. If we look only at the SNR of the projections, it would appear that we could achieve increases in SNRs for as long as we are able to increase the kernel size. In practice, however, this is not the case. As described in detail in [4] , the ability to detect a shift between projections of two images of the same scene depends on the amount of noise in the images and the difference between points on the cross-correlation of the projections corresponding to various shifts. As the kernel size increases, the average magnitude of points our crosscorrelation increase; however, the shape of the crosscorrelation becomes increasingly flat. This flattening with increasing kernel size inhibits our ability to differentiate between points on the cross correlation in the presence of noise.
Cain et al. in [4] With correlated noise in adjacent points of the crosscorrelation, a measurement of the variance of the difference between these two points will be a more significant measure of noise than the sum of variances at the two points. We 
We then note that the variance of the projection can be calculated as
This shows us that we can easily calculate the covariance of a projection in the image from the measured values of the variance of the pixel intensities in an image and the variance of the projection. Specifically,
We will find it convenient to remove the restriction These calculations are, of course, identical for projections along the rows and columns of the images. The measured covariance of an image in two dimensions can be defined as COV(i(x,y),i(x+a,y+,6)) 
EXPERIMENTAL RESULTS
In this section we describe experimental results produced by our algorithm.
The algorithm was tested on the 1024 1024 Pentagon image shown in Fig. 1 by adding AWGN to two frames with G=100. We measured the accuracy of our registration algorithm by estimating shifts for two frames when the actual shift was zero. We used an estimate of the correlation function for the window which was calculated by circularly shifting a windowed, noise-free projection of our image. In an actual imaging system, we could assume an expected correlation model or could estimate the correlation model from the noisy data.
For kernel sizes from 1 to 30 we produced 1000 pairs of frames (i.e. a total of 30,000 trials) and estimated the shift from the projections of the two images. Without filtering the projections, we achieved a MSE of 1.41. After filtering, we were able to improve our estimates significantly. of spatial correlation developed using circular shifting of a windowed image incurs bias at shifts other than zero. The effect of bias is evident in Figure 4 where the predicted Fpy begins to deviate from the measured Fpy as the kernel size increases above approximately 8. A second source of error between kernel size and lowest MSE was the way we calculated the expected shift. Our algorithm is designed to minimize errors occurring between shifts of 0 and -1 which was the shift most likely to produce an error. However, statistically, we can expect errors produced by other shifts that will contribute to our MSE. A more complete model could account for these additional shifts.
CONCLUSIONS AND FUTURE WORK
This paper has provided a method for improving the performance of projection-based image registration algorithms. It also provides a mathematical explanation for the general observation that low-pass filtering tends to improve the performance of image registration algorithms and that hierarchical separation of frequency content can be used for motion estimation [3] , [7] . In the preceding sections, we have described an algorithm that improves the performance of current projection-based image registration and have described methods for choosing optimal 20 25 30 parameters for the algorithm based on measured data from the images being registered. One possible extension to this work would be an algorithm that had a more direct link between kernel size, shape, and MSE. As mentioned earlier in this paper, our algorithm is designed to minimize errors in registration between z = 0 and z = -1 (i.e. the shift most likely to produce an error.) A more complete model might include the error contributions of other shifts and estimate the kernel size and shape expected to minimize MSE over all shifts.
As with most image registration algorithms [2] , we also note that our results are affected, sometimes severely, by local biases in images. These effects are most pronounced in smaller images that are highly windowed. For these types of image conditions, we expect that this algorithm will be most effective when our image content is periodic. Large The correlation theory contained in this paper may also be applied to a host of other applications. An obvious extension to the work contained in this paper is studying the effect that filtering has on two-dimensional correlation communications, terrestrial telecommunications and networking, contracting and enterprise computing.
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