Copy number variations (CNVs) are a significant source of genetic variation and have been found frequently associated with diseases such as cancers and autism. High-throughput sequencing data are increasingly being used to detect and quantify CNVs; however, the distributional properties of the data are not fully understood. A hidden Markov model (HMM) is proposed using inhomogeneous emission distributions based on negative binomial regression to account for the sequencing biases. The model is tested on the whole genome sequencing data and simulated data sets. An algorithm for CNV detection is implemented in the R package CNVfinder. The model based on negative binomial regression is shown to provide a good fit to the data and provides competitive performance compared with methods based on normalization of read counts.
INTRODUCTION
Copy number variations (CNVs) comprise a significant amount of genetic variation, with known CNVs covering 29% of the genome (Zhang, Gu, and others, 2009) , and are associated with a number of diseases, including cancers (Liu and others, 2009; Shlien and Malkin, 2009 ) and developmental disabilities (Glessner and others, 2009) . Microarrays have been used to detect regions of variation and quantify copy numbers (Carter, 2007) ; however, high-throughput sequencing technologies have started to replace microarrays because they provide more accurate, higher resolution maps of CNVs within a genome (Campbell and others, 2008; Chiang and others, 2009; Xie and Tammi, 2009; Yoon and others, 2009; Ivakhno and others, 2010; Simpson and others, 2010; Boeva and others, 2011; Miller and others, 2011; Shen and Zhang, 2012; Cai and others, 2012) .
Sequencing methods for CNV detection depend on assumptions about how reads are generated. It is assumed that the starting location for a read is randomly determined, and that the probability that a randomly selected read starts in region R depends on the number of copies of R present in the genome. It is typically assumed that reads are independent. Under these assumptions, the total number of reads originating from R will follow a Poisson distribution (Xie and Tammi, 2009 ).
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Most methods divide the genome into small, non-overlapping regions, referred to as windows or bins, and assign each bin a read count equal to the number of reads starting in that bin. If reads were uniformly distributed across the genome a single value for the rate parameter λ could be used. Two lines of evidence show that the read distributions are not uniform. The distributions describing read counts are typically over dispersed; that is, the variance is greater than the mean (Miller and others, 2011) . This indicates that the rate parameter does not comply with the Poisson assumption across all observations. More directly, analyses of sequencing data show that read counts are influenced by factors such as guanine-cytosine (GC) content and sequence uniqueness (Dohm and others, 2008) . This necessitates adjustments to the CNV methodologies to account for these heterogeneities.
The most common approach is to normalize read counts so that each bin will have a common expected count under the same copy number. For example, bins can be grouped according to GC content and the ratio of the global median read count to the median for all bins with similar GC content can be used as a multiplicative scaling factor (Yoon and others, 2009) . Alternatively, loess regression or polynomial regression can be used to estimate the expected read count given GC content (Boeva and others, 2011; Miller and others, 2011) . In cases where matched samples exist comparison between samples may be used instead of normalization (Campbell and others, 2008; Xie and Tammi, 2009; Chiang and others, 2009; Shen and Zhang, 2012) .
Rescaling has two shortcomings. Since it results in non-integer values for the adjusted read counts, either the values must be rounded to integers, or a continuous approximation to the read distribution must be used. In either case, the normalization process results in a loss of information. Additionally, the rescaled distribution is no longer Poisson, even after rounding. Suppose that the true rate for bin i is λ i , while the mean rate across all bins is λ. This leads to a rescaling factor of λ/λ i . If X i is the read count for bin i prior to rescaling, and Y i is the rescaled count, then E[
Hence, the new variance still depends on the old rate and cannot be approximated by the Poisson model. To avoid the problems that arise with rescaling the present study uses a generalized linear model with a log link to model the variation in the rate parameter allowing for inhomogeneous rate parameters within states.
After adjusting for known sources of inhomogeneity, the data are still typically over-dispersed. A generalization of the Poisson distribution that does not assume the variance and mean are equal may be used instead. The negative binomial distribution is an appropriate distribution (Miller and others, 2011) .
Existing methods take advantage of the fact that the copy number states of adjacent bins are not independent to reduce the rate of false classifications. Methods used include circular binary segmentation (Zhang, Senbabaoglu, and others, 2009; Olshen and others, 2004) , change-point estimation (Boeva and others, 2011; Harchaoui and Levy-Leduc, 2008) , and HMMs (Ivakhno and others, 2010) . In this study, the HMM is used since it can easily accommodate the inhomogeneous rate parameter.
METHODS
Data
The paired-end sequencing data sets produced with the Illumina platform and aligned with the Maq alignment software were obtained from the 1000 Genomes project (The 1000 Genomes Project Consortium, 2010) for individuals NA19238, NA19239, and NA19240. A tumor data set (SRX022220) was obtained through the Sequence Read Archive (Wheeler and others, 2008) . Read pairs were quality filtered and sorted using the samtools software package (Li and others, 2009) . The human genome reference sequence hg19 was also obtained through 1000 Genomes, and the mappability tracks were obtained from the University of California, Santa Cruz genome browser (Kent and others, 2002) .
The model
Suppose that the reference sequence used to align reads is divided into equal-size bins consisting of m contiguous nucleotides. Let H = {h : 0 h H } be the set of all distinct copy number states in the genome. Each bin i in the reference sequence has an associated copy number S i ∈ H. Let Y i be the number of aligned reads with start positions falling in bin i.
Under the assumption of uniformity, the read counts would be modeled as
with the rate parameter depending on the copy number state for the bin. Since the underlying read distributions are not uniform a more complex model is required. Read counts depend on covariates such as GC content and mappability and so the log of the rate parameter is modeled as a function of covariates specific to the bins:
The intercept α h is specific to the copy number state h, the β j parameters are shared across all copy number states and represent effects specific to the base sequence in bin i and the x i j are covariate values.
The assumption underlying this model is that each copy of a given region of the reference genome will generate reads at the same rate. This implies that if a covariate affects the rate at which reads are generated for a particular region, then it does so equally for each copy present. Because of this, and because of the log link function, the difference in copy numbers can be captured by mixing on the intercept alone, while the covariate parameters will be the same across all copy number states.
Since the copy number values are restricted to the non-negative integers, the values of the α h can be constrained to reflect this fact. The differences between the intercepts are fixed so that exp(α h − α k ) = h/k, where h and k are the integer copy number values corresponding to the intercepts. The constraint assumes that the expected read depth is proportional to the copy number after controlling for the effects due to covariates.
One difficulty with this approach is that there is no value for α 0 , the intercept representing copy number state zero, that satisfies this constraint. Sequencing and alignment errors will result in non-zero read counts in deleted regions and so it is useful to select a small non-zero value for α 0 . For these reasons, α 0 is initially set to a value less than α 1 and is estimated within the expectation-maximization (EM) algorithm.
If the covariates used in (2.2) explained all or nearly all of the variation in the rate parameter, then it would suffice to replace the λ h in (2.1) with the λ ih . However, not all of the variation can be explained by known sources of read count bias. Because of this, the observed variance in read count is much greater than that predicated by the Poisson model. This issue can be addressed by replacing the Poisson distribution with the negative binomial with a mean parameter λ and an over-dispersion parameter d, where
The length of a CNV region on the genome is typically much larger than the bin size used to aggregate the read count, so adjacent bins are likely to have the same copy number. The Markovian property of an HMM can capture the sequential correlation of the CNV identity of bins, which reduces over segmentation by penalizing transitions and makes the model more robust to outliers. In an HMM, there is an underlying sequence of states, in this case the copy numbers of bins, that cannot be directly observed. This evolution of state sequence is governed by a transition matrix T = [t i j ] 0 i, j H , where t i j 0 for all i and j and H j=0 t i j = 1 for all i, and so forms a Markov chain. At each point in the sequence an observable emissionthe read count for the bin-is produced, with distributions dependent on the underlying state. The emission distributions are the negative binomial regression distributions specified in (2.2). Efficient algorithms exist to estimate parameters in an HMM and determine the most likely underlying sequence (Rabiner, 1989 ).
Parameter estimation
The Baum-Welch algorithm is used for parameter estimation. It begins with an initial guess for the transition matrix and the parameters in the emission distributions; given which, posterior probabilities for the underlying state at each point in the sequence are calculated. The posterior probabilities are used to update the transition matrix and emission distributions. These two steps are iterated until the algorithm converges. When the parameter values are updated using the maximum likelihood estimates, the BaumWelch algorithm is equivalent to the EM algorithm with the state sequence being treated as missing data.
Let 
where f h (y; , x) is the probability mass function of the negative binomial emission and I ih ≡ I(z i = h) is an indicator function equal to one if bin i has copy number state h and zero otherwise. Taking the expectation of the log-likelihood with respect to the state sequence Z given (k) and
where p
is the posterior probability P( (k) ). Because the HMM uses a finite number of states, and consideration of computational complexity places practical limits on the number of states, the maximum copy number H included in the model may be less than the true maximum copy number. Any bin i with copy number state S i > H will be classified as belonging to state H . This systematic misclassification of states likely reduces the accuracy of the estimates. The problem can be avoided by restricting the expected log-likelihood during the maximization step to exclude the highest copy number states. Thus, the parameters in are estimated by maximizing
After the final iteration the algorithm yields posterior probabilities P(S i = h|Y, X; T, ) for each i and each h, where S i is the copy number state for bin i, and T is the transition matrix. Using these values, the most likely true state sequence can be reconstructed by lettinĝ
Variable and state selection
The covariates considered in this study are GC content and mappability. Cross validation is used to choose between the competing models. Dividing the data set into subsamples at random would disrupt the structure of the Markov chain, so a deterministic procedure called odd even half sampling (OEHS) is used. This procedure works by dividing the data into two subsequences, one comprised of even indexed points and the other odd indexed points. OEHS has been shown to be effective when the Markov chain is aperiodic and ergodic (Celeux and Durand, 2008) .
The OEHS procedure is applied to each combination of parameters under consideration. In this case, GC content up to the quadratic term, and a linear term for mappability are considered. The model with the highest cross-validated likelihood is then taken to be optimal and is applied to the full data set.
Although it is possible in theory to use cross-validation to select an optimal number of copy number states, in practice this may be computationally infeasible. The number of operations required to run the forward and backward algorithms for the HMM is O(H 2 N ), where H is the number of states and N is the length of the observation sequence so run-time increases quadratically with the number of states. Rather than including one state for each possible copy number, a fixed number of states are included with the highest state H capturing copy numbers greater than or equal to H .
An optimal bin size is difficult to estimate in advance. It depends on the transition probabilities and the dispersion, which are not known ahead of time. A heuristic approach is suggested, which starts by observing that the read counts are bounded below by zero, and that the bin size should be selected so that non-zero copy numbers produce read counts of zero with a probability less than some cutoff p. This calculation involves the dispersion parameter; however, selecting a large value will provide a conservative estimate for the bin size. Using a normal approximation for the read count distribution, the bin size is selected so that μ 1 > dq 2 p , where μ 1 is the expected read count for copy number 1 bins, d is the dispersion, and q p the pth standard normal percentile.
Applying this heuristic approach requires an estimate for d and does not account for the effect of covariates on the expected read counts; however, a bin size can be selected by choosing initial values for these parameters and used to fit the model to a subset of the data. If the fitted parameters are highly divergent from the initial values, the new values can be used to reset the bin size. A large value for d will result in a larger bin size, and reduce the number of zero read counts for non-zero copy numbers. Observed values of d were less than 6. The regression coefficients for the covariates may be set to zero initially.
Simulations
The accuracy of the HMM was compared with the RDXplorer software package (Yoon and others, 2009) using simulated data sets. RDXplorer was chosen because it was found in a previous review to outperform other methods (Magi and others, 2012) . To construct the simulated data, the HMM and RDXplorer were applied to the real data using bins of size 100. The copy number sequences generated by RDXplorer were used as the true sequences in the simulations so the state sequence would resemble real patterns in CNVs, but not incorporate any possible biases from the HMM method. The parameter values from the HMM were used to generate random negative binomial values for the read counts. For the HMM method, the aggregate read counts for each bin are all that is required. For RDXplorer, the input must be in the binary alignment map file format, which requires assigning exact start locations to each read. This was done by assigning a random start location to each read within a bin using a uniform distribution. Fig. 1 . The empirical distributions of read counts per bin is shown in black. The distribution from 10 simulated data sets is shown in gray for each sample. The simulations were generated using the parameter estimations and state path generated by running the HMM algorithm on the real data.
RESULTS
Variable selection
The bin size was set at 100 based on the formula given in Section 2. This is adequate to keep the proportion of non-zero copy number bins with read counts of zero below p = 0.01. The same value is used for all data sets to make the results as comparable as possible. The number of states is set at 10. This is small enough to allow for a reasonable computational time while ensuring that most of the bins can be used in the model fitting process.
For GC content, both linear and quadratic terms were used. Cross-validation indicates that for chromosome 22 the optimal model includes the linear and quadratic terms for GC and the linear term for mappability across all three samples. For chromosome 21, the results are more varied with the optimal model using GC content only for sample NA19238, mappability only for NA19240, and both for NA19239. The estimated coefficients vary between chromosomes and samples. Low mappability reduced expected read counts in all samples where it had a significant effect. The magnitude of the reduction ranged from 1.8% to 16.9%. The mappability indices are derived for single-end reads, so it is possible for paired-end reads to Fig. 2 . All bins that were declared copy number 2 by the HMM algorithm were selected and grouped by GC content. For each GC level (between 0 and 100) that contained at least 100 bins, the mean read count is indicated by the circles. The fitted values for the rate parameter is indicated by the curves.
be mapped uniquely even when the mappability of a region is zero. For GC content, expected read counts were either strictly increasing as a function of GC content or exhibited a concave pattern (Figure 1 ).
Model testing
The goodness of fit of the model was assessed in several ways. The accuracy of the parameter estimates for the covariates was checked by fitting the model to simulated data for which the covariate coefficients were set to zero. The results indicated that even in the absence of any true effect from GC content that the Baum-Welch algorithm resulted in significant non-zero estimates for the coefficients. As discussed in Section 2, this appears to be a result of misclassification of higher copy number states and can be corrected by restricting the log-likelihood in the maximization step of the EM algorithm to the lower copy number states. The goodness of fit of the overall distribution is assessed by comparing simulated read count distributions with the empirical distribution. Results shown in Figure 2 indicate that the model provides a reasonable approximation to the true distribution.
Standard normal
Normalized read counts QQ plot Fig. 3 . Quantiles for the standardized read counts are plotted against the quantiles of the standard normal distribution. Read counts are standardized using the fitted values for the mean and variance for each bin. Only bins with estimated copy number between 1 and H − 1 are used, where H is the highest copy number in the model.
Since it has been observed that read depth data may be heavy-tailed (Cai and others, 2012) , the data are checked for outliers. Read counts are standardized asỹ i = (y i − λ i )/ √ dλ i , where λ i is the estimated mean for bin i. For copy numbers 1 through H − 1, the standardized read counts should be approximately normal. Copy number state zero is omitted because the read counts are too low for the approximation to hold, while state H is omitted since it contain an unknown mixture of copy numbers greater than or equal to H . If the read counts are heavier-tailed than the model predicts, this should be indicated in a quantile-quantile plot; however, the values indicate a good fit to the normal distribution (Figure 3 ). This may indicate that the outliers seen in other studies are in part artifacts of how the data are transformed.
Comparative accuracy
The accuracy of the HMM algorithm when the model assumptions hold is compared with the RDXplorer software package using simulated data sets. The results, summarized in Table 1 , indicate a higher accuracy for the HMM algorithm in most of the comparisons. The ploidy for human autosomal chromosomes The total number of bins belonging to each category in the true state sequence is given in the second row for each category. The proportion of bins correctly identified by RDXplorer and by the HMM algorithm are given in the first row for each category. The last two categories include all deletions and duplications, respectively.
is 2, so this can be taken as the normal copy number. For identification of non-normal copy numbers, the specificity ranged from 0.996 to greater than 0.999 for the HMM and from 0.979 to 0.998 for RDXplorer. The sensitivity ranged from 0.988 to 0.998 for the HMM and from 0.941 to 0.996 for RDXplorer.
Results from real data
Across the six data sets, RDXplorer and the HMM model agreed on copy number for only 76.5-78.5% of all bins. RDXplorer found that between 78.4% and 89.9% of bins had copy number 2. The HMM model found CNVs to be more common, with copy number 2 accounting for only 75.6-76.1% of bins. Most of the disagreement regarded bins that were classified by the HMM model as having deletions or duplications. finds relatively frequent small deletions in regions that are found by RDXplorer to have constant copy number 2.
Tumor genomes are a challenge to the HMM approach. Samples may contain a mixture of tumor and healthy cells with different copy numbers, resulting in apparent fractional copy number states that are not accounted for by the integer copy number states in the HMM. In these cases, the BaumWelch algorithm appears to over-segment the genome while the Viterbi algorithm gives more realistic results. See Figure S1 and Table S1 in supplementary material available at Biostatistics online for detailed results.
DISCUSSION
Variables that bias read depth in high-throughput sequencing are incorporated into an algorithm for copy number calling as covariates; whereas previous approaches attempted to remove bias through a normalization process. Normalization is Successful at standardizing means but fails to standardize variances and it creates rounding errors. The negative binomial regression model accounts for inhomogeneity in the mean and variance, and does not transform the data in ways that could result in loss of information.
The regression model provides flexibility in terms of what covariates are used. New covariates can be easily incorporated into the model, and, since the likelihood function is completely specified, they can be evaluated using information criteria. This allows the model to readily evolve as new sources of bias are discovered and as sequencing technologies change.
SOFTWARE
The algorithm described here is implemented in the R package CNVwire, which is available at http://sourceforge.net/projects/cnvwire/.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
