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Abstract. We investigate an inertial algorithm of gradient type in connection with the minimization of
a nonconvex differentiable function. The algorithm is formulated in the spirit of Nesterov’s accelerated
convex gradient method. We show that the generated sequences converge to a critical point of the
objective function, if a regularization of the objective function satisfies the Kurdyka- Lojasiewicz property.
Further, we provide convergence rates for the generated sequences and the objective function values
formulated in terms of the  Lojasiewicz exponent.
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rate
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1 Introduction
Let g : Rm −→ R be a (not necessarily convex) Fre´chet differentiable function with Lg-Lipschitz continu-
ous gradient, i.e. there exists Lg ≥ 0 such that ‖∇g(x)−∇g(y)‖ ≤ Lg‖x− y‖ for all x, y ∈ Rm. We deal
with the optimization problem
(P ) inf
x∈Rm
g(x). (1)
We associate to (1) the following inertial algorithm of gradient type. Consider the starting points
x0 = y0 ∈ Rm, and for all n ∈ N 

xn+1 = yn − s∇g(yn),
yn = xn +
βn
n+ α
(xn − xn−1),
(2)
where α > 0, β ∈ (0, 1) and 0 < s < 2(1−β)
Lg
.
Note that (2) is a nonconvex descendant of the methods of Polyak [23] and Nesterov [21]. Indeed,
in [23], Polyak introduced a modified gradient method for minimizing a smooth convex function g. His
two-step iterative method, the so called heavy ball method, takes the following form:

xn+1 = yn − λn∇g(xn),
yn = xn + αn(xn − xn−1),
(3)
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where αn ∈ [0, 1) and λn > 0 is a step-size parameter.
In a seminal paper [21], Nesterov proposed a modification of the heavy ball method in order to obtain
optimal convergence rates for smooth convex functions. More precisely, Nesterov used αn =
tn−1
tn+1
where tn
satisfies the recursion tn+1 =
√
4t2n+1+1
2 , t1 = 1 and put yn also for evaluating the gradient. Additionally,
λn is chosen in such way that λn ≤ 1Lg . His scheme in its simplest form is given by:

xn+1 = yn − s∇g(yn),
yn = xn +
tn − 1
tn+1
(xn − xn−1),
(4)
where s ≤ 1
Lg
.
This scheme leads to the convergence rate g(xn) − g(x) = O
(
1/n2
)
, where x is a minimizer of the
convex function g, and this is optimal among all methods having only information about the gradient of
g and consecutive iterates, [22].
By taking tn =
n+a−1
a
, a ≥ 2 in (4) we obtain an algorithm that is asymptotically equivalent to the
original Nesterov method and leads to the same rate of convergence O (1/n2), (see [15, 25]). This case
has been considered by Chambolle and Dossal [15], in order to prove the convergence of the iterates of
the modified FISTA algorithm (see [7]). We emphasize that Algorithm (2) has a similar form as the
algorithm studied by Chambolle and Dossal (see [15] and also [18]), but we allow the function g to be
nonconvex. Unfortunately, our analysis do not cover the case β = 1.
Su, Boyd and Cande`s (see [25]), showed that in case tn =
n+1
2 the algorithm (4) has the exact limit
the second order differential equation
x¨(t) +
α
t
x˙(t) +∇g(x(t)) = 0. (5)
with α = 3.
Recently, Attouch and his co-authors (see [4, 6]), proved that, if α > 3 in (5), then the generated
trajectory x(t) converges to a minimizer of g as t −→ +∞, while the convergence rate of the objective
function along the trajectory is o(1/t2). Further, in [5], some results concerning the convergence rate
of the objective function g along the trajectory generated by (5), in the subcritical case α ≤ 3, have
been obtained. However, the convergence of the generated trajectories by (5) in case g is nonconvex is
still an open question. Some important steps in this direction have been made in [14] (see also [12]),
where convergence of the trajectories of a system, that can be viewed as a perturbation of (5), have been
obtained in a nonconvex setting. More precisely in [14] is considered the system
x¨(t) +
(
γ +
α
t
)
x˙(t) +∇g(x(t)) = 0, (6)
and it is shown that the generated trajectory converges to a critical point of g, if a regularization of g
satisfies the Kurdyka- Lojasiewicz property.
In what follows we show that by choosing appropriate values of β, the numerical scheme (2) has
as the exact limit the continuous second order dynamical systems (5) studied in [4–6, 25], and also the
continuous dynamical system (6) studied in [14]. We take to this end in (2) small step sizes and follow
the same approach as Su, Boyd and Cande`s in [25], (see also [14]). For this purpose we rewrite (2) in the
form
xn+1 − xn√
s
=
βn
n+ α
· xn − xn−1√
s
−√s∇g(yn) ∀n ≥ 1 (7)
and introduce the Ansatz xn ≈ x(n
√
s) for some twice continuously differentiable function x : [0,+∞)→
R
n. We let n = t√
s
and get x(t) ≈ xn, x(t+
√
s) ≈ xn+1, x(t−
√
s) ≈ xn−1. Then, as the step size s goes
2
to zero, from the Taylor expansion of x we obtain
xn+1 − xn√
s
= x˙(t) +
1
2
x¨(t)
√
s+ o(
√
s)
and
xn − xn−1√
s
= x˙(t)− 1
2
x¨(t)
√
s+ o(
√
s).
Further, since
√
s‖∇g(yn)−∇g(xn)‖ ≤
√
sLg‖yn − xn‖ =
√
sLg
∣∣∣∣ βnn+ α
∣∣∣∣ ‖xn − xn−1‖ = o(√s),
it follows
√
s∇g(yn) =
√
s∇g(xn) + o(
√
s). Consequently, (7) can be written as
x˙(t) +
1
2
x¨(t)
√
s+ o(
√
s) =
βt
t+ α
√
s
(
x˙(t)− 1
2
x¨(t)
√
s+ o(
√
s)
)
−√s∇g(x(t)) + o(√s)
or, equivalently
(t+ α
√
s)
(
x˙(t) +
1
2
x¨(t)
√
s+ o(
√
s)
)
=
βt
(
x˙(t)− 1
2
x¨(t)
√
s+ o(
√
s)
)
−√s(t+ α√s)∇g(x(t)) + o(√s).
Hence,
1
2
(
α
√
s+ (1 + β)t
)
x¨(t)
√
s+
(
(1− β)t+ α√s) x˙(t) +√s(t+ α√s)∇g(x(t)) = o(√s). (8)
Now, if we take β = 1− γs < 1 in (8) for some 1
s
> γ > 0, we obtain
1
2
(
α
√
s+ (2− γs)t) x¨(t)√s+ (γst+ α√s) x˙(t) +√s(t+ α√s)∇g(x(t)) = o(√s).
After dividing by
√
s and letting s→ 0, we obtain
tx¨(t) + αx˙(t) + t∇g(x(t)) = 0,
which, after division by t, gives (5), that is
x¨(t) +
α
t
x˙(t) +∇g(x(t)) = 0.
Similarly, by taking β = 1− γ√s < 1 in (8), for some 1√
s
> γ > 0, we obtain
1
2
(
α
√
s+ (2− γ√s)t) x¨(t)√s+ (γ√st+ α√s) x˙(t) +√s(t+ α√s)∇g(x(t)) = o(√s).
After dividing by
√
s and letting s→ 0, we get
tx¨(t) + (γt+ α)x˙(t) + t∇g(x(t)) = 0,
which, after division by t, gives (6), that is
x¨(t) +
(
γ +
α
t
)
x˙(t) +∇g(x(t)) = 0.
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Consequently, our numerical scheme (2) can be seen as the discrete counterpart of the continuous
dynamical systems (5) and (6), in a full nonconvex setting.
The techniques for proving the convergence of (2) use the same main ingredients as other algorithms
for nonconvex optimization problems involving KL functions. More precisely, in the next section, we
show a sufficient decrease property for the iterates, which also ensures that the iterates gap belongs to
l2, further we show that the set of cluster points of the iterates is included in the set of critical points
of the objective function, and, finally, we use the KL property of an appropriate regularization of the
objective function in order to obtain that the iterates gap belongs to l1, which implies the convergence
of the iterates, see also [3, 8, 13]. Moreover, in section 3, we obtain several convergence rates both for
the sequences (xn)n∈N, (yn)n∈N generated by the numerical scheme (2), as well as for the function values
g(xn), g(yn) in the terms of the  Lojasiewicz exponent of g and a regularization of g, respectively (for
some general results see [16]).
2 The convergence of the generated sequences
In this section we investigate the convergence of the proposed algorithm. We show that the sequences
generated by the numerical scheme (2) converge to a critical point of the objective function g, provided
the regularization of g, H(x, y) = g(x) + 12‖y − x‖2, is a KL function. The main tool in our forthcoming
analysis is the so called descent lemma, see [22].
Lemma 1 Let g : Rm −→ R be Fre`chet differentiable with Lg Lipschitz continuous gradient. Then
g(y) ≤ g(x) + 〈∇g(x), y − x〉+ Lg
2
‖y − x‖2, ∀x, y ∈ Rm.
Now we are able to obtain a decrease property for the iterates generated by (2).
Theorem 2 In the settings of problem (1), for some starting points x0 = y0 ∈ Rm let (xn)n∈N, (yn)n∈N
be the sequences generated by the numerical scheme (2). Consider the sequences
An−1 =
2− sLg
2s
(
(1 + β)n + α
n+ α
)2
− βn((1 + β)n+ α)
s(n+ α)2
,
Cn−1 =
2− sLg
2s
βn− β
n+ α− 1
(1 + β)n+ α
n+ α
− 1
2s
βn− β
n+ α− 1
βn
n+ α
and
δn = An−1 − Cn−1
for all n ∈ N, n ≥ 1.
Then, there exists N ∈ N such that
(i) The sequence
(
g(yn) + δn‖xn − xn−1‖2
)
n≥N is decreasing and δn > 0 for all n ≥ N .
Assume that g is bounded from below. Then, the following statements hold.
(ii) The sequence
(
g(yn) + δn‖xn − xn−1‖2
)
n∈N is convergent;
(iii)
∑
n≥1 ‖xn − xn−1‖2 < +∞.
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Proof. From (2) we have ∇g(yn) = 1s (yn − xn+1), hence
〈∇g(yn), yn+1 − yn〉 = 1
s
〈yn − xn+1, yn+1 − yn〉.
Now, from Lemma 1 we obtain
g(yn+1) ≤ g(yn) + 〈∇g(yn), yn+1 − yn〉+ Lg
2
‖yn+1 − yn‖2,
consequently we have
g(yn+1)− Lg
2
‖yn+1 − yn‖2 ≤ g(yn) + 1
s
〈yn − xn+1, yn+1 − yn〉. (9)
Further,
〈yn − xn+1, yn+1 − yn〉 = −‖yn+1 − yn‖2 + 〈yn+1 − xn+1, yn+1 − yn〉,
and
yn+1 − xn+1 = β(n + 1)
n+ α+ 1
(xn+1 − xn),
hence
g(yn+1) +
(
1
s
− Lg
2
)
‖yn+1 − yn‖2 ≤ g(yn) +
β(n+1)
n+α+1
s
〈xn+1 − xn, yn+1 − yn〉. (10)
Since
yn+1 − yn = (1 + β)n + α+ β + 1
n+ α+ 1
(xn+1 − xn)− βn
n+ α
(xn − xn−1),
we have,
‖yn+1 − yn‖2 =
∥∥∥∥(1 + β)n + α+ β + 1n+ α+ 1 (xn+1 − xn)− βnn+ α(xn − xn−1)
∥∥∥∥
2
=
(
(1 + β)n+ α+ β + 1
n+ α+ 1
)2
‖xn+1 − xn‖2 +
(
βn
n+ α
)2
‖xn − xn−1‖2−
2
(1 + β)n+ α+ β + 1
n+ α+ 1
βn
n+ α
〈xn+1 − xn, xn − xn−1〉,
and
〈xn+1 − xn, yn+1 − yn〉 =
〈
xn+1 − xn, (1 + β)n+ α+ β + 1
n+ α+ 1
(xn+1 − xn)− βn
n+ α
(xn − xn−1)
〉
=
(1 + β)n+ α+ β + 1
n+ α+ 1
‖xn+1 − xn‖2 − βn
n+ α
〈xn+1 − xn, xn − xn−1〉.
Replacing the above equalities in (10), we obtain
g(yn+1) +
(2− sLg)
(
(1+β)n+α+β+1
n+α+1
)2
− 2β(n+1)((1+β)n+α+β+1)
(n+α+1)2
2s
‖xn+1 − xn‖2 ≤
g(yn)−
(2− sLg)
(
βn
n+α
)2
2s
‖xn − xn−1‖2+
(2− sLg) βnn+α (1+β)n+α+β+1n+α+1 − βnn+α β(n+1)n+α+1
s
〈xn+1 − xn, xn − xn−1〉.
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For simplicity let
Bn =
(2− sLg)
(
βn
n+α
)2
2s
for all n ∈ N.
Hence we have
g(yn+1) +An‖xn+1 − xn‖2 − 2Cn〈xn+1 − xn, xn − xn−1〉 ≤ g(yn)−Bn‖xn − xn−1‖2.
By using the equality
− 2〈xn+1 − xn, xn − xn−1〉 = ‖xn+1 + xn−1 − 2xn‖2 − ‖xn+1 − xn‖2 − ‖xn − xn−1‖2 (11)
we obtain
g(yn+1) + (An − Cn)‖xn+1 − xn‖2 + Cn‖xn+1 + xn−1 − 2xn‖2 ≤ g(yn) + (Cn −Bn)‖xn − xn−1‖2.
Note that An−Cn = δn+1 and let us denote ∆n = Bn+An−1−Cn−1−Cn. Consequently the following
inequality holds.
Cn‖xn+1+xn−1−2xn‖2+∆n‖xn−xn−1‖2 ≤ (g(yn)+δn‖xn−xn−1‖2)−(g(yn+1)+δn+1‖xn+1−xn‖2). (12)
Since 0 < β < 1 and s < 2(1−β)
Lg
, we have
lim
n−→+∞An =
(2− sLg)(β + 1)2 − 2β − 2β2
2s
> 0,
lim
n−→+∞Bn =
(2− sLg)β2
2s
> 0,
lim
n−→+∞Cn =
(2− sLg)(β2 + β)− β2
2s
> 0,
lim
n−→+∞∆n =
2− sLg − 2β
2s
> 0,
and
lim
n−→+∞ δn =
2− β2 − sLg(β + 1)
2s
> 0.
Hence, there exists N ∈ N and C > 0, D > 0 such that for all n ≥ N one has
Cn ≥ C, ∆n ≥ D and δn > 0
which, in the view of (12), shows (i), that is, the sequence g(yn)+δn‖xn−xn−1‖2 is decreasing for n ≥ N.
Assume now that g is bounded from below. By using (12) again, we obtain
0 ≤ C‖xn+1+xn−1−2xn‖2+D‖xn−xn−1‖2 ≤ (g(yn)+ δn‖xn−xn−1‖2)− (g(yn+1)+ δn+1‖xn+1−xn‖2),
for all n ≥ N, or more convenient, that
0 ≤ D‖xn − xn−1‖2 ≤ (g(yn) + δn‖xn − xn−1‖2)− (g(yn+1) + δn+1‖xn+1 − xn‖2), (13)
for all n ≥ N. Let r > N. By summing up the latter relation we have
D
r∑
n=N
‖xn − xn−1‖2 ≤ (g(yN ) + δN‖xN − xN−1‖2)− (g(yr+1) + δr+1‖xr+1 − xr‖2)
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which leads to
g(yr+1) +D
r∑
n=N
‖xn − xn−1‖2 ≤ g(yN ) + δN‖xN − xN−1‖2. (14)
Now, taking into account that g is bounded from below, by letting r −→ +∞ we obtain
∞∑
n=N
‖xn − xn−1‖2 ≤ +∞
which proves (iii).
The latter relation also shows that
lim
n−→+∞ ‖xn − xn−1‖
2 = 0,
hence
lim
n−→+∞ δn‖xn − xn−1‖
2 = 0.
But then, from the fact that g is bounded from below we obtain that the sequence g(yn)+δn‖xn−xn−1‖2
is bounded from below. On the other hand, from (i) we have that the sequence g(yn) + δn‖xn − xn−1‖2
is decreasing for n ≥ N, hence there exists
lim
n−→+∞ g(yn) + δn‖xn − xn−1‖
2 ∈ R.

Remark 3 Observe that conclusion (iii) in the hypotheses of Theorem 2 assures that the sequence
(xn − xn−1)n∈N ∈ l2, in particular that
lim
n−→+∞(xn − xn−1) = 0. (15)
Let us denote by ω((xn)n∈N) the set of cluster points of the sequence (xn)n∈N, and denote by crit(g) =
{x ∈ Rm : ∇g(x) = 0} the set of critical points of g.
In the following result we use the distance function to a set, defined for A ⊆ Rn as dist(x,A) =
infy∈A ‖x− y‖ for all x ∈ Rn.
Lemma 4 In the settings of problem (1), for some starting points x0 = y0 ∈ Rm consider the sequences
(xn)n∈N, (yn)n∈N generated by Algorithm (2). Assume that g is bounded from below and consider the
function
H : Rm × Rm −→ R, H(x, y) = g(x) + 1
2
‖y − x‖2.
Consider further the sequence
un =
√
2δn(xn − xn−1) + yn, for all n ∈ N,
where δn was defined in Theorem 2. Then, the following statements hold true.
(i) ω((un)n∈N) = ω((yn)n∈N) = ω((xn)n∈N) ⊆ crit g;
(ii) There exists and is finite the limit limn−→+∞H(yn, un);
(iii) ω((yn, un)n∈N) ⊆ critH = {(x, x) ∈ Rm × Rm : x ∈ crit g};
(iv) ‖∇H(yn, un)‖ ≤ 1s‖xn+1 − xn‖+
(
βn
s(n+α) + 2
√
2δn
)
‖xn − xn−1‖ for all n ∈ N;
7
(v) ‖∇H(yn, un)‖2 ≤ 2s2‖xn+1 − xn‖2 + 2
((
βn
s(n+α) −
√
2δn
)2
+ δn
)
‖xn − xn−1‖2 for all n ∈ N;
(vi) H is finite and constant on ω((yn, un)n∈N).
Assume that (xn)n∈N is bounded. Then,
(vii) ω((yn, un)n∈N) is nonempty and compact;
(viii) limn−→+∞ dist((yn, un), ω((yn, un)n∈N)) = 0.
Proof. (i) Let x ∈ ω((xn)n∈N). Then, there exists a subsequence (xnk)k∈N of (xn)n∈N such that
lim
k→+∞
xnk = x.
Since by (15) limn−→+∞(xn − xn−1) = 0 and the sequences (
√
2δn)n∈N,
(
βn
n+α
)
n∈N
converge, we obtain
that
lim
k→+∞
ynk = lim
k→+∞
unk = lim
k→+∞
xnk = x,
which shows that
ω((xn)n∈N) ⊆ ω((un)n∈N) and ω((xn)n∈N) ⊆ ω((yn)n∈N).
Further from (2), the continuity of ∇g and (15), we obtain that
∇g(x) = lim
k−→+∞
∇g(ynk) =
1
s
lim
k−→+∞
(ynk − xnk+1) =
1
s
lim
k−→+∞
[
(xnk − xnk+1) +
βnk
nk + α
(xnk − xnk−1)
]
= 0.
Hence ω((xn)n∈N) ⊆ crit g. Conversely, if u ∈ ω((un)n∈N) then, from (15) results that u ∈ ω((yn)n∈N)
and u ∈ ω((xn)n∈N). Hence,
ω((un)n∈N) = ω((yn)n∈N) = ω((xn)n∈N) ⊆ crit g.
(ii) is nothing else than (ii) in Theorem 2.
For (iii) observe that ∇H(x, y) = (∇g(x) + x − y, y − x), hence, ∇H(x, y) = 0 leads to x = y and
∇g(x) = 0. Consequently
critH = {(x, x) ∈ Rm × Rm : x ∈ crit g}.
Further, consider (y, u) ∈ ω((yn, un)n∈N). Then, there exists (ynk , unk)k∈N ⊆ (yn, un)n∈N such that
(y, u) = lim
k−→+∞
(ynk , unk) = lim
k−→+∞
(xnk , xnk) = (x, x).
Hence, u = y = x ∈ ω((xn)n∈N) ⊆ crit g and (x, x) ∈ critH.
(iv) By using the 1-norm of Rm × Rm and (2), for every n ∈ N we have
‖∇H(yn, un)‖ ≤ ‖∇H(yn, un)‖1 = ‖(∇g(yn) + yn − un, un − yn)‖1 = ‖∇g(yn) + yn − un‖+ ‖un − yn‖ ≤
‖∇g(yn)‖+ 2‖
√
2δn(xn − xn−1)‖ =
1
s
∥∥∥∥
(
xn +
βn
n+ α
(xn − xn−1)
)
− xn+1
∥∥∥∥+ 2√2δn‖xn − xn−1‖ ≤
1
s
‖xn+1 − xn‖+
(
βn
s(n+ α)
+ 2
√
2δn
)
‖xn − xn−1‖.
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(v) We use the euclidian norm of Rm×Rm, that is ‖(x, y)‖ =
√
‖x‖2 + ‖y‖2 for all (x, y) ∈ Rm×Rm.
We have:
‖∇H(yn, un)‖2 = ‖(∇g(yn) + yn − un, un − yn)‖2 = ‖∇g(yn) + yn − un‖2 + ‖un − yn‖2 =∥∥∥∥1s (xn − xn+1) +
(
βn
s(n+ α)
−
√
2δn
)
(xn − xn−1)
∥∥∥∥
2
+ 2δn‖xn − xn−1‖2 ≤
2
s2
‖xn+1 − xn‖2 + 2
((
βn
s(n+ α)
−
√
2δn
)2
+ δn
)
‖xn − xn−1‖2
for all n ∈ N.
(vi) follows directly from (ii).
Assume now that (xn)n∈N is bounded and let us prove (vii), (see also [14]). Obviously (yn, un)n∈N is
bounded, hence according to Weierstrass Theorem ω((yn, un)n∈N), (and also ω((xn)n∈N)), is nonempty.
It remains to show that ω((yn, un)n∈N) is closed. From (i) and the proof of (iii) we have
ω((yn, un)n∈N) = {(x, x) ∈ Rm × Rm : x ∈ ω((xn)n∈N)}. (16)
Hence, it is enough to show that ω((xn)n∈N) is closed.
Let be (xp)p∈N ⊆ ω((xn)n∈N) and assume that limp−→+∞ xp = x∗. We show that x∗ ∈ ω((xn)n∈N).
Obviously, for every p ∈ N there exists a sequence of natural numbers npk −→ +∞, k −→ +∞, such that
lim
k−→+∞
xnp
k
= xp.
Let be ǫ > 0. Since limp−→+∞ xp = x∗, there exists P (ǫ) ∈ N such that for every p ≥ P (ǫ) it holds
‖xp − x∗‖ < ǫ
2
.
Let p ∈ N be fixed. Since limk−→+∞ xnp
k
= xp, there exists k(p, ǫ) ∈ N such that for every k ≥ k(p, ǫ) it
holds
‖xnp
k
− xp‖ < ǫ
2
.
Let be kp ≥ k(p, ε) such that npkp > p. Obviously n
p
kp
−→∞ as p −→ +∞ and for every p ≥ P (ǫ)
‖xnp
kp
− x∗‖ < ǫ.
Hence
lim
p−→+∞xn
p
kp
= x∗,
thus x∗ ∈ ω((xn)n∈N).
(viii) By using (16) we have
lim
n−→+∞dist((yn, un), ω((yn, un)n∈N)) = limn−→+∞ infx∈ω((xn)n∈N)
‖(yn, un)− (x, x)‖.
Since there exists the subsequences (ynk)k∈N and (unk)k∈N such that limk−→∞ ynk = limk−→∞ unk = x0 ∈
ω((xn)n∈N) it is straightforward that
lim
n−→+∞dist((yn, un), ω((yn, un)n∈N)) = 0.

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Remark 5 We emphasize that if g is coercive, that is lim‖x‖→+∞ g(x) = +∞, then g is bounded from
below and (xn)n∈N, (yn)n∈N, the sequences generated by (2), are bounded.
Indeed, notice that g is bounded from below, being a continuous and coercive function (see [24]).
Note that according to Theorem 2 the sequence D
∑r
n=N ‖xn − xn−1‖2 is convergent hence is bounded.
Consequently, from (14) it follows that yr is contained for every r > N, (N is defined in the hypothesis
of Theorem 2), in a lower level set of g, which is bounded. Since (yn)n∈N is bounded, taking into account
(15), it follows that (xn)n∈N is also bounded.
In order to continue our analysis we need the concept of a KL function. For η ∈ (0,+∞], we denote
by Θη the class of concave and continuous functions ϕ : [0, η) → [0,+∞) such that ϕ(0) = 0, ϕ is
continuously differentiable on (0, η), continuous at 0 and ϕ′(s) > 0 for all s ∈ (0, η).
Definition 1 (Kurdyka- Lojasiewicz property) Let f : Rn → R be a differentiable function. We say that
f satisfies the Kurdyka- Lojasiewicz (KL) property at x ∈ Rn if there exist η ∈ (0,+∞], a neighborhood
U of x and a function ϕ ∈ Θη such that for all x in the intersection
U ∩ {x ∈ Rn : f(x) < f(x) < f(x) + η}
the following inequality holds
ϕ′(f(x)− f(x))‖∇f(x))‖ ≥ 1.
If f satisfies the KL property at each point in Rn, then f is called a KL function.
The origins of this notion go back to the pioneering work of  Lojasiewicz [19], where it is proved
that for a real-analytic function f : Rn → R and a critical point x ∈ Rn (that is ∇f(x) = 0), there
exists θ ∈ [1/2, 1) such that the function |f − f(x)|θ‖∇f‖−1 is bounded around x. This corresponds
to the situation when ϕ(s) = C(1 − θ)−1s1−θ. The result of  Lojasiewicz allows the interpretation of
the KL property as a re-parametrization of the function values in order to avoid flatness around the
critical points. Kurdyka [17] extended this property to differentiable functions definable in an o-minimal
structure. Further extensions to the nonsmooth setting can be found in [2, 9–11].
To the class of KL functions belong semi-algebraic, real sub-analytic, semiconvex, uniformly convex
and convex functions satisfying a growth condition. We refer the reader to [1–3,8–11] and the references
therein for more details regarding all the classes mentioned above and illustrating examples.
An important role in our convergence analysis will be played by the following uniformized KL property
given in [8, Lemma 6].
Lemma 6 Let Ω ⊆ Rn be a compact set and let f : Rn → R be a differentiable function. Assume that f
is constant on Ω and f satisfies the KL property at each point of Ω. Then there exist ε, η > 0 and ϕ ∈ Θη
such that for all x ∈ Ω and for all x in the intersection
{x ∈ Rn : dist(x,Ω) < ε} ∩ {x ∈ Rn : f(x) < f(x) < f(x) + η} (17)
the following inequality holds
ϕ′(f(x)− f(x))‖∇f(x)‖ ≥ 1. (18)
The following convergence result is the first main result of the paper.
Theorem 7 In the settings of problem (1), for some starting points x0 = y0 ∈ Rm consider the sequences
(xn)n∈N, (yn)n∈N generated by Algorithm (2). Assume that g is bounded from below and consider the
function
H : Rm × Rm −→ R, H(x, y) = g(x) + 1
2
‖y − x‖2.
Assume that (xn)n∈N is bounded and H is a KL function. Then the following statements are true
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(a)
∑
n≥1 ‖xn − xn−1‖ < +∞;
(b) there exists x ∈ crit(g) such that limn−→+∞ xn = x.
Proof. Consider the sequence
un =
√
2δn(xn − xn−1) + yn, for all n ∈ N,
that was defined in the hypotheses of Lemma 4. Furthermore, consider (x, x) ∈ ω((yn, un)n∈N).
Then, according to Lemma 4, the sequence H(yn, un) is decreasing for all n ≥ N , where N was defined
in Theorem 2, further
x ∈ crit g and lim
n−→+∞H(yn, un) = H(x, x).
We divide the proof into two cases.
Case I. There exists n ≥ N, n ∈ N, such that H(yn, un) = H(x, x). Then, since H(yn, un) is
decreasing for all n ≥ N and limn−→+∞H(yn, un) = H(x, x) we obtain that
H(yn, un) = H(x, x) for all n ≥ n.
The latter relation combined with (13) leads to
0 ≤ D‖xn − xn−1‖2 ≤ H(yn, un)−H(yn+1, un+1) = H(x, x)−H(x, x) = 0
for all n ≥ n.
Hence (xn)n≥n is constant and the conclusion follows.
Case II. For every n ≥ N one has that H(yn, un) > H(x, x). Let Ω = ω((yn, un)n∈N). Then according
to Lemma 4, Ω is nonempty and compact and H is constant on Ω. Since H is KL, according to Lemma
6 there exist ε, η > 0 and ϕ ∈ Θη such that for all (z, w) belonging to the intersection
{(z, w) ∈ Rn × Rn : dist((z, w),Ω) < ε} ∩ {(z, w) ∈ Rn ×Rn : H(x, x) < H(z, w) < H(x, x) + η}
one has
ϕ′(H(z, w) −H(x, x))‖∇H(z, w)‖ ≥ 1.
Since limn−→+∞ dist((yn, un),Ω) = 0, there exists n1 ∈ N such that
dist((yn, un),Ω) < ǫ, ∀n ≥ n1.
Since
lim
n−→+∞H(yn, un) = H(x, x)
and
H(yn, un)) > H(x, x) for all n ≥ N,
there exists n2 ≥ N such that
H(x, x) < H(yn, un) < H(x, x) + η, ∀n ≥ n2.
Hence, for all n ≥ n = max(n1, n2) we have
ϕ′(H(yn, un)−H(x, x)) · ‖∇H(yn, un))‖ ≥ 1.
Since ϕ is concave, for all n ∈ N we have
ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x)) ≥
11
ϕ′(H(yn, un)−H(x, x)) · (H(yn, un)−H(yn+1, un+1)),
hence,
ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x)) ≥ H(yn, un)−H(yn+1, un+1)‖∇H(yn, un)‖
for all n ≥ n.
Now, from (13) and Lemma 4 (iv) we obtain
ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x)) ≥ (19)
D‖xn − xn−1‖2
1
s
‖xn+1 − xn‖+
(
βn
s(n+α) + 2
√
2δn
)
‖xn − xn−1‖
,
for all n ≥ n. Since limn−→+∞ δn = 2−β
2−sLg(β+1)
2s > 0 and limn−→+∞
βn
s(n+α) =
β
s
≥ 0 there exists
N ∈ N, N ≥ n and M > 0 such that
max
(
1
s
,
βn
s(n+ α)
+ 2
√
2δn
)
≤M,
for all n ≥ N. Hence, (19) becomes
ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x)) ≥ (20)
D‖xn − xn−1‖2
M(‖xn+1 − xn‖+ ‖xn − xn−1‖) ,
for all n ≥ N.
Consequently,
‖xn − xn−1‖ ≤√
M
D
(ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x))) · (‖xn+1 − xn‖+ ‖xn − xn−1‖),
for all n ≥ N.
By using the arithmetical-geometrical mean inequality we have√
M
D
(ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x))) · (‖xn+1 − xn‖+ ‖xn − xn−1‖) ≤
‖xn+1 − xn‖+ ‖xn − xn−1‖
3
+
3M
4D
(ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x)))
for all n ≥ N. Hence
‖xn − xn−1‖ ≤
‖xn+1 − xn‖+ ‖xn − xn−1‖
3
+
3M
4D
(ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x)))
for all n ≥ N which leads to
2‖xn − xn−1‖ − ‖xn+1 − xn‖ ≤ 9M
4D
(ϕ(H(yn, un)−H(x, x))− ϕ(H(yn+1, un+1)−H(x, x))) (21)
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for all n ≥ N. Let P > N . By summing up (21) from N to P we obtain
P∑
n=N
‖xn − xn−1‖ ≤
−‖xN − xN−1‖+ ‖xP+1 − xP ‖+
9M
4D
(ϕ(H(yN , uN )−H(x, x))− ϕ(H(yP+1, uP+1)−H(x, x))).
Now, by letting P −→ +∞ and using the fact that ϕ(0) = 0 and (15) we obtain that
∞∑
n=N
‖xn − xn−1‖ ≤ −‖xN − xN−1‖+
9M
4D
ϕ(H(yN , uN )−H(x, x)) < +∞,
hence ∑
n≥1
‖xn − xn−1‖ < +∞
which is exactly (a).
Obviously the sequence Sn =
∑n
k=1 ‖xk − xk−1‖ is Cauchy, hence, for all ǫ > 0 there exists Nǫ ∈ N
such that for all n ≥ Nǫ and for all p ∈ N one has
Sn+p − Sn ≤ ǫ.
But
Sn+p − Sn =
n+p∑
k=n+1
‖xk − xk−1‖ ≥
∥∥∥∥∥
n+p∑
k=n+1
(xk − xk−1)
∥∥∥∥∥ = ‖xn+p − xn‖
hence the sequence (xn)n∈N is Cauchy, consequently is convergent. Let
lim
n−→+∞xn = x.
Now, according to Lemma 4 (i) one has
{x} = ω((xn)n∈N) ⊆ crit g
which proves (b). 
Remark 8 Since the class of semi-algebraic functions is closed under addition (see for example [8]) and
(x, y) 7→ 12‖x − y‖2 is semi-algebraic, the conclusion of the previous theorem holds if the condition H is
a KL function is replaced by the assumption that g is semi-algebraic.
Remark 9 Note that, according to Remark 5, the conclusion of Theorem 7 remains valid if we replace
in its hypotheses the conditions that g is bounded from below and (xn)n∈N is bounded by the condition
that g is coercive.
Remark 10 Note that under the assumptions of Theorem 7 we have limn−→+∞ yn = x and
lim
n−→+∞ g(xn) = limn−→+∞ g(yn) = g(x).
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3 Convergence rates
In this section we will assume that the regularized function H satisfies the Lojasiewicz property, which,
as noted in the previous section, corresponds to a particular choice of the desingularizing function ϕ
(see [1, 9, 19]).
Definition 2 Let f : Rn −→ R be a differentiable function. The function f is said to fulfill the
 Lojasiewicz property, if for every x ∈ crit f there exist K, ǫ > 0 and θ ∈ (0, 1) such that
|f(x)− f(x)|θ ≤ K‖∇f(x)‖ for every x fulfilling ‖x− x‖ < ǫ.
The number θ is called the  Lojasiewicz exponent of f at the critical point x. This corresponds to the case
when the desingularizing function ϕ has the form ϕ(t) = K1−θ t
1−θ.
In the following theorems we provide convergence rates for the sequence generated by (2), but also
for the function values, in terms of the  Lojasiewicz exponent of H (see, also, [1, 9]). Note that the
forthcoming results remain valid if one replace in their hypotheses the conditions that g is bounded from
below and (xn)n∈N is bounded by the condition that g is coercive.
Theorem 11 In the settings of problem (1) consider the sequences (xn)n∈N, (yn)n∈N generated by Algo-
rithm (2). Assume that g is bounded from below and that (xn)n∈N is bounded, let x ∈ crit(g) be such that
limn−→+∞ xn = x and suppose that
H : Rn × Rn −→ R, H(x, y) = g(x) + 1
2
‖x− y‖2
fulfills the  Lojasiewicz property at (x, x) ∈ critH with  Lojasiewicz exponent θ ∈ (0, 12] . Then, for every
p > 0 there exist a1, a2, a3, a4 > 0 and k ∈ N such that the following statements hold true:
(a1) g(yn)− g(x) ≤ a1 1np for every n > k,
(a2) g(xn)− g(x) ≤ a2 1np for every n > k,
(a3) ‖xn − x‖ ≤ a3 1
n
p
2
for every n > k,
(a4) ‖yn − x‖ ≤ a4 1
n
p
2
for all n > k.
Proof. As we have seen in the proof of Theorem 7, if there exists n ≥ N, n ∈ N, (where N was defined
in Theorem 2), such that H(yn, un) = H(x, x), then,
H(yn, un) = H(x, x) for all n ≥ n
and (xn)n≥n is constant. Consequently (yn)n≥n is also constant and the conclusion of the theorem is
straightforward.
Hence, in what follows we assume that H(yn, un) > H(x, x), for all n ≥ N.
Let us fix p > 0 and let us prove (a1).
For simplicity let us denote rn = H(yn, un)−H(x, x) > 0 for all n ∈ N. From (12) we have
∆n‖xn − xn−1‖2 ≤ rn − rn+1 for all n ≥ N.
From Lemma 4 (v) we have
‖∇H(yn, un)‖2 ≤ 2
s2
‖xn+1 − xn‖2 + 2
((
βn
s(n+ α)
−
√
2δn
)2
+ δn
)
‖xn − xn−1‖2
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for all n ∈ N. Let Sn = 2
((
βn
s(n+α) −
√
2δn
)2
+ δn
)
, for all n ∈ N.
It follows that, for all n ≥ N one has
‖xn − xn−1‖2 ≥ 1
Sn
‖∇H(yn, un)‖2 − 2
s2Sn
‖xn+1 − xn‖2 ≥
1
Sn
‖∇H(yn, un)‖2 − 2
s2Sn∆n+1
(rn+1 − rn+2).
Now by using the  Lojasiewicz property of H at (x, x) ∈ critH, and the fact that limn−→+∞(yn, un) =
(x, x), we obtain that there exists K, ǫ > 0 and N1 ∈ N, such that for all n ≥ N1 one has
‖(yn, un)− (x, x)‖ < ǫ,
consequently
rn − rn+1 ≥ ∆n
Sn
‖∇H(yn, un)‖2 − 2∆n
s2Sn∆n+1
(rn+1 − rn+2) ≥ (22)
∆n
K2Sn
r2θn −
2∆n
s2Sn∆n+1
(rn+1 − rn+2) ≥
∆n
K2Sn
r2θn+1 −
2∆n
s2Sn∆n+1
(rn+1 − rn+2) = αnr2θn+1 − βn(rn+1 − rn+2),
where αn =
∆n
K2Sn
and βn =
2∆n
s2Sn∆n+1
.
It is obvious that the sequences (αn)n≥N1 and (βn)n≥N1 are convergent, further
lim
n−→+∞αn > 0 and limn−→+∞βn > 0.
Now, since 0 < 2θ ≤ 1 and rn+1 −→ 0, there exists N2 ∈ N, N2 ≥ N1, such that r2θn+1 ≥ rn+1 for all
n ≥ N2.
(∗) Note that this implies that 0 ≤ rn ≤ 1 for all n ≥ N2.
Hence,
rn ≥ (αn − βn + 1) rn+1 + βnrn+2, for all n ≥ N2.
Let us define for every n > N2 the sequence Ξn =
βnn
p
(n+1)p−np . Then, since p > 0 one has limn−→+∞ Ξn =
+∞.
Since
lim
n−→+∞ (αn − βn + 1)−
(
1 +
βn+1
Ξn+1
− βn−1
1 + βnΞn
)
= lim
n−→+∞αn > 0,
there exists k ∈ N, k ≥ N2 such that for all n ≥ k one has
αn − βn + 1 ≥ 1 + βn+1
Ξn+1
− βn−1
1 + βnΞn
.
Consequently,
rn ≥
(
1 +
βn+1
Ξn+1
− βn−1
1 + βnΞn
)
rn+1 + βnrn+2, for all n ≥ k,
or, equivalently
rn +
βn−1
1 + βnΞn
rn+1 ≥
(
1 +
βn+1
Ξn+1
)(
rn+1 +
βn
1 + βn+1Ξn+1
rn+2
)
, (23)
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for all n ≥ k. Now (23) leads to
n∏
k=k
(
rk +
βk−1
1 + βkΞk
rk+1
)
≥
n∏
k=k
(
1 +
βk+1
Ξk+1
) n∏
k=k

rk+1 + βk
1 +
βk+1
Ξk+1
rk+2

 ,
hence after simplifying we get
rk + βk−1
1 +
β
k
Ξ
k
rk+1

 n∏
k=k
1
1 +
βk+1
Ξk+1
≥ rn+1 + βn
1 + βn+1Ξn+1
rn+2. (24)
But, βn+1Ξn+1 =
(n+2)p
(n+1)p − 1, hence
n∏
k=k
1
1 +
βk+1
Ξk+1
=
n∏
k=k
(k + 1)p
(k + 2)p
=
(k + 1)p
(n+ 2)p
.
By denoting
(
rk +
β
k−1
1+
β
k
Ξ
k
rk+1
)
(k + 1)p = a1, we have
a1
1
(n+ 2)p
≥ rn+1 + βn
1 + 1
n+1βn+1
rn+2.
Hence,
a1
1
np
≥ a1 1
(n+ 1)p
≥ rn = g(yn)− g(x) + δn‖xn − xn−1‖2 ≥ g(yn)− g(x) (25)
which is (a1).
For (a2) we start from Lemma 1 and (2) and we have
g(xn)− g(yn) ≤ 〈∇g(yn), xn − yn〉+ Lg
2
‖xn − yn‖2 =
1
s
〈
(xn − xn+1) + βn
n+ α
(xn − xn−1),− βn
n+ α
(xn − xn−1)
〉
+
Lg
2
(
βn
n+ α
)2
‖xn − xn−1‖2 =
−
(
βn
n+ α
)2 2− sLg
2s
‖xn − xn−1‖2 + 1
s
〈
xn+1 − xn, βn
n+ α
(xn − xn−1)
〉
.
By using the inequality 〈X,Y 〉 ≤ 12
(
a2‖X‖2 + 1
a2
‖Y ‖2) for all X,Y ∈ Rm, a ∈ R \ {0}, we obtain
〈
xn+1 − xn, βn
n+ α
(xn − xn−1)
〉
≤ 1
2
(
1
2− sLg ‖xn+1 − xn‖
2 + (2− sLg)
(
βn
n+ α
)2
‖xn − xn−1‖2
)
,
consequently
g(xn)− g(yn) ≤ 1
2s(2− sLg)‖xn+1 − xn‖
2.
From (13) we have
‖xn − xn−1‖2 ≤ 1
D
((g(yn) + δn‖xn − xn−1‖2)− (g(yn+1) + δn+1‖xn+1 − xn‖2))
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and since the sequence (g(yn) + δn‖xn+1 − xn‖2)n≥k is decreasing and has the limit g(x), we obtain that
g(yn+1) + δn+1‖xn+1 − xn‖2 ≥ g(x), consequently
‖xn − xn−1‖2 ≤ 1
D
rn. (26)
Hence, for all n ≥ k one has
g(xn)− g(yn) ≤ 1
2sD(2− sLg)rn+1. (27)
Now, the identity g(xn)− g(x) = (g(xn)− g(yn)) + (g(yn)− g(x)) and (a1) lead to
g(xn)− g(x) ≤ 1
2sD(2− sLg)rn+1 + a1
1
np
for every n > k, which combined with (25) give
g(xn)− g(x) ≤ 1
2sD(2− sLg)a1
1
(n+ 2)p
+ a1
1
np
≤ a1
(
1 +
1
2sD(2− sLg)
)
1
np
= a2
1
np
,
for every n > k.
For (a3) observe, that by summing up (21) from n ≥ k to P > n and using the triangle inequality we
obtain
‖xP − xn−1‖ ≤
P∑
k=n
‖xk − xk−1‖ ≤
−‖xn − xn−1‖+ ‖xP+1 − xP ‖+ 9M
4D
(ϕ(H(yn, un)−H(x, x))− ϕ(H(yP+1, uP+1)−H(x, x))).
By letting P −→ +∞ we get
‖xn−1 − x‖ ≤ −‖xn − xn−1‖+ 9M
4D
ϕ(H(yn, un)−H(x, x)) ≤ 9M
4D
ϕ(H(yn, un)−H(x, x)).
But, ϕ(t) = K1−θ t
1−θ, hence
‖xn−1 − x‖ ≤ 9MK
4D(1 − θ)(H(yn, un)−H(x, x))
1−θ =M1r1−θn , (28)
where M1 =
9MK
4D(1−θ) .
But (∗) assures that 0 ≤ rn ≤ 1 which combined with θ ∈
(
0, 12
]
leads to r1−θn ≤
√
rn, consequently
we have
‖xn−1 − x‖ ≤M1√rn.
The conclusion follow by (25), since we have
‖xn − x‖ ≤M1√a1 1
n
p
2
= a3
1
n
p
2
for every n > k.
Finally, for n > k we have
‖yn − x‖ =
∥∥∥∥xn + βnn+ α(xn − xn−1)− x
∥∥∥∥ ≤
17
(
1 +
βn
n+ α
)
‖xn − x‖+ βn
n+ α
‖xn−1 − x‖ ≤
(
1 +
βn
n+ α
)
a3
1
n
p
2
+
βn
n+ α
a3
1
n
p
2
≤
(
1 + 2
βn
n+ α
)
a3
1
n
p
2
.
Let a4 = (1 + 2β)a3. Then
‖yn − x‖ ≤ a4 1
n
p
2
,
for all n > k, which proves (a4). 
Remark 12 In the previous theorem we obtained convergence rates with order p, for every p > 0. This
happened when we took in (24)
βn+1
Ξn+1
=
(n+ 2)p
(n+ 1)p
− 1.
But actually we have shown more. If one takes βn+1Ξn+1 = ρn+1 > 0 where limn−→+∞ ρn = 0 then one
obtains that there exits k ∈ N and A1 > 0 such that for all n ≥ k one has
αn − βn + 1 ≥ 1 + ρn+1 − βn−1
1 + ρn
hence (24) becomes
g(yn)− g(x) ≤ A1
n∏
k=k+1
1
1 + ρk
.
From here, as in the proof of Theorem 11, one can derive that
g(xn)− g(x) ≤ A2
n∏
k=k+1
1
1 + ρk
for some A2 > 0,
and
‖xn − x‖ = O


√√√√ n∏
k=k+1
1
1 + ρk

 and ‖yn − x‖ = O


√√√√ n∏
k=k+1
1
1 + ρk

 .
Having in mind this general result, and taking into account that in [14], for the dynamical system (6)
which, as it is shown in Introduction, can be viewed as the continuous counterpart of the numerical scheme
(2), it was obtained finite time convergence of the generated trajectories for θ ∈ (0, 12) and exponential
convergence rate for θ = 12 , it seems a valid question whether we can obtain exponential convergence rate
for the sequences generated by (2), by choosing an appropriate sequence ρn. We show in what follow that
this is not possible. We have
n∏
k=k+1
1
1 + ρk
= e
−∑n
k=k+1
ln(1+ρk).
Obviously ln(1 + ρk) > 0, for all k > k and limk−→+∞ ln(1 + ρk) = 0. Now, by using the Cesa`ro-Stolz
theorem we obtain that
lim
n−→+∞
∑n
k=k+1
ln(1 + ρk)
n
= lim
n−→+∞ ln(1 + ρn+1) = 0,
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hence
∑n
k=k+1
ln(1 + ρk) = o(n), which shows that
O

 n∏
k=k+1
1
1 + ρk

 > O (e−n) .
Remark 13 According to [18], H is KL with  Lojasiewicz exponent θ ∈ [12 , 1) , whenever g is KL with
 Lojasiewicz exponent θ ∈ [12 , 1) . Therefore, we have the following corollary.
Corollary 14 In the settings of problem (1) consider the sequences (xn)n∈N, (yn)n∈N generated by Al-
gorithm (2). Assume that g is bounded from below and that (xn)n∈N is bounded, let x ∈ crit(g) be such
that limn−→+∞ xn = x and suppose that g fulfills the  Lojasiewicz property at x with  Lojasiewicz exponent
θ = 12 . Then, for every p > 0 there exist a1, a2, a3, a4 > 0 and k ∈ N such that the following statements
hold true:
(a1) g(yn)− g(x) ≤ a1 1np for every n > k,
(a2) g(xn)− g(x) ≤ a2 1np for every n > k,
(a3) ‖xn − x‖ ≤ a3 1
n
p
2
for every n > k,
(a4) ‖yn − x‖ ≤ a4 1
n
p
2
for all n > k.
In case the  Lojasiewicz exponent of the regularization function H is θ ∈ (12 , 1) we have the following
result concerning the convergence rates of the sequences generated by (2).
Theorem 15 In the settings of problem (1) consider the sequences (xn)n∈N, (yn)n∈N generated by Algo-
rithm (2). Assume that g is bounded from below and that (xn)n∈N is bounded, let x ∈ crit(g) be such that
limn−→+∞ xn = x and suppose that
H : Rn × Rn −→ R, H(x, y) = g(x) + 1
2
‖x− y‖2
fulfills the  Lojasiewicz property at (x, x) ∈ critH with  Lojasiewicz exponent θ ∈ (12 , 1) . Then, there exist
b1, b2, b3, b4 > 0 such that the following statements hold true:
(b1) g(yn)− g(x) ≤ b1 1
n
1
2θ−1
, for all n ≥ N1 + 2;
(b2) g(xn)− g(x) ≤ b2 1
n
1
2θ−1
, for all n ≥ N1 + 2;
(b3) ‖xn − x‖ ≤ b3 1
n
1−θ
2θ−1
, for all n ≥ N1 + 2;
(b4) ‖yn − x‖ ≤ b4 1
n
1−θ
2θ−1
, for all n > N1 + 2,
where N1 ∈ N was defined in the proof of Theorem 11 .
Proof. Also here, to avoid triviality, in what follows we assume that H(yn, un) > H(x, x), for all n ≥ N.
From (22) we have that for every n ≥ N1 it holds
rn − rn+1 ≥ αnr2θn+1 − βn(rn+1 − rn+2),
where αn =
∆n
K2Sn
and βn =
2∆n
s2Sn∆n+1
.
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Hence,
(rn − rn+1)r−2θn+1 + βn(rn+1 − rn+2)r−2θn+1 ≥ αn,
for all n ≥ N1.
Consider the function φ(t) = K2θ−1t
1−2θ where K is the constant defined at the  Lojasiewicz property
of H. Then φ′(t) = −Kt−2θ and we have
φ(rn+1)− φ(rn) =
∫ rn+1
rn
φ′(t)dt = K
∫ rn
rn+1
t−2θdt ≥ K(rn − rn+1)r−2θn .
Analogously,
φ(rn+2)− φ(rn+1) ≥ K(rn+1 − rn+2)r−2θn+1.
Assume that for some n ≥ N1 it holds that r−2θn ≥ 12r−2θn+1.
Then
φ(rn+1)− φ(rn) + βn(φ(rn+2)− φ(rn+1)) ≥ K
2
(rn − rn+1)r−2θn+1 +Kβn(rn+1 − rn+2)r−2θn+1 ≥ (29)
K
2
(rn − rn+1)r−2θn+1 +
K
2
βn(rn+1 − rn+2)r−2θn+1 ≥
K
2
αn.
Conversely, if 2r−2θn < r
−2θ
n+1 for some n ≥ N1, then
2
2θ−1
2θ r1−2θn < r
1−2θ
n+1 ,
hence,
φ(rn+1)− φ(rn) = K
2θ − 1(r
1−2θ
n+1 − r1−2θn ) ≥
K
2θ − 1
(
2
2θ−1
2θ − 1
)
r1−2θn ≥
K
2θ − 1
(
2
2θ−1
2θ − 1
)
r1−2θ
N1
= C1.
Consequently,
φ(rn+1)− φ(rn) + βn(φ(rn+2)− φ(rn+1)) ≥ C1(1 + βn).
Let C2 = infn≥N1
C1(1+βn)
αn
> 0. Then,
φ(rn+1)− φ(rn) + βn(φ(rn+2)− φ(rn+1)) ≥ C2αn. (30)
From (29) and (30) we get that there exists C > 0 such that
φ(rn+1)− φ(rn) + βn(φ(rn+2)− φ(rn+1)) ≥ Cαn, for all n ≥ N1.
Let β = supn≥N1 βn. Then the latter relation becomes
φ(rn+1)− φ(rn) + β(φ(rn+2)− φ(rn+1)) ≥ Cαn, for all n ≥ N1,
which leads to
n∑
k=N1
(
φ(rk+1)− φ(rk) + β(φ(rk+2)− φ(rk+1))
)
≥ C
n∑
k=N1
αk.
Consequently,
φ(rn+1)− φ(rN1) + β(φ(rn+2)− φ(rN1+1)) ≥ C
n∑
k=N1
αk
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and by using the fact that the sequence (rn)n≥N1 is decreasing and φ is also decreasing, we obtain
(1 + β)φ(rn+2) ≥ C
n∑
k=N1
αk.
In other words
r1−2θn ≥
C(2θ − 1)
K(1 + β)
n−2∑
k=N1
αk, for all n ≥ N1 + 2.
Hence,
rn ≤
(
C(2θ − 1)
K(1 + β)
) −1
2θ−1

 n−2∑
k=N1
αk


−1
2θ−1
, for all n ≥ N1 + 2.
Since
∑n−2
k=N1
αk ≥ α(n −N1 − 1), where 0 < α = infk≥N1 αk we have that there exists M > 0 such
that 
 n−2∑
k=N1
αk


−1
2θ−1
≤ α −12θ−1 (n −N1 − 1)
−1
2θ−1 ≤ α −12θ−1Mn −12θ−1 , for all n ≥ N1 + 2.
Therefore, we have
rn ≤
(
C(2θ − 1)
K(1 + β)
) −1
2θ−1
α
−1
2θ−1Mn
−1
2θ−1 = b1n
−1
2θ−1 , for all n ≥ N1 + 2.
But, rn = g(yn)− g(x) + δn‖xn − xn−1‖2, consequently
g(yn)− g(x) ≤ b1n
−1
2θ−1 , for all n ≥ N1 + 2
and (b1) is proved.
For (b2) observe that (27) holds for all n ≥ N1, hence for all n ≥ N1 one has
g(xn)− g(yn) ≤ 1
2sD(2− sLg)rn+1 ≤
1
2sD(2− sLg)b1(n+ 1)
−1
2θ−1 .
Thus, there exists M > 0 such that
g(xn)− g(x) = (g(xn)− g(yn)) + (g(yn)− g(x)) ≤
(
1
2sD(2− sLg)b1M + b1
)
n
−1
2θ−1 = b2n
−1
2θ−1 ,
for all n ≥ N1 + 2.
For proving (b3) we use (28). Note that the relation ‖xn − x‖ ≤M1r1−θn holds for all n ≥ N1. Hence,
‖xn − x‖ ≤M1
(
b1n
−1
2θ−1
)1−θ
, for all n ≥ N1 + 2.
Consequently,
‖xn − x‖ ≤ b3n
θ−1
2θ−1 , for all n ≥ N1 + 2,
where b3 =M1b
1−θ
1 and this proves (b3).
For (b4) observe that for n ≥ N1 + 3 we have
‖yn − x‖ =
∥∥∥∥xn + βnn+ α(xn − xn−1)− x
∥∥∥∥ ≤
21
(
1 +
βn
n+ α
)
‖xn − x‖+ βn
n+ α
‖xn−1 − x‖ ≤
(
1 +
βn
n+ α
)
b3n
θ−1
2θ−1 +
βn
n+ α
b3(n− 1)
θ−1
2θ−1 ≤
((
1 +
βn
n+ α
)
b3 +
βn
n+ α
b3
)
(n− 1) θ−12θ−1 ≤ b4n
θ−1
2θ−1 ,
where one can take b4 = supn≥N1+3
((
1 + βn
n+α
)
b3 +
βn
n+αb3
)(
n
n−1
) 1−θ
2θ−1
. 
According to Remark 13 we have the following corollary.
Corollary 16 In the settings of problem (1) consider the sequences (xn)n∈N, (yn)n∈N generated by Al-
gorithm (2). Assume that g is bounded from below and that (xn)n∈N is bounded, let x ∈ crit(g) be such
that limn−→+∞ xn = x and suppose that g fulfills the  Lojasiewicz property at x with  Lojasiewicz exponent
θ ∈ (12 , 1) . Then, there exist b1, b2, b3, b4 > 0 such that the following statements hold true:
(b1) g(yn)− g(x) ≤ b1 1
n
1
2θ−1
, for all n ≥ N1 + 2;
(b2) g(xn)− g(x) ≤ b2 1
n
1
2θ−1
, for all n ≥ N1 + 2;
(b3) ‖xn − x‖ ≤ b3 1
n
1−θ
2θ−1
, for all n ≥ N1 + 2;
(b4) ‖yn − x‖ ≤ b4 1
n
1−θ
2θ−1
, for all n > N1 + 2,
where N1 ∈ N was defined in the proof of Theorem 11.
4 Conclusions
In this paper we show the convergence of a Nesterov type algorithm in a full nonconvex setting, assum-
ing that a regularization of the objective function satisfies the Kurdyka- Lojasiewicz property. For this
purpose as a starting point we show a sufficient decrease property for the iterates generated by our al-
gorithm. Though our algorithm is asymptotically equivalent to Nesterov’s accelerated gradient method,
we cannot obtain full equivalence due to the fact that in order to obtain the above mentioned decrease
property we cannot allow the inertial parameter, more precisely the parameter β, to attain the value 1.
Nevertheless, we obtain convergence rates of order p for every p > 0, for the sequences generated by our
numerical scheme but also for the function values in these sequences, provided the objective function, or
a regularization of the objective function, satisfies the  Lojasiewicz property with  Lojasiewicz exponent
θ ∈ (0, 12] . We also show that, at least with our techniques, exponential convergence rates cannot be
obtained. In case the  Lojasiewicz exponent of the objective function, or a regularization of the objective
function, is θ ∈ (12 , 1) , we obtain polynomial convergence rates.
A related future research is the study of a modified FISTA algorithm in a nonconvex setting. Indeed,
let f : Rm −→ R be a proper convex and lower semicontinuous function and let g : Rm −→ R be a
(possible nonconvex) smooth function with Lg Lipschitz continuous gradient. Consider the optimization
problem
inf
x∈Rm
f(x) + g(x).
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We associate to this optimization problem the following proximal-gradient algorithm. For x0, y0 ∈ Rm
consider 

xn+1 = proxsf (yn − s∇g(yn)),
yn = xn +
βn
n+ α
(xn − xn−1),
(31)
where α > 0, β ∈ (0, 1) and 0 < s < 2(1−β)
Lg
. Obviously, when f ≡ 0 then (31) becomes the numerical
scheme (2) studied in the present paper.
We emphasize that (31) has a similar formulation as the modified FISTA algorithm studied by Cham-
bolle and Dossal in [15] and the convergence of the generated sequences, to a critical point of the objective
function f + g, would open the gate for the study of FISTA type algorithms in a nonconvex setting.
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