Abstract Due to event-triggered sampling in a system, or maybe with the aim of reducing data storage, tracking many applications will encounter irregular sampling time. By calculating the matrix exponential using an inverse Laplace transform, this paper transforms the irregular sampling tracking problem to the problem of tracking with time-varying parameters of a system. Using the common Kalman filter, the developed method is used to track a target for the simulated trajectory and video tracking. The results of simulation experiments have shown that it can obtain good estimation performance even at a very high irregular rate of measurement sampling time.
Introduction
Tracking a variable number of interest targets has been applied many fields, such as self-navigating robots, video surveillance applications, etc. Classical tracking methods using a single sensor involve a dynamics model of manoeuvring the target and state estimation based on measurements obtained system's sensor. In general, the Kalman filter [1] [2] [3] [4] and particle filter [5, 6] are the most commonly used estimation methods. It is well-known that the discrete Kalman filter has the advantages of simple and recursive calculation. Though the Kalman filter cannot obtain good performance while the system noises are not Gaussian white noise, it is the most widely used method in target tracking. The discrete Kalman filter and its improved form based on different applications, such as the system with nonlinear measurement (named the extended Kalman filter or unscented Kalman filter) is a classic problem with a long and continuing history of research.
We know the movement of a target is based on the continuous relation of location, velocity and acceleration. But the system can only obtain discrete sampling measurements, so in general the continuous dynamic model is discretized based on assumptions using same sampling time interval and the Kalman filter recursively estimates the state of the system based on sampling measurements from K to K +1. But if the output measurements are sampled on a set of non-periodic and irregular sampling times, or the sampled values are lost when they are transmitted, the traditional recursive estimation from K to K +1 may fail in general, even if the system has a full-rank measurement matrix.
While synchronized periodic sampling has been studied, non-uniform sampling has emerged from many applications. Most event-triggered sampling systems can generate irregular sampling time sequences. For example, in the supply chain system [7] , radio frequency identification (RFID) technologies can automatically record the location of specific items at the time when these are within a reader's range. So if we want to estimate the item's target by the record measurements, we must deal with the estimation problem based on irregular sampling.
The main challenges in target tracking under irregular sampling include: 1) when will the sampled system be observable under irregular sampling sequences? 2) How to estimate the target trajectory on the basis of irregular sampling points. 3) What convergence properties can be derived for the state estimates? This paper focuses on these problems and is organized as follows. Section II discusses some research results about estimation with irregular sampling measurements. Section III formulates the target tracking problems pursued in this paper. Section IV focuses on the observability of systems under arbitrary sampling times. Section V gives the dynamic model under the irregular sampling time and the estimation method based on the Kalman filter. A simulation example is provided in Section VI. Finally, some concluding remarks are given in Section VII.
Related Works
As a state estimation problem for continuous processes with discrete measurements, there are three approaches as follows [8] :
For the discrete measurement and its sampling time, the continuous process model is discretized. After that, one of the known state estimators for discrete systems is applied to obtain state estimates of a continuous process at discrete moments.
Approach 2)
The second alternative is to lift the discrete measurements into the space of continuous functions (e.g., by using a polynomial fit of several discrete measurements in a sliding window) and then apply one of the known state estimators for continuous systems, such as the KalmanBucy filter.
Approach 3)
The final option is to directly consider the state estimation problem with a continuous model and an arbitrary combination of discrete and continuous measurements.
This approach is more difficult theoretically because it leads to a continuous filter with discontinuous inputs.
The application of the discrete Kalman filter (or extended Kalman filter or unscented Kalman filter) to estimate states of continuous stochastic systems is common. [9, 10] deal with state estimation in the presence of delayed and infrequent measurements under a common unified extended Kalman filter framework. [10, 11] discuss some related issues of non-uniformly sampled systems, including model derivation, controllability and observability, computation of single-rate models with different sampling periods, reconstruction of continuoustime systems, and parameter identification of nonuniformly sampled discrete-time systems. [12] introduces a method of designing observers for linear time invariant systems with irregular sampling time sequences, which can be generated either passively in event-triggered sampling or by actively controlling the system input or sensor threshold when the sensor is binary-valued. Studies on Approach 2) remain an active area of research, see [13] [14] [15] [16] and the references therein for some recent work in this area. [8] follows Approach 3) and develops the optimal state estimation for continuous and sampled measurements using the theory of vibrosolutions.
In this paper, we follow Approach 1). We note that the results about estimation methods of the discrete Kalman filter for irregular sampling [12] cannot be used for the target tracking problem directly. For example, the matrix exponential of A , i.e., A e is obtained by a polynomial function of A based on the Cayley-Hamilton theorem in [12] , which requires A to be a full-rank matrix. But we know this condition does not hold for a target tracking system. Another new problem we must face is there is not input signal, and here we must deal with the system noise, including processing noise and measurement noise, which is not very common in the estimation problem of a control system. Therefore, for the target tracking problem, we must calculate A e for a not-fullrank matrix and discretize system noise under irregular sampling. These problems will be solved in this paper.
System model and problem formulation
It is known that the target problem involves the dynamics model, so here we begin with several models of target manoeuvring. The first common model is the Singer model [17] [18] [19] , in which models target acceleration as a first-order semi-Markov process with zero mean. It is in essence an a priori model since it does not use online information about the target manoeuvre, although it can be made adaptive through an adaptation of some parameters. Due to the complexity of the actual target, no a priori model can be remarkably effective in the diverse acceleration situations of actual target manoeuvres. One of the main shortcomings of the Singer model is that the target acceleration has zero mean at any moment. Another shortcoming is that the Singer model cannot use online information.
An acceleration model, called the "current model" [20] is in essence a Singer model with an adaptive mean; that is, a Singer model modified to have a non-zero mean of the acceleration. In the "current model", the model can use online information of tracking, and a priori (unconditional) probability density of the acceleration in the Singer model is replaced by a conditional density, i.e., Rayleigh density. Clearly, this conditional density carries more accurate information and is better to use than a priori density. We note that this conditional Rayleigh assumption was made for the sole purpose of obtaining the variance of the acceleration prediction. Let x , x  and x  be the target position, velocity and acceleration along a generic direction, respectivelyspecifically, x( ) ( ) t a t   . In this section, the state vector is always taken to be [x,x,x] x     , unless explicitly stated otherwise. We use a non-zero-mean acceleration the same as the "current model" [20] 
Note that in the "current model", this conditional Rayleigh assumption was made for the sole purpose of obtaining the variance of the acceleration prediction, which turns out to be
Parameter  is called the "manoeuvring frequency", which can be obtained by estimating online or by assuming that the appropriate value based on experience.
Studies on the value of  remain active areas of research, see and the references [21] [22] [23] therein for some recent work in this area.
The continuous measurement model is as follows:
But we can only obtain the discrete measurement values at the sampling time i t and at the sampling time we have the discrete measurement model as:
Now considering (1) and (2), we have the following hybrid system dynamics equation as follows:
where
and ( ) w t and ( ) i v t are process and measurement noise, respectively. They are uncorrelated at each sampling time, with the covariance matrix given by 
Observability of the target system under irregular sampling
We start with the system in (3) and (4) with noise-free measurement, i.e., ( ) 0 w t  and ( ) 0 i v t  . Suppose that the output of the system is sampled at a set of N time instances
Observability of the sampled system deals with reconstruction of the state ( ) x t from output measurements
Since the system contains no uncertainty, this is equivalent to reconstruction of the initial state ( )
The solution of differential equations (3) 
Because the process matrix of system A in (5) 
The matrix exponential 
Then we have
We know for any , 1
M must be a full-rank matrix. That means the system is observable when there are i sampling measurements ( 1 i  ). But we know there are noises in the process and measurement system, so the effective estimation method needs to overcome the influence of noise to obtain the exact estimation of the real state. 
Estimation method under irregular sampling
For the right part of (7), we assume 
So using a similar approach and by using the inverse Laplace transform we get (6), and we can now obtain the discrete process model at the sampling time as follows: Until now, the irregular sampling has been turned to the varying system parameter shown in (9) . From (8) and (9) 
By using (11), we can know the left of (12) 
Left multiply For the process model (8) and measurement model (4) with the system parameter (9), we use the Kalman filter to get the estimate of system state at every sampling time as follows:
2) Recursion: :
b) State update:
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The filter can get the estimation of state update at i t by (16) to (21) .We know the estimation performance obtained by the Kalman filter is based on whether the model is in accordance with the real moving target characteristics. For the estimation problem with the regular sampling time, if the system parameters
Q , C and R are consistent with the actual status of the system, the Kalman filter can obtain the optimal estimation performance. But for the real tracking problem, the covariance of process noise ( ) w t is very difficult to model. This paper uses the "current model" with (21) based on the system (3) and (4) under the irregular sampling time with time-varying system parameters (9) can obtain the same estimation performance as regular sampling time.
Proof: Because the irregular sampling is turned to the varying system parameter and the Kalman filter is just based on the variable parameter of the system, we can abbreviate i t to i and -1 i t to -1 i . The Kalman filter (16)- (21) is just like the common Kalman filter, so the details of the proof process are omitted here. 
 
The following simulations are to show the relation of the irregular rate and estimation performance. Firstly, the target moves along the attenuation of the sinusoidal movement (Scenario I), and the measurement noises are generated as white Gaussian random numbers with variance R. We assume R is a given parameter, which can be obtained in most tracking systems, 2 R  and the manoeuvring frequency  and max  of the "current model" is set to be 1 10 and 30. The estimation results and errors are shown in Figure 1(a) and (b) . We note that the sampling time intervals are different to those shown in Figure 1(c) 
To further illustrate how the irregular rate affects estimation performance, the algorithm is used to estimate the target trajectory under different irregular rates. After 100 Monte Carlo simulation runs, the root-mean square errors (RMSE) of position are calculated with the irregular rate, which is shown in Table 1 .
From the table, we can see that the irregular rate affects the estimation performance very little. The irregular rate changes ten times from 0.0085 in Case 2 to 0.0890 in Case 8, but the estimation performance has almost no change (root-mean square errors (RMSE) of position is almost always 2.04), just like a system with regular sampling time (in Case 1).
To further study the effect of irregular sampling on the estimation performance, we use the square wave as the trajectory of the moving target and we note this case as Scenario II. Firstly the regular sampling measurement is tracked (shown in Figure 2 (a) by the "circle") and the sampling time is 0.625s. The estimation results get are shown in Figure 2 (a) with the "star", and the estimation error obtained is shown as in Figure 2 (b). The covariance of estimation is 30.7838 for the location estimation. From Figure 2 , we can see the estimation error becomes large when the trajectory makes dramatic changes, for example, at 9 and 17 sampling points (the sampling times are 5.625s and 10.625s, respectively), and the estimation errors are -11.3116 and 9.5931, respectively. The reason for this is because the acceleration components in square wave undergo dramatic changes, exceeding the model noise modelling capabilities of the "current model", i.e., Rayleigh distribution in the "current model" discussed in Section III cannot accurately describe the acceleration distribution of square wave trajectory. Then we use the same number of sampling points (160 sampling points in 100s), but irregular sampling time for the square trajectory with the irregular rate 0.5119. The square wave trajectory and the estimate, the estimation error and the sampling time intervals at every sampling are shown in Figure 3 (a), (b) and (c). The estimation covariance is 24.0456 with 100 Monte Carlo simulations.
We note that the irregular sampling time in Figure 3 obtained the smaller estimation covariance compared to the regular sampling time in Figure 2 . We analyse the reasons as follows:
1. We know for the regular sampling time tracking problems, the estimation performance is decided by the accuracy of the model and the robustness of the estimation method for the model. From Figure 2 we can see the error occurs mainly in the dramatic changes of the trajectory. As to the irregular sampling case in Figure 3 , we notice that the number of dramatic changes is reduced, as indicated by 1 , which is no longer vertical (for example, indicated by 2 ), but has a certain slope. Therefore the error in the point indicated by 1 is smaller. 2. On the other hand, the estimation error does not increase due to the variation of the sampling interval.
As proven in Lemma 1, the irregular sampling cannot decrease the estimation performance. Therefore the estimation performance is better in Figure 3 and simulation results are consistent with the theory proved in Theorem 1. For a more practical view, the method here is applied to a two dimensional planar video tracking (Scenario III). Here, as a tracking problem, we just use the simple background and one target. The video obtained by the Image Capture Test Bed is shown in Figure 4 . Extracting the target from a complex background in a video image, tracking multiple targets or tracking by multi-sensor will not be discussed here. We control the car manoeuvring on the test bed and catch the images of the movement of the target by using a stationary camera. For every image of the video, the target is extracted based on the colour, then we get the trajectory data of the manoeuvring target on the Image Capture Test Bed as in Figure 5 . We know the camera captures the image under the same interval, and that will produce large amounts of image data. So if we can use the part of the images in the video for the tracking of the target with the good performance, the image storage and computation cost will be greatly reduced. But "using the part of images" means that the system no longer has the same sampling interval. Here we randomly extract part of the video images and define the extraction rate as to descript the image compression rate.
The extraction images have irregular sampling time and the target is tracked to illustrate the effectiveness of the method developed here. The initial condition for the target with state
The initial state estimate 0 x and covariance 0 P are assumed to be We extract 59 images from a video with 111 images and get the estimation of trajectory with estimation covariance 4.1078 (the horizontal axis) and 5.2511 (the vertical axis), and the irregular rate 0.0927, as shown in Figure 6 . The estimation errors are shown in Figure 7 . Some other estimation results are shown in Figure 8 , and the data on estimation covariance and irregular rate, etc., are in Table 2 . From Figure 8 and the estimation covariance in Table  2 , we can see for almost any extraction rate, the estimation performance almost always remained at good levels, even when the extraction rate is 7.11% and the irregular rate is 1.2554 (in Figure 8 (f) ). We note that in Figure 8 (f), the estimated images are so small that is no longer satisfy the sampling theorem, so from the estimate of state point at sampling time we cannot describe the whole trajectory (we have to show it as a dashed line). But we can still get good estimation performance with 1.6282 and 1.7607 (see Table 2 ). We can conclude that only if the exacted data contain the recoverability information of the original trajectory, can the method developed here deal with the irregular sampling problem perfectly and the system obtain good estimation performance.
Video in Figure 6 total images in the Tracking trajectory under irregular sampling time is a common situation, sometimes due to event-triggered sampling in the system, or maybe with the aim of reducing the data storage and computation cost. This paper offers a method to calculate the discrete system model at each sampling time. The matrix factorization method is not used, which is used generally to calculate the matrix exponential, while this paper obtains the process model and measurement model by using the inverse Laplace transform. The estimate is obtained by using the Kalman filter in this paper, which can also be substituted by other estimation methods, such as particle filter, because the affect of irregular sampling time has been transformed into time-varying parameters of the system and the tracking problem here is also a common one which has been extensively studied.
We also note that the method can obtain good estimation performance at all sampling times. So if we want obtain the real trajectory, the only thing we have to do is obtain the appropriate amount of data to describe it. In the usual sense, enough data should be included to satisfy the Shannon sampling theorem. The recently emerged idea of compressive sensing (CS) theory provides a different perspective in solving large underdetermined problems, exploiting sparsity as a prior value. This powerful and promising tool has proven to be effective for a wide range of problems of this class, including sub-Nyquist sensing of signals and coding, image denoising and de-blurring. So one of our future research subjects is how can we use the method of this paper on CS data and get a more complete description of the trajectory in the subcontinuous space, which means by interpolating the discrete trajectory to obtain the approximate discrete description of the original continuous trajectory.
If we do not need to obtain the whole trajectory of the target, and only need to obtain the location, speed and acceleration at some of the sampling points, the method developed here is a good choice. We can see that the estimation performance is perfect, the same as the common Kalman filter, if we know the sampling time, which case often occurs in the actual tracking system.
It is also noticed that we should choose an adaptive model for the tracking and in this paper the "current model" is used. For the "current model", we need to assume the manoeuvring frequency  and max  as a given parameter, and we also note that different value of these two parameters will obtain different estimation covariance. Sometimes one parameter can obtain better performance for estimating one trajectory, while maybe not for another trajectory. One of the reasons for this phenomenon is that the system is open-loop for the model parameters, i.e., the system model cannot adapt the movement characteristics of the manoeuvring target. In our opinion, tracking while identifying may be a good solution. That means the close-loop mechanism for the model parameters should be established, which will be one area of future research.
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