Transcranial brain stimulation (TBS) techniques such as transcranial magnetic stimulation (TMS), transcranial direct current stimulation (tDCS) and others have seen a strong increase as tools in therapy and research within the last 20 years. In order to precisely target the stimulation, it is important to accurately model the individual head anatomy of a subject. Of particular importance is accurate reconstruction of the skull, as it has the strongest impact on the current pathways due to its low conductivity. Thus providing automated tools, which can reliably reconstruct the anatomy of the human head from magnetic resonance (MR) scans would be highly valuable for the application of transcranial stimulation methods. These head models can also be used to inform source localization methods such as EEG and MEG.
INTRODUCTION
Precise and reliable stimulation targeting in transcranial brain stimulation (TBS) is crucial both for studying the function of the brain in neuroscience research and for developing therapeutic intervention approaches for treatment of brain disorders such as stroke or depression. Accurate reconstruction of the individual head anatomy plays a crucial role in this, not only for locating the areas of interest for the stimulation, but also for modeling the effect of the individual anatomy on the field distribution inside the head which directly affects the spatial accuracy of the stimulation.
1 This is especially true for transcranial electric stimulation approaches, such as transcranial direct current stimulation (tDCS) and transcranial alternating current stimulation (tACS), where the skull has a large effect on the current flow due to its low conductivity, 2 and inaccuracies in the skull reconstruction can result in gross deviations in the location of the stimulus. 3 Thus there is a clear need for automated tools that can accurately and robustly segment the different tissue classes, both brain and non-brain, directly from an MR scan of a given subject.
While there are many tools available for automated segmentation of different tissues and neuroanatomical structures in the brain, most of them do not provide segmentations of the extra-cranial tissues. The exceptions are the newest version of SPM (SPM12) 4 and FSL 5 which also provide the skull and skin segmentations but the field-of-view is limited to the upper part of the head with the neck excluded. Recently, Huang et al. 6 proposed a fully automated segmentation framework which is specifically targeted for accurate reconstruction of the whole head anatomy with the neck included. Their framework relies on atlas-based segmentation (as implemented in SPM8), using an extended atlas of the whole head with six tissue classes:
7 white matter, gray matter, cerebrospinal fluid, skull, skin and air. To avoid morphological errors and to ensure smooth segmentations, the authors apply a pairwise Markov random field (MRF) model, which encourages spatially clustered segmentations, as a post-processing step. The toolbox is called Morphologically and Anatomically Accurate Segmentation (MARS) and is provided as a part of the SPM8 software suite.
In this paper we propose a higher-order shape model for skull segmentation from MR images based on the convolutional restricted Boltzmann machine (cRBM) framework. 8, 9 Whereas the pairwise MRF model penalizes the number of differing label assignments typically between the six closest neighbors and the center voxel, the cRBM captures higher-order dependencies in the neighborhood of a given voxel, thus encoding shapes such as edges.
10 Therefore, the cRBM model allows us to encode more realistic anatomical constraints, compared to the pairwise MRF, which in turn should provide better segmentation of the skull. In the experiments we compare the proposed shape model to the approach of Huang et al. 6 and to the standard SPM post-processing using a simple Potts model.
METHODS
As the methods we compare against are implemented as post-processing steps to the segmentation function of SPM8, we apply the cRBM model in the same way to ensure fair comparisons. Therefore, in this section we first briefly describe the SPM8 segmentation framework, then the cRBM shape model and finally how the cRBM model can be combined with SPM8's segmentation model.
SPM8 -Unified Segmentation
Here we provide a short overview of the segmentation framework employed in SPM8, the detailed description can be found in Ashburner et al. 4 Given an MR scan d = (d 1 , . . . , d I ), where I denotes the number of voxels, and model parameters {φ,ν}, the task is to find a corresponding labeling l = (l 1 , . . . , l I ) as the maximum-a-posteriori (MAP) estimate in a Bayesian framework:
where the first distribution on the right hand side is the likelihood, which models the MR data, and the second distribution is the prior, or atlas, which encodes the probabilities of different tissue classes in each voxel i. As mentioned in the previous section, the atlas we use has six classes and thus l i ∈ {1, 2, . . . , k, . . . , 6}, i.e., the label in a voxel can take values from one to six.
The likelihood term models the MR intensities of each tissue k by a mixture of Gaussian distributions:
where Λ k denotes the number of Gaussians for tissue k, µ k,g is the mean, σ 2 k,g is the variance and λ g is the mixture weight. The scale term ρ i (β) refers to the so-called bias field, i.e., the low frequency noise corrupting MR images, which needs to be accounted for to obtain accurate segmentations. 11 The bias field is modeled as a linear combination of the low-frequency components of the discrete cosine transform (DCT), whereβ are the coefficients. To shorthand the notation we letφ denote all the parameters relating to the likelihood distribution, i.e.,φ = {μ,σ,λ,β}.
The prior distribution is defined as:
Here γ k denotes a global adjustment weight for tissue k, and b i,k (α) denotes the probability of tissue k in voxel i whereα are the deformation parameters which map the atlas to the MR image. Similar to the bias field, the deformations are also modeled using DCT basis functions whereα are the coefficients. Again we letν denote all parameters relating to the prior distribution, i.e.,ν = {α,γ}.
Thus far, the parameters have been assumed to be known, which is naturally not the case when we are segmenting a target image. The parameter values are obtained as MAP estimates given the data:
The optimization proceeds in two subsequent steps, where first the likelihood model parameters are updated keeping the prior parameters fixed and next the likelihood parameters are fixed while the prior parameters are updated. These two steps are repeated until the optimization has converged. Once the parameter estimates are found, a segmentation can be obtained from eq. (1) by assigning the most probable tissue label to each voxel separately as both the likelihood and prior distributions factorize over voxels.
cRBM -A Model of Shape
We model the shape of the skull using cRBMs 8, 9 which encode the shape of a binary (skull) image z = {z 1 . . . z I } using a set of filters w = {w 1 , . . . , w F }, where each filter is connected to a layer of binary hidden units H = {h 1 , . . . , h F }, and F is the number of filters and corresponding groups of hidden units. The filters encode different features in a local neighborhood, whereas the hidden units act as feature detectors taking on a value of zero or one depending on whether a feature was detected in a given neighborhood. The cRBM defines a distribution over the image of the form:
Here the energy of the cRBM is defined as:
where • denotes an element-wise product followed by summation and * denotes a convolution. Furthermore, c f is the so-called hidden bias parameter, which encourages the hidden units in group f to take on certain values, and b i is the so-called visible bias parameter which does the same for each voxel in z. Finally, Z denotes the normalization term.
The visible bias is often assumed to be shared over the whole image, i.e., b i = b. However, as we have access to the probabilistic atlas which encodes the probability for skull appearing in a given voxel we define b i = log(p(l i = skull|ν)). The remaining parameters, i.e., θ = {w, c}, are learned from a set of binary skull segmentations by performing stochastic gradient ascent on the log-likelihood using the so-called contrastive divergence approximation which has been shown to work well in practice.
Incorporating the Shape Model into SPM8
To incorporate the shape model into SPM8's segmentation framework, we modify the segmentation prior to include the cRBM model:
In the lower formula we have used the fact that the visible bias in the cRBM is defined by the probabilistic prior, and in abuse of notation the first term refers back to eq.(3). The function δ(·) returns one when the label in voxel i is skull and zero otherwise. The updated segmentation prior now consists of a unary term, which encodes the probability of a single voxel having one of the K labels, and a higher order term (second and third terms), which encode local skull shapes. Note that if the connections between the visible and hidden layers are disabled, i.e., the filters are set to zero, the model reverts back to the normal SPM8 model.
To obtain segmentations using this model, we first run the default SPM8 segmentation without the cRBM model to acquire initial estimates of the likelihood and atlas parameters. Due to the higher order terms in the segmentation prior, obtaining a MAP segmentation is analytically intractable as the prior distribution no longer factorizes over the voxels as in eq. (3) . To obtain a segmentation we instead draw samples from p(l, H, φ|d,ν,θ) using blocked Gibbs sampling which is straight-forward, as each of the conditional distributions p(l|d, H, φ,ν,θ), p(H|l) and p(φ|d, l) factorizes over its components. The final segmentation is obtained by voxel-wise majority voting over the collected samples.
EXPERIMENTS

Data
Our data set consists of 23 subjects who all underwent MRI and CT scanning. The MRI scans were performed on a 3T Philips Achieva MRI scanner using a 32-channel head coil. For each subject we acquired a high-resolution T1-weighted scan (repetition time = 6.0 ms; echo time = 2.7 ms; flip angle = 8 degrees; voxel size = 0.85mm
3 ) and a high-resolution T2-weighted scan (repetition time = 2500 ms; echo time = 272 ms; flip angle = 90 degrees; voxel size = 0.85mm
3 ). The low-dose CT scans were performed on a Siemens Biograph mCT (voxel size = 0.42 × 0.42 × 0.60mm). The CT scans were coregistered to the MR scans and all scans were resampled to 1mm 3 resolution.
We used the CT scans to create ground truth skull segmentations by initially thresholding at 450 Hounsfield units, then applying a Chan-Vese level-set method 13 to segment out the skull and finally using simple morphological operations to clean the segmentations. The segmentations were visually inspected to ensure good quality. The data set was then randomly divided into 13 training subjects and 10 test subjects. The training data set was used only for training the cRBM model and to cross-validate the free parameters for the methods we compare against. The test data set was used for comparing the performance of the different methods on unseen data.
Competing methods
We compare our approach to three different methods implemented in the SPM8 segmentation framework: the first method is the default SPM8 segmentation with no shape model post-processing (SPM8-default). The second method uses the standard SPM8 clean-up post-processing with a simple Potts model which encourages voxels to have the same label as their nearest neighbours (SPM-Potts). The third method uses the MARS post-processing which extends on the Potts model by modeling the co-occurence of different label combinations in a neighborhood, as opposed to the simple Potts model which only encourages clustered segmentations with the same label.
6 Thus MARS allows for encoding anatomical restrictions such as: gray matter and skull labels can not occur together in a neighborhood. Both the SPM-Potts and MARS have a single tunable parameter which relates to the strength of the spatial prior, i.e., how strongly the neighborhood configurations are enforced.
Implementation
Training the models We trained different cRBM models on the training data using 20 filters with sizes (7 × 7 × 7), (9 × 9 × 9) and (11 × 11 × 11) to probe the effect of the neighborhood size on segmentation performance. Each of the cRBMs with different filter size was optimized using the contrastive divergence gradient approximation with 12000 gradient steps in total. The cRBM models were trained in SPM8 atlas space and the training data skull segmentations were non-linearly warped to the space of the atlas. Finally, after the models had been trained, we selected the optimal filter size by applying the different models on the 13 training subjects. Specifically, we computed a Dice score, which measures how well the automated skull segmentation corresponds to the ground truth, for all 13 subjects and picked the model that produced the best average Dice score over the training set. The best average was obtained using a filter size of (11 × 11 × 11), although the difference to (9 × 9 × 9) was quite small.
We followed a similar approach to tune the free parameters of the SPM-Potts and MARS post-processing approaches. Here we applied a grid search where the parameter value was varied as: [1e-7, 1e-6,. . . , 0.1, 0.2,. . . , 1, 2,. . . , 10]. For each parameter value we obtained skull segmentations of the 13 training subjects and computed the average Dice score against the CT-based ground truths. The best average score was obtained using parameter values of 5 and 1e-7 for the Potts model and MARS respectively.
Applying the models As mentioned in section 2, analytical inference using the cRBM model is difficult and thus we resort to a sampling approach. This involves drawing samples in turn from the tissue segmentation l, the hidden units of the cRBM model H, and the Gaussian distribution parameters φ. After a burn-in period of 100 sampling steps, we collect 100 tissue segmentation samples and obtain the skull segmentation by voxelwise majority voting over these samples. The initial segmentation and parameter estimates were obtained by running the default SPM8 segmentation method. Note that each of the different approaches uses the default SPM8 estimates as a starting point, and thus the only difference between the methods in the experiments is the post-processing step where different shape models are applied.
Results
The results are summarized in figure 1 and table 1. The proposed cRBM shape model outperforms both the Potts and MARS models when using only T1-weighted scans and when using a combination of T1-weighted and T2-weighted scans as input. The overall segmentation accuracy of all methods increases when a T2-weighted scan is included. This is probably because the border between skull and cerebro-spinal fluid (CSF) can be better delineated as CSF appears bright in T2-weighted scans. Note that for the MARS model, somewhat surprisingly, best results on the training data were achieved with a weight parameter of 1e-7. This small weight value explains the similarity of the SPM8-default and MARS scores as the MARS shape prior is very weakly enforced. The default setting for the weight parameter in the MARS toolbox is 0.1, which was obtained by the authors by crossvalidation on a single simulated subject from the BrainWeb repository. 6 Thus it is possible that the default value is overfitted to that specific subject which could explain the rather large difference to the cross-validated value we found in this study. Figure 2 shows example segmentations obtained using the different post-processing approaches along with the CT scan and CT-based ground truth segmentation. Looking at the differences between the shape models, pointed out by the green arrows in figure 2, it seems that both the Potts and cRBM models are good at removing spurious bone voxels and enforcing smoother segmentations, but the cRBM model tends to capture shape better as shown by the vertebrae segmentations. This is due to the fact that the Potts model only encourages a voxel to take the same label as its neighbors without weighing the neighbors differently, whereas the cRBM model allows for representing more complex shapes in the local neighborhood through the filters w f .
Although post-processing generally results in more accurate segmentations, there are still some inaccuracies especially in the neck. The vertebrae are particularly difficult to segment correctly as their contrast is quite similar to the surrounding tissues in the MR scans, and there is typically more non-linear deformations in the neck compared to the skull. Furthermore, the atlas we used in the experiments overestimates the bone in the frontal part of the head, especially around the paranasal sinuses (red arrow, figure 2 ). This global segmentation figure) . On each box, the central horizontal line is the median, the edges of the box extend to 25th and 75th percentiles, the whiskers extend out to 1.5 times the width of the box, and data points outside of that are considered outliers and denoted by gray points. (from left to right) the original CT scan, CT-based ground truth, default SPM8 segmentation with no post-processing, segmentation using MARS, segmentation using Potts model, and segmentation using cRBMs. The green arrows point to differences between the shape models, whereas the red arrow points to a global segmentation error (bone instead of air) resulting from the probabilistic atlas. error cannot be corrected using local shape models and would instead require a new, more accurate probabilistic atlas of the bone to be constructed. Finally, we note that the segmentation obtained from the MARS model is very similar to the SPM8-default segmentation, which is consistent with the Dice score results shown in figure 1.
CONCLUSIONS
In this paper we have proposed a higher-order shape model based on cRBMs for skull segmentation from MR scans. Compared to previous lower-order shape models, which mainly encourage smooth segmentations, the cRBM model is able to model more complicated local features such as edges. In the experiments we compared the segmentation accuracy of the proposed method to publicly available benchmark methods on 10 test subjects using Dice scores. The results showed that the cRBM model improved the segmentation accuracy significantly compared to the other post-processing approaches, both when using only a T1-weighted scan and when using a combination of T1-and T2-weighted scans as input. In the future we aim to validate the proposed approach on larger data sets, acquired using different scanners and scan settings, to probe the robustness and feasibility of the method.
