We consider a family of gradient Gaussian vector fields on Z d , where the covariance operator is not translation invariant. A uniform finite range decomposition of the corresponding covariance operators is proven, i.e., the covariance operator can be written as a sum of covariance operators whose kernels are supported within cubes of increasing diameter. An optimal regularity bound for the subcovariance operators is proven. We also obtain regularity bounds as we vary the coefficients defining the gradient Gaussian measures. This extends a result of S. Adams, R. Kotecký and S. Müller.
Introduction
Recently, there has been some interest in the finite range decompositions of gradient Gaussian fields on Z d . In particular, in [1] , S. Adams, R. Kotecký and S. Müller construct a finite range decomposition for a family of translation invariant gradient Gaussian fields on Z d (d ≥ 2) which depends real-analytically on the quadratic from that defines the Gaussian field: they consider a large torus T d N := (Z/L N Z) d and obtain a finite range decomposition with estimates that do not depend on N .
More precisely they consider a constant coefficient discrete elliptic system A = ∇ * A∇ and show that its Green's function G(·, ·) can be decomposed as
where G A (·, ·) have finite range i.e., G A,k (x, y) = 0 whenever |x − y| > L k * eris.runa@mis.mpg.de and they are positive definite i.e., x,y ϕ(x)G A,k (x, y)ϕ(y) ≥ 0 for every ϕ : T d N → R m . Moreover they prove optimal estimates for D β ∇ α G A,k .
We improve their result by extending it to the space dependent case. Namely, we consider an elliptic operator of the form A = ∇ * A∇, where A = A(x) is dependent on the space variable. Then we show that its Green's function can be written as the sum of positive and finite range functions G A,k (x, y)
Looking at their proof this extension is highly non-trivial. Indeed, their proof uses both careful Fourier Analysis and Combinatorial techniques, which due to the space dependence, neither of them seem to apply. Our approach takes a different route: we use L p -theory arguments. Because some of this well-known L p -estimates are not present in the discrete setting, we also need to prove the L p estimates for the discrete setting. As a byproduct, we are also able to prove the equivalent of the Finite range Decomposition in the continuous setting which to our knowledge is also not known.
The manuscript is organized as follows: in § 2, we give a brief introduction to the results contained in [1] , introduce some notation; in § 3 state our main result; in § 4 we give an outline of the proof in the continuous setting, hoping that this will make the proof easier to understand due to smaller notation, in § 5 we briefly discuss the construction of the finite range decomposition; in § 6 we show extend L p -theory to the discrete setting and show how to obtain the bounds; finally in § 7 we briefly discuss how to prove the bounds the derivative of A. Because the construction and the analyticity ( § 5, § 7) are basically the same as in [1] , we only sketch their proof.
Preliminary Results
In this section we are going to describe briefly the results in [1] .
Before writing precisely the statements contained in [1] . We would like to introduce some notation. We will fix a positive integer N and odd integer L > 3. The torus of size N is defined as T N with values in R m will be denoted by
This space will be endowed with with ℓ 2 -scalar product, i.e.,
In the last section, the X N will be complexified and will be substituted by the appropriate Hermitian inner product.
We also define dist(x, y) :
and with a slight abuse of notation
Gradient Gaussian fields are naturally defined on
For any set M ⊂ Λ N , we define its closure by
The forward and backward derivative are defined as
Until the end of this section we will denote by A : R m×d → R m×d a linear, symmetric and positive definite matrix.
The Dirichlet form on X N is defined by,
where ϕ, ψ :
It is not difficult to notice that (·, ·) + , defines a norm on X . Moreover, we will use · 2 and · − to denote the standard ℓ 2 and the dual norm of · + ; we will use H + , H, H − to denote X endowed with the norms · + , · 2 and · − respectively.
Consider now the Green's operator C A := A −1 of the operator A and the corresponding bilinear form on X N defined by
Given that the operator A and its inverse commutes with translations on T N , there exists a unique kernel
It is easy to see that the function G A,y (·) = C A (· − y) is the unique solution(with zero-mean) of the equation
where Id m is the unit m × m matrix.
Notice that for any a ∈ R m one has:
In [1] , among other things, the following result is proved: 
(ii) There exist constants C A,k such that
where D j A denotes the j-th derivative with respect to A and A , denotes the operator norm of a linear mapping A : R m×d → R m×d .
Notation and Hypothesis
LetĀ : T d → L sym (R m×d ) be a C 3 function, where L sym (R m×d ) is the space of linear maps on R m×d such that A = A * and the associated operator is elliptic, namely there exists a constant c 1 , c 0 > 0 such that
and there exists an ε 0 > 0 (small enough) such that
where γ is a multi-index.
For every N > 1, we define the function
in the following natural way:
The condition (7), can be expressed in terms of A N as
On the other hand, if there exists a A N such that (9) holds, then by some elementary interpolation one can construct aĀ such that (8) holds.
Given that we will mainly work for N fixed, if it is clear from the context we will drop the Nsubscript.
We denote by E ⊂ q :
The space E, is not a vector space. It will be endowed with the distance induced by the norm norm
where β is a multiindex.
Similarly as before, we introduce the following notations:
and
We will extend Theorem 2.1 in the following way: 
such that
and for associated kernel C A,k , there exists a constant matrix C A,k such that
Outline of the proof in the continuous case
Before going to the discrete setting, we would like to briefly expose the basic idea in the continuous case.
In what follows, we will use the symbol to indicate an inequality is valid up to universal constants depending eventually on the dimensions d, m.
For the sake of simplicity, we take A = A(x) be elliptic with A smooth.
Let B be a ball, Π B :
0 (B) be the projection operator. Moreover, we define
The construction technique is due to Brydges et al. (see [7, 4] ) and consists in considering the operators
Let r 1 , . . . , r k > 0 and B r 1 , . . . , B r k be the balls of radius r k centered in 0. Whenever it is clear from the context, we will denote by R k := R B k .
The operators C k that appear in the Theorem 2.1 and Theorem 3.1, will be of the form
for a particular choice of {r k }.
Then the proof of the finite range property will follow by abstract reasoning (see § 5).
In [9] , among other things the authors show:
for some c > 0 and every P ∈ R d×m .
Then there exists a matrix G y such that
in the sense of distributions and
Moreover, it holds
where ν is a multi-index such that |ν| ≤ k.
The above theorem is proven by using the following well-known L p -estimates.
Lemma 4.2. Suppose the same hypothesis as in Theorem 4.1 and let
with boundary condition
has a weak solution in W 1,s (Ω; R m ), where
To simplify the notation we will write 
where u = (P B 1 · · · P B k C(x, ·)) and C(x, y) is the Green's function and
Proof. Let us sketch the proof of the above fact. In the discrete case it will be done in more detail.
The proof will follow by induction.
Let B 1 be a ball in generic position of size r 1 . Given that ∇ * (A∇C x (y)) = 0, if x ∈ B 1 then Π B 1 C(x, y) = 0, thus P B 1 C(x, y) = C(x, y), hence the inequality follows from Theorem 4.1.
Let ε := dist(y, B C 1 ) < r 1 . If |x − y| > ε/2, then by estimating the different terms Π B 1 C(x, y) and C(x, y) separately one has the desired result. Indeed, C(x, y) |x − y| 2−d . Then by using an appropriate version of Lemma 4.3 one has that
where
Then by using Lemma 4.2 one has that
whereC d is a constant depending only on the dimension d.
The inductive step is done in a very similar way and the higher derivative estimates follow similarly.
Let B 1 , . . . , B k be k balls centered in 0, with radii r 1 , . . . , r k respectively and let C(·, ·) be the Green's function. We will denote by
Let us now give a simple calculation that will be useful in Theorem 4.6. Lemma 4.5. Let j > 1 be an integer. Then
Indeed, let us denote by I the right hand side of the previous equation. With a change of variables one has
Proof. We will prove only (i). The proof of (ii) is very similar.
Let us initially consider the case k = 1. For simplicity we denote Π z := Π B 1 +z . With simple computations, one has
Because of the fact that for every t ∈ B 1 + z the function Π z C x is harmonic and has null boundary condition, one has that the second term in the right hand side of (4) is null. Hence it is enough to prove a bound only on the first term. Given that for every z ∈ y + B it holds dist(y, z + B 1 ) = r 1 − |z − y|. Then, by using Proposition 4.4, one has that
Let us now turn to the general case k < d− 2, and let B 1 , . . . , B k be balls of radii r 1 , . . . , r k centered at the origin. From Proposition 4.4, we have that
From Lemma 4.5 we have that
which proves the desired result. 
hence by using Theorem 4.6, one has the desired result.
Construction of the finite range decomposition
In this section, we will briefly describe the construction of the finite range decomposition. Let us stress that main idea in the construction of the finite decomposition goes back to Brydges et al.
(e.g., [7, 4] ). Because the construction is rather well-known and general, in this section we will briefly sketch how such construction can be made. There are different versions of the construction above mentioned construction. We have in mind in particular a very closely related construction that can be found in [1] .
Let Q be a cube of size l and let us denote for simplicity of notation we will use Π x := Π Q+x .
For every ϕ ∈ H + , define
One also introduces T ′ : H − → H − be the dual of T i.e.,
It is not difficult to notice that
In order to construct the finite range decomposition we will also need R := Id − T and its dual
Using (14) one has that
Given that 0 ≤ T ϕ, ϕ ≤ ϕ, ϕ , and (14), for every ϕ = 0 one has that (
Moreover, given a bilinear form on X N , there exists a (unique) linear map such that
The map B can be represented as kernel, namely there exist a map B such that
Indeed, for our case when all the functions live in a finite dimensional vector space, this is a simple linear algebra exercise.
For every M 1 , M 2 ⊂ T N , we will define the distance
Let us define C 1 := C − RC R ′ . As we saw C is positive. The crucial step in proving the finite range decomposition is proving that C 1 is finiterange and also positive definite. The proof is a minor modification of the original one.
Finally the finite range decomposition can be construced by an iterated application of the above. Namely, let (l j ) be an increasing sequence. We will apply the above procedure Q j instead of Q. Namely, set
By doing this we have the desired finite range decomposition.
6 Discrete gradient estimates and L p -regularity for elliptic systems
Let us now introduce some of the norms that will be used in the sequel. Let
where |Q| := #Q.
To simplify notation, we will write Q f := i∈Q f (i) and f Q := |Q| −1 Q f . Additionally, let us define
The Maximal Operator is defined by
Moreover, let
We now state a version of Sobolev inequality (see [12, 2] ). 
Lemma 6.2 (Caccioppoli inequality). Let v be such that ∇ * (A∇v) = 0 for every
where c 0 is the constant defined in (6) .
Proof. Let 0 ≤ η ≤ 1 be a that |∇η| ≤ 1 M −m and such that η ≡ 1 on Q m and η = 0 on
By hypothesis, the first term in the right hand side vanishes. Using the previous formula and the ellipticity, one has that
from which one has that
Lemma 6.3 (Decay estimates). Let v be such that
Proof. From the Caccioppoli's inequality, one has that
Noticing that if u is a solution then also ∇u is a solution, we have that
Finally applying the Sobolev, inequality we have that
Let us now prove the second inequality. Using the Poincaré inequality and than (24), we have that
where in the last step we have used the Caccioppoli inequality.
Let θ ∈ (0, 1) and define p, q by
Suppose that T is a linear operator such that
Proof. The proof of this result is well-known (see e.g., [8, Theorem 3.3.1]). For completeness, we report an adapted elementary proof from [9, Lemma 1]. Let p 1 < p 2 , q 1 < q 2 and p is as in (25). Assume that T f q i ≤ C i f p i with i = 1, 2. Let γ > 0 define
Given that 1
we have that
and now using the triangular inequality, we have
One can archive the desired result by choosing γ = α β where β =
Theorem 6.5 (Marcinkiewicz interpolation theorem). Let 0 < p 0 , p 1 , q 0 , q 1 ≤ ∞ and 0 < θ < 1 be such that q 0 = q 1 , and p i ≤ q i for i = 0, 1. Let T be a sublinear operator which is of weak type (p 0 , q 0 ) and of weak type (p 1 , q 1 ). Then T is of strong type (p θ , q θ ).
Proof. The proof is well-known.
Indeed, fix t > 0 then
Let us recall the celebrated Hardy-Littlewood maximal theorem: 
Proof. The proof follows from the classical Fefferman&Stein result after one does a piecewise linear interpolation of the function f : Q → R m .
Corollary 6.9. Let T be an linear operator such that for every f : Q → R m . Then for every q > p, there exists a constant C := C(p) such that for every f :
Proof. The map f → (T f ) # is a sublinear and a bounded map from L ∞ (X ) → L ∞ (X ) which is of weak type (p, p) and of weak type (∞, ∞). Then for every q ≥ p, it holds that f → (T f ) # is bounded. This implies that f → M (T f ) is bounded because Theorem 6.8 and hence f → T f is bounded.
In the next lemma A = A 0 is a constant positive definite operator.
Let us now recall a classical result. We also provide a proof for completeness. 
for some non-negative constants A 1 , A 2 , A 3 , non-negative exponents α 1 ≥ α 2 , and a parameter ϑ ∈ [0, 1). Then we have
Proof. We proceed by iteration and start by defining a sequence (ρ i ) i∈N 0 via
for some λ ∈ (0, 1). This sequence is increasing, converging to R, and the difference of two subsequent members is given by
Applying the assumption inductively with ρ = ρ i , σ = ρ i−1 and taking into account α 1 > α 2 , we obtain
for every k ∈ N. If we now choose λ in dependency of ϑ and α 1 such that ϑλ −α 1 < 1, then the series on the right-hand side converges. Therefore, passing to the limit k → ∞, we arrive at the conclusion with constant c(α
Lemma 6.11. Let u be a solution to
The map f → ∇u is a continuous map from
and let u 1 be such that
from which we have that
Given that from Lemma 6.3 we have that
Finally using Lemma 6.10 we have the desired result.
From now on A = A(x), namely depends on the space.
The next lemma is an adaption of [9, Lemma 2] to the discrete case. The original proof is based on an argument in [11] . We will rather use an argument based on Theorem 6.8.
In the continuous case, the analog version of the next lemma can be found in [9, Lemma 2]. Lemma 6.12 (Global estimate).
(ii) and
Proof. Let x 0 be the center of the cube Q M . For simplicity of notation we will denote by A 0 := A(x 0 ). With simple algebraic manipulations we have
Let w be defined as
Denoting withF = F + ∇w we have that
We will now make a fixed point argument. Fix V and consider the linear operator T : V → v where v is the solution of
The operator T is continuous, namely
one can apply the fixed point theorem and deduce that the solution coincides with uη, and that
Finally the condition (30) is ensured by (9) .
For the continuous version of the following lemma see [9, Lemma 4] Lemma 6.13.
Then there exists
N \Q M +δ , and such that |∇ϕ| ≤ 1 δ . Then for every p 1 > 0 one has that
With simple calculations one has that
Denote byf
Equation (31) can be rewritten as
Let s = min(p, t * ). One has that
Using the Sobolev inequality, the last term in the previous equation can be bounded by
In a similar way one has
Putting together all the previous inequalities and using Lemma 6.12 , one has that
Applying the previous reasoning κ times, we have that
where t κ is given by the recursive equation t j = max(p, t * j−1 ) and t 1 = t. It can be easily seen that for every t > 1, it holds that t j ≥ d for some j which depends only on p and q. Proposition 6.14. Let C(x, y) be the Green function,i.e., for every x ∈ T d N one has
where A satisfies the usual conditions.
Then
Proof. Let K be the solution of
It is well-known that the following estimates hold
From Remark 6.6 we have that
,∞ ≤ C d,α where C d,α is a constant depending only on the dimension d and the multiindex α.
Let us denote with u(y) = C(x, y). Then from the definitions of K and C one has that
Let |x−y| = R. Without loss of generality we may assume that M > 2m 0 , where m 0 is the constant in Lemma 6.13. Let M = [
] and let Q M be a cube such that y ∈ Q M and x ∈ Q 2M . Given that AC(x, ·) = 0 in Q 2M , using Lemma 6.13 we have that
Higher derivative follow in a similar way. For example to estimate ∇ i u it is enough to consider the equation
and apply the above reasoning, and hence using the global estimate one has that |∇∇u| Proposition 6.15. Let Q 1 , . . . , Q k be cubes of length l 1 , · · · , l k respectively such that y ∈ Q i . Then there exists a dimensional constants C d,j such that
Proof. Let Q 1 be a cube of size l 1 in generic position. Given that ∇ * (A∇C x (y)) = 0, if x ∈Q 1 then Π Q 1 C(x, y) = 0, thus P Q 1 C(x, y) = C(x, y), hence the inequality follows from Proposition 6.14.
Let ε := dist(y,Q C 1 ) < l 1 . If |x − y| > ε/2, then by estimating the different terms Π Q 1 C(x, y) and C(x, y) separately one has the desired result. Indeed, it is immediate that C(x, y) |x − y| 2−d . On the other side it is not difficult to see that there exits a cube of size ε touching the boundary such that it does not contain x and such that twice the cube does not contain x. Then by using Lemma 4.3, one has that
Then by using Lemma 6.12 one has that
Suppose that |x − y| ≤ ε/2. Then one can find a cube of size ⌊ε/2⌋ such that double the cube is contained in Q 1 . Finally by using Lemma 6.13 we have the desired result.
Let us now prove the inductive step. Let Q 1 , . . . , Q k be k cubes cetered in 0. If the maximum in the right hand side of (32) is |x − y| or dist(x, T d n \ Q 1 ), then the same reasoning as above would apply. For simplicity let us suppose that
From the inductive step we know that
where v := P 2 . . . P k C(x, ·). From the definition we have that u = v − P Q 1 v, hence sup |u| = sup |v| + sup |Π Q 1 v|. Thus by using Lemma 6.13 and a very similar reasoning as above we have the desired result.
Let Q 1 , . . . , Q k be k cubes with radii l 1 , . . . , l k respectively and let C be the Green's function. From now on we fix x and denote with u(y) := (R 1 · · · R k C(x, ·))(y), where for simplicity we will use
The following simple calculation will be repeatedly used in the next theorem. Remark 6.16. Let j > 1 be an integer and Q be a cube of size l. Then
To prove the above calculation, it is enough to view it as a discretization of the Lemma 4.5, hence use a similar process. Theorem 6.17. Let C k , Q i , r i as above and such that r 1 < · · · < r h < |x − y| < r h + 1 < · · · < r k . Then
Proof. We will only prove the first part of (i). The proof of the other parts is similar. 
Theorem 6.19 (Fixed A). Let
Proof. We will estimate the two term in right hand side of (33) separately. Given that R * = ARA −1 , and denoting by D k = R 1 · · · R k CR * k · · · R * 1 . one has that
Applying Theorem 6.17, we obtain that the supremum of D k is bounded by
7 Analytic dependence on A
The proof of the analyticity is based on a very elegant argument using complex analysis, and it is originally found in [1] . Because most of the arguments follow by trivial modification, we will only sketch the passages.
The main tool of the Analytic dependence is the use of the following facts:
Given an homomorphic f : D → C m×m , where D is the unit disk and let M be such that sup z∈D f (z) ≤ M . Then one has that f j (0) ≤ j!M , where f j is the j-th derivative. Moreover let g : D → C m×m be an additional homomorphic function andM such that sup z∈D f (z) ≤M then h j (0) ≤ MM j!, where h = f g * .
Fix c 0 and let A = A 0 + zA 1 such that A 0 is symmetric and such that A 0 (x)F, F C m×d ≥ c 0 |F | 2 , and sup
As in the previous sections we define A := ∇ * A∇.
This induces the sesquilinear form ϕ, ψ = A ϕ, ψ . Notice that if A is real and symmetric, then ·, · A is a scalar product and agrees with ·, · +.
One then goes on and shows that T defined as usual satisfies T A ϕ A 0 ϕ A 0 . The above fact, and the complex version Lax-Milgram theorem shows existence of the bounded inverse C A = A −1 . Finally to conclude one shows that for every z C A(z),k is bounded. Thus by using the complex analysis facts shown in the beginning of this section one has the desired result.
