Abstract-The paper describes the study on the problem of missing values in medical data collected to discover new dependencies between parameters in children born with intrauterine growth restriction disorder. The aim of the research is to propose a procedure that may be taken to improve the medical inference in the presence of missing data. The approach with use of unconditional mean and k-nearest neighbor imputation has been applied. The experiments proved that application of missing data imputation in original dataset yields more valuable dependencies when compared to original data, maintaining the confidence interval for goodness of fit with the original distribution above 90%. The discovered dependencies in data may establish the basis for new treatment procedures of children with intrauterine growth restriction disorder.
I. INTRODUCTION
T HE IMPROVEMENT of medical diagnostics and health care is based on scientific studies, which are often based on observations gathered from patients. The reliable analysis of medical dataset usually assumes that subjects of the research were chosen randomly from a greater population at the beginning of the trial. Such an approach is called a randomized controlled trial (RTC) and the analysis of its data is referred to as intention-to-treat (ITT) principle [1] .
According to the ITT strategy, all the participants should be included in the analysis regardless whether their outcomes were actually collected [2] . At the same time, the ITT principle requires a complete set of data [3] . The "ideal" ITT analysis is usually not possible to perform, as the problem of missing values commonly occurs [4] . The lacking entries are basically caused by the fact that patient's data are usually gathered as a product of care actions, rather than an organized research protocol [5] , [6] . Moreover, in many medical studies, the patients may withdraw or drop out from the trials, which is almost unavoidable and their data may be incomplete [1] .
Therefore, appropriate procedures have been created in order to overcome the problem of missing data and estimate a treatment effect.
In most situations, a complete case analysis is considered, and the data of patient with missing vales are discarded. However, in some areas of medical research, more than 50% of missing entries may be encountered [5] , [7] . Removing some instances leads to smaller datasets and as a result, to loss of statistical power of the analysis.
As an alternative to a complete case analysis, dropping variables with missing values from the analysis may be also applied [4] , [8] . This approach, in turn, neglects valuable observed data and causes less beneficial data analysis.
Another common procedure, that may be a kind of compromise between a complete case analysis and dropping variables, is an available case analysis, where only a piece of patient's data, where no values are provided, is neglected. Despite the complications in analyzing such data due to differences in numbers of instances for various parameters, the method may produce biased estimates of associations [9] .
The approach with use of imputation methods is of increasing importance nowadays. Many studies have been conducted on the topic of data imputation techniques [4] , [10] - [12] , but due to the complexity of the problem of missing data and its close relationship to inner data characteristics, no universal procedure has been discovered and researchers still strive to find standards in data imputation [13] .
The aim of this paper is to verify, if appropriate imputation techniques can improve medical inference applied to the problem of intrauterine growth restriction and its relationship with metabolic disorders. There is no universal statistical method that deals with missing data as each study has its own design, measurement characteristics and different assumptions about missing data mechanisms [13] . Therefore, the research constitutes an independent contribution to the relevant literature and also attempts to find a successful way to perform accurate statistical analysis of IUGR in terms of missing data.
The rest of the paper is organized as follows. Section II corresponds to missing values imputation techniques. Section III explains the medical problem of IUGR and is followed by the description of medical data used in the research.
Next, section IV is dedicated to the experiments conducted on sample data and the results. Finally, in Section V, the concluding remarks are discussed.
II. MISSING VALUES IMPUTATION
The imputation methods can be divided into two categories:
• single imputation algorithms, • multiple imputation algorithms.
A. Single Imputation Methods
In single imputation approach, missing data are imputed by single values. The most popular technique is the mean imputation (MI). The method uses mean of the values of an attribute that contains missing data. The modification of MI technique is using the mode instead of the mean, i.e. the most frequent value in the case of categorical attributes.
Two variations of MI can be distinguished: conditional and unconditional. The unconditional mean imputation (UMI) is not conditioned on the values of other parameters that describe the patient's data. Conditional mean approach (CMI) imputes a mean value that depends on the complete attributes for the analyzed record.
The widely applied single imputation technique is the hot deck [5] , [14] , [15] . The procedure finds the most similar object for the record that contains missing data, and the missing values are imputed from that object. If the most similar object also contains missing data for the same parameters as in the imputed record, then another closest object is found, until all the missing values are successfully imputed. To find the closest object, several distance functions can be used [16] .
One of the hot deck techniques used to compensate for missing data is called kNN imputation (kNNI) [17] . It uses k closest complete instances in the dataset for imputing a missing value, assuming that the k most relevant complete objects are the k nearest neighbors of the incomplete instance in the dataset.
Another approach is based on regression (RI) of the missing values using complete data for a given record [18] . Different regression models can be used, usually depending on the types of imputed parameters, e.g. linear for numerical attributes, logistic for binary features or polytomous for discrete values.
B. Multiple Imputation Methods
Multiple imputation methods use several ordered choices for imputing the missing values [9] . The procedure is performed by creating several complete datasets, in which different imputations are based on a random draw from separately estimated underlying distributions.
One of the most popular approach to multiple imputation is multivariate imputation by chained equations (MICE) described in [19] . It provides a full spectrum of conditional distributions and related regression based methods (linear regression, logistic regression and polytomous regression). To make the application of MICE available, a missing data imputation software package was developed [20] .
Multiple imputation algorithms also include:
• Markov chains [21] , • machine learning algorithms (e.g EM algorithm) [22] , • genetic algorithms [23] .
Results based on those complex methods are increasingly reported, but their use needs to be applied carefully to avoid misleading conclusions. The multiple imputation procedures require modeling the distribution of each attribute with missing values based on the observed data. Therefore, the validity of results performed on the modified datasets depends on the correctness of such modelling [24] .
C. Selection of Imputation Methods
The selection of imputation techniques was determined by the assumption that they should be simple and comprehensive, so that human expert could understand the underlying mechanisms. Moreover, the availability of the methods in statistical program packages such as StatSoft Statistica and SPSS facilitates their use [25] . It was also reported that unsupervised imputation methods may provide more accurate imputation for large amounts of missing data [5] . Therefore, in the experimental studies three single imputation methods were applied: unconditional mean imputation (UMI), conditional mean imputation (CMI) and k nearest neighbor with k = 5 (5NNI).
III. DATA DESCRIPTION
Intrauterine growth restriction (IUGR) is a fetal disorder of growing. It is often related to fetal hypoxia and higher percentage of perinatal mortality. IUGR is a risk factor for many cardiovascular, metabolic, and pulmonologic diseases in adult life [26] . It occurs in about 3-10% of live-born newborns, but in developing countries it concerns up to 20-30% of newborn infants [27] . The comparisons of absolute measurements of the fetuses with reference values, as well as birth weight percentiles, allow detection of deviations between expected and actual fetal growth and identification of newborns being possibly at risk for adverse health events [28] . However, the diagnosis of IUGR is based on non-consistent definitions [29] .
The world-wide research studies report that IUGR makes a risk factor for metabolic syndrome [30] , [31] , however more environmental studies are still needed to put additional treatment in practice [32] - [34] .
The research was based on a study group (SG) of 113 children aged 5-10 years (average 8.1 ± 1.5) born on term with IUGR and birth weight below 10 percentile according to gestational age for the Polish population [35] The characteristics of all parameters subjected to further analysis included general attributes, cardiovascular parameters, lipids levels and adipocytokines values. Most of the parameters had missing values. The characteristics of the dataset is presented in Table I , where the first column refers to the type of an attribute, the second is the name, next three columns include the range of values, the mean and standard deviation and the last column holds the percentage of missing values.
IV. RESULTS AND DISCUSSION
The purpose of experiments was to find how the missing values imputation methods improve medical inference for the intrauterine growth restriction problem by discovering new significant correlations between attributes.
The experiments were conducted according to the methods introduced in Section II on the dataset described in Section III. Three main procedures were performed: A. The experimental procedure that includes analysis with original but incomplete data. B. The experimental procedure that results in choosing the best imputation technique. C. The experimental procedure that performs the analysis with the imputed data.
A. Experimental Procedure that Includes Analysis with Original but Incomplete Data
The procedure was performed to discover the characteristics of all parameters and to perform their comparison between the control and study groups. The intention was to confirm by the epidemiological studies the hypothesis that:
• IUGR enhances the susceptibility to metabolic syndrome, and
• there is a correlation between levels of lipids and adipocytokines in IUGR group. The results of the statistical analysis for the original dataset are presented in Table II .
The first hypothesis was successfully confirmed only for total cholesterol and triglicerides. The significant differences for the rest of parameters were not possible to obtain, mostly due to the numerous missing values and interrelated low significance level, as the level of missing values for adipocytokines was almost 50% in the study group and over 80% in the control group. Therefore, the presence of relationship between lipids and adipocytokines was not possible to be confirmed by statistical analysis as well.
B. Experimental Procedure that Results in Choosing the Best Imputation Technique
In literature the imputation methods are usually related to machine learning problems, mainly to the classification [11] , [36] - [38] . Then, the validation can be based on comparisons of imputed datasets to the results obtained for the complete datasets with use of the standard classification metrics, e.g. accuracy or TP rate.
The IUGR problem described in the paper did not refer to the classification, and no class labels were available. Therefore, the choice of the best imputation technique was based on the differences between distributions for the complete sets of data and the sets with randomly dropped and artificially imputed values. The procedure involved five steps: 1) Choose the parameters that were originally complete. 2) Randomly introduce missing data into each parameter in the amounts of: 5%, 10%, 20%, 30%, 40% and 50%. 3) Impute the missing values in each dataset using three imputation methods: mean, conditional mean and kNN with k=5. 4) Compare the distributions of original and modified data for each parameter. 5) For each amount of data imputed, choose the method that built the distribution closest to the original distribution. In our dataset only 5 parameters out of 18 were originally complete and those data were further used for verification the best suitable imputation technique.
We used missing completely at random (MCAR) approach to drop the data. Values were dropped in the amounts of 5%, 10%, 20%, 30%, 40% and 50%. Each type of missing values' generation was repeated 10 times. As a result we performed 150 experiments (5 attributes x 10 draws x 3 imputation methods). The percentage of cases, where the particular imputation technique was the closest to original distribution, taking into account the amounts of imputed data, are presented in Table III .
The results of comparison for distributions revealed that either the simplest imputation technique by mean values, or more complex with 5NN, can be used for imputation in term of our IUGR datasets. However, it can be also noticed that the imputation by mean gives better results when only small amounts of data are missing. Moreover, the experiments revealed that for smaller amount of missing data, the confidence intervals for goodness of fit with original distribution were above 95%, and at least 80% for the highest amounts of missing values.
C. Experimental procedure that performs the analysis with the imputed data
The final procedure was performed in three steps: 1) Impute the missing data with the method that resulted best for a specified amount of missing values. 2) Perform comparison of characteristics of all parameters between datasets with original and imputed values. 3) Verify the dependencies between lipids and adipocytokines with use of correlation analysis. As the indication of the best imputation method was not clear enough (although there was a slightly higher recommendation of 5NNI), we decided to use two approaches for further analysis: unconditioned mean imputation and 5NN imputation.
The results of the analysis that includes unconditional mean imputation were presented in Table IV, whereas Table V presents the results for 5-nearest neighbor imputation.
When comparing results of statistical analysis for original dataset (Table II) and for the dataset imputed by unconditional mean (Table IV) , one can notice that the statistically significant differences were attained for the parameters with rather small amount of missing data (12% for glucose - Fig. 1 and HDL  -Fig. 2 ), whereas no additional medical conclusions could be drown for the parameters with higher levels of missing values. 5%  80%  10%  10%  10%  40%  20%  40%  20%  50%  10%  40%  30%  40%  0%  60%  40%  40%  20%  40%  50%  30%  20%  50% When data were imputed with 5NN (Table V) , new differences were discovered between levels of leptin and resistin, for which the percentage of missing values equaled 60%. The correlations between lipids and adipocytokines are presented in Tables VI and VII, for datasets after imputation by unconditioned mean and 5NN respectively.
Unconditioned mean imputation enabled discovering statistically significant correlations between glucose and resistin, 
V. CONCLUSIONS
Missing values make one of the most common problems for real data collection and extraction in medicine. It is mainly due to the fact, that their presence excludes the intention-to-treat principle and interferes with statistically significant inference. Incomplete data may also refer to other measurements e.g. derived from modern textronic structures used in medicine or protective clothing. Their correct interpretation and analysis ensures reliable operation of intelligent sensors, and as result the entire control system of life signs of the body [41] .
Each medical study has its own design, measurement characteristics and different assumptions about missing data mechanisms. Therefore, there is no universal statistical method that deals with missing data, and new investigations should be performed. In this paper, a procedure to improve medical reasoning applied to the problem of discovering new dependencies in the presence of intrauterine growth restriction in children is proposed.
The procedure consists of selecting the imputation technique that results best as applied to the characteristics of data considered and uses the chosen method to impute missing values in data subjected for further analysis. In the empirical test two imputation methods were chosen: unconditional mean and k-nearest neighbor. The statistical analysis of imputed dataset proved to yields more valuable dependencies when compared to original data, maintaining the confidence interval for goodness of fit with the original distribution above 90%. The discovered dependencies in data may establish the basis for new treatment procedures of children with intrauterine growth restriction disorder.
Further studies will involve other medical domains, e.g. monosymptomatic nocturnal enuresis in children where the problem of missing data was encountered [42] . They will also focus on investigating the impact of amounts of missing data on the validity of an imputation technique. Some other methods for dealing with missing values based on rough sets will be used, as proposed by J. Grzymala-Busse et al. [43] , [44] . Moreover, the problem of high-dimensional data and feature selection techniques should be considered. More and more data are collected either by interviews, equipment [39] or extraction from text [45] , speech [46] or images [47] , including medical imaging [48] . In high-dimensional datasets missing data may be more frequent [49] and appropriate feature selection technique [50] , [51] may improve the imputation accuracy [10] . Novel solutions of outlier detection based on linguistically quantified statements may be also considered to remove impurities from the data [52] .
