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Abstract
Recently, Bennett et al. introduced the vertex-induced weighted Tura´n problem. In
this paper, we consider their open Tura´n problem under sum-edge-weight function and
characterize the extremal structure of Kl-free graphs. We also prove the stability result of
Kl-free graphs. Based on these results, we propose a generalized version of the Erdo˝s-Stone
theorem for weighted graphs under two types of vertex-induced weight functions.
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1 Introduction
One of the oldest results in extremal graph theory, which states that every graph on n vertices
with more than n/4 edges contains a triangle, was proved by Mantel [20] in 1907. This result
was generalized later to Kl-free graphs by Tura´n [22]. Furthermore, the Erdo˝s-Stone theorem
is an asymptotic version generalizing Tura´n theorem to bound the number of edges in an H-
free graph for a non-complete graph H . It is named after Paul Erdo˝s and Arthur Stone, who
proved it in 1946 [13], and it has been described as the “fundamental theorem of extremal
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graph theory” [3]. From then on, many papers were written on proposing some extensions and
generalizations of the Erdo˝s-Stone theorem, see e.g. [1, 4, 5, 6, 11, 16, 17].
A weighted graph G is the one in which each edge e is assigned a real number w(e), called
the weight of e. Weighted graphs are widely studied due to their applications in the field of
combinatorial optimization and artificial intelligence, where people are concerned with finding a
subgraph of specified type of minimum or maximum weight in polynomial time. While in recent
decades, there have been several topics on weighted graphs in the field of extremal graph theory.
For example, one of the topics is to determine the number of edges needed in a weighted graph
on n vertices to guarantee that it contains a subgraph of specified type. Bondy and Fan [8, 9]
began the research on such problems, and some classical theorems on the existence of long paths
and cycles in unweighted graphs were generalized to weighted graphs. A number of papers, such
as [14, 19, 23], have proposed some related generalizations of Bondy-Fan’s results.
There were also many papers that proposed weighted version of some classical theorems. A
weighted generalization of Ore’s theorem was obtained by Bondy, Broersma, van den Heuvel
and Veldman [7], then Bolloba´s and Scott [6] examined similar questions for weighted digraphs.
Mathew and Sunitha [21] generalized one of the celebrated results in graph theory due to
Menger, which plays a crucial role in many areas of flow and network theory. Bondy and
Tuza [10] gave such a generalization of Tura´n’s theorem, and an integer-weighted version of
the Tura´n problem has been investigated which can be viewed as a multi-graph version of the
original Erdo˝s’ problem. In [10], they also characterized the extremal graphs in certain cases,
and additional cases were obtained by Fu¨redi [15] and Kuchenbrod in his thesis [18].
Recently Bennett et al. [2] proposed a new type of weighted Tura´n problem where the
weight of edges are induced by incident endpoints. The aim of the question is to determine
the maximum weight of G without some given H and to show the structure of the extremal
graphs. They considered two types of vertex-induced functions such as product-edge-weight
and min-edge-weight functions. Under these two functions, they characterized the structures of
the extremal Kl-free graphs. Using these results, they solved some multipartite Tura´n problem
and calculated the maximum rectilinear crossing numbers of certain trees. They also posed an
open Tura´n problem under sum-edge-weight function.
In this paper, firstly we focus on sum-edge-weight Tura´n problems which were posed by
Bennett et al. We show that if all vertex weights are strictly positive, the extremal Kl-free
graph F must be a complete (l − 1)-partite graph, and we show the difference between the
structures of extremal graphs on sum-edge-weight and product-edge-weight functions. We also
show that for every Kl+1-free weighted graph, we can remove a set of edges with bounded total
weight to make the graph l-partite. Using the Szemere´di regularity lemma and counting lemma,
we further propose the weighted version of the famous Erdo˝s-Stone theorem on both sum-edge-
weight and product-edge-weight functions. We show that for an arbitrary finite graph H with
χ(H) > 3, the strategy to find the extremal H-free graph with maximum weight is to search
from the complete (χ(H)− 1)-partite graphs, and the error term is o(n2).
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The rest of this paper is organized as follows. In Section 2, we introduce some definitions and
basic facts on the sum-edge-weight Tura´n problems. In Section 3, we first prove our results on
the triangle-free case with specified arguments, and then we generalize them to the Kl-free case
by induction. We then show the different strategies to find the extremal graphs on sum-edge-
weight and product-edge-weight functions. We also prove the stability result of Kl-free graphs.
The weighted versions of Erdo˝s-Stone theorem are proposed in Section 4, with the standard
argument by Szemere´di regularity lemma and counting lemma. We conclude in Section 5.
2 Sum-edge-weight Tura´n Problems
Let w: V (Kn) 7→ [0,∞) be a vertex weight function, and the sum-edge-weight w+: E(Kn) 7→
[0,∞) be given by w+(uv) = w(u) +w(v). We define the sum-edge-weight extremal number as
ex(n, w+, H) := max{w+(G)|G ⊆ Kn, G is H-free},
where w+(G) :=
∑
e∈E(G)
w+(e), and F is called extremal graph if
w+(F ) = max{w+(G)|G ⊆ Kn, G is H-free}.
It is clear that
w+(G) =
n∑
i=1
d(vi)w(vi),
where d(v) is the degree of vertex v. By using this formula, we obtain the following proposition
about the degree distribution of vertices in extremal graphs.
Proposition 2.1. Suppose F is the extremal graph and u, v ∈ F . If w(u) > w(v), then we
have d(u) > d(v).
Proof. Suppose there exist two vertices u, v ∈ F such that w(u) > w(v) and d(u) < d(v). We
will exchange the weight of vertex u and vertex v, and then obtain a new graph F ′. Note that
this operation does not change the structure of F . Since
w(u)d(v) + w(v)d(u) > w(u)d(u) + w(v)d(v),
we find that w+(F
′) > w+(F ), which is a contradiction.
Proposition 2.1 shows that if we want to maximize w+(G), the vertices with larger weight
should be adjacent to more vertices.
3
3 Forbidding a complete graph
3.1 Case: Triangle-free
We first consider ex(n, w+, K3). We will prove that if all vertex weights are strictly positive,
then any extremal triangle-free graph must be complete bipartite.
Lemma 3.1. The sum-edge-weight extremal number ex(n, w+, K3) is equal to
max
r
{(n− r)
r∑
i=1
w(vi) + r
n∑
j=r+1
w(vj)}.
Proof. Here we prove a stronger result that if all vertex weights are strictly positive, then any ex-
tremal triangle-free graph must be the complete bipartite graph. Suppose that F is the extremal
graph such that F is non-bipartite, let the degree sequence of F be (d(v1), d(v2), . . . , d(vn)) and
without loss of generality, we assume that w(v1) > w(v2) > · · · > w(vn), by Proposition 2.1,
we have d(v1) > d(v2) > · · · > d(vn). Then we construct a new bipartite graph F
′ with left
hand L and right hand R, where R is the set of neighborhood of v1, that is, |L| = n − d(v1),
|R| = d(v1). Then
w+(F
′) = d(v1)
∑
vi∈L
w(vi) + (n− d(v1))
∑
vi∈R
w(vi),
and
w+(F
′)− w+(F ) =
∑
vi∈L
(d(v1)− d(vi))w(vi) +
∑
vi∈R
(n− d(v1)− d(vi))w(vi).
Observe that each vertex u1 in R cannot be adjacent to any other vertex u2 in R, otherwise
{u1, u2, v1} forms a triangle. This observation tells us that if vi ∈ R, then d(vi) 6 n − d(v1).
Through the above analysis, since all vertex weights are strictly positive and F is non-bipartite,
we obtain that w+(F
′)−w+(F ) > 0, which is a contradiction. Hence if H is the extremal graph,
then F is bipartite, finishing the proof.
Remark 3.2. In the proof of Lemma 3.1, we just construct a new graph F ′ such that the
degree of every vertex in F ′ is larger than or equal to that in F . Note that F ′ does not have
to be the extremal graph. By Proposition 2.1, to construct the extremal graph F = L ∪R, we
should put vertices v1, v2, . . . , vr into the left hand L and put the remaining vertices into the
right hand R, where the value of r depends on the vertex weight function.
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3.2 Case: Kl-free
In the previous subsection, we have proved that for given vertex function, if all of vertex weights
are strictly positive and the graph does not contain any copies of triangle, then the extremal
graph must be complete bipartite. It is natural to ask whether there are similar results in
Kl-free graphs, where Kl is a clique of l vertices. We will give the positive answer.
Lemma 3.3. For any Kl-free graph G with n vertices, there exists a complete (l − 1)-partite
graph G˜ with the following property: For every 1 6 i 6 n, the degree of vi in G˜ is at least the
degree of vi in G, with equalities to hold for every i when G is a complete (l− 1)-partite graph.
Proof. We proceed via induction on l. Our basic case is l = 3, which has been proved in Lemma
3.1. Suppose the conclusion holds for l − 1, then we consider the Kl-free graph G = (V,E).
For ease, denote di := d(vi) as the degree of vi in G, and without loss of generality, we assume
that w(v1) > w(v2) > · · · > w(vn). By Proposition 2.1, we have d1 > d2 > · · · > dn. Let N(v1)
be the set of neighbors of v1 in G, and G[N(v1)] be the induced subgraph of G with vertex set
N(v1). Then |N(v1)| = d1, and G[N(v1)] is Kl−1-free, otherwise there would be a copy of Kl
in G. So by the induction hypothesis, there exists a complete (l − 2)-partite graph M , with
vertex set N(v1), such that for any v ∈ N(v1), the degree of v in M is larger than or equal to
the degree of v in G[N(v1)], i.e., ∀vi ∈ N(v1),
dM(vi) > dG[N(v1)](vi),
with equality to hold only when G[N(v1)] is a complete (l−2)-partite graph. Then we construct
a new graph G˜ = (V, E˜), the edge set consists of two parts:
E˜ = {(v, u)|v ∈ V \N(v1), u ∈ N(v1)} ∪ E(M).
For ease, denote U = V \ ({v1} ∪ N(v1)), we then compare G˜ = (V, E˜) with G = (V,E) as
follows.
1. dG˜(v1) = dG(v1) = d1.
2. ∀vi ∈ U , dG˜(vi) = dG˜(v1) = d1 > dG(vi).
3. ∀vi ∈ N(v1), dG˜(vi) = dM(vi) + |U |+ 1 > dG[N(v1)](vi) + |U |+ 1 > dG(vi).
Hence G˜ = (V, E˜) is a complete (l−1)-partite graph such that for every vertex vi, the degree of
vi in G˜ is larger than or equal to the degree of vi in G, with equalities to hold for all 1 6 i 6 n
when G[N(v1)] is a complete (l − 2)-partite graph, and all vertices in U are adjacent to all
vertices in N(v1). Note that this is equivalent to saying that G is a complete (l − 1)-partite
graph, finishing the proof.
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Using Lemma 3.3, we state that if all of vertex weights are strictly positive and the graph
does not contain any copies of Kl with l > 3, then the extremal graph must be a complete
(l − 1)-partite graph.
Theorem 3.4. The sum-edge-weight extremal number ex(n, w+, Kl) is equal to
max
P
∑
P∈P
(n− |P |)w(P ),
where the maximum is taken over all partitions P of V (Kn) into l− 1 parts, |P | is the number
of vertices in P , and w(P ) =
∑
v∈P
w(v).
Proof. Suppose G = (V,E) is the extremal graph with no copies of Kl, and G is not a complete
(l − 1)-partite graph, by Lemma 3.3, we can always find a complete (l − 1)-partite graph
G˜ = (V, E˜) such that for every vertex vi ∈ V ,
dG˜(vi) > dG(vi),
and the equalities cannot hold for all vertices, hence we obtain that
w+(G˜) =
n∑
i=1
dG˜(vi)w(vi) > w+(G) =
n∑
i=1
dG(vi)w(vi),
which is a contradiction to the assumption that G is the extremal graph.
Note that G˜ does not have to be the extremal graph, and how to partition n vertices into
l − 1 parts depends on the vertex weight function.
Now we review and compare our results with the similar results in [2], where the authors
showed that under product-weight-edge function, the extremalKl-free graph must be a complete
(l − 1)-partite graph.
Proposition 3.5. [2] The extremal number ex(n, wπ, Kl) is equal to
max
P
∑
P,P ′∈P
P 6=P ′
w(P )w(P ′),
where w(P ) =
∑
v∈P
w(v) and the maximum is taken over all partitions P of V (Kn) into l − 1
parts.
It seems that the results of both cases are the same, that is, both of the extremal Kl-free
graphs are complete (l− 1)-partite graphs. It is natural to ask whether the structures of these
two graphs are exactly the same. In the following we show a simple example and give a negative
answer to this question.
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Example 3.6. We set n = 6, and let w(v1, v2, v3, v4, v5, v6) = (41, 33, 29, 13, 11, 7). The ex-
tremal triangle-free graphs of two vertex-induced functions are shown in Figure 1 and Figure 2
respectively.
v1
v2
v3
v4
v5
v6
Figure 1: Sum-edge-weight
v2
v3
v6
v1
v4
v5
Figure 2: Product-edge-weight
Remark 3.7. In sum-edge-weight case, Proposition 2.1 shows that the vertices with larger
weight should be adjacent to more vertices. As we can see in Figure 1, vertices with larger
weight are put in the left part which contains fewer vertices than those in the right part. While
in the product-edge-weight case, for given vertex weight function, the sum of weight of all
vertices is fixed, then by Cauchy-Schwarz inequality, the strategy is to minimize the weight
difference between each part. In Example 3.6, the total weight of 6 vertices is 134, and the
minimum value of the difference is 4, then we obtain the extremal graph as shown in Figure 2.
The following theorem tells us that for every Kl+1-free graph G, we can remove some edges
with bounded total weight to make the graph G l-partite.
Theorem 3.8. Let G be a Kl+1-free graph, such that w+(G) = ex(n, w+, Kl+1) − t. Then we
can make the graph G l-partite by removing a set of edges Et with w+(Et) 6 t.
Proof. By Proposition 2.1, we may assume d(v) 6 d(u) if w(v) 6 w(u) in G. Otherwise we can
map G to G′ such that G′ is isomorphic to G and satisfies the above degree conditions, we still
have ex(n, w+, Kl+1)− w+(G
′) 6 t.
Let v1, v2, . . . , vn be an arbitrary linear order of V (G), and for every subset X ⊆ V (G),
denote dX(v) = |NX(v)| as the number of neighbors of v in X . We now consider the following
algorithm on G.
In the first step, let X1 := V (G) and we pick v1 ∈ X1 such that dX1(v1) = max
u∈V (G)
dX1(u)
and v1 has the smallest index in the linear order. Let V1 = X1 \ N(v1). In step i, we pick
vi ∈ Xi := V (G)\ (
i−1⋃
j=1
Vj), such that dXi(vi) = max
u∈V (G)
dXi(u), and vi has the smallest index, and
we let Vi = Xi \NXi(vi). The algorithm stops in step p when Xp+1 = ∅. Since G is Kl+1-free,
we have p 6 l.
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For step i of the algorithm, we have
2
∑
e∈E(Vi)
w+(e) +
∑
e∈E(Vi×Xi+1)
w+(e)
=
∑
v∈Vi
dXi(v)w(v) +
∑
u∈Xi+1
dVi(u)w(u)
6|Xi+1|w(Vi) + |Vi|w(Xi+1),
where w(X) =
∑
x∈X
w(x). LetHp be a complete p-partite graph, with vertex partition V1, V2, . . . , Vp.
Then we have
∑
e∈E(G)
w+(e) +
p∑
i=1
∑
e∈E(Vi)
w+(e)
=
p∑
i=1
(
2
∑
e∈E(Vi)
w+(e) +
∑
e∈E(Vi×Xi+1)
w+(e)
)
6
p∑
i=1
(
|Vi|w(Xi+1) + |Xi+1|w(Vi)
)
=
∑
e∈E(Hp)
w+(e) 6 ex(n, w+, Kl+1),
which gives us
p∑
i=1
∑
e∈E(Vi)
w+(e) 6 t. Since we can remove the edges set Et =
p⋃
i=1
E(Vi) to make
the graph G l-partite, the proof is finished.
4 Weighted Erdo˝s-Stone type theorem
In Theorem 3.4, we consider the problem of determining the maximum weight and the struc-
ture of extremal graph without a clique of given size. We have proved that for given vertex
function, if all of the vertex weights are strictly positive and the graph does not contain any
copies of Kl, then the extremal graph must be complete (l− 1)-partite. Now we will generalize
this result by forbidding an arbitrary subgraph, our result can be viewed as a weighted version
of Erdo˝s-Stone theorem.
We recall Erdo˝s-Stone theorem and let χ(H) denote the chromatic number of a graph H ,
the minimum number of colors needed to color V (H) properly.
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Theorem 4.1 (Erdo˝s-Stone Theorem). Fix a graph H, as n→∞, we have
ex(n,H) =
(
1−
1
χ(H)− 1
+ o(1)
)(
n
2
)
.
While in the weighted version, if all of vertex weights are strictly positive, we will obtain an
asymptotic result of ex(n, w+, H) as follows.
Theorem 4.2. Fix a graph H, as n→∞, we have
ex(n, w+, H) = max
R
∑
P∈R
(n− |P |)w(P ) + o(n2),
where the maximum is taken over all the partitions R of V (Kn) into χ(H)− 1 parts.
Before we prove Theorem 4.2, we introduce the famous Szemere´di regularity lemma.
Lemma 4.3 (Szemere´di Regularity Lemma). For all m, ǫ > 0, there exists an integer M such
that the following holds. If a graph G has n > m vertices, there exists an integer k satisfying
m 6 k 6 M , and a partition P of V (G) with k + 1 parts V0, V1, . . . , Vk, for every 1 6 i < j 6
k + 1, |Vi| = |Vj|, and |V0| < ǫn. For all but at most ǫk
2 pairs (Vi, Vj) (1 6 i < j 6 k + 1), for
every subsets A ⊆ Vi and B ⊆ Vj with |A| > ǫ|Vi| and |B| > ǫ|Vj |, we have∣∣∣∣ e(A,B)|A| · |B| −
e(Vi, Vj)
|Vi| · |Vj|
∣∣∣∣ < ǫ,
where e(A,B) is the number of edges having one end vertex in A and one end vertex in B.
Let X , Y be disjoint subsets of V , we define the density of the pair (X, Y ) as
d(X, Y ) :=
e(X, Y )
|X| · |Y |
,
and we call a pair of vertex sets X and Y are ǫ-regular, if for all subsets A ⊆ X , B ⊆ Y
satisfying |A| > ǫ|X|, |B| > ǫ|Y |, we have
∣∣∣∣ e(A,B)|A| · |B| −
e(Vi, Vj)
|Vi| · |Vj|
∣∣∣∣ = |d(X, Y )− d(A,B)| 6 ǫ.
A partition of V into k + 1 sets (V0, V1, . . . , Vk) is called an ǫ-regular partition, if
1. |V0| < ǫn and for all 1 6 i < j 6 k + 1 we have |Vi| = |Vj|.
2. all except ǫk2 of the pairs Vi, Vj, 1 6 i < j 6 k, are ǫ-regular.
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Now we introduce an application of Szemere´di regularity lemma, which was proposed in
[12]. Let G be a graph with an ǫ-regular partition {V0, V1, . . . , Vk}, with exceptional set V0 and
|V1| = |V2| = · · · = |Vk| = l. Given d ∈ [0, 1], let R be the graph on {V1, V2, . . . , Vk} in which
two vertices Vi and Vj are adjacent in R if and only if they form an ǫ-regular pair in G of density
> d. We shall call R a regularity graph of G with parameters ǫ, l and d. Given s ∈ N, replace
every vertex Vi of R by a set V
s
i of s vertices, and every edge by a complete bipartite graph
between the corresponding s-sets, the resulting graph will be denoted as Rs, and we usually
call Rs an s-blow up graph of R. The following lemma says that subgraphs of Rs can also be
found in G under some conditions.
Lemma 4.4. [12] For all d ∈ (0, 1] and ∆ > 1 there exists an ǫ0 > 0 with the following property:
if G is any graph, H is a graph with ∆(H) 6 ∆, s ∈ N, and R is any regularity graph with
parameters ǫ 6 ǫ0, l > max{
2s
d∆
, d}, then we have
H ⊆ Rs ⇒ H ⊆ G.
With all tools in hand, we are going to prove Theorem 4.2.
Proof of Theorem 4.2. For arbitrary real number t > 0, let ǫ = t
9T
, where
T = max
e∈E(Kn)
w+(e).
Suppose G is a subgraph of Kn and G is H-free. We apply Szemere´di regularity lemma on G
and ǫ, and with m > 1/ǫ. We obtain an ǫ-partition {V0, V1, . . . , Vk}, with exceptional set V0 and
|V1| = |V2| = · · · = |Vk| = l. Then let R be the regularity graph of G, that is, |V (R)| = k and for
every 1 6 i < j 6 k, Vi and Vj are adjacent in R if and only if Vi and Vj are ǫ-regular in G and
with edge density at least 10ǫ. We define a function f : V (R) 7→ [0,∞) where f(Vi) =
∑
v∈Vi
w(v)
|Vi|
.
Let F be a complete graph based on V (R), that is, |V (F )| = k and it has the same vertex
weight as R.
Since H is a finite graph with chromatic number χ(H) and ∆(H) 6 ∆, H is a subset of
some complete χ(H)-partite graph. Now we claim R is Kχ(H)-free, otherwise there exists some
constant s, such that H ⊆ Rs. It’s easy to check that l =
n−|V0|
k
> max{ 2s
(10ǫ)2
, 10ǫ}, hence
H ⊆ G by Lemma 4.4, which is a contradiction. Then by the result of Kl-free graphs in
Theorem 3.4, we have ∑
e∈E(R)
w+(e) 6 max
P
∑
P∈P
(k − |P |)f(P ),
where the maximum is taken over all partitions P of V (F ) into χ(H) − 1 parts. Let Gˆ be
the |Vi|-blow up graph of R, that is, we construct Gˆ by replacing every vertex of R with an
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independent set of |Vi| vertices, and every edge with a complete bipartite graph between the
corresponding independent sets. Gˆ has the same vertex weight as G, we have
∑
e∈E(Gˆ)
w+(e) = |Vi|
2max
P
∑
P∈P
(k − |P |)f(P )
=max
P
∑
P∈P
(n− |P | · |Vi|)
∑
Vi∈P
w(Vi)
6max
R
∑
P∈R
(n− |P |)w(P ),
where the maximum is taken over all partitions R of V (Kn) into χ(H)−1 parts. It’s clear that
∑
16i<j6k
∑
e∈E′
w+(e) 6
∑
e∈E(Gˆ)
w+(e),
where E ′ ⊆ E(G) contains all edges between Vi, Vj (1 6 i, j 6 k) in G, for every ǫ-regular pair
(Vi, Vj) with density at least 10ǫ.
Through the above analysis, we can classify the edges in E(G) but not in E(Gˆ) as follows.
1. Edges (x, y) ∈ Vi × Vj where (Vi, Vj) (1 6 i, j 6 k) are not ǫ-regular.
2. Edges (x, y) ∈ Vi × Vj where the density of (Vi, Vj) is less than 10ǫ.
3. x ∈ Vi, where 0 6 i 6 k.
4. Edges (x, y) ∈ V0 × Vi, where 1 6 i 6 k.
Since T is the maximum edge weight in weighted graph V (Kn), then we can estimate the
total weight of the edges in E(G) but not in E(Gˆ).
∑
e∈E(G)\E(Gˆ)
w+(e) <
[
ǫk2
(n
k
)2
+ 10ǫ
(
k
2
)(n
k
)2
+ k
(n
k
)2
+
(
ǫn
2
)
+ ǫn
(n
k
)
k
]
T < 9ǫTn2 = tn2.
Through the above analysis, we obtain that
∑
e∈E(G)
w+(e) 6 max
R
∑
P∈R
(n− |P |)w(P ) + tn2.
Since we take t arbitrarily, the proof of Theorem 4.2 is finished.
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Now we consider the product-edge-weight Tura´n problem, which was introduced by Bennett
et al. [2]. Let w : V (G) → [0,∞) be a vertex weight function and wπ : E(G) → [0,∞) be the
product-edge-weight function such that wπ(uv) = w(u)w(v). The following result is implied by
Proposition 3.5 and Theorem 4.2, we omit further details.
Corollary 4.5. Fix a graph H, as n→∞, we have
ex(n, wπ, H) = max
R
∑
P,P ′∈R
P 6=P ′
w(P ′)w(P ) + o(n2),
where w(P ) =
∑
v∈P
w(v) and the maximum is taken over all the partitions R of V (Kn) into
χ(H)− 1 parts.
5 Conclusion
In this paper, we consider the vertex-induced weighted Tura´n problems introduced by Bennett et
al. [2]. Our contributions are mainly focused on the sum-edge-weight Tura´n problems. We first
characterize the extremal structure of Kl-free graph under sum-edge-weight function and give
the similarities and differences with the previous structure under product-edge-weight function.
We also show the stability result of Kl-free graphs. Based on the results of complete graphs,
we further propose a generalized version of the Erdo˝s-Stone theorem for weighted graphs under
both of the two types of vertex-induced weight functions. In future research, we hope to find
more applications that can take advantage of these results.
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