Abstract-The issue of asynchronous passive control is addressed for Markov jump systems in this technical note. The asynchronization phenomenon appears between the system modes and controller modes, which is described by a hidden Markov model. Accordingly, a hidden Markov jump model is used to name the resultant closed-loop system. By utilizing the matrix inequality technique, three equivalent sufficient conditions are obtained, which can guarantee the hidden Markov jump systems to be stochastically passive. Based on the established conditions, the design of asynchronous controller, which covers the wellknown mode-independent controller and synchronous controller as special cases, is addressed. The DC motor device is applied to demonstrate the practicability of the derived asynchronous synthesis scheme.
the mode information of plant is fully accessible to the controller/filter all the time to ensure the controller/filter modes run synchronously with system modes. Accordingly, the designed controller/filter is named as mode-dependent or synchronous controller/filter. However, in real world applications, such kind of ideal assumption is rather difficult to be held. For example, in networked control systems, the mode information of plant cannot be completely accessible, because communication delays and the loss of data packet inevitably occur, which leads to the asynchronization phenomenon between controller/filter modes and system modes. Therefore, it is truly important to study the issue of asynchronous control/filtering for Markov jump systems. The influence of time delay in mode signal on Markov jump systems has been investigated in [15] , where a condition has been obtained for the stabilization issue. In [16] , when the non-accessible jumping parameter occurs, the issue of stabilization of Markov jump systems has been discussed, and the linear matrix inequality (LMI) method has been applied for designing a mode-independent controller, which is a kind of special asynchronous controller. In [17] and [18] , some approaches have been put forward to design H ∞ filter without system mode information for continuous-time Markov jump systems. Very recently, in [19] , the issue of l 2 -l ∞ asynchronous filtering of discrete-time stochastic Markov jump systems has been addressed, and an existence criterion has been gained for the asynchronous filter. As for Markov jump systems, the importance of asynchronous control/filtering has been generally recognized, however the related problems have not been fully addressed, which is the motivation for the current work.
The issue of stochastically passive asynchronous control is investigated for Markov jump systems. The modes of system are asynchronous with those of controller, which can be caused by various network-induced constraints. A hidden Markov model is introduced to describe the asynchronization phenomenon. As a result, the corresponding closed-loop system can be constructed by a hidden Markov jump model. By adopting the matrix inequality approach, several criteria are given to guarantee the hidden Markov jump system is stochastically passive based on one of which the design measure for the desired asynchronous controller is proposed. The DC motor device is used to check the feasibility of the theoretic results obtained.
II. PRELIMINARIES
In this technical note, for a given probability space (Ω , F, P), we shall pay attention to a class of system with Markovian jumping parameters as follows:
where
, and L(r(k)) represent the time-varying system matrices, all of which are pre-known and real. The system state x(k) belongs to R n , the control input u(k) belongs to R m , the controlled output z(k) ∈ R q , and the disturbance input υ(k) not only belongs to ∈ R p , but also is in l 2 [0, ∞). For a pregiven positive integer set, which is marked as N = {1, 2, . . . , N}, the values of the Markov chain {r(k), k 0} belong to it and the related 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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transition probability matrix Π = {π ij }, the probabilities of which are defined by:
Clearly, for all i, j ∈ N , π ij ∈ [0, 1], and for all i ∈ N ,
In this technical note, we consider the following controller:
where K(σ(k)) is a time-varying matrix standing for the controller gain matrix, and the parameter {σ(k), k 0} takes values in another pre-given positive integer set, which is marked as L = {1, 2, . . . , M} subject to the pre-known conditional probability matrix Ω = {μ iφ }, the probabilities of which are defined by
Analogous to π ij , the conditional probability μ iφ belongs to the interval [0, 1] for all i ∈ N and φ ∈ L , and
Remark 1: In practice, the information of system modes accessible to controller is often inaccurate, that is, the actual modes of system are hidden to the controller, which leads to the fact that the controller modes that can be regarded as the observation value of system modes do not synchronize with systems modes. In this technical note, we introduce stochastic variable σ(k) to present the modes of controller, which is different from the Markov chain r(k), but depends on it subject to the conditional probability (4). It can be found that the set (r(k), σ(k), Π, Ω) constructs a hidden Markov model [20] . Until now, our work is the first to make use of the hidden Markov model to describe the non-synchronization phenomenon between system modes and controller modes.
Remark 2: It is noted that when L = {1}, that is, the controller (3) only has one mode, the asynchronous controller (3) reduces to the mode-independent controller, and when N = L and μ iφ = 1 for i = φ, the controller (3) becomes a synchronous controller. Thus, the asynchronous controller given in this technical note covers the modeindependent controller and the synchronous controller as special cases.
Combining the asynchronous controller (3) and system (1) leads to the following closed-loop system:
Remark 3: System (5) is named as hidden Markov jump system due to the fact that the hidden Markov model (r(k), σ(k), Π, Ω) is included in the system. Up to now, few results have been proposed for such kind of system.
The concept of passivity for system (5) is given in the following. Definition 1: System (5) is said to be stochastically passive if under the zero initial condition, there exists a scalar γ > 0 such that
We aim to find a design approach, which is easy to operate, of the asynchronous controller (3) for system (1) to guarantee the stochastic passivity of system (5).
III. MAIN RESULTS
In this section, the deign method of asynchronous controller will be given for system (1) . Firstly, we will present some conditions to ensure system (5) is stochastically passive.
Theorem 1: System (5) is stochastically passive, if for any i ∈ N and φ ∈ L there exist a scalar γ > 0 and matrices P i > 0 to ensure (7) and (8) hold
Proof: Consider the Lyapunov functional in the form of (9), which is dependent on the system mode r(k)
Let
and it is easy to find that
Based on system (5), it can be calculated that
From (10) and (11), we get that
Thus, we obtain from (12) and (13) that under the zero initial condition
Furthermore, noticing the conditions given in (8), we can have that
based on Schur complement. It is clear that (15) implies
Applying the above inequality to (14) yields that
Therefore, it follows (5) that:
Thus, the condition given in (6) holds. The proof is completed. Note that in Theorem 1, a passivity condition is proposed for system (5). However, the criterion cannot be directly applied to design the desired asynchronous controller (3) due to its complicated structure. To overcome this difficulty, some equivalent conditions will be given in the following theorem.
Theorem 2: The following three assertions are equivalent:
(A) For any i ∈ N and φ ∈ L , there exist a scalar γ > 0 and matrices P i > 0 to ensure (7) and (8) hold; (B) For any i ∈ N and φ ∈ L , there exist a scalar γ > 0 and matrices P i > 0 and R iφ > 0 to ensure (20) and (21) hold
(C) For any i ∈ N and φ ∈ L , there exist a scalar γ > 0 and matricesP i > 0 andR iφ > 0 to ensure (22) and (23) hold
wherē
Proof: (A)→(B)
If there exist a scalar γ > 0 and matrices P i > 0 to ensure (7) and (8) hold, then there must exist a scalar ε > 0 to guarantee the following inequality holds for any i ∈ N and φ ∈ L :
Choose
which implies (20) holds and
Applying Schur complement, we can get (21) .
(B)→(A)
If there exist a scalar γ > 0 and matrices P i > 0 and R iφ > 0 to ensure (20) and (21) hold, then based on Schur complement, we get (8) and (26) hold. Thus
Using (20) and (27), we can get (7).
(B)↔(C)
It can be found from Schur complement that (20) is equivalent to
i , and pre-and post-multiplying the inequalities given in (28) by diag{−P i , I, I, . . . , I M }, respectively, it is easy to find the equivalence of (22) and (28). Similarly, pre-and postmultiplying the inequalities given in (21) by diag{R iφ , I,P 1 ,P 2 , . . . ,P N }, respectively, it is also immediate to get the equivalence of (23) and (21) . The proof is finished.
Remark 4: Two novel passivity conditions equivalent to the one in Theorem 1 are obtained in Theorem 2. The advantage of (20) and (21) lies in the separation of μ iφ and K φ . While in (22) and (23), not only μ iφ and K φ are separated, but also K φ and P i are separated. Thus, from control design point view, the assertion (C), which is more flexible to parametrize K φ by introducing free parameter matrices, is more desirable than the other two assertions.
Next, we shall make use of assertion (C) to solve the problem of asynchronous passive control formulated in the above section. A sufficient condition is obtained to ensure the existence of the asynchronous controller (3).
Theorem 3: System (5) is stochastically passive, if for any i ∈ N and φ ∈ L , there exist a scalar γ > 0 and matricesP i > 0,R iφ > 0, K φ , and G φ to ensure (22) and (29) hold ⎡
Furthermore, the asynchronous controller (3) is chose with gain matrices as
if (22) and (29) are workable.
Proof:
. , I
M } and using the matrix iφ to pre-and post-multiplying the inequalities given in (23), respectively, it can be found that ⎡
On the other hand, notingR iφ > 0, we havē
which implies −G T φR
Combining this with (29), we have that (31) holds. The proof is finished.
Remark 5: The LMI-based design method proposed in Theorem 3 not only can be applied to design the asynchronous controller, but also can be adopted to synchronous controller and mode-independent controller, that is, a unified controller design method is provided for Markov jump system (1). (22) and (29) is that they are over the scalar γ > 0 and matricesP i ,R iφ , K φ , and G φ . Thanks to such kind of advantage, the optimal passivity performance, which is marked as γ min , and the corresponding asynchronous controller gains can be gained via minimizing γ based on (22) and (29).
Remark 7: Our methods adopted here can also be used to consider dissipativity, which covers passivity as a special case, through some small changes.
IV. NUMERICAL EXAMPLE
The DC motor device will be used to demonstrate the validity of our asynchronous controller design technique in the section. The DC motor device [21] can be modeled as system (1) with
The parameters can be found in Table I . On the other hand, in this example, we choose Furthermore, four cases of the conditional probability matrix Ω are given in Table II.  Based on Theorem 3, we obtain Table III readily, where the optimal indices, γ min , of the involved passivity for different conditional probability matrix Ω is listed. Table III indicates for a higher mode synchronization rate, the obtained optimal indices, γ min , of passivity is smaller. 
V. CONCLUSION
The issue of passivity-preserved control for Markov jump systems subject to asynchronous behaviours of modes has been considered. A hidden Markov model has been adopted to describe the asynchronization phenomenon appearing between the system modes and controller modes, which enables the gained closed-loop system to be a hidden Markov jump system. Via matrix inequality technique, three stochastic passivity conditions have been proposed for the hidden Markov jump system. An existence criterion of the asynchronous controller has been developed. The inequalities related to the existence criterion are all characterized by LMIs and solved without difficulty by available LMI toolbox. Finally, the DC motor device has been employed to demonstrate the effectiveness of the established synthesis methods. It is emphasized necessarily that because the results of our technical note are sufficient conditions only, there still exists room for improvement. It would be important and more practical to propose novel sufficient conditions with less conservatism or the sufficient and necessary conditions on the passivity analysis of hidden Markov jump systems and the passivity-based asynchronous control for Markov jump systems, which will be one of our future research topics.
