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GEOMETRIC ANALYSIS ON PATH SPACES
PRADIP KUMAR
Abstract. Let M be any n dimensional smooth manifold and PM be the space of all smooth
paths, then we showed that PM is a smooth manifold modelled over a complete normable
space. We discussed many geometric structure on Path spaces and its relation to ambient
space.
1. Introduction
Let M be any smooth manifold of dimension n. We define path space PM over M as,PM =
{γ : [0, 1]→ M : γ smooth }.
In Section 2, we showed that PM is a smooth manifold modelled over a complete normable
space (Note that: We are not saying Banach space, as we can not specify norm). In [3],
Chapter 10, Theorem 10.4, Michor showed that path spaces with fine −D (FD) topology is
C∞c manifold modelled on nuclear and dually nuclear locally convex vector space. Our manifold
structure on PM is easy to work as it is modelled over complete normable space. ODE has
unique existence and as result unique geodesic and other routine thing can be seen in path
space.
In section 3, we will partially follow [2]. We defined connection and curvature on PM and
its relation with ambient manifold’s connection and curvature. In theorem 3.1 we proved if
M is complete with respect to a connection ∇ then PM is complete with respect to induced
connection which we defined.
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2. Path Space as a Complete Normable Space
Let M be a smooth manifold, and PM is path space, For γ ∈ PM define Xγ := {X :
γ([0, 1])→ TM, smooth vector field along γ}. Then Xγ is a vector space. Next, we will define
a structure of complete normable space to Xγ .
Case-I: If γ contained in chart domain (U, φ) of M . Identifying Xγ as the set {µ : [0, 1] →
R
n, smooth }, we define
(2.1) ‖µ‖ = Sup t∈[0,1]Max(|µ(t)|, |µ
′(t)|)
where |.| is usual euclidean norm. We claim that equivalence class of this norm does not
depend upon the choice of chart (U, φ). For if there are two coordinate system (U, φ) and
(V, ψ), such that γ([0, 1]) ⊂ U ∩ V . Without loss of generality, We can assume that V = U .
Let u : [0, 1]→ Rn is representation of X ∈ Xγ via coordinate map φ. And Let v : [0, 1]→ R
n
is representation of X ∈ Xγ via coordinate map ψ . If λ(= φoψ
−1) is transition map, then for
each t ∈ [0, 1]
(2.2) v(t) = dλφ(γ(t))u(t) and this gives
(2.3) |v(t)| ≤ |u(t)|.|dλφ(γ(t))|
Now v′(t) = dλφ(γ(t))u
′(t) + d2λφ(γ(t))(dφγ(t)(γ
′(t), u(t))). This gives,
(2.4) |v′(t)| ≤ |u′(t)|.|dλφ(γ(t))|+ |u(t)|.|dφγ(t)(γ
′(t))|.|d2λφ(γ(t))|
From equations 2.3 and 2.4
(2.5)
max (|v(t)|, |v′(t)|) ≤ max (|u(t)|.|dλφ(γ(t))|, |u
′(t)|.|dλφ(γ(t))|+ |u(t)|.|dφγ(t)(γ
′(t))|.|d2λφ(γ(t)))|
Observe Max|dλ on φ(γ[0, 1])| and Max|d2λ on φ(γ[0, 1])| are constant which depend upon
the charts and independent of u and γ. From equations 2.1, 2.5 we have ‖v‖ ≤ c‖u‖, for some
constant c, which will depend upon only coordinate map. Same way we have ‖u‖ ≤ c′‖v‖, for
some constant c′. Hence for any X ∈ Xγ such that γ lies in one coordinate chart, we defined
norm for every representation and each norm is equivalent.
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Case -II: General case: When γ does not lie in single coordinate chart then, we cover Imγ
by finitely many charts U1, · · · , Un and then partition [0, 1] in compact subset K1, · · · , Kn with
γ((Ki) ⊂ Ui. We take the norm on Ki associated to Ui as in Case-I and then take their sum.
These norms will be equivalent.
In this way we defined a structure of complete normable space on Xγ . Now we will move to
get an injective map from some open set of Xγ to PM , then we will prove this map becomes
coordinate map. We can identify Xγ as Γ(γ
∗(TM)), where γ∗(TM) is a pull back vector bundle
over [0, 1] by γ and Γ(γ∗(TM) is set of all smooth section f : [0, 1] → γ∗(TM) [Note: We are
talking about pull back vector bundle over a corner manifold, for this we are following [3]]. For
each γ ∈ PM , we have one M˜ Riemannian manifold, submanifold ofM , such that γ([0, 1]) ∈ M˜
and we have γ∗(TM˜) = γ∗(TM). Also We have following well known theorm of Riemannian
geometry:
Theorem 2.1. Let M be a Riemannian manifold. Then there exits ǫ > 0, denote by Oǫ, the
open ǫ neighborhood of 0− section of τ : TM →M , that is Oǫ = {ζ ∈ TM : ‖ζ‖ < ǫ} such that
(2.6) (τ, exp) : Oǫ →M ×M
is a diffeomorphism onto an open neighborhood of the diagonal of M ×M .
Applying above theorem for M˜ , We can get Oγ some open set in γ
∗(TM˜), containing zero
section such that π∗γ(Oγ) ⊂ Oǫ, Where π
∗γ : γ∗(TM˜) → (TM˜) is inclusion. We can identify
π∗γ(Oγ) as Oγ. Also from 2.6 we have
(2.7) expγ := exp : Oγ → exp(Oγ) ⊂M
is diffeomorphism. If Oγ is open in TM , then Γ(Oγ) is open in Xγ with topology of complete
normable structure. Keeping in mind above identification,for γ ∈ PM , define
Expγ : Γ(Oγ)→ PM by
X 7→ expγ(X); X(t) = expγ(t)X(t)(2.8)
If Uγ = Expγ(Γ(Oγ)), we claim {(Uγ, Expγ)} is coordinate chart. Injectivity is obivious here.
Let γ1 and γ2 be two path in PM , such that if Expγ1(Γ(Oγ1)) = Uγ1 and Expγ2(Γ(Oγ2)) = Uγ2
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and Uγ1 ∩ Uγ2 6= φ Then we have a map:
Exp−1γ1 (Uγ1 ∩ Uγ2) ⊂ Γ(Oγ1)→ Exp
−1
γ2
(Uγ1 ∩ Uγ2) ⊂ Γ(Oγ2)
X 7→ Exp−1γ2 oExpγ1(X)
We will show above map is smooth map from open set of complete normable space Xγ1 to
open set of Xγ2 . Without loss of generality we can assume Exp
−1
γ1
(Uγ1 ∩ Uγ2) = Γ(Oγ1) and
Exp−1γ2 (Uγ1 ∩ Uγ2) = Γ(Oγ2).
Lemma 2.2. Let V and W be vector bundle over [0, 1] (vector bundle over corner manifold
as in [3]) and p : U ⊂ V → W be a smooth map which takes points in the fiber of V over a
point t ∈ [0, 1] into points in the fiber of W over the same point t. Define a non linear operator
P : U˜ ⊂ Γ(V ) → Γ(W ) by P (f) = pof with the complete normable structure on Γ(V ) and
Γ(W ) as before, P is smooth map.
Proof. If y is coordinate chart in the finber of V , then P can be written as [P (f)](t) = p(t, f(t))
and follwoing [4] [DP (f)h](t) = Dyp(t, f(t))h(t) and using same line as in I.3.1.7 of [4] ,It
follows that P is C∞,Gaˆteaux [Note: In refrence[4] in Γ(V ), Frechet space structure is not
same as ours, still proof is same]. Also as each Gaˆteaux derivative is linear and bounded at
each point of U˜ , we have P is frechet smooth in complete normable space. 
Now with p = exp−1γ2 oexpγ1 , V = Xγ1 and W = Xγ2 as vector bundle over [0, 1]. From
2.7, p is smooth from Oγ1 → Oγ2 . Also P (X) = Exp
−1
γ2
oExpγ1(X) = poX . By lemma 2.2,
P is smooth map, which in turn shows that PM is a smooth manifold modelled on complete
normable space.
As in Banach manifold, here also we have Tangent space and Tangent bundle. Tangent space
at point γ ∈ PM will be Xγ and Tangent bundle is
∐
γ Xγ = T (PM)
3. Vector Field, Connection and Curvature
We define a path on path space by a continuous map
(3.1) Γ : [0, 1]→ PM ; s 7→ Γ(s) ∈ PM.
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Thus for each s ∈ [0, 1] we have a path given by
Γ(s)(t) := Γs(t) := Γ(s, t),
A vector field on path space is a smooth map
(3.2) V : PM → T (PM)
Tangent vector field along this path Γ is given by
(3.3) Γ′ : [0, 1]→ T (PM); s 7→
∂
∂s
Γ(s, t)
Hence if V is a vector field along Γ then V (s) is vector field along Γ(s) and also if we define for
each t
(3.4) evt : PM →M,
which is given by evt(γ) = γ(t). This is a smooth map and d(evt0)(γ)(V ) = V (γ(t0)). So we
can identify vector field along Γ as vector field along each path with V (s, t) ∈ TΓ(s,t)M .
If K is a vector field on M , then we have K˜ vector field on PM defined by
(3.5) K˜(γ)(t) = K(γ(t))
but conversely we can not define. Now if K1 and K2 are vector field on PM and M has a
connection
(3.6) ∇ : χ(M)× χ(M)→ χ(M),
and we want to define induced covariant connection ∇˜ on PM .
Let X and B be manifold, π : X → B is a vector bundle over base B, then a connection on
this bundle is a smooth map
(3.7) φ : T (B)×B X → T (X)
such that for each b ∈ B and ξ ∈ Tb(B) and x ∈ X with π(x) = b, then φ(ξ, x) ∈ Tx(X) and
dπx(φ(ξ, x)) = ξ. We will denote this as φ(b)(ξ, x) for emphasing the value of base poin b. Now
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let M has a connection φ : (TM)×M (TM)→ TM , then for path space we have the following
induced connection, for each t ∈ [0, 1], define
φ˜ : T (PM)×PM T (PM)→ T (PM)
such that for each t ∈ [0, 1], we have
(3.8) φ˜(V,W )(γ)(t) := φ(γ(t))(V (t),W (t))
with V (t) ∈ Tγ(t)M and W (t) ∈ Tγ(t)M .
Now for V and W ∈ Tγ(PM) ∼ Xγ, covariant connection on PM is given by
∇˜(V,W ) = d(W )γ(V )− φ˜(V,W )(γ)
∇˜(V,W )(γ)(t) = dWγ(t)(V (t))− φ(γ(t))(V (t),W (t))(3.9)
With this point-wise definition of covariant connection, it is obvious that Γ is a geodesic in PM
if and only if transrvrese path Γt as defined in (??) is a geodesic in M for each t ∈ [01, ]. Thus
we make the following proposition
Proposition 3.1. For any given γ ∈ PM and any vector V ∈ TγPM , there is a unique
geodesic Γ : [0, b]→ PM , such that Γ(0) = γ and Γ′(0) = V .
Proof. Let V ∈ TγPM is given by V (t) ∈ Tγ(t)M, for each t ∈ [0, 1]. Now for each t ∈ [0, 1]
we have the following initial conditions Γt(0) = γ(t) and Γ
′
t(0) = V (t). With thsese initial
conditions, for each t ∈ [0, 1] we have a unique geodesic Γt defined on small interval say [0, ǫ(t)]
where ǫ(t) > 0. As [0, 1] is compact,we have a unique geodesic Γ on PM on small interval with
initial conditions Γ(0) = γ and Γ′(0) = V . 
From proposition 3.1 it follows that:
Theorem 3.1. If M is complete with respect to a connection ∇ then PM is complete with
respect to induced connection ∇˜
Similarly, we can define the curvature on PM . If R is a curvature of a manifold M then, R˜
curvature of PM is defined as following: For given X and Y ∈ χ(PM), We have
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R˜(X, Y ) : χ(PM)→ χ(PM)
R˜(X, Y )(Z)(γ)(t) := R(X(γ(t)), Y (γ(t)))(Z(γ(t)))(3.10)
Following, we have some weaker version of Hopf-Rinow theorem.
Theorem 3.2. Let M be any simply connected riemannian manifold with non positive sectional
curvature , Then for given point γ1 and γ2 in connected component in PM there always exits
a path space geodesic joining these two points.
Proof. If γ1 and γ2 ∈ PM then for t ∈ [0, 1], γ1(t) and γ2(t) ∈ M . By Cartan-Hadamard
theorem 3.1,[1] Page 149, For each t ∈ [0, 1], expγ1(t) : Tγ1(t) → M diffeormorphism, so for
γ2(t) ∈M there exists Vt ∈ Tγ1(t), such that expγ1(t)Vt = γ2(t). Now define,
(3.11) Γ : [0, 1]→ PM ; by Γ(s)(t) := expγ1(t)s.Vt
This is a geodesic, because for each t ∈ [0, 1], Γt(s) is a geodesic in M . 
Remark 3.3. Above theorem is not true for positive sectional curvature manifold. For example,
take M = S2, then there exists γ1 and γ2 in connected component of PS
2(path space over S2),
which can not be joined by path space geodesic. For this purpose, Let N and S are respectively
north pole and south pole of S2. See figure below. Let NAXBS and NCYDS be part of great
circle, Let γ1 be smooth path in S
2whose image is path ANC on great circles such that speed
at N is zero. .Hence γ1 has corner in N , but it is smooth (Obviously, it is
not analytic). Now take γ2 be smooth path in S
2 whose image is path BSD on great circles such
that speed at S is zero. Hence γ2 has corner in S. These is a homotopy which between these two
paths, hence these two points in PS2 are in connected component, but there does not exists any
homotopy which is also a path space geodesic. For if path space geodesic Γ(s)(t) exists joining
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γ1 and γ2, as image of Γ(s)(t) always lies on great circles NAXBS and NCY DS, and then
continuity of Γ breaks and N and S
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