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Sommaire
La modelisation des procedures d'affaires est un domaine de recherche recent qui vise
a faciliter la comprehension et la communication entre agents humains, a supporter et
a ameliorer les processus de travail, ainsi que leur gestion, leur automatisation et leur
execution. La plupart des resultats obtenus dans ce domaine concernent des langages de
description de procedures d'affaires qui permettent d'instancier un modele donne dans
un environnement cible. En pratique, Porganisation est formee par trois sous-systemes, a
savoir: Ie systeme operant (transforme, produit), Ie systeme de pilotage (reflechit, decide,
controle) et Ie systeme d'information (memorise, traite, diffuse). Le travail de recherche
presente dans ce memoire constitue une etude exploratoire qui porte sur 1'utilisation de la
theorie du controle des systemes a evenements discrets dans la modelisation et Ie controle
de procedures d'affaires. Nous montrons comment des controleurs peuvent etre integres
a une organisation en considerant Ie systeme operant comme un procede et Ie systeme de
pilot age comme un controleur. Nous montrons aussi a partir de deux exemples comment
appliquer des algorithmes de synthese de controleurs propres a la theorie du controle
des systemes a evenements discrets. Un controleur est genere a partir du comportement
dynamique des procedures d'affaires et de regles de gestion modelises a 1'aide d'automates
ou de reseaux de Petri.
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Introduction
La modelisation des procedures cTafFaires (ou procedures) est un domaine de recherche
recent qui vise a faciliter la comprehension et la communication entre agents humains, a
supporter et a ameliorer les processus de travail, ainsi que leur gestion, leur automatisa-
tion et leur execution. La plupart des resultats obtenus dans ce domaine concernent des
langages de description de procedures qui permettent d'instancier un modele donne dans
un environnement cible [16]. Ces approches de modelisation, du fait qu'elles sont orien-
tees vers Ie genie logiciel, sont souvent mecanistes et ne tiennent pas toujours compte de
la cooperation entre les agents et des phenomenes socio-cognitifs, meme si des tentatives
ont ete faites dans ce sens [22].
Une procedure dans une organisation fixe ce qu'on fait (objectifs), qui Ie fait (agents,
acteurs ou utilisateurs) et avec quelles ressources (financements, outils), Ie tout sous des
contraintes de couts, de delais et de qualite. La procedure a pour resultat un produit qui
evolue avec l^s difFerentes etapes et les acteurs de la procedure. On peut representer la
procedure de deux manieres difFerentes :
• D'une part, en representant de maniere precise la sequence des actions des agents
avec leurs liens de precedence, ce qui revient a planifier les actions.
• D'autre part, en representant les resultats attendus et les objectifs de la procedure
de maniere a ce qu'elle constitue un domaine consensuel emergeant des actions des
agents. II faut done pouvoir faire evoluer cette representation en fonction des actions
et de leurs resultats, les actions des agents portant sur les objets de 1'environnement.
Probleme
L'organisation (entreprise, organisme) est definie dans un premier stade, comme une
boite noire assurant une fonction de transformation d'un flux physique (ou ressources)
d'entree en un flux physique (ou ressources) de sortie. Dans un deuxieme stade, cette
description devient une boite blanche, c'est-a-dire que Ie contenu de la boite est peu a
peu defini. On a done des constituants de la systemique a savoir:
• Le systeme operant, dans un premier temps, est une boite noire qui prend en compte
les flux entrants (flux physiques, flux financiers) et les flux extrants (produits ou
services specifiques a 1'activite de 1'organisation).
• Le systeme de pilotage qui regroupe les principales fonctions d'arbitrage et d'allo-
cation de ressources (prevision, planification), de suivi de leur utilisation (controle
budgetaire, controle de gestion) et d'adaptation du fonctionnement de 1'organi-
sation a son environnement au travers d'un certain nombre de regles de gestion
(contraintes). Trois activites complement air es y sont done incluses:
o la definition des regles de transformation ou de prise en compte des regles
edictees par les organisations de tutelle et leur application au fonctionnement
de Porganisation et de ses difFerents services;
o 1'allocation des ressources necessaires au fonctionnement des services et la prise
de connaissance du compte rendu de leurs activites;
o Pajustement de Pinterpretation des regles et de Putilisation des ressources en
fonction des difHcultes rencontrees et des ecarts constates entre les objectifs
et les resultats obtenus.
• Le systems d'information qui est une boite noire par laquelle transitent les flux d'in-
formation, d'une part, entre Ie systeme de pilotage et Ie systeme operant (regles de
fonctionnement, ressources allouees, priorites d'execution) et, d'autre part, entre Ie
systeme operant et Ie systeme de pilotage (variables de mesure de 1'activite et de
PefHcacite technique explicitant la variete des resultats obtenus ainsi que la quan-
tite de ressources consommees). Nous distinguons dans Ie systeme d'information
deux sous-ensembles: 1'ensemble structure des donnees memorisees ou memoire du
systeme d'information et 1'ensemble synchronise des procedures d'afFaires.
Le probleme aborde dans ce memoire porte sur Ie controle des procedures d'afFaires.
L'utilisation d'outils formels de modelisation tels que les automates ou les reseaux de Pe-
tri nous permet de decrire formellement les comportements dynamiques des procedures
d'affaires et de generer automatiquement des controleurs. Notre approche est basee sur
la theorie du controle des systemes a evenements discrets proposee initialement par Ra-
madge et Wonham [35].
Dans Ie cadre de cette theorie, Wonham et Ramadge [48] ont developpe un algorithme
de synthese de controleurs a partir des langages L (comportement libre du procede) et
K (comportement legal du procede, K C L). Le langage legal represente les contraintes
(regles de gestion de Porganisation) imposees au precede (Ie systeme operant de 1'orga-
nisation). Le probleme de synthese de controleurs peut etre formule de quatre fagons a
savoir:
• Ie cas de base comportant un seul langage legal,
• la synthese modulaire comportant un langage legal pour chaque contrainte,
• la synthese avec observation partielle dans laquelle certains evenements peuvent
etre masques au controleur,
• la repartition du controle a 1'aide de plusieurs controleurs agissant d'une faQon
decentralisee sur Ie procede.
Dans ce memoire, nous restreignons notre etude au cas de base.
Methodologie
Pour mener a terme notre pro jet de recherche, nous avons juge utile de preciser au
depart un certain nombre d'objectifs enumeres comme suit:
• faire une recherche bibliographique des travaux theoriques ou pratiques concernant
la problematique de synthese de controleurs de procedures d'affaires;
• etudier les difFerentes approches de modelisation, jugees utiles, des comportements
dynamiques des procedures d'affaires sans se preoccuper des Ie depart de leur aspect
statique;
• proposer une architecture d'un modele dans lequel Ie procede correspond au systeme
operant et Ie controleur agit comme systeme de pilotage;
• modeliser Ie comportement dynamique des procedures d'afFaires a 1'aide d'auto-
mates ou de reseaux de Petri et synthetiser les controleurs correspondants.
Pour decrire la dynamique d'une organisation, deux approches generales semblent
emerger a savoir: 1 approche orientee etat et Fapproche operationnelle. Dans 1'approche
orientee etat, une transition est definie comme une paire d'etats : etat de depart et etat
d'arrivee. Les actions sont associees aux etats et les transitions sont instantanees. L'ap-
proche operationnelle est orientee evenement. Elle utilise les concepts d'action elementaire
(comme creer une information, efFacer une information) et de transaction, d'une duree
non nulle, comme sequence indivisible d'actions elementaires faisant passer les informa-
tions d'un etat coherent a un autre etat coherent. Nous nous rattachons quant a nous
a cette deuxieme approche en ne mettant pas 1'accent sur les informations mais sur la
fa^on dont les difFerents stimuli apparaissent dans Ie temps: succession aleatoire ou avec
ordonnancement specifique, mise en evidence de « points de rendez-vous » entre stimuli.
Pour synthetiser des controleurs a partir du comportement dynamique des procedures
d'afFaires et des regles de gestion, nous utilisons deux approches. La premiere approche
se resume comme suit. A partir d'une procedure d'affaires, en privilegiant Ie point de
vue des acteurs, nous definissons des procedures acteurs afin de mettre en evidence la
contribution de chacun d'eux. Une procedure acteur comprend 1'ensemble des t aches et
des actions efFectuees par un meme acteur dans Ie cadre d'une meme procedure d'af-
faires. En utilisant Papproche constructive de Lamport et Lynch [21], nous modelisons Ie
comportement dynamique de chaque procedure acteur ainsi que chaque regle de gestion
a P aide d'un automate. L'automate decrivant Ie comportement dynamique de la pro ce-
dure d'affaires est alors obtenu par composition synchrone des automates propres aux
procedures acteurs. Le langage legal est aussi represente par un automate, celui obtenu
a partir de 1'intersection des automates qui modelisent les regles de gestion. A 1'aide de
Poutil SUCSEDES [32], nous generous un controleur qui, une fois integre a 1'organisation,
permet de satisfaire les regles de gestion.
Dans la deuxieme approche, la modelisation des comportements dynamiques des pro-
cedures d'afFaires est realisee a 1'aide des reseaux de Petri. Puisque cette approche presente
des difficultes, nous avons juge utile de passer par un formalisme informel et intuitif pour
Putilisateur, Ie modele organisationnel des traitements (MOT) de la methode Merise. Ie
MOT constitue une vision plus globale d'un systeme d'information par procedures d'af-
faires. Le MOT integre les notions de temps et de duree, de ressource, de lien et de nature
du traitement. Le regroupement des difFerentes procedures d'affaires donne Ie MOT qui
est ensuite traduit en un reseau de Petri. Pour la synthese du controleur, nous utilisons
les reseaux de Petri avec des places d'entree externes.
Le point de depart de cette deuxieme approche est constitue des elements obtenus lors
du recueil de Pexistant et particulierement Ie schema des flux d'informations ainsi que
Ie decoupage du domaine en processus. Pour chaque processus identifie, nous etablissons
dans un premier temps un diagramme de circulation des documents en nous servant des
informations contenues dans Ie schema des flux. A partir des diagrammes de circulation
des documents, nous etablissons les procedures d'affaires par elimination des ressources
permanentes et par introduction des conditions de declenchement des traitements. Dans
ces procedures d'afFaires, les acteurs et Ie temps apparaissent toujours. L'ensemble des
procedures d'afFaires obtenu constitue Ie modele organisationnel des traitements de 1'or-
ganisation.
Les reseaux de Petri nous interessent pour au moins trois raisons: Pexistence d'une
representation graphique simple en termes de transitions et de places a travers lesquelles
circulent des jetons, leur adaptation possible a la simulation discrete et leurs bases theo-
riques mathematiques.
Resultats
Apres un examen de la litterature relative au controle des procedures d'affaires et
selon notre connaissance, nous pouvons afHrmer qu'il n'existe pas de travaux portant sur
Ie probleme de la synthese de controleurs de procedures d'afFaires, d'ou 1'originalite de
notre travail de recherche. La plupart des resultats obtenus dans Ie domaine concernent
des langages de description des procedures d'afFaires.
Dans Ie cadre de ce projet de recherche, nous montrons comment les controleurs
peuvent etre integres a une organisation en substituant Ie systeme de pilotage au contro-
leur et Ie systeme operant au procede. Nous montrons aussi a 1'aide de deux exemples
comment synthetiser des controleurs a 1'aide d'algorithmes propres a la theorie du controle
des systemes a evenements discrets.
Le premier exemple porte sur une bibliotheque et utilise les automates comme outil
formel de modelisation des comportements dynamiques d'une procedure d'affaires et des
regles de gestion. Le deuxieme exemple porte sur Ie traitement de devis et utilise les
reseaux de Petri comme outil formel de modelisation et Ie MOT de la methode Merise.
Organisation du memoire
Dans Ie chapitre 1, nous donnons une idee precise de la modelisation des compor-
tements dynamiques des procedures d'afFaires selon trois methodes (Merise, OSSAD et
OMT) et de quelques outils d'analyse des procedures d'affaires. Le chapitre 2 porte sur
Ie controle des procedures d'affaires. II contient la formulation du probleme de controle
des procedures d'affaires et la description des methodes de synthese de controleurs. Les
chapitres 3 et 4 presentent deux exemples complets qui illustrent Putilisation de notre
approche, tout d'abord avec les automates, puis avec les reseaux de Petri. Enfin, nous
concluons Ie memoire avec une presentation des contributions, des critiques et des exten-
tions possibles de notre travail.
Chapitre 1
Procedures cTafFaires
Une procedure d'afFaires est un ensemble coordonne (en serie ou en parallele) d'acti-
vites manuelles ou informatisees qui sont connectees dans Ie but d'atteindre un objectif
commun. L'instance d'une activite ou tache est associee a un acteur, generalement pos-
sedant Ie role specific dans Pactivite. Le role est la position que peut prendre un acteur
et a laquelle peuvent correspondre les activites que cette position permet d'utiliser. Les
procedures et les taches permettent d'introduire de fagon naturelle une modularite dans
1'organisation [24].
Les nouveaux modes de communication constituent un enjeu strategique pour les
organisations. L'organisation du travail s'appuie desormais sur les technologies de 1'infor-
mation qui deviennent determinantes dans la profitabilite des organisations. Des travaux
theoriques, tels que ceux d'Ellis associes aux approches industrielles, ont donne naissance
aux premiers outils workflow (ou workflows) [15].
II existe plusieurs definitions relatives aux workflows. Par exemple, Fischer et While
definissent Ie workflow comme etant une sequence d'actions ou d'etapes utilisees dans les
procedures d'afFaires [47]. Hollingsworth considere les workflows comme des modeles in-
formatises des procedures d'afFaires [19]. Le workflow management est un important outil
pour structure! et optimiser les traitements d'affaires et pour supporter I5 implementation
pratique de la reingenierie des procedures d'afFaires [17].
En 1'absence de consensus sur la definition du workflow, il y a une certaine confusion
et un melange des concepts avec ceux du groupware (collectitiel) et de la GED (Gestion
Electronique de Documents).
Dans Ie cadre de ce memoir e, nous utilisons comme definition du workflow celle d'outil
decisionnel cooperatif dont les parametres sont un nombre limite de personnes devant ac-
complir en un temps limite des taches articulees autour d'une procedure d'aflfaires definie
et ayant un objectif global [42]. Aujourd'hui encore, toutes les techniques de workflow
sont sous-tendues aux concepts industriels, notamment 1'optimisation des procedures
d'affaires.
A titre d'exemple, nous decrivons une specification generale d'un systeme appele
WSflow [3] [20] [37]. II est considere comme une extension du workflow supportant une
cooperation flexible et une coordination entre les organisations. L'objectif n'est pas de
donner une description complete mais seulement une perception du systeme W3flow.
La connaissance generique est Ie noyau du systeme WSflow. Elle est organisee sous
forme de modeles qui sont des abstractions des aspects bien definis du domaine de co-
operation [20].
Modele inter-organisationnel Le modele inter-organisationnel definit Ie qui. Pour
une entite organisationnelle, ce modele represente des informations concernant la
structure inter-orgamsationnelle (groupe, organisation, acteur) [1] [29]. II repre-
sente aussi les informations concernant Ie role tenu par chaque acteur.
Modele d'information Le modele d'information decrit les difFerents types d'informa-
tion qui sont des entrees ou sorties des taches et leurs relations avec les entites
(objet physiques ou abstraits ayant des caracteristiques comparables) [2] [7] [34 .
Modele conversationnel Le modele conversationnel definit Ie quoi et Ie comment.
II represente Pechange de messages entre les acteurs pour Paccomplissement des
taches [33].
Modele du temps Le modele du temps est la base pour coordonner les actions is-
sues du processus inter-organisationnel. II est essentiel pour representer Ie delai,
Pachevement de la tache et Ie debut de la tache [46].
Modele d'execution Le modele d'execution permet 1'execution des workflows inter-
organisationnel. II programme la tache a executer par 1 acteur et gere les questions
et les conversations qui y sont apparentees.
Les procedures d'afFaires sont representees par Ie modele inter-organisationnel du
W3flow. Les informations portees par les evenements declencheurs des procedures d'af-
faires sont decrites dans Ie modele d'information. Les echanges d'informations entre les
pastes de travail (acteurs) des procedures d'afFaires sont decrits par Ie modele conversa-
tionnel. Le temps relatif au debut et a la fin des procedures d'afFaires est represente par
Ie modele du temps. Enfin, elles sont executees par Ie modele d'execution.
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Le W3flow, a Paide de ses modeles, permet la representation des procedures d'afFaires
en termes d'acteurs, de groupes d'acteurs et de roles tenus par chaque acteur (modele
inter-organisationnel) jusqu'a leurs executions par Ie modele d'execution.
II existe d'autres approches qui modelisent les procedures d afFaires. L approche
« OSSAD » (Office Support Systems Analysis and Design), grace a ses modeles (abstrait,
descriptifet perscriptif), modelise les procedures d'affaires en termes de fonctions, de roles
et de documents. La methode « OMT » (Object M^odeling Technique), grace a son modele
dynamique, modelise les procedures d'afFaires en termes d'evenements, d'etats et d'ope-
rations. Enfin, la methode Merise, grace a ses modeles conceptuels et organisationnels de
traitements, modelise les procedures d'afFaires en termes de procedures fonctionnelles ou
d'operations organisationnelles. En plus, elle permet une verification formelle des com-
portements des procedures d'affaires a 1'aide d'analyses des reseaux de Petri. Une etude
comparative entre la terminologie de Merise et celle de Workflow est donnee en annexe
A. Les concepts presentes dans ce memoire sont principalement tires des references [4]
[12] [23] [26] [31] [44].
1.1 Les procedures cTaffaires dans Merise
La modelisation des comportements dynamiques des procedures d'affaires dans la
methode Merise [44] s'exprime dans un formalisme specifique, elabore pour permettre
de representer Ie fonctionnement d'activites aux diff'erents niveaux de preoccupations
(conceptuel, organisationnel, logique, physique). II repose sur des bases theoriques so-
lides permettant une verification formelle des modeles dans la mesure ou il s'inspire du
formalisme des reseaux de Petri.
Dans Ie cadre de ce memoire, seuls les modeles conceptuels et organisationnels sont
utilises. Pour decrire Ie niveau conceptuel, Ie formalisme des traitements comporte les
concepts d'evenement, de resultat, d'operation et de synchronisation.
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1.1.1 Modele conceptuel des traitements
L'activite d'une organisation se decompose en procedures d'afFaires, generalement
independantes des choix d'organisation, qui s'articulent en operations declenchees par
des evenements soumis a une synchronisation pour produire des resultats.
Le modele conceptuel des traitements (1VECT) doit symboliser 1'activite de 1'organisa-
tion, avec les procedures d'afFaires et regles de gestion associees, en faisant abstraction
des ressources humaines et materielles ainsi que leur mode d'exploitation (centralisee,
decentralisee, distribuee, manuelle, automatisee).
CONCEPTS
Operation Une operation est un ensemble structure de regles de gestion se traduisant
en traitements arithmetiques ou logiques qui se deroulent sans attente externe du
domaine d'etude en reaction a un stimulus. Elle est declenchee soit par un evene-
ment unique soit par une synchronisation de plusieurs evenements. La description
de 1'operation correspond essentiellement a la description des vues du gestionnaire.
Que verifie-t-on? Que calcule-t-on? Que met-on a jour?
12
Exemples: verification d'une demande de pret et calcul des interets cumules.
Pour pouvoir trailer 1'occurrence d'un evenement, 1'operation doit disposer de
toutes les ressources necessaires (donnees et moyens). Dans un systeme d'infor-
mation, plusieurs operations peuvent etre activees au meme instant.
Les regles de gestion formalisent les comportements repetitifs de 1'organisation. Elles
sont Pexpression litteraire des traitements logiques ou arithmetiques qui composent
une operation.
On utilisera un langage simple, precis et non ambigu pour les regles de gestion en
mettant en evidence les actions portant sur Ie systeme d'information (recherche,
creation et modification d'informations).
Les regles de gestion d'un systeme d'information ont deux types d'origine:
Origine interne a Porganisation Les regles prises par les gestionnaires de 1'or-
ganisation (en termes d'analyse de systeme). Elles font partie du systeme de
pilot age et elles sont susceptibles d'evoluer dans Ie cadre du nouveau systeme
a realiser.
Origine externe a I'organisation Les regles prennent naissance dans un texte
de loi ou d'un accord entre plusieurs organisations. Elles sont exprimees de
fa^on precise et elles doivent souvent etre considerees comme imposees dans
Ie cadre du nouveau systeme.
^
Evenement L'evenement est un fait actif, prevu par Porganisation pour Ie systeme
d'information provoquant une reaction materialisee par une succession d'application
de regles de gestion et concourant a produire un ou plusieurs resultats.
Un evenement represente un fait pour Ie systeme d'information; il est generale-
ment porteur d'informations et peut etre considere comme un message ; il est dote
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d'un meme ensemble de proprietes; il n'est present qu'une fois dans Ie systeme
d'information; chaque occurrence d'un evenement est identifiable.
On distingue trois types d'evenement :
^
Evenement externe On appelle evenement externe, tout evenement emis par
Penvironnement du systeme. Un evenement externe est un stimulus provo-
quant une reaction du systeme. L'evenement externe est provoque soit par un
acteur externe a 1'organisation (banque, client), soit par un acteur interne a
P organisation mais hors du champ d'etude.
Exemples: reception d'une commande, reception d'un avis de credit, accord
du comptable.
^
Evenement interne On appelle evenement interne tout evenement apparaissant
au sein du systeme. II est issu d'une operation du systeme.
Exemples : commande enregistree, facture en attente de paiement.
/"
Evenement artificiel Les evenements ne provenant pas d'acteurs externes ou in-
ternes sont dits artificiels. Us dependent des regles de gestion, des contraintes
s
legales ou des contraintes naturelles. A un evenement artificiel sont generale-
ment rattachees les notions de temps ou de niveau.
Exemples : fin de mois, a la date d'echeance, a Patteinte du niveau.
Synchronisation D'une fagon generale, une operation est activee par la realisation
d une condition de synchronisation entre plusieurs evenements. Cette condition
s'exprime par une fonction booleenne des evenements concourant a 1'operation.
Resultat Le resultat est la reponse codifiee d'une operation declenchee par un eve-
nement ou par une synchronisation d'evenements. Le resultat possede les memes
caracteristiques que Pevenement. II peut constituer a son tour un evenement pour
une autre operation du systeme.
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On distingue Ie resultat interne (a synchroniser dans une autre operation) du re-
sultat final qui correspond a un etat final du phenomene etudie pour Ie champ
d'etude.
PRINCIPES DE CONSTRUCTION DU « MCT »
Non-interruptibilite Une operation conceptuelle est dite non interruptible quand elle
dispose, apres la synchronisation des evenements qui la declenchent, de toutes les
ressources necessaires pour son execution complete.
La non-interruptibilite interdit 1'arret du traitement d'une occurrence d'evenement
soit par Parrivee d'une autre occurrence d'evenement du meme type ou d'autres
occurrences d'evenements inclus ou non dans la synchronisation rattachee a 1'ope-
ration.
Non-redondance Le principe de non-redondance implique que les regles de gestion
du champ d'etude sont specifiques a chaque operation figurant dans Ie modele.
La redondance des traitements consiste a executer a differents endroits du modele
une ou plusieurs regles de gestion decrivant une operation. Elle est evitee par une
modification des synchronisations des operations.
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DEMARCHE POUR LA CONSTRUCTION DU « MCT »
Voici les principales etapes a realiser pour la construction du MCT:
• rechercher les acteurs impliques (externes a 1'organisation, internes mais hors du
champ d'etude et internes dans Ie champ d'etude);
• rechercher les FL UX entre acteurs;
• identifier les EVENEMENTS,
• identifier les RESULTATS;
• identifier et decrire les OPERATIONS et les REGLES DE GESTION;
• determiner les SYNCHRONISATIONS pour chaque OPERATION^
• rechercher Penchainement des OPERATIONS et preciser les conditions d'emission
des RESULTATS;
• appliquer les regles de NON-REDONDANCE et de NON-INTERRUPTIBILITE
pour la verification du modele. Si necessaire, revoir les synchronisations.
La representation graphique du modele conceptuel des traitements est presentee a la
figure 1.
1.1.2 Modele organisationnel des traitements
Le modele conceptuel des traitements a permis de decrire les fonctions majeures du
domaine sans reference aux ressources necessaires pour en assurer Ie fonctionnement. II
se concentre sur Ie quoi et Ie pourquoi. Le modele organisationnel des traitements se
concentre sur Ie comment.
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FIG. 1 - Elaboration des modeles de traitements
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Le modele organisationnel des traitements (MOT) symbolise 1'activite de 1'organisa-
tion. II exprime la fa^on dont les regles de gestion sont appliquees dans 1'organisation et
indique 1'utilisation des ressources mises en oeuvre lors de cette application.
Le modele decrit 1'organisation du systeme d'information: circuits, postes de travail,
degre d'automatisation des traitements, leur enchainement dans Ie temps et dans Pespace,
repartition des taches entre 1'homme et la machine, securite.
II ne depend pas du choix definitif des moyens materiels et logiciels specifiques qui
seront utilises au niveau operationnel. Les preoccupations essentielles sont: QUI fait
QUOP. QUAND7 et OU7
La representation graphique du modele organisationnel des traitements est analogue
a celle du modele conceptuel des traitements (voir figure 1).
CONCEPTS
Procedure fonctionnelle ou operation organisationnelle Une procedure fonction-
nelle est un ensemble logique structure d'actions elementaires dont 1'activation est
provoquee par 1'apparition d'un ou plusieurs evenements. Elle est realisee par un
meme acteur et son deroulement ne necessite pas Pintervention d'autres evenements
ou acteurs.
• Elle est caracterisee par un ensemble logique determine et structure d'actions
elementaires, un type de paste de travail determine et une periode determinee
pour son execution.
• Elle est declenchee par Farrivee d'un evenement ou par la synchronisation de
plusieurs evenements.
• Elle peut etre manuelle ou automatisee.
Generalement, une operation conceptuelle donnera lieu a une ou plusieurs proce-
dures fonctionnelles.
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Action elementaire Au sein d'une operation, 1'action elementaire est Ie plus petit
traitement significatif par rapport au niveau d'analyse retenu; elle s'effectue sans
interruption.
Exemples: saisie d'une donnee, verification de la valeur prise par une donnee, confir-
mation par un operateur d'une valeur afHchee a Peer an.
Les actions elementaires seront definies a partir des regles de gestion identifiees
au niveau conceptuel. L'execution d'une regle de gestion generera une ou plusieurs
actions elementaires.
Acteur Un acteur est une personne qui prepare, transmet, transforme, exploite ou re-
goit les donnees d'un systeme d'information. II peut etre interne au champ d'etude
(operateurs), interne a 1'organisation mais hors du champ d'etude (comptable re-
cevant les doubles des commandes), externe a 1'organisation (client).
Enchainement de procedures On regroupera souvent les procedures dans des en-
chainements correspondant a des ensembles structures d'operations concourant a
1'elaboration d'un ou plusieurs resultats en reponse a la sollicitation d'une famille
d'evenements caracteristiques d'une activite importante de 1'organisation etudiee,
du fait des lois et des fins propres de cette organisation.
Paste de travail Le poste de travail est un centre d'activite elementaire et operationnel
de Porganisation comprenant tout ce qui est necessaire (hommes, machines, espace,
outillage) a 1'execution des traitements definis, automatises ou non.
ft
Evenements ou resultats Les evenements ou resultats seront decrits en precisant la
nature de 1'evenement ou du resultat; les besoins de securite; 1'origine ou la des-
tination fonctionnelle et geographique; la frequence d'apparition ou d'emission sur
une periode donnee; Ie temps de reaction entre 1'apparition de 1'evenement et Ie
moment ou il est traite et les problemes de stockage lies a ce decalage.
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PMNCIPES DE CONSTRUCTION DU « MOT ^
Non-redondance des operations II y aura redondance si deux operations compor-
tant les memes actions elementaires s'efFectuent au meme poste de travail et au
meme moment pour trailer Ie meme ou les difFerents types d'evenements. II convient
alors de modifier la synchronisation des evenements qui declenchent 1'operation de
maniere a ce qu'elle reste unique.
Non-interruptibilite La procedure fonctionnelle est non interruptible comme Pope-
ration conceptuelle. Cependant, Ie traitement d'une occurrence pourra etre inter-
rompu par 1'execution, au meme moment, d'une procedure plus prioritaire.
Exemple d'une procedure interruptible: la dactylographie d'une lettre peut etre
interrompue momentanement par la necessite de repondre au telephone.
DEMARCHE POUR LA CONSTRUCTION DU « MOT »
La demarche pour la construction du MOT comporte deux parties principales:
• Etablir Ie modele organisationnel des traitements de 1'existant (efFectuer des entre-
vues; etablir la matrice des flux a partir des entrevues et des informations recueillies
concernant Penchainement des operations; decrire les enchainements de procedures
et les procedures elles-memes, la description des operations se fera en utilisant Ie
formalisme et les frequences et les volumes de traitement pour chaque operation;
analyser les pastes de travail).
Le modele organisationnel de traitements comprendra, a ce stade, Ie modele d'en-
chainement et une description succincte des operations.
Cependant, les operations comportant un « passif » important ou pergues comme
strategiques gagneront a etre decrites plus en detail.
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• Elaborer Ie ou les modeles organisationnels des traitements des variantes futures
ou du systeme futur a partir du modele conceptuel des traitements. Les regles de
gestion ont ete definies pour chaque operation recensee lors de 1'elaboration du
modele conceptuel de traitement.
Le passage au niveau organisationnel implique deux decisions essentielles: affecta-
tion d'un poste de travail et choix du degre d'automatisation. Ce passage se fera
en lisant les regles de gestion et en etudiant les contraintes organisationnelles pour
chaque regle.
Les principales contraintes sont fonction :
o de la possibilite de formuler Ie probleme en termes arithmetiques ou logiques;
o de la possibilite de traduire sous forme algorithmique 1'application de la regle;
o du degre d'urgence d'execution ;
o du volume a trailer sur une periods precise;
o des contraintes ergonomiques;
o des contraintes psychologiques et sociales;
o d'une recherche de fiabilite ofFerte par Pautomatisation;
o du cout et des contraintes de budget;
o de toutes autres contraintes decoulant de la politique generale de 1'organisa-
tion.
II sera difficile d'etre exhaustif, chaque projet possedant ses specifications, mais il
est souhaitable d'avoir une vue synthetique du probleme traite.
Les operations sont eclatees en regles de gestion et sont etudiees individuellement.
De plus, les regles de gestion qui peuvent s'executer (au meme poste de travail; au
21
meme moment et suivant Ie meme degre cTautomatisation) pourront etre regroupees
au sein des memes procedures fonctionnelles.
On aboutit ainsi a la demarche suivante pour chacune des variantes etudiees:
o identifier les modifications de structures correspondantes: fonctions, sous-
fonctions, activites;
o recenser les regles de gestion issues du modele conceptuel des traitements;
o ^tudier Popportunite d'automatiser chaque regle de gestion en tenant compte
des contraintes d'organisation et des criteres de succes;
o determiner les pastes de travail qui executeront les regles de gestion;
o regrouper les regles de gestion en procedures en respectant les principes de
construction;
o definir les enchamements entre procedures en faisant apparaitre les documents
echanges entre les pastes de travail;
o definir succinctement les actions elementaires de chaque operation;
o faire la synthese des ressources necessaires (humaines et materielles) ;
o verifier que Ie modele obtenu satisfait aux objectifs d'organisation et aux cri-
teres de succes, notamment en ce qui concerne les delais, les temps de reponse,
la qualite de service.
II est a noter que les evenements et resultats du modele conceptuel de traitement
devront etre completes par des evenements ou resultats issus des contraintes orga-
nisationnelles.
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1.2 Les procedures d'affaires dans « OSSAD »
OSSAD (Office Support Systems Analysis and Design) resulte d'un projet du pro-
gramme ESPRIT (European Strategic Program for Research in Information Technology)
conduit de 1985 a 1990 par une equipe multinationale de consultants, d'universitaires et
d'usagers des technologies de Pinformation [11] [14]. OSSAD est a la fois une demarche
et un ensemble d'outils de modelisation pour soutenir cette demarche.
Le comportement dynamique des procedures d'affaires dans OSSAD est represente a
1'aide des modeles abstrait, descriptifet perscriptif respectivement en termes de fonctions,
roles et documents.
1.2.1 Outils de modelisation
OSSAD preconise une double modelisation : abstraite (qui s'attache au « quoi » et
au « pourquoi » de 1'organisation) et descriptive (qui s'attache au « comment » sont
realisees les missions de Porganisation et au « qui » y collabore).
Les modeles abstraits permettent de representer les objectifs de Porganisation etudiee
a partir des deux concepts de fonction (symbolise par un rectangle) et de paquet d'in-
formation (symbolise par une ellipse). Par des zooms successifs sur les fonctions on aboutit
a des activites qui sont par definition des fonctions qui ne sont plus decomposables. On
cadre ainsi Ie probleme a resoudre de fa^on systemique.
Les modeles descriptifs permettent de representer les moyens materiels mis en oeuvre
pour atteindre les objectifs modelises au niveau abstrait et les responsabilites des per-
sonnes intervenant dans 1'organisation (moyens humains). Us utilisent les concepts de
role et d'unite (tous deux symbolises par un cercle), d'operation (un carre), d'outil
(un triangle) et de ressource en informatique (un « easier »). Ces concepts descrip-
tifs permettent de modeliser les structures, les technologies et les ressources humaines a
1'oeuvre dans toute organisation.
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L'ordre dans lequel peuvent etre faits les deux types de modeles n'est pas prescrit. II
depend des interlocuteurs et du probleme. Une matrice activites-roles fait Ie lien entre
les modeles abstraits et descriptifs. Elle permet d'identifier les taches (intersection entre
un role et une activite) de 1'organisation etudiee.
1.2.2 Modelisation du reel
L'approche OSSAD distingue deux niveaux d'abstraction ou de modelisation:
• Pabstrait pour exprimer les objectifs d'une organisation (Ie « quoi » et Ie
« pourquoi »),
• Ie descriptif pour exprimer ses moyens (humains et technologiques) .
Pour chacun de ces niveaux (voir figure 3), OSSAD propose un formalisme (voir
figure 2), c'est-a-dire un ensemble de concepts et de regles permettant de structure! les
representations pour mieux communiquer. A ces niveaux d'abstraction correspondent
deux grands concepts sous-jacents:
• la fonction qui est Ie concept de base du modele abstrait,
• Ie role qui est Ie concept de base du modele descriptif.
Un troisieme niveau, dit perscriptif, permet de faire Ie pont, si cela est necessaire,
avec des methodes et outils de developpement d'application informatique.
Le formalisme ossadien est graphique. Les modeles sont representes sous forme de
graphes. Par la suite, les mots « graphe » et « modele » seront employes indifFeremment.
En toute rigueur, un modele peut etre constitue d'un ou plusieurs graphes de meme type.
Un graphe se compose de noeuds et de liens entre ces nceuds (voir figure 4) . Le dessin de
ces graphes est regi par des regles de grammaire ossadiennes, concernant principalement:
• la forme graphique des noeuds (un noeud est la representation iconique d'un ob jet
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de la modelisation, chaque concept ossadien possedant une forme graphique bien
determinee);
• les regles lexicographiques pour la denomination des objets;
• la forme graphique des liens (type de fleche, couleur, type de trait);
• les types de liens autorises entre les noeuds;
• les enchainements possibles entre les differents graphes.
1.2.3 Exemple
Une organisation est composee de trois fonctions d'afFaires qui sont : GESTION,
VENTE et PRODUCTION. Dans notre exemple, nous detaillons seulement la fonction
d'afFaires VENTE. La fonction VENTE englobe trois activites qui sont la gestion des
contrats, la facturation et la gestion des commandes. La premiere activite est assumee
par Ie responsable avant-vente et les deux autres activites sont assumees par Ie respon-
sable de la clientele. Le client formule sa commande par telecopieur ou par telephone au
responsable de commande qui la verifie et Penvoie a Pequipe de facturation pour etablir
la facture et la transmettre au client.
• modele abstrait: comment representer les objectifs de 1'organisation (voir figures
5 et 6) .
• matrice activites-roles: comment representer la repartition des moyens humains
pour atteindre les objectifs (voir figure 7).
• graphe de roles et graphe de procedures : comment representer la circulation
des informations pour atteindre les objectifs (voir figures 8 et 9).
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graphe d'operations : comment decrire avec precision 1'ensemble des moyens (hu-
mains et materiels) et Ie deroulement des procedures pour atteindre les objectifs
(voir figure 10).
1.3 Les procedures cTaffaires dans « OMT »
Le comportement dynamique des procedures d'affaires dans « OMT »• represente 1'evo-
lution du systeme dans Ie temps, en termes cPevenements et d'etats. L'evenement cor-
respond a un stimuli externe du systeme et 1'etat correspond a la valeur des objets (valeur
des composants). Les evenements et les etats permettent de specifier Ie comportement
d'un systeme sous forme d'un diagramme d'etats representant les transitions possibles
en fonction des evenements (modele temporel).
Evenement/Etat L'etat d'un objet represente les valeurs de ses attributs et de ses
liens dans 1'intervalle separant 1'arrivee de deux evenements successifs sur un objet.
L'evolution des objets est specifiee par des diagrammes d'etats qui representent la
succession des etats par lesquels passe un objet suite a 1'occurence d'evenements
(voir figure 11). Les transitions d'etats peuvent etre conditionnelles, auquel cas elles
sont exprimees sous la forme de conditions booleennes.
Operations Les specifications du comportement d'un objet permet de decrire les ope-
rations a executer en presence d'un evenement. L'execution d'actions (operations
elementaires) constitue la reponse de 1'objet a Pevenement. Ces actions peuvent
correspondre soit a des operations de changement d'etat (modification), soit a des
envois de message a d'autres objets. « OMT » introduit aussi la notion d'activite.
Celle-ci est associee a un etat et represente une sequence logique d'actions indisso-
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FIG. 3 - Niveaux de modelisation ossadiens




FIG. 5 - Modele abstrait
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FIG. 7 - Matrice activites-roles
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FIG. 8 - Graphe de roles
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FIG. 11 - Diagrammes d'etats de la classe commande
31
1.4 Outils cTanalyse des procedures d'affaires
La modelisation du comportement dynamique des procedures d'affaires sous la forme
de diagrammes permet leur analyse. Plus riche et formelle est la semantique rattachee
aux diagrammes, plus il est aise d'automatiser Fanalyse des procedures d'afFaires afin de
degager les proprietes qu'elles satisfont.
Par exemple, les reseaux de Petri (RdP) permettent de tenir compte du comporte-
ment dynamique du systeme et sont utilises dans des modeles tels que Merise. Les RdP
fournissent un formalisme graphique (plus precis et formel que les diagrammes de flux
de donnees par exemple) donnant un outil de communication fin entre Ie concepteurs et
utilisateurs.
Chaque comportement d'une procedure d'affaire peut etre modelise sous forme d'un
reseau de Petri. Un reseau de Petri sera utilise pour representer la synchronisation et
Ie decoupage des taches engendrees par un traitement. Un reseau de Petri permet de
representer Ie fait qu'il existe :
• des taches qui doivent etre efFectuees avant d'autres;
• des taches qui ne peuvent etre efFectuees que si certaines autres ont ete accomplies ;
• des t aches pouvant etre amorcees pendant que d'autres sont en cours.
Cependant, Ie passage du formalisme de traitement a un reseau de Petri engendre une
difficulte qui provient de ce qu'une transition correspond soit a un type d'operation soit
a un type de synchronisation. Une transition exprimant un type de synchronisation n'a
pas d action sur Penvironnement et a un predicat associe toujours vrai. Une transition
exprimant un type d'operation a une action eventuelle sur 1'environnement (systeme
d'information) et Ie predicat est equivalent au predicat de production des resultats.
Notons que Ie formalisme de traitement a ete initialement congu en s'inspirant du
formalisme developpe dans les RdP ; Putilisation importante qui en a ete faite recemment
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amene un certain nombre de questions sur les analogies entre ces deux formalismes (voir
TAB. 1).
La reference theorique aux RdP permet une analyse du comportement des procedures
d'affaires en termes de simulation et d'etude de proprietes. L! analyse du graphe d'acces-
sibilite d'un reseaux de Petri permet d'etablir si une procedure d'afFaires possede ou non
un ensemble de proprietes (surete, borne, conservateur, vivacite, accessibilite, equivalence
et recouvrabilite) [8] [18] [43].
Une analyse par simulation (par exemple a Paide des outils Bodart et IDA) [7] permet
d'approcher Ie dimensionnement des ressources, la recherche des files d'attente, 1'estima-
tion de la duree des procedures. Cependant, pour qu'une telle simulation soit efl&cace,
il est necessaire de preciser un grand nombre de parametres dont 1 appreciation reste
parfois trop subjective au cours d'une etude.
Les approches ci-dessous sont basees sur les notions de role et d'activite. Une activite
etant un ensemble de taches qui concourent a un objectif commun et dans laquelle des











TAB. 1 - Comparaison des vocabulaires
I/approche Chaos [6] [10] Chaos prend en compte trois aspects de la communica-
tion: Ie reseau de communication ou evoluent les utilisateurs, la liste des activites
dans lesquelles Us sont engages au niveau individuel et au niveau du group e, les
liens organisationnels qui lient les membres du groupe en terme d'experience et de
responsabilites.
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Ceci permet de tenir compte des aspects pragmatiques et structurant de la com-
munication, auxquels s'ajoute une dimension semantique par 1'analyse de messages
en langage naturel semi-structure. Les types de messages s'inspirent de la theorie
des actes de langage de Searle [38]. Chaos distingue trois difFerents types de role
(manager, senior, junior) et un role d'expertise relativement a un domaine. L'as-
pect linguistique permet d'acquerir des connaissances sur Ie langage specifique des
utilisateurs et interpreter Ie contenu propositionnel des actes de langage.
L'approche Ame [41] Ce modele, qui est une simulation, se focalise sur les roles
organisationnels, chaque role prenant place dans un espace de travail. II introduit
les notions d'activite, de message, d'unite d'information et de regle de fonction.
Une base de donnees contient la description de Porganisation et ses activites en
cours et un interpreteur de regles permettant un routage intelligent des messages
entre les roles de 1'organisation. L'utilisateur agit en creant et en jouant des roles
dans une zone conceptuelle de travail contenant les ressources associees a chaque
role particulier.
L'approche Cosmos [13] Ici, chaque utilisateur est engage dans differentes activites,
en assumant un role. Pour permettre la configurabilite du modele, la classe d'ob-
jets decrivant les activites inclut la specification des roles et des actions ainsi que
leur ordonnancement et Ie type de messages echanges. Cosmos propose la notion
de structure de communication comme base d'un systeme supportant des activites
cooperatives. Une structure de communication est une description abstraite d'une
classe d activite de communication et inclut la specification de roles d'action et leur
ordonnancement, ainsi que Porganisation des messages emis et regus. Une librai-
rie de structures de communication permet d'instancier des activites. Le systeme
conserve des informations sur les activites en cours et les messages echanges par
utilisation de bases de donnees partagees. La fonctionnalite d'un systeme particulier
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est determinee par les structures de communication qui Ie composent.
Les approches ci-dessus decrivent les activites, les agents et les roles, mais les notions
d'information sur Ie produit du processus, la prise de decision, les notions de qualite du
processus et de gestion du processus en general ne sont pas prises en compte. Comme
Ie signale Benford [5], les activites n'existent pas de maniere isolee car, elles peuvent
partager les memes ressources, avoir des priorites relatives et supposent done 1'allocation
des roles et des ressources. Le fait de « cabler » a priori des structures d'echanges se
rapproche ainsi des modeles de workflow [27].
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Chap it re 2
Controle des procedures d'afFaires
Le controle des procedures d'affaires dans une organisation peut prendre ses racines
dans la theorie des systemes, la theorie de la commande, la theorie du controle et la
cybernetique.
2.1 Formulation du probleme de controle de proce-
dures cPaffaires comme un probleme de synthese
de controleur
L'enchamement des procedures d'affaires obeit a trois sous-systemes a savoir : systeme
operant (SO), systeme d'information (SI) et systeme de pilotage (SP).
• Le systeme operant est Ie siege de 1'activite productive de 1'organisation. Cette
activite consiste en une transformation de ressources ou flux primaires.
• Le systeme de pilotage est Ie siege de Factivite decisionnelle de 1'organisation.
Cette activite decisionnelle est tres large et est assuree par tous les acteurs de Por-
ganisation, a des niveaux divers, depuis les acteurs agissant plutot dans Pactivite
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productrice de 1'organisation a ceux dirigeant cette derniere. Elle permet la regu-
lation, Ie pilotage mais aussi Padaptation de Porganisation a son environnement.
• Le systeme d'information est une representation de 1'activite du systeme ope-
rant ou du systeme de pilotage ou les deux a la fois et de ses echanges avec 1'envi-
ronnement, con^u a 1'initiative du systeme de pilotage en fonction des objectifs a
atteindre. Ce systeme d'information est destine au systeme de pilotage pour pou-
voir connaitre et maitriser Ie fonctionnement du systeme operant et au systeme
operant lorsque les flux transformes sont de nature « information ».
Dans Ie cadre de ce memoire, pour la synthese de controleur des procedures d'afFaires,
nous substituons Ie systeme de pilotage au controleur et Ie systeme operant au procede
afin d'integrer un controleur dans I5 organisation (voir figure 12).
Le controleur supervise Ie fonctionnement du procede. II effectue sa tache grace aux
variables de controle et aux variables de positionnement. Les variables de controle contien-
nent des donnees qui sont necessaires pour les prises de decisions du controleur. En
fonction de chaque decision prise, Ie controleur met a jour les variables de positionnement,
ce qui a pour effet de produire un evenement dans Ie procede ou de prohiber certains
evenements.
Plus particulierement, Ie controleur regoit en entree un evenement et retourne en sortie
un vecteur de controle approprie qui indique pour chaque evenement s'il est permis ou
non. Dans Ie cadre de la theorie du controle des procedures d'afFaires, Ie probleme consiste
a exprimer des proprietes sur Porganisation, considerees comme des regles de gestion
(contraintes), et a guider son comportement grace a des actions de controle de sorte
que Pensemble des suites d evenements de Porganisation controle possede les proprietes
desirees. Le probleme consiste done a construire ou a deriver un controleur qui agit sur

















FIG. 12 - Modele adopte pour Ie controle de procedures d'affaires
2.2 Formalismes utilises dans la description des pro-
cedures d'affaires
Le formalisme de Merise pour decrire la dynamique des procedures d'afFaires s'ap-
puie sur quatres concepts a savoir: evenement, resultat, operation et synchronisation.
Un ensemble d evenements declenche, apres combinaison par une synchronisation, une
operation qui produit un ensemble de resultats en sortie.
La dynamique des procedures d'affaires dans OMT represente 1'evolution du systeme
dans Ie temps en termes d'evenements et d'etats.
Le comportement dynamique des procedures d'afFaires dans OSSAD est represente
a 1 aide des modeles: abstrait, descriptif et perscriptif en termes de fonctions, roles et
documents.
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Le comportement dynamique des procedures d'afFaires dans CORIG [9] et ATLAS
[31] est represente en termes de procedures fonctionnelles dont chacune est activee
par un evenement et produit un ou plusieurs resultats. Malgre des developpements
orientes vers la prise en compte du temps reel, ces deux methodes ignorent trop souvent les
interactions necessaires entre les difFerents traitements. En efFet, 1'utilisation commune
d'un ensemble de donnees et Ie partage d'un processeur ou d'un reseau informatique
peu vent provoquer des impasses entre les difFerentes operations.
Les representations graphiques des modeles conceptuels et des modeles organisation-
nels des traitements de la methode Merise sont proches des reseaux de Petri. De plus, pour
la simulation de ces modeles ou pour la synthese de controleurs de procedures d'afFaires,
il est necessaire de disposer de langages formels de representation tels que les reseaux de
Petri ou les automates.
2.2.1 Reseau de Petri
Les reseaux de Petri peuvent etre utilises comme un outil de representation, de va-
lidation et de verification des procedures d'afFaires [24]. Les reseaux de Petri (RdP)
permettent de tenir compte du comportement dynamique des systemes et Us sont uti-
Uses dans des modeles tels que Merise. Les RdP fournissent egalement un formalisme
graphique (plus precis et formel que les diagrammes de flux par exemple), donnant un
outil de communication fin entre les concepteurs et les utilisateurs. Nous rappelons ici les
principaux concepts propres aux reseaux de Petri. Cette presentation est une adaptation
des references [30] [39].
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Un reseau de Petri est un quadruple! R = (P, T, J, 0) ou,
• P est un ensemble fini de places,
• T est un ensemble fini de transitions,
• I: P xT —)- Z est 1'application incident avant (places precedentes),
• 0: P xT —)• Z est 1'application incident arriere (places suivantes).
Reseau marque
Un reseau marque est Ie couple N = {R, Mo) ou,
• R est un reseau de Petri,
• Mo est Ie marquage initial, c'est-a-dire une application P —> Z.
Un marquage de R est aussi une application P —>• Zet M(p) est Ie nombre de jetons
contenus dans la place p.
Graphe associe et notation matricielle
un reseau de Petri, on peut associer un graphe qui possede deux types de noeud
(les places et les transitions) . Un arc relie une place p a une transition t si et seulement si
I(p, t) -^ 0. Les valeurs non nulles des applications I et 0 sont associees aux arcs comme
etiquettes (par defaut, on prend la valeur 1). Un exemple de graphe associe a un reseau
de Petri est donne par la figure 13.
Le marquage Mo peut etre represente par un vecteur ayant pour dimension Ie nombre
de places. Les applications / et 0 peuvent etre representees sous une forme matricielle.
Le nombre de lignes de chaque matrice est egal au nombre de places et Ie nombre de
colonnes est egal au nombre de transitions. Dans ce contexte, nous utilisons la notation
C = 0 -I.
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On note I(.,t), 0(.,t) et C(.,t) les colonnes des matrices I, 0 ei C associees a une
transition t. Ce sont des vecteurs ayant pour dimension Ie nombre de places.
Considerons 1'exemple de la figure 13. Ce graphe est celui du reseau de Petri, ou
P = {Pl, P2, Ps}
T = {a,b,c,d}




















Le marquage initiale est:





















FIG. 13 - Exemple d'un reseau de Petri
FIG. 14 - Exemple de reseau de Petri non pur
Reseau de Petri pur
Un reseau de Petri R est pur si et seulement si:
Vpe P etV^€ T: I(p, t) x 0(p, t) = 0
Le graphe associe a un reseau de Petri pur ne comprend aucune boucle elementaire,
c'est-a-dire aucune transition ayant la meme place en entree et en sortie. Par exemple, Ie
reseau de Petri de la figure 13 est pur. Par centre, celui de la figure 14 ne 1'est pas.
Transition franchissable
Une transition t est franchissable si et seulement si pour tout p € P, M(p) > I(p, t)
On peut exprimer que t est franchissable par les notations
M^I(.,t), M(t> ouM-^-
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Mo >J(.,a) et Mo=J(.,c)
Franchissement d'une transition
Si t est franchissable pour Ie marquage M, Ie franchissement de t donne un nouveau
marquage M tel que pour tout p € P:
M'(p)=M(p)-I(p,t)+0(p,t)
On utilise egalement les notations
M' =M-I{.,t)+0(.,t),M(t> M' ouM-4M/
Par exemple dans Ie reseau de la figure 13, apres Ie franchissement de a a partir du















Conflit structurel Deux transitions t^ et t-z sont en conflit structurel si et seule-
ment si elles ont au moins une place d'entree en commun:
3p:I(p^)xI(p^)^0
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Conflit effectif Deux transitions t^ et t^ sont en conflit efFectif pour un marquage
M si et seulement si t^ et t-z sont en conflit structurel, et
M>J(.,^i) et M>I(.,t^)
Parallelisme structurel Deux transitions t^ et ^2 sont structurellement paralleles
si (J(., ^i))TJ(., ^2) = 0. Elles n'ont done aucune place d'entree commune (Ie produit
de leur vecteur correspondant a I est mil).
Parallelisme efFectif Deux transitions t-^ et t-z sont paralleles pour un marquage
donne M si et seulement si elles sont structurellement paralleles, et
M>J(.,^i) et M>J(.,^)
Ainsi, dans Ie reseau de Petri de la figure 13, les transitions a et c sont en conflit
structurel puisque I(p^ a) x I(p^, c) = 3. Les transitions b ei d sont structurellement
paralleles. En efFet,
I(.,b)= etJ(.,d) =





alors les transitions b et d sont efFectivement paralleles (elles peuvent etre franchies
independamment 1'une de 1'autre).
Sequence de franchissement
Si Mi —°-)- M2 et M-2 —^ Ms, on dit que la sequence tat^ est franchissable a partir de
Mi, ce que 1'on note Mi
tat\
Ms ou encore Mi(Vb) > Ms.
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Soit s un vecteur dont sa dimension est egale au nombre de transitions du reseau de
Petri. La composante s(t) de ce vecteur donne Ie nombre d'occurrences de la transition t
dans une sequence de franchissement s. Ce vecteur est appele vecteur caracteristique de



















Les evolutions du marquage d'un reseau de Petri sont alors donnees par 1'equation
M' =M-Is+Os
que P on peut egalement ecrire:
M =M+Cs avec M > 0, s > 0
Cette equation est appelee 1'equation fondamentale d'un reseau de Petri. II n'est
pas suffisant de trouver un vecteur caracteristique s verifiant la derniere equation pour
etre sur qu'il existe une sequence s efFectivement franchissable du marquage M vers
Ie marquage M . En effet, il faut que Ie marquage de depart soit tel que les transitions
seront efFectivement franchissables pour chaque marquage intermediaire. Considerons par

















alors M = M + Cabcd, mais en fait on peut verifier que la sequence s = abcd n'est pas
franchissable et done on ne peut pas ecrire M —^ M .
p'/
FIG. 15 - Exemple de reseau de Petri avec la sequence abcd non franchissable
Ensemble des marquages accessibles
L'ensemble des marquages accessibles A(R; Mo) d'un reseau de Petri marque est 1'en-
semble des marquages que 1'on peut atteindre a partir du marquage initial Mo par une
sequence de franchissement.
A(E; Mo) = {M,: 3s c T* tel que Mo -^ M,}
On peut, lorsque cet ensemble est fini, Ie representer sous la forme d'un graphe
GA(R\ Mo). Ce graphe a pour ensemble de sommets Fensemble des marquages accessibles
A(R; Mo), un arc relie deux sommets Mi et Mj s'il existe une transition t franchissable
permettant de passer d'un marquage a un autre: Mi —^ Mj.
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p3
FIG. 16 - Exemple de graphe des marquages accessibles
En general, les arcs du graphe sont etiquetes par les transitions correspondantes. C'est
en fait Pautomate equivalent au reseau de Petri. II faut toutefois bien remarquer que, la
notion de processus ayant disparu, on ne peut plus faire la distinction entre les transitions
paralleles et les transitions en conflit pour un marquage donne. La figure 16 represente
Ie graphe des marquages accessibles pour Ie reseau de Petri de la figure 13.
Vues d'un reseau de Petri
Jusqu'a maintenant, un reseau de Petri pouvait etre vu sous 1'un des deux aspects
suivants:
• un graphe avec deux types de sommets et un comportement dynamique,
• un ensemble de matrices d'entiers non negatifs dont Ie comportement dynamique
est decrit par un systeme lineaire (equation fondamentale).
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II peut egalement etre consider e comme un systeme de production de connaissances
(systeme de deduction), appele systeme de regles et fonde sur une representation des
connaissances de la forme:
CONDITION =^ ACTION
Systeme de regles
Un systeme de regles ou systeme de production de connaissances est forme:
• d'une base de faits (contexte des faits connus augmente des regles permettant de
deduire de nouveaux faits),
• d'un mecanisme d'inference (c'est-a-dire de deduction).
Un mecanisme d'inference assez elementaire consiste a ranger 1'ensemble des regles
dans une liste et a parcourir cette liste sequentiellement. Des que la condition d'une regle
est vraie dans Ie contexte courant (faits verifies au moment de d'inference), la regle est
appliquee. Si aucune regle n'est applicable ou si un fait terminal (conclusion) devient
vrai, Ie mecanisme d'inference s'arrete.
Le plus souvent, dans un contexte donne, plusieurs regles peuvent etre applicables et
Ie resultat de la deduction peut etre different suivant que 1'on choisit d'appliquer d'abord
telle ou telle regle ou de les appliquer toutes simultanement. Le mecanisme elementaire
choisit la premiere regle rencontree sans meme detecter que d'autres possibilites existent.
Une situation ou plusieurs regles sont applicables est appelee situation de conflit.
La resolution des conflits, encore appelee Ie controle, caracterise en fait Ie mecanisme
d'inference qui peut alors devenir tres complexe.
Dans Ie cas d'un reseau de Petri:
• les matrices I et 0, exploitees colonne par colonne, (c'est-a-dire 1'ensemble des
transitions avec leurs regles de franchissement) sont la base de regles,
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• Ie marquage (initial) est Ie contexte (initial),
• la resolution des conflits s'apparente aux notions de transitions paralleles (I'ordre
des franchissements est indifferent) et de transitions en conflit (Ie resultat dependra
de Pordre des franchissements); si deux transitions sont en conflit efFectif, on en
franchit une choisie de fagon aleatoire et 1'autre n'est pas franchie.
Grammaire
Un reseau de Petri est toutefois un systeme de regles bien particulier. La base de faits
n'est pas generale, car elle est construite uniquement a partir de la notion de marquage
des places, c'est-a-dire de la valeur d'un ensemble fini de compteurs. II est possible de
decrire cela a Paide de mots construits sur un alphabet. L'alphabet est 1'ensemble des
identificateurs des places.
Par exemple, un marquage pour lequel la place p\ contient un jeton et la place ps
contient deux jetons s'ecrit pipsps ou p\p j.
On peut definir une application /^, qui a tout marquage M et, plus generalement,
a tout vecteur defini sur Pensemble des places (les colonnes de I et de 0), associe un
mot /-t(M) de P* (P* est Fensemble des suites finies d'elements de P et incluant aussi
1'element vide A). La classe particuliere de systeme de regles correspondant a un reseau
de Petri s'appelle une grammaire (systeme de reecriture de mots).
La grammaire <S'(P; Q) associee au reseau R = (P, T, J, 0) est definie par:
• son vocabulaire P,
• 1 ensemble Q des regles de reecriture, ou on retrouve pour chaque ^, la regle:
/.(J(,^))-^(0(,^)).
A un marquage initial MQ du reseau correspond un axiome A = /^(Mo) de la gram-
maire, a partir duquel on peut deriver de nouveaux mots.
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Quant on considere les sequences de franchissement, si T est considere comme un
alphabet, T* represente Pensemble des sequences de franchissement pour lesquels il est
important de tenir compte de Pordre des elements. Par contre, les marquages sont des
elements de P* pour lequel Pordre n'a aucune importance.
Considerons Ie reseau de Petri de la figure 13. Interprete comme une grammaire, nous
aurons P = {pi, p2, Ps} et
^
a : p2 -> Pl
b : Pi -f- P2
Q= <
C : Pl -f P3
d : Ps -^ Pl
A(R;Mo) = {p^plpi,p2P^pl,P3}
Cette interpretation est importante, car elle permet des notations abregees et surtout de
faire Ie pont entre les reseaux de Petri et les techniques d'intelligence artificielle.
Un reseau de Petri peut done etre vu de trois fagons differentes, chacune presentant
certains avantages et certains inconvenients.
Le graphe, lorsqu'il est de taille raisonnable, produit une description facilement trans-
missible permettant d'expliquer clairement certains mecanismes de synchronisation. Les
jetons visualisent les objets et les circuits correspondent a des processus sequentiels re-
petitifs.
La representation matricielle, resumee par Pequation fondamentale, caracterise un
sur-ensemble (car s doit etre une sequence effectivement franchissable) de 1'ensemble des
marquages accessibles par un systeme d'equations lineaires.
Enfin, nous pouvons considerer un reseau de Petri comme un systeme de regles par-
ticulier. Get aspect est interessant quant on veut effectuer une mise en oeuvre dans un
contexte plus general, mais oriente vers les techniques de Pintelligence artificielle.
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« Bonnes » proprietes
Dans cette section, nous definissons un certain nombre de proprietes concernant les
reseaux de Petri marques (elles dependent done du marquage initial) . Elles sont en general
regroupees sous Ie nom generique de « bonnes » proprietes. Leur definition implique des
considerations sur 1'ensemble des marquages accessibles a partir du marquage initial.
K-borne
Place k-bornee et binaire Une place p d'un reseau marque N est k-bornee si
et seulement si VM' e A(R; Mo), M' (p) < k. Si k = 1, on dit que la place est
binaire {safe).
Si on considere Ie reseau de Petri de la figure 13, on voit que pour Ie marquage




FIG. 17 - Reseau de Petri non borne
Reseau de Petri k-borne et binaire Un reseau de Petri marque N est k-borne
(bounded) si et seulement si toutes ses places sont k-bornees. Un reseau Petri
marque N est binaire (safe) si et seulement si toutes ses places sont binaires.
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Exemples Le reseau de Petri de la figure 13 est 3-borne pour Ie marquage Mo =
p^. Si son marquage initial etait Mo = p2, il serait binaire (les transitions c et
d ne seraient toutefois jamais franchies).
Considerons par contre Ie reseau de Petri de la figure 17 pour Ie marquage
initial MQ = pi. Chaque fois que Pon franchit la sequence s = ab, on rajoute
un jeton dans la place pg. Cette place est done non bornee et Ie reseau Pest
egalement (les places p\ et p^ sont egalement non bornees) .
Le concept de reseau binaire presente 1'interet suivant. Si les places representent des
conditions logiques, la presence de plus d'un jeton dans une place signifie qu'une
incoherence s'est glissee dans Ie modele. Generalement, il s'agit d'une condition
logique mise a 1 lors d'un cycle de fonctionnement, qui n'a pas ete utilisee (mise a
0) et qui est remise a 1 au cycle suivant.
Le concept de reseau borne correspond au fait qu'un systeme physique est toujours
limite. Toutefois, on peut etre amene a utiliser des reseaux de Petri non bornes
lorsque 1'on veut evaluer les performances d'un systeme independamment des bornes
de ses elements de stockage intermediaires.
Un exemple de reseau de Petri non borne decrivant un mecanisme classique est
donne par la figure 18. Si au franchissement de la transition a on associe Pouverture
d'une parenthese (parenthese gauche) et a celui de la transition b la fermeture d'une
parenthese (parenthese droite), les sequences de franchissement de transition qui a
partir du marquage initial MQ (Mo(pi) = 0) conduisent a ce meme marquage MQ
decrivent toutes les expressions parenthesees licites. II est clair que ce reseau n'est
pas borne, car on peut toujours ouvrir une parenthese (franchir a) et done rajouter
un jeton dans la place pi.
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o b
FIG. 18 - Exemple du reseau de Petri « parentheses
Vivant
Transition quasi vivante Une transition t d'un reseau de Petri marque N avec
N = (R^ Mo} est quasi vivante si et seulement s'il existe une sequence de
franchissement s telle que Mo(s > M et M (t >. Ce que 1'on peut egalement
st
ecnre MQ ——?•.
Transition vivante Une transition t d'un reseau de Petri marque N avec N =
(R, Mo) est vivante si et seulement siVM' G A(R\ Mo): 3s e T* tel que M/ ^
Exemple Considerons Ie reseau de la figure 19. Le graphe des marquages associe
au marquage initial Mo = p3p4 est donne par la figure 20. II est clair que
la transition d est quasi vivante (elle peut etre franchie une fois), mais non
vivante (elle ne peut etre franchie qu'une fois, car on ne peut plus sortir de la
composante fortement connexe formee par les marquages pi, ^2; P3 et p^).
Par contre les transitions a, 6, c, e et / sont vivantes, car elles figurent dans
une composante fortement connexe et on pourra done toujours trouver une
sequence de franchissement les contenant.
Une transition peut, sans etre vivante, apparaitre une infinite de fois dans des
sequences infinies de franchissement de transition. C'est Ie cas de la transition
g dans la figure 21. Elle peut etre franchie autant de fois que 1'on veut avant
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Ie franchissement de d, mais apres elle ne peut plus etre franchie.
Reseau de Petri marque vivant Un reseau de Petri marque N = (R, Mo) est
vivant si et seulement si toutes ses transitions sont vivantes.
• On considere un reseau de Petri pour un marquage initial donne (reseau
marque).
• Un reseau de Petri vivant garantit qu'aucun blocage ne peut etre provoque
par la structure du reseau de Petri. Par centre, il ne prouve pas Pabsence
d'eventuels blocages provoques par une mauvaise interaction entre Ie re-
seau de Petri et son environnement.
• Un reseau de Petri vivant garantit egalement 1'absence de partie morte
(jamais atteinte).
Par exemple, Ie reseau de Petri de la figure 13 est vivant pour Ie marquage
initial donne, par contre celui de la figure 19 ne 1'est pas. Un reseau de Petri
peut tres bien etre non borne et vivant; c'est par exemple Ie cas du reseau de
Petri de la figure 18 (la sequence ab est toujours franchissable quel que soit Ie
marquage).
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FIG. 19 - Exemple de reseau de Petri avec transition quasi vivante et non vivante
FIG. 20 - Graphe des marquages (transition quasi vivante)
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FIG. 21 - Exemple de reseau de Petri avec transition quasi vivante et sequence infinie
Reinitialisable
Reseau de Petri marque reinitialisable Un reseau de Petri marque
N = (R,Mo) est reinitialisable (propre) si et seulement si son graphe des
marquages accessibles GA(R\ Mo) est fortement connexe:
\/M' e A(R; Mo), 3s e T* tel que M' -^ MQ
La plupart des systemes ont des fonctionnements repetitifs et done les reseaux
de Petri utilises seront reinitialisables.
Exemple Considerons Ie reseau de Petri marque de la figure 22 dont Ie graphe
des marquages accessibles est donne par la figure 23. II est non reinitialisable
puisqu'il n'existe aucune sequence permettant de revenir au marquage initial
MQ = pip4 apres Ie franchissement de la transition a.
Par centre il est interessant de noter qu'il est vivant, car a 1'interieur de la
composante fortement connexe formee par les marquages p2p4? Pips et p2ps, il
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est toujours possible de franchir toutes les transitions du reseau de Petri soit
a, b et c. En consequence, si on considere Ie reseau de la figure 22 pour Fun
des marquages initiaux suivants MQ = p2p4? MQ = p-^ps ou MQ = p^ps, il est
a la fois vivant et reinitialisable. Inversement, Ie reseau de Petri de la figure
19 est reinitialisable pour Ie marquage MQ = pi sans etre vivant puisque la
transition d ne peut jamais etre franchie.
II est important de bien remarquer que les proprietes que nous venons de definir
sont fortement liees au marquage initial. Considerons par exemple Ie reseau de Petri
de la figure 24. Pour Ie marquage MQ = pips, il est binaire, vivant et reinitialisable. Si
on ajoute un jeton dans la place p4, alors il cesse d'etre borne (voir la sequence abab).
Enfin, pour Ie marquage Mo = pi, Ie reseau est binaire et non vivant (aucune transition
franchissable).
FIG. 22 - Exemple de reseau de Petri non reinitialisable
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FIG. 23 - Graphe des marquages accessibles du reseau de Petri de la figure
FIG. 24 - Reseau de Petri illustrant certaines proprietes
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2.2.2 Les automates
Nous pouvons aussi modeliser Ie comportement dynamique de procedure d'afFaires a
Paide des automates. Chaque automate met en evidence les sequences d'etats et d'eve-
nements permises dans une organisation pour un acteur de procedure d'affaires.
Definition
Un automate G est un 5-uplet (X^,8,XQ,Xm), ou X est Pensemble des etats de
1'automate (si X est fini, nous avons des automates finis), S est 1'alphabet, 6 est la
fonction de transition, XQ G X est 1'etat initial et Xm C X est 1'ensemble des etats finaux
(on dit aussi marques).
La fonction de transition peut etre representee par une table ou un diagramme de
transitions d'etats. On designe par E* 1'ensemble des chaines finies sur 1'alphabet S et
par e la chaine de longueur vide. II y a differ ents types d'automates selon la signature de
6:
• automates non deterministes avec transitions spontanees (8 : X x (S U e) -4- 2X)
• automates non deterministes (6 : X X S —)• 2X)
• automates deterministes (8 : X x E -^ X)
Langages associes a un automate
La e — fermeture d'un etat x C JC, notee 6^(2;) C X est definie par:
x 6 CG^X)
x' € eG(x) ==^ 6(x',e) C e^x)
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L'extension de la fonction de transition 6 aux chaines de S*, 6 : X x S* —> 2X, est
definie par:
S(x,sa)= |j { |j e^(x")}
x GS(x,s) x GS{x ,0-)




Accessibilite (pour un automate deterministe)
Soit Rea(x) = {x e X \ 3s € S* tel que J(rc, s) = x} Pensemble des etats accessibles
a partir de x € X. Un etat x est co-accessible s'il existe une chaine s € S* tel que ^(rc, s)
est definie et 6(x,s) € Xm, c'est-a-dire que pour tout x € X,Reo(x) D Xm ^ 0. Un
automate est accessible si tous ses etats sont accessibles a partir de 1'etat initial, c'est-a-
dire que Reo(xQ) = X. II est co-accessible, dit aussi non bloquant, si tous ses etats sont
co-accessibles, c'est-a-dire L(G) = Lm(G) (la fermeture de Lm(G), c'est-a-dire Pensemble
de toutes les chaines qui sont des prefixes d'au moins une chaine de L(G)). G est soigne
s'il est a la fois accessible et co-accessible.
La composante accessible de G?, notee Ac(G) = (Xac^,6ac,XQ,Xac,m), est un auto-
mate qui possede Pensemble des etats accessibles de G, c'est-a-dire :
• Xac = ReG(xo)
• Sac = 6 IxacXS
e -A-ac,m = -^-ac I 1 -^-m
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Composition synchrone
Soit Gi = (Xi,Si,Ji,2;o,i,^m,i) et Gf2 = (X^^,6^XQ^,Xm^). La composition syn-
chrone de G\ et G?2, note G\ || G'2 est definie comme suit:
• G,\\G2=(X^8^^X^)
• X = Xi x ^2
• S = Si UE2
• XQ = (XQ^XQft)
• Xm = Xm,l X ^-m,2
• pour tout x = (a;i, 3:2) € X,a C S:
(Ji(a;i,a),J2(^2;o')) si Ji(a;i,a) et ^2(^250-) sont definies
8(x, o~) = { (Ji(a;i,cr),a;2)
(xi,6^(x2,a))
non definie
et a € Si H ^2
si (^i(a;i, a) est definie , a € Si — Ez
si ^2(^2, cr) est definie , cr e ^2 — Si
autrement
Nous avons
L(G^\\G^ = {s€S* |stSiCL(G?i)et5tS2€L(Gy}
Lm(G,\\G^) = {5€S*|5tSiC2^(Gi)et5tS2G.UGy}
ou 'Is est la projection d'une chaine par rapport a un alphabet.
Si Si D Hz = 0, alors G\ || G'2 est la composition intercalee (shuffle) de G\ et G-z. Si
EI = Ss, alors on obtient Ie produit de G\ et G'2, note G'i x G^. En particulier,
L(Gi x G2) = L(Gz) H L(G2)
L^GzxG2)=Lm(G,)nL^(G^
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2.3 Processus de generation de controleurs
Dans cette section, nous decrivons Ie processus de generation de controleurs a 1 aide
des automates ou des reseaux de Petri.
Selon Zhou et DiCesare [49 la methode de modelisation est un facteur de dans les
applications des reseaux de Petri. Les etapes de construction d'un modele de reseaux de
Petri sont:
• identifier les activites et les ressources necessaires,
• structure! les activites concourant a 1'elaboration d'un resultat,
• creer pour chaque activite une place et 1'etiqueter,
• specifier Ie marquage initial pour Ie systeme.
Dans Ie cadre de ce memoire, pour la modelisation et la synthese de controleurs de
procedures d'afFaires, nous avons respecte les etapes suivantes:
• etablir Ie modele organisationnel des traitements de la methode Merise pour chaque
procedure d'affaires,
• traduire Ie modele organisationnel des traitements en reseaux de Petri,
• injecter des places d'entree externes [45] au reseau de Petri obtenu a 1'etape prece-
dente.
Chaque procedure d affaires est obtenue en regroupant, d'une part, les regles de de-
clenchement et d'emission et, d'autre part, les actions de creation, de consultation et
de mise a jour des entites (famille d'objets) memorisees. Du point de vue dynamique,
ces memes entites vont etre decrites par leurs sollicitations ou par les reactions qu'elles
declenchent de la part du systeme d'information, done par les traitements dont elles sont
les causes ou les consequences. Ceci sera fait en termes d'evenements, de synchronisation
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et d'operations. Les evenements peuvent etre sequentiels ou simultanes. Cette coexistence
dans Ie temps est precisee par une synchronisation qui decrit une condition de franchis-
sement. Ensuite, il est necessaire d'expliciter les regles de declenchement ainsi que les
synchronisations des taches effectuees par les difFerents acteurs. On obtient ainsi les dif-
ferents evenements associes aux difFerentes taches. A partir de la procedure d'affaires, en
privilegiant Ie point de vue des acteurs, on definit une procedure acteur ayant pour but
de mettre en evidence la role de chacun d'eux.
Le comportement global de 1'organisation est forme par 1'ensemble des procedures
d'afFaires et des regles de gestion (voir figure 25). Les procedures d'affaires et les regles
sont generalement modelisees a 1'aide du MOT de la methode Merise. Pour synthetiser
des controleurs a partir des comportements dynamiques des procedures d'affaires et des
regles de gestion, nous traduisons Ie MOT en reseau de Petri et nous injectons des places
d'entree externes au reseau de Petri obtenu.
La modelisation du comportement dynamique de procedures d'affaires a 1'aide d'au-
tomates consiste en un ensemble de diagrammes de transitions d'etats, generalement un
diagramme par entite, qui s'executent concurremment et dont les changements d'etat
sont synchronises. L'etat d'un objet est defini par les valeurs de ses attributs et de ses
liens. La description comportementale d'un objet doit specifier ce que fait 1'objet en re-
ponse aux evenements. Une activite est une operation qui necessite un certain temps
d'execution. Elle est associee a un etat.
Nous modelisons Ie comportement dynamique de 1'ensemble des objets de chaque
procedure acteur ainsi que chaque regle de gestion a 1'aide d'un automate. L'automate
decrivant Ie comportement dynamique de la procedure d'affaires est alors obtenu par
composition synchrone des automates propres aux objets des procedures acteurs. Enfin,
1 automate decrivant Ie comportement global de 1'organisation est obtenu par composition
synchrone des automates propres aux procedures d'affaires. Le langage legal est aussi
represente par un automate, celui obtenu a partir de 1'intersection des automates qui
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modelisent les regles de gestion. A 1'aide de 1'outil SUCSEDES [32], nous generous un
controleur qui permet de satisfaire les regles de gestion.





























Automates / Reseaux de pefri Contralntes
^ ^
Confrolew
FIG. 25 - Processus de synthese du controleur
2.3.1 Approche par automates
Nous rappelons brievement quelques elements de la theorie de controle des systemes
a evenements discrets proposee par Ramadge et Wonham [35] ainsi que Ie probleme de
base de la synthese de controleurs.
Le modele de la figure 26 est tres utilise pour 1'etude theorique des systemes a eve-
nements discrets. Un systeme a evenements discrets (ou precede) est modelise par un
automate fini deterministe G = (Q,S, 6, qo,Qm)- Un etat marque represente generale-
ment une tache complete.
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L'ensemble des evenements est divise en deux sous-ensembles, E = Ec D Su, ou Ec
est 1'ensemble des evenements controlables et Eu est Pensemble des evenements incon-
trolables. Les evenements controlables peuvent etre prohibes par Ie controleur alors que
les evenements incontrolables peuvent se produire a tout moment.
Un systeme a evenements discrets est controle grace a un vecteur de controle. Soit
F = {0,1} c, P ensemble des applications 7: Ec —>• {0,1}. Un vecteur de controle associe
a chaque evenement a € Sg la valeur 1 si 1'evenement est permis ou la valeur 0 si
1'evenement est prohibe. On peut etendre 7 a S en posant 7(0-) = 1 pour tout a € Su,
c'est-a-dire qu'un evenement incontrolable est toujours permis.
Un systeme a evenements discrets controle Gc est un automate fini deterministe (Q,
Ex F, 8ci 9o; Qm) ou: 6c: Qx S x r —> Q est definie comme suit:
6(q, a) si J(g, cr) est definie et si 7(0-) = 1
^(g,cr,7) =
non definie si 6(q, cr) est non definie ou si 7(0) = 0
On remarque que 1'automate Gc a Ie meme comportement que G, sauf pour les eve-
nements controlables prohibes par Ie vecteur de controle.
Un controleur est un couple C = (>Sf, <^), ou S = (X, S, ^, XQ, Xm) est un automate fini
deterministe et (j) : X —>• F est la fonction de retroaction qui associe a chaque etat du
controleur un vecteur de controle et qui satisfait la propriete suivante:
1 sia^E^xeX
(f)(x) (a) =
0 ou 1 si (T € Ec, re € X
Un systeme a evenements discrets supervise, note C \\ Gc, est defini comme suit:
Ac(X x Q, S, ^ x Jc; (^o; <?o)? -^m x Om)- La fonction de transition ^x^c:QxXxE—>-
X x Q est definie par




On exige souvent que Ie controleur C soit complet. Un controleur est complet si pour
tout etat (x, q) de X x Q, 6(q,a) est definie et <^(a;)(<7) = 1 implique que S(x,a) est
definie.
Le probleme de base de la theorie du controle des systemes a evenements discrets
consiste a deriver, a partir du langage du procede L(G) et d'un langage legal K C L(G),
un controleur C = (S, (fe) complet et Ie moins restrictif possible sur Ie comportement du
precede (L(C \\ Gc) C K est Ie plus grand langage possible). Le langage K est controlable
par rapport a L(G) et Eu si K^u H ^(^) c K- Cette condition specific que tout prefixe
w de K concatene avec un evenement incontrolable a doit etre egalement un prefixe de
K (wo- e K) si la chaine wo- G ^(G?).
Soit un langage legal K C L(G), il existe un controleur C = (S,(f)) tel que L(C ||
Gc) = K si et seulement si Ie langage legal K est ferme et controlable [35]. II peut arriver
que Ie langage legal ne soit pas controlable; dans ce cas, on doit chercher Ie plus grand
langage controlable, note K^, contenu dans Ie langage legal (K^ C K). D'apres Ramadge
et Wonham [35], ce langage existe et est unique.
II existe un algorithme (voir figure 27), propose par Wonham et Ramadge [48], qui
permet de calculer K^. A partir de K^, il est possible de deduire Ie controleur C = (S, (f)).
L'automate S est 1'automate qui accepte K^'. Dans cet algorithme, une fonction h : X —>•
Q permet d'etablir la correspondance entre les etats de S et ceux de G. La fonction
de retroaction (f) est definie comme suit. Soit S(Q), 1'ensemble des evenements possibles
a partir de 1'etat g, c'est-a-dire S(^) C S eto- € S(Q') si 8(q,o-) est definie. Chaque
evenement cr € S(rc) est permis ((f>(x)(a) = 1). Soit h(x) = 9 Petat correspondant a x
dans G. Un evenement controlable a € S(gf) — S(a;) n'est pas permis ((f)(x)(a) = 0). Le







FIG. 26 - Modele simplifie d'une boucle de retroaction
1 function Derive-Controller(ivi G?, H, Su, out (S,(f>) )
/* G est 1'automate du precede et H 1'automate du langage legal */










X ^-{x | x EX' and Su(/i(a;)) C Eu(a;)};
for each (re, o-) in X x S do






13 for each x in X do
14 for each a in S — Su do
15 if not ((x, cr)! then cf)(x} <- (f)(x) U {a};
16 end.
FIG. 27 - Algorithme de Wonham et Ramadge
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2.3.2 Approche par reseaux de Petri
Un reseau de Petri avec des places d'entree externes (PNIP) est un modele adequat
pour Ie controle de systemes a evenements discrets [45].
Le precede (systeme a evenements discrets) est modelise a 1'aide d'un reseau de Petri
marque N = (J?,Mo). Le langage legal est represente par un predicat Q sur 1'ensemble
des marquages accessibles de N, c'est-a-dire que Q indique quels sont, parmi tous les
marquages accessibles de N, ceux qui sont franchissables.
On considere un reseau de Petri avec des places d'entree externes Nc = {Rc^Mcy),
ou Re = (P U Pc, T, 1c, Oc). Les ensembles P = {pi,...,pn} et Pc = {pci, -, Pen} sont
respectivement 1 ensemble des places internes et 1'ensemble des places externes ; T est
1'ensemble des transitions; 1c : (PUPc) xT —^ Z (respectivement Oc: (PUPc) x T -)• Z)
est Ie nombre d'arcs d'une place a une transition (respectivement d'une transition a une






FIG. 28 - Exemple simple d 'un PNIP.
68
La figure 28 montre un exemple d'un PNIP, ou une place interne, une place d'entree
externe et une transition sont representees respectivement par un cercle, un carre et une
barre.
Puisque les places d'entree externes supervisent Ie franchissement des transitions, on
peut assumer sans perte de generalite que pour tout pc € Pc et pour tout t C T,
• Ic(pc,t) = 1 ou 0 (c'est-a-dire, une transition consomme au plus un jeton),
• Oc(pc,t) = 0 (aucun arc n'entre dans une place d'entree externe).
Soit Tc et Tu C T les ensembles de transitions dont les franchissements peuvent etre
respectivement controles et non controles par les places d'entree externes :
To = {t e T: 3p, € Pc tel que Ic(pc,t) =1 et p, C Pc}
Tn = T\ T, = {te T et t^T,}
Soit la fonction 7: Pc —)• Z appelee vecteur de controle; 7 (pc) est Ie nombre de jetons
associes a une place d'entree externe pc (Vpc ^ PcMc(pc) = 7(pc))-
Soit F = Z c 1'ensemble des vecteurs de controle. Un systeme a evenements discrets
controle G est un couple (A^c, F). Pour tout 71,72 G F, la somme 71 © 72 et la multipli-
cation 71 0 72 sont definies comme suit. Pour tout pc C Pc,
(7i © 72)(pc) = marz;{7i (pc), 72(^0)}
(71 <S> 72) (Pc) = mm{7i(^), 72 (pc)}
Un « multi-set » (ou bag) sur T est appele une b-transition. Soit Tw Pensemble de
toutes les b-transitions. Une b-transition b € Tw est dite franchissable pour un marquage




Apres Ie franchissement de 6, Me change en M , notee Me [b > M , defini comme suit:
Vp e P, M;(p) = M,(p) + ^(0,(p,t) - h(p,t))
t^b
A noter que Ie nombre de jetons associes a une place d'entree externe est determine
par la fonction de retroaction (voir a la page 71).
Dans Pexemple de la figure 28, une b-transition b = {^1,^1,^2} est franchissable en
raison de 1'equation suivante:
^Ic(P,t) = Jc(P^l) + ^c(P^l) + Ic(P,t2) < Mc(p) pourp=pi,p2,P3,Pci etp^-
teb
Apres Ie franchissement de la transition M^(pi) = 0, M^p-^) = 2, Mg (ps) = 1.
Soit Tw Pensemble de toutes les suites de b-transitions de Tw incluant la sequence
vide A. Soit T^ et T^ les ensembles de toutes les « multi-sets », respectivement, sur Tu
et To; et 5(7) 1'ensemble des b-transitions dont Ie franchissement peut etre permis par Ie
vecteur de controle 7:
5(7) ={b G Tw : ^ Jc(pc, ^) < 7(Pc) pour tout p, € Pc}
teb
II est evident que T^ C ^(7) pour tout 7 C F.
Soit N = (R, Mo), R = (P, T, J, 0), Ie reseau de Petri marque reduit (sans les places





Soit T() C Tw 1'ensemble des b-transitions qui peuvent etre franchissables pour un
marquage accessible quelconque.
Tb = {be Tw: M[b > pour M e A(R; Mo)}
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Une fonction de retroaction / € rA(^;Mo) gg^ une application qui associe un vecteur
de controle de T a chaque marquage accessible de N (f : A(R'^Mo) -4- F). Si M est
Ie marquage de N alors Ie marquage Me de la boucle de retroaction (ou Ie systeme a
evenements discrets supervise) G \ f est defini comme suit:
Mc(p) = M.(p) pour chaque p € P
Mc(pc) = f(M) (pc) pour chaque pc € Pc




On peut aussi ecrire /(M) C F comme un n-uplet :
((/(M)(pJ), (f(M)(p^),..., (/(M)(pJ)
Soit Q = {0, l].A?Mo) 1'ensemble des predicats sur 1'ensemble des marquages acces-
sibles de N. Pour tout Q\ et Q-z G Q, la negation ~ Qi, la conjonction Qi V 02 et la
disjonction Qi A Q-z sur Q sont definies par:
1 si Qi(M) = 0~Qi(M)=<j ' alw
0 si Qi(M) = 1
(Qi A Q^)(M) = mm{Q,(M),Q,(M)}
(Oi V Q^)(M) = max{Q^(M), Q^M)} pour tout M € A(R, Mo)




La transformation wlpj, est appelee la precondition liberale la plus faible.
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Controle et retroaction
Pour chaque fonction de retroaction / € rA(-R"'Mo) et chaque b-transition b € T(>, Ie
predicat fb et la transformation wlp[ sur Q sont definis par:
1 sib€S(f(M)),U(M)={ ' "--"».-//>
0 autrement
wlpt(Q) = wlpb(Q)\/ ~ fb
Un predicat Q € Q est dit controle-invariant (par rapport a G), s'il existe une fonction
de retroaction / C FA(^Mo) telle que, pour tout b € T(,
Q < wlpt(Q)
La fonction de retroaction / est alors dite permissive pour Q, c'est-a-dire que dans un
systeme a evenements discrets supervise G \ /, Q est toujours vrai pour n'importe quel
marquage accessible a partir de tout marquage satisfaisant Q.
Un ordre partiel « < » sur FA?Mo) gg^; defini comme suit : pour les fonctions de
retroaction A et ,2 C FA(^;M°), /i < ,2 si seulement si A (M) (pc) < /2(M)(pc) pour tout
M € A(R; Mo) et pc € Pc. Nous avons les resultats suivants [45]:
• Soit A et ,2 € FA?Mo), si /i < ,2, alors S(fi(M)) C S(f2(M)) pour chaque
M C A(7?; Mo), c'est-a-dire que fu < /2b pour tout b € T&.
• Soit /i, ,2 et f C FA?Mo)
o si A < / et ,2 < /, alors A © ,2 < / et /i 0 ,2 < /
o si A > / et ,2 > /, alors A ® ,2 > / et A (g) ,2 > /
Soit la condition suivante, appelee Minimum Token Condition (MTC): Pour tout
M € A(J?; Mo) et pour tout pc G Pc, f(M) (pc) = 0 ou il existe un b-transition b tel que
M[b> etf(M)(p,)=Z^I^,t).
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Une fonction de retroaction permissive / satisfaisant MTC signifie que f(M) afFecte
un nombre minimum des jetons pour chaque place d'entree externe pc franchissable.
En general, il existe plusieurs fonction de retroaction permissive pour un predicat
de controle-invariant Q. Soit ^l(Q) Pensemble des fonctions de retroaction permissives
satisfaisant MTC pour Q. L'ensemble ^l(Q) est un sous-ensemble de FA?Mo) Un element
maximal dans ^t(Q) est appele la fonction de retroaction permissive maximale pour Q.
En general, il existe plus d'une telle fonction en raison de 1'ordre partiel « < ».
Toutefois, s'il existe seulement une transition t C Tc pour chaque place d'entree ex-
terne pc € Pc avec Ic(pc, t) = 1 et s'il n3y a pas de concurrence (c'est-a-dire qu'une seule
transition est franchie a la fois), alors il existe une fonction de retroaction maximale




3.1 Description du probleme
Une bibliotheque ofFre a ses abonnes des livres. Une personne qui desire emprunter des
livres doit tout d'abord s'inscrire a la bibliotheque. Un abonne ne peut pas annuler son
abonnement s'il possede des livres de la bibliotheque. II doit d'abord rendre les livres qui
sont en sa possession avant de quitter. Pour contrer Ie probleme d'explosion combinatoire
du nombre d'etats, nous imposons la contrainte suivante: la bibliotheque ne gere que trois
livres et deux abonnes.
3.2 Formalisation de la procedure d'affaires
Dans un premier temps, nous aliens modeliser Ie comportement dynamique de chaque
classe d'objets a 1'aide d'un automate. Les classes de notre systeme sont les abonnes
et les livres. Les evenements propres aux abonnes (utilisateurl et utilisateur2)
sont: inscrire, quitter, emprunter, renouveler et retourner. Les evenements propres aux
livres (livrel, livre2 et livre3) sont: acquerir^ departir, emprunter, renouveler
et retourner. Seul Pevenement retourner est incontrolable.
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Le comportement d'un abonne est specifie a 1'aide de Pautomate de la figure 29, celui
d'un livre a 1'aide de 1'automate de la figure 30.
Pour chaque abonne, il existe une instance de Pautomate de la figure 29. Nous donnons
id 1'automate de Putilisateurl (voir figure 31). Les evenements de cet automate se
terminent tous par Ie chifFre 1, car Us correspondent a des actions de 1'utilisateurl. Un
evenement se terminant par deux chifFres permet de distinguer sur quel livre (premier
chifFre de la suite de deux chifFres) porte 1'action de Pabonne. De fagon similaire aux
abonnes, il existe une instance de Pautomate de la figure 30 pour chaque livre. La figure 32
donne Pautomate pour Ie livrel. Le premier chifFre de la suite de chifFres a la fin des noms
des evenements refere au livrel tandis que Ie deuxieme chifFre refere a 1'utilisateurl
ou l'utilisateur2.
Le comportement dynamique de la procedure d'affaires est obtenu par la composition
synchrone de tous les automates (ceux des abonnes et ceux des livres).
emprunter, retoumer, renouvelef



















































































































FIG. 32 - Automate du livrel
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3.3 Regles de gestion
Deux regles de gestion sont imposees par les administrateurs de la bibliotheque:
• un abonne ne peut emprunter que deux livres au maximum;
• un abonne doit rendre les livres en sa possession avant de quitter la bibliotheque.
La premiere regle de gestion est formalisee, pour Putilisateurl, a 1'aide de 1'auto-
mate de la figure 33. II faut noter qu'a chaque etat, il y a des transitions vers Ie meme
etat (self-loop) etiquetees par tous les evenements qui n'apparaissent pas dans 1'automate
de la figure 33. Nous avons volontairement omis ces transitions afin de rendre Ie graphe
lisible.
La deuxieme regle de gestion est formalisee a partir du produit synchrone des auto-
mates des abonnes et des livres auquel on enleve les transitions etiquetees « quitter » a
partir des etats qui indiquent qu'au moins un utilisateur possible a au moins un livre.
Le langage legal est obtenu par Fintersection des langages acceptes par les automates
de P ensemble des regles de gestion.
3.4 Synthese du controleur
Pour la synthese du controleur de la procedure d'affaires a 1'aide d'automates, nous
utilisons Ie logiciel SUCSEDES developpe a FUniversite de Sherbrooke [32]. La figure 34
donne la fonction de retroaction generee par 1'outil SUCSEDES a partir de la composition








FIG. 33 - Automate de la premiere contrainte
( El El AVN E121 I El El AVN
( El AQVNE11 I El AQVN )
( El A El V N E131
( El AAVVE11 I
( QE1 AVNE21 I
( AE1 QVNE21 I
( A El El V N E231
( AE1 AVVE21 I
) : { emp31 quil }
{ quil }
I El A El V N ) : { emp21 quil }
{ quil qui2 }
quil }
quil }
{ empll quil }
El A AVV )
Q El A V N ) : {
AE1 QVN) : {
I A El El V N )
A El A V V ) : { quil qui2 }
FIG. 34 - Fonction de retroaction
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Par exemple, la premiere ligne signifie que Putilisateurl ne peut pas quitter la
bibliotheque car, il a au mains un livre en sa possession. II ne peut pas emprunter Ie
livre3, car il a deja en sa possession deux livres (livrel et livre2 representes par
E121), ce qui est Ie nombre maximum permis par la regle de gestion.
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Chapitre 4
Exemple d'analyse des de vis
4.1 Description du probleme
La societe de Sous-Traitance Mecanique (S.T.M.) est une P.M.E. qui realise la fa-
brication et la vente de pieces mecaniques destinees principalement a 1'automobile ou a
1'aviation [36].
L'activite de Pentreprise porte sur la fabrication de pieces standards (vis, arbres) qui
sont produites de fagon continue et proposees par Pintermediaire d'un catalogue qui fixe
Ie tarif. Les pieces sont en general disponibles.
Cette societe peut egalement fabriquer des pieces a la demande, auquel cas un devis
devra etre efFectue tenant compte de la quantite de metal utilise pour la realisation ainsi
que Ie cours du metal. En effet, la fabrication d'elements en metaux precieux est possible
sur demande.
Les acteurs qui composent 1'organisation sont au nombre de cinq :
• la direction qui determine les orientations de Porganisation;
• Ie secretariat general qui a un role de controle ;
• la comptabilite qui edite les factures et leurs reglements ;
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• Ie service des vent es qui regoit les demandes des clients;
• la production qui procede a Petablissement des devis et a la fabrication des difFe-
rentes pieces vendues.
Les matieres premieres sont proposees par des fournisseurs qui fixent les tarifs qui
seront utilises lors de Petablissement de devis. Une demande de tarifpeut etre adressee par
la production au fournisseur lorsque les elements necessaires a la fabrication ne figurent
pas sur les catalogues que Ie service a en sa possession.
La demande d'articles par un client est adressee au service des ventes. Deux cas
peuvent alors se presenter.
• L'article est une piece standard auquel cas une information sur Ie tarif de la piece
en question est envoyee au client qui doit alors confirmer sa commande. Les tarifs
sont transmis regulierement par la direction au service des ventes.
• L'article n'est pas une piece disponible, une demande de devis est alors redigee
par Ie service des ventes et expediee au service de la production qui procedera a
un chifFrage sous forme de devis dans lequel, suivant Ie type de materiel demande,
peut intervenir Ie cours du metal necessaire. Le cours du metal est transmis perio-
diquement par la direction a la production. Le devis, une fois etabli, est expedie
au service des ventes qui est charge de Fadresser au client. Pour cela un comple-
ment d'information sur Ie client est necessaire, il est fourni par la consultation d'un
fichier.
Dans tous les cas, si Ie client decide de passer la commande, il devra la confirmer
apres reception soit du tarif, soit du devis. Sa confirmation de commande doit alors etre
adressee au service des ventes.
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4.2 Formalisation du probleme
1. Schema des flux: II permet une vision synthetique qui peut avoir ete initialisee













































FIG. 35 - Schema des flux d'information
2. Graphe de dependance des documents et identification des procedures
d'affaires : Ce graphe constitue une premiere mise en forme du schema des flux.
L'ensemble des documents qui y figurent est ordonnance et un premier classement
dans Ie temps fait apparaitre la succession finalisee des documents (voir figure 37).
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Cette succession de documents est constituee d'un premier document qui provient
de 1'exterieur et d'une suite de documents elaboree par des acteurs obeissant a une
finalite de gestion ou de pilotage (controleur) identique qui se termine soit par:
• un ou plusieurs documents emis simultanement a destination d'un meme ac-
teur externe, avec passage du systeme d'information a un etat de repos;
• un passage du systeme d'information a un etat de repos sans emission de
document.
Chacune des suites ainsi etablies constitue 15une des procedures d'afFaires de 1'or-
ganisation. Ces procedures d'affaires peuvent etre vues comme une boite noire sol-
licitee par un ou plusieurs evenements externes et restituant a 1'exterieur un ou
plusieurs resultats.
3. Diagramme de circulation des documents par procedure d'affaires : L'eta-
blissement des diagrammes passe done par 1'identification des taches puis par leur
codification en expliquant globalement les actions executees pour chacune d'elles
par utilisation des fonctions types completees par des actions organisationnelles.




- STATISTIQUES DES DEVIS.
Dans notre exemple, nous allons detaille seulement la procedure d'afFaires du DE-
VIS (voir figures 37 et 38).
La figure 37 montre la circulation d'information relative a la procedure d'affaires

















FIG. 36 - Identification des procedures d'affaires
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de la procedure d'afFaires. Ainsi, a ce niveau aucune difference n'est faite entre les
hommes et les machines, pour autant que la dominance reste Ie qui et Ie ou a
Pexclusion du comment.
La figure 38 montre que les evenements peu vent etre sequentiels ou simultanes. Ce
mode de coexistance dans Ie temps est precise par une synchronisation qui decrit
une condition de franchissement.
4.3 Calcul du controleur
La procedure d'afFaires DEVIS est modelisee a 1'aide d'un reseau de Petri N (Voir
figure 39). Le declenchement de Poperation de consultation au sein du service de ventes
necessite Parrivee de deux evenements, une demande d'articles (DART) aupres du client
et un catalogue des tarifs (TARIF) aupres de la direction. Deux resultats sont envisa-
geables. Soit 1'article est disponible (franchissement de la transition t^) auquel cas une
information sur Ie tarif est envoyee au client; soit Particle est non disponible (franchis-
sement de la transition t^) auquel cas une demande de devis est envoyee au service de
production qui declenche une operation d'examen de demande de devis. Le resultat de
Pexamen donne (franchissement de la transition t^) une demande de de vis et une de-
mande des tarifs qui sera envoyee au fournisseur. Une fois que Ie service de production a
re^u les tarifs du fournisseur (franchissement de la transition to) et Ie cours du metal de la
direction, une operation de creation de devis est declenchee en donnant comme resultat
Ie devis qui sera envoye ensuite au service de ventes. Ce dernier, est charge de Padresser
au client (franchissement de la transition ts).
Le systeme a evenements discrets controle est Ie couple (A^,F), ou Nc est un reseau
de Petri avec une place d'entree externe (voir figure 40) obtenu de N. Ainsi, Nc =
(P U Pc, T, ^ Oc, Meo), ou P = {pi,. . . ,pg}, PC = {PcJ, T = Ol, . . . , t^}.
L'ensemble des transitions est divise en deux sous-ensembles Tc et Tu qui denotent
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FIG. 37 - Circulation des documents de la procedure d'affaires DE VIS
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FIG. 38 - Modele de la procedure d'affaires DE VIS
respectivement les ensembles des transitions dont les franchissements sont controles et
non controles par les places d'entree externes. Dans notre exemple,
Tc = Os}
TU = {^1,^2; ^3^4^6^7? ^85^9}
Dans notre exemple, Ie systeme de pilotage de 1'organisation doit controler Ie nombre
maximum de demandes de tarif au fournisseur pour un meme devis. II autorise, a Paide
d'une contrainte d'affaires (regle de gestion), au plus deux fois la demande de tarif au




Dans notre exemple, nous traitons juste une demande de devis a la fois vu que la
representation graphique a 1'aide d'un reseau de Petri ordinaire ne permet pas de dis-
tinguer entre deux jetons representant deux devis differents. Une extension a 1'aide de
reseaux de Petri colores est toutefois possible [25].
Une condition pour montrer qu'il existe une fonction de retroaction maximale per-
missive est de demontrer que Ie predicat Q est controle-invariant (selon 1'hypothese faite
a la fin de la section 2.3). Rappelons que Ie predicat Q est controle-invariant, s'il existe
une fonction de retroaction / € rA(^;Mo) ^e que, pour tout b E T&
Q < wlpb(Q)^ - h
Prenons la fonction de retroaction definie comme suit:
1 si Mfe,) + M(p») < 1,
/(M)(pci) =
0 autrement
Nous injectons un jeton dans la place d'entree externe si Ie nombre total de jetons
dans les places ps et pc est egal 0 ou 1. Dans Ie cas contraire, nous laissons la place
d'entree externe vide.
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FIG. 39 - Reseau de Petri de la procedure d'affaires DE VIS
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FIG. 40 - PNIP de la procedure d'affaires DEVIS
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Intuitivement, ,5 indique si la transition b est franchissable sous Ie controle de /.
Comme ts est la seule transition que controle /, nous n'avons pas a nous preoccuper des
autres transitions pour calculer /&, car fb(M) = 1 pour b ^-1^. Lorsque fb(M) = 0, alors
wlp((Q) = 1 et done Q(M) < wlp{(Q)(M). Si Q(M) = 1 et A(M) = 1, alors il faut que
wlpf,(Q)(M) = 1 pour que Q soit controle-invariant quelque soit M € A(R;Mo). Ceci
est facilement verifiable en se referant au tableau 2 qui couvre toutes ces possibilites.
On pourrait aussi, toujours en se referant au tableau 2, montrer que f est la fonction
de retroaction la moins restrictive.
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TAB. 2 - Les marquages accessibles
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Conclusion
Dans cette section, nous presentons d'abord un resume des contributions de notre
travail de recherche. Ensuite, nous critiquons 1'approche utilisee dans ce travail. Enfin,
nous degageons une piste pour des travaux futurs de recherche.
Contributions
Les contributions de notre travail de recherche peuvent etre regroupees en trois points:
• Nous avons montre comment les controleurs peuvent etre integres a une organisation
en substituant Ie systeme de pilotage au controleur et Ie systeme operant au procede.
• Nous avons choisi un outil adequat de modelisation de comportements dynamiques
des procedures d'affaires de 1'organisation, qui est Ie modele organisationnel des
traitements (MOT) de la methode Merise. En efFet, Ie formalisme utilise dans MOT
a ete initialement con^u en s inspirant du formalisme des reseaux de Petri. C'est
un formalisme intuitif et formel.
• Nous avons montre aussi a 1'aide de deux exemples comment synthetiser des contro-
leurs a 1 aide d'algorithmes propres a la theorie du controle des systemes a evene-
ments discrets. Le premier exemple porte sur une bibliotheque et utilise les auto-
mates comme outil formel de modelisation des comportements dynamiques d'une
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procedure d'affaires et des regles de gestion. Le deuxieme exemple porte sur Ie trai-
tement de devis et utilise les reseaux de Petri comme outil formel de modelisation
et Ie MOT de la methode Merise.
Critiques du travail
Le choix des automates (machines a etats finis) et des reseaux de Petri comme ou-
tils formels de modelisation du comportement des procedures d'afFaires pose un certain
nombre de problemes.
Les automates ont un pouvoir d expression limite puisqu'ils ne permettent que la
representation de langages reguliers. Us ne prennent pas en compte 1'explosion combina-
toire qui les rend peu maniables pour les systemes de controle. C'est pourquoi 1'exemple
de bibliotheque explore dans ce memoire est limite a la gestion de trois livres et de deux
utilisateurs.
Les reseaux de Petri sont une formalisation de la concurrence et de la synchronisation
des systemes ayant une activite distribuee sans etre lies a aucune notion de temps global.
Bien qu'ils soient efficaces comme modele conceptuel abstrait, ils se situent a un niveau
trop bas et manquent d'expression pour etre utiles dans la specification des grandes
organisations. C'est pour cela que nous avons choisi, pour modeliser Ie comportement
dynamique des procedures d'affaires et des regles de gestion dans 1'exemple d'analyse des
devis, un outil de specification informel comme MOT de Merise. Comme nous n'avons
pas d'outil pour synthetiser des controleurs de procedures d'affaires modelises a 1'aide
des reseaux de Petri, nous avons synthetise manuellement Ie controleur.
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Travaux futurs de recherche
II existe actuellement un nouvel outil, appele Motown [40], qui integre 1'analyse et la
conception des procedures d'afFaires (que doit-on faire? comment? qui est responsable?)
ainsi que la generation automatique d'applications gerant les flux de travail (qu'est-ce qui
est informatise dans les procedures d'afFaires?). Les procedures d'afFaires sont congues
en utilisant les editeurs graphiques specialises de Motown. Ces derniers permettent
de produire automatiquement Ie systeme de gestion des flux de travail correspondant
(Workflow Management System ou WFMS).
Une extension possible de notre travail de recherche est d'integrer Ie controleur au
systeme de gestion des flux de travail. En efFet, Poutil Motown ne traite pas Ie controle
des procedures d'affaires. Nous proposons une demarche possible presentee comme suit:
• modeliser Ie comportement dynamique des procedures d'affaires a 1'aide d'OSSAD;
• verifier la mise en oeuvre de la modelisation du comportement dynamique des pro-
cedures d'afFaires a 1'aide de I'outil Motown;
• generer automatiquement Ie systeme de gestion des flux de travail a 1'aide de 1'outil
Mot own;
• modeliser Ie comportement dynamique des regles de gestion de 1'organisation;
• generer un controleur a partir des procedures d'affaires et des regles de gestion;
• developper une interface entre Ie systeme de gestion des flux de travail et Ie contro-




Etude comparative des terminologies
de Merise et de Workflow
La terminologie du workflow utilisee dans les tableaux (3, 4 et 5) est inspiree du
glossaire de la Workflow Management Coalision (WfMC) [28]. Les tableaux contiennent
les synonymes et leurs correspondants dans Merise [4] [12] [23] 26] [31] [44] des
termes qui sont consideres comme les plus importants a ce stade du developpement de
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TAB. 5 - Etude comparative entre Workflow et M-erise (suite du tableau ^.)
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