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Abstract
Buser’s inequality gives an upper bound on the first non-zero eigenvalue of the Laplacian of a closed manifold
M in terms of the Cheeger constant h(M). Agol later gave a quantitative improvement of Buser’s inequality.
Agol’s result is less transparent since it is given implicitly by a set of equations, one of which is a differential
equation Agol could not solve except when M is three-dimensional. We show that a substitution transforms
Agol’s differential equation into the Riemann differential equation. Then, we give a proof of Agol’s result
and also generalize it using Sturm-Liouville theory. Under the same assumptions on M , we are able to
give upper bounds on the higher eigenvalues of M , λk(M), in terms of the eigenvalues of a Sturm-Liouville
problem which depends on h(M). We then compare the Weyl asymptotic of λk(M) given by the works
of Cheng, Gromov, and Be´rard-Besson-Gallot to the asymptotics of our Sturm-Liouville problems given by
Atkinson-Mingarelli.
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Chapter 1
Introduction
1.1 Summary of Results
We give an upper bound on the eigenvalues of the Laplacian on a compact Riemannian manifold in terms of
the Cheeger constant of the manifold, denoted h(M). Buser was the first to give such an inequality for the
first non-zero eigenvalue of the manifold, denoted λ1(M) [9]. Agol recently gave a quantitative improvement
of Buser’s inequality [1]. The drawback of Agol’s improvement is that it is given implicitly by a set of
equations, one of which is a differential equation that Agol could only solve in the case of 3-manifolds.
We show that a substitution transforms Agol’s differential equation into the Riemann differential equation,
which is well understood.
We use Sturm-Liouville theory as a framework for giving upper bounds on the spectrum of the manifold
M in terms of h(M). This allows us to not only replicate the known bounds on λ1(M) in terms of h(M), but
to extend these results to give upper bounds for the higher eigenvalues, denoted λk(M), in terms of h(M).
To our knowledge, these are the first upper bounds for λk(M) in terms of h(M). Our bounds are eigenvalues
of one-dimensional Sturm-Liouville problems which depend on the parameter h = h(M). A consequence of
Sturm-Liouville theory is that these bounds are differentiable almost everywhere as functions of h > 0. We
also consider asymptotic growth rates for these upper bounds in terms of k and compare them to known
asymptotic growth rates for λk(M).
For additional motivation, here are two plots of numerical data corresponding to Agol’s improvement.
Specifically, Figure 1.1 gives a comparison between Buser’s inequality and Agol’s improvement in dimension
2. Figure 1.2 shows Agol’s upper bound on λ1 as a function of h for dimensions n = 2, 3, 4, 5, 6 to demonstrate
that plots for higher dimensions are similar up to scale.
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Figure 1.1: Buser’s inequality [9] versus Agol’s improvement [1] in dimension 2 for λ1 as a function of h. In
both estimates, Ricci curvature is bounded from below by −(n− 1).
1.2 Notation and Conventions
Let M be a closed n-dimensional Riemannian manifold, with n ≥ 2. For u ∈ C2(M), the geometer’s
Laplacian of u is ∆u = −div(grad(u)). Eigenvalues of the Laplacian are real values λ such that ∆u = λu
for some u ∈ C2(M) where u satisfies the Dirichlet boundary condition u|∂M = 0. For closed manifolds, the
spectrum starts with λ0:
0 = λ0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ,
while for manifolds with boundary, the spectrum begins with λ1:
0 < λ1 ≤ λ2 ≤ λ3 · · · .
In both situations, the first positive eigenvalue is denoted λ1. We will study the connections between the
spectrum of the Laplacian of a manifold M and its Cheeger constant, defined as follows.
Definition 1.2.1. The Cheeger constant of a closed n-dimensional Riemannian manifold M is defined as
h(M) = inf
Voln−1(∂A)
Voln(A)
where A ⊂M and ∂A is a smooth codimension-1 submanifold of M and Voln(A) ≤ 12Voln(M). The quantity
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Figure 1.2: Agol’s improvement for λ1 as a function of h for dimensions n = 2, 3, 4, 5, 6.
Voln−1(∂A)/Voln(A) is called the isoperimetric ratio of the set A.
1.3 Historical Motivation
Cheeger proved that λ1(M) ≥ (h(M)/2)2, providing the initial motivation for defining the Cheeger constant
[10]. However, even before the work of Cheeger, the classical isoperimetric inequality gave the following
result for subsets of the n-sphere. For any U ⊂ Sn, choose an open ball O ⊂ Sn so that Voln(O) = Voln(U).
Then the classical isoperimetric inequality can be stated as
Voln−1(∂U) ≥ Voln−1(∂O).
Le´vy [26] extended the classical isoperimetric inequality to the case of convex hypersurfaces in Rn+1. Later
Gromov showed that Le´vy’s method can be canonically extended to the case of closed Riemannian manifolds
[19, Appendix]. In particular, Gromov proved that when the Ricci curvature of M is bounded below by
−(n − 1) and d = diam(M), then λ1(M) ≥ e−2(n−1)d using Le´vy’s method and Cheeger’s inequality from
above; this result was also proved independently by Li and Yau [27]. In addition, for any  > 0, letting
N = N() be the minimum integer such that M can be covered by N balls of radius , Gromov showed that
3
there exist positive constants C1, C2 depending on the lower bound on Ricci curvature such that
−2C1+1 ≤ λN (M) ≤ −2C1+2 .
In summary, Gromov was able to obtain bounds on higher eigenvalues of M by taking  to be small.
Interestingly, Kro¨ger gave lower bounds on λ1(M) in terms of the eigenvalues of a corresponding Sturm-
Liouville problem depending on the dimension, Ricci curvature, and diameter of M . In addition, he gave
examples where his estimates are sharper than estimates given by Cheeger’s inequality [24][25].
Buser, citing Gromov’s work as motivation, proved that for M a closed Riemannian manifold with Ricci
curvature bounded below by −δ2(n− 1), then
λ1(M) ≤ 2δ(n− 1)h(M) + 10h2(M)
[9]. Combining the results of Buser and Cheeger, we have the following qualitative statement: For closed
manifolds, the first eigenvalue of the Laplacian is controlled by the Cheeger constant.
Agol observed that Buser’s inequality gave a far from sharp estimate for certain hyperbolic 3-manifolds,
motivating him to improve it [1]. Agol uses a function J¯ and parameter T¯ depending on the dimension n
and Cheeger constant h(M) as follows. The function J¯ is given by
J¯(τ) =
(
cosh(τ) +
h
n− 1 sinh(τ)
)n−1
2
. (1.1)
Further, T¯ ∈ (0,∞) is defined implicitly by the equation
1
h
=
∫ T¯
0
J¯2(τ) dτ,
which is valid for every h since the right hand side can take on all values from 0 to ∞ because the integral
approaches 0 as T¯ → 0 and approaches ∞ as T¯ →∞. Agol proved the following:
Theorem 1.3.1. (Agol [1]) There is a function λ(h) such that for all closed Riemannian n-manifolds M
with Ricci curvature bounded from below by −(n − 1) we have that λ(h(M)) ≥ λ1(M). Moreover, we can
take λ(h) to be the least positive number such that there exists a (non-trivial) y ∈ C∞[0, T¯ ] satisfying
y′′ =
(
J¯ ′′
J¯
− λ(h)
)
y, y(0) = 0, y′
(
T¯
)
= J¯ ′
(
T¯
)
, y
(
T¯
)
= J¯
(
T¯
)
.
Far less is known about the relationship between λk(M) and h(M) for a closed manifold. However,
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asymptotic results for the higher eigenvalues of M in terms of the dimension, Ricci curvature, and volume
of the manifold have been thoroughly developed. Specifically, Be´rard, Besson, and Gallot [6], building on
Cheng [12, 13] and Gromov [19, Appendix], showed that, for M closed with Ricci curvature bounded from
below by R, the asymptotic of λk(M) is of the order k
2/n where the constant depends on n, R, Voln(M).
1.3.1 Detailed Description of Results
In section 4, we show that a substitution transforms Agol’s differential equation into the Riemann differential
equation. In particular, we give a restatement of Agol’s Thorem 1.3.1 as our Theorem 1.3.3.
Let υ(h) > 0 be an upper bound on the absolute value of the mean curvature of Σ0, the smooth
part of a rectifiable current Σ dividing M into two sets A and B with A ∪ B = M and A ∩ B = Σ so
that h(M) = Voln−1(Σ)/min{Voln(A),Voln(B)}. Let q = q(n, λ) = n−1−2λ2 , r = r(n) = (n−1)(n−3)4 , and
s = q + r. Further, let a = υ+1υ−1 , and b = e
2T¯ υ+1
υ−1 . Under these assumptions, Agol’s Theorem 1.3.1 is
equivalent to the following theorem by taking υ(h) = hn−1 when h 6= n − 1.1 The proof of this Theorem
appears in section 4.
Theorem 1.3.2. There exists a function λ(h) such that for all closed Riemannian n-manifolds M with
Ricci curvature lower bound of −(n− 1) we have that λ(h(M)) ≥ λ1(M). Moreover, we can take λ(h) to be
the smallest positive number λ such that there exists y : [a, b]→R (or y : [b, a]→R when b < a) satisfying
y′′(z) +
1
z
y′(z)− q(n, λ)(z − 1)
2 + r(n)(z + 1)2
4z2(z − 1)2 y(z) = 0, (1.2)
y(a) = 0, y′(b) =
J¯ ′(T )
2b
, y(b) = J¯(T ).
Finally, (1.2) is an example of the Riemann differential equation with regular singularities at 0, 1,∞ and
respective local exponents
{
−
√
q+r
2 ,
√
q+r
2
}
,
{
1−√1+4r
2 ,
1+
√
1+4r
2
}
,
{
−
√
q+r
2 ,
√
q+r
2
}
.
Therefore, the solutions of (1.2) for any z ∈ C are given by branches of the Riemann P -function.
Remark. Since n ≥ 2, it follows that 1 + 4r ≥ 0; however, it is possible that q + r < 0, and so √q + r
has a non-zero imaginary component. In all but the simplest of cases, one should think of the variable z in
equation (1.2) as lying in the complex plane. Then the function y : [a, b]→R (or y : [b, a]→R) is the real part
1Note that when h = n− 1, Agol’s differential equation simplifies greatly using the identity cosh(τ) + sinh(τ) = eτ .
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of a branch of the multi-valued function y(z) given by equation (1.2) when z ∈ C.2
We then consider the approaches of Buser [9] and Agol [1] within the framework of Sturm-Liouville
theory. In section 4.3, we provide a proof of Agol’s Theorem 1.3.1 which uses the spectral theorem in place
of the variational principle used by Agol [1]. This new approach allows us to give upper bounds on higher
eigenvalues of ∆ in terms of h(M) by using a Sturm-Liouville problem. Like in Buser and Agol, we assume
that M is closed with Ricci curvature bounded below by −(n− 1)δ2 for δ ≥ 0.
We use the notation
sδ(τ) :=

sinh(δτ)
δ , δ > 0,
τ, δ = 0,
cδ(τ) :=
dsδ
dτ
.
For any real number t ≥ 0 and δ ≥ 0, define
Jδ(τ, t) :=
(
cδ(τ) + tsδ(τ)
)n−1
. (1.3)
Define weight functions p and wi for i = 1, 2 which depend on h, by
p(τ) = w1(τ) = Jδ(τ, υ) =
(
cδ(τ) + υsδ(τ)
)n−1
,
w2(τ) = 1− h
∫ τ
0
Jδ
(
x, υ(h)
)
dx.
We define T implicitly by
1
h
=
∫ T
0
Jδ
(
τ, υ(h)
)
dτ.
As with T¯ , the implicit definition of T is valid for any h because the integral approaches 0 as T → 0 and
approaches ∞ as T →∞. Also, the weight functions are all positive on the closed interval [0, T ], except for
w2 which degenerates to 0 at τ = T . For i = 1, 2, we consider the formally self-adjoint differential operator
Li given by
Liu = − 1
wi(τ)
d
dτ
(
p(τ)
du
dτ
)
and let ξ(k) :=
⌈
k+1
2
⌉
. For h = h(M), let ωi(h) be the regular Sturm-Liouville problem given by
Liu = λu, u(0) = 0, u
′(T ) = 0, (1.4)
2These branches are hypergeometric functions which we did not find to be very practical in giving numerical upper bounds
for λ1(M) in terms of h(M). This is one reason for adopting the point of view of Sturm-Liouville theory.
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for a function u in a suitable Sobolev space to be defined in Section 3. Denote the k-th eigenvalue of ωi(h)
by λk
(
ωi(h)
)
. In section 3, we prove the following generalization of Agol’s Theorem 1.3.1:
Theorem 1.3.3. Let T , M , and ωi(h) be as above with h = h(M). Then
λ1(M) ≤ λ1
(
ω1(h)
)
, λk(M) ≤ λξ(k)
(
ω2(h)
)
. (1.5)
Remark. The Sturm-Liouville problem ω2 does not give as sharp of a bound for λ1 compared to the Sturm-
Liouville problem ω1; in other words, λ1
(
ω1(h)
) ≤ λ1(ω2(h)) for each h ∈ (0,∞).
See Figure 1.3 for an example of the bounds on higher eigenvalues given by ω2(h). By Theorem 1.3.3:
λ1(M) ≤ λ1
(
ω2(h)
)
, λ2(M) ≤ λ3(M) ≤ λ2
(
ω2(h)
)
, λ4(M) ≤ λ5(M) ≤ λ3
(
ω2(h)
)
, and λ6(M) ≤ λ7(M) ≤
λ4
(
ω2(h)
)
.
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Figure 1.3: The functions λk
(
ω2(h)
)
given by the Sturm-Liouville problem ω2(h) for δ = 1, n = 2, and
k = 1, 2, 3, 4.
While one might guess that the Sturm-Liouville problem arising from Agol’s work can be extended to
higher eigenvalues of M as a direct consequence of our use of the spectral theorem, this is not the case.
The proof that λ1(M) ≤ λ1
(
ω1(h)
)
, which is equivalent to Agol’s Theorem 1.3.1, uses the fact that the
eigenfunction corresponding to the eigenvalue of ω1(h) is monotone. While this is certainly true for the
eigenfunction corresponding to λ1, linear independence of eigenfunctions in L
2 means that this cannot hold
for eigenfunctions corresponding to larger eigenvalues. Thus, we cannot extend ω1(h) directly to give upper
bounds for λk(M) when k > 1. This is the reason we must use a second Sturm-Liouville problem to give
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upper bounds for λk(M) in terms of h(M) for k ≥ 1.
From the works of Cheng [12, 13], Gromov [19, Appendix], and Be´rard, Besson, and Gallot [6], it is
known that the Weyl asymptotic λk(M)  k2/n holds. A consequence of the Sturm-Liouville framework
is that we can apply the work of Atkinson and Mingarelli [4], which gives the following as an immediate
consequence: There exists a constant C˜ = C˜(h, n, δ) so that
λj
(
ω2(h)
)
j2
−→ C˜
as j→∞. Specifically, we take C˜ = pi2
(∫ T
0
√
w2
p dτ
)−2
. Since ξ(k)2 grows like k2, which is faster than k2/n,
this approach does not give sharp quantitative upper bounds on λk(M) for large k. The lower bounds used
to obtain the result λk(M)  k2/n rely implicitly on the Cheeger constant, however, the upper bounds are
directly due to the work of Cheng [12, 13] and are not directly related to the Cheeger constant. These
observations lead us to ask the following question.
Question: With M,n, δ as above, is there a constant C¯ = C¯
(
h(M), n, δ
)
such that λk(M) ≤ C¯k2/n?
As a consequence of Atkinson and Mingarelli [4], following Buser’s idea of reducing an n-dimensional
problem to a one-dimensional problem will not be able to give an answer to this question.
1.4 Outline of Proof of Theorem 1.3.3
For convenience, here is a short outline of the proof of Theorem 1.3.3:
1. There is a rectifiable current Σ of dimension n − 1 whose isoperimetric ratio realizes the Cheeger
constant.
2. Fix k ∈ N. Take D to be the closure of the component of M − Σ where λk(D) ≥ λk(M − D) with
respect to the Dirichlet problem (eigenfunctions vanish on Σ).
3. Estimate λk(M) from above using Proposition 2.2.1 with l = k, which says that
λ2k−1(M) ≤ λk(D).
4. The Poincare´ minimax principle gives the following Rayleigh quotient:
λk(D) = inf
V
sup
f∈V, f 6≡0
∫
D
‖gradf‖2 dVoln∫
D
f2 dVoln
(1.6)
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where V runs over all k-dimensional subspaces of H10 (D), when ∂D 6= ∅.
5. Take d : M→R to be the signed distance to Σ, where d−1[0,∞) = D.
6. We estimate (1.6) from above by a one-dimensional test function defined which is constant on the level
sets d−1(τ) off of Σ:
λk(D) ≤ inf
V∗
sup
g∈V∗
∫∞
0
(
g′(τ)
)2
Voln−1
(
d−1(τ)
)
dτ∫∞
0
g2(τ)Voln−1
(
d−1(τ)
)
dτ
, (1.7)
where V∗ ranges over k-dimensional subspaces of H1[0,∞). See Figure 1.4 for a visual example of Σ
and d−1(τ).
7. Heintze and Karcher [21] give a scaling function J(τ) such that
Voln−1
(
d−1(τ)
) ≤ Voln−1(Σ)J(τ), (1.8)
for τ ∈ [0,∞); see Lemma 2.4.5.
8. There exists T > 0 so that restricting (1.7) to the class of test functions such that g(τ) = g(T ) for all
τ > T , and combining with (1.8), we have
λ1(D) ≤
∫ T
0
(
g′(τ)
)2
J(τ) dτ∫ T
0
g2(τ)J(τ) dτ
. (1.9)
This uses the fact that g can be taken to be monotone in the minimization of the quotient on the right
hand side of (1.7).
9. For higher eigenvalues of λk(D), we provide a lower bound for Voln−1
(
d−1(τ)
)
in Lemma 2.5.1, namely:
Voln−1
(
d−1(τ)
) ≥ Voln−1(Σ)(Voln(d−1(τ,∞))
Voln(D)
)
(1.10)
for τ ∈ [0, T ] almost everywhere.
10. Applying the upper bound (1.8) and lower bound (1.10) for Voln
(
d−1(0, τ)
)
to the right side of (1.7),
gives
λk(D) ≤ inf
V∗
sup
g∈V∗
∫ T
0
(
g′(τ)
)2
J(τ) dτ∫ T
0
g2(τ)
(
1− h ∫ τ
0
J(x) dx
)
dτ
. (1.11)
where V∗ ranges over k-dimensional subspaces of H1[0, T ].
11. The spectral theorem is applied to show that the test functions g on the right sides of (1.9) and (1.11)
9
are exactly the solutions u of the respective Sturm-Liouville problems in (1.4); see Lemma 3.2.1. The
result follows.
Σ
d−1(τ)
D
Figure 1.4: Visual example of the level sets d−1(τ) of Σ on M for τ > 0.
1.5 Plots
Bailey, Everitt, and Zettl give a Fortran program called SLEIGN2 which estimates the eigenvalues of Sturm-
Liouville problems [5]. We use this program in coordination with Mathematica to produce the plots of
λk
(
ωi(h)
)
seen herein.
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Chapter 2
Eigenvalues, the Cheeger Constant,
and Minimizing Currents
In this section, we bound λk(M) from above by a Rayleigh quotient which uses a test function that is
constant on each level set d−1(τ). To give bounds on λ1(M), it suffices to bound Voln−1
(
d−1(τ)
)
from
above by Voln−1(Σ) multiplied by a smooth scaling function which depends on h(M); such a result follows
from the work of Heintze and Karcher [21]. To give bounds on the higher eigenvalues, λk(M), we will also
bound Voln−1
(
d−1(τ)
)
from below by Voln−1(Σ) multiplied by a scaling function depending on h(M).
2.1 Separating Rectifiable Currents
Buser [9], using Almgren’s work in [2], showed that whenever M is closed, there is a closed set A ⊆M with
Voln(A) ≤ 12Voln(M) such that the isoperimetic ratio of A realizes h(M). Moreover, Σ = ∂A is a rectifiable
current of codimension-1 in M , see Section 6.2 for a definition. For dimensions n ≤ 7, Morgan [30] showed
that Σ is a smooth submanifold. For an overview of why Σ need not be a hypersurface for dimensions n = 8
and higher, see Federer [16] and Morgan [31].
The fact that Σ may not be a smooth hypersurface will not cause too much concern. As Gromov points
out, with the help of Almgren’s work [2], if x ∈ M and γ is a geodesic segment from x to Σ realizing
dist(x,Σ), then γ ends at a nonsingular point of Σ [19, Appendix]. Building on the work of Federer [17] and
Almgren [2], Morgan proved that Σ is locally a smooth C∞-submanifold of M except for a set of Hausdorff
dimension at most n − 7 [30]. Thus Σ0 is a smooth hypersurface and Voln−1(Σ) = Voln−1(Σ0). Finally, it
is well-known that Σ0 must have constant mean curvature; see Ros [33].
We will divide M into two sets A and B, with Voln(A) ≤ Voln(B), via a rectifiable current Σ so that
A ∪B = M and A ∩B = Σ and so that
h(M) =
Voln−1(Σ)
Voln(A)
.
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2.2 Minimax Principles
We now show how to give an upper bound for λk(M) in terms of a Rayleigh quotient on a space of functions
defined on a compact interval of the real line. The methods we use closely follow the arguments given in
Buser [9] for λ1(M). We begin to generalize to λk(M) by applying the Poincare´ minimax principle.
We use the decomposition of M into the components A and B to give an upper bound on the eigenvalues
of M in terms of Dirichlet eigenvalues of A and B. For the following proposition, denote by λk(A), the
k-th eigenvalue of A with Dirichlet boundary condition when k ≥ 1 and define λ0(A) = 0; use the same
convention for λk(B).
Proposition 2.2.1. With A,B ⊂M as above, let k ≥ 1 and 0 ≤ l ≤ 2k. Then we have the inequality
λ2k−1(M) ≤ max
{
λ2k−l(A), λl(B)
}
. (2.1)
For convenience and because we could not find a precise reference to this exact result in the literature,
we give a short proof of Proposition 2.2.1 at the end of this subsection.
The Poincare´ minimax principle states that
λk(D) = inf
V
sup
f∈V, f 6≡0
∫
D
‖gradf‖2 dVoln∫
D
f2 dVoln
(2.2)
where V runs over all
1. k-dimensional subspaces of H10 (D), when ∂D 6= ∅,
2. (k + 1)-dimensional subspaces of H1(D), when ∂D = ∅.
Remark. The shift in dimension of V is a consequence of the geometer’s convention of indexing eigenvalues
to start with λ0 for closed manifolds.
For a discussion of the Sobolev spaces H1 and H10 , see Appendix 6.1.
Proof of Proposition 2.2.1. Define VA and VB as the following subspaces of H
1
0 (A) and H
1
0 (B) respec-
tively:
VA :={span of the first 2k − l eigenfunctions on A} ⊂ H10 (A)
VB :={span of the first l eigenfunctions on B} ⊂ H10 (B).
Since functions in VA satisfy the Dirichlet boundary condition, functions in VA can be extended to functions
in H1(M) by defining them to be zero on the complement of A. The analogous construction works for
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functions in VB . These extensions allow us to construct V = VA ⊕ VB so that V is a subspace of H1(M)
with dimension 2k.
In this proof, all integrals will be taken with respect to dVoln. Write
R(f) =
∫
M
‖gradf‖2∫
M
‖f‖2
for the Rayleigh quotient on M . Then we have by the minimax principle that
λ2k−1(M) ≤ sup
f∈V
R(f) = sup
fA∈VA,fB∈VB
∫
A
‖gradfA‖2 +
∫
B
‖gradfB‖2∫
A
‖fA‖2 +
∫
B
‖fB‖2 (2.3)
≤ λ2k−l(A)
∫
A
‖fA‖2 + λl(B)
∫
B
‖fB‖2∫
A
‖fA‖2 +
∫
B
‖fB‖2 (2.4)
≤ max{λ2k−l(A), λl(B)}. (2.5)
The equality in (2.3) follows by writing f = fA + fB where fA ∈ VA and fB ∈ VB . Since fA is a linear
combination of the first 2k − l eigenfunctions on A, its Rayleigh quotient over A is at most λ2k−l(A). The
analogous observation is also true for fB , so its Raylaigh quotient at most λl(B). Therefore, the inequality
(2.4) follows.
2.3 Single Parameter Test Functions on M
We now provide the setup for the proof of Theorem 1.3.3 giving upper bounds on λk(M) in terms of an
Sturm-Liouville problem which depends on h(M). To do this, we first show how to give an upper bound for
λk(M) in terms of a Rayleigh quotient of a test function depending only on the distance to Σ. Our methods
follow the arguments given in Buser [9] to obtain an upper bound for λ1(M) in terms of a Rayleigh quotient
with a one-dimensional test function.
Recall that ξ(k) :=
⌈
k+1
2
⌉
. Define
Dk :=
 A, if λξ(k)(A) ≥ λξ(k)(B),B, if λξ(k)(A) < λξ(k)(B),
for k ∈ N. Then by Proposition 2.2.1 with l = k and Poincare´’s minimax pinciple (2.2), for a test function
f ∈ H10 (Dk), we have
λk(M) ≤ λξ(k)(Dk) = inf
V
sup
f∈V
∫
Dk
‖grad f‖2 dVoln∫
Dk
‖f‖2 dVoln (2.6)
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where V ranges over ξ(k)-dimensional subspaces of H10 (Dk).
Remark. To simplify notation, we will write Dk as D, omitting the subscript k where it is easily understood.
In any case, the reader should remember that D depends on k ∈ N.
Let d : M→R be the signed distance function given by
d(x) :=
 dist(x,Σ = ∂D), x ∈ D,−dist(x,Σ = ∂D), x /∈ D.
We now restrict the test functions f in (2.6) to functions of the form f = g ◦ d where g ∈ H10 [0,∞). A
posteriori, by Lemma 3.2.1, it will be clear that we can take g ∈ C∞0 [0,∞). However, the following lemma
shows that it is not necessary to make such a restriction.
Lemma 2.3.1. If g ∈ H10 [0,∞) and d : M→R is the signed distance to Σ, then g ◦ d ∈ H1(D).
Remark. The standard chain rule for composition of Sobolev functions goes the other way around: the inner
function is in H1 and the outer function is Lipschitz, see for instance Evans and Gariepy [14, Section 4.2,
Theorem 4]. Example 2.3.1 is a counter-example which shows that Lemma 2.3.1 is not true when d is an
arbitrary Lipschitz function.
Example 2.3.1. Let Φ : [1,∞)→R be a smooth cut-off function with Φ(1) = 1 and Φ(x) = 0 when x ≥ 2.
Then let
g(x) =
 x
3
4 , 0 ≤ x ≤ 1,
Φ(x), 1 < x <∞,
so g ∈ H10 [0,∞).
Define d(x) as follows. Choose a sequence of numbers aj > 0 such that
∞∑
j=1
aj = 1,
∞∑
j=1
√
aj = +∞. (2.7)
For instance, we can let aj = cj
− 32 for suitable constant c. Let Λ : R→[0, 1] be the following “tent” function
of slope ±1, supported on [−1, 0]:
Λ(x) =

x+ 1, −1 ≤ x ≤ − 12 ,
−x, − 12 < x ≤ 0,
0, otherwise.
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Let sj = a1 + · · ·+ aj be the j-th partial sum of the sequence, so sj→1, and define d : R→[0,∞) such that
d(x) =
∞∑
j=1
ajΛ
(
x− sj
aj
)
.
Then d(x) is supported on [0, 1] and has slope ±1 at each point, except for the isolated local maximum and
minimum points. Thus, d is Lipschitz.
On the other hand, g ◦ d /∈ H1(R), since
(g ◦ d)′ = g′(d(x)) · d′(x) = 3
4
d(x)−
1
4 · (±1).
So then
∫
R
(g ◦ d)′(x)2 dx = 9
16
∫ 1
0
d(x)−
1
2 dx
=
9
16
∞∑
j=1
∫ 1
0
a
− 12
j Λ
(
x− sj
aj
)− 12
dx
=
9
16
∞∑
j=1
√
aj
(∫ 0
−1
Λ(y)−
1
2 dy
)
, by the change of variable y =
x− sj
aj
,
= +∞, by hypothesis (2.7).
The proof of Lemma 2.3.1 will use the following Lemma.
Lemma 2.3.2. Let f ∈ L2[0,∞) and d as above. Then there exists a constant C > 0 such that ‖f ◦d‖L2(D) ≤
C‖f‖L2[0,∞).
Proof of Lemma 2.3.2. Since d is a distance function to a rectifiable current and M is compact,
Voln−1
(
d−1(τ)
)
is bounded. Because ‖grad(d)‖ = 1 almost everywhere on M , the coarea formula gives
∫
D
(f ◦ d)2 dVoln =
∫ ∞
0
∫
d−1(τ)
(f ◦ d)2 dVoln−1 dτ
=
∫ ∞
0
f2(τ)Voln−1
(
d−1(τ)
)
dτ
≤ C‖f‖2L2(D)
where C is an upper bound on the (n− 1)-volume of the sets d−1(τ).
We now prove Lemma 2.3.1.
Proof of Lemma 2.3.1. Suppose that g ∈ C∞c [0,∞) and X is a smooth vector field on M . Then by
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Rademacher’s Theorem, since d is Lipschitz, the derivative X(d) exists almost everywhere. So then, by
integration by parts, for all φ ∈ C∞c (D),
∫
D
(g ◦ d)X(φ) dVoln = −
∫
D
(g′ ◦ d)X(d)φdVoln. (2.8)
Thus, g ◦ d has a weak derivative (g′ ◦ d)X(d). We will show that this weak derivative is square integrable.
Since ‖grad(d)‖ = 1 almost everywhere in D, the coarea formula gives
∫
D
(g′ ◦ d)2 dVoln =
∫ ∞
0
∫
d−1(τ)
(g′ ◦ d)2(τ) dVoln−1(τ) dτ
=
∫ ∞
0
(g′)2(τ)Voln−1
(
d−1(τ)
)
dτ <∞.
The last inequality follows from the the facts that g′ is a compactly supported function in L2[0,∞) and
Voln−1
(
d−1(τ)
)
is bounded and finitely supported on [0,∞). So (g′ ◦ d) ∈ L2(D). Further,
‖X(d)p‖ ≤ Lip(d)‖Xp‖ ≤ ‖Xp‖
for all p ∈ M where the right hand side is uniformly bounded since M is compact. Thus, we have
(g′ ◦ d)X(d) ∈ L2(D), and hence g ◦ d ∈ H10 (D).
Now consider an arbitrary g ∈ H10 [0,∞) = W 1,20 [0,∞) and approximate g by a sequence of functions
gk ∈ C∞c (D) in the W 1,2(D)-norm. Then
∫
D
(|g − gk|2 + |g′ − g′k|2) dVoln −→ 0
as k→∞. So gk ◦ d→g ◦ d in L2(D) by Lemma 2.3.2, and (g′k ◦ d)→(g′ ◦ d) in L2(D) by Lemma 2.3.2.
Hence (2.8) holds for g, by applying the result for gk ∈ C∞c (D) and letting k→∞. Thus, g ◦ d is weakly
differentiable, with weak derivative in L2(D).
We now resume bounding λk(M) from above by a Rayleigh quotient with test functions whose values
depend only on the distance to Σ. A routine calculation in Fermi coordinates shows that equation (2.6)
implies
λk(M) ≤ inf
V∗
sup
g∈V∗
∫∞
0
(
g′(τ)
)2
Voln−1
(
d−1(τ)
)
dτ∫∞
0
g2(τ)Voln−1
(
d−1(τ)
)
dτ
, (2.9)
where we take f = g ◦ d and V∗ ranges over ξ(k)-dimensional subspaces of H10 [0,∞).
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2.4 Mean Curvature Bounds
In order to further estimate the Rayleigh quotient for λk(M), we consider a bound on the mean curvature
of Σ0, which is constant. Recall that this bound depends on h(M) and we denote it by υ(h). Buser’s
original approach used a comparison theorem of Heintze and Karcher [21], see Lemma 2.4.5, to give an
upper bound on the quantity Voln−1
(
d−1(τ)
)
in terms of the Ricci curvature and an upper bound on the
mean curvature of Σ. Two simple upper bounds on the mean curvature of Σ0 are υ(h) = hn−1 given by Agol
[1] and υ(h) = δ + hn given by Buser [9]. Agol’s bound has the benefit of not depending on the lower bound
on Ricci curvature. In the case of δ = 1, Agol’s bound is sharper when h(M) < n(n−1) while Buser’s bound
on mean curvature is sharper when h(M) > n(n− 1). Figures 2.1, 2.2, and 2.3 give plots of the bounds λ(h)
for these two choices of υ(h) for n = 2 and δ = 1.
0.4 0.6 0.8 1.0
1
2
3
4
h
λ(h)
υ(h) = h
n−1
υ(h) = 1 + h
n
Figure 2.1: Comparison of the upper bounds λ(h) from Theorem 1.3.3 for h ∈ [0.2, 1] for different choices of
υ(h).
For p ∈ Σ, we denote η(p) to be the mean curvature vector at p. The following statement was given by
Agol [1]; we give a proof here for completeness.
Lemma 2.4.1. If Σ realizes the Cheeger constant and Voln(A) < Voln(B), then η points into A everywhere.
Proof of Lemma 2.4.1. First, proceed by contradiction assuming that Voln(A) < Voln(B) and η points
into B. Then there exists a current Σ′ which is a small perturbation of Σ in the direction of η at each point
in Σ with Σ′ separating M into two disjoint regions A′ and B′ with Voln(A′) < Voln(B′) with the convention
that A ⊂ A′ and B′ ⊂ B. Since η points into the direction of the perturbation, Voln−1(Σ′) < Voln−1(Σ).
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n
Figure 2.2: Comparison of the upper bounds λ1(h) for h ∈ [1, 2] for different choices of υ(h).
Further, Voln(A) ≤ Voln(A′), so then we have that
h(M) =
Voln−1(Σ)
Voln(A)
>
Voln−1(Σ′)
Voln(A′)
.
Since Voln(A
′) < Voln(B′) implies that Voln(A′) < 12Voln(M), we have a contradiction.
The following result was given by Agol in order to give an upper bound for the norm of the mean
curvature vector of Σ0 in M . Since the mean curvature of Σ0 is constant, we can refer to H = ‖η‖ = ‖η(p)‖
for all p ∈ Σ0 without ambiguity.
Proposition 2.4.2. (Agol [1]) For Σ ⊂M a Cheeger minimzing rectifiable current and Σ0 ⊆ Σ the smooth
part of Σ, we have:
1. For H on Σ0, we have (n− 1)H ≤ h(M).
2. If Voln(A) < Voln(B), we have (n − 1)H = h(M) and the mean curvature vectors η(p) point into A
for all p ∈ Σ0.
The following proof is the argument given by Agol in [1].
Proof of Proposition 2.4.2. Denote the cut locus of Σ by C = C(Σ). Then Fermi coordinates on M −C
parameterize a subset U ⊂ (−∞,∞)×Σ with metric of the form dτ2 + dA(τ,s) where τ is a signed distance
from a point to Σ and the s is the minimizing geodesic point projection onto Σ. For more on the cut locus
and Fermi coordinates, see Section 6.3.
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Figure 2.3: Comparison of the upper bounds λ1(h) for h ∈ [2, 5] for different choices of υ(h).
Define d∗ : M→R such that
d∗(x) :=
 dist(x,Σ), x ∈ A,−dist(x,Σ), x /∈ A.
Recall that Σ0 is a hypersurface of constant mean curvature, so H(p) is constant for all p ∈ Σ0, and our
convention is that Voln(A) ≤ Voln(B). By Lemma 2.4.1, η points into A. If U ⊂ (−∞,∞) × Σ, then
d−1∗ (τ)− C :=
({τ} × Σ) ∩ U . Then the first variations of the volumes are
d
dτ
Voln−1
(
d−1∗ (τ)
)∣∣∣∣
τ=0
= −(n− 1)H ·Voln−1(Σ) (2.10)
and
d
dτ
Voln
(
d−1∗ (τ,∞)
)
= −Voln−1
(
d−1∗ (τ)
)
. (2.11)
Applying the quotient rule and plugging in the first variation formulas (2.10) and (2.11), the infinitesimal
change in the isoperimetric ratio is
d
dτ
Voln−1
(
d−1∗ (τ)
)
Voln
(
d−1∗ (τ,∞)
) ∣∣∣∣∣
τ=0
=
(
Voln−1
(
d−1∗ (τ)
)2
Voln
(
d−1∗ (τ,∞)
)2 − (n− 1)HVoln−1
(
d−1∗ (τ)
)
Voln
(
d−1∗ (τ,∞)
) )
τ=0
= h(h− (n− 1)H).
(2.12)
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When Voln(A) < Voln(B), we know that τ = 0 must be a critical point of
Voln−1
(
d−1∗ (τ)
) /
Voln
(
d−1∗ (τ,∞)
)
.
If τ = 0 is not a critical point, we can perturb Σ in the direction of B which decreases Voln−1(Σ) and increases
Voln(A), contradicting that Σ realizes the Cheeger constant. So since h 6= 0, we have that h = (n− 1)H.
When Voln(A) = Voln(B), we can only consider the ratio
Voln
(
d−1∗ (τ)
) /
Voln
(
d−1∗ (τ,∞)
)
for τ > 0. If τ ≤ 0, we would have Voln(A) > Voln(B) and the isoperimetric ratio Voln−1(∂A)Voln(A) would not
be a candidate for the Cheeger constant. So (2.12) gives us that 0 > h
(
h − (n − 1)H). It follows that
h > (n− 1)H in this case.
We also consider the following mean curvature bounds given by Buser which depend on the lower bound
of −(n− 1)δ2 on the Ricci curvature of M .
Proposition 2.4.3. (Buser [9]) With M , δ ≥ 0, and H = |η| as above, then H ≤ δ + hn .
The proof of Buser’s result can be found at the end of the proof of Theorem 1.2 which can be found in
Section 3 in [9]. We give a proof here for convenience.
Proof of Proposition 2.4.3. First we consider the case where δ > 0. Let J˜(τ,H) =
(
cosh(δτ)− Hδ sinh(δτ)
)n−1
when the term in parentheses is positive and J˜(τ,H) = 0 otherwise. When H ≤ δ, the result follows imme-
diately since hn ≥ 0, so we may assume that H > δ. Heintze and Karcher [21] show that
∫ ∞
0
J˜(τ,H) dτ ≥ 1/h.
We define  > 0 so that H = δ(1 + ) giving
cosh(δτ)− H
δ
sinh(δτ) = e−δτ −  sinh(δτ) ≤ 1− δτ,
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noting that the right hand side is negative on (1/δ,∞). It follows that
h =
Voln−1(Σ0)
min{Voln(A),Voln(B)} ≥
1∫∞
0
J˜(τ,H) dτ
≥ 1∫ 1/δ
0
(1− δτ)n−1 dτ
=δn = (H − δ)n.
Letting δ→0 in the argument for δ > 0 gives the result for the case of δ = 0.
Combining Proposition 2.4.2 of Agol and Proposition 2.4.3 of Buser, we arrive at the following observa-
tion.
Proposition 2.4.4. Suppose that M has Ricci curvature bounded below by −(n− 1). If h(M) > n(n− 1),
then Voln(A) = Voln(B).
Proof of Proposition 2.4.4. Since h > n(n− 1), we have 1 + hn < hn−1 . Combining this observation with
Buser’s Proposition 2.4.3, we have H ≤ 1 + hn < hn−1 . If Voln(A) 6= Voln(B), then H = hn−1 by Agol’s
Proposition 2.4.2, a contradiction. Thus, Voln(A) = Voln(B).
The next result follows from the work of Heintze and Karcher [21] and was used as stated below by both
Buser [9] and Agol [1].
Lemma 2.4.5. (Heintze and Karcher [21]) Let d and Σ be as previously defined and let υ be a real
number with υ ≥ H. If the Ricci curvature of M is bounded below by −(n− 1)δ2, then
Voln−1
(
d−1(τ)
) ≤ Voln−1(Σ)Jδ(τ,H) ≤ Voln−1(Σ)Jδ(τ, υ). (2.13)
We include a proof here for the convenience of the reader, following [9].
Proof of Lemma 2.4.5. Denote the solid tube of radius R in the direction of the normal of Σ0 by T(Σ, R).
Heintze and Karcher give
Voln
(
T(Σ, R)
) ≤ Voln−1(Σ)∫
ξ∈S0
∫ R
0
(
cδ(τ)− 〈η, ξ〉sδ(τ)
)n−1
dτ dξ (2.14)
where the 0-sphere S0 resides in TpΣ
⊥ and the integrand is taken to be zero when
(
cδ(τ)− 〈η, ξ〉sδ(τ)
)n−1
is negative [21, Theorem 2.1]. Of the two vectors comprising S0, one component points into A and the other
into B; denote these components ξAp and ξ
B
p respectively and similarly for ξ
D
p . Then the right hand side of
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(2.14) is equal to
Voln−1(Σ)
(∫ R
0
(
cδ(τ)− 〈η, ξAp 〉sδ(τ)
)n−1
dτ +
∫ R
0
(
cδ(τ)− 〈η, ξBp 〉sδ(τ)
)n−1
dτ
)
.
It follows that for t ∈ (0,∞),
Voln
(
d−1(0, t)
) ≤ Voln−1(Σ) ∫ t
0
(
cδ(τ)− 〈η, ξDp 〉sδ(τ)
)n−1
dτ. (2.15)
Now either 〈η, ξDp 〉 = H or 〈η, ξDp 〉 = −H for every p ∈ Σ0. Either way, from (2.15), we have
Voln
(
d−1(0, t)
) ≤ Voln−1(Σ)∫ t
0
(
cδ(τ) +Hsδ(τ)
)n−1
dτ. (2.16)
Further, since M is compact, the integrand on the right hand side is positive up until some value t = t1 > 0,
whereas for any t2 > t1, we have d
−1(0, t2) − d−1(0, t1) = ∅. So t > 0 can be as large as necessary and the
inequality (2.16) will still hold. This gives
Voln
(
d−1(0, t)
)
= Voln
(
d−1(0, t)− C) ≤ Voln−1(Σ) ∫ t
0
Jδ(τ,H)dτ
≤ h(M)Voln(D)
∫ t
0
Jδ(τ,H)dτ
and Voln−1
(
d−1(τ)
) ≤ Voln−1(Σ)Jδ(τ,H). So then we have
Jδ(τ,H) =
(
cδ(τ) +Hsδ(τ)
)n−1 ≤ (cδ(τ) + υsδ(τ))n−1 = Jδ(τ, υ).
This gives
Voln−1(d−1(τ)) ≤ Voln−1(Σ)Jδ(τ,H) ≤ Voln−1(Σ)Jδ(τ, υ).
2.5 Distance Functions and Level Sets
To prove the upper bounds on λk(M) in terms of h(M) for k > 1 in Theorem 1.3.3, we will need a lower
bound on Voln−1
(
d−1(τ)
)
in terms of Voln−1(Σ). Recall the definition of T from Section 1.3.1 and that
D = A when λk(A) ≥ λk(B) and D = B otherwise. We prove the following lemma:
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Lemma 2.5.1. With M,D,Σ, and d as above,
Voln−1
(
d−1(τ)
)
Voln
(
d−1(τ,∞)) ≥ Voln−1(Σ)Voln(D)
for τ ∈ (0, T ) almost everywhere.
We will prove Lemma 2.5.1 by proving three related lemmas. Specifically, Lemma 2.5.2 will help prove
Lemma 2.5.3, while Lemmas 2.5.3 and 2.5.4 will help prove Lemma 2.5.5. Finally, Lemma 2.5.5 will be used
to prove Lemma 2.5.1.
Lemma 2.5.2. If Voln
(
d−1(τ,∞)) = 0 for τ > 0, then τ ≥ T .
Proof of Lemma 2.5.2. Suppose τ < T . Then
Voln
(
d−1(0, τ)
)
=
∫ τ
0
Voln−1
(
d−1(x)
)
dx ≤
∫ τ
0
Voln−1(Σ)Jδ(x) dx
<
∫ T
0
Voln−1(Σ)Jδ(x) dx
=
Voln−1(Σ)
h
= Voln−1(A) ≤ Voln−1(D),
by Lemma 2.4.5 and since Jδ(x) > 0 for x ≥ 0. Thus, Voln
(
d−1(τ,∞)) > 0.
Lemma 2.5.3. For any non-empty open set E ⊆ (0, T ), we have that ∫
E
Voln−1
(
d−1(x)
)
dx > 0.
Proof of Lemma 2.5.3. By Lemma 2.5.2, there must be a point of D at least distance T from Σ. Since
d is continuous, the interval [0, T ] is contained in d(D); hence d−1(E) is a non-empty open subset of D. As
such, it contains an open geodesic ball and, thus,
∫
E
Voln−1
(
d−1(x)
)
dx = Voln
(
d−1(E)
)
> 0.
Lemma 2.5.4. Let C = C(Σ) be the cut locus of Σ in M . Then C ∩ d−1(τ) has (n− 1)-Hausdorff measure
zero for τ ∈ R almost everywhere.
Proof of Lemma 2.5.4. Since ‖grad(d)‖ = 1 almost everywhere, the coarea formula gives:
Voln(C) =
∫ ∞
−∞
Voln−1
(
C ∩ d−1(τ)) dτ.
Therefore, since Voln(C) = 0, if follows that Voln−1
(
C ∩ d−1(τ)) = 0 almost everywhere for τ ∈ R.
Lemma 2.5.5. Let M and T be as previously defined. Then for Lebesgue almost everywhere τ ∈ (0, T ),
h(M) ≤ Voln−1
(
d−1(τ)
)
min
{
Voln
(
d−1(−∞, τ)),Voln(d−1(τ,∞))} .
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Proof of Lemma 2.5.5. Because ‖grad(d)‖ = 1 almost everywhere on M , the slicing lemma tells us that
d−1(τ) is an (n− 1)-rectifiable current for almost every τ ∈ (0, T ); see Krantz and Parks [23, Lemma 7.6.1]
or Simon [34, 28.1 Lemma]. Since d−1(τ) is the boundary of d−1[τ,∞), it follows that d−1[τ,∞) is an
integral current for almost every τ ∈ (0, T ). So then the Approximation Theorem, see Federer [16, 4.2.20]
and Morgan [31, 7.1], gives the following. For all  > 0, there exists a finite simplicial complex P which
is smoothly embedded in M , such that d−1(τ) = P + E where the current E is such that Voln−1(E) < .
It follows that Voln−1
(
d−1(τ) − P ) < . Further, since P has codimension-1 in M , it is well-known that
P can be approximated by smooth submanifolds Sδ0 such that Voln−1
(
P − Sδ0
)
< δ. Then we have that
Voln−1
(
Στ −Sδ0
)
< +δ0. Taking δ0 and  to be arbitrarily small, by the definition of the Cheeger constant,
we have that
h(M) ≤ Voln−1
(
d−1(τ)
)
min
{
Voln
(
d−1(−∞, τ)),Voln(d−1(τ,∞))} ,
since Voln
(
d−1(−∞, τ)) and Voln(d−1(τ,∞)) are strictly greater than or equal to zero for all τ ∈ (0, T ) by
Lemma 2.5.3.
Now we will use Lemma 2.5.5 to prove Lemma 2.5.1.
Proof of Lemma 2.5.1. Here we apply Lemma 2.5.5. Since Σ has the property that h(M) = Voln−1(Σ)/Voln(A),
Lemma 2.5.5 gives that
Voln−1(Σ)
Voln(A)
≤ Voln−1
(
d−1(τ)
)
min
{
Voln
(
d−1(−∞, τ)),Voln(d−1(τ,∞))} (2.17)
is true for Lebesegue τ ∈ (0, T ) almost everywhere. Working off of (2.17), we have two cases for almost every
fixed τ ∈ (0, T ).
1. First, we assume that Voln
(
d−1(τ,∞)) ≤ Voln(d−1(−∞, τ)). Then we have
Voln−1(Σ)
Voln(D)
≤ Voln−1(Σ)
Voln(A)
≤ Voln−1
(
d−1(τ)
)
Voln
(
d−1(τ,∞)) .
So we have verified equation (3.14) in this case.
2. We now assume that Voln
(
d−1(τ,∞)) > Voln(d−1(−∞, τ)). Then we have
Voln−1(Σ)
Voln(A)
≤ Voln−1
(
d−1(τ)
)
Voln
(
d−1(−∞, τ)) = Voln−1
(
d−1(τ)
)
Voln
(
d−1(τ,∞)) . (2.18)
But in this case, since Voln(D
C) + Voln
(
d−1(0, τ)
)
< Voln(D) − Voln
(
d−1(0, τ)
)
, we have that
Voln(D
C) < Voln(D) because Voln
(
d−1(0, τ)
)
> 0. So we conclude that DC = A and D = B.
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So d takes (0,∞) to B. Then (2.18) becomes
Voln−1(Σ)
Voln(A)
≤ Voln−1
(
d−1(τ)
)
Voln(A) + Voln
(
d−1(0, τ)
)
and we can multiply both sides by Voln(A) + Voln
(
d−1(0, τ)
)
to obtain
(
1 +
Voln
(
d−1(0, τ)
)
Voln(A)
)
Voln−1(Σ) ≤ Voln−1
(
d−1(τ)
)
. (2.19)
It follows from (2.19) that
Voln−1(Σ) ≤ Voln−1
(
d−1(τ)
)
. (2.20)
Combining (2.20) with the trivial fact that Voln(D) ≥ Voln
(
d−1(τ,∞)), gives the result for this case.
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Chapter 3
Upper Bounds as Eigenvalues of
Sturm-Liouville Problems
In this section, we will give upper bounds for the spectrum of the Laplacian on M in terms of the Cheeger
constant using one-dimensional, regular Sturm-Liouville eigenvalue problems. In particular, the Rayleigh
quotients for λk(M) are bounded above by Rayleigh quotients of functions on certain compact intervals.
The Rayleigh quotient for these functions uses weighted inner products where the weights depend on h(M).
We can then apply the spectral theorem to give the existence of the eigenvalues of each Rayleigh quotient
and show that the corresponding eigenfunctions satisfy a regular Sturm-Liouville eigenvalue problem.
3.1 Sturm-Liouville Problems
We focus on Sturm-Liouville eigenvalue problems (or Sturm-Liouville problems) on the interval (0, T ).1 Our
examples will consist of an operator of the form
Li = − 1
wi(τ)
d
dτ
(
p(τ)
d
dτ
)
.
where p and wi are the weight functions defined in Section 1.3.1 as
p(τ) = w1(τ) = Jδ(τ) =
(
cδ(τ) + υsδ(τ)
)n−1
,
w2(τ) = 1− h
∫ τ
0
Jδ
(
x, υ(h)
)
dx.
Denote by ωi(h) the Sturm-Liouville problem on (0, T ) given by
Liu = λu, u(0) = 0, u
′(T ) = 0.
1We follow the convention of Zettl [35], writing Sturm-Liouville problems on the open interval (0, T ) even though the
functions depend on the end points 0 and T .
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3.2 Application of the Spectral Theorem
In this section, we prove the following lemma which will help us prove Theorem 1.3.3.
Lemma 3.2.1. For i = 1, 2, there exist eigenfunctions ϕj which satisfy the Sturm-Liouville problem ωi(h)
so that ϕj is smooth for each j ∈ N and ϕj(T ) 6= 0. In addition,
λj
(
ωi(h)
)
=
∫ T
0
(
ϕ′j
)2
p dτ∫ T
0
(ϕj)
2
w dτ
. (3.1)
To prove Lemma 3.2.1, we will apply the version of the spectral theorem stated in Appendix 6.4. In doing
so, we define the following Hilbert spaces which will correspond to our application of the spectral theorem.
Let Hi = L2([0, T ], wi dτ) with inner product given by
(ψ1, ψ2)Hi =
∫ T
0
ψ1ψ2wi dτ.
Further, define Ki = {ψ ∈ H1([0, T ]; p dτ, wi dτ) : ψ(0) = 0} and with inner product given by
(ψ1, ψ2)Ki =
∫ T
0
(
ψ′1ψ
′
2p+ ψ1ψ2wi
)
dτ.
Then ai(ψ1, ψ2) = (ψ1, ψ2)Ki is a bilinear, continuous, symmetric, and elliptic form from Ki × Ki to R for
i = 1, 2.
Proof of Lemma 3.2.1. We fix i = 1 or 2 and drop it from the notation, so e.g. K = Ki. Note that K is
continuously, densely, and compactly imbedded in H. This follows from the classical imbedding of H1 into
L2 and the equivalence of the K-norm with the H1-norm and the H-norm with the L2-norm since the weight
functions p and wi are positive almost everywhere on the compact interval [0, T ]. Letting λj := γj − 1 in
the statement of the spectral theorem, given as Theorem 6.4.1 in Appendix 6.4, gives the existence of an
orthonormal basis {ϕj} of weak eigenfunctions ϕj ∈ K satisfying
(ϕj , v)K = (λj + 1)(ϕj , v)H (3.2)
for all v ∈ K.
We now argue that the ϕj satisfy the Sturm-Liouville equations and ϕj(T ) 6= 0 and ϕ′j(T ) = 0. Rewrite
(3.2) as ∫ T
0
ϕ′jv
′p dτ = λj
∫ T
0
ϕjvw dτ. (3.3)
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Because p, w ∈ C∞[0, T ], the elliptic regularity theorem guarantees that ϕj ∈ C∞[0, T ], so we can integrate
the left side of (3.3) by parts for all v ∈ K. This gives
ϕ′jpv
∣∣T
0
−
∫ T
0
(ϕ′jp)
′v dτ = λj
∫ T
0
ϕjwv dτ. (3.4)
Choosing v to be in H10 [0, T ], ∫ T
0
−(ϕ′jp)′v dτ = λj
∫ T
0
ϕjwv dτ (3.5)
since we have v(0) = v(T ) = 0. So then, (3.5) is equivalent to
∫ T
0
(
(ϕ′jp)
′ + λjϕjw
)
v dτ = 0. (3.6)
Now (3.6) is true for all v ∈ H10 [0, T ] and H10 [0, T ] is dense in L2[0, T ], so by approximation in L2[0, T ],
Lϕj = λjϕj (3.7)
pointwise on (0, T ).
We now show that ϕj satisfies the Neumann boundary condition at the right endpoint of [0, T ]. We have
just shown that the pointwise eigenvalue equation (3.7) holds on (0, T ), so its weak form (3.4) simplifies to
show that ϕ′jpv
∣∣T
0
= 0. Since v(0) = 0, we have ϕ′j(T )p(T )v(T ) = 0. Choosing a v ∈ K with v(T ) 6= 0 gives
ϕ′j(T )p(T ) = 0. Since p(T ) > 0 we must have the natural boundary condition ϕ
′
j(T ) = 0.
It remains to show that ϕj(T ) 6= 0. Since ϕj satisfies a second order linear ordinary differential equation
with smooth coefficients, by existence and uniqueness of ordinary differential equations, if both ϕj(T ) = 0
and ϕ′j(T ) = 0, then ϕj ≡ 0. But then ϕj is not an eigenfunction, a contradiction. So we conclude that
ϕj(T ) 6= 0.
The statement (3.1) follows from combining (3.3) with the following observations to conclude that v = ϕj :
write v =
∑∞
j=1(v, ϕj)Hϕj in (3.2), recall that the ϕj are orthogonal to one another in H, and then note
the well-ordering of the λj corresponding of ϕj . Since we have shown the equivalence of (3.3) with the
Sturm-Liouville problem ω(h), the result holds.
Remark. Note that Theorem 1.3.3 holds when T is replaced by any t ∈ R with 0 < t < T . Since any test
function g on [0, t] can be extended to a test function on [0, T ] by g(τ) = g(t) for τ ∈ (t, T ], one can conclude
that ∫ T
0
(g′)2p dτ∫ T
0
g2wi dτ
≤
∫ t
0
(g′)2p dτ∫ t
0
g2wi dτ
.
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.3.3 Proof of Theorem 1.3.3.
We begin with the case of λ1
(
ω1(h)
)
. We wish to minimize the Rayleigh quotient given in the expression
(2.9) which is ∫∞
0
(
g′(τ)
)2
Voln−1
(
d−1(τ)
)
dτ∫∞
0
g2(τ)Voln−1
(
d−1(τ)
)
dτ
. (3.8)
Restricting to test functions where g(τ) = g(T ) for all τ ≥ T , we have that (3.8) is equal to
∫ T
0
(
g′(τ)
)2
Voln−1
(
d−1(τ)
)
dτ∫ T
0
(
g2(τ)− g2(T ))Voln−1(d−1(τ)) dτ + g2(T )Voln(D) (3.9)
Now we follow Buser in applying the Heintze-Karcher comparison theorem [21]. In particular, we wish
to compare equation (3.9) to the quotient
∫ T
0
(
g′(τ)
)2
Jδ(τ, υ) dτ∫ T
0
g2(τ)Jδ(τ, υ) dτ
. (3.10)
By Heintze and Karcher [21], see our Lemma 2.4.5, we have
Voln−1
(
d−1(τ)
) ≤ Voln−1(Σ)Jδ(τ, υ).
The eigenfunction g = ϕ1 of the Sturm-Liouville problem ω1(h) satisfies (pg
′)′ = −λ1wg on (0, T ) with
g(0) = 0. Theorem 0 in Everitt, Kwong, and Zettl [15] shows that since Jδ(τ, υ) ≥ 0 for τ ∈ (0, T ), the
number of zeros of the eigenfunction corresponding to λ1 of the quotient (3.10) is zero. Therefore, we may
assume that g ≥ 0 on (0, T ). Hence (pg′)′ ≤ 0 and so pg′ is decreasing on (0, T ). Since g′(T ) = 0, we
conclude that pg′ ≥ 0 on (0, T ), so g′ ≥ 0.
Because g is monotone increasing on (0, T ), we have that g2(τ) ≤ g2(T ) for all τ ∈ [0, T ], and so
∫ T
0
(
g2(τ)− g2(T ))Voln−1(Στ ) dτ ≥ Voln−1(Σ)∫ T
0
(
g2(τ)− g2(T )) Jδ(τ, υ) dτ (3.11)
by Lemma 2.4.5. Thus, equation (3.9) is bounded above by
Voln−1(Σ)
∫ T
0
(
g′(τ)
)2
Jδ(τ, υ) dτ
Voln−1(Σ)
∫ T
0
(
g2(τ)− g2(T ))Jδ(τ, υ) dτ + g2(T )Voln(D) . (3.12)
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Further, because Voln(A) ≤ Voln(D) and
Voln(A)
Voln−1(Σ)
=
1
h
=
∫ T
0
Jδ(τ, υ) dτ,
we have that (3.12) is bounded above by
∫ T
0
(
g′(τ)
)2
Jδ(τ, υ) dτ∫ T
0
(
g2(τ)− g2(T ))Jδ(τ, υ) dτ + g2(T ) Voln(A)Voln−1(Σ) =
∫ T
0
(
g′(τ)
)2
Jδ(τ, υ) dτ∫ T
0
g2(τ)Jδ(τ, υ) dτ
= λ1
(
ω1(h)
)
. (3.13)
The result follows for λ1(M) by the second statement in Lemma 3.2.1 since Jδ(τ, υ) = p1 = w.
For the case of λk
(
ω1(h)
)
, when g does not correspond to the minimum non-zero value of the Rayleigh
quotient (3.8), we cannot guarantee that g satisfies g2(τ) ≤ g2(T ) for all 0 < τ < T and hence (3.11) may
not hold.2 From Lemma 2.5.1, we have that
(
1− Voln
(
d−1(0, τ)
)
Voln(D)
)
Voln−1(Σ) ≤ Voln−1
(
d−1(τ)
)
(3.14)
for almost every τ ∈ (0, T ). Further, by Lemma 2.4.5, we have
Voln
(
d−1(0, τ)
)
=
∫ τ
0
Voln−1
(
d−1(x)
)
dx ≤ Voln−1(Σ)
∫ τ
0
Jδ(x, υ) dx. (3.15)
It follows from (3.15) that
Voln
(
d−1(0, τ)
)
Voln(D)
≤ Voln−1(Σ)
∫ τ
0
Jδ(x, υ) dx
Voln(D)
≤ Voln−1(Σ)
Voln(A)
∫ τ
0
Jδ(x, υ) dx
= h
∫ τ
0
Jδ(x, υ) dx.
(3.16)
Combining (3.14) and (3.16), we get
(
1− h
∫ τ
0
Jδ(x, υ) dx
)
Voln−1(Σ) ≤ Voln−1
(
d−1(τ)
)
almost everywhere on (0, T ). Therefore, we use this to decrease the denominator in equation (3.8) to give
2In fact, I computed many numerical examples of higher eigenfunctions which fail to have this property.
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the upper bound
∫ T
0
(
g′(τ)
)2
Jδ(τ, υ) dτ∫ T
0
g2(τ)
(
1− h ∫ τ
0
Jδ(x, υ) dx
)
dτ
=
∫ T
0
(
g′(τ)
)2
p(τ) dτ∫ T
0
g2(τ)w2(τ) dτ
= λk
(
ω2(h)
)
.
The result for ω2(h) above holds by the second statement of Lemma 3.2.1. This concludes the proof.
3.4 Upper Bounds of λk as Functions of h
The Sturm-Liouville problem ωi(h) is regular, meaning that p, wi > 0 with p, wi continuous functions
on [0, T ]. Further, ωi(h) has homogeneous, self-adjoint separated boundary conditions, meaning that the
boundary conditions can be written as N1Y (0) + N2Y (T ) = 0 where Y =
[
y
py′
]
and N1 and N2 are 2 × 2
matrices with real entries. Since w(x)Li is a formally self-adjoint differential operator, ωi(h) is separated and
self-adjoint as an Sturm-Liouville problem. This classification of ωi(h) allows us to apply several results from
Sturm-Liouville theory to observe some properties of λk
(
ωi(h)
)
when considered as a function of h ∈ (0,∞).
Recall that p, wi, and T depend on h, so we may write
λk
(
ωi(h)
)
= λk
(
ωi
(
T (h), 1/p(h), wi(h)
))
where the left endpoint of the Sturm-Liouville problem is fixed at 0 and T (h) is the right endpoint of the
Sturm-Liouville problem. The fact that λk
(
ωi(h)
)
are real-valued follows from a result of Atkinson [3] or from
Everitt, Kwong, and Zettl [15]. The conclusion that the λk
(
ωi(h)
)
are continuous can be concluded from a
result of Kong, Wu, and Zettl [22], which gives the continuity of an Sturm-Liouville problem with respect to
a single constraint, such as an endpoint of a weight function like p or wi, which is considered as a continuous
variable of the Sturm-Liouville problem. Specifically, we have 1/p(τ) ∈ L1(0, T ) and wi(τ) ∈ L1(0, T ), so
then the function λk
(
ωi(T, 1/p, w)
)
is continuous in each component of ωi. Further T, 1/p, wi are continuous
in the variable h, so it follows that λk
(
ωi(h)
)
must be continuous in h.
To show the differentiability of λk
(
ωi(h)
)
for h ∈ (0,∞) almost everywhere, one can consider results of
Kong, Wu, and Zettl [22] and Mo¨ller and Zettl [29]. Specifically, by applying these results along with the
chain rule to λk
(
ωi(h)
)
, one can give implicit formulas for dλkdh (ωi) in terms of these functions and normalized
eigenfunctions of ωi(h). We omit these details since we do not have a use for such a formula herein.
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Chapter 4
The First Eigenfunction and the
Riemann Differential Equation
While there are many techniques for estimating eigenvalues of Sturm-Liouville problems, it is interesting to
consider how the eigenfunctions for our Sturm-Liouville problems are related to other well-studied differential
equations. This section is motivated by a comment of Agol in [1], specifically that he did not know how to
solve the differential equation in Theorem 1.3.1 except when n = 3. We will prove Theorem 1.3.2, which
says that if ϕ1 is the first non-zero eigenfunction with eigenvalue λ = λ1
(
ω1(h)
)
, then the scaled function
y = ϕ1p
1/2 satisfies a Riemann differential equation which depends on λ. One can conclude that the branches
of y in C ∪ {∞} are given by hypergeometric functions. Further, the function y herein is the same function
which appears in Agol’s Theorem 1.3.1 in [1]. To this end, we will provide a proof of Agol’s Theorem 1.3.1,
although our proof appeals to Theorem 1.3.3.
4.1 The Riemann Differential Equation
We now give some background on the Riemann differential equation which is related to Agol’s differential
equation in Theorem 1.3.1. With respect to the notation, we will follow the conventions of Poole [32]. To
define the Riemann differential equation, we consider distinct a, b, c ∈ C which will correspond to the regular
singularities of the equation and we will denote their associated local exponents by {α, α′}, {β, β′}, {γ, γ′}
where α+ α′ + β + β′ + γ + γ′ = 1. Define q1 and q2 by the following:
q1(x) := (1− α− α′)/ (x− a)
+(1− β − β′)/ (x− b)
+(1− γ − γ′)/ (x− c),
q2(x) :=
(
αα′(a− b)(a− c)(x− b)(x− c)
+ ββ′(b− c)(b− a)(x− a)(x− c)
+γγ′(c− a)(c− b)(x− a)(x− b))/
(x− a)2(x− b)2(x− c)2.
(4.1)
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Then the Riemann differential equation is given by
d2y
dx2
+ q1(x)
dy
dx
+ q2(x)y = 0. (4.2)
Solutions of (4.2) are branches of the corresponding Riemann P -function written as
P

a c b
α′ γ′ β′ x
α γ β
 .
See Poole for additional details on the Riemann differential equation and the P -function [32].
4.2 Test Functions Satisfying a Riemann Differential Equation
Let q = q(n, λ) = n−1−2λ2 , r = r(n) =
(n−1)(n−3)
4 , and s = q + r. Further, let a =
υ+1
υ−1 , and b = e
2T υ+1
υ−1 .
Recall the weight function introduced in Section 1:
p(τ, υ) =
(
cosh(τ) + υ(h) sinh(τ)
)n−1
,
for an upper bound on mean curvature υ(h). Then we have that J¯ = J1/2 = p1/2 for and T ∈ (0,∞) is
defined implicitly by
1
h
=
∫ T
0
J¯(τ, υ)dτ.
We will show that the scaled test function y = gJ¯ satisfies a Riemann differential equation on [a, b]. This
allows us to give a proof for the reformulation of Agol’s Theorem 1.3.1 given in Theorem 1.3.2. Claims 4.2.1
and 4.2.2 and Lemma 4.2.1 below are all that are required to complete the proof of Theorem 1.3.2.
Claim 4.2.1. The regular singularities of the differential equation (1.2),
y′′(z) +
1
z
y′(z)− q(z − 1)
2 + r(z + 1)2
4z2(z − 1)2 y(z) = 0
in C ∪ {∞}, are 0, 1,∞. Further, (1.2) is Fuchsian, i.e. all its singular points are regular singularities.
Proof of Claim 4.2.1. Define ρ1(z), ρ2(z) to be such that (1.2) can be written in the form
d2y
dz2
+ ρ1(z)
dy
dz
+ ρ2(z)y = 0. (4.3)
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It is well known that a point P ∈ C is not a regular singularity if and only if the ρi in (4.3) do not have
a pole at P . Further, a point P ∈ C is a regular singularity if and only if limz→P (z − P )iρi(z) exists for
i = 1, 2 and ∞ is a regular singularity if and only if limz→∞ ziρi(z) exists for i = 1, 2. These details are
given in references such as Beukers [7]. Applying a partial fraction decomposition to ρ2(z) in (4.3), we have
ρ2(z) = −
[
r
(z − 1)2 −
r
z − 1 +
s
4z2
+
r
z
]
. (4.4)
Thus, from (4.3) and (4.4), the only poles of the ρi are located at 0, 1 ∈ C. So it suffices to check the points
0, 1,∞ ∈ C ∪ {∞} for being regular singularities of (4.6). The limits limz→P (z − P )iρi(z) exist for P = 0, 1
and i = 1, 2, so 0 and 1 are regular singularities of (4.3). Since ρ1(z) behaves like
1
z at ∞ and ρ2(z) behaves
like 1z2 at ∞, the limit of ziρi(z) as z goes to ∞ exists for i = 1, 2 and we conclude that ∞ is a regular
singularity of (4.3).
Claim 4.2.2. The local exponents of the regular singularities 0, 1,∞ for equation (1.2) are respectively
{
−
√
s
2 ,
√
s
2
}
,
{
1−√1+4r
2 ,
1+
√
1+4r
2
}
,
{
−
√
s
2 ,
√
s
2
}
.
Proof of Claim 4.2.2. Recall that the local exponents of a regular singularity are the roots of the indicial
equation corresponding to the singularity. The form for the indicial equation for a singularity t ∈ C is given
by
X(X − 1) + a1,tX + a2,t = 0
while the form of the indicial equation for the singularity at ∞ is
X(X + 1)− a1,∞X + a2,∞ = 0.
Local exponents for each singularity are given by the roots of the respective indicial equation. Using the
following limits, the local exponents are given by routine calculations. For x at 0, we have
a1,0 = lim
x→0
xρ1(x) = 1, a2,0 = lim
x→0
x2ρ2(x) = −s
4
For x at 1, we have
a1,1 = lim
x→1
(x− 1)ρ1(x) = 0, a2,1 = lim
x→1
(x− 1)2ρ2(x) = −r
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For x at ∞, we have
a1,∞ = lim
x→∞xρ1(x) = 1, a2,∞ = limx→∞x
2ρ2(x) = −s
4
The claim follows.
Lemma 4.2.1. The equation
y′′(z) +
1
z
y′(z)− q(z − 1)
2 + r(z + 1)2
4z2(z − 1)2 y(z) = 0,
can be realized as an example of Riemann’s differential equation. As a consequence, branches of the corre-
sponding Riemann P -function solve the differential equation.
Proof of Lemma 4.2.1. We must show that q1(z) =
1
z and q2(z) = − q(z−1)
2+r(z+1)2
4z2(z−1)2 . Since ∞ is a
singularity of (1.2), we must take the limit as the corresponding singularity in the formulation of (4.2) goes
to ∞. Thus, with an abuse of notation, we let c =∞.
Now since c is linear in both the numerator and denominator of q1(x), we have that
q1(x) = lim
c→∞
(1− α− α′)(x− b)(−c) + (1− β − β′)(x− a)(−c)
(x− a)(x− b)(−c)
=
(1− α− α′)(x− b) + (1− β − β′)(x− a)
(x− a)(x− b) .
(4.5)
Similarly, c is quadratic in both the numerator and denominator of q2(x), the same argument as in (4.5)
gives
q2(x) =
αα′(a− b)(x− b) + ββ′(b− a)(x− a) + γγ′(x− a)(x− b)
(x− a)2(x− b)2 .
Choose singularities a = 0 and b = 1 in (4.1). Letting
α = −
√
s
2 , α
′ =
√
s
2 ,
β = 1−
√
1+4r
2 , β
′ = 1+
√
1+4r
2 ,
γ = −
√
s
2 , γ
′ =
√
s
2 ,
a routine calculation gives the result.
We are now ready to prove Theorems 1.3.1 and 1.3.2.
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4.3 Proof of Theorem 1.3.1 and Theorem 1.3.2.
We will show that these theorems follow from Theorem 1.3.3; consider the differential equation −(u′p)′ =
λuw1 corresponding to ω1(h). Since J¯ = p
1/2, then we can write −(u′p)′ = λuw1 as −(u′J¯2)′ = λuJ¯2.
Letting u = y/J¯ , we have that
y′′ =
(
J¯ ′
J¯
− λ(h)
)
y.
The Dirichlet condition y(a) = 0 is given by the Dirichlet boundary condition on u; in other words, u(0) = 0.
The normalization y(b) = J¯(T ) follows from the fact that since u(T ) 6= 0 in the Sturm-Liouville equation,
we can normalize u so that u(T ) = 1. Finally, the Neumann condition y′(b) = J¯ ′(T )/2b follows from the
Neumann condition u′(T ) = 0 in the Sturm-Liouville equation since
u′(T ) =
J¯(T )y′(T )− y(T )J¯ ′(T )
J¯2(T )
= 0.
This completes a proof of Agol’s Theorem 1.3.1.
Now suppose that our mean curvature bound on Σ satisfies υ 6= 1. It is a routine computation to see
that the Sturm-Liouville equation gives
y′′ −
[
q + r
(
(υ + 1)e2τ + (υ − 1)
(υ + 1)e2τ − (υ − 1)
)2]
y = 0.
Note that (υ+ 1)e2τ − (υ− 1) 6= 0 since τ ≥ 0. Making the substitution z = e2τ υ+1υ−1 , where υ 6= 1, a routine
computation gives
d2y
dz2
+ ρ1(z)
dy
dz
+ ρ2(z)y = 0. (4.6)
where ρ1(z) =
1
z and ρ2(z) = − q(z−1)
2+r(z+1)2
4z2(z−1)2 .
Recall that s = q + r. It follows from Claims 4.2.1 and 4.2.2 and Lemma 4.2.1 that the differential
equation (4.6) is of the form of Riemann’s differential equation, and thus, the solutions of (4.6) are given by
branches of the Riemann P -function. This completes the proof.
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Chapter 5
Examples and Applications
5.1 Examples
In practice, one might wish to estimate λk(M) from above using h(M). We consider three simple examples
where both quantities are known explicitly and consider an Sturm-Liouville problem ω(h) given by finding
an appropriate scaling function J and give λk
(
ω(h)
)
.
Example 5.1.1. The 1-sphere, S1, with the metric induced by embedding it in R2 with radius 1. The
eigenvalues are of the form λ(S1) = j2 with multiplicity j + 1 for j ∈ N.
Here Σ is the set of two antipodal points on S1. Further, Vol0(Σ) = Vol0
(
d−1(τ)
)
= 2 for τ ∈ [0, pir2 ), so
we can take J(τ) = 1 to be our scaling function for Vol0
(
d−1(τ)
)
in terms of Vol0(Σ). Now since h(S
1) = 2pi ,
we have T = 1h =
pi
2 . This gives the following Sturm-Liouville problem ω on
(
0, pi2
)
:
−(u′)′ = λu, u(0) = 0, u′
(pi
2
)
= 0.
Since solutions of ω are of the form u(τ) = C sin
(
(1+2j)τ
)
for j ∈ N and C ∈ R, we have λk(ω) = (1 + 2k)2.
While λ1(M) = 1 and λ1
(
ω(h)
)
= 9, the higher eigenvalues both grow like k2.
Example 5.1.2. The 2-sphere, S2, with the metric induced by embedding it in R3 with radius 1. Eigenvalues
are of the form λ(S2) = j(j + 1) with multiplicity
(
j+2
2
)− (j2) for j ∈ N.
Here Σ is a great circle and Vol1(Σ) = 2pi. Further, Vol1
(
d−1(τ)
)
= 2pi cos (τ) for τ ∈ [0, pi2 ). Taking
J(τ) = cos (τ), we have that Vol1
(
d−1(τ)
)
= J(τ)Vol1(Σ). Since h(S
2) = 1, it follows that T = sin−1
(
1
h
)
=
pi
2 . This gives the following Sturm-Liouville problem ω on
(
0, pi2
)
:
−( cos(τ)u′)′ = λ cos(τ)u, u(0) = 0, u′ (pi
2
)
= 0.
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Using SLEIGN2, the eigenvalues of this Sturm-Liouville problem are
λ = 2, 12, 30, 56, 90, 132, 182, 240, 306, 380, 462, 552, 650, . . .
Example 5.1.3. The n-torus Tn = Rn/Zn. Let ~v ∈ Zn, then eigenvalues are of the form λ(Tn) = (2pi‖~v‖)2
where each eigenvalue has multiplicity n.
Here Σ can be given by the planes
{
(x1, . . . , xn) : xn = 0
}
and
{
(x1, . . . , xn) : xn =
1
2
}
in the fundamental
region [0, 1)× · · · × [0, 1) in Rn. So then we have h(Tn) = 4 and Voln−1(Σ) = Voln−1
(
d−1(τ)
)
= 2 for each
distance τ ∈ [− 14 , 14) off of Σ, so we take J(τ) = 1. It follows that T = 1h = 14 . This gives the following
Sturm-Liouville problem ω on
(
0, 14
)
:
−(u′)′ = λu, u(0) = 0, u′
(
1
4
)
= 0.
Since solutions of ω are of the form u(τ) = C sin
(
2pi(1 + 2j)τ
)
for j ∈ N and C ∈ R, we have λk(ω) =(
2pi(1 + 2k)
)2
.
5.2 When M is not Symmetric About Σ
In examples where the geometry of M is not symmetric about Σ, it may be possible to take a scaling function
J which is also not symmetric about Σ. Using the methods of Sections 2 and 3, such a J can be used to
give two distinct Sturm-Liouville problems, ωA so that λk(A) ≤ λk(ωA) and ωB so that λk(B) ≤ λk(ωB).
Denote by Spec(A), the set of eigenvalues with multiplicites of the Laplacian on A with Dirichlet BC
on ∂A = Σ and let Spec(B) be defined similarly for B. Then, it is a simple consequence of the Poincare´
principle that
λ2k−1(M) ≤ inf
S
sup
λ∈S
Spec(A)
⊔
Spec(B) (5.1)
where S ⊂ Spec(A)⊔Spec(B) with |S| = 2k. In examples where Spec(A) 6= Spec(B), it is straight-forward
to see that applying (5.1) in place of (2.1) in Proposition 2.2.1, for some choice of l, gives sharper upper
bounds for some of the values λk(M).
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Chapter 6
Appendix
This section contains a brief description of background material used herein.
6.1 Sobolev Spaces
We remind the reader of basic definitions of Sobolev spaces. For multi-index α and function u, let Dαu
denote the weak derivative of u with respect to α. Recall that the Sobolev space Hk(M) is the completion
of the set {u ∈ C∞(M) : ‖u‖k,2 <∞} where
‖u‖k,2 =
∑
0≤|α|≤k
(∫
M
|Dαu|2 dx
)1
2
.
Further, W k,2(M) are functions u ∈ L2(M) such that Dαu exists and belongs to L2(M) for all 0 ≤ |α| ≤ k.
Meyers and Serrin [28] showed that Hk(M) = W k,2(M) and so we may use the two descriptions interchange-
ably as is convenient. For a manifold with boundary D, we take Hk0 (D) to be the functions f ∈ Hk(D) such
that f |∂D ≡ 0, or equivalently, as the completion of the set C∞c (M) with respect to the Sobolev norm. For
additional background on Sobolev spaces, see Evans and Gariepy [14] or Hebey [20].
6.2 Background on Rectifiable Currents
An (n − 1)-dimensional rectifiable current Σ is an oriented subset of M that is rectifiable in the Hausdorff
measure Voln−1. That is, Σ ⊂ M is a countable union of Lipschitz images of bounded subsets B∗ in Rn−1
with Voln−1(B∗) <∞, ignoring sets of Hausdorff (n− 1)-measure 0. When we say Σ has compact support,
we think of Σ as a function on (n− 1)-forms φ given by
Σ(φ) =
∫
Σ
〈~S(x), φ(x)〉µ(x)dVoln−1
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where ~S is the unit normal vector associated with the oriented tangent plane to Σ at x and µ(x) is an integer
multiplicity, a nonnegative, integer-valued function with
∫
Σ
µ(x)dVoln−1 <∞.
For the currents we study, µ(x) = 1 for all x ∈ Σ, so that the mass of Σ is exactly the (n− 1)-volume of Σ.
Further, 〈~S(x), φ(x)〉 = φ(x)
(
~S(x)
)
is the pairing of the differential form φ(x) applied to the vector ~S(x).
The reader might wish to consult Federer [16] and Morgan [31] or Simon [34] for an overview of rectifiable
currents.
6.3 Fermi Coordinates and the Cut Locus
We remind the reader of the definition of the cut locus of Σ and the associated Fermi coordinates. The cut
locus C = C(Σ) of M with respect to Σ is the closure of the set of points q ∈M , such that either
1. there exist two or more distance minimizing geodesics from q to Σ or
2. q is conjugate to a point in Σ along a geodesic which joins them.
It is well-known that C is a closed set of Lebesgue measure zero, see for instance Gallot, Hulin, and Lafontaine
[18] or Cheeger [11]. Now points x ∈M −C lie on a unique distance minimizing geodesic γ : [0, 1]→M from
a point xΣ ∈ Σ. This geodesic points in the direction of the normal vectors to Σ at the point xΣ, so long
as the normal vectors to Σ are nonzero within the local neighborhood. The point x can then be represented
by the parameters (xΣ, τ), called Fermi coordinates, where τ is the distance between x and xΣ along the
geodesic γ.
6.4 Hilbert Spaces and the Spectral Theorem
To prove the upper bounds on λk(M) in terms of the eigenvalues of Sturm-Liouville problems, we use
the spectral theorem. Recall that if H and K are infinite-dimensional Hilbert spaces over R, then K is
continuously and densely imbedded in H if there exists a continuous linear injection ι : K→H with ι(K)
dense in H. Further, an imbedding is compact if every bounded sequence in K has a subsequence that
converges in H. Finally, a bilinear form b : K × K→R is called elliptic if there exists a C > 0 such that
b(ψ,ψ) ≥ C‖ψ‖2K for all ψ ∈ K. For additional information on the spectral theorem, the reader might wish
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to consult Chapter 6 in Blanchard and Bru¨ning [8]. The following statement of the spectral theorem is used
to prove our generalization of Agol’s theorem.
Theorem 6.4.1. (Spectral Theorem) Let H and K be infinite dimensional Hilbert spaces over R with
K continuously and densely imbedded in H and let this imbedding be compact. Let (·, ·)K : K × K→R be
bilinear, continuous, symmetric, and elliptic.
Given these assumptions, there exist vectors ϕ1, ϕ2, ϕ3, . . . ∈ K and numbers 0 < γ1 ≤ γ2 ≤ γ3 ≤ · · ·→∞
such that
• ϕj is an eigenvalue of (·, ·)K with eigenvalue γj, i.e. for all v ∈ K,
a(ϕj , v) = γj(ϕj , v)H, (6.1)
• {ϕj} is an orthonormal basis for H, and
• {ϕj/√γj} is an orthonormal basis for K.
Finally, the decomposition
f =
∑
j
(f, ϕj)H · ϕj (6.2)
converges in H for all f ∈ H, and in K for all f ∈ K.
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