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ABSTRACT
The motivation for the present work is to investigate particle-laden turbulent ﬂows using accurate
numerical simulations. In the present work, the carrier phase is modeled using direct numeri-
cal simulations (DNS) and the particles are tracked in a Lagrangian sense. Investigations of both
one-way and two-way coupled particulate ﬂows in homogeneous isotropic turbulence have been
carried out.
The phenomenon of interest in one-way coupled simulations is preferential accumulation, which
refers to the tendency of heavy particles in isotropic turbulence to collect in regions of high strain
and low vorticity. Several measures and mechanisms of accumulation have been reported in the
literature often showing conﬂicting scaling with particle and ﬂuid parameters. In the present
study, accumulation has been quantiﬁed using several indicators to give a uniﬁed picture. The
present work addresses the scaling of preferential accumulation with Reynolds number and sug-
gests that while the spacing between particle clusters does exhibit a dependence on Reynolds
number, the structure of particle clusters as viewed by individual particles shows little depen-
dence on Reynolds number. The effect of adding a gravitational settling force on the particles has
also been explored. While the gravity force tends to homogenize the particle distribution at low
Stokes numbers, at high Stokes numbers it tends to arrange the originally random distribution
into streaks in the direction of gravity.
The ability of the Lorentz force to limit preferential accumulation has been the focus of the next
partofthestudy. Chargesareplacedonparticlestoproduceanelectricﬁeldwhentheparticlesare
inhomogeneouslydistributed. TheelectricﬁeldandtherebytheLorentzforcetendtohomogenize
the particle distribution. It is interesting to note that the particle distribution attains a stationary
state determined by the total amount of charge contained in the domain. It is demonstrated that
in the presence of gravity, less amount of charge is required to homogenise particle distribution.
Good agreement is observed for simulations of settling charged particles with experimental work.
The modiﬁcation of carrier phase turbulence by particles is studied for mono-sized particles. The
non-uniform modiﬁcation of the ﬂuid energy spectrum by particles has been demonstrated. It is
seen that there is an increase in energy at high wavenumbers for microparticles (Stk <1), whereas
for high Stokes number particles, energy is damped at all scales. The effect of incorporating two-
way coupling on particle distribution has also been reported. It is noted that increasing mass
loading leads to attenuation of accumulation at low Stokes numbers while the effect is reversed at
higher Stokes numbers.DECLARATION OF AUTHORSHIP
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Introduction
The general area of interest of this investigation is the dispersion of heavy particles in a turbulent
ﬂow. In this chapter, the general problem of interest is initially introduced. The particular phe-
nomena of interest to the present work are highlighted here along with the situations where these
phenomena may play a dominant role. The present work involves computational modeling and
thus inevitably invokes several simplifying assumptions. These assumptions are mentioned here
to clarify the domain of applicability of the present work. A background on previous attempts
to study dispersion of particles in turbulent ﬂows is then provided followed by an outline of the
organisation of the rest of this report.
Dispersed multiphase ﬂows are encountered in industrial, environmental and even astrophysical
settings. Such ﬂows are encountered in many energy conversion processes and chemical process-
ing units. Some particular examples are ﬂuidized bed reactors and inside combustion chambers
ofautomobileengines. Fluidizedbedreactorsareaclassicexampleofmultiphaseﬂows. Itisnoted
thatasyettheirdesignisbased mostly onempiricalformulae derived fromexperienceratherthan
a sound understanding of the physics of the ﬂow. Similar is the case for electrostatic precipitators,
which are used to remove pollutant particles from the exhaust of power plants. Another problem
of interest is the dispersion of pollutants once they are released into the atmosphere. It would be
useful to predict the concentration of pollutants at certain distances downstream of the source.
The recent disruptions in airline trafﬁc caused by the volcanic ash cloud are also a pertinent ex-
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ample in this context.
The fundamental problem of interest is to understand how mixing of particles occurs in a turbu-
lent ﬂow. Turbulent ﬂows are typically well-known for their mixing properties. However mixing of
inertial particles in a turbulent medium is not so straight-forward and it has been observed that
there are regimes of ﬂow which can lead to inhomogeneous particle distributions. This de-mixing
of particles is typically referred to as preferential accumulation. Particularly, preferential accumu-
lation in a dilute suspension of heavy inertial particles in isotropic turbulent is addressed in the
present work. Clustering of heavy inertial particles in turbulent ﬂows occurs at different length
scales depending on particle and ﬂuid parameters. The ﬂuid parameter of interest is typically the
Reynolds number, signifying the relative importance of inertial and viscous effects in a ﬂow. In
the present work, the length scales associated with particle clusters are quantiﬁed using differ-
ent measures. This quantiﬁcation helps to study the scaling of preferential accumulation with the
Reynolds number of the ﬂuid turbulence. The study of this scaling is important to understand the
phenomenon of clustering of particles in high Reynolds number situations. In many situations,
gravity play a predominant role in the dispersion of particles. In the present work, the effect of
gravity on dispersion characteristics of particles is also addressed.
Among the implications of preferential accumulation, perhaps the most highlighted one is its role
in rain initiation by droplet collision in atmospheric clouds [11]. It is thought that agglomeration
of droplets in clouds is enhanced due to accumulation of droplets. Preferential accumulation also
hasimplicationsforthecombustionprocessinsideautomobileengines. Itisknownthatimproper
mixing of air and fuel droplets in the combustion chamber of a compression ignition engine leads
to increased emissions of particulate pollutants. Thus the efﬁcient combustion of fuel droplets
in the combustion chamber is also a problem of interest to the present work. Accumulation is
also thought to have played an important role in planet formation in the early solar system [12].
The impact of accumulation on settling velocities of inertial particles has also been widely inves-
tigated [13, 14]. Once the phenomenon of accumulation of particles is understood, the next step
is to investigate ways to control this phenomenon. To this end, charging of particles has been
systematically investigated in the present work. The relative signiﬁcance of the gravitational and
Coulomb body forces is studied systematically. The modiﬁcation of carrier phase turbulence toChapter 1. Introduction 3
the presence of particles has also been addressed in the present work.
Theworkinthepresentthesisislimitedtoincompressible,isothermalﬂowswithoutphasechange
orparticle-particlecollisions. Thecarrierﬂowconﬁgurationislimitedtostationaryhomogeneous
isotropic turbulence (HIT). The condition of stationary isotropy allows a reduction in the com-
plexity of the analysis and lends itself to rigorous analysis - both theoretically and numerically.
The motivation for these studies hinges on the assumption of statistical homogeneity, isotropy
and universality of the small scales of turbulence. The Eulerian-Lagrangian formulation for di-
lute dispersed multiphase ﬂows has been employed here. The carrier phase being continuous has
been modeled in the Eulerian sense while the particles are tracked in Lagrangian sense. In the
present work, the carrier phase turbulence is accurately resolved using DNS. The trajectories of
up to a million particles are tracked and statistics of their positions and velocities (among other
things) have been collected. Point-particle DNS has proved to be a valuable tool for probing phe-
nomenon associated with dispersed ﬂows. Collisions between particles have been neglected in
the present work and thus the applicability of the present work is limited to dilute suspensions.
Particulateﬂowscanbeclassiﬁedunderseveralregimesdependingonthedominantphenomenon
in the ﬂow. To clarify the regime considered in this work, the relevant parameters of interest are
introduced here. One of the primary parameters governing the dynamics of particulate ﬂows is
the volume fraction of the particles, αp. For a mixture of particles in a volume δV , volume fraction
αp is deﬁned as [15],
αp = lim
δV →δV o
δVp
δV
, (1.1)
whereδVp isthevolumeoftheparticlesinvolumeδV andδV o isthelimitingvolumethatensures
a stationary average. Depending on the volume fraction of particles, particle-laden ﬂows can be
broadlyclassiﬁedintothreecategories,namely(1)collision-freeﬂow,(2)collision-dominatedﬂow
and (3) contact-dominated ﬂow. The present work is limited to collision-free or “dilute” particle-
laden ﬂows. It is assumed here that the time period between collisions of particles is much larger
than the momentum response time of the particles and thus the collision interactions can be ne-
glected. The present simulations have been restricted to the regime αp ≤10−2. The material den-
sityoftheparticlephaseisdenotedbyρp,whilethatofﬂuidphaseisdenotedbyρf . Inthepresent
work, the particles are much denser than the carrier ﬂuid i.e. ρp/ρf ∼O(103). Thus in the present4 1.1. Background
work, though the volume fraction of the particles in the domain is small, the mass of the particles
can be signiﬁcant owing to the high density ratio. The mass loading (sometimes referred to as
mass fraction) of the particles, φp, is deﬁned as,
φp =αp
ρp
ρf
. (1.2)
At sufﬁciently large mass fractions, the momentum exchange between the dispersed and carrier
phases alters the properties of carrier phase turbulence. This is typically referred to as two-way
coupling and has also been addressed in the present work. A detailed exposition on the factors
governing coupling between phases can be obtained from Crowe et al. [15]. The point-particle
assumption requires the particles to be smaller than the smallest ﬂuid length scales such that the
ﬂow around the particles is smooth. Particle wakes are not resolved in the present work. Also the
drag law used for modeling theﬂuid-particle interactionimplies thattheﬂow around theparticles
is in the viscous regime and Reynolds numbers based on particle diameter are moderately low
(Rep ≤800).
1.1 Background
Modeling dispersed ﬂows is challenging due to the broad range of length and time scales associ-
ated with these ﬂows. In practical situations, particles rarely appear in well-deﬁned shapes and
sizes and it is common practice to use the spherical particle approximation along with a equiv-
alent nominal particle diameter. The length scales range from the nominal particle diameters to
the length scale associated with largest vortical structures in the carrier ﬂuid. Similarly the time-
scales vary from the time it takes the particles to respond to ambient ﬂow (which can be a fraction
of the time-scale associated with the smallest eddies in the ﬂow) to the time-scale of the largest
eddies in the ﬂow. The fundamental difﬁculty associated with modeling these ﬂows arises from
our yet incomplete understanding of single-phase turbulence[16]. The presence of particles or
a dispersed-phase only serves to complicate the situation. It is common among researchers of
single-phase turbulence to make simplifying assumptions in order to make the ﬂow equations
amenable to rigorous theoretical analysis. One such example is the analysis of homogeneous tur-1.1. Background 5
bulentﬂowsubjectedtorapiddistortionbyBatchelorandProudman[17]. Inahomogeneousﬂow,
thestatisticalpropertiesofturbulenceareinvarianttolineardisplacementsoftheco-ordinatesys-
tem. A further simpliﬁcation can be made by assuming the ﬂuid velocity ﬁeld uf to be statistically
invariant under reﬂections and rotations of the co-ordinate system. Such a class of turbulent ﬂow
is referred to as homogeneous isotropic turbulence (HIT). It is particularly educative to study HIT
since it can be well approximated in wind-tunnel experiments. Also, according to Kolmogorov’s
hypothesis[18], the small scales of turbulence at high Reynolds numbers are supposed to be sta-
tistically isotropic. In view of our theoretical understanding of isotropic turbulence and also its
accessibility to both well-deﬁned numerical as well as experimental analysis, the present work is
limited to simulations of HIT.
Here the different approaches to modeling single-phase ﬂuid turbulence are brieﬂy discussed,
followed by a discussion on modeling approaches for dispersed-phase ﬂows. Modeling single-
phaseturbulencecontinuestopresentchallengesatthetheoreticallevelduetoitscomplexity[16].
There are three main approaches to modeling single-phase turbulence. In the direct numerical
simulation (DNS) approach, all the scales of the ﬂow are resolved and no ad-hoc modeling is used
to solve the Navier-Stokes equations [19]. However it is computationally expensive to resolve all
the scales, especially at the high Reynolds numbers associated with practical applications. DNS
is thus limited to low Reynolds numbers. An intermediate approach is to resolve only the larger
scales and model the effect of the unresolved scales on the resolved quantities. This approach is
typicallyreferredtoaslarge-eddysimulation(LES).Itisbelievedthatthesmallscalesofturbulence
are more universal, in the spirit of Kolmogorov’s theory, and justiﬁes their modeling in a universal
way. LES allows higher Reynolds numbers to be accessible to numerical solution, while at the
same time retaining some accuracy. In the Reynolds averaged Navier-Stokes (RANS) approach, all
the turbulent scales are modeled, allowing computations of practical ﬂows. The RANS models are
typically tuned to particular ﬂow situations and lack universal applicability.
The presence of particles adds another level of complexity from a modeling point of view. Ideally
we would like to resolve the ﬂow ﬁeld around each individual particle and calculate the forces act-
ing on it by integratingthe skin friction and pressure forces on its surface. Elghobashi [2] notes the
major challenges facing simulation of dispersed-phase ﬂows - (i) presence of a wide range of time6 1.2. Thesis outline
and length scales and (ii) enormous computational requirements to resolve ﬂow around individ-
ual particles. The different regimes of dispersed ﬂows based on particle parameters are shown in
Figure 1.1 (reproduced from Elghobashi [2]). Numerical methods suffer from the lack of comput-
ing power to resolve the vast range of scales present in dispersed ﬂows. With the present com-
puting power, it is not possible to resolve the ﬂow around large numbers of individual particles.
This inevitably calls for simplifying assumptions to be invoked to make the problem numerically
tractable. Modeling approaches for dispersed-phase ﬂows can be broadly categorized into two
classes viz. Eulerian-Lagrangian(EL) and Eulerian-Eulerian(EE). In the EL approach (sometimes
referred to as the “trajectory” approach), the carrier phase is modeled in an Eulerian sense while
the particles are tracked individually in the Lagrangian sense. The particle trajectory is tracked
by integrating the particle equation of motion. On the other hand, in the EE approach, the par-
ticles are modeled as a separate inter-penetrating phase with its associated continuum transport
equations. Suitable models are used based on particle sizes and volume fractions to describe the
interactionbetweenthetwophasesintheEEapproach. Boththeapproachesandtheirmeritsand
de-meritsarediscussedinthereviewbyMashayekandPandya[20]. Itisnaturaltomodelparticles
in the Lagrangian sense owing to our fairly good understanding of forces acting on an individual
particle. TheELapproach, thoughcomputationallyexpensive, involvescomparativelylessad-hoc
modeling (for the particle phase) and is used here.
1.2 Thesis outline
The rest of the thesis is organized into chapters as follows:
Chapter 2 describes the numerical approach adopted in this study and gives details of the PAN-
DORA codeusedforcomputationsinthisstudy. Thischapteralsodescribestheinitialsimulations
done using PANDORA to validate the code.
Chapter 3 describes the work related to preferential accumulation of particles. A literature survey
of studies investigating this phenomenon is also included in this chapter. The effect of gravita-
tional body force on particles is also systematically addressed in this chapter.1.2. Thesis outline 7
Figure 1.1: Map of regimes of interaction between particles and turbulence (reproduced from El-
ghobashi[2]). Inthisﬁgure, τp, τe andτK representtheparticleresponsetime,eddyturnovertime
and Kolmogorov time scales respectively; Φp represents the volume fraction of particles.8 1.2. Thesis outline
Chapter 4 describes the work done on controlling accumulation using charges on particles.
Chapter 5 describes the work related to modiﬁcation of carrier phase turbulence due to presence
of particles (two-way coupling).
Finally, chapter 6 summarises the outcomes of the present study and discusses the potential av-
enues for further research using PANDORA .Chapter 2
Numerical method and implementation
A point-particle pseudo-spectral DNS code (named PANDORA ) is used to simulate motion of
small, heavy particles in forced homogeneous isotropic turbulence (HIT). PANDORA was origi-
nally developed by Scott [1] as a tool to validate the maximum entropy method used for closure
of Eulerian particle models. It was originally developed as a one-way coupled code neglecting the
effect of particles on the ﬂuid turbulence. Presently PANDORA can also account for the back effect
of particles on ﬂuid turbulence (two-way coupling). In the present work, PANDORA has also been
extendedtoincludeelectrostaticchargeandthusacorrespondingCoulombforceontheparticles.
With the advent of supercomputers, a large body of work has focussed on numerical modeling of
turbulent ﬂows (see review by Rogallo and Moin [21]). One of the widely used research tools for
studying turbulent ﬂows is direct numerical simulations (DNS) [19]. DNS of isotropic turbulence
was ﬁrst carried out by Orszag and Patterson [22] and used for analysis of particle-laden ﬂows by
Riley and Patterson [23]. However isotropic turbulence is inherently decaying in nature and thus
the turbulent kinetic energy is eventually completely dissipated in absence of energy input. For
the purpose of the present study, it is desirable to deal with stationary ﬂows allowing statistics to
be collected over long averaging periods. In the present code, stationarity is achieved by means of
addition of a forcing acceleration at large scales. The details of the forcing scheme are presented
later in section 2.1.5. The present form of the code derives itself from the algorithm for simulation
of homogeneous ﬂows employed by Rogallo [24].
910 2.1. Fluid phase implementation
The rest of the chapter is organised as follows. The details of numerical simulation of ﬂuid phase
are presented in section 2.1. The particle phase implementation is described in section 2.2. The
averaging conventions used to deﬁne the different quantities obtained from the simulations are
described in section 2.3. Results of preliminary validation runs using PANDORA are presented in
section 2.4.
2.1 Fluid phase implementation
2.1.1 Governing equations
All simulations in this study are limited to an incompressible carrier phase and hence only the
mass and momentum conservation equations are invoked. The governing equations in physical
space are,
∂uf ,i
∂xi
=0, (2.1)
∂uf ,i
∂t
+uf ,k
∂uf ,i
∂xk
=−
1
ρf
∂pf
∂xi
+νf
∂2uf ,i
∂xkxk
+
1
ρf
fc,i , (2.2)
where uf is the instantaneous ﬂuid velocity, pf is the pressure, νf is the ﬂuid kinematic viscosity,
ρf is the ﬂuid material density and fc is the force (per unit volume) exerted by the particles on the
ﬂuid (two-way coupling). Throughout the present work, we deal with stationary turbulence and
thus the explicit dependence of all quantities on time is omitted. Also, the forcing acceleration
term in the momentum equation has been dropped in equation 2.2.
Equations 2.1 and 2.2 are solved on a cube of side L = 2π using the pseudospectral method with
periodic boundary conditions in all three directions.2.1. Fluid phase implementation 11
2.1.2 Pseudo-spectral method
Pseudo-spectral methods have been widely used for direct numerical simulations of homoge-
neous isotropic ﬂows beginning with the work of Orszag and Patterson [22].
The ﬂuid velocity ﬁeld is represented as the three-dimensional Fourier series
uf (x)=
X
κ
e jκ.x ˆ uf (κ), (2.3)
where j =
 
−1, κ is the wave-vector and the summation is over all the resolved wavenumbers in
the simulation.
In physical space, the discrete ﬂuid velocity ﬁeld in a cube of side L is represented at N grid points
in each direction. The co-ordinates of the grid points in (say) the x-direction are given by
x1,p = p∆, p =0,1,2,......,N −1, (2.4)
where ∆ = L/N is the grid spacing. In the present work, the number of grid points in each co-
ordinate direction is the same and thus ∆ = ∆x = ∆y = ∆z. For N grid points in one direction,
the corresponding N wavenumbers or components of wave-vector in any one direction (say x-
direction) are given by
κ1 =kκ0, k =−N/2+1,−N/2+2,.....0,1,2...,N/2, (2.5)
where κ0 ≡ 2π/L is the lowest resolved wavenumber. In the present work, κ0 is unity since cube
of side L = 2π is employed. Assuming equal number of grid points in each direction, the velocity
components in Fourier space are given by
ˆ ui(κ)=
1
N3
X
ui(x)e−jκ.x, (2.6)
where the summation is over all the N3 grid points in physical space.12 2.1. Fluid phase implementation
In Fourier space, the continuity and momentum equations (equations 2.1 and 2.2) reduce to
κ.ˆ u(κ)=0, (2.7)
d ˆ uf ,i
dt
+νf κ2 ˆ uf ,i =−jκi ˆ pf − ˆ Gi, (2.8)
where ˆ pf istheFouriercoefﬁcientofthedynamicpressure pf /ρf and ˆ Gi istheFouriercoefﬁcient
of the non-linear convection term (second term on LHS of equation 2.2). Using equation 2.7, the
momentum equation in Fourier space can be further reduced to
d ˆ uf ,i
dt
=−νf κ2 ˆ uf ,i −Pik ˆ Gk, (2.9)
where the projection tensor Pik is
Pik =δik −
κiκk
κ2 . (2.10)
2.1.3 Time stepping
The third order Runge-Kutta scheme (RK3) is used for numerical integration of equation 2.9 in
time. RK3 involves two intermediate evaluations of the velocity as well as its temporal derivative,
F(u). The subscript f and superscript ˆ for the velocity u is dropped here since the same RK3
scheme is used to integrate the equation for particle velocity. For the purpose of evaluating the
ﬂuid velocity, F(u) represents the RHS of equation 2.9 calculated using velocity u. The procedure
of the RK3 scheme is outlined below. The focus is on showing how the velocity ﬁeld at the (n+1)th
time-step, un+1, is evaluated from that at the nth time-step, un, where the time-step size is ∆t. The
subscripts ‘rk1’ and ‘rk2’ are used here to denote the values at the two intermediate steps. The
values at the ﬁrst intermediate step are given by
urk1 =un +
1
3
∆t F(un), (2.11)
Frk1 =−
5
9
F(un)+F(urk1). (2.12)2.1. Fluid phase implementation 13
The values at the second intermediate step are given by
urk2 =urk1+
15
16
∆t Frk1, (2.13)
Frk2 =−
153
128
Frk1+F(urk2). (2.14)
The ﬁnal value of velocity at the (n+1)th time-step, un+1, is then given by
un+1 =urk2+
8
15
∆t Frk2. (2.15)
Itshouldbenotedthattheﬂuidvelocityﬁeldsoobtained, ˆ uf ,iscorrectedtoenforcethecontinuity
equation 2.7. The intermediate velocity ﬁelds are also corrected in similar manner.
The time-step ∆t used in the simulations is governed by the Courant-Friedrichs-Levy (CFL) num-
ber. The CFL number in all simulations in the present study is 0.75. Thus the time-step, ∆t =
0.75∆tCFL for all simulations, where
∆tCFL =
∆
(|uf ,1|+|uf ,2|+|uf ,3|)max
. (2.16)
In equation 2.16, uf ,1, uf ,2, uf ,3 are the three components of the ﬂuid velocity at a particular node
andthedenominatorrepresentsthemaximumvalueof(|uf ,1|+|uf ,2|+|uf ,3|)amongallthenodes.
The time-step for all simulations is much lower than the Kolmogorov time-scale of the ﬂuid tur-
bulence, as reported in table 2.3.
2.1.4 Removal of aliasing errors
In the pseudospectral algorithm, the non-linear term is evaluated in real space due to the pro-
hibitivecostassociatedwithcalculatingtheconvolutionsumsinFourierspace. Inonedimension,
the direct summation implies O(N2) operations. In three dimensions, the cost is O(N4) opera-
tions, provided the tensor product nature of multidimensional spectral approximations is utilised
as discussed in Orszag [25] [26]. In the present work, the FFTW [27] library is used which enables
the non-linear term to be evaluated in O(Nlog2N) operations in one dimension (O(N3log2N) op-14 2.1. Fluid phase implementation
erations in three dimensions assuming equal number of grid points in each direction). The alias-
ing errors associated with evaluating the non-linear term in real space are removed by setting the
modeswithwavenumber magnitudeofanyonecomponentgreaterthan N/3tozerobothpriorto
and after the transform operation. The magnitude of the maximum resolved wavenumber in the
simulations is thus κmax = N/
 
3.
2.1.5 Forcing scheme
Homogeneous isotropic turbulent ﬂows are essentially decaying in nature. Energy is continuously
dissipated at the small scales of these ﬂows. Numerical investigation of stationary, isotropic tur-
bulence requires some form of energy input, at the large scales, to allow smaller scales to develop
and dissipate realistically. Thus energy must continuously be added at large scales in an unbiased
fashion to maintain stationarity. In this section the calibration of a forcing scheme developed by
Eswaran and Pope [28], which is implemented in the present code, is described.
In a turbulent ﬂow with a wide separation between the large and small scales, the Kolmogorov
hypotheses [18] support the assumption that the small-scale statistics are not inﬂuenced by the
mechanism of energy production at large scales. The forcing method of Eswaran and Pope [28] is
elaborated here keeping in mind that future users of PANDORA need to estimate forcing parame-
ters for high Reynolds number simulations.
The forcing of large scales is essentially achieved by adding a forcing acceleration ˆ aF(κ,t) to the
low wave-number band of Navier-Stokes equation in Fourier space
∂ˆ uf (κ,t)
∂t
= ˆ a(κ,t)+ ˆ aF(κ,t), (2.17)
where ˆ a(κ,t) represents all spatial terms of the Navier-Stokes equation (RHS of equation 2.9). All
nodes within a sphere of radius KF (excluding the node at the origin) are subjected to this addi-
tional stochastic acceleration.2.1. Fluid phase implementation 15
The forcing acceleration is speciﬁed according to an Uhlenbeck-Ornstein stochastic process
ˆ b(κ,t +∆t)= ˆ b(κ,t)
µ
1−
∆t
TL
¶
+ ˆ θ
µ
2σ2∆t
TL
¶ 1
2
, (2.18)
where σ is the forcing amplitude and TL is a forcing time-scale. The stochastic process represents
a vector of three independent complex stochastic processes with complex random vector ˆ θ. Each
component of ˆ θ conforms to a Gaussian distribution with a mean of zero and standard deviation
of one. Continuity is satisﬁed by projection of ˆ b(κ,t) onto the plane normal to κ
ˆ aF(κ,t)≡ ˆ b(κ,t)−
κ
|κ|
κ  ˆ b(κ,t). (2.19)
Thus the forcing is governed by the forcing amplitude σ and the forcing time-scale TL. The pro-
cedure to estimate these parameters, as described by Eswaran and Pope [28], involves making ar-
bitrary choices for viscosity, νf , and non-dimensional forcing time-scale, T ∗
L ≡ T 4/3
L (σκ0)2/3. The
choice of these parameters is by no means obvious and appropriate values for these parameters
can only be inferred from the data presented in literature using this particular forcing scheme
([28],[10],[29]). The objective of the forcing exercise is to obtain a ﬂow with the desired Reynolds
number, Reλ and Kolmogorov length-scale, η. To obtain these ﬂow-characterizing parameters,
one needs to specify the following input parameters - κ0, the lowest wavenumber; κmax, the high-
est wavenumber; κF, the maximum wavenumber of forced modes; νf , the kinematic viscosity of
the ﬂuid and a non-dimensional forcing time-scale T ∗
L . The smallest scales resolved by the com-
putations are of the order of (1/κmax) while the smallest turbulent scales are of the order of the
Kolmogorov length scale η. Thus, the non-dimensional quantity κmaxη is an indicator of the spa-
tial resolution of a given grid. Higher the value of this quantity, better is the spatial resolution of
the grid. Studies by Eswaran and Pope [28] indicate that values of κmaxη near unity are near the
limit of good resolution. κmax is governed by the dealiasing scheme being employed to remove
aliasing errors as described in section 2.1.4.
Here the step-by-step procedure followed to calculate the forcing amplitude σ and forcing time-
scale TL is described. Whenever required, arbitrary choices for parameters have been made based
on data provided in Overholt and Pope [30]. It should be noted that different approaches to select16 2.1. Fluid phase implementation
the forcing parameters have been tried in the literature in order to obtain the desired turbulence
characteristics. In their recent work, Yeung et al. [29] updated the forcing parameters from their
previous work [10] in order to use the same forcing amplitude, σ, for all simulations.
The summary is as follows:
• Chooseradiusofthespherewithinwhichnodesaretobeforcedi.e. κF. Thetypicalvaluesof
κF used in literature are
 
2κ0 or 2
 
2κ0 ([28],[10]). For all simulations in the present work,
the maximum wavenumber of forced modes, κF =2
 
2κ0.
• Calculate the number of forced nodes NF based on the chosen value of κF. NF is the num-
ber of wave-vectors κ(κ1,κ2,κ3) such that their magnitude, |κ| =
q
κ2
1+κ2
2+κ2
3 is less than
the forcing radius, κF. For the above-mentioned values of κF, i.e.
 
2κ0 and 2
 
2κ0, the cor-
responding values of NF are 18 and 92 respectively.
• Theradiusofthespherecontainingthephysicallysigniﬁcantwave-numbers, κmax,depends
on the dealiasing scheme being employed. In the present work, the 2/3rd rule has been
employed for dealiasing, resulting in κmax = N/
 
3.
• Choose the value of the parameter κmaxη to obtain good spatial resolution. Knowing κmax
from the previous step - allows for estimation of the predicted Kolmogorov microscale η.
• The predicted Reynolds number can be estimated by the empirical relation [28]:
Reλ ≈
8.5
¡
ηκ0
¢5/6 N2/9
F
. (2.20)
ItisalsopossibletospecifyatargetReynoldsnumber,roughlyequaltothepredictedReynolds
number, and work out the Kolmogorov length scale, η (and thus the non-dimensional res-
olution κmaxη). Obviously, any target Reynolds number less than the predicted Reynolds
number would result in higher values of η and κmaxη, implying better resolution.
• Choose the value of ﬂuid viscosity νf .
• The value of energy-dissipation rate ǫ can be predicted using the relation for Kolmogorov
microscale:
η≡
³
ν3
f /ǫ
´1/4
(2.21)2.2. Particle phase implementation 17
• Choose a value for non-dimensional forcing time-scale T ∗
L . As an estimate, it is worth not-
ing that Yeung and Pope [10] used T ∗
L = 0.15 in their work. For the purpose of the present
simulations, T ∗
L is calculated based on the data provided in Overholt and Pope [30].
• The value of non-dimensional dissipation rate ǫ∗ ≡σ2TL can be estimated using the empir-
ical relation [28]:
ǫ≡
4ǫ∗NF
1+T ∗
L (NF)1/3/β
. (2.22)
Eswaran and Pope demonstrate that the energy-dissipation (and thus the Kolmogorov mi-
croscale) is accurately predicted by this relation for β=0.8.
• Theforcingamplitudeσandforcingtime-scaleTL arethenobtainedusingtherelations[28]:
σ=
ǫ∗2/3
TL
∗1/2 (2.23)
TL =
T ∗
L
ǫ∗1/3κ2/3
0
. (2.24)
2.1.6 Parallelization
PANDORA hasbeenwrittenkeepinginmindthatitwouldberunonsupercomputingclusterswith
parallel processing architecture. The physical space domain has been sliced in the x2 direction,
witheachsliceresidingonasingleprocessor. TheFourierspaceinformationhasbeenparallelized
in the x3 direction.
2.2 Particle phase implementation
Particles are modeled in a Lagrangian sense in PANDORA . The position, xp, and velocity, up, of a
certain particle are given by
dxp,i
dt
=up,i, (2.25)
dup,i
dt
=
uf ,i(xp) − up,i
τp
£
1+0.15Rep
0.687¤
+gδi3+ fe,i, (2.26)18 2.2. Particle phase implementation
where uf ,i(xp) is the ﬂuid velocity evaluated at the particle location, τp is the particle response
time, Rep is the particle Reynolds number, g is the scalar acceleration due to gravity and fe is the
Coulomb force (per unit mass) acting on the particle. The particle response time τp is given by
τp =
d2
pρp
18νf ρf
, (2.27)
where dp is the particle diameter. The particle Reynolds number is given by
Rep =
|uf (xp)−up|dp
νf
. (2.28)
Equation 2.26 only accounts for the viscous and pressure drag force and neglects the other forces
on the particle present in the equation of particle motion derived by Maxey and Riley [31]. The
neglected forces include the force due to ﬂuid pressure gradient and viscous stresses, inertia force
of added mass and viscous force due to unsteady relative acceleration (also referred to as Basset
history force). Elghobashi and Truesdell [32] have shown that the neglected forces are at least one
order of magnitude less than the viscous drag force and thus justiﬁes the present approach. The
assumptions associated with using equation 2.26 are summarised below:
• particle Reynolds number, Rep ≤800.
• particle diameter, dp, has to be much less than the Kolmogorov length scale, η.
• particle density is much greater than the ﬂuid density.
• the collisions between particles are neglected.
All simulations in the present work satisfy the above conditions.
The ﬂuid velocity at particle location is evaluated using a third-order polynomial method [33].
Thetotalnumberofparticlesinasimulationismaintainedconstantbymakinguseoftheperiodic
boundaryconditions. Thusparticlesgoingoutfromonesideofthedomainre-appearontheother
side.2.2. Particle phase implementation 19
2.2.1 Implementation of charges on particles
Presence of electric charge on the particles is taken into account by adding an electrical force, fe
to the right-hand side of equation 2.26,
fe,i =
qp
mp
Ei(xp), (2.29)
where qp and mp are the electric charge on the particle and mass of the particle respectively.
Ei(xp) is the electric ﬁeld at the particle location. The electric ﬁeld is interpolated to particle lo-
cation using the same third-order polynomial method as used for interpolating ﬂuid velocities to
particle location. The electric ﬁeld Ei over the domain is given by the divergence theorem
∂Ei
∂xi
=
Q
ǫ0
, (2.30)
where Q is the local charge density (C/m3)and ǫ0 is the permittivity of free space (8.854×10−12
F/m). NotethattheparameterthatisvariedinthesimulationsisthebulkchargedensityQv i.e.ra-
tio of total charge in the domain to the domain volumeV . The computational particles are treated
as parcels as far as attaining the required charge density level is concerned. In order to attain the
required bulk charge density, it is assumed that a single computational particle represents an en-
semble of identical real particles. Say the number of real particles contained in a computational
particle in Ns, then the local charge densityQ is given by
Q =nNs qp, (2.31)
where n is the local particle number density and qp is the charge on single real particle.
In the simulations reported in this work, the charge on a single real particle qp is limited to 80%
of the Rayleigh limit QR, which represents the maximum charge that can be placed on a liquid
droplet, given by
QR =π
q
8γǫ0d3
p, (2.32)
where, γ is the surface tension coefﬁcient. For all simulations in this study, surface tension coefﬁ-
cient of γ=0.05N/m is used.20 2.2. Particle phase implementation
ForPANDORA ,beingapseudo-spectralcode,itisconvenienttoevolvetheelectricﬁeldinspectral
space. Using a Fourier series representation, the electric ﬁeld is expressed as a truncated Fourier
series
E(x)=
X
κ
ˆ E(κ)e jκ x. (2.33)
The Fourier space equivalent of equation 2.30 is then given by -
κ. ˆ E(κ)= ˆ S(κ), (2.34)
where ˆ S(κ) is the Fourier mode (at wave-vector κ) of the term on RHS of equation 2.30.
The real space electric ﬁeld is obtained from the Fourier space information by Fourier transform
(equation 2.33). The FFTW library is used to transform the electric ﬁeld from Fourier space to real
space.
2.2.2 Implementation of two-way coupling
The incorporation of effect of particles on the turbulence is based on the particle-source-in-cell
(PSIC) method of Crowe [34]. Details of the two-way coupling implementation can also be found
in Boivin et al. [35]. The challenge for numerical modeling is to introduce appropriate modiﬁca-
tion terms in the ﬂuid phase equations. The idea is to identify modiﬁcation terms which would
mimic the interphase momentum (consequently energy and dissipation) transfer as closely as
possible.
The method adopted in the present work is described here. Incorporation of two-way coupling is
reﬂected by the presence of the interphase coupling force fc on RHS of equation 2.2. The particles
and the ﬂuid essentially communicate through the drag force. Thus the coupling force (per unit
volume), fc, at any node is evaluated as the summation of contributions from the drag force, fd,
from all particles contained in the Eulerian control volume ∆V surrounding that node
fc =
1
∆V
X
particles in∆V
fd. (2.35)2.3. Averaging conventions 21
Itshould benotedthattheparticlesaretreatedasparcels forthepurposeoftwo-way coupled sim-
ulations. This essentially means that the particle volume is governed by the desired mass loading
φp for a simulation and not the physical volume of the particle. The contribution from drag force
on a particle is thus given by,
fd =−ρp vp ap. (2.36)
In equation 2.36, ap is the particle acceleration due to drag force given by the ﬁrst term on RHS of
equation 2.26, ρp is particle density and vp is the volume of a parcel given by
vp =
1
Np
φpρf
ρp
, (2.37)
where Np is the number of particles used in the simulation.
2.3 Averaging conventions
The purpose of this section is to deﬁne the averaging conventions followed subsequently for all
results reported in this work.
Eulerian volume average
Since all the work reported in this thesis deals with homogeneous conﬁgurations, the most com-
monly encountered Eulerian average is the spatial or volume average. This average is represented
by angle brackets 〈〉 in the present work. Consider an instantaneous scalar quantity φ measured at
N nodes in the domain. Then the instantaneous spatial average is deﬁned as follows
〈φ〉=
1
N
N X
i=1
φi. (2.38)22 2.4. Code validation
Temporal average
The quantities averaged over time are represented by an overbar (e.g. ¯ φ). Consider a continuous
scalar quantity f which has reached a stationary state. Then the temporal average starting at a
arbitrary time ti over a time period T is deﬁned as follows
¯ φ=
1
T
ti+T Z
ti
φdt. (2.39)
Lagrangian average
The Lagrangian properties averaged over a particle population are represented by a tilde (e.g. ˜ f ).
Consider a scalar quantity φi measured for particle i. The Lagrangian average over a population
of Np particles is then deﬁned as follows
˜ φ=
1
Np
Np X
i=1
φi. (2.40)
2.4 Code validation
The different ﬂuid phase quantities associated with turbulent ﬂows are deﬁned in section 2.4.1.
The quantities associated with the particle phase are deﬁned in section 2.4.2. Initially, simulations
were performed without particles to obtain stationary ﬂuid turbulence. Also a few simulations
were performed to validate the forcing scheme and evaluate the required forcing parameters. Re-
sults from these validation runs are presented in section 2.4.3.
2.4.1 Fluid phase quantities
It is useful to introduce the different quantities typically used to characterise turbulent ﬂows. In
this study, we are primarily interested in the important length and time scales associated with tur-
bulent ﬂows. The other quantities of interest include the distribution of turbulent energy at differ-2.4. Code validation 23
ent scales. The correlation between instantaneous ﬂuid velocities at two points has been used by
Taylor [36] to deﬁne length scales associated with turbulence. The general two-point correlation
is deﬁned as
Ri j(r)≡〈ui(x+r)uj(x)〉. (2.41)
The velocity spectrum tensor Φi j is the Fourier transform of the two-point velocity correlation
Ri j. It is straightforward to show that
Φi j(κ)= ˆ ui(κ) ˆ uj(−κ). (2.42)
Inthepresentwork,wedealexclusivelywithisotropicturbulenceandthusthequantityofinterest
is the distribution of energy at different scalar wavenumbers (or length-scales). The energy spec-
trum function E(κ) provides information about the energy content at scalar wavenumber magni-
tude |κ| = κ. The energy spectrum function is calculated by binning the contribution from each
mode, 1
2Φii(κ), to the bin containing κ. The bins are centered at integer values κ=nκ0 with span
κ±κ0/2. To compensate for the nonuniform distribution of nodes in the spherical shells forming
the wavenumber bands, the spectrum function calculated in this manner is smoothed by dividing
it by the node density. For a bin centered on nκ0 containing contributions from m modes, the
node density m(n) is given by
m(n)=
m
4
3π
h
(n+ 1
2)
3
−(n− 1
2)
3i. (2.43)
The turbulent kinetic energy is obtained by integration of E(κ) over all κ,
k =
X
κ
E(κ). (2.44)
The dissipation rate is given by
ǫ=
X
κ
2νf κ2E(κ). (2.45)
The RMS turbulence velocity (or turbulence intensity), u′, is given by
u′ =
s
2k
3
. (2.46)24 2.4. Code validation
For isotropic turbulence, only the scalar separation r needs to be considered and Ri j can be ex-
pressed in terms of two scalar functions - the longitudinal autocorrelation function, f (r), and
transverse autocorrelation function, t(r),
f (r)=
〈u1(x+e1r)u1(x)〉
〈u2
1〉
, (2.47)
t(r)=
〈u2(x+e1r)u2(x)〉
〈u2
2〉
. (2.48)
The longitudinal integral length scale, L11, which is characteristic of the size of large eddies, is
deﬁned as
L11 ≡
Z∞
0
f (r)dr. (2.49)
In isotropic turbulence, L11 is given by
L11 =
π
2u′2
X
κ
E(κ)
κ
. (2.50)
The time-scale associated with large eddies is the eddy turnover time, TE, deﬁned as
TE ≡
L11
u′ . (2.51)
Following Kolmogorov’s hypotheses, the length scale of the smallest eddies is given by
η≡
ν3/4
f
ǫ1/4 , (2.52)
where νf is the ﬂuid kinematic viscosity and ǫ is the dissipation rate of the turbulent ﬂow under
consideration. The corresponding time scale of the smallest eddies is deﬁned as
τk ≡
ν1/2
f
ǫ1/2 . (2.53)
The length and time scales, η and τk are referred to as the Kolmogorov length and time scale
respectively. Taylor [36] deﬁned an intermediate length scale between η and L11. The transverse
Taylor microscale, λt is deﬁned as
λt =
·
−
1
2
t′′(0)
¸−1/2
, (2.54)2.4. Code validation 25
where t′′(0) = (∂2t/∂r2)r=0 is the second derivative of the transverse autocorrelation function,
t(r), at the origin. In isotropic turbulence,
λ2
t =
15νf u′2
ǫ
. (2.55)
The Taylor Reynolds number,
Reλ ≡
u′λt
νf
, (2.56)
is one of the most important quantities used to characterise turbulent ﬂows.
Thedissipationskewness,deﬁnedbyequation2.57,providesanadditionalmeasureofsmall-scale
accuracy.
Sǫ =
1
35
µ
15ν
ǫ
¶ 3
2 Zκmax
0
4νκ4E (κ)dκ. (2.57)
2.4.2 Particle phase quantities
For amono-dispersed particlephasewith particledensityρp, particlediameter dp and totalnum-
ber Np, the additional non-dimensional parameters are the volume loading αp, non-dimensional
size dp/η and particle Stokes number Stk. The deﬁnition of Stokes number poses the need to
determine a suitable ﬂuid timescale which inﬂuences particle dispersion. Given the multi-scale
nature of turbulence, the choice of appropriate ﬂuid timescale is by no means obvious. As will
be discussed later, it has been consistently observed [4, 13, 37] that PC is most pronounced when
the particle response time is nearly the same as the Kolmogorov time scale of the ﬂuid turbulence.
Thus the Kolmogorov time scale is the appropriate time scale for deﬁning the Stokes number in
the context of the present work. The Stokes number in the present study is deﬁned as
Stk =
τp
τk
, (2.58)
where τp is the particle response time and τk is the Kolmogorov timescale.
In the present study, the targeted mean Stokes number is attained by changing the particle di-26 2.4. Code validation
ameter. It should be noted that though the ﬂuid turbulence is statistically stationary, there are
instantaneous departures of the Kolmogorov timescale from its mean value. Consequently, the
instantaneous Stokes number can be different from the mean value.
The gravitational force is characterised by the gravitational settling velocity, deﬁned as follows,
vg =τpg , (2.59)
where τp is the particle response time and g is the acceleration due to gravity. The direction of
g is in the negative x3 (Z-direction) for all simulations reported in this study. The gravitational
settling velocity represents the terminal velocity attained by an inertial particle in still ﬂuid. The
corresponding non-dimensional gravitational settling velocity is deﬁned as,
v∗
g =
vg
u′ , (2.60)
where u′ is the RMS turbulence velocity.
〈n〉 is the mean particle number density in the domain, deﬁned as
〈n〉=
Np
V
. (2.61)
2.4.3 Validation runs
Initiallysimulationswereperformedonlyforﬂuid(withoutparticles)toattainstatisticallystation-
ary turbulence. These simulations were started from a prescribed energy spectrum. The velocity
ﬁeld and the instantaneous forcing parameters for each Reynolds number were then stored in
separate restart ﬁles for the subsequent study of particle accumulation. These restart ﬁles, gener-
ated at the end of the initial runs, were then used to start all particle simulations for that Reynolds2.4. Code validation 27
number. Thus the statistically steady ﬂuid turbulence attained in these simulations is used as the
starting point for all particle runs described in later chapters. This ensured that all simulations for
a given Reynolds number have the same underlying ﬂuid realisation and thus the effect of chang-
ing particle properties could be systematically investigated. Particles were initialized at random
positions within the computational domain and released with initial velocity equal to the local
ﬂuid velocity. It was veriﬁed that the same results were obtained even if the particles were ini-
tially uniformly distributed. The comparison data has been presented in section 3.4. The results
of these initial ﬂuid simulations are described here.
The procedure described in section 2.1.5 has been employed to estimate forcing parameters for
grids ranging from 323 to 2563. The maximum wavenumber in one direction is limited to N/3
(nearest lower integer value) due to the truncation technique employed to remove the aliasing er-
rors. Themaximumresolvedwavenumberinthe(3-D)simulationsisthusκmax = N/
 
3. Arbitrary
choices for the forcing parameters are made based on a certain target Reynolds number for each
grid resolution. Following the work of Overholt and Pope [30], νf =0.025 for all simulations in the
present work. The non-dimensional spatial resolution parameter κmaxη is chosen to be greater
than 1.5 for all grid resolutions, which is adequate for higher-order quantities such as dissipation
[10].
With the aforementioned choices, the forcing parameters and the corresponding expected ﬂow-
characterizing parameters are listed in table 2.1 along with those used in Yeung and Pope [10]
(titled YP64 and YP128). The Reynolds numbers mentioned in table 2.1 are the a priori estimates
except those for YP64 and YP128, which are the time-averaged output values. Similarly, the values
of the non-dimensional quantity κmaxη mentioned in table 2.1 are the a priori estimates while
those for YP64 and YP128 simulations are the time-averaged output values.
Eulerian statistics were collected at every time step during the simulations. The Eulerian statis-
tics were volume-averaged for all nodes in the computational domain. All statistics were written
to a ﬁle at each time step and subsequently time averaged at the end of the simulations. An ini-
tial period of about 5 to 10 eddy turnover times was discarded before calculating the stationary
statistics.28 2.4. Code validation
N3 323 643 1283 2563 YP64 YP128
Forcing radius κF/κ0 2
 
2 2
 
2 2
 
2 2
 
2 2
 
2 2
 
2
Maximum wavenumber κmax/κ0 N/
 
3 N/
 
3 N/
 
3 N/
 
3
 
2N/3
 
2N/3
Number of forced modes NF 92 92 92 92 92 92
Fluid viscosity, m2s−1 νf 0.025 0.025 0.025 0.025 0.025 0.025
Forcing amplitude, ms−2 σ 0.03743 0.212 2.0 12.0 0.1432 0.1432
Forcing time-scale, s TL 0.92807 0.321 0.069 0.04 0.6369 0.6369
Non-dimensional dissipation ǫ∗ 0.0013 0.014 0.276 5.76 0.01306 0.01306
Non-dimensional forcing timescale T ∗
L 0.101 0.075 0.045 0.072 0.15 0.15
Non-dimensional resolution κmaxη 1.57 1.70 1.55 1.48 1.50 2.96
Taylor Reynolds number Reλ 24 41 78 144 38 38
Table 2.1: Forcing parameters used in present runs and those used by Yeung and Pope [10] (YP64-
YP128).
Figures 2.1, 2.2, 2.3 and 2.4 show the evolution of the turbulent kinetic energy and dissipation
once stationarity has been achieved. Figure 2.5 shows the evolution of dissipation skewness for
the different grid resolutions.
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Figure 2.1: Evolution of the turbulence kinetic energy, k and dissipation rate, ǫ for the 323 simula-
tion. The time is normalised by the average eddy-turnover time from the steady region.
For each grid resolution, the statistically stationary values of different turbulence quantities are
listed in table 2.2. It should be noted that the obtained Reynolds numbers are in good agree-
mentwiththetargetReynoldsnumberslistedintable2.1. Thenon-dimensionalspatialresolution2.4. Code validation 29
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Figure 2.2: Evolution of the turbulence kinetic energy, k and dissipation rate, ǫ for the 643 simula-
tion. The time is normalised by the average eddy-turnover time from the steady region.
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Figure 2.3: Evolution of the turbulence kinetic energy, k and dissipation rate, ǫ for the 1283 simu-
lation. The time is normalised by the average eddy-turnover time from the steady region.30 2.4. Code validation
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Figure 2.4: Evolution of the turbulence kinetic energy, k and dissipation rate, ǫ for the 2563 simu-
lation. The time is normalised by the average eddy-turnover time from the steady region.
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Figure 2.5: Evolution of the dissipation skewness, Sǫ for different grid resolutions. The time is
normalised by the average eddy-turnover time from the steady region.2.4. Code validation 31
parameter κmaxη as measured during the validation runs is greater than 1.29 for all simulations,
which is an indicator of good resolution. The values of Sǫ obtained from the simulations are close
to 0.5, which is the asymptotic value for this parameter at high Reynolds numbers [38].
N3 323 643 1283 2563
Non-dimensional resolution κmaxη 1.404 1.293 1.330 1.330
Kolmogorov length scale η 0.076 0.040 0.018 0.009
Kolmogorov time scale τk 0.230 0.063 0.013 0.003
Longitudinal integral length scale L11 1.224 1.035 0.857 0.811
Transverse Taylor microscale λt 0.734 0.522 0.324 0.196
Eddy turnover time TE 1.486 0.482 0.138 0.047
Turbulence intensity u′ 0.829 2.157 6.252 17.384
Turbulent kinetic energy k 1.031 6.978 58.63 453.3
Dissipation rate ǫ 0.482 6.415 141.7 2968.3
Taylor Reynolds number Reλ 24.2 45.0 80.6 136.0
Dissipation skewness Sǫ 0.521 0.446 0.417 0.414
Table 2.2: Flow characteristics for 323, 643, 1283 and 2563 domains. All quantities are time-
averaged quantities and the overbar is omitted for simplicity. Units of all quantities mentioned
in the nomenclature.
The time-step size ∆t is evaluated at every time-step based on the CFL criterion speciﬁed in sec-
tion 2.1.3. The average time-step for the different runs is speciﬁed in table 2.3. It should be noted
thattheaveragetime-stepismuchsmaller thanthesmallest turbulencetime-scale, τk, forallsim-
ulations.
Reλ ∆t /τk
24.2 0.12
45.0 0.08
80.6 0.06
136.0 0.04
Table 2.3: Average time-steps used for simulations at different Reynolds numbers.
In addition to the quantities introduced in section 2.4.1, certain additional quantities are de-
scribed here to further probe the structure of the simulated turbulent ﬂows.
The second-order velocity structure function, Di j is the covariance of the difference in velocity
between two points x+r and x,
Di j (r,x)=〈[ui (x+r)−ui (x)][uj(x+r)−uj(x)]〉. (2.62)32 2.4. Code validation
In isotropic turbulence, Di j can be written as
Di j (r)=DNN(r)δi j +[DLL(r)−DNN(r)]
rirj
r2 , (2.63)
whereDLL andDNN arethescalarlongitudinalandtransversestructurefunctionsrespectively. In
isotropicturbulence,Di j isdeterminedbythesinglescalarfunction,DLL. Thetransversestructure
function, DNN is uniquely determined by DLL. For purpose of validation, correlations have been
calculated in the x-direction, thus,
DLL =D11, DNN =D22 =D33. (2.64)
According to Kolmogorov’s ﬁrst similarity hypothesis, for locally isotropic turbulence (in dissipa-
tion range length-scales), Di j is uniquely determined by ǫ and ν. Thus according to this hypothe-
sis, there is a universal, non-dimensional function D∗
LL such that,
D∗
LL(r)=ǫ−2/3r−2/3DLL(r). (2.65)
According to Kolmogorov’s second similarity hypothesis, in the inertial subrange, DLL is indepen-
dent of νf , which, using dimensional analysis, implies,
D∗
LL(r)=ǫ−2/3r−2/3DLL(r)=C(constant), (2.66)
D∗
NN(r)=ǫ−2/3r−2/3DNN(r)=
4
3
C(constant). (2.67)
whereC is a universal constant.
Figures 2.6 and 2.7 show the structure functions calculated during validation runs using PAN-
DORA . A plateau region in the D∗
LL and D∗
NN curves is representative of the inertial subrange.
It is seen that for the 323 and 643 runs, there is no distinct inertial subrange. At the highest2.4. Code validation 33
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Figure 2.6: Second-order longitudinal velocity structure functions at different Taylor Reynolds
numbers.
Reynolds number simulated in the present study, a distinct inertial subrange in seen between
roughly 30η−100η.
2.4.4 Concluding remarks
The primary objective of the validation runs has been to demonstrate that the code is capable
of sustaining stationary ﬂuid turbulence. This has been achieved using the forcing scheme pro-
posed by Eswaran and Pope [28]. It has been observed that the ﬂow charaterising statistics reach
a stationary state thus validating the forcing scheme and the procedure for evaluating the forcing
parameters. Moreover the stationary Reynolds numbers obtained from the simulations are in ex-
cellent agreement with those predicted a priori. The value of the dissipation skewness is near 0.5
for all the simulations indicating that the small scales of the ﬂow are uninﬂuenced by the forcing
scheme. This value is consistent with both numerical [38] and experimental results published in
literature. Finally, it is interesting to note that at high Reynolds numbers, there are atleast two
decades of length scales separating the Kolmogorov and integral length scales. The phenomenon34 2.4. Code validation
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Figure 2.7: Second-order transverse velocity structure functions at different Taylor Reynolds num-
bers.
of particle clustering at different length scales is investigated in subsequent chapters.Chapter 3
Preferential accumulation of particles in
one-way coupled scenario
It has been observed in present and previous studies that under certain conditions, an initially
uniform distribution of particles organizes itself into a highly segregated conﬁguration. This ac-
cumulation of particles can be explained in different ways. A survey of our current understanding
of different mechanisms of clustering is carried out. A simple way of explaining clustering is to at-
tribute it to the centrifugal effect of the eddies resulting in collection of particles along their edges.
Instantaneouspreferentiallyaccumulatedconﬁgurationsareattributedtothedeviationofparticle
trajectories from the ﬂuid pathlines leading to lower concentration of particles in the vortex cores
and correspondingly larger concentration in the region between eddies. It is important to note
that in this interpretation there would be two length scales associated with clustering - the size of
thestructurescausingtheclusteringandthesizeoftheparticleclustersthemselves. Inthepresent
work, different measures have been employed to estimate these length scales. Of particular inter-
est to the work presented in this chapter is the dependence of these length scales on the ﬂuid
Reynolds number, particle response time and the strength of gravitational body force on the par-
ticles. The predominant role of Kolmogorov scale eddies in causing accumulation, also observed
in previous work in literature, is also demonstrated in the present work. The Reynolds number
scaling of preferential accumulation has been a matter of debate in the literature. Wang et al. [39]
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reported a linear scaling of accumulation with Reynolds number while Collins and Keswani [40]
suggested that clustering is not enhanced at large Reynolds numbers. It should be noted that the
Reynolds numbers in both these DNS studies are very limited. The maximum Taylor Reynolds
number in the study by Wang et al. [39] is only 75 while that in study by Collins and Keswani [40]
is 152. To extrapolate the ﬁndings of these studies to practical problems of interest, which in-
evitablyinvolvemuchhigherReynolds numbers(e.g.raininitiationincumulusclouds[11]), isnot
straightforward and continues to be an area of active research. In the present work, DNS of HIT
is performed over a range of ﬂuid Reynolds numbers and particle Stokes numbers to investigate
accumulation behavior. The range of Stokes numbers investigated in the present work is broader
than in previous studies. The role of gravitational settling in inertial clustering is also explored in
this chapter. Introducing the gravitational body force enables us to perform a parametric study
of a situation where the particles tend to jump from one eddy to another at an enhanced rate. It
is well known that in the presence of gravity, particles tend to disperse less in the lateral direc-
tions due to the so-called crossing trajectories effect. The sensitivity of the different measures of
accumulation to strength of gravitational force is investigated.
3.1 Aims and Objectives
In this chapter, a systematic investigation of accumulation for different ﬂuid and particle param-
eters is carried out. The effect of a gravitational settling force is also investigated. The ﬂuid turbu-
lence is characterised by its Taylor Reynolds number, Reλ (introduced in section 2.4.1). The par-
ticle inertia and settling velocity are characterised by the non-dimensional parameters, Stk and
v∗
g (both introduced in section 2.4.2). In the work presented in this chapter, we use different mea-
sures for quantifying preferential concentration and probe their dependence on Reλ, Stk and v∗
g.
The different measures used for quantifying accumulation are outlined in section 3.2. The scaling
of bin-size dependent measures like D with Reynolds number has not been addressed in previous
studies and the present study ﬁlls this gap. The length scale of the particle clusters is estimated
in this study by using a binning technique while the spacing between clusters is estimated from
the Eulerian correlation of particle number density. Other measures derived from fractal geome-
try are also invoked. The sensitivity of the indicators of accumulation to each of the above stated3.2. Indicators of preferential accumulation 37
parameters is systematically investigated and reported here. The results presented in this chapter
are limited to one-way coupling, neglecting the inﬂuence of particles on the ﬂuid turbulence. The
one-way coupling assumption is justiﬁed by the dilute nature of the suspension.
3.2 Indicators of preferential accumulation
Before proceeding to discuss the literature on accumulation of particles, it is useful to deﬁne the
indicators of accumulation used in the literature. The different measures of accumulation are
introduced in this section. It is hoped that this will make it easier for the reader to follow the
subsequent discussion. The averaging conventions used here have been deﬁned in section 2.3.
Preferential accumulation essentially refers to the tendency of particles to remain in particular re-
gions of the ﬂow. Thus it is desirable to capture the correlation between regions of above/below
average particle number densities and underlying ﬂuid properties in these regions. The correla-
tion between deviation of local enstrophy, e′, and deviation of local particle number density, n′, is
used to demonstrate preferential accumulation in low-vorticity areas. For the purpose of calculat-
ing 〈n′e′〉, the domain is subdivided into small cubes or bins (demonstrated in two dimensions in
ﬁgure 3.1). The measure is calculated as an Eulerian average over the spatial domain. The mean
enstrophy in the domain is deﬁned as
〈e〉=
1
Nb
Nb X
j=1
¡
ω2
1+ω2
2+ω2
3
¢
j . (3.1)
The number of bins used for calculating 〈n′e′〉 is the same as the number of nodes for that simu-
lation, N3. For each bin, n′ and e′ are deﬁned as follows
n′ =
n−〈n〉
〈n〉
, (3.2)
e′ =
e −〈e〉
〈e〉
, (3.3)
where n and e are the volume-averaged particle number density and enstrophy within the bin
respectively. For np particles in a bin of volume, Vb =h3, the local particle number density in that38 3.2. Indicators of preferential accumulation
bin is given by
n =
np
Vb
. (3.4)
h
L =2π
Figure 3.1: Schematic representation of binning process for calculating 〈n′e′〉 and D measures.
Several other measures are based on binning of particles. Here the procedure to calculate the D
measure[3, 4] is described. Similar to the〈n′e′〉 measure, thedomain is divided into small uniform
bins of side h. The next step is to count the number of bins with a certain number of particles, c
(e.g. in ﬁgure 3.1, c = 0,1,2). The probability of ﬁnding bins with c particles, Pm(c), is then given by,
Pm(c)=
Nb(c)
Nb
, (3.5)3.2. Indicators of preferential accumulation 39
where Nb(c) is the number of bins with c particles and Nb is the total number of bins. For a
uniformdistributionof Np particles,thenumberofparticlesineachbinwouldbeλ= Np/Nb. The
departure of the measured particle distributionfrom an uniform distributioncan be quantiﬁed by
the variance of the particle distribution, deﬁned as,
σ2
m =
Np X
c=0
(c −λ)
2Pm(c). (3.6)
For a random distribution of particles, the probability of ﬁnding c particles in a bin is a random
variable that is Poisson distributed. The Poisson distribution or probability of ﬁnding bins with c
particles for randomly distributed particles, Pp(c)is deﬁned as,
Pp (c)=
e−λ λc
c!
. (3.7)
The corresponding variance of Np randomly distributed particles is given by
σ2
p =
Np X
c=0
(c −λ)
2Pp (c). (3.8)
The D measure, used by Fessler et al. [3] to characterise non-homogeneous distribution of parti-
cles in their channel-ﬂow experiments, is deﬁned as
D =
σm − σp
λ
. (3.9)
Another bin-size sensitive global measure of accumulation is the Dc measure [13], deﬁned as fol-
lows
Dc =
Np X
c=0
¡
Pm(c)−Pp (c)
¢2. (3.10)
Both D and Dc measures essentially convey the same information about particle distribution and
therefore only the D measure is reported in the present study. The D measure characterises the
deviationoftheobservedparticledistributionfromaperfectlyrandomdistribution. Forarandom
distribution of particles, the D measure would be identically zero. Also it is easily seen from the
deﬁnition of D that bins containing mean number of particles (c = λ), do not add value to the D
measure. Preferential accumulation of particles is characterised by large positive values of D. This
is attributed to the presence of bins containing much more particles than the mean value as well40 3.2. Indicators of preferential accumulation
as the presence of a large number of voids. It should be noted that the D measure for a uniform
distribution of particles (i.e. equal particles in all bins) is negative since σm = 0. The D measure
being a function of the bin-size, h, the most appropriate way to report the D measure is to show
its variation with h and note its peak value along with the bin-size at which the peak occurs. In
the context of the present work, the peak bin-size non-dimensionalised by the Kolmogorov length
scale provides insight into particle accumulation phenomenon.
The particle-particle spacing in clusters can be estimated using the radial distribution function
(RDF) [41, 42]. The RDF, g(r), is calculated by binning particle pairs according to their separa-
tion distances and then evaluating the RDF over annular shells of thickness ∆r. The RDF for a
distribution of Np particles is obtained by calculating
g(r)=
Pr/∆Vr
P/V
, (3.11)
where Pr is the number of particle pairs separated by a distance r ±∆r/2, ∆Vr is the volume of
the shell of thickness ∆r located at radius r. P = Np(Np −1)/2 is the total number of pairs in the
simulation and V = L3 is the total volume of the domain. The RDF has been used by researchers
to estimate the effect of clustering on frequency of particle collisions [41, 42]. The RDF essentially
represents the probability of ﬁnding particle pairs with a radial separation distance r. For a uni-
form particle distribution g(r) is identically unity. Values of RDF exceeding unity are indicators
of accumulation at that length scale r. Keeping in mind the importance of the Kolmogorov length
scaleinthecontextofaccumulation,thelengthscaler innon-dimensionalisedbytheKolmogorov
lengthscale, η, while reporting results for theRDF. Thesize of particleclusters canbe estimatedby
looking at the length scale where the RDF becomes less than unity. Another equivalent measure
used by researchers [40, 43] is the pair correlation function, deﬁned as h(r)≡g(r)−1.
The correlation dimension, D2, is a measure derived from the RDF which enables characterisa-
tion of particle distribution by a single parameter irrespective of the scale at which accumulation
occurs. This measure, introduced by Grassberger and Procaccia [44], is part of a spectrum of gen-
eralised dimensions used to characterise multi-fractal sets. The correlation dimension is deﬁned
as
D2 = lim
r→0
µ
1
log r
¶
log
r+dr X
r
p2
r , (3.12)3.3. Background 41
where r is a variable length scale and pr is the probability that the separation distance between
two particles is less than r [45]. D2 is representative of the probability of ﬁnding two particles at a
distance less than a given r: Pr ∼ rD2 [5, 7]. If the particles are uniformly distributed, the number
of particleswithina sphere of radius r centered on a base particle, N(r), will scale with thevolume
of the sphere (r3). The correlation dimension is then deﬁned as the slope of log(N(r)) vs log(r).
In the present implementation, D2 is computed by binning all the particle pairs, Pr, according to
theirseparationdistancer andcalculatingtheslopeofthecurvelog(Pr)versuslog(r)overarange
ofr wherealineardependenceexists. Foranuniformdistribution,D2 equalsthespacedimension
(3for3-D).DeviationofD2 fromthespacedimensionisanindicatorofpreferentialaccumulation.
Another measure used in the present work is the clustering length scale, ln, deﬁned as
ln =
π
2〈n〉2
X
κ
N (κ)
κ
dκ, (3.13)
N (κ)=
ˆ n(κ) ˆ nc (κ)
2
, (3.14)
where ˆ n(κ) is the Fourier transform of the number density distribution ﬁeld and ˆ nc (κ) is its com-
plex conjugate. The summation is over all the resolved wavenumbers in the simulation. N (κ) is
deﬁned along the lines of the ﬂuid kinetic energy, E(κ), to obtain a length scale consistent with
ﬂuid integral length scale. This length scale provides a convenient measure of the extent of the
region over which the particle number density ﬁeld is correlated.
A detailed study of the above indicators helps to estimate the two length scales associated with
clustering of particles. The measures involving binning provide a way to estimate the size of parti-
cleclusters. Thespacingbetweenclustersisestimatedfromtheextentofcorrelationoftheparticle
number density ﬁeld. A survey of the ﬁndings of previous studies in this context is presented next
in section 3.3.
3.3 Background
Preferential accumulation of particles in turbulent ﬂow has been observed in a multitude of sit-
uations like free shear ﬂows[46], wall-bounded ﬂows[47] and homogeneous ﬂows[13, 43, 48, 49].42 3.3. Background
The earliest speculation of the tendency of inertial particles to accumulate in regions of low vor-
ticity was proposed by Maxey [14]. In a thorough review of preferential accumulation, Eaton and
Fessler [50] examined accumulation in different ﬂows including free shear ﬂows, wall bounded
ﬂows, homogeneous ﬂows, complex jets and separated ﬂows for very small volume loadings such
thattheeffectofparticle-particlecollisionscouldbeneglected. Theyhighlightedtheroleofcoher-
ent vortical structures, which are observed in all the above mentioned ﬂow conﬁgurations, as the
basic mechanism that causes preferential accumulation. Particles tend to be thrown out of vortex
cores and get accumulated in the convergence region between eddies. The instantaneous eddy
structures thus govern the particle concentration distribution. It should be borne in mind that the
turbulent eddies persist only for a ﬁnite time. Eaton and Fessler [50] note that preferential accu-
mulation is observed only for particles with a certain response time. Numerous experiments and
simulations have conﬁrmed that this particular response time is nearly equal to the time-scale of
the dominant turbulent eddies for the ﬂow under consideration. Particles with a smaller response
time tend to follow the ﬂuid pathlines and thus continue to be distributed randomly. On the other
hand, particles with very high response time are sluggish and hence do not signiﬁcantly respond
to the eddy motions during the lifetime of the eddy. The non-dimensional parameter characteris-
ingthisbehavioristheStokesnumber, deﬁnedastheparticleresponsetimenon-dimensionalised
using an appropriate turbulence time-scale.
At low Reynolds numbers, the dominant eddies in the ﬂuid turbulence are the Kolmogorov scale
eddies [51]. Numerous low Reynolds number studies have found out that accumulation is most
pronounced for Stokes number based on the Kolmogorov time-scale , Stk ≈ 1.0. In their DNS,
Squires and Eaton [37] found that particle distribution is most inhomogeneous for Stk =0.65. The
Taylor Reynolds number in their simulation was Reλ = 38.7 and trajectories of 106 particles were
followed. They found that particles tend to accumulate in regions of low vorticity and high strain.
The DNS studies of Wang and Maxey [13] at Reλ =31 also showed that accumulation is maximum
for Stk ≈ 1.0 particles, though the focus of their study was on the settling velocities of particles
under the inﬂuence of gravity. Hogan and Cuzzi [6] studied particle accumulation using DNS at
three Taylor Reynolds numbers - Reλ = 40, 80, 140 and Stk ranging from 0.2 to 6. They employed
the Dc and D2 measures (described in section 3.2) and found that accumulation is maximum at
Stk ≈1.0. Sundaram and Collins [41] did a systematic analysis to gather collision statisticsacross a3.3. Background 43
wide range of Stokes numbers at Reλ = 54.2. The Stokes numbers studied in their work vary from
1.0 to 8.0 based on the Kolmogorov time-scale. Their results conﬁrmed the qualitative picture of
depletion of particles from high vorticity areas and corresponding accumulation in low vorticity
areas. Quantitatively they observed that the Dc measure and the RDF at contact, g
¡
dp
¢
, show
the same trend with Stokes number as the study by Squires and Eaton [37]. It is observed though
that the peak in g
¡
dp
¢
occurs at slightly lower Stokes number (Stk = 0.4) than the peak in Dc,
which occurs at Stk = 1.0. Wang et al. [39] observe a peak in RDF at contact at Stk ≈ 1.0 in their
DNS studies. The peak in the studies of Sundaram and Collins [41] and Wang et al. [39] occur at
different values of Stk owing to the signiﬁcant uncertainty and artiﬁcial repeated collisions in the
work of Sundaram and Collins [41] [52]. Fessler et al. [3] investigated particle concentration at the
centerline of a turbulent channel ﬂow, where the ﬂow is close to homogeneous conditions, and
found evidence of particle accumulation. The Taylor Reynolds number of their experiment was
nearly150andtheyinvestigatedbehaviorofparticleswithStokesnumbersrangingfrom0.74to41.
For the Reynolds number studied in their experiment, they found that accumulation is maximum
for Stk ≈ 2.0 using the D measure. They also observed that the spacing between particle clusters
wasmuchlargerthanthesizeoftheclustersthemselves. Alisedaetal.[49]performedwind-tunnel
experiments at Reλ ≈ 75 and estimated the size of particle clusters to be around 10η. At the limit
ofsmallStokesnumbers, Chunetal.[53]developed atheorywhichpredictsexponentialgrowthof
theRDFevenatsub-Kolmogorovscales. ThemodeldevelopedbyChunetal.[53]suggeststhatthe
steady state RDF is a result of the balance between a mean inward drift velocity between a particle
pair and the effect of turbulent diffusion. The functional form of the RDF suggested by their study
is as follows
g(r)=c0
³η
r
´c1
, (3.15)
c1 =3.61Stkτk
2£
S2−R2¤
, (3.16)
wherec0 isanunspeciﬁedmatchingcoefﬁcientwhosevaluedependsuponhowthelocallysmooth
ﬂow transitions to turbulence at larger separations. S2 and R2 are the second invariant of rate of
strain and rate of rotation tensors respectively, averaged over ensemble of particle trajectories.
The exponential growth of RDF at sub-Kolmogorov scales is attributed by Chun et al. [53] to a neg-
ative drift velocity which essentially results from the particles sampling more strain regions of the44 3.3. Background
ﬂow than rotational regions. Salazar et al. [54] performed both experiments and DNS at Reynolds
numbers from 108 to 147 and obtained identical radial distribution functions. The common ob-
servation in the studies mentioned thus far is that accumulation is mainly inﬂuenced by action of
Kolmogorov scale eddies. It should be noted that as the Stokes number tends to zero, the parti-
cles resemble ﬂuid tracer particles. On the other hand, at large Stokes numbers, the effect of the
ﬂuid turbulent ﬂuctuations is dwarfed by the particle inertia and therefore the particle motion is
essentiallyunresponsivetotheﬂow. ThustheobservationofanoptimumStokesnumberatwhich
accumulation is maximum is not surprising.
Although the above discussion attributes accumulation to the role of the smallest eddies in the
ﬂow, it has also been shown in other studies that at higher Reynolds numbers larger eddies do
play an important role. As discussed earlier, the coherent structures in the ﬂow ﬁeld are expected
to inﬂuence the distribution of inertial particles. As the Reynolds number increases, the range of
scales of the ﬂuid structures also goes up, leading to increasingly complex particle conﬁgurations.
ItshouldbenotedthatDNSinvestigationsintheearly90’s([13,37])wereatlowReynoldsnumbers
andassuchthescaleseparationbetweeninertialanddissipativescaleswaslimited. Severalrecent
studies have focussed on the multi-scale nature of accumulation at high Reynolds numbers. In a
comprehensiveandmeticulousstudy,YoshimotoandGoto[48]pointouttothepossibilityofpref-
erential accumulation even when the particle response time is much larger than the Kolmogorov
time scale in high Reynolds number turbulence. High Reλ implies presence of wider range of con-
tinuous time scales between the Kolmogorov time scale (τk) and the eddy turnover time scale of
turbulence (TE). It is seen from their results for Reλ = 188 that the length scales of the voids in
particle distribution range from Kolmogorov length scale η to turbulent length scale Lǫ ≡ u′3/ǫ.
They argued that the void sizes observed in particle distributions at high Reynolds numbers re-
ﬂect the multi-scale nature of coherent eddies. This is consistent with the power law distribution
of hole sizes observed by Boffetta et al. [55] in two-dimensional turbulence. Boffetta et al. [55]
suggest that the geometry of particle distribution is inﬂuenced by ﬂuid structures characterised
by a large set of time scales. The picture that emerges from these studies is that preferential con-
centration is prevalent at higher Stokes numbers (greater than unity) and is inﬂuenced by larger
size eddies. In contrast, at very small Stokes numbers, the clustering is governed by the com-
pressible nature of the particle velocity ﬁeld (discussed in Balkovsky et al. [56]). By relating the3.3. Background 45
particle velocity ﬁeld to the ﬂuid velocity, Balkovsky et al. [56] showed that the particle concen-
tration is intermittent and that segregation of particles continues indeﬁnitely in time. Balkovsky
et al. [56] also point out the scale invariance at small scales, but note that deviations from uni-
form distribution for higher Stokes numbers are expected to depend on a broader range of scales.
Wood et al. [4] conducted experimental studies to extend the range of Reynolds numbers across
which accumulation was studied. The Taylor Reynolds number for their experiments was nearly
230. They used three classes of particles corresponding to Stokes numbers 0.57,1.33 and 8.10. Us-
ing the D measure, they observed that accumulation is maximum at Stk ≈ 1.0 even at the higher
Reynolds number used in their experiment. It is observed from their experimental results that the
length scale at which peak D occurs is larger for higher Stokes number particles. This indicates
that heavier/larger (high Stk) particles are inﬂuenced by the larger eddies in the ﬂow. The bin size
dependence of D suggests a peak around bin-size of 8−20η, which is a broader range than found
in experiments at lower Re ([49], [3]). Saw et al. [43] reported clustering of particles in HIT at high
Reynolds numbers (Reλ = 440 to 660). Using the pair correlation function to quantify clustering,
they observe that strong clustering is mainly limited to scales of 10 times the Kolmogorov length
scale and below.
The dependence of clustering phenomenon on Reynolds number has been the subject of many
studies. This is important if the ﬁndings established from low Reynolds number DNS studies
have to be extrapolated to real-world situations. Reade and Collins [42] conducted DNS for Taylor
Reynolds numbers ranging from 37.1 to 87.5 and observed a weak increasing trend of accumu-
lation with Reynolds number. The accumulation was characterised by the RDF in their simula-
tions. Similar weak scaling of RDF with Reynolds number was observed by Wang et al. [39] in their
DNS study spanning Taylor Reynolds numbers from 24 to 75. Hogan and Cuzzi [6] used both the
Dc and D2 measures for characterising accumulation. They conducted DNS for a much broader
Taylor Reynolds number range - 40 to 140. The D2 measure did not show any dependence on
the Reynolds number for the range of Reynolds number investigated in their study. It should be
pointedoutthattheywronglyconcludedthatDc measurewasalsoindependentofReynoldsnum-
ber. They normalised the curves for variation of Dc with Stokes number for all Reynolds numbers
with the peak value of Dc at that Reynolds number and observed that all the curves fall on top of
each other. While this justiﬁes that the qualitative dependence of Dc on Stokes number is inde-46 3.3. Background
pendent of Reλ, there is no means to suggest the trend of peak value of Dc with Reynolds num-
ber. It should be borne in mind that D2 and Dc measures depict different qualities of the particle
distribution and need not show the same scaling with Reynolds number. Collins and Keswani
[40] studied the scaling of RDF with Reynolds number using DNS investigation at Taylor Reynolds
numbers from 65 to 152. They found that the RDF saturates to a constant value with increasing
Reλ, for the range of Reλ in their study. The RDF showed a weakly increasing trend with Reynolds
numberathigherStokesnumber, whileatlower Stokesnumbertheeffectwasnegligible. Becetal.
[5], using DNS to probe the dependence of accumulation on Reynolds number, point out that ac-
cumulation is independent of Reynolds number at the dissipative scales. They also point out that
the same argument may not apply at higher Reλ. They note the direct relationship between par-
ticle distribution and structure of ﬂuid acceleration in the inertial range. van Aartrijk and Clercx
[7] used the correlation dimension D2 as a measure of accumulation and investigated accumu-
lation in both HIT and stratiﬁed turbulence. They concluded that accumulation is only weakly
dependent on Reynolds number, a conclusion similar to Collins and Keswani [40]. The picture
that emerges from this survey is that while the scaling of RDF and its derived measure, D2 has
been well documented in literature, the scaling of D and Dc measures has not been adequately
addressed.
The inﬂuence of gravity on the dispersion of particles has also been the subject of numerous stud-
ies. Wang and Maxey [13] performed DNS of heavy particles in homogeneous isotropic turbu-
lence (HIT) to investigate settling velocities of particles. The Reynolds number at which they in-
vestigated concentration distribution of particles was Reλ = 31. They observed that the settling
velocities of particles in isotropic turbulence are greater than those in a quiescent ﬂuid. More-
over they found that the enhancement of settling velocity is maximum when the particle response
time is nearly equal to the Kolmogorov time scale. They quantiﬁed the non-homogeneity in the
particle distribution using the Dc measure and found that this measure peaks when Stk ≈ 1.0.
The enhanced settling velocity of particles with near-Kolmogorov scale response times has been
attributed to preferential accumulation by Aliseda et al. [49]. Addition of a body force (gravity,
Coulomb interaction) on the particles can signiﬁcantly affect the particle dispersion. Yudine [57]
hypothesized that heavy particles settling through ﬂuid eddies would disperse less due to what he
called the crossing-trajectories effect. The motion of a particle from one eddy to another causes it3.3. Background 47
to lose its correlation faster, leading to a lower dispersion coefﬁcient. Evidently this phenomenon
is governed by the relative magnitudes of the particle free-fall velocity and the ﬂuid turbulence
intensity. Whentheparticlefree-fallvelocityisgreaterthantheturbulentﬂuctuations, theparticle
dispersion coefﬁcient has been observed to decrease by approximately the inverse of the free-fall
velocity [58].
It is noted that alternate mechanisms of accounting for particle clustering have also been pro-
posed recently. Recent studies have linked the multi-scale nature of particle distribution to the
clusteringofzero-accelerationpointsintheﬂuid. GotoandVassilicos[59]alsoobserveself-similar
particle clustering in their simulations of two-dimensional turbulence (similar to results reported
by Yoshimoto and Goto [48]). The argument relating the ‘stickiness’ of zero-acceleration points
for particles was initially introduced by Chen et al. [60]. Chen et al. [60] found a good corre-
lation between acceleration stagnation points of ﬂuid and particle clusters for particle response
times smaller than the integral scale of turbulence. Their argument essentially implies that zero-
acceleration point clusters trap inertial particles. Goto and Vassilicos [61] formalized the so-called
‘sweep-stick mechanism’ for clustering of heavy particles in three-dimensional turbulence. Pri-
marily the mechanism can be summarized by considering the particle velocity when Stk is small
[14],withup ≈uf (xp,t)−τpa(xp,t). Thusparticlesona = 0pointsmovewiththesepointswithve-
locity uf . Goto and Vassilicos [61] point out that the ‘sweep-stick mechanism’ explains the Stokes
numberdependenceofparticleclusteringsummarizedasfollows. AtsmallerStokesnumbersonly
the small-scale eddies are resonant with the particles, while at larger Stk, larger voids appear be-
cause particles are resonant with larger eddies. This growth of void size continues until τp reaches
the integral time-scale of turbulence.
To summarize, is is observed that the Reynolds numbers accessible to DNS are very limited and
thus the scaling of accumulation with Reynolds number remains an open question. However the
predominant role of Kolmogorov size eddies in causing accumulation is undisputed and some
theories predict a vanishingly small effect of Reynolds number on accumulation. These predic-
tions have been corroborated by the saturating behavior of RDF with Reynolds number for the
limited range of Reynolds numbers accessible to DNS studies. The scaling of bin-size dependent
measureslike D withReynolds numberhasnotbeenadequately addressedintheliterature. Inthe48 3.4. Simulation details
present work, different measures of particle distribution have been used to provide a uniﬁed pic-
ture of accumulation. Using different measures allows us to probe different aspects of the particle
distribution.
3.4 Simulation details
Thesimulationsdescribedherefollowfromtherunsforﬂuidturbulencedescribedinsection2.4.3.
In this section, details of particle parameters used for investigating preferential accumulation are
provided. The simulations are divided into two categories - (i) without gravity and (ii) with gravity.
Fortheﬁrstsetofsimulations,theparametersaretheﬂuidReynoldsnumber,Reλ,andtheparticle
Stokes number, Stk. For a certain ﬂuid Reynolds number (and thus certain mean Kolmogorov
timescale), the desired particle Stokes number is attained by setting the particle diameter to a
particular value. It is noted however that the actual Stokes number varies during the simulation
as the instantaneous Kolmogorov timescale may vary from its stationary mean. Simulations are
performed for six eddy turnover times to allow the particles to equilibrate with the ﬂuid and then
statistics are taken over the next 8−10 eddy turnover times. For the simulations incorporating
gravitational force, the additional parameter is the non-dimensional gravitational settling velocity
v∗
g. In the present study, simulations are reported for v∗
g = 0.1, 0.2, 0.5, 1.0, 2.0. The gravitational
force acts in the negative x3 direction for all the simulations.
The Taylor Reynolds numbers investigated in this study are primarily, Reλ =24.2,45.0,80.6. A few
simulations at Reλ = 136.0 are also reported. The ﬂow characteristics for each of these Reynolds
numbers are detailed in table 2.2. The time-step size ∆t for all simulations at a given Reynolds
number is the same as reported in table 2.3. It should be noted that the time-step is less than the
particle response time τp for all simulations.
The density ratio of particle phase to ﬂuid phase, ρp/ρf , is 1000 for all simulations reported in this
study. ThepropertiesofthedifferentparticletypesemployedforeachoftheReynoldsnumbersare
listed in table 3.1. It should be noted that the range of Stokes numbers investigated at Reλ =136.0
is limited.3.4. Simulation details 49
Reλ Stk φv dp/η
0.2 1.97×10−5 0.06
0.5 7.86×10−5 0.09
0.8 1.58×10−4 0.12
1.0 2.22×10−4 0.13
24.2 3.0 1.15×10−3 0.23
6.0 3.24×10−3 0.33
10.0 6.97×10−3 0.42
20.0 1.97×10−2 0.60
25.6 2.89×10−2 0.68
0.2 1.91×10−6 0.05
0.5 7.56×10−5 0.08
0.8 1.53×10−5 0.11
1.0 2.14×10−5 0.12
45.0 3.0 1.11×10−4 0.21
6.0 3.14×10−4 0.30
10.0 6.77×10−4 0.38
20.0 1.91×10−3 0.54
32.0 3.84×10−3 0.68
0.2 2.39×10−7 0.06
0.5 9.44×10−7 0.09
0.8 1.91×10−6 0.12
1.0 2.67×10−6 0.13
80.6 2.6 1.15×10−5 0.21
5.2 3.24×10−5 0.30
10.4 9.16×10−5 0.42
20.8 2.59×10−4 0.59
41.6 7.33×10−4 0.84
0.5 1.06×10−7 0.09
136.0 1.0 2.99×10−7 0.12
2.0 8.44×10−7 0.18
5.0 3.34×10−6 0.28
Table 3.1: Reynolds numbers, Stokes numbers, particle volume fraction and particle sizes for sim-
ulations investigating preferential accumulation.
The local particle number density ﬁeld is calculated simply by counting the number of particles in
each volume surrounding a computational node in the domain and dividing by the total number
of particles. A few runs were conducted to study the effect of number of particles on the particle
statistics. It was found that the difference between using 105 and 106 particles was not signiﬁcant
for the purpose of the present study. Thus the number of particles, Np, used in all the simulations
reported in this study is 105.50 3.5. Results
For all the simulations, particles are initially randomly distributed throughout the domain. Tests
were conducted to verify the inﬂuence of initial particle distribution on the ﬁnal particle conﬁg-
uration. It is observed from ﬁgure 3.2 that the D measures of preferential accumulation are inde-
pendent of the initial particle distribution at Reλ =45.0. Similar agreement has been observed for
other indicators of accumulation at the other Reynolds numbers reported in the present study.
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Figure 3.2: Variation of D measure with Stokes number for both random and uniform initial parti-
cle distributions at Reλ =45.0. The number of particles used in both simulations is 262144 (=643).
Foruniformdistribution,theparticlesareinitialisedatthediscretegridpointswhereﬂuidvelocity
ﬁeld is evaluated in physical space.
3.5 Results
Initially it is veriﬁed that the particle Reynolds numbers attained in the simulations are less than
the limit of applicability of the modiﬁed Stokes drag law (Rep ≤800). The particle Reynolds num-
ber increases with increasing settling velocities and thus it has to be monitored for the high non-
dimensional settling velocities. Figure 3.3 shows the particle Reynolds numbers for various Stokes
numbers and non-dimensional settling velocities for Reλ = 80.6. The error-bars in ﬁgure 3.3 cor-
respond to ±σn, the standard deviation of particle Reynolds number variation over the particle3.5. Results 51
population. It can be seen that the Rep values are well within the range of validity of the modi-
ﬁed Stokes drag law. The Rep values for the other ﬂuid Reynolds numbers used in this study are
of the same order of magnitude as those shown in ﬁgure 3.3 and thus within the acceptable limit
(Rep ≤800).
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Figure 3.3: Variation of particle Reynolds number (averaged over all the particles) with non-
dimensional gravitational settling velocity, v∗
g, for Reλ =80.6.
Simulations have been performed both with and without incorporating the effect of gravity on the
particles. Initially results are presented for the cases where gravitational force is neglected in the
particle equation of motion. The inﬂuence of gravitational settling is separately investigated in
section 3.6. Figure 3.4 gives a qualitative picture of particle distribution at different Stokes num-
bers for Reλ = 24.2. It should be noted that the snapshots are taken at the same instant and thus
the underlying ﬂuid ﬂow ﬁeld is the same for all the cases. There appear to be signiﬁcantly more
voids in the particle distribution at Stk ≈1.0. The focus of the present study is to quantify the pic-
ture presented in ﬁgure 3.4 using the different measures described in section 3.2 and investigate
their dependence on ﬂuid and particle parameters.52 3.5. Results
(a) (b)
(c) (d)
(e) (f )
Figure 3.4: Fluid velocity vectors and particle positions for Reλ = 24.2 at increasing Stokes num-
bers - (a) 0.2 (b) 0.5 (c) 1.0 (d) 3.0 (e) 6.4 (f) 20.0.3.5. Results 53
3.5.1 Measures involving spatial binning
The D and 〈n′e′〉 measures are Eulerian measures which serve to quantify particle distribution.
The method of calculating these measures includes binning of particles in small bins of particular
size h as illustrated in ﬁgure 3.1. As such the D measure is a function of the bin-size h used for
calculatingit. HereasystematicanalysisofdependenceoftheD measureonthenon-dimensional
bin-size, h/η, ispresented. Figures3.5, 3.6, 3.7and3.8showthedependenceofD measureonbin-
sizes for Reλ =24.2, 45.0, 80.6 and 136.0 respectively.
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Figure 3.5: Dependence of D measure on non-dimensional bin-size, h/η, at different Stokes num-
bers for Reλ =24.2.
It is observed that in the accumulated condition, the D measure reaches a peak for a particular
non-dimensional bin-size, h/η. It is noted that the Stokes number corresponding to maximum
value of D measure goes up with increasing Reynolds number, consistent with experimental ob-
servationsbyWood etal. [4]. For example, themaximaisattainedatStk =1.0for Reλ =80.6, while
that for Reλ = 136.0 is attained at Stk = 2.0. The non-dimensional bin-size at which D reaches
a maxima can be thought of as the characteristic size of the particle clusters [49]. Smaller bins
would contain only parts of a cluster and larger bins would contain information from more than
one cluster and thus both distributions would be more homogeneous. An estimate of cluster sizes54 3.5. Results
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Figure 3.6: Dependence of D measure on non-dimensional bin-size, h/η, at different Stokes num-
bers for Reλ =45.0.
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Figure 3.7: Dependence of D measure on non-dimensional bin-size, h/η, at different Stokes num-
bers for Reλ =80.6.3.5. Results 55
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Figure 3.8: Dependence of D measure on non-dimensional bin-size, h/η, at different Stokes num-
bers for Reλ = 136.0. Also shown are results from experiments by Fessler et al. [3] and Wood et al.
[4].
can be obtained by noting the h/η corresponding to the peak of the D measure at Stk = 1.0. The
cluster sizes inferred in this way at Stk =1.0 are 2.1η, 4.7η, 7.4η and 18.2η for Reλ =24.2, 45.0, 80.6
and 136.0 respectively. This observation compares well with the cluster size 10η at Reλ = 75 ob-
served by Aliseda et al. [49] in their experiments. It is observed that at Stokes numbers near unity,
there is a sharp peak (particular length scale) at which accumulation is most prominent, thus sig-
nifying that the particle distribution is dominated by clusters of a particular size. On the other
hand, at very low or high Stokes numbers, there is a range of cluster sizes present in the distribu-
tion. Particularly, the high Stokes number particles are observed to cluster even at length scales an
order of magnitude greater than the Kolmogorov length scale. This can be qualitatively explained
by the interaction of these sluggish particles with a broad range of eddy sizes. The shift in the
peak of D measure to small scales at smaller Stokes number is consistent with the observations
of Fessler et al. [3] in their experiments. The highest Reynolds number simulation in this study
(Reλ =136) is comparable to the channel-ﬂow experiment of Fessler et al. [3] since the ratio of the
Taylor length scale to the Kolmogorov length scale in both situations is roughly 20. Fessler et al.
[3] found maximum overall concentration at Stk = 2.8 and non-dimensional bin-size, h/η = 15.856 3.5. Results
in their experiments. These values compare very well with the optimum Stokes number, Stk =2.0,
and bin-size, h/η = 18.2, observed in the present simulations (Figure 3.8) at about the same tur-
bulence level. Moreover the D measure dependence on bin-size captured in the simulations is
remarkably similar to that reported by Fessler et al. [3] at the centerline (nearly homogeneous sec-
tion) of their channel ﬂow experiments. The quantitative discrepancy between simulations and
experiment of Fessler et al. [3] can be attributed to the difference in mean particle number den-
sity for these cases. The bin-size dependence for the highest Reλ in the present simulations also
agrees qualitatively with the experimental data from Wood et al. [4] as observed in ﬁgure 3.8. The
Reynolds number in the experiment of Wood et al. [4] is much higher, which may account for the
quantitative discrepancy, along with the two-way coupling effect inherent in experiments. It is
also observed that the peak value of the D measure goes down with Reynolds number.
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Figure 3.9: Variation of peak D measure with Stokes number for Reλ =24.2, 45.0, 80.6, 136.0 com-
pared with experimental data from Fessler et al. [3]. The D value shown is the peak value (irre-
spective of bin-size) for a snapshot of particle distribution.
Though the bin-size dependence of the D measure allows us to probe the scale at which parti-
cles are accumulated, it is desirable to associate a single value of D with a given particle distribu-
tion. This would facilitate isolation of the effect of Stokes number on the D measure regardless
of bin-size. Figure 3.9 shows the variation of peak D values with Stokes numbers for the different3.5. Results 57
Reynolds numbers investigated in the present work and also compares the simulation results with
the experimental data reported by Fessler et al. [3]. It is observed that the results from the present
study tend to the experimental results of Fessler et al. [3] with increasing Reynolds numbers. It is
interesting to note that for Stokes numbers less than unity, preferential concentration decreases
signiﬁcantly with increasing Taylor Reynolds numbers. While at higher Stokes numbers, prefer-
ential concentration is relatively higher for higher Taylor Reynolds numbers though overall there
is almost no preferential accumulation at these high Stokes numbers. It is observed that there is
a decrease in D with Reynolds number for Stokes numbers less than 3. The values of D are es-
sentially a reﬂection of the presence of bins having greater or lower number of particles than the
mean number, λ. Figure 3.10 captures this feature by showing the probability of presence of bins
with c particles at a particular bin-size. The bin-size chosen for ﬁgure 3.10 is h/η=2.1, the size at
which D reaches a maxima for Stk = 1.0 and Reλ = 24.2. It is seen from ﬁgure 3.10 that when the
particles are preferentially accumulated, there are nearly three times as many voids (c=0) in the
domain than a random distribution. For the Stk = 1.0 case, the particle concentration in one of
the bins is as high as 50 times the mean concentration (not seen in ﬁgure). Also it can be noted
that at Stk =6.0, the distribution is closest to a Poisson distribution.
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Figure 3.10: Particle number density distribution function for a random distribution and different
Stokes numbers for Reλ =24.2 at h/η=2.1.58 3.5. Results
As discussed in section 3.3, it is well documented that particles tend to reside in low vorticity ar-
eas of the ﬂow when they are preferentially concentrated. The quantity 〈n′e′〉 takes increasing
negative values as the particles accumulate in low-vorticity regions. Figure 3.11 shows the varia-
tion of 〈n′e′〉 with Stokes number for different Reynolds numbers. The negative values of 〈n′e′〉
indicate that regions of above/below average particle number density correspond to regions of
below/above average vorticity respectively. Thus the 〈n′e′〉 measure clearly demonstrates the ten-
dency of particles to accumulate in areas of low vorticity, reaching a minima in the Stokes number
range of Stk ≈ 0.5−1.0. In addition, it is also noted that the variation of this measure, across the
range of Stokes numbers considered, reduces for the more turbulent simulations. At the highest
Reynolds number in the simulations, particles with Stokes numbers Stk = 5 and Stk = 0.5 have
similar 〈n′e′〉 values and thus demonstrate same afﬁnity to low vorticity areas.
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Figure 3.11: Variation of correlation of particle number density and enstrophy,〈n′e′〉, with Stokes
number for Reλ =24.2, 45.0, 80.6, 136.0.
In order to further investigate the scaling of preferential accumulation with Reynolds number, the
particlenumberdensityspectraarecalculatedforeachsimulationbytakingtheFouriertransform
of the particle number density ﬁeld. The clustering length scale, ln (Equation 3.13), is deﬁned by
analogy with the carrier ﬂow integral length scale. The variation of clustering length scale across3.5. Results 59
Stk for different Reλ is shown in Figure 3.12. It is observed that the clustering length scale also
shows a peak for Stk ≈ 1.0. It is noted that the difference in peak and asymptotic value reached
at higher Stk is much smaller at highest Reλ. This is attributed to the fact that at higher Stk and
Reλ, the clusters are more diffuse structures. It is suggested that whilst the process of preferential
accumulation is governed by small scale features of the turbulence for low Reynolds numbers, at
higher Reynolds numbers, the clustering is inﬂuenced by a broad range of eddy sizes.
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Figure 3.12: Variation of clustering length scale, ln, with Stokes number for different Reynolds
numbers.
3.5.2 Radial distribution function and correlation dimension
As discussed earlier, accumulation occurs over a range of scales extending from the smallest dis-
sipative eddies to the integral scales of turbulence. The radial distribution function (RDF), intro-
duced in section 3.2, is one of the measures which captures the multi-scale nature of accumu-
lation. Radial densities signiﬁcantly greater than unity would be an indicator of accumulation
at corresponding radial scales. Figures 3.13, 3.14 and 3.15 show the radial distribution functions
at different Stokes numbers for Reλ = 24.2, 45.0 and 80.6 respectively. It is apparent that in the
preferentially accumulated condition the RDF values jump by an order of magnitude to values of
roughly 50. It is also observed that accumulation exists over a very wide range of scales - from the60 3.5. Results
Kolmogorov scales to order of around ten times the Kolmogorov length scale.
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Figure 3.13: Radial distribution functions at different Stokes numbers for Reλ =24.2.
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Figure 3.14: Radial distribution functions at different Stokes numbers for Reλ =45.0.
It is interesting to probe the clustering at the scale of the small-scale eddies. The RDF evaluated3.5. Results 61
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Figure 3.15: Radial distribution functions at different Stokes numbers for Reλ =80.6.
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Figure 3.16: Variation of RDF evaluated at r =η for different Reynolds and Stokes numbers.
at r/η = 1.0 is shown in ﬁgure 3.16 for different Reynolds numbers. This plot indicates that the
RDF values are higher for increasing Reynolds numbers for the Reynolds numbers considered in62 3.5. Results
this study. Reade and Collins [42] also observed that a growth in RDF evaluated at r/η = 0.025
with increasing Reynolds numbers. In addition, dependence of accumulation on Stokes number
is captured, showing a peak value for Stk ≈1.0 at all Reynolds numbers.
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Figure 3.17: Variation of D2 measure with Stokes number for Reλ = 24.2,45.0,80.6 and compared
with data from Bec et al. [5], Hogan and Cuzzi [6] and van Aartrijk and Clercx [7]
.
Figure 3.17 shows the variation of correlation dimension, D2 with Stk for different Reynolds num-
bers, compared with results from Bec et al. [5], Hogan and Cuzzi [6] and van Aartrijk and Clercx
[7]. The dependence of the D2 measure on Stokes number shows the same pattern as the other
measures pointing to maximum accumulation around Stk ≈ 1.0. It is observed that the D2 mea-
sure exhibits only a weak dependence on Reynolds number, consistent with similar conclusion
by Collins and Keswani [40]. The D2 measure can be thought of as a qualitative indicator of scal-
ing of particle-particle separations in a cluster. It is evident that D2 is insensitive to the range of
eddy sizes in the carrier ﬂow. It is noted that the Kolmogorov length scale decreases by an order
of magnitude from the lowest to highest Reynolds number. Thus D2 being nearly independent of
Reynolds number, only serves to demonstrate that the structure of a cluster of particles as viewed
by a single particle within the cluster continues to remain the same with increasing Reλ.3.6. Effect of gravitational settling 63
3.6 Effect of gravitational settling
The magnitude of the gravitational settling force has been characterised in the present work by
the non-dimensional settling velocity v∗
g (introduced in in section 2.4.2). v∗
g is representative of
the magnitude of the terminal velocity imparted to the particles by gravitational force scaled by
the intensity of ﬂuid turbulence ﬂuctuations. Simulations have been performed up to v∗
g = 2.0
to investigate the effect of increasing the settling force. The primary effect of increasing the set-
tling force is the so-called crossing trajectories effect ﬁrst proposed by Csanady [58]. This effect is
manifested in the form of loss of the Lagrangian particle velocity autocorrelation in the direction
perpendicular to the direction of the settling force. The Lagrangian particle velocity autocorrela-
tion, Rlp,i, is deﬁned as
Rlp,i(s)=
〈〈up,i(t)up,i(t +s)〉〉
〈〈up,i(t)2〉〉
. (3.17)
Since gravity acts in the negative x3 direction in all the simulations, the Lagrangian particle veloc-
ity autocorrelation in the x1 (or x2) direction is of particular interest in the present context. The
trajectories of all the particles in the simulation are stored for the purpose of calculating Rlp,1. The
autocorrelation of u1 is then calculated as a function of the separation in time s. The averages in
equation 3.17 are ensemble averages over different sampling times along the trajectory of the par-
ticle. For the purpose of greater statistical accuracy, the autocorrelation curves are averaged over
the trajectories of all the particles in the simulation.
Initially, particle velocity autocorrelations in x-direction for zero gravity case are plotted in ﬁgures
3.18 and 3.19 for different ﬂuid Reynolds numbers and particle Stokes numbers. It is clear that the
velocities of the high Stokes number particles stay correlated for longer time.
The so-called crossing trajectories effect is seen in ﬁgures 3.20 and 3.21. With increasing v∗
g, the
particles tend to lose autocorrelation of their velocities in x-direction much faster. This is due to
thefactthattheparticlerapidly passes throughseveral differenteddies as itsettlesinthedirection
of gravity.
The loss in autocorrelation with increasing v∗
g implies that the particle dispersion in the direction
perpendicular to gravity is reduced. To observe this effect, initially the mean displacement of par-64 3.6. Effect of gravitational settling
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Figure 3.19: Lagrangian autocorrelation coefﬁcient of particle velocity in x-direction, Rlp,1 at
different Stokes numbers for Reλ = 45.0. for zero gravity case. Note the time axis is non-
dimensionalised using ﬂuid turbulence eddy turnover time as reference.3.6. Effect of gravitational settling 65
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.5  1  1.5  2  2.5  3  3.5
s/TE
R
l
p
,
1
v∗
g =0
v∗
g =1.0
v∗
g =2.0
Figure 3.20: Lagrangian velocity autocorrelation of particles in x-direction, Rlp,1 at different non-
dimensional gravitational settling velocities for Reλ =24.2,Stk =0.5.
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Figure 3.21: Lagrangian velocity autocorrelation of particles in x-direction, Rlp,1 at different non-
dimensional gravitational settling velocities for Reλ =24.2,Stk =1.0.66 3.6. Effect of gravitational settling
ticles in x-direction with time is shown for particles of different Stokes numbers for Reλ = 24.2 in
ﬁgure 3.22. It is seen that high Stokes number particles tend to disperse more due to their higher
velocity autocorrelation.
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Figure 3.22: Normalised mean square displacement in x-direction at different Stokes numbers for
Reλ =24.2.
Increasing v∗
g leads to signiﬁcant reduction in dispersion, as seen in ﬁgure 3.23 for Stk = 0.5 par-
ticles. It is thus clear that the v∗
g values used in present work are sufﬁcient to have an appreciable
effect on particle dispersion characteristics.
The effect of increasing v∗
g on the different indicators of accumulation is explored next.
The effect of gravity is to mitigate accumulation for low Stokes number particles, as seen in ﬁgures
3.24, 3.25, 3.26. It is observed that increasing gravity reduces the preferential accumulation of par-
ticles in low enstrophy areas for low Stokes numbers. The gravitational force tends to counteract
the centrifugal force on the particle due to the highly rotational eddies. This allows the particles to
resideinhighenstrophyareas. AtthehigherStokesnumbers,theaccumulationisnotpronounced
even in the absence of gravity and thus increasing gravitational settling velocity does not have a
signiﬁcant effect. It is noted that increasing non-dimensional settling velocity from v∗
g =1.0 to 2.0
leads to increased accumulation at high Stokes numbers.3.6. Effect of gravitational settling 67
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gravitational settling velocities for Reλ =24.2,Stk =0.5.
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Figure 3.24: Variation of 〈n′e′〉 with non-dimensional gravitational settling velocity at different
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Figure 3.25: Variation of 〈n′e′〉 with non-dimensional gravitational settling velocity at different
Stokes numbers for Reλ =45.0.
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Figure 3.26: Variation of 〈n′e′〉 with non-dimensional gravitational settling velocity at different
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Figure 3.27: Variation of D measure with non-dimensional gravitational settling velocity at differ-
ent Stokes numbers for Reλ =24.2.
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Figure 3.28: Variation of D measure with non-dimensional gravitational settling velocity at differ-
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Figure 3.29: Variation of D measure with non-dimensional gravitational settling velocity at differ-
ent Stokes numbers for Reλ =80.6.
The effect of introducing a gravitational force on D is seen in Figure 3.27 for Reλ = 24.2. It is ob-
servedthatatsmallerStokesnumbers, gravitytendstopromoteaccumulationfor v∗
g uptoaround
0.5 and then attenuates accumulation. On the other hand, at large Stokes numbers, gravity tends
to promote accumulation monotonically. The effect of gravity on increasing the particle separa-
tions up to 10η is weaker than the effect of charge. Increasing the gravitational settling velocity
tends to arrange particles in elongated sheets along the direction of gravity. Low Stokes number
particles respond to the Kolmogorov size eddies and thus the peaks observed in D measures for
Stk = 1.0 correspond to settling velocities being nearly the same as Kolmogorov velocity scale.
High Stokes number particles which are initially randomly distributed tend to show inhomogene-
ity in distribution due to arrangement in vertical sheets with increasing gravity effect. It is also
useful toinvestigatethetrend of variation of D measure with increasing gravity athigher Reynolds
numbers. The results at higher Reynolds numbers (Figures 3.28, 3.29) conﬁrm the trend observed
in Figure 3.27. At the higher Reynolds numbers, there seems to be a more pronounced trend to-
wards attenuation of accumulation at low Stokes numbers with increasing v∗
g.
The dependence of the RDF on gravity is demonstrated in Figures 3.30 and 3.31 for low and high3.6. Effect of gravitational settling 71
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Figure3.30: Radialdistributionfunctionsatdifferentnon-dimensionalsettlingvelocitiesforReλ =
45.0, Stk =0.5.
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Stokes numbers respectively at one of the Reynolds numbers investigated in this study. The same
trend has been observed at other Reynolds numbers used in the study. The reduction in RDF for
Stk = 1.0 particles with increasing v∗
g is evident from ﬁgure 3.32. Recent studies by Shaw et al. [9]
attribute the reduction in RDF to the more even sampling of strain and rotational regions of ﬂuid
ﬂow by inertial particles in the presence of gravity. It is seen from the present results that the effect
of gravity on RDF is felt up to 10η particle separations.
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Figure 3.32: Radial distribution functions (r/η > 1.0) at different non-dimensional gravitational
settling velocities for Reλ =45.0,Stk =1.0.
The ﬁndings from simulations including and excluding the gravitational settling force are sum-
marised in section 3.7.
3.7 Summary
In the present work, the phenomenon of preferential concentration has been examined over a
wider range of Stokes numbers than in previous studies. The scaling of different measures with
Reynolds number has been investigated to gain insight about clustering at high Reynolds num-3.7. Summary 73
bers. ThisenhancedunderstandingwouldhelpinexaminingclusteringathighReynoldsnumbers
such as those involved in rain formation in cumulus clouds. The ﬁndings from the investigations
carried out in this chapter can be summarised as follows:
• The sizes of particle clusters in accumulated condition have been estimated by doing a sys-
tematicanalysisofthebin-sizedependenceoftheD measure(ﬁgures3.5to3.8). Thecluster
sizes are estimated to be 2.1η, 4.7η, 7.4η and 18.2η for Reλ =24.2, Reλ =45.0, Reλ =80.6 and
Reλ = 136.0 respectively. It is observed that for a given Reynolds number, the range of sizes
of particle clusters increases with Stokes number. At Stk ≈ 1.0, a sharp peak is observed for
theD measure,indicatingthattheparticlenumberdensityﬁeldiscomposedpredominantly
of clusters of a single length scale. On the other hand, at higher Stokes numbers, there is an
even distribution of clusters of all sizes.
• The scaling of the D measure with Reynolds number (ﬁgure 3.9), which has not been re-
ported in previous studies, is presented in this work. At low Stokes numbers, it is observed
that the peak D measure is reduced with increasing Reynolds numbers. This implies that
though particles continue to cluster at high Reynolds numbers, the particle distribution is
not dominated by clusters of a particular length scale, as is the case at lower Reynolds num-
bers.
• Using the clustering length scale, ln, it is observed that the distance between clusters goes
up in the accumulated condition (ﬁgure 3.12).
• Using theradial distributionfunction(RDF), it is observed thatthereis enormous clustering
at Kolmogorov scales (ﬁgures 3.13 to 3.15).
• While the D measure showed a reduction with Reynolds number, the RDF evaluated at Kol-
mogorovscaleseparationsincreasedwithReynoldsnumber(ﬁgure3.16). Thisisinterpreted
as follows. At high Reynolds numbers, the clustering is inﬂuenced not only by Kolmogorov
scale eddies but also by eddy sizes much greater than the Kolmogorov length scale. Thus
at high Reynolds numbers, the particle distribution is not dominated by clusters of a sin-
gle length scale. However the Kolmogorov scale eddies are more intense at high Reynolds
numbers and the clustering at that length scale is weakly enhanced as Reynolds number in-74 3.7. Summary
creases. The correlation dimension, D2, which characterises the structure of a particle clus-
ter, is observed to be independent of Reynolds number (ﬁgure 3.17), thus implying that the
fractal geometry of individual clusters remains the same irrespective of Reynolds number. It
is argued that the RDF and correlation dimension probe the particle-to-particle spacing but
do not contain information about size or spacing of particle clusters.
• In addition to studying clustering at zero gravity levels, simulations were also performed in-
corporating the effect of a gravitational settling force on the particles. In the present work,
the gravitational settling force has been characterised by the non-dimensional settling ve-
locity v∗
g deﬁned using the RMS turbulence intensity as the reference velocity scale. It is
seen that the settling force corresponding to v∗
g = 1 causes signiﬁcant reduction in disper-
sion (ﬁgure 3.23). The low Stokes number particles, which are preferentially accumulated in
the absence of a settling force, tend to be distributed more homogeneously in the presence
of a settling force. On the other hand, the high Stokes number particles tend to be arranged
in sheets in the direction of gravity resulting in an increase in values of the indicators of
accumulation.Chapter 4
Charged particle simulations
Inthepreviouschapterithasbeenobservedthatundercertainconditions,inertialparticleswhich
are initially homogeneously distributed, tend to get de-mixed by the action of turbulent eddies.
This is particularly undesirable when the particles are treated as akin to fuel droplets in the com-
bustion process. Accumulation of droplets in vortex structures is problematic since it leads to
non-uniform fuel-air mixtures. This in turn leads to fuel rich and lean regions further leading to
inefﬁcientcombustionandproductionofunwantedemissions. Electricalchargingoffueldroplets
has been experimentally demonstrated in previous studies to mitigate this problem. Electrically
charged particles are also found in clouds and the charging combined with gravitational settling is
thought to play an important role in clustering of droplets leading to rain initiation. Besides elec-
trosprays and clouds, dispersion of electrically charged particles is an important process in col-
loids, dusty plasmas and protoplanetary nebulae. In this chapter, electrically charging of particles
asameansofcontrollingpreferentialaccumulationhasbeenexplored. UsingDNSofchargedpar-
ticles, it has been demonstrated in the present work thatchargingof particles results in a repulsive
Lorentz force which acts to diffuse particle clusters. The length scale at which the Lorentz force
wouldbeactivedependsonthetotalamountofchargepresentinthedomain. Anon-dimensional
Coulomb terminal velocity has been deﬁned to quantify the bulk charge density and charge levels
required to mitigate accumulation both in the presence and absence of gravity. It is found that
preferential accumulation is mitigated at bulk charge density levels that are practically relevant
and commensurate with the ﬁrst few centimeters of the spray plume in charged injection atom-
7576 4.1. Aims and Objectives
izers, the region where non-homogeneous particle concentration typically forms. Investigation of
the combined effect of Lorentz force and gravitational settling force makes the present work com-
parable to experimental observations and potentially useful to practical applications, particularly
to spray combustion applications.
Another interesting aspect is to note that even in the presence of charge on particles, a uniform
distributionof particleswould lead toanull electricﬁeld andthusnonetLorentz forceonthepar-
ticles. TheLorentzforceisswitched“on”onlywhenthechargedparticlesarenon-homogeneously
distributed. Inhomogeneous distribution of charged particles leads to generation of an electric
ﬁeld due to the non-homogeneous Eulerian charge density distribution. Combined with the ob-
servation of stationary statistics presented in the previous chapter, this situation lends itself to
the following interesting questions - “Do charged particle simulations lead to a stationary particle
concentrationﬁeld?”. Andifso,“Howdoesthestationarymagnitudeofpreferentialconcentration,
for a given Coulomb velocity, compare with the uncharged case ?” The attempt to answer these
questions is the underlying motivation for this particular study.
4.1 Aims and Objectives
In the present study, the dependence of particle accumulation on turbulent ﬂuctuations, particle
inertia, gravity and bulk charge density has been systematically investigated. The ﬂuid turbulence
is characterised by its Taylor Reynolds number, Reλ (introduced in section 2.4.1). The particle
inertia and settling velocity are characterised by the non-dimensional parameters, Stk and v∗
g (in-
troduced in section 2.4.2) respectively. The bulk charge density in the domain is characterised by
deﬁninganon-dimensionalCoulombvelocity, v∗
c (introducedinsection4.3). Initially, thestation-
arity of particle distributions in the presence of Lorentz force is investigated by looking at several
indicators outlined in section 3.2.
Here the attempt is to build both a qualitative and quantitative picture of the effect of an electric
ﬁeld on particle dispersion. The sequence of events is expected to be as follows. Initially the par-
ticles would be randomly distributed leading to a null electric ﬁeld. The particles under certain
conditions (as discussed in the previous chapter) would tend to be inhomogeneously distributed4.2. Background 77
undertheactionofturbulenteddies. Thiswouldleadtocreationofanetelectricﬁeld,thestrength
of which will depend both on bulk charge density level in the domain and the degree of inhomo-
geneity. For a sufﬁcient bulk charge density level, the Lorentz force on the particles would be just
sufﬁcienttoovercomethecentrifugalforceduetotheactionofturbulenteddies. Thustheparticle
distribution would tend to be restored to its original random conﬁguration. However the reduced
non-uniformity of particle distribution would be accompanied by commensurate weakening of
the Lorentz force. Thus it is not clear a priori whether the particle distribution would attain a sta-
tionary state in the charged case. It has been observed in the previous chapter that indicators of
“preferential concentration” imply a stationary state for the uncharged case. Also, this study aims
to estimate the bulk charge density level required to substantially destroy the preferential concen-
tration effect.The results presented in this chapter are limited to one-way coupling, neglecting the
inﬂuence of particles on the ﬂuid turbulence.
4.2 Background
It has been demonstrated in the previous chapter that particles tend to be distributed inhomo-
geneously under certain conditions. The practical applications where preferential accumulation
might play a signiﬁcant role range from coal ﬁred combustors to electrostatic precipitators. This
de-mixing of particles/droplets is undesirable in situations like fuel sprays, where de-mixing leads
to enhanced soot formation. In spray combustion applications, typically once the liquid primary
atomization process has completed, the only means to modify the drop trajectory is via the ﬂuid
mean and ﬂuctuating ﬂow ﬁelds. Given the possibility of de-mixing of particle population due to
interaction with dissipation scales of ﬂuctuating velocity, this represents a problematic situation.
This rules out using the ﬂuid velocity ﬁeld to obtain uniform particle concentration. Ideally, the
situation demands a responsive body force which switches itself ‘on’ once the particle distribution
becomes non-uniform. In this chapter, we evaluate the viability of using Lorentz force to destroy
the accumulation effect.
Bellan and Harstad [62] added to our understanding of combustion and evaporation of liquid
droplets by modeling droplet evaporation in clusters of droplets. Bellan and Harstad [62] reported78 4.2. Background
that for a dense cluster of droplets, turbulence enhances evaporation and can lead to reduced
evaporation times. Understanding mixing of fuel droplets in a turbulent gas phase is thus impor-
tant for combustion applications. A further step is to attempt to control the homogeneity of the
air-fuelmixture. Chargingofdropletshasalreadybeenproposedasameanstoimprovediluteness
ofsprays. Bellan[63]developedamodeltodemonstratefeasibilityofchargingfuelspraysindiesel
engines. It was argued that a dilute spray would lead to lower soot formation and thus reduction
in pollutant emissions. The work presented in this chapter lends evidence to the mitigation of
clustering of particles by placing charges on them.
Charged injection atomizers are capable of generating electrically charged sprays of insulating
hydrocarbon liquids and have been developed and reﬁned. Electrically charged sprays offer sev-
eral beneﬁts such as lack of droplet agglomeration and control of the droplet size distribution
and spray plume shape. Addition of electric charge leads to breakup of the jet by overcoming
the balancing force due to surface tension. This leads to smaller mean diameters of the droplets
and furthermore larger spray cone angles due to electrical repulsion between them. Numerous
experimental studies have been carried out to study the operational characteristics of these atom-
izers. Details of spray characteristics of charge injection atomizers can be obtained from Rigit and
Shrimpton [64]. Shrimpton and Yule [65] found a radial stratiﬁcation of mean droplet diameter
that evolved as the spray moved downstream. They found that the smaller droplets are more likely
to be repelled away from the core region, where the radial electric ﬁeld component, due to spray
speciﬁc charge, was most intense. They reported that larger droplets were more likely to be found
near the spray center line since they had typically much more inertia.
Very few studies have addressed the clustering of charged particles. Alipchenkov et al. [66] have
suggested a statistical model to explain clustering of charged particles in isotropic turbulence. Lu
et al. [8] reported measurements of clustering of charged particles in isotropic turbulence. In the
previous chapter, we have observed that the RDF increases signiﬁcantly at Kolmogorov scales for
uncharged particles. This power-law behavior has been explained by Chun et al. [53] (equation
3.15). The experimental measurements of Lu et al. [8] clearly demonstrate that this power-law
growth of the RDF is suppressed by the charging of particles. The charging introduces a length
scale below which clustering of particles in suppressed. They also extended the theoretical frame-4.3. Simulation parameters 79
work developed by Chun et al. [53] to include the “drift” due to Coulomb repulsion force between
pair of particles. The functional form of the RDF for charged particles as derived by Lu et al. [8]
results from a balance between the outward drift due to Coulomb repulsion and inward drift due
to inertia and is as follows
g(r)=c0
³η
r
´c1
exp
·
−c2Stk
µEcharge
Eturb
¶³η
r
´3¸
, (4.1)
c2 =
2
3Bnl
, (4.2)
whereBnl isthedimensionlessnon-localcoefﬁcientforturbulentdiffusivity. Echarge andEturb are
the energy of the Coulomb interaction at Kolmogorov scale and energy of the Kolmogorov eddies
respectively, such that
Echarge =
Nsq2
p
4πǫ0mpη
, (4.3)
Eturb =
µ
η
τk
¶2
, (4.4)
where Ns is the number of real particles represented by a computational charged particle and qp
and mp are the particle charge and mass respectively. Lu et al. [8] found that their measurements
matched closely with the functional form of the RDF derived by them thus providing credence to
the drift-diffusion description of inertial particle accumulation.
Shaw et al. [9] have extended the functional form of the RDF suggested by Lu et al. [8] to account
forgravitationalsettlingofchargedparticles. Gravityaffectsboththeunchargedandchargedterm
in the function of the RDF in a nontrivial way. They measured RDFs for water droplets in ho-
mogeneous, isotropic air turbulence. In the present work, the results obtained from numerical
simulations have been compared with the experimental results presented in Shaw et al. [9].
4.3 Simulation parameters
In the previous chapter, the effect of adding a gravitational settling force in the particle equation
of motion was systematically investigated. On similar lines, the effect of adding the Lorentz force
on the particles is explored in this chapter. The relative magnitude of the electric ﬁeld has been80 4.3. Simulation parameters
characterised by deﬁning a Coulomb velocity as follows,
vc =τp
Ermsqp
mp
, (4.5)
where Erms is the RMS magnitude of electric ﬁeld in the domain, qp is the charge on a single par-
ticle and mp is the mass of a particle. Effectively, the Coulomb velocity represents the terminal
velocity that a particle would attain due to the inﬂuence of a speciﬁed electric ﬁeld. The corre-
sponding non-dimensional parameter of interest is the Coulomb velocity normalised by the RMS
turbulence velocity, u′, deﬁned as follows,
v∗
c =
vc
u′ . (4.6)
In this chapter, results are reported from a set of monosized particle simulations over a range of
Taylor Reynolds numbers, Stokes numbers and non-dimensional Coulomb velocities. The effect
of each of these parameters is systematically studied. The Taylor Reynolds numbers reported in
this work are 24.2, 45.0 and 80.6. The Stokes numbers simulated in this study range from 0.5−42
based on the Kolmogorov time scale of the ﬂuid. The non-dimensional Coulomb velocities span
from 0−2.5. The non-dimensional Coulomb velocity is varied by controlling the total amount
of charge present in the domain. Increasing the bulk charge density (charge per unit volume) in
the domain leads to increase in the non-dimensional Coulomb velocities. Preferential accumula-
tion has been quantiﬁed using the same measures as used in chapter 3. For all the simulations,
105 computational particles are tracked through the domain. The density of all the particles is
1000 kg/m3. Each of the particles carries a certain amount of charge, qp, which is a fraction of
the Rayleigh limit for a droplet of a given size. The Rayleigh number (ratio of actual charge to the
Rayleigh limit) for all the simulations is 0.8. Recall that the Rayleigh limit is given by,
QR =8π
q
γǫ0r3
d. (4.7)
The surface tension coefﬁcient, γ used for all simulations is 0.05. The permittivity of free space,
ǫ0 =8.854×10−12. Table 4.1 lists the particle Stokes numbers and corresponding diameters dp and4.4. Results and discussion 81
charges qp for the Reλ =24.2,45.0 and 80.6 charged particle simulations. For each combination of
ReynoldsnumberandStokesnumber,theCoulombvelocityisvariedtostudytheeffectofstrength
ofelectricﬁeldontheparticledistribution. Itshouldbenotedthatthecomputationalparticlesare
stochastic in nature and represent an aggregate of Ns real particles. The value of Ns is adjusted to
obtaintherequiredCoulombvelocityinthedomain. ThedifferentNs valuesforallthesimulations
are also listed in Table 4.1.
Reλ Stk dp qp ×109 Ns φv dp/η
mm Coulombs
0.5 7.2 2.89 85.8 7.86×10−5 0.09
1.0 10.2 4.86 51.0 2.22×10−4 0.13
24.2 1.6 12.9 6.92 35.8 4.53×10−4 0.17
6.4 25.8 19.58 12.7 3.63×10−3 0.34
12.8 36.4 32.93 7.5 1.02×10−2 0.48
25.6 51.6 55.38 4.5 2.89×10−2 0.68
0.5 3.3 0.91 268.4 7.56×10−5 0.08
1.0 4.7 1.53 159.6 2.14×10−5 0.12
45.0 2.0 6.6 2.52 94.9 6.07×10−5 0.17
8.0 13.2 7.13 33.6 4.85×10−4 0.33
16.0 18.6 12.0 20.0 1.36×10−3 0.47
32.0 26.3 20.18 11.9 3.84×10−3 0.66
0.5 1.7 0.34 900.3 9.44×10−7 0.09
1.0 2.5 0.59 535.5 2.67×10−6 0.13
80.6 2.6 3.8 1.11 261.4 1.15×10−5 0.21
10.4 7.6 3.13 92.4 9.16×10−5 0.42
20.8 10.7 5.23 55.0 2.59×10−4 0.59
41.6 15.1 8.78 32.7 7.33×10−4 0.84
Table 4.1: Particle diameters, charges, number of stochastic particles represented by a computa-
tional particleandvolumefractionsatdifferentReynoldsandStokesnumbersforchargedparticle
simulations
4.4 Results and discussion
The effect of adding a uniform electric charge on the particles is considered in this section. It
is interesting to note that the particle distribution reaches a statistically steady state even in the
presence of electric charge.
Initially, it is veriﬁed that the results obtained are independent of the initial distribution of par-82 4.4. Results and discussion
ticles. In all the simulations, particles are initially randomly distributed throughout the domain.
Tests have been performed comparing the particle statistics obtained from both random and uni-
form initial distributions. For the uniform distribution, the particles are initialised at the discrete
grid points where ﬂuid velocity ﬁeld is evaluated in physical space. It is observed from ﬁgure 4.1
that the D measures of preferential accumulation are independent of the initial particle distribu-
tion at Reλ = 45.0. Similar agreement has been observed for other indicators of accumulation at
the other Reynolds numbers reported in the present study.
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Figure 4.1: Variation of D measure with non-dimensional Coulomb velocity for both random and
uniform initial particle distributions at Reλ = 45.0. The number of particles used in both simula-
tions is 262144 (=643).
Figure 4.2 shows the temporal variations of the D measure (bin-size, h/η = 4.4) of accumulation.
The variance of the ﬂuctuations in D measure is quite signiﬁcant for the Coulomb velocity shown
in the ﬁgure. It is observed (not shown here) that as the Coulomb velocity increases, the variance
of the ﬂuctuations goes down.
The effect of putting charge on particles is evident from Figures 4.3 and 4.4. The accumulation of
particles is evident in Figure 4.3, which shows the particle distribution in absence of any electric
ﬁeld. Figure 4.4 on the other hand shows a random distribution of particles at v∗
c = 0.62 for the
same ﬂuid realisation at the same instant.4.4. Results and discussion 83
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Figure 4.2: Time history of D measure for Reλ =24.2, Stk =1.0 and v∗
c =0.62
.
Figure 4.3: Particle positions and ﬂuid velocity vectors for Reλ = 24.2, Stk = 1.0 and no charge on
particles.84 4.4. Results and discussion
Figure 4.4: Particle positions and ﬂuid velocity vectors for Reλ = 24.2, Stk = 1.0 and non-
dimensional Coulomb velocity, v∗
c =0.62.
TheeffectofthestrengthoftheelectrostaticﬁeldisfurtherillustratedbyFigures4.5and4.6,which
show the particle positions and ﬂuid velocity vectors for the same ﬂuid realisations but different
Coulomb velocity levels. It is evident that particle accumulation is greater for lower Coulomb ve-
locity level.
Figures 4.7 and 4.8 show the electric ﬁeld vectors and particle positions for both low and high
Coulomb velocity levels. In the case of low charge density, it is seen that the electric ﬁeld direction
points to the center of the voids in the distribution. The tendency of the Lorentz force is to direct
the particles to regions of low number density. At high Coulomb velocities, a nearly homogeneous
distribution of particles is observed and thus the electric ﬁeld vectors are randomly oriented.
High particle concentration regions are regions of higher potential, while the voids represent re-
gions of low potential as seen from Figures 4.9 and 4.10.
It is observed from Figure 4.11 that increasing the Coulomb velocity leads to reduction in accu-
mulation. It is observed that Coulomb velocity, v∗
c ≈ 1.0 is sufﬁcient to regain homogeneous dis-
tribution of particles. Higher values of Coulomb velocity correspond to higher Coulomb velocity4.4. Results and discussion 85
Figure 4.5: Fluid velocity vectors and particle positions for Reλ = 24.2, Stk = 1.0 and non-
dimensional Coulomb velocity, v∗
c =0.27.
Figure 4.6: Fluid velocity vectors and particle positions for Reλ = 24.2, Stk = 1.0 and non-
dimensional Coulomb velocity, v∗
c =1.33.
level in the domain. Thus increasing the Lorentz force strength causes the particles to reside in
relatively high enstrophy areas of the ﬂow. The inﬂuence of charge level on 〈n′e′〉 measure indi-86 4.4. Results and discussion
Figure 4.7: Electric ﬁeld vectors and particle positions for Reλ = 24.2, Stk = 1.0 and non-
dimensional Coulomb velocity, v∗
c =0.27.
Figure 4.8: Electric ﬁeld vectors and particle positions for Reλ = 24.2, Stk = 1.0 and non-
dimensional Coulomb velocity, v∗
c =1.33.
cates that the Lorentz force enables the particles to mitigate the centrifugal effects in the core of
vortices. Figures 4.12 and 4.13 show the reduction in accumulation with increasing Coulomb ve-4.4. Results and discussion 87
Figure 4.9: Electric potential and particle positions for Reλ =24.2, Stk =1.0 and non-dimensional
Coulomb velocity, v∗
c =0.27.
Figure4.10: ElectricpotentialandparticlepositionsforReλ =24.2,Stk =1.0andnon-dimensional
Coulomb velocity, v∗
c =1.33.88 4.4. Results and discussion
locities for both Reλ = 45.0 and Reλ = 80.6. The Coulomb velocities investigated in this study are
limited but there is a clear trend to reduction in accumulation. It can be extrapolated that v∗
c ≈1.0
would lead to homogenisation of particle distribution.
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Figure 4.11: Variation of 〈n′e′〉 with non-dimensional Coulomb velocity at different Stokes num-
bers for Reλ =24.2.
The reduction in accumulation with increasing Coulomb velocities is also evident from ﬁgures
4.14, 4.15, 4.16. The D values shown in these ﬁgures are the peak values when evaluated over a
range of bin sizes spanning from the sub-Kolmogorov to the integral scales. It is observed that
v∗
c ≈ 1.0 is sufﬁcient to mitigate accumulation. This is clearly evident for the high Stokes number
particles. At Reλ = 45.0,80.6, the range of non-dimensional Coulomb velocities investigated is
limited for low Stokes number particles and thus conclusions can only be formed on the basis of
the trend observed in the ﬁgures. The trend shows that v∗
c ≈ 1.0 would be sufﬁcient to regain a
homogenous distribution even at low Stokes numbers. For low Stokes number particles at Reλ =
24.2, there is a tendency for particles to cluster at Kolmogorov scales when Coulomb velocity is
increased beyond v∗
c ≈0.8.
The radial distribution function is representative of the number of particle pairs at a given separa-4.4. Results and discussion 89
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Figure 4.12: Variation of 〈n′e′〉 with non-dimensional Coulomb velocity at different Stokes num-
bers for Reλ =45.0.
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Figure 4.13: Variation of 〈n′e′〉 with non-dimensional Coulomb velocity at different Stokes num-
bers for Reλ =80.6.90 4.4. Results and discussion
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Figure 4.14: Variation of D measure with non-dimensional Coulomb velocity at different Stokes
numbers for Reλ =24.2.
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Figure 4.15: Variation of D measure with non-dimensional Coulomb velocity at different Stokes
numbers for Reλ =45.0.4.4. Results and discussion 91
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Figure 4.16: Variation of D measure with non-dimensional Coulomb velocity at different Stokes
numbers for Reλ =80.6.
tion relative to that in the case of uniform distribution of particles. Qualitatively, the RDF is an in-
dicator of particle-particle spacing in clusters of particles. The effect of increasing electric charge
on the radial distribution function is seen in Figures 4.17, 4.18 and 4.19 for different Reynolds
numbers. It is observed that the most signiﬁcant effect of the presence of charge is to reduce the
number of pairs with separations up to 10η. The reduced RDF values imply a reduced collision
probability[42].
The correlation dimension, D2, which derives itself from the slope of the RDF also captures the
reduction in accumulation, as observed in ﬁgure 4.20. Note that increasing D2 values correspond
toamoreuniformdistribution. Thisindicatesthatinclusionofchargesonparticlesnotonlyallows
theparticlestoovercomethecentrifugaleffectsduetoturbulenteddies(asevidentfromreduction
in the 〈n′e′〉 and D measure) but charging also diffuses the particle clusters by increasing particle-
particle spacing.
The D2 values are computed by binning all the particle pairs np(r) according to their separation
distance r, and calculating the slope of the curve ln(np(r)) versus ln(r) over the separation range92 4.4. Results and discussion
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Figure 4.17: Radial distribution functions (r/η > 1.0) at different non-dimensional Coulomb ve-
locities for Reλ =24.2,Stk =1.0.
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Figure 4.18: Radial distribution functions (r/η > 1.0) at different non-dimensional Coulomb ve-
locities for Reλ =45.0,Stk =1.0.4.4. Results and discussion 93
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Figure 4.19: Radial distribution functions (r/η > 1.0) at different non-dimensional Coulomb ve-
locities for Reλ =80.6,Stk =1.0.
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Figure 4.20: Variation of D2 measure with non-dimensional Coulomb velocity for Reλ =
24.2,45.0,80.6 at Stk =1.0.94 4.4. Results and discussion
10η and 20η. The increase in D2 values with increasing v∗
c is further elucidated by plotting the
number of particle pairs at a given separation at different v∗
c . Figure 4.21 shows that the number
of particle pairs with separations of the order of the Kolmogorov scale are greatly reduced in the
presence of charge.
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Figure 4.21: Number of particle pairs within separation r at different non-dimensional Coulomb
velocities for Reλ =45.0,Stk =1.0.
In the presence of a Lorentz force ﬁeld, the particle distribution is governed by the relative mag-
nitudes of drag and Lorentz forces acting on the particles. The balance between Lorentz and drag
forces experienced by the particles is depicted in ﬁgure 4.22. When this ratio exceeds unity, the
Lorentz force dominates the particle motion. For Reλ = 24.2, this regime of Lorentz force domi-
nance is seen to take over at v∗
c ≈0.5, while for Reλ =45.0, it occurs at v∗
c ≈0.4. It is noted that the
range of Coulomb velocities simulated for Stk = 1.0 particles at the highest Reynolds number is
limited to non-dimensional Coulomb velocities below 0.25. Thus the Lorentz forces experienced
by the Stk =1.0 particles at highest Reynolds number are always less than the drag force.
Figure 4.23 shows the distance to nearest particle, xmin, averaged over all particles, for Reλ =24.2.
In the accumulated condition, particles are closer to each other and thus xmin reduces. In general,4.4. Results and discussion 95
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Figure 4.22: Lorentz force normalised by drag force averaged over all the particles for Stk = 1.0
particles at different non-dimensional Coulomb velocities and Reynolds numbers.
with increasing charge levels, this distance increases indicating reduction in accumulation phe-
nomenon. However small Stokes number particles for this Reynolds number show reduction in
distance to the nearest particle for non-dimensional Coulomb velocities of v∗
c >0.5.
The electric ﬁeld is calculated by taking into account the Eulerian variation of the charge density
inthedomain. Thismethod implicitly assumes thattheLorentz force due tothenearest particle is
small compared to the effect of all the particles combined. This assumption is veriﬁed by consid-
eringanelectricallengthscale, xE, whichdenotestheseparationbetweenparticlescorresponding
to the mean electric ﬁeld attained in the domain, given by
xE =
qp
4πǫ0Erms
. (4.8)
Figure 4.24 justiﬁes the assumption that the particle separations in the simulations are always
greater than the electrical length scale, xE.
The reduction in dispersion of particles with increasing charge levels is evident in ﬁgure 4.25. The
reduction in dispersion in the x-direction due to charge at v∗
c = 1.0 is seen to be much less than96 4.4. Results and discussion
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Figure 4.23: Variation of non-dimensional particle separation with non-dimensional Coulomb ve-
locity at different Stokes numbers for Reλ =24.2.
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Figure4.24: Variationofratioofparticleseparationtoelectricallengthscalewithnon-dimensional
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that due to gravity at v∗
g = 1.0 (ﬁgure 3.23). Correspondingly, a weak reduction in the Lagrangian
autocorrelation of particle velocity in x-direction with increasing charge levels is seen in ﬁgure
4.26.
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Figure 4.25: Normalised mean square displacement in x-direction at different non-dimensional
Coulomb velocities for Reλ =24.2,Stk =0.5.
4.5 Inﬂuence of gravity on charged particles
In order to make the charged particle analysis more practically realistic, gravitational force is also
included in the analysis. The magnitude of the gravitational force is characterised by the non-
dimensional gravitational settling velocity similar to analysis for uncharged particles (section 3.6).
TheeffectofgravityonchargedparticleswithStk =1.0isexploredinﬁgures4.27,4.28,4.29. Stokes
number, Stk =1.0 is chosen since effect of gravity is signiﬁcant at this Stokes number as seen from
ﬁgures 3.24, 3.25, 3.26. It is observed that in the presence of gravity, less charge is required to
mitigate preferential accumulation.
Figures 4.30, 4.31 and 4.32 show the values of the D measure at different charge levels in the pres-98 4.5. Inﬂuence of gravity on charged particles
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Figure 4.26: Lagrangian velocity autocorrelation of particles in x-direction, Rlp,1 at different non-
dimensional Coulomb velocities for Reλ =24.2,Stk =0.5.
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Figure 4.27: Variation of 〈n′e′〉 with non-dimensional Coulomb velocity at different gravitational
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Figure 4.28: Variation of 〈n′e′〉 with non-dimensional Coulomb velocity at different gravitational
settling velocities for Reλ =45.0,Stk =1.0.
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Figure 4.29: Variation of 〈n′e′〉 with non-dimensional Coulomb velocity at different gravitational
settling velocities for Reλ =80.6,Stk =1.0.100 4.6. Comparison with experiments
ence of gravity. These ﬁgures further conﬁrm that less charge is required in the presence of gravity
to mitigate accumulation. It is observed for Reλ = 24.2 that at v∗
g =2.0, a Coulomb velocity corre-
sponding to v∗
c ≈ 0.6 produces the same homogenization effect that v∗
c = 1.0 does in the absence
of gravity.
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Figure 4.30: Variation of D measure with non-dimensional Coulomb velocity at different gravita-
tional settling velocities for Reλ =24.2,Stk =1.0.
Figure 4.33, 4.34 and 4.35 show the values of the correlation dimension, D2, at different charge
levels in the presence of gravity. These ﬁgures further conﬁrm that less charge is required to ho-
mogenise particle distribution in the presence of gravity.
4.6 Comparison with experiments
Results from present simulations have been compared with the experimental results obtained by
Lu et al. [8]. Figure 4.36 compares the RDF obtained from the present study with that reported in
theexperimentalworkofLuetal.[8]. Intheirexperiment,thechargelevelinthedomainwaschar-
acterised by the ratio Echarge/Eturb and the Ns value in the simulations has been chosen to match4.6. Comparison with experiments 101
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Figure 4.31: Variation of D measure with non-dimensional Coulomb velocity at different gravita-
tional settling velocities for Reλ =45.0,Stk =1.0.
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Figure 4.32: Variation of D measure with non-dimensional Coulomb velocity at different gravita-
tional settling velocities for Reλ =80.6,Stk =1.0.102 4.6. Comparison with experiments
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Figure 4.33: Variation of D2 measure with non-dimensional Coulomb velocity at different gravita-
tional settling velocities for Reλ =24.2,Stk =1.0.
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Figure 4.34: Variation of D2 measure with non-dimensional Coulomb velocity at different gravita-
tional settling velocities for Reλ =45.0,Stk =1.0.4.6. Comparison with experiments 103
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Figure 4.35: Variation of D2 measure with non-dimensional Coulomb velocity at different gravita-
tional settling velocities for Reλ =80.6,Stk =1.0.
the energy ratio reported in the experiment. The non-dimensional Coulomb velocity correspond-
ing to the experimental conditions is v∗
c = 0.035. Table 4.2 compares the turbulence, particle and
charge parameters for the present study with that of Lu et al. [8]. It should be noted from Figure
4.36thatincorporatinggravity(v∗
g =1.0)leadstoabetteragreementwiththeexperimentalresults.
This is expected since the experiments were performed under the inﬂuence of gravity.
Lu et al. present
Reλ 84 80.6
Stk 0.3 0.3
Echarge/Eturb 2.0 2.0
Table 4.2: Comparison of turbulence, particle and charge parameters for present study with those
used by Lu et al. [8] (simulations labeled 1c in their paper)
Results from present work have also been compared with the experiments on settling charged
particles conducted by Shaw et al. [9]. In their experiments, droplets with two sizes were used and
subjected to increasing gravitational settling using an artiﬁcially imposed electric ﬁeld to create
the settling effect. The non-dimensional parameters in the simulations have been adjusted to
match the corresponding experimental runs and are listed in table 4.3.104 4.6. Comparison with experiments
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Figure 4.36: Radial distribution functions for present study compared with that reported in Lu
et al. [8] (parameters have been listed in table 4.2).
1s 2s 3s 1d 2d 3d
Reλ 80 80 80 80 80 80
Stk 0.14 0.14 0.14 0.22 0.22 0.22
v∗
g 0.354 0.664 0.797 0.554 1.041 1.262
v∗
c 0.0067 0.0070 0.0068 0.022 0.021 0.021
Table 4.3: Non-dimensional parameters for present simulations corresponding to experimental
conditions reported by Shaw et al. [9]. Simulations 1s, 2s, 3s correspond to the ‘singlet’ experi-
mental runs at increasing gravity levels. Simulations 1d, 2d, 3d correspond to the ‘doublet’ exper-
imental runs at increasing gravity levels.
Figures 4.37, 4.38 and 4.39 compare the results from the present simulations with the ‘singlet’
experimental results reported in Shaw et al. [9]. Figures 4.40, 4.41 and 4.42 compare the results
from the present simulations with the ‘doublet’ experimental results reported in Shaw et al. [9].
Reasonably good agreement with experiments is observed given the uncertainties involved in the
experiments. This agreement lends credence to the analysis of settling charged particles carried
out in the present work. It can be noted that the non-dimensional Coulomb velocities for the
experiments are very small, whereas the current analysis shows that v∗
c ≈1.0 tends to appreciably
mitigate accumulation. The results from the simulations match the functional form of the RDF
for settling charged particles proposed by Shaw et al. [9]. However it should be borne in mind that4.6. Comparison with experiments 105
the theory is strictly valid only for Stk ≪ 1 and interpretation of the present results at high Stokes
numbers using the theory is strictly not permissible.
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Figure 4.37: Radial distribution functions for present study compared with that reported in Shaw
et al. [9] for Run 1s (refer table 4.3).
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Figure 4.38: Radial distribution functions for present study compared with that reported in Shaw
et al. [9] for Run 2s (refer table 4.3).106 4.7. Summary
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Figure 4.39: Radial distribution functions for present study compared with that reported in Shaw
et al. [9] for Run 3s (refer table 4.3).
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Figure 4.40: Radial distribution functions for present study compared with that reported in Shaw
et al. [9] for Run 1d (refer table 4.3).
4.7 Summary
Charging of particles has been proposed as a means of mitigating preferential accumulation. Re-
sults from simulations of charged particles in isotropic turbulence have been presented. Results4.7. Summary 107
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Figure 4.41: Radial distribution functions for present study compared with that reported in Shaw
et al. [9] for Run 2d (refer table 4.3).
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Figure 4.42: Radial distribution functions for present study compared with that reported in Shaw
et al. [9] for Run 3d (refer table 4.3).
have been presented both neglecting and including the effect of gravity. The ﬁndings from the
investigations carried out in this chapter can be summarised as follows:108 4.7. Summary
• It is observed that the particle distribution reaches a statistically steady state even in the
presence of charges on particles. This is by no means obvious since the electric ﬁeld is gen-
erated only due to non-uniformity of particle distribution. Simulations have been carried
out by systematically varying the charge on particles to study the effect of the magnitude of
the electric ﬁeld on particle distribution. The magnitude of electric ﬁeld is characterised by
the non-dimensional Coulomb velocity, v∗
c .
• In the absence of gravity, it is estimated that v∗
c ≈ 1.0 is sufﬁcient to homogenise a prefer-
entially accumulated particle distribution. It is seen that charging drastically reduces the
RDF values at Kolmogorov scale separations. This implies that charging the particles is an
efﬁcient means to destroy particle clusters.
• The presence of charge reduces the dispersion of particles. The reduction in dispersion due
to the presence of charge on particles at v∗
c = 1.0 is much less than the reduction due to
gravity at v∗
g =1.0.
• On incorporating the gravitational force, the amount of charge required to homogenise the
particle distribution is reduced. It is estimated that v∗
c ≈0.6 is sufﬁcient to homogenise par-
ticle distribution at v∗
g = 2.0. This estimation is corroborated by several different indicators
of accumulation.
• It is shown that the bulk charge density levels required to homogenise particle distribution
correspond to those attained around 2cms from tip of the nozzle in practical charged in-
jection atomizers. Thus placing charges on particles holds the promise of creating a more
homogeneous mixture downstream of the spray. This is especially useful in the context of
combustion where de-mixing of the fuel-vapor mixture results in incomplete combustion
and formation of soot and other pollutants.
• The results from simulations carried out in the present work agree reasonably well with
corresponding experiments reported in the literature. The RDF obtained from simulations
matches the functional form of the RDF proposed initially by Chun et al. [53] and the ex-
tendedformforsettlingchargedparticlessuggestedbyShawetal.[9]. Thusthedrift-diffusion
model of Chun et al. [53] seems to be an appropriate starting point to explain the clustering
of inertial particles.Chapter 5
Two-way coupled investigations
5.1 Background
The modulation of turbulence due to the presence of particles is a phenomenon of interest in
numerous engineering applications such as pneumatic conveyers, process industries, etc. Under-
standing the mechanisms of modiﬁcation of carrier phase turbulence has proved difﬁcult, since
thereareseveralmechanismswhichactsimultaneously. BalachandarandEaton[67]haverecently
reviewed numerous experimental and numerical investigations of turbulence modiﬁcation.
Experiments have shown that dynamics of particle-laden turbulent ﬂows are governed by many
different parameters, like particle size, Stokes number, mass loading, particle Reynolds number
and particle-wall collision dynamics. Often, more than one of these parameters is dominant and
thus it is not simple to predict the effect of particles on carrier phase turbulence. Gore and Crowe
[68] compiled data from numerous investigations of pipe and jet ﬂows to identify how particle
size inﬂuences carrier phase turbulence intensity. They observed that particles less than 1/10 of
the integral length scale of the ﬂuid turbulence attenuate turbulence intensity whereas particles
larger than this size augment it. The different regimes of interaction proposed by Elghobashi [2]
(Figure1.1)indicatethatparticlescanaugmentorattenuateturbulencedependingontheirStokes
numbers.
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One of the consistent observations among several studies has been the attenuation of turbulence
due to particles smaller than the Kolmogorov length scale. Hwang and Eaton [69] conducted ex-
periments with small heavy particles in homogeneous isotropic turbulence and observed attenu-
ation of turbulent kinetic energy in their experiments. They conducted experiments at two turbu-
lence levels and mass loading up to φp = 0.29 for particles with Stokes number nearly 60. At the
highest mass loading, they observed that the ratio of loaded to unloaded turbulent kinetic energy
k/kφp=0 = 0.61. Their results show that particles increasingly dissipate ﬂuid kinetic energy with
increased loading, with the reduction in kinetic energy being relatively independent of the parti-
cle relaxation time. Squires and Eaton [70] observed that increased mass loading attenuated an
increasing fraction of the turbulence energy and that the fraction of turbulence kinetic energy in
the high wavenumbers was increased relative to the energy in the low wavenumbers, for increas-
ing values of the mass loading. Yang and Shy [71] conducted experiments on settling of particles
in homogeneous isotropic turbulence. Their experiments have helped further our understanding
of particle settling rate, preferential accumulation and turbulence modiﬁcation. They proposed a
simple energy balance model for turbulence modiﬁcation to explain the observed results. Boivin
et al. [35] investigated turbulence modiﬁcation using DNS of stationary isotropic turbulence with
monosized particle population at Reλ = 62. Particles with Stokes numbers ranging from 1.26 to
11.38 were used in the simulations and mass loadings up to φp = 1.0 were investigated. Gravity
was neglected in all the simulations. They found that the ﬂuid energy spectrum is non-uniformly
modiﬁed by the particles with the small scales showing a relative increase in kinetic energy. At
the highest mass loading, they found that the ratio of loaded to unloaded turbulent kinetic energy,
k/kφp=0, is 0.44 for the smallest (Stokes number) particles. Recently, Lucci et al. [72] observed re-
duction in turbulent kinetic energy due to Taylor length scale size particles in decaying isotropic
turbulence.
Elgobashi and Truesdell [73] have examined modiﬁcation of decaying homogeneous turbulence
due to interaction with dispersed particles. They showed that particles increase the ﬂuid turbu-
lence energy at high wavenumbers but the turbulence energy eventually decays faster than in the
case of one-way coupling. In a gravitational environment, they noted that a reverse cascade of
turbulence kinetic energy occurs, leading to reduction in its rate of decay. Truesdell and Elgobashi
[74] have examined the effects of two-way interaction on particle dispersion. They reported that112 5.2. Numerical implementation
two-waycouplingenhancestheLagrangianvelocityautocorrelationoftheparticle,theﬂuidpoint,
andthesurroundingﬂuid,comparedtothatinone-waycoupling. Themean-squaredisplacement
of the solid particles increased as a result.
In the present study, two-way coupling has been implemented in PANDORA , a solver previously
capable of only one-way coupled simulations[1]. The reduction of carrier phase turbulent kinetic
energy with increasing mass loading has been veriﬁed, consistent with previous reported litera-
ture. Non-uniform modiﬁcation of the energy spectrum with increased energy at high wavenum-
bers is observed for small Stokes numbers.
5.2 Numerical implementation
Croweetal.[75]reviewedthenumericalmodelsusedfortwo-phaseturbulentﬂowsincludingsev-
eral methods of implementing two-way coupling. Pseudo-spectral DNS has been previously em-
ployed by researchers to investigate two-way coupled particle-laden ﬂows [35, 76]. In the present
work, theeffectofparticlesontheﬂuidwasincorporatedusingtheparticle-source-in-cellmethod
(described in section 2.2.2). In this method, the net force exerted on the ﬂuid by all particles con-
tainedinacomputationalboxisincorporatedatthecorrespondingcomputationalnode(centroid
ofbox). Numerouscomputationalstudiesofturbulencemodiﬁcationhaveusedthistechnique[35]
and it has been reviewed by Eaton [77].
5.3 Simulation parameters
Simulations were carried out at three conﬁgurations, 323, 643 and 1283 corresponding to Taylor
Reynolds numbers 24.2,45.0 and 80.6 respectively. The Stokes numbers (based on Kolmogorov
scale) explored for each of these Reynolds numbers is 0.2,0.5,1.0,3.0,6.0 and 10.0. Particle mass
loadings up to 1.0 have been investigated for each combination of Reynolds number and Stokes
number. The particle phase is assumed to be dilute in all the simulations reported here and
particle-particle collisions have been neglected.5.4. Results 113
5.4 Results
Figures 5.1 and 5.2 capture the attenuation of turbulent kinetic energy with increased mass load-
ing. It is observed that smaller particles (lower Stk) dissipate more kinetic energy than the larger
particles.
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Figure 5.1: Attenuation of turbulent kinetic energy, k, with increasing mass loading, φp for differ-
ent Stokes numbers at Reλ =24.2.
The effect of mass loading on the modiﬁcation of turbulent kinetic energy is probed further by
looking at the modiﬁcation of the kinetic energy spectrum. The non-uniform modiﬁcation of the
spectrum, reported in previous studies[35], is observed in Figures 5.3, 5.4, 5.5 for Reλ = 24.2. For
Stk = 0.2, we see a clear cross-over point in the energy spectrum, wave-numbers above which
contain more energy for the loaded case (φp =1.0) than the unloaded case.
It is observed that increasing mass loading leads to attenuation of accumulation at low Stokes
numbers while the effect is reversed at higher Stokes numbers for Reλ = 24.2 (Figures 5.6, 5.7).
This is consistent with observations made by Squires and Eaton [70].
The reduction of accumulation at low Stokes numbers is also reﬂected in the radial distribution114 5.4. Results
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Figure 5.2: Attenuation of turbulent kinetic energy, k, with increasing mass loading, φ for different
Stokes numbers at Reλ =45.0.
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Figure 5.3: Turbulent kinetic energy spectra for different mass loadings at Reλ =24.2, Stk =0.2.
function (Figure 5.8). This suggests that the particle-particle spacing is reduced with increasing
mass loading for smaller particles. At high Stokes numbers, the clusters of particles are already5.4. Results 115
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Figure 5.4: Turbulent kinetic energy spectra for different mass loadings at Reλ =24.2, Stk =1.0.
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Figure 5.5: Turbulent kinetic energy spectra for different mass loadings at Reλ =24.2, Stk =6.0.
diffuse in the unloaded case, but show a marginal increase in the radial distribution function with
increasing mass loading (Figure 5.9).116 5.4. Results
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Figure 5.6: dependence of D measure on normalised bin-size, h/η, at different mass loadings for
Reλ =24.2, Stk =0.5.
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Figure 5.7: Dependence of D measure on normalised bin-size, h/η, at different mass loadings for
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Figure 5.8: Radial distribution functions for different mass loadings at Reλ =24.2, Stk =0.5..
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Figure 5.9: Radial distribution functions for different mass loadings at Reλ =24.2, Stk =6.0..Chapter 6
Conclusions and Further Work
6.1 Conclusions
Simulations of heavy particles in isotropic turbulence have been performed using a point-particle
DNS solver, PANDORA . In the situation where the effect of particles on the ﬂuid turbulence is ne-
glected (one-way coupling), it is observed that particles which were initially randomly distributed
in the domain tend to be distributed inhomogeneously depending on ﬂuid and particle parame-
ters. This phenomenon, referred to as preferential concentration has been quantiﬁed in present
work using several different measures. This systematic analysis reveals the length scales associ-
atedwithmaximum clusteringand thusidentiﬁestheeddysizes thatarepredominantlyresponsi-
ble for clustering. Measures probing the particle-particle separations reveal that clustering occurs
not only at length scales greater than Kolmogorov length scale, but at sub-Kolmogorov scales too.
ThescalingofdifferentindicatorsofaccumulationwithReynoldsnumbergivesaninsightintothe
multi-scale nature of clustering reported in several previous studies. The effect of a gravitational
force on preferential concentration has also been explored.
The insight into the phenomenon of preferential concentration has been used to develop a tech-
nique to mitigate accumulation. It has been demonstrated that introducing sufﬁcient charge on
particles can destroy the accumulation effect. Charging of particles restores the homogeneity of
particle distribution by enabling particles to overcome the drag force due to action of eddies. The
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Lorentz force ﬁeld associated with inhomogeneous distribution of particles also tends to diffuse
the particle clusters by reducing correlation between pairs of particles. Good agreement between
the present simulations and experiments of settling charged particles has been obtained.
In two-way coupled simulations, the attenuation of turbulent kinetic energy and asymmetric dis-
tortion of turbulence spectra due to mass loading of particles have been demonstrated. Two-way
couplingeffectsshowadependenceontheStokesnumberoftheparticles. AtlowStokesnumbers,
theaccumulationofparticlesseemstobeattenuatedwhileathighStokesnumbers, amarginalin-
crease in indicators of accumulation is observed.
6.2 Future Work
The present work potentially lends itself to beneﬁt the following areas of research in the context of
dispersed phase ﬂows.
6.2.1 Two-way coupled studies
Themodiﬁcationofcarrierphaseturbulencebysingleparticlesaswellasparticleclustersdeserves
further investigation. The present work has shown that in the accumulated condition, the size
of particle clusters is around 10η. Thus the question of attenuation or enhancement of carrier
phase turbulence is not straightforward. While the sub-Kolmogorov size individual particles may
attenuate turbulence, the larger particle clusters may enhance carrier phase turbulence due to
complex wake interactions. It has been observed that small Stokes number particles enhance the
energy in the high wavenumber range of the energy spectrum while high Stokes number particles
damp the energy at all scales. This observation motivates the need for polydispersed two-way
coupled simulations. While some polydispersed simulations were carried out by the author (not
reported here), a more detailed analysis can form a fruitful area of research in the future.
A point-particle assumption has been made in the present work. A more realistic analysis would
involve modeling the wakes behind individual particles. With the present computing power, such120 6.2. Future Work
an analysis is limited to very few particles [78, 79] but with advent of new computing technology
(e.g. graphics processor units etc.) it may be possible to conduct more statistically useful simula-
tions. Recent work by Xu and Subramaniam [80] has provided guidelines on consistent modeling
ofinterphasemomentumtransferinpoint-particleDNSandtheseguidelinesshouldbeexamined
in future work.
Also, the charged particle work reported in the present study has been limited to one-way cou-
pling. This work can be extended using two-way coupling. Such work would yield further in-
sight into the amount of charge required to mitigate preferential accumulation at high particle
mass loadings. It has been observed that the RDF obtained from the present simulations closely
matches the functional form of the RDF for settling charged particles proposed by Shaw et al.
[9]. In the future, simulations could be used to estimate the matching constants in the theoretical
model. Thussimulationsholdthepotentialtoaidfurtherdevelopmentofthedriftdiffusionmodel
for clustering of inertial particles.
6.2.2 Collision models
Thepresentstudyhasneglectedparticle-particlescollisions. Inthefuturework, thecollisionalgo-
rithm outlined by Sundaram and Collins [41] may be incorporated in PANDORA to enable studies
on collision statistics. Simulations at high volume loadings may be set up with a view to aid de-
velopment of better models [81] for prediction of collision frequency at different ﬂuid and particle
parameters. Such a study may lead to improved models for coalescence of sub-micron droplets
in clouds leading to warm rain initiation. Previous studies have shown that the RDF is of primary
importance in determining the collision frequency of droplets. In the present work, the RDF has
been reported under different conditions of gravity and future theoretical models could beneﬁt by
comparing the expected behavior with DNS results from the present study. Thus the present work
could also aid in development of theoretical models for particle collisions.6.2. Future Work 121
6.2.3 Large eddy simulation
AlltheworkreportedinthepresentstudyusedDNStechniquetosimulateﬂuidturbulence. Though
this lends accuracy to the ﬂuid statistics, the Reynolds numbers feasible using this technique are
very limited. In order to move closer to real-world Reynolds numbers, it would be useful to em-
ploy the large-eddy simulation (LES) technique. However implementation of LES for dispersed
phase ﬂows is not as straightforward as in single phase ﬂows. Since sub-grid scale ﬂuctuations
can potentially have a signiﬁcant effect on particle trajectories, a robust model would be required
to account for the effect of sub-grid scales on particle motion. The need to account for the ef-
fect of sub-grid ﬂuctuations on particle motion has been highlighted by Shotorban and Mashayek
[82] using LES of particle-laden decaying isotropic turbulence. LES of two-way coupled particle-
laden ﬂows by Boivin et al. [83] have pointed out that the dynamic mixed subgrid model yields
the best results when the particle response time is greater than the characteristic time of subgrid-
scale turbulence. Studies have pointed out that while particle dispersion is affected only when a
signiﬁcant amount of energy is removed from the velocity ﬁeld, accumulation and collision phe-
nomena are signiﬁcantly affected when particle response times are comparable to the Lagrangian
integral timescale measured along particle trajectories [84, 85]. Future work incorporating LES in
PANDORA may beneﬁt from the insights gathered in the studies cited here.
6.2.4 Homogeneous anisotropic turbulence
The present work considers only homogeneous isotropic turbulence and thus is not applicable in
situationsinvolvingstrongmeanvelocitygradients. AsaﬁrststeptowardsmakingPANDORA more
generally applicable, it has been extended by the author to simulate plane strain and linear shear
cases following the algorithm of Rogallo [24]. More work is needed in the future to validate the
solver for both ﬂuid and particle statistics. Here a few studies of particle-laden homogeneous
shear and plane strain ﬂows are cited which can be used for validating PANDORA in the future.
AhmedandElghobashi[86]reported resultsondispersionandpreferentialaccumulationof parti-
cles in DNS of homogeneous shear ﬂow. Ahmed and Elghobashi [87] also examined mechanisms
of two-way coupling in homogeneous shear ﬂows. A recent study by Gualtieri et al. [88] has fo-122 6.2. Future Work
cused on preferential accumulation and orientation of particle clusters in homogeneous shear
ﬂow. Dispersion of particles in homogeneous plane strain turbulent ﬂows has been studied by
Barre et al. [89]. One of the limitations in these simulations is that the integral length scale contin-
ues to increase indeﬁnitely. Thus the simulation can be run only for a limited time thus limiting
the time over which accurate statistics can be gathered. Also some of the situations like plane
strain lead to loss of particles in area of interest and a large number of particles (or many stochas-
tic simulations) may be required to generate robust statistics.
Simulation of homogeneous dispersed phase ﬂows involving mean velocity gradients are invalu-
able for developing Eulerian models for such ﬂows. The closure terms for such models require
estimation of correlations between the particle diameter and ﬂuid velocity sampled by the par-
ticles. DNS of homogeneous ﬂows is an invaluable tool to estimate these closure terms. Aiding
Eulerian modeling of dispersed phase ﬂows in future has been a signiﬁcant motivation for present
work and future work isexpected tofocus on thisaspect. Senguptaet al. [90] have reported a com-
prehensive data bank for both monodispersed and polydispersed homogeneous dispersed ﬂows
which could be useful for model development and validation in the future. The study by Pandya
and Mashayek [91] is one of the encouraging attempts at developing closure models for dispersed
ﬂows using DNS data.Appendix A
Publications
• Karnik, A. U., Shrimpton J. S., Destruction of Preferential Accumulation by Lorentz force in-
teraction, 22nd European conference on Liquid Atomization and Spray Systems, Sep.8-10,
2008, Italy.
• Scott, S.J., Karnik, A.U., Shrimpton, J.S., On the Quantiﬁcation of Preferential Accumulation,
International Journal of Heat and Fluid Flow, Vol. 30(4), 789-795, 2009.
• Karnik, A. U., Shrimpton J. S., Mitigation of Preferential Concentration of Small Inertial Par-
ticles in Stationary Isotropic Turbulence Using Electrical and Gravitational Body Forces, Ac-
cepted for publication in Physics of Fluids.
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