The symplectic vortex equations admit a variational description as global minimum of the Yang-Mills-Higgs functional. We study its negative gradient flow on holomorphic pairs (A, u) where A is a connection on a principal G-bundle P over a closed Riemann surface Σ and u : P → X is an equivariant map into a Kähler Hamiltonian G-manifold. The connection A induces a holomorphic structure on the Kähler fibration P ×G X and we require that u descends to a holomorphic section of this fibration.
Introduction
The symplectic vortex equations [12, 13, 34] are an equivariant version of the J-holomorphic curves equation in symplectic geometry. These equations also generalize the Yang-Mills equations [2] , the notion of Bradlow pairs [6] and are closely related to Hitchin's selfduality equations [24] and Higgs-bundles.
Solutions of the symplectic vortex equation admit a variational characterization as minima of the Yang-Mills-Higgs functional. The main analytic result of this paper is a Łojasiewicz type gradient inequality for this functional and the convergence of the associated negative gradient flow under suitable assumptions (Theorem A). As applications we obtain several new results motivated by geometric invariant theory. These are a uniqueness result for critical points of the Yang-Mills-Higgs functional (Theorem B), an analogue of the Kempf-Ness Theorem in the present setting (Theorem C), an extension of Mundet's Kobayashi-Hitchin correspondence (Theorem D) and a sharp moment weight inequality together with the existence and uniqueness theorem for the dominant weight (Theorem E). Our proofs are inspired by the work of Calabi, Chen, Donaldson, Sun [7, 10, 8, 9, 19] on extremal Kähler metrics; see [22] for a finite dimensional discussion.
Setup. Throughout this paper we assume the following. G is a compact (real) Lie group with Lie algebra g together with a fixed choice of an invariant inner product on g, Σ is a closed Riemann surface with fixed volume form dvolΣ and induced Riemannian metric, P → Σ is a principal G bundle and (X, J, ω) is a Kähler manifold equipped with a Hamiltonian G action induced by an equivariant moment map µ : X → g.
Geometric invariant theory for the vortex equation
Atiyah-Bott [2] observed that the curvature FA ∈ Ω 2 (Σ, ad(P )) defines a moment map for the action of the gauge group G(P ) on the space of connections A(P ). The vortex equations are obtained as an extension of this picture. Consider the associated Kähler fibration P (X) := P ×G X := (P × X)/G. and denote by S(P, X) its space of sections. The symplectic vortex equations on pairs (A, u) ∈ A(P ) × S(P, X) are given bȳ ∂Au = 0, * FA + µ(u) = 0.
The connection A ∈ A(P ) induces a holomorphic structure on the total space of the Kähler fibration P (X) and the equation∂Au = 0 requires u to be a holomorphic section. The subspace H(P, X) := {(A, u) ∈ A(P ) × S(P, X) |∂Au = 0}
is formally a Kähler submanifold of A(P ) × S(P, X). It is well known that Φ : A(P ) × S(P, X) → Ω 0 (Σ, ad(P )), Φ(A, u) := * FA + µ(u)
provides a moment map for the G(P )-action on H(P, X) (see Lemma 2.1) and solutions of (1) give rise to the symplectic moduli space
Msymp(P, X) := {(A, u) ∈ H(P, X) | * FA + µ(u) = 0} /G(P ).
This moduli space admits an alternative description as complex GIT quotient of H(P, X). For this let G c be the complexification of G, let P c := P ×G G c be the complexification of P and define the complexified gauge group as G c (P ) := G(P c ). There exists a one to one correspondence between smooth connections on P and holomorphic structures on P c (see [41] ). This yields a natural action of G c (P ) on A(P ) which extends the gauge action. Assume that the G-action on (X, J, ω) extends to a holomorphic G c -action on (X, J) such that G c (P ) acts naturally on S(P, X). The GIT quotient of H(P, X) by G c (P ) is defined as the quotient space MGIT (P, X) := H ss (P, X)//G c (P ) := (H ss (P, X)/G c (P ))/ ∼ under the orbit closure relation G c (A, u) ∼ G c (B, v) if and only if G c (A, u) ∩ G c (B, v) ∩ H ss (P, X) = ∅. It follows from our main results that each equivalence class in this quotient contains a unique G(P )-orbit of solutions to the symplectic vortex equations and MGIT (P, X) ∼ = Msymp(P, X) (see Corollary 1.7).
The main theorem
The moment map squared functional plays a crucial role in the differential geometric version of GIT. It is defined by
and closely related to the Yang-Mills-Higgs functional
by the energy identity in Proposition 2.2. In particular, for (A, u) ∈ H(P, X) it holds ∇YMH(A, u) = ∇F(A, u), albeit the gradients look quite different at first glance. The negative gradient flow on H(P, X) has the following form A(0) = A0, u(0) = u0,∂A(u) = 0 ∂tA = − * dA( * FA + µ(u)), ∂tu = JLu( * FA + µ(u))
Our main result says that solutions exist for all time and converge under the following hypothesis:
(A) The Kähler metric on X and the moment map µ : X → g are both analytic.
(B) X is holomorphically aspherical.
(C) µ is proper and X is equivariantly convex at infinity, i.e. there exists a proper G-invariant function f : X → [0, ∞) and c0 > 0 such that
for every x ∈ X and v ∈ TxX. 1 Here it suffices to consider the closure within the space H(P, X) of smooth holomorphic pairs. In the main part of the paper we will consider pairs (A, u) of Sobolev class W 1,2 × W 2,2 and gauge transformations of Sobolev class W 2,2 . This does not affect the overall picture since (a) every complex orbit contains a dense set of smooth representatives and (b) every W 1,2 × W 2,2 solution to the vortex equation is gauge equivalent to a smooth solution. See Section 2.7 and Lemma 2.10.
Theorem A (Convergence). Assume (C) and let (A0, u0) ∈ H(P, X) be given. Then there exists a unique solution (A, u) : [0, ∞) → H(P, X) of (5) which exists for all times t ≥ 0. If in addition (A), (B) are satisfied, then there exists a critical point (A∞, u∞) ∈ A 1,2 (P ) × S 2,2 (P, X) of Sobolev class W 1,2 × W 2,2 and T, C, ǫ > 0 such that for all t > T the pointwise distance between u(t) and u∞ is smaller then the injectivity radius of X along u∞(P ) and ||A(t) − A∞|| W 1,2 + || exp Proof. In Theorem 3.3 the existence is proven together with certain continuity and regularity assertions on the flow. The convergence part is proven in Theorem 3.8.
Remark 1.2 (Regularity of the Limit.).
Starting at a smooth initial condition (A0, u0) ∈ H(P, X), the solution (A(t), u(t)) of (5) remains smooth for all times t > 0. However, it is an open question if the limit (A∞, u∞) is smooth.
Lin [29] and Venugopalan [47] discussed the flow (5) independently and they proved under certain hypotheses that solutions exist for all times. Lin [29] considered in fact a generalization of (5), where Σ is replaced by a compact Kähler manifold, and showed that smooth solutions exist for all times when X is compact. His proof follows ideas of Donaldson [15] and he translates (5) into a heat flow on the space of complex gauge connections. Venugopalan [47] extended the arguments given by Råde [37] for the Yang-Mills flow and proved short time existence together with an uniform lower bound of the existence interval. For this argument she needed to assume that the flow remains in a compact region of X. We verify in Lemma 2.5 that this property follows from (C) and the maximum principle.
The main ingredient in our proof of the convergence of solutions to (5) is a Łojasiewicz gradient inequality for the Yang-Mills-Higgs functional (Theorem 3.4). This approach was introduced by Simon [39] and in its implementation we follow the arguments given by Råde [37] for the Yang-Mills flow. [ζ, ζ * ] where ζ * := −Re(ζ) + iIm(ζ). Then P (X) = ad(P c ) is a holomorphic vector bundle and our assumptions are satisfied. Higgs bundles are obtained as a slight variant of this setup where one considers holomorphic sections of the twisted bundle P (X)⊗K := Ω 1,0 (Σ, ad(P c )). While this is not covered by our general discussion, the proof generalizes ad verbatim to this case.
Consequences of the main theorem
The infinitesimal action of ξ ∈ Ω 0 (Σ, ad(P )) on A(P ) × S(X, P ) is given by
where
the infinitesimal action of G c (P ) which agrees with the complexification of
) implies that solutions of (5) remain in a single complexified orbit. The following result is the analogue of the Ness uniqueness theorem in finite dimensional GIT.
Theorem B (Uniqueness of critical points). Assume (A), (B) and (C).
1. Let (A0, u0) ∈ H(P, X) and let (A∞, u∞) be the limit of the gradient flow (5) starting at (A0, u0). Then
Then there exists k ∈ G(P ) such that (B1, v1) = k(B0, v0).
Proof. This is reformulated and proven in Theorem 4.1. The equivalence of both formulations follows from Proposition 2.2.
Corollary 1.7. Assume (A), (B) and (C). Every semistable orbit contains a unique polystable orbit in its W 1,2 ×W 2,2 -closure and every polystable orbit contains a unique G(P )-orbit of solutions to the symplectic vortex equations.
The corollary shows Msymp(P, X) ∼ = MGIT (P, X). More explicitly, this isomorphism is obtained by the map which sends (A0, u0) ∈ H(P, X) to its limit (A∞, u∞) under (5). Theorem 4.2 gives a complete characterization for the different stability conditions in Definition 1.1 in terms of the limit (A∞, u∞).
Next, we need to recall the general construction behind the Kempf-Ness theorem. Given (A, u) ∈ H(P, X) there exists a G(P )-invariant functional
whose gradient flow intertwines with (5) under the map g → g −1 (A, u). The Kempf-Ness theorem characterizes the stability conditions of (A, u) in Definition 1.1 in terms of the global properties of Ψ (A,u) . The stable case is the main step in Mundet's proof of the Kobayashi-Hitchin correspondence [34] and relates the stability of (A, u) to a certain properness of Ψ (A,u) . The remaining cases are the content of the next theorem, whose proof is a relatively easy consequence of Theorem A and Theorem B.
Theorem C (Kempf-Ness Theorem). Assume (A), (B), (C) and let (A, u) ∈ H(P, X). Proof. This is established in Theorem 4.5.
The weights for the G c (P )-action are defined as the asymptotic slopes of Ψ (A,u) along geodesics rays in G c (P )/G(P ). For (A, u) ∈ H(P, X) and ξ ∈ Ω 0 (Σ, ad(P )) one has the explicit description
Mundet's Kobayashi-Hitchin correspondence asserts that (A, u) is stable if and only if w((A, u), ξ) > 0 for all ξ = 0. We extend this correspondence to the polystable and semistable case under the technical assumption on the pair (A, u) ∈ H(P, X).
Remark 1.8 (On assumption (H)).
1. (H) is trivially satisfied for stable pairs (A, u) and, by Proposition 5.6, it is always satisfied for polystable pairs.
2. By Proposition 5.2, w((A, u), ξ) < ∞ implies that A+ := limt→∞ e itξ A exists in C ∞ .
Proposition 5.2 provides a strong tool to verify (H).
When X is a unitary vector space with linear G ⊂ U (n) action, one can show that
where the limit exists in C ∞ and (H) is satisfied in this case. Similarly, using Proposition 5.2, one verifies (H) for Higgs bundles.
(H) admits the following geometric description: For
(H') For all ξ ∈ Ω 0 (Σ, ad(P )) the following holds:
Unraveling the definitions shows (H) ⇔ (H'
. This property is reasonable to expect, since Ψ (A,u) is convex along geodesics. However, one can construct examples which show that convexity of Ψ (A,u) alone does not guarantee (H').
5. Unfortunately, we know little about the validity of (H) in general: We could neither prove that it is always satisfied, nor construct an explicit counterexample. This question is already meaningful (and open) in the finite dimensional case where Σ = {pt}.
Consider the following properties for a pair (A, u) ∈ H(P, X):
(PS) For all ξ ∈ Ω 0 (Σ, ad(P )) with exp(ξ) = 1 and w((A, u), ξ) = 0 the limit
and remains in the Sobolev completion of the complex group orbit.
Theorem D (Polystable and semistable correspondence). Assume (A), (B), (C), (H) and let (A, u) ∈ H(P, X).
1. (A, u) is polystable if and only if it satisfies (SS) and (PS).
(A, u) is semistable if and only if it satisfies (SS).
Proof. This is established in Theorem 5.5 and Theorem 5.4.
The polystable case has been established for twisted Higgs-bundles over Riemann surface by García-Prada, Gothen and Mundet [21] by different methods. They construct a Jordan-Hölder reduction and then deduce the polystable case from the stable case. For our proof the opposite is true and the stable case can be recovered as a special case of the polystable case. The proof is based on arguments of Chen-Sun [10] .
The semistable correspondence follows from a sharp version of the moment weight inequality stated next.
Theorem E (Sharp moment-weight inequality). Assume (H). For all (A, u) ∈ H(P, X) and ξ ∈ Ω 0 (Σ, ad(P ))\{0} it holds
If in addition (A), (B), (C) are satisfied and the right hand side is positive, then there exists a unique ξ0 ∈ Ω 0 (Σ, ad(P )) with ||ξ0|| L 2 = 1 which yields equality.
Proof. This is established in Theorem 5.3.
For finite dimensional projective spaces the estimate (7) is due to Mumford [33] and Ness [35, Lemma 3.1] , and the existence of a dominant weight is due to Kempf [27] . Around the same time Atiyah-Bott [2] established this result for the YangMills equations over Riemann surfaces. Its generalization to the hermitian YangMills equations over higher dimensional base manifolds is essentially equivalent to the Bando-Siu conjecture [3] , established by Daskalopoulos-Wentworth [14] , Sibling [38] and Jacob [25, 26] . In the context of K-stability and extremal Kähler metrics moment-weight inequalities are due to Tian [43] , Donaldson [17, 18, 19] and Chen [8, 9] . In this context Chen-Sun [10] found an analytic proof of the Kempf existence theorem on finite dimensional spaces and we extend their argument to our infinite dimensional setting to prove existence of the dominant weight. The survey [22] by Georgoulas-Robbin-Salamon provides an overview on the different proofs of the moment weight inequality for Hamiltoninan actions on closed Kähler manifolds and its importance for geometric invariant theory.
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Preliminaries

The moment map picture
We recall the natural Kähler structures on A(P ) and S(P, X). Since A(P ) is an affine space over the linear space Ω 1 (Σ, ad(P )), it suffices to specify the Kähler structure on the later one. For a, b ∈ Ω 1 (Σ, ad(P )) this is defined as
For u ∈ S(P, X) letũ : P → X be the equivariant map determined by u(z) = [p,ũ(p)] for z ∈ Σ and p ∈ Pz. The tangent space TuS(P, X) is represented by G-equivariant sections of the vector bundleũ * T X → P or equivalently by sections of the quotient bundleũ * T X/G → P/G = Σ. The quotient bundle is again a vector bundle over Σ and we denote it in the following by u * T X/G for simplicity. Forû1,û2 ∈ TuS(P, X) = Ω 0 (Σ, u * T X/G) one defines
On A(P )×S(P, X) denote the product Kähler structure by (ωA×S , JA×S , ·, · A×S ).
Lemma 2.1. The diagonal G(P )-action on A(P ) × S(P, X) is Hamiltonian with moment map
Proof. For (A, u) ∈ A(P ) × S(P, X) and ξ ∈ Ω 0 (Σ, ad(P )) the infinitesimal action is given by
where Lx : g → TxX denotes the infinitesimal action of g on X. The verification of (9) is straightforward and left to the reader. The differential of the function
is the 1-form
This is precisely ωA×S (L (A,u) ξ, ·) and (8) satisfies the moment map equation.
Connections on P (X) and the space S(P, X)
For x ∈ X the infinitesimal action of g defines a map Lx : g → TxX. A smooth connection A ∈ A(P ) induces on the Kähler fibration P (X) the covariant derivative
with values in the the vertical tangent bundle along u which is isomorphic to u * T X/G. Moreover, A and the Levi-Civita connection induce a covariant derivative
All these covariant derivatives extend to first order elliptic operators between suitable Sobolev spaces.
The Yang-Mills-Higgs functional
The moment map squared functional (3) and the Yang-Mills-Higgs functional (4) are related by the following energy identity.
Proof. This is Proposition 3.1 in [12] . [12] for more details. In particular, this term is constant on the homotopy class of (A, u) and solutions of the symplectic vortex equation (1) minimize the Yang-Mills-Higgs functional in their homotopy class.
Lemma 2.4.
1. The L 2 -gradient of F is given by
3. If (A, u) ∈ H(P, X), then both gradients are tangential to H(P, X) and agree. That is
holds for all (A, u) ∈ H(P, X).
Proof. We leave the first two parts to the reader (or refer to [47] and [29] for full details). For the last claim, note that
is tangential to the complexified orbit G c (A, u) ⊂ H(P, X) and hence tangential to H(P, X). Since H(P, X) minimizes the functional
its gradient vanishes for (A, u) ∈ H(P, X) and the claim follows from the energy identity (10).
Equivariant convexity at infinity
The next Lemma shows that under assumption (C) solutions of (5) remain in a compact region of X.
Lemma 2.5. Suppose X is equivariantly convex at infinity and let f : X → [0, ∞) and c0 > 0 be as in (6) . Let T ∈ (0, ∞] and suppose (A, u) : [0, T ) → H(P, X) is a smooth map satisfying ∂tu = −JLu( * FA + µ(u)).
Then, for c > c0 and
Proof. The proof is similar to the calculation in [11] , Lemma 2.7. In local trivializing coordinates z = x + iy define vx := ∂ Inserting this in (11) yields
If f (u) ≥ c0, then the convexity assumption implies that the first two terms in (12) are positive and thus
where ∆ = d * d denotes the positive Laplacian (which corresponds to −λ∆ in local coordinates for some function λ > 0). This yields
where we used the second equation in the convexity assumption. We deduce the claim from (13) by contradiction. Suppose there exists M > c such that
and f (ut 1 (z0)) = M for some interior point z0 ∈ D. It follows from (13) that in local coordinates f (ut(z)) is a subsolution to a parabolic equation on [t0, t1] × D and by construction it attains its maximum on {t1} × D. By the strong maximum principle for parabolic equations (see [20] Chapter 2, Theorem 1), it follows that
This contradicts the definition of t1 and completes the proof of the Lemma.
Sobolev spaces
We discuss mixed Sobolev spaces of time dependent sections of vector bundles. Following Råde [37] and Venugopalan [47] we shall use a norm on H r ([0, t0], H s (Σ, V )) which depends on the length t0 of the time interval. For convenience, we use the abbreviation
Fractional Sobolev spaces on bounded domains
The refer to [1] for the general theory of Sobolev spaces. The definition of fractional Sobolev spaces (also called Bessel potential spaces) uses deep results from harmonic analysis (see [42] Chapter V.3 or [23] Chapter 2.1-3). For s ∈ R and p ∈ (1, ∞) one defines
For a smoothly bounded domain Ω ⊂ R n and f ∈ C ∞ (Ω) one defines
where the infimum ranges over all
In the special case p = 2 one obtains the Hilbert spaces H s (Ω) = W s,2 (Ω) (see [30] ).
Interpolation. The spaces W s,p (Ω) form a family of interpolation spaces in both parameters: the degree s of differentiability and the degree p of summability. For 1 < p0, p1 < ∞, s0, s1 ∈ R and 0 < θ < 1 it holds
with Duality. For 1 < p, q < ∞, 
which is obtained by extending the L 2 -product.
Products. Let s, t, u ∈ R with u ≤ min{s, t} and s + t ≥ 0. Let 1 < p, q, r < ∞ with s = n/p, t = n/q, u = −n/r, and
Then, if f ∈ W s,p (Ω) and g ∈ W t,q (Ω), the product f g is contained in W u,r (Ω) and satisfies an estimate
This follows for s, t, u ∈ Z 
The space
Remark 2.6. Let ∇ be a smooth Riemannian connection on V . For s = k ∈ Z + 0 the norm
is equivalent to the H k -norm defined in (19) . This leads to an alternative construction of H s (Σ, V ) starting with (20) for positive integers and then using interpolation and duality.
The product formula (18) takes under the assumptions p = q = r = 2 and n = 2 the following simpler form. Let s, t, u ∈ R with s, t = +1, u = −1, s + t ≥ 0, and u ≤ min{s, t, s + t − 1}.
, the product f g is contained in H u (Σ) and satisfies an estimate ||f g||Hu ≤ C||f ||Hs ||g|| H t .
Time dependent Sobolev spaces
Let K be a separable Hilbert space, let t0 > 0 and let f : [0, t0] → K be a smooth function. The following is a slight variant of (14) . For r ∈ R we define
where the infimum is taken over all F ∈ C ∞ 0 (R, K) which restrict to f on [0, t0] andF denotes the Fourier transform. (21) is equivalent to the norm
As before, one could construct the spaces H r ([0, t0], K) using (22) for positive integers and then use interpolation and duality.
The dependence of the norms on t0 has the advantage that for r1 ≥ r2 the inclusion
has norm ≤ Ct
. In particular, this norm can be controlled by t0.
. These form again a family of interpolation spaces ([47] Lemma 6.36): For s0, s1, r0, r1 ∈ R and θ ∈ (0, 1) we have
The heat equation
Let V → Σ be a Riemannian vector bundle and let ∇ be a Riemannian connection on V .
Lemma 2.8. For every σ0 ∈ Ω 0 (Σ, V ) and t0 > 0, there exists a unique smooth
Moreover, there exists a constant C > 0 such that the following estimate holds
Proof. This is a special case of Lemma 6.33 in [47] .
From this we deduce the following estimates.
There exists a unique smooth solution ψ of the equation
Moreover, the solution satisfies the estimates
and
Proof. Let Pt denote the solution operator of (23), i.e. P0 = 1 and Ptσ0(·) = σ(t, ·) satisfies (23) . The solution of (24) is then given by
The Minkowski inequality and Lemma 2.8 yield
and this proves (25) . Abbreviate
Parabolic regularity (see [47] Lemma 6.35) yields
, ||ψ||
and, since H 0,1 is an interpolation space between H 
This establishes (26) and completes the proof.
Sobolev completions and regularity assumptions
For the main part of the article, we need to consider suitable Sobolev completions of the various spaces defined in the introduction. The space
contains all continuous sections u : Σ → P (X) which in any trivialization of P (X) and local coordinates on Σ and X are of Sobolev class W 
is in the good range of the Sobolev embedding: For u ∈ S(P, X) let ǫ > 0 be smaller then the injectivity radius of X along the image of u. Then
defines a homeomorphism onto its image. With respect to a smooth reference connection A0 ∈ A(P ), we define
and denote
The W 2,2 completion of the gauge groups
are similar defined as S 2,2 (P, X) by requiring their sections to be of Sobolev class W 2,2 in any local trivialization. These groups act continuously on S 2,2 (P, X), A 1,2 (P ) and H 1,2 (P, X) as one readily checks.
Lemma 2.10. Let (A, u) ∈ H 1,2 (P, X).
There exists
then there exits k ∈ G 2,2 (P ) such that k(A, u) is smooth.
Proof. This Lemma is proven as in the Yang-Mills case. First, there exists g ∈ (G c ) 2,2 such that gA is smooth (see [2] , Lemma 14.8). Then∂gA(gu) = 0 and elliptic regularity yields that gu is smooth. This proves the first part of the Lemma.
For the second part we pass to a Coulomb gauge and choose a smooth reference connection A0 ∈ A(P ) and
Suppose first that a ∈ H 1 and u ∈ H 2 . Using the multiplication theorem
2 , one sees that the right hand side of (28) is in H − 1 2 and hence a ∈ H 3 2 . With this improved regularity, the right hand side of (28) is now contained in H 0 and hence a ∈ H 2 . The holomorphicity condition
Repeating this argument, one shows k(A, u) ∈ H ℓ × H ℓ+1 for every ℓ ≥ 2 and this completes the bootstrapping argument.
Convergence of the Yang-Mills-Higgs flow
In the first section weak solutions of the gradient flow (5) are defined and the existence and regularity of solutions are discussed. The second section contains a proof of the Łojasiewicz gradient inequality for the Yang-Mills-Higgs functional. Combining this inequality with an interior regularity result in the third section, we can then prove that solutions convergence under the additional assumptions (A), (B). This approach is very similar to the one developed by Råde [37] in the Yang-Mills case. 
The gradient flow equations
is a continuous map (A, u) : [0, ∞) → H 1,2 (P, X), such that there exists a sequence of smooth solutions of (29) 
is a continuous map (A, u) : [0, ∞) → H 1,2 (P, X), such that there exists a sequence of smooth solutions of (30) 
By Lemma 2.4 both of these flows agree:
(A, u) is a weak solution of (29) ⇐⇒ (A, u) is a weak solution of (30) .
The following theorem is a slight extension of a result of Venugopalan [47] (she works in the H 1 × C 0 topology and needs to assume that the flow remains in a compact region of X). Theorem 3.3. Assume (C) and let (A0, u0) ∈ H 1,2 (P, X). (30) with A(0) = A0 and u(0, ·) = u0.
There exists a unique solution
(A, u) ∈ C 0 ([0, ∞), H 1,2 (P, X)) of
The map
is contained in the spaces
is continuous with values in H 2 and satisfies (A(t), u(t)) = g(t) −1 (A0, u0).
The solution (A(t), u(t))
of (30), the map Φ(t) in (31) and the solution g(t)
of (32) depend continuously on the initial condition (A0, u0) ∈ H 1,2 (P, X) in the respective topologies stated above.
Proof. Let f : X → [0, ∞) and c0 ∈ R be as in (6) . By Lemma 2.5 the compact sets Sc := f −1 [0, c] with c > c0 have the following property: If (A(t), u(t)) is a gradient flow line starting at (A0, u0), then
Venugopalan proves long time existence by establishing short time existence together with an uniform lower bound on the existence intervall. When we restrict to the set Sc her analysis yields uniform lower bounds for the existence interval for any solution with u0(P ) ⊂ Sc. Now Theorem 1.1 in [47] shows that for any A0 ∈ H 1 and u0 ∈ C 0 there exists a unique (weak) solution
. Moreover, the proof shows the solution (A, u) depends continuously on the initial condition (A0, u0), the moment map term Φ(t) := * F A(t) + µ(u(t)) is contained in the space 
. We claim that there exists a continuous path of complex gauge transformations g : [0, ∞) → (G c ) 2,2 (P ), depending continuously on the initial condition (A0, u0), such that (A(t), u(t)) = g(t)
−1 (A0, u0). By continuity of the gauge action, this readily im-
and it depends continuously on the initial condition.
For
If B is smooth, this implies B = 0. In general, one can approximate weak solutions by smooth solutions and deduce then B = 0. This shows
and standard elliptic bootstrapping arguments that g ∈ C 0 ([0, ∞), H 2 ) depends continuously on the initial condition. One readily checks u(t) = g(t)
−1 u0 and this completes the proof.
Łojasiewicz gradient inequality
The Łojasiewicz gradient inequality is the key ingredient in proving uniform convergence of the Yang-Mills-Higgs flow. This approach is due to Simon [39] and we follow quite closely the arguments of Råde [37] in the Yang-Mills case.
Theorem 3.4 (Łojasiewicz gradient inequality). Assume (A) and let (A∞, u∞) ∈ H 1,2 (P, X) be a critical point of YMH. Then there exist ǫ, C > 0 and γ ∈ [
Proof. See page 18.
By Lemma 2.10 every critical point (A0, u0) ∈ H 1,2 (P, X) of the Yang-MillsHiggs functional is gauge equivalent to a smooth pair. Since the estimate (34) is G 2,2 (P ) invariant, we may assume in the following that (A∞, u∞) ∈ H(P, X) is smooth.
The infinitesimal gauge action induces for s = ±1 the L 2 -orthogonal splittings
with
When ||û||L∞ is smaller than the injectivity radius of X along u∞(P ), the L 2 -gradient of E is given by
and ΠV denotes the orthogonal projection onto V −1,0 in (35). The next Theorem establishes the Łojasiewicz inequality for E and we show below that this is equivalent to Theorem 3.4.
Theorem 3.5. In the setting described above, there exist ǫ, C > 0 and γ ∈ [ , 1) such that for all (a,û) ∈ V 1,2 with ||a||
Proof. E is an analytic functional by assumption (A) and we claim that its Hessian
satisfies the elliptic estimate
for all (b, v) ∈ V 1,2 . We show in Theorem A.1 that under these assumptions the Łojasiewicz gradiant inequality is always satisfied and Theorem 3.5 is a direct consequence of this more general result.
The Hessian Q of the Yang-Mills-Higgs functional at (A∞, u∞) has the shape
with some compact operator R. As a Hessian, this operator is symmetric and it follows from the gauge-invariance of the Yang-Mills-Higgs functional, that it restricts to the Hessian of E, i.e.
takes indeed values within V −1,0 . Now consider the operator
This has the shape
with some compact operatorR. In particular, Λ is Fredholm and satisfies the elliptic estimate
Since L (A∞,u∞) L * (A∞,u∞) vanishes on V 1,2 , we have Λ| V 1,2 = ∇ 2 E and (37) follows from (38) .
Proof of Theorem 3.4. Since the Yang-Mills-Higgs functional is gauge-invariant, it follows from the implicit function theorem that we may assume (a,û) ∈ V with ||a|| H 1 + ||û|| H 2 < ǫ and denote (A, u) = (A∞ + a, exp u∞û ). Then
and Theorem 3.4 follows from Theorem 3.5.
Remark 3.6. Theorem 3.4 is in fact equivalent to Theorem 3.5. To see this denote by ΠI the projection onto I 0 in (35) . With the same notation as above follows
where the second equation uses L * (A,u) ∇YMH(A, u) = 0. One verifies that the operator norm of L * (A∞,u∞) T (a,û) − L * (A,u) tends to zero as ||a|| H 1 + ||û|| H 2 tends to zero. Hence
where C(ǫ) > 0 tends to zero as ǫ → 0 and therefore
for sufficiently small ǫ > 0.
Interior regularity
Theorem 3.7. Let (A∞, u∞) ∈ H 1,2 (P, X) be a critical point of YMH. There exists ǫ0 > 0 such that for every ǫ ∈ (0, ǫ0) there exists C > 0 with the following significance: let T > 1 and let
be a continuous map such that (A(t), u(t)) = (A∞ + a(t), exp u∞û (t)) ⊂ H 1,2 (P, X) is a solution of (29) and ||a(t)|| H 1 + ||û(t)|| H 2 < ǫ for all t ∈ [0, T ]. Then
Proof. By Lemma 2.10, we may assume that (A∞, u∞) ∈ H(P, X) is smooth, after applying a suitable gauge transformation. The idea of the proof is then to show that the derivatives b := ∂ta = * dA( * FA + µ(u))
A dAu − JLuµ(u)) are solutions of the heat equation up to some perturbation which can be controlled. Note that the later expression is well-defined for sufficiently small ǫ > 0, i.e. when ||û||L∞ ≤ C||û|| H 2 ≤ Cǫ is smaller than the injectivity radius of X along the image of u∞. Using standard estimates for the heat equation, we can then deduce the interior regularity estimate. In the following fix a small time 0 < t0 < min{1, T /2}.
Differentiating b in time gives
From the gauge-invariance follows d * A b + Lu(∂tu) = 0 and hence
Finally the Bochner-Weizenböck formula yields the relation
where × denotes some bilinear expression and RΣ is the Riemann curvature tensor of Σ. Then follows
Now choose a smooth cut-off function η(t) such that η(t) = 0 for η ∈ [0, t0/2] and η(t) = 1 for t ∈ [t0, 2t0]. Then ηb satisfies
and vanishes at t = 0. Lemma 2.9 shows
Using the assumption ||a(t)|| H 1 + ||û(t)|| H 2 < ǫ and the multiplication theorem
2 it follows:
By choosing t0 sufficiently small we thus obtain
Next, we need to obtain a similar estimate for v. Define
A dAu − JLuµ(u)) with A = A∞ +a and u = exp u∞û . This is continuously differentiable and satisfies Ψ(0, 0) = 0. In particular,
where q vanishes to the first order. Differentiating this equation with respect to t yields
Let η be the same cut-off function as above. Then ηv vanishes at t = 0 and solves the equation
It follows from Lemma 2.9 that
The first term satisfies the estimate
and it follows from the definition of q that
For sufficiently small t0 > 0 we thus get
Finally, differentiating the holomorphicity condition∂Au =∂u + LuA 0,1 = 0, we obtain by elliptic regularity the estimate
Combining (39, (40) and (41) yields for sufficiently small t0 > 0
In particular
The proof follows now by subdividing the interval [0, T ] into smaller intervals of length t0 and applying the estimate above to each pair of successive subintervals.
The convergence theorem
Theorem A is a slightly weaker version of the next theorem.
Theorem 3.8. Assume (A), (B) and (C). Let (A0, u0) ∈ H 1,2 (P, X) and let (A(t), u(t)) be the solution of (30) . There exist C, β > 0 such that for all T > 0
In particular, (A(t), u(t)) converges uniformly in H 1 ×H 2 to a critical point (A∞, u∞) of YMH.
The following compactness result arises from a combination of Gromov compactness for holomorphic curves and Uhlenbeck compactness.
Proposition 3.9. Assume (B), (C) and let (A(t), u(t)) ⊂ H
1,2 (P, X) be a solution of (30) . Then there exists sequences of times tj → ∞ and of gauge transformations kj ∈ G 2,2 (P ) and a critical point (A∞, u∞) of YMH such that kj(A(tj), u(tj)) converges to (A∞, u∞) in
Proof. This is a special case of Theorem 1.2 in [47] . Proof of Theorem 3.8. Let (A(t), u(t)) ⊂ H 1,2 (P, X) be a solution of (30) . Let tj → ∞, kj ∈ G 2,2 (P ) and (A∞, u∞) be as in Proposition 3.9 above. Choose ǫ > 0, such that the Łojasiewicz gradient inequality in Theorem 3.4 is satisfied with respect to (A∞, u∞). Let δ ∈ (0, ǫ) and choose j ≥ 1 such that
Since the gradient flow and the Łojasiewicz inequality are G 2,2 (P )-equivariant, we may assume kj = 1 and tj = 0.
The gradient flow depends continuously in the C 0 (H 1 × H 2 ) topology on the initial conditions by Theorem 3.3. Since the flow is constant at the critical point (A∞, u∞) this yields
where ρ(δ) → 0 as δ → 0. Define
By choosing δ > 0 sufficiently small, we can guarantee T > 1. For 1 < s < T defineû(s) := exp 
For δ > 0 sufficiently small, this shows T = ∞ and the integral ∞ 1 ||∂tA(t)|| H 1 + ||∂tu(t)|| H 2 dt < ∞ is finite. This proves that (A(t), u(t)) converges uniformly in H 1 × H 2 to a critical point (Ã∞,ũ∞) of the Yang-Mills-Higgs functional. Repeating the argument from above, with respect to the critical point (Ã∞,ũ∞) we obtain for all sufficently large T
it follows f (t) ≤ Ct 1 1−2γ and hence
for all sufficiently large T . This is equivalent to the estimate in the Theorem and completes the proof.
We state some consequences of the proof for later reference. 
For every
4 Uniqueness and the Kempf-Ness theorem
Uniqueness of critical points
The next result is a reformulation of Theorem B in the introduction and the analogue of the Ness uniqueness theorem in finite dimensional GIT. The proof is based on arguments of Chen-Sun [10] in the finite dimensional differentiable setting.
Theorem 4.1 (Uniqueness of critical points). Assume (A), (B) and (C).
Let (A0, u0) ∈ H 1,2 (P, X) and (A∞, u∞) be the limit of the Yang-Mills-Higgs flow (30) starting at (A0, u0). Then (A∞, u∞) ∈ (G c ) 2,2 (A0, u0) (the H 1 × H 2 closure) and YMH(A∞, u∞) = inf
YMH(gA0, gu0).
Proof. The proof consists of four steps.
Step 1: Let (B, v) ∈ H 1,2 (P, X) and let gj :
for j ∈ {0, 1}. Using the Cartan decomposition, write
with η(t) ∈ H 2 (Σ, ad(P )) and k(t) ∈ G 2,2 (P ). Then η(t) and k(t) are uniformly bounded in H 2 .
Denote by π : G c → G c /G the canonical projection. The homogeneous space G c /G is a complete Riemannian manifold with nonpositive curvature and for t > 0 the curve γ(s, t) := π(g0(t)e isη(t) ) is pointwise the unique geodesic of length ||η(t)|| connecting π(g0(t)) and π(g1(t)). This yields
∂s ∂tγ, ∂sγ ds
Abbreviate (Bs,t, vs,t) := e −isη(t) g0(t)
Thus ||η|| 2 satisfies the differential inequality (∂t + ∆)||η|| 2 ≤ 0 and by the maximum principle for the heat equation η(t) is uniformly bounded in L ∞ . Since (Bj(t), vj(t)) := (gj(t) −1 B, gj(t) −1 v) satisfies (30), it converge uniformly in H 1 × H 2 by Theorem 3.8. Hence it follows from the equation
and elliptic bootstrapping that η(t) and k(t) are uniformly bounded in H 2 .
Step 2: Let (B0, v0), (B1, v1) ∈ H 1,2 (P, X) be critical points of the Yang-Mills-
). Both of these curves satisfy the conditions of Step 1 with (B, v) = (B0, v0). Using the same notation as in Step 1, write g1(t) = g0(t)e iη(t) k(t), and conclude that there exists a sequence tj → ∞ such that k(tj) → k∞ and η(tj ) → η∞ converge weakly in H 2 and strongly in W 1,p . Then
where (Bs,t, vs,t) := e −isη(t) (B0, v0) as in Step 1. It follows from the calculation in Step 1 that
and we may assume in addition
At s = 0 we obtain L (B 0 ,v 0 ) η∞ = 0 and hence
This shows (B1, v1) ∈ G 2,2 (B0, v0) and completes the proof of Step 2.
Step 3: Let (A0, u0), (B0, v0) ∈ H 1,2 (P, X) and denote by (A∞, u∞), (B∞, v∞) the limits of the Yang-Mills-Higgs flow (30) 
Denote by (A(t), u(t)) and (B(t), v(t)) the solutions of (30) starting at (A0, u0) and (B0, v0) respectively. Chooseg ∈ (G c ) 2,2 (P ) such that (B0, v0) =g −1 (A0, u0). Then, by Theorem 3.3, there exist g0, g1
). Both of these curves satisfy the conditions of Step 1 with (B, v) = (A0, u0). Using the same notation as in Step 1, write g1(t) = g0(t)e iη(t) k(t). Then there exists a sequence tj → ∞ such that η(tj ) → η∞ and k(tj) → k∞ converge weakly in H 2 and strongly in W 1,p . As j tends to infinity in the equation
both sides converge in L p × W 1,p and this yields (B∞, v∞) = k
Step 3 follows from Step 2.
Step 4: If (B, v) ∈ (G c ) 2,2 (A0, u0) and YMH(B, v) = YMH(A∞, u∞), then (B, v) ∈ G 2,2 (A∞, u∞).
It follows from
Step 3 that
Note that the solution (B(t), v(t)) of the Yang-Mills-Higgs flow (30) starting at (B, v) remains in the closure (G c ) 2,2 (A0, u0). Hence YMH(B(t), v(t)) = m is constant, (B(t), v(t)) a constant flow line and (B, v) a critical point.
to (B, v) and denote the limit of the Yang-Mills-Higgs flow starting at (
Step 3, there exists kj ∈ G 2,2 (P ) such that (B (j) , v (j) ) = (kjA∞, kj u∞). Since the connections B (j) are uniformly bounded in H 1 , the gauge transformations kj are uniformly bounded in H 2 and after passing to a subsequence, we may assume that kj → k∞ converges weakly in H 2 and strongly in W 1,p . It follows (B, v) = (k∞A∞, k∞u∞) and this completes the proof. Theorem 4.2. Assume (A), (B) and (C). Let (A, u) ∈ H 1,2 (P, X) and denote by (A∞, u∞) the limit of the flow (5) starting at (A, u). Then Remark 4.3. We call an element (A, u) ∈ H 1,2 (P, X) stable, polystable, semistable or unstable, if every smooth element of (G c ) 2,2 (A, u) is stable in the sense of Definition 1.1. Note that for every stable pair (A, u) the extension of the infinitesimal action
remains injective. This follows from Lemma 2.10 and elliptic regularity.
Proof. The unstable, semistable and polystabe characterization follow directly from Theorem 4.1. For the stable case, note that every stable orbit has discrete G c -isotropy and this proves one direction. Conversely, the limit satisfies the critical point equation 
Proof. The semistable case follows from Corollary 3.11. The stable case follows from a suitable application of the implicit function theorem: Suppose (A, u) ∈ H 1,2 (P, X) solves the vortex equation
for all ξ ∈ H 2 (Σ, ad(P )) and (a,û) ∈ T (A,u) (A(P ) × S(P, X)), (A, u) is a regular point for the moment map Φ(A, u) = * FA + µ(u). It follows that
is a submanifold locally around (A, u) and the orthogonal complement of T (A,u) Z coincides with the image of
restricts to a diffeomorphism between neighborhoods of (0; (A, u)) and (A, u). In particular, (A, u) is an interior point of H 1,2 s (P, X).
Kempf-Ness theorem
Let (A, u) ∈ H 1,2 (P, X) and define the 1-form α (A,u) :
It is straight forward to check that α (A,u) is exact, G 2,2 (P )-invariant and integrates to a unique G 2,2 (P )-invariant functional
satisfying Ψ (A,u) (1) = 0 (see e.g. [34] ). We call Ψ (A,u) the Kempf-Ness functional associated to (A, u). Theorem 3.3 shows that for every g0 ∈ (G c ) 2,2 (P ) the negative gradient flow
has a unique solution g ∈ C 0 ([0, ∞), (G c ) 2,2 (P )) satisfying g(0) = g0. This flow intertwines with the Yang-Mills-Higgs flow in the following sense g(t) solves (44) =⇒ (A(t), u(t)) := (g(t) −1 A, g(t) −1 u) solves (30).
We will repetitively make use of the fact that Ψ (A,u) is convex along geodesics in (G c ) 2,2 (P )/G 2,2 (P ). This amounts to the formula
for g ∈ (G c ) 2,2 (P ) and ξ ∈ H 2 (Σ, ad(P )). The Kempf-Ness theorem relates the stability of the pair (A, u) to global properties of the functional Ψ (A,u) . The stable case is due to Mundet [34] , see Remark 4.6 below. The remaining cases are the content of the next theorem which is a reformulation of Theorem C in the introduction. Proof. The polystable case follows from (42) . For the other two cases let g0
If (A, u) is unstable, Theorem 4.1 shows that the right hand side is bounded above by a strictly negative constant and hence , 1) and C, T > 0 such that for all t > T
Theorem 3.8 shows that the right-hand-side is integrable and hence
We claim m = inf Ψ (A,u) . For this letg0 ∈ (G c ) 2,2 (P ) and denote byg(t) the solution of (44) starting atg0. It follows from Step 1 of the proof of Theorem 4.1, that the pointwise geodesic distance between g(t) andg(t) in G c /G remains uniformly bounded. Since Ψ (A,u) is convex along geodesics in (G c ) 2,2 (P )/G 2,2 (P ) by (45) and its gradient converges to zero along g(t) andg(t), it follows that |Ψ (A,u) (g(t)) − Ψ (A,u) (g(t))| converges to zero. This proves the claim and Ψ (A,u) is bounded below m. , u) has discrete G c -isotropy and for every R > 0 there exist c1, c2 > 0 such that
5 Polystability and the moment-weight inequality
The Kobayashi-Hithchin correspondence
Finite weights
The weights of (A, u) ∈ H(P, X) are defined as the asymptotic slopes of Ψ (A,u) along the geodesic rays [exp(−itξ)] in G c /G. Here ξ ∈ Lie(G) is a section of T * Σ ⊗ ad(P ) and one may hope to replace the conditions on Ψ (A,u) in Theorem 4.5 by conditions on these weights. In general, one needs to consider sections ξ of very low regularity, namely of Sobolev class H 1 . For bundles over a Riemann surface and smooth pairs (A, u) every finite weight is obtained from a smooth section by Proposition 5.2 below.
Definition 5.1. For (A, u) ∈ H(P, X) and ξ ∈ H 1 (Σ, ad(P )) define
By (45), the right-hand-side is monotone increasing in t and the limit exists.
Similarly, define by
the weights for the G(P )-action on A(P ) and S(P, X) respectively. They are welldefined in R ∪ {+∞} and satisfy w((A, u), ξ) = w(A, ξ) + w(u, ξ).
Proposition 5.2. Let A ∈ A(P ) be smooth and let ξ ∈ H 1 (Σ, ad(P ))\{0} with w(A, ξ) < ∞.
Endow P
c := P ×G G c with the holomorphic structure induced by A. Then there exists ξ0 ∈ g\{0} and a holomorphic reduction PQ ⊂ P c to the parabolic subgroup Q = Q(ξ0) := q ∈ G c the limit lim t→∞ e itξ 0 qe −itξ 0 =: q+ exists .
The reduction PQ ⊂ P c induces a smooth reduction PK ⊂ P to the centralizer K = CG(ξ0) and ξ is the image of ξ0 under the following map
where the first arrow identifies central elements with constant sections and the second map is obtained from the inclusion PK ⊂ P .
2. The limit A+ := limt→∞ e itξ A exists in H 1 and A+ restricts to a smooth connection on PK .
Proof. This is an intrinsic version of [34] 
Stable Kobayashi-Hitchin correspondence
The Kobayashi-Hitchin correspondence for stable orbits says that (A, u) ∈ H(P, X) is stable if and only if w((A, u), ξ) > 0 for all ξ ∈ Ω 0 (Σ, ad(P ))\{0}. This was established by Mundet [34] in greater generality and we briefly recall his argument. Suppose (A, u) is stable and satisfies the vortex equation. Then
is positive. It is a less obvious fact that this condition is G c (P )-invariant and hence w(g(A, u), ξ) > 0 for every g ∈ G c (P ). The converse direction depends on the Kempf-Ness theorem. Mundet shows by contradiction when no estimate (46) holds, then there exists a destabilizing direction ξ with w((A, u), ξ) ≤ 0. Once the estimate (46) is established, one obtains a solution to the vortex equation by direct methods of the calculus of variations.
Our proof of the polystable case in Theorem 5.5 below yields an alternative proof of the stable case under more restrictive assumptions.
Semistable Kobayashi-Hitchin correspondence
We need to assume the following technical property for a pair (A, u) ∈ H(P, X):
We refer to Remark 1.8 for a discussion of this assumption. Following the ideas of Chen [9, 8] , Chen-Sun [10] and Donaldson [19] we prove the following version of the moment weight inequality which is Theorem E in the introduction.
If in addition (A), (B), (C) are satisfied and the right hand side is positive, then there exists a unique ξ0 ∈ Ω 0 (Σ, ad(P )) with ||ξ|| L 2 = 1 which yields equality.
Proof. The proof is given in the next subsection on page 29. 
inf g∈G
Proof. This is a direct consequence of Theorem 4.1 and Theorem 5.3.
Polystable Kobayashi-Hitchin correspondence
Consider for (A, u) ∈ H(P, X) the following properties
(PS1) For all ξ ∈ Ω 0 (Σ, ad(P )) with exp(ξ) = 1 and (w(A, u), ξ) = 0 the limit
(PS2) For all ξ ∈ Ω 0 (Σ, ad(P )) with (w(A, u), ξ) = 0 the limit
exists in H 1 × H 2 and remains in the (Sobolev completion of the) complexified group orbit G c (A, u).
Theorem 5.5 (Polystable correspondence). Assume (A), (B), (C) and (H).
Then the following are equivalent 1. (A, u) is polystable, i.e. there exits g ∈ G c (P ) such that * FgA + µ(gu) = 0.
(A, u) satisfies (SS) and (PS1).
(A, u) satisfies (SS) and (PS2).
Proof. See page 34.
Assumption (H) is only needed for the application of Theorem 5.4. For twisted Higgs-bundles over Riemann surface a polystable Kobayashi-Hithchin correspondence was established by García-Prada, Gothen and Mundet [21] by different methods. We present a more general proof following the ideas of Chen-Sun [10] .
Proof of the moment-weight inequality
The purpose of this section is to prove Theorem 5.3. Section 5.2.1 contains the proof of the inequality (49). The proof is essentially due to Chen [9, 8] and Donaldson [19] . Section 5.2.2 contains a proof of the equality in the unstable case. This is the analog of the Kempf existence theorem in finite dimension. The proof is based on arguments given by Chen-Sun [10] in the finite dimensional differentiable case. Section 5.2.3 contains a proof of the uniqueness claim. This is the analogue of the Kempf uniqueness theorem. The proof is the one given in [22] , Theorem 11.3, for the finite dimensional setting and extends almost ad verbum to our setting.
Proof of the inequality
Let (A, u) ∈ H(P, X), g0 ∈ G c (P ) and ξ ∈ Ω 0 (Σ, ad(P ))\{0} be given and assume w((A, u), ξ) ≤ 0. Define η(t) ∈ Ω 1 (Σ, ad(P )) and u(t) ∈ G(P ) by
Let π : G c → G c /G denote the canonical projection. Since the left-invariant metric on G c /G has nonpositive curvature, the exponential map is distance increasing and it holds pointwise
In particular, there exists C > 0 such that ||ξt − η(t)|| L 2 ≤ C and this implies
Then γ := π • g is the unique geodesic connecting π(g
. It follows from (42) and the fact that Ψ (A,u) is convex along geodesics (45) that
Assumption (H), Proposition 5.2 and (50) show that the right-hand side converges to
and this completes the proof.
Existence of the dominant weight
Suppose that (A0, u0) ∈ H(P, X) is unstable. We prove in this section that there exists ξ ∈ Ω 0 (Σ, ad(P )) such that
Let (A, u) : [0, ∞) → H(P, X) be the solution of (30) starting at (A0, u0), let g : [0, ∞) → G c (P ) be the solution of (32) . Define ξ(t) ∈ Ω 0 (Σ, ad(P )) and k(t) ∈ G(P ) by
The strategy of the proof is to show that the limit
exists in W 1,p and satisfies (51).
Step 1: The limit (53) exists in L 2 .
Denote by π : G c → G c /G the canonical projection and let γ := π • g. Since g −1ġ = i( * FA + µ(u)) takes values in ig, it holds ∇tγ = dπ(g)i(∂t(g −1ġ )) and Theorem 3.8 yields the estimate
Define γt :
s . Pointwise this is the geodesic segment connection π(1) to γ(t) and we define
Since G c /G has nonpositve sectional curvature, there holds pointwise the estimatë ρt(s) ≥ −||∇γ(s)|| (see [22] Appendix A). Hence (54) yields
and integrating this estimate shows
Since the exponential map on G c /G is distance increasing, it follows pointwise for 0 < t1 < t2
Now (56) and (57) show that
is a L 2 -Cauchy sequence and the limit (53) exists in L 2 .
Step 2: The limit (53) exists in W 1,p for every p ∈ (2, ∞).
Let ξ(t) be as in (52) and define
A similar calculation as in the proof of Theorem 4.1 shows
Thus ||ξ(t)|| : Σ → [0, ∞) are positive functions satisfying ∆ξ(t) ≤ ||R(t)|| at points where ξ(t) = 0. An argument of Donaldson [16] (see [40] Prop 2.1) using the mean-value property of harmonic functions shows that this implies an estimate
Since (A(t), u(t)) satisfies (30) and
the term ||R(t)|| L 2 is uniformly bounded and (58) simplifies to
In particular,
is uniformly bounded in C 0 . Since g(t)
−1∂
is uniformly bounded in H 1 and pointwise
implies that e
iξ(t)/t∂
A 0 e −iξ(t)/t converges to zero in L p and by elliptic regularity the limit (53) exists in W 1,p .
Step 3: The limit ξ∞ defined by (53) yields equality in (48).
The Kempf-Ness functional (43) satisfies Ψ (A 0 ,u 0 ) (1) = 0, decreases along γ(t) and is convex along geodesics. Hence Ψ (A 0 ,u 0 ) (e isξ(t) ) ≤ 0 for 0 < s < t and by continuity with respect to the W 1,p -topology, it takes nonpositive values along the geodesic ray γ∞(t) := π e iξ∞t . This implies w((A0, u0), ξ∞) ≤ 0 and ξ∞ is smooth by Proposition 5.2. Using again that Ψ (A 0 ,u 0 ) is convex along geodesics it follows
where dist G c /G denotes the L 2 -geodesic distance and
which is finite by (H) and Proposition 5.2. As t → ∞ in (56) one obtains dist G c /G (γ(t), γ∞(t)) ≤ Ct 1−ǫ and hence
Then −w((A0, u0), ξ∞) = lim 
shows −w(A, ξ∞)/||ξ∞|| L 2 ≥ m and the converse inequality follows from (48).
Uniqueness of the dominant weight
Suppose that (A, u) ∈ H(P, X) is unstable and ξ0, ξ1
We prove in the following that this implies ξ1 = ξ2.
Define η(t) ∈ Ω 0 (Σ, ad(P )) and k(t) ∈ G(P ) by
Let π : G c → G c /G denote the canonical projection and let p(t) := π(e −itξ 0 e iη(t)/2 ) denote the midpoint between the geodesic rays spanned by ξ1 and ξ2. Since G c /G has nonpositive curvature, the exponential map (based at p(t)) is distance increasing and this yields
is convex along geodesics, it follows Ψ (A,u) (p(t)) ≤ −tm and hence
Denote for r > 0
We claim
As t → ∞ in (63) the claim implies ξ1 = ξ2. The inequality "≤" in (64) follows by considering the values along the geodesics ray π(e iξ 1 t ). For the other direction let h ∈ G c (P ) be given and using (45) one estimates
and as d(π(1), π(g)) → ∞ and ǫ → 0 this proves (64).
Proof of the polystable correspondence
The purpose of this section is to prove Theorem 5.5.
Proposition 5.6. Let (A, u) ∈ H(P, X) be polystable, then (A, u) satisfies (SS) and (PS2).
Proof of Proposition 5.6. Choose g ∈ G c (P ) such that * FgA + µ(gu) = 0. Then
shows w(g(A, u), ξ) ≥ 0. Equality holds if and only if L g(A,u) ξ = 0 and e itξ g(A, u) = g(A, u) is constant. In particular, g(A, u) satisfies (SS) and (PS2). The Proposition follows now from Lemma 5.7 below.
Lemma 5.7. Let (A, u) ∈ H(P, X) and let (B, v) ∈ G c (A, u).
1. If (A, u) satisfies (SS) and (PS1) then (B, v) satisfies (SS) and (PS1).
2. If (A, u) satisfies (SS) and (PS2) then (B, v) satisfies (SS) and (PS2).
Proof. We prove the second part first. Choose g ∈ G c (P ) such that (B, v) = g(A, u) and let ξ ∈ Ω 0 (Σ, ad(P )) be such that w(g(A, u), ξ) ≤ 0. Let ξ0 ∈ g and PQ ⊂ P c be the Q(ξ0)-bundle determined by ξ as asserted in Proposition 5.2. It is possible to decompose g = qk with q ∈ G(PQ) and k ∈ G(P ) (e.g. by using the identity
Using the assumption w(qk(A, u), ξ) ≤ 0 it follows for t > 0
Let π :
which is bounded by (66). For t > s > 0 define ηs,t ∈ Ω 0 (Σ, ad(P )) and ks,t ∈ G(P ) by e −isξ e iηs,t = q −1 e −itξ ks,t.
Since the exponential map in G c /G is distance increasing, it follows from (68)
If sup{Ψ k(A,u) (e −itξ ) | t > 0} < ∞, then clearly w(k(A, u), ξ) ≤ 0. Otherwise, (67) shows that for all sufficently large s > 0 and every t > s we have
Since Ψ k(A,u) is convex along the geodesic segement r → e −isξ · e iηs,tr , it follows
Now (69) implies F e isξ A + µ(e isξ u); ξ ≤ 0 for all sufficiently large s and hence w(k(A, u), ξ) ≤ 0. Since (A, u) satisfies (SS) by assumption, it follows w((A, u), k −1 ξk) = 0 and (PS2) implies that the limit and it remains to verify that this vanishes. By Proposition 5.2, there exists a reduction PK ⊂ P to the centralizer K = CG(ξ0) and q+ restricts to an element in G c (PK ). Let h : [0, 1] → G c (PK ) be a smooth path connecting 1 to q+ with h −1 (t)ḣ(t) = α(t) + iβ(t) . A short calculation shows
where the last step uses
and this completes the proof of the second part. The first part follows from the same argument, since exp(ξ) = 1 implies
There exists an H-invariant holomorphic coordinate chart ψ as in Step 1 with the additional property that
for every pair (a,û) in the domain of ψ.
Since ∇A ∞ is a Fredholm operator with closed range and finite dimensional cokernel, it follows that the image of D is closed with finite codimension. Now any choice of complements for the kernel and image of D yield a pseudoinverse
which is a bounded linear operator satisfying DT D = D and T DT = T . Since D is complex linear we can choose complex complements to obtain a complex linear pseudoinverse T . Moreover, D is H-equivariant and for every h ∈ H the operator T h := hT h −1 yields another complex linear pseudoinverse for D. The average
with respect to the Haar measure µH provides a H-equivariant pseudoinverse. 
Since ker(T ) is a complement of Im(D) this implies
Step 2 follows from this discussion after replacing ψ by ψ • θ −1 .
Step 3: Denote by h ⊥ the L 2 -orthogonal complement of h in H 2 (Σ, ad(P )) and by V the L 2 -orthogonal complement of the image of L c A∞,u∞ . Then there exists t0 > 0 and maps
is in the domain of the chart ψ constructed in Step 2 and
for all t > t0.
iη e ξ ψ(a,û) is smooth near the origin with invertible derivative.
Step 3 follows now from the implicit function theorem and Step 2.
Step 4: Let g : [0, ∞) → G c (P ) be the solution of the equation g −1ġ = i( * F A(t) + µ(u(t))) with g(0) = 1 obtained in Theorem 3.3. There exists t1 ≥ t0 with the following significance:
satisfies h(t) ∈ H c and (a(t),û(t)) = h(t) −1 (a(t1),û(t1)) for every t ≥ t1.
Let t1 ≥ t0 be fixed. Rewrite the identity (A(t), u(t)) = g(t) −1 (A0, u0) as ψ(a(t),û(t)) = h(t)ψ(a(t1),û(t1)) and differentiate this to obtain dψ(a(t),û(t))[∂t(a(t),û(t))] = ∂t(ψ(a(t),û(t))) = L (t), ∂t(a(t),û(t))) ∈ ker(N (a(t),û(t)) ).
Since N (0,0) is surjective with kernel h c , it follows that N (a,û) is a surjective Fredholm operator with index dim(h c ) for ||a|| H 1 + ||û|| H 2 sufficiently small. For ξ ∈ h it holds d ds s=0 ψ(e ξs (a,û)) = d ds s=0 e ξs ψ(a,û) = L ψ(a,û) ξ.
Since V is H-invariant this shows L ψ(a,û) h ⊂ dψ(a,û)V . Moreover, since ψ is holomorphic and V a complex subspaces, it follows L c ψ(a,û) h c ⊂ dψ(a,û)V . This implies that the kernel of N (a,û) projects onto h c . For sufficiently large t1 the same is true for all operators N (a(t),û(t)) with t ≥ t1. Then (72) shows h −1 (t)ḣ(t) ∈ h c for all t ≥ t1 and hence h(t) ∈ H c . Since ψ is holomorphic and H-equivariant this completes the proof of Step 4.
Step 5: There exists ξ0 ∈ h with exp ξ0 = 1 such that w(h(t1) −1 (A(t1), u(t1)), ξ0) = 0 and lim t→∞ e itξ 0 h(t1) −1 (A(t1), u(t1)) = (A∞, u∞).
In particular, (A∞, u∞) ∈ (G c ) 2,2 (A0, u0) and (A0, u0) is polystable.
The group H acts on the finite dimensional vector space X0 := V ∩ ker(D) by unitary automorphism.
Step 4 shows that the origin is contained in the closure of the H c -orbit of (a(t1),û(t1)). The classical Hilbert-Mumford criterion (see [22] Theorem 14.2) shows that there exists ξ0 ∈ h with exp ξ0 = 1 such that lim t→∞ e itξ 0 (a(t1),û(t1)) = 0.
Since ψ(e itξ 0 (a(t1),û(t1)) = e itξ 0 ψ(a(t1),û(t1)) = e itξ 0 h(t1) −1 (A(t1), u(t1)) for all t ≥ 0, it follows kh(t1) −1 (A(t1), u(t1)) ∈ (G c ) 2,2 (A0, u0)
Hence (A0, u0) is polystable by Theorem 4.2 and this completes the proof.
A The Łojasiewicz inequality for Gelfand triples
We provide an abstract version of the Łojasiewicz gradient inequality following closely the arguments of Råde [37] and Simon [39] . Let H be Hilbert space and let V ⊂ H be a dense subset. Suppose V is a Hilbert space in its own right with respect to an inner product ·, · V and assume that the inclusion V ⊂ H is compact. Identifying H with its dual, we obtain the Gelfand triple V ⊂ H = H * ⊂ V * . Let F : V → R be a real analytic function and denote its differential by M := dF : V → V * .
Assume F vanishes to the first order at the origin, i.e. Theorem A.1. Assume the setting described above and suppose there are constants δ, c > 0 such that
is satisfied for all x ∈ V . Then there exist ǫ, C > 0 and γ ∈ [ , 1) such that for all x ∈ V with ||x||V ≤ ǫ it holds ||dF (x)||V * ≥ C|F (x)| γ .
Proof. The proof consists of six steps.
Step 1: L has finite dimensional kernel and closed range.
The proof is left as an exercise and uses the assumption that V ⊂ H is compact. The result follows as in [32] Lemma A.1.1.
Step 2: Construction of the finite dimensional approximation. This is a real analytic function on a finite dimensional domain.
Step 3: For x ∈ Bǫ(0; K) it holds df (x) = M (x + φ(x)) ∈ K * .
For x, y ∈ K the chain rule yields df (x), y V * ×V = M (x + φ(x)), y + dφ(x)y V * ×V .
and this proves the claim, since M (x + φ(x)) ∈ K * annihilates dφ(x)y ∈ W ′ .
Step 4: Decompose x ∈ V with ||x||V < ǫ as
with x0 ∈ K and x ′ ∈ W ′ . For sufficiently small ǫ > 0 there exists C > 0 such that ||M (x)||V * ≥ C ||df (x0)||V * + ||x ′ ||V
holds for all x ∈ V with ||x||V < ǫ.
The terms in the decomposition (75) satisfy the estimates ||x0||V ≤ C||x||V , ||φ(x0)||V ≤ C||x||V , ||x ′ ||V ≤ C||x||V .
Using
Step 3 we obtain
Since dM is continuously differentiable, it follows from (77) that there exists an estimate
Since df (x0) ∈ K * and Lx ′ ∈ W ′′ we have ||df (x0) + Lx ′ ||V * ≥ C ||df (x0)||V * + ||Lx ′ ||V * ≥ C(||df (x0)||V * + ||x ′ ||V ).
Combining these estimates yields
||M (x)||V * ≥ C1(||df (x0)||V * + ||x ′ ||V ) − C2ǫ||x ′ ||V and this proves (76) after possibly shrinking ǫ > 0.
Step 5: For sufficiently small ǫ > 0 there exists C > 0 such that
for all x ∈ V with ||x||V < ǫ.
The Taylor expansion of F yields:
= f (x0) + As in Step 4 one shows that this term satisfies an estimate
The open mapping theorem yields the estimate Lx ′ , x ′ V * ×V ≥ C||x ′ || 2 V . Combining these estimates yields
and this proves (78) for sufficiently small ǫ > 0.
Step 6: For suffiently small ǫ > 0, there exists C > 0 and γ ∈ [ , 1) such that
The gradient inequality of Łojasiewicz [31] shows that for sufficently small ǫ > 0 there exists C > 0 and γ ∈ [ , 1) such that ||df (x)||V ≥ |f (x)| γ for all x ∈ K with ||x||V < ǫ. Since K is finite dimensional, there exists a constant such that C||df (x0)||V * ≥ ||df (x0)||V . Now the estimates (76) and (78) show
We may assume that |F (x)| < 1 for all x ∈ Bǫ(0, V ) and then follows (79) with C := min{C12 −γ , C3/ √ 2C2}.
