Abstract. Let H be a self-adjoint isotropic elliptic pseudodifferential operator of order 2. Denote by u(t) the solution of the Schrödinger equation (i∂ t − H)u = 0 with initial data u(0) = u 0 . If u 0 is compactly supported the solution u(t) is smooth for small t > 0, but not for all t. We determine the wavefront set of u(t) in terms of the wavefront set of u 0 and the principal and subprincipal symbol of H.
Introduction
It is well-known that the harmonic oscillator H 0 = 1/2(∆ + |x| 2 ) on R d has the property that for compactly supported initial data u 0 ∈ E ′ (R d ), the solution u(t) = e −itH 0 u 0 to the dynamical Schrödinger equation is smooth for t ∈ πZ and u(πk) = (−iR) k u, where Ru(x) = u(−x) is the reflection operator. In particular, we can calculate the wavefront set of u(t): The author would like to thank Oran Gannot, Elmar Schrohe, and Jared Wunsch for useful discussions. This research was supported by the DFG GRK-1463.
To each function a we associate a pseudodifferential operator by the Weyl quantization, We seek to describe the wavefront set of u(t) in terms of the singularities of u 0 .
We denote the propagator of the equation by U(t) = e −itH , similarly U 0 (t) = e
for the free equation. We proceed in two steps: First, we calculate the wavefront set for the free propagator and then for the reduced propagator F (t) = U 0 (−t)U(t).
Denote by H 0 (x, ξ) = ∂ ξ p 2 ∂ x − ∂ x p 2 ∂ ξ the Hamiltonian vector field associated to the Hamiltonian function p 2 and t → exp(tH 0 ) its flow. Let t > 0 be arbitrary. We write exp(tH 0 )(y, η) = (x(t, y, η), ξ(t, y, η)).
Let Γ t = η ∈ R d \ 0 : exp(tH 0 )(0, η) ∈ 0 × R d and define the function Ξ t : Γ t → R d , which is given by Ξ t (η) = ξ(t, 0, η). It satisfies exp(tH 0 )(0, η) = (0, Ξ t (η)).
Note that Ξ t is homogeneous of degree one. Set
In the following we assume that the manifolds Λ t = {(x, y, ξ, η) : exp(tH 0 )(y, η) = (x, ξ)} and 0 × R 2d \ {0} intersect cleanly for all t ∈ R.
If u ∈ E
′ , there cannot appear any other singularities:
) then this proposition follows from Mehler's formula (see Section 6).
We follow the notation of [4] and denote the integral over the flow of H 0 by X t for any t ∈ R:
The wavefront set of the reduced propagator can be completely determined:
Combining Proposition 1.1 and Proposition 1.3 yields Theorem 1.4. Let u ∈ E ′ + S and t ∈ R. The classical wavefront set of U(t)u satisfies
History. The usual setting is the Laplacian on R d plus a potential perturbations, that is
with H 0 the harmonic oscillator and V = V (x) a potential perturbation. Zelditch [20] proved that for V ∈ S 0 cl that the singular support of e −itH u is equal to the singular support of e −itH 0 u by calculating the Schwartz-kernel. This was improved by Weinstein [18] to show that the wavefront sets are equal. Further results for zeroth order perturbations were obtained by Kapitanski, Rodnianski and Yajima [12] , Wunsch [19] , Mao and Nakamura [14] . In the case V ∈ S 1 cl , Doi [3] and Mao [13] showed for the harmonic oscillator that singularities are shifted. For the anharmonic oscillator there appear weaker singularities even for potentials V ∈ C ∞ c (cf. Doi [3] ). Recurrence of singularities for the harmonic oscillator with perturbation by a pseudodifferential operator in the isotropic calculus was proved in [4] .
Outline. The paper is structed as follows: In the second section we recall basic properties about the isotropic calculus and the SG-calculus. The main part of the paper is Section 3. We construct a parametrix as an oscillatory integral for the free propagator for arbitrary large times t and determine the wavefront set after reducing the oscillatory integral such that the phase is homogeneous of degree one in the fiber-variables. Section 4 treats the reduced propagator. There, we use a commutator argument in the SG-calculus to determine the classical wavefront set. The fifth section is a refined version of the stationary phase lemma, where the phase is not linear in the large parameter λ. We conclude with two examples, where the leading term is a quadratic form, to illustrate the results.
Global pseudodifferential calculi
We recall some facts of the SG-calculus and the isotropic calculus. The SG-calculus is due to Cordes [1] , the corresponding wavefront sets at infinity can be found in Coriasco and Maniccia [2] . Shubin (cf. [17] and References therein) introduced the isotropic calculus. The isotropic wavefront set was added by Hörmander [8] . A selfcontained introduction into global pseudodifferential calculi can be found in [16] .
2.1. Isotropic calculus. We have defined the isotropic symbols already in the introduction. Now we will review basic properties. The differential operators of the form
We have the property that the commutator of isotropic symbols is two orders lower then the sum of the orders, therefore we can view operators of order one in a sense as a perturbation. There is a scale of Sobolev spaces adapted to the isotropic calculus, but we will not need them. These properties are needed to prove Proposition 4.1, but this was already done in [4] .
, we define the isotropic wavefront set as the subset of R 2d \ {0} such that
where Σ 0 (A) is the set of characteristic points,
The isotropic wavefront set is an obstruction for a tempered distribution to be in
Now we will investigate the relationship between smoothness and the isotropic wavefront set. The following Lemma is a special case of Proposition 2.6 by Hörmander [8] .
Lemma 2.1. Let u ∈ E
′ . Then the isotropic wavefront set is contained in the horizontal space,
It is well-known that WF iso (u) ∩ {0} × R d = ∅ implies that u ∈ C ∞ (cf. [4, 8] ). We refine this result slightly:
Proof. Let a 0 ∈ Γ 0 cl such that a 0 = 1 in conic neighborhood of 0 × Γ and supp a 0 ∩ WF iso (u) = ∅. By the properties of the isotropic wavefront set, we obtain
is smooth, but not rapidly decaying and one can show using the semiclassical description of isotropic wavefront set that WF(u) ⊂ {0} × R d .
SG-calculus.
The SG-calculus (also called scattering calculus for asymptotically Euclidean manifolds) differs from the isotropic calculus by the fact that taking derivatives in x does not affect the decay in ξ and vice versa. The SG-calculus is in a way the more natural way of defining pseudo-differential operators on R d , but it is not suited for second order operators differential such as the harmonic oscillator.
We define the corresponding class of SG-pseudodifferential operators:
The SG-calculus enjoys the following properities:
(iii) There are two principal symbol maps σ ψ , σ e ,
such that the following principal symbol sequences are exact:
We note that for ellipticity one needs a third principal symbol,
and satisfies
for • ∈ ψ, e and with the Poisson bracket indicating the (well-defined) equivalence class of the Poisson bracket of representatives of the equivalence classes of each of the principal symbols. 
(viii) The classical wavefront set of u ∈ S ′ is given by
where Σ ψ is set of points (
The free propagator
We start with reviewing the construction of a parametrix for the free propagator U 0 (t) = e −itH 0 in the FIO calculus of Helffer-Robert (cf. [7, Chapter 3] ). Let T > 0 such that there exists a short-time parametrix U 0 of U 0 until time T and U 0 has the form
, with the following properties for
• φ 2 is homogeneous of degree 2 in (x, ξ), • φ 2 solves the eikonal equation 
Let t 0 > 0 and write t 0 = N j=1 t j such that t j ∈ (0, T ). Using the group property of U 0 , we obtain for u ∈ S ′ ,
The parametrix U 0 (t j ) has kernel
We write x = z 0 and y = z N , then a parametrix for t = t 0 is given by
One advantage of the isotropic calculus is that the new phase function φ = φ(x, y, θ) is homogeneous of degree 2 in all variables for |(x, y, θ)| large enough.
3.1. Classical flow and Lagrangian submanifolds. Given an Hamiltonian function p 2 we associate the flow t → exp(tH 0 ) and define the set
We note that Λ is a Lagrangian submanifold of R 2d .
In this section, we always assume that t = t 0 and omit t from the notation, for instance we write exp(−t 0 H 0 )(x, ξ) = (y(x, ξ), η(x, ξ)).
As mentioned in the introduction, we work under the assumption that Λ and 0 ×R 2d intersect cleanly, that means that Λ 0 = Λ ∩ 0 × R 2d is a smooth manifold and
At a point w 0 = (0, 0, ξ 0 , η 0 ) ∈ Λ 0 the tangent space is given by
The dimension of Λ 0 is given by a function (x, ξ) → e(ξ, η), which is a locally constant integer with e ≤ d. Further,
The critical set of φ(x, y, θ) is defined by
with
The phase function is non-degenerate and (cf. [5] ) as a direct consequence of the regular value theorem, we see that Lemma 3.1. The set C φ is a manifold of dimension 2d.
We have a diffeomorphism
Since cleanness is preserved under diffeomorphisms the manifolds C φ and 0 × R N intersect cleanly and we denote the intersection by C φ,0 and it is given by
The next proposition is implicit in the work of Helffer-Robert:
Let a ∈ Γ m and t ∈ R arbitrary. Then
is an isotropic pseudodifferential operator, B ∈ Op Γ m and its principal symbol is given by
Proof. By Corollary 2.10.7 from [7] and the parametrix construction, the operator B is an isotropic pseudodifferential operator with principal symbol
for (x, y, θ) ∈ C φ . Using the diffeomorphism λ φ and the Definition of Λ, we see that this is nothing but
as claimed.
Proposition 3.3. Let u ∈ S ′ (R d ). The isotropic wavefront set is given by
Proof. It suffices to prove that WF iso (U 0 (t 0 )u) ⊃ exp(t 0 H 0 ) WF iso (u), equality follows from time-reversal.
Let (x 0 , ξ 0 ) ∈ WF iso (U 0 (t 0 )u). Then there is a Q ∈ Op Γ 0 cl such that σ 0 (Q)(x 0 , ξ 0 ) = 1 and QU 0 (t 0 )u ∈ S. This implies by Proposition 3.2 P u = U 0 (−t 0 )QU 0 (t 0 )u ∈ S, and σ 0 (P )(y, η) = σ 0 (Q)(exp(t 0 H 0 )(y, η)). Set (y 0 , η 0 ) = exp(−t 0 H 0 )(x 0 , ξ 0 ). Then σ 0 (P )(y 0 , η 0 ) = 1 and therefore (y 0 , η 0 ) ∈ WF iso (u). To prove this proposition we will first split the parametrix of U 0 (t 0 ) into a sum of oscillatory integrals supported near connected components of the critical set C φ,0 . Then we will reduce the number of fiber-variables similarly as in the case of Fourier integral operators on compact manifolds (cf . Hörmander [11] ). In the last step, we show that the resulting amplitude satisfies the Kohn-Nirenberg estimates.
Proof. We write
for some smooth functions f α and set f (x, y, θ)
By choosing a function χ ∈ C ∞ c (R + ) such that χ(r) = 1 for r < R for some R > 0, we may assume that the phase φ(0, 0, θ) is homogeneous on R N . In fact, the operator with kernel
is regularizing, so may replace in the following a(x, θ) by (1 − χ(|θ|))a(x, θ). The set C φ,0 is conic and we can choose a conic partition of unity {χ j } such that C φ,0 ∩supp χ j is a connected manifold of dimension N − e j . From now on we restrict our considerations to one χ j .
After a linear transformation, we may assume (θ
Homogeneity of φ 0 (θ) implies that φ 0 (θ) = 0 on C φ,0 . Using the implicit function theorem to the equation ∂ θ ′′ φ 0 (θ) = 0, we obtain a smooth map g : R e j → R N −e j that is homogeneous of degree 1 outside a compact set such that
We introduce new coordinates
and the phase function
Then (ϑ ′ , ϑ ′′ ) ∈ C φ,0 if and only if ϑ ′′ = 0. So, we have that
There exists a quadratic form Q = Q(ϑ ′′ ) with the same signature as ∂ ϑ ′′ ϑ ′′ ϕ 0 such that Q and ϕ 0 are equivalent in the sense of [7, Definition 2.10.13] by Proposition 2.10.14 in [7] . Since all coordinate transformations are homogeneous of degree 1, the amplitude and the functions ψ and f are of the same form as before.
So, we may assume that φ(0, 0, θ) depends only on θ ′′ and C φ,0 = R e j × 0. The propagator at time t = t 0 becomes
We now show that ψ(x, y, θ ′ , 0) is nothing but φ red in local coordinates. Since in our adapted coordinates C φ,0 = R e j × 0, we see that
Using the diffeomorphism λ φ : C φ → Λ, we see that
By the inverse function theorem, there exists a map η → θ ′ such that
The map η → θ ′ is homogeneous of degree 1. Therefore, it only remains to show thatã is a Kohn-Nirenberg symbol. We define the amplitude
and we write the ψ-phase as
Note that the functions c and g satisfy
We have to show thatã ∈ S 0 on compact sets, in fact we will show that the following estimate holds:
A typical term is of the form
We use the standard Paley-Littlewood decomposition:
For λ = 2 j , we have
In order to estimate the sum, we observe that θ ′′ -derivatives of the function
can be estimated by
, we obtain that for all M > 0, each summand can be estimated by
Choosing M > N − e + k + |γ| + 1, we can sum the geometric series, which yields the desired bound.
For the last term, we have to use the method of stationary phase. We note that it suffices to show that
as λ → ∞ for C α,β,γ independent of λ. We check that c(x, y, λθ) and all of its derivatives are bounded by some constant independent of λ. Therefore, Proposition 5.1 proves the claim.
Proof of Proposition 1.1. We have constructed a suitable parametrix of U 0 (t) in Proposition 3.4. By Theorem 8.1.9. in [10] the wavefront set of the distribution U 0 (t) is given by
By the calculus of wavefront sets, we obtain that for any (x, η) ∈ R 2d such that η ∈ Γ t and (x, Ξ t (η)) ∈ WF(U 0 (t)u) then (∂ η x, Ξ(η) , η) ∈ WF(u).
, that is there exists (y 0 , η 0 ) ∈ R 2d \ {0} such that exp(tH 0 )(0, ξ 0 ) = (y 0 , η 0 ) and y 0 = 0. By Lemma 2.2, (0, ξ 0 ) ∈ WF iso (U 0 (t)u). We have seen that the isotropic wavefront set is shifted by the Hamiltonian flow (Proposition 3.3) and therefore (y 0 , η 0 ) = exp(−tH 0 )(0, ξ 0 ) ∈ WF iso (u). By Definition of the set Γ t , y 0 = 0, but this contradicts the assumption that u was compactly supported using Lemma 2.1.
The reduced equation
The reduced propagator F (t) = U 0 (−t)U(t) satisfies
We define the operator P (t) = U 0 (−t)(H −H 0 )U 0 (t). By Proposition 3.2, P (t) ∈ Op Γ 1 cl and the principal symbol is given by
Proposition 4.1. For all u ∈ S ′ and t ∈ R,
Proof. This follows from Lemma 3.1 in [4] .
cl(ξ) ) be real-valued and assume that there is a bounded set K ⊂ SG 1,1 such that for all |t| ≤ T , a(t) ∈ K Consider for u 0 ∈ S ′ the equation
Let u ∈ C(R, S ′ ) be a solution of (5) . The wavefront set of u(t) is given by
where Ψ t is the Hamiltonian flow associated to the function σ ψ (a(t, x, D) ). 
Proposition 4.2 also follows from [2] . We give a self-contained proof using a commutator argument (cf. Hörmander [10, Theorem 23.1.4]).
) with the following properties
If we write q(t, x, ξ)
is homogeneous of degree −j in ξ, we can see that the ψ-principal symbol of the commutator is given by
where
Hamiltonian vector field of a 0 . The term of order −j is given by
with R j depending on q 0 , . . . , q −j+1 . By the assumption that a(t) is contained in a fixed bounded set for all |t| ≤ T , the equations
have a unique solution for time |t| ≤ T . The map Ψ t (x, ξ) = (y(t, x, ξ), η(t, x, ξ)) is the Hamiltonian flow of the principal symbol σ ψ (a(t, x, D)) and defines a symplectomorphism, which is homogeneous in the second component, (y(t, x, λξ), η(t, x, λξ) 
Similarly, we solve the inhomogeneous equations for q −j , j > 0 by
If we set q(t, x, ξ) ∼ ∞ j=0 q −j (t, x, ξ) we obtain a symbol with the desired properties. This implies that if u(t) is a solution to (5) with initial data u 0 then 
The whole argument can be carried out if we replace t by −t and therefore we obtain equality of the wavefront sets.
Stationary phase with inhomogeneous phase function
We will derive a formula for calculating stationary phase integrals
The function a is smooth and satisfies an estimate |∂ 
Examples
We will consider specific cases of p ∈ Γ 2 cl to illustrate the results.
6.1. Isotropic harmonic oscillator. We consider the free Hamiltonian
with principal symbol p 2 = 1/2(|x| 2 + |ξ| 2 ). It is well-known (cf. Grigis-Sjöstrand [6, Chapter 11]) that the propagator is smoothing for t ∈ πZ and
where Rf (x) = f (−x) is the reflection operator. This implies that for u ∈ S ′ such that WF iso (u) ⊂ 0 × R d , the wavefront set of e −itH 0 is given by supported potential can give rise to new singularities (cf. Zelditch [20] , Doi [3] ) and we can determine the singularities at time t = π/2, which was not possible in [3] .
