Abstract. Let H 2 m be the Drury-Arveson (DA) module which is the reproducing kernel Hilbert space with the kernel function (z,
this result follows trivially from the Beurling-Lax-Halmos theorem (BLHT) in case m = 1. (Actually, for m = 1 the submodule is isomorphic to H 2 m ⊗ E * .) The quotient modules described above are the simplest case of a resolution by DA-modules for which the connecting maps are all partially isometries or inner multipliers in the language of Arveson [2] . In the latter paper, Arveson showed that every pure co-spherical contraction has an inner resolution and suggested that it might not terminate as resolutions do in the algebraic context. In this paper we show that the only isometric inner multiplier, V : H 2 m ⊗ E → H 2 m ⊗ E * for Hilbert spaces E and E * , is the trivial one determined by an isometric operator V 0 : 1 ⊗ E → 1 ⊗ E * . As a consequence, we show that all finite inner resolutions are trivial in a sense that will be explained in Section 4.
A parallel notion of resolution for Hilbert modules was studied by Arveson [3] , which is different from the one considered in this paper. For Arveson, the key issue is the behavior of the resolution at 0 ∈ B m or the localization of the sequence of connecting maps at 0. This focus provides a very strong relationship to a resolution of finite dimensional Hilbert spaces, causing the sequence to end in finitely many steps and providing machinery to understand the local behavior of the module. The resolutions considered in ( [9] , [8] ) and this paper are related to dilation theory although the requirement that the connecting maps are partial isometries is relaxed.
In Section 5, we are able to apply essentially the same proofs to the non-commutative case to obtain an analogous result, except here we need the noncommutative analogue of the BLHT due to Popescu ([22] , [21] ). More precisely, we show that a quotient of the Fock Hilbert space, F 2 m ⊗ E, for some Hilbert space E, by the closure of the range of a multi-analytic map Θ is similar to F 2 m ⊗ F for some Hilbert space F if and only if Θ has a multi-analytic regular inverse.
In a concluding section we indicate that many of these results can be extended to complete Nevanlinna-Pick kernel Hilbert spaces and to other Hilbert modules for which the CLT holds.
Preliminaries
We consider two cases, the first one in which the operators commute, or for which the algebra is C[z 1 , . . . , z m ] and hence commutative, and the second in which the operators are not assumed to commute or the algebra is F[Z 1 , . . . , Z m ]. We begin with the commutative case.
Let {T 1 , . . . , T m } be a commuting m-tuple of bounded linear operators on a Hilbert space
where p(z 1 , . . . , z m ) ∈ C[z 1 , . . . , z m ] and h ∈ H. We denote by M 1 , . . . , M m the operators defined to be module multiplication by the coordinate functions. More precisely,
A Hilbert module over C[z 1 , . . . , z m ] is said to be co-spherically contractive, or define a row contraction, if Equivalently, we can consider ϕ ∈ O(B m , L(E, E * )) for which M ϕ defines a bounded operator from
We recall an analogue of the CLT due to Ball-Trent-Vinnikov (Theorem 5.1 in [4] ) on DA-modules which will be used to prove one of the main results of this paper. 
In the proof of the above theorem, Ball-Trent-Vinnikov [4] made the additional assumption that the submodules N ⊥ and N ⊥ * are invariant under the scalar multipliers. However, that this condition is redundant follows from part (iii) of Theorem 5.1 due to McCollough-Trent [15] .
The above statement of the CLT for C[z 1 , . . . , z m ] is due to Ball-Trent-Vinnikov as indicated. However, Popescu pointed out that the result follows from its noncommutative analogue established earlier by him in [20, 21] . A more recent paper on this topic is due to Davidson and Le ([6] ).
We now consider some preliminaries for the case of noncommuting operators. Let 
The module K over F[Z 1 , . . . , Z m ] is said to be contractive if the row operator given by module multiplication by the coordinate functions is a contraction.
A
m ⊗ E * ), for some Hilbert spaces E and E * , is said to be a multi-analytic operator if it is a module map; that is, if
Given a multi-analytic operator Θ as above, one can define a bounded linear operator θ :
. In this correspondence of Θ and θ, each uniquely determines the other. Moreover, the operator coefficients θ α in L(E, E * ) of Θ for each α ∈ F + m are defined by θ α t x, y = θx, e α ⊗ y = Θ(1 ⊗ x), e α ⊗ y (x ∈ E, y ∈ E * ),
It was proved by Popescu (cf. [22] ) that
where
the WOT closed algebra generated by the spatial tensor product of R Let θ in M(E, E * ) be a module map for Hilbert spaces E and E * and H θ be the quotient module defined by the sequence
where M θ is the module map defined by θ and π θ is the quotient map of H 2 m ⊗ E * onto the quotient by the closure of the range of M θ . There are several questions we can ask about the relationship between these objects: Question 1. Does the sequence split? That is, does there exist a module map σ θ :
Question 3. Does θ have a regular inverse? That is, does there exist a multiplier ψ in
+ S 2 , where S 1 and S 2 are submodules such that S 1 is isomorphic to H 2 m ⊗ E * for some Hilbert space E * . Does it follow that S 2 is also isomorphic to H 2 m ⊗ F for some Hilbert space F ? Question 6. If S is a complemented submodule of H 2 m ⊗ E for some Hilbert space E, does it follow that S is isomorphic to H 2 m ⊗ F for some Hilbert space F ? We will show, following argument from commutative algebra, that Questions 1 and 3 are equivalent and that (2) and (3) are equivalent if ker M θ = {0}. Using the CLT, we show that (4) implies (1) and that (4) and (5) are equivalent. An affirmative answer to Question 6 obviously implies one to Question 5 in general and both have affirmative answers for the case m = 1 by the BLHT. However, we are unable to decide if an affirmative answer to Question 1 implies one for Question 5. We will have more to say about that later in this section.
One can reformulate Question 6 in the following equivalent form.
Question 7. Is every complemented submodule S of H 2 m ⊗ E, for some Hilbert space E, the range of M ψ for a multiplier ψ ∈ M(E, F ) with ker M ψ = {0} for some Hilbert space F ?
Note that one could view an affirmative answer as a weak form of the BLHT for DAmodules.
Proposition 3.1. Let θ ∈ M(E, E * ) be a multiplier for Hilbert spaces E and E * , and H θ be the quotient module defined by
for z ∈ B m if and only if there exists a module map σ θ :
Proof. Suppose there exists a multiplier ψ ∈ M(E, E * ) such that θ(z)ψ(z)θ(z) = θ(z) for z ∈ B m . Then it is straightforward to show that
m ⊗ E * such that the range of Q is the closure of the range of M θ and
θ , which is well defined since ran Q = clos [ran M θ ] = ker π θ . Moreover, π θ σ θ = I H θ , which completes the argument in one direction. Now suppose there exists σ θ :
m ⊗ E * such that ran(I − P ) = ker π θ . Thus, if we consider the map
θ is one-to-one on ran (I−P ). Moreover, X : H 2 m ⊗E * → H 2 m ⊗E is a module map which determines a multiplier ψ ∈ M(E * , E) satisfying θ(z)ψ(z)θ(z) = θ(z) for z ∈ B m . The above proof is essentially taken from commutative algebra in which one shows that an exact sequence of modules 
Thus there exists a module idempotent Q on H 2 m ⊗ E * such that QM θ = M θ , ranQ = ranM θ , and ran(I − Q) = ranM ϕ .
Define a bounded linear operatorQ :
Moreover, it is easy to see thatQ is a module map in
Therefore, another use of the CLT (Theorem 2.1) yieldŝ
for some ψ ∈ M(E * , E). Therefore,
We appeal to Proposition 3.1 to complete the proof.
Combining the proposition and the theorem yields our main result in the commutative setting.
Question 6 raises an extremely important issue for Hilbert modules: what are the complemented submodules S of R ⊗ C n in the sense of whether or not S is always isomorphic to R ⊗ C k for some 0 < k < n. This is certainly not true for a general Hilbert module R. However what if R belongs to the class of "locally-free" Hilbert modules of multiplicity one which is the case for the DA-module H 2 m . For m = 1, an affirmative answer follows trivially from the BLHT. A less obvious argument shows that the result holds for more general "locally-free" Hilbert modules over the unit disk such as the Bergman module. (Although the language is different, this result was proved by J. S. Fang, C. L. Jiang, X. Z. Guo, K. Ti and H. He. The relation of the seven questions in the one-variable case is closely related to the theme of the book by C. L. Jiang and F. Wang [14] , where details can be found.) Further, one can establish an affirmative answer if one assume that the multiplier θ ∈ M(E, E * ) is holomorphic on a neighborhood of the closure of B m , at least if E and E * are finite dimensional. However, what happens in general for "locally-free" Hilbert modules over B m , such as the DA-module, is not clear at this point.
Note that a necessary condition for S 1 and S 2 with H Here k = 0, 1, . . . , N, with the possibility of N = +∞. A basic question is whether such a resolution is finite or, equivalently, whether we can take E N = {0} for some finite N. That will be the case if and only if some M ϕ k is an isometry or, equivalently, kerM ϕ k = {0}. Unfortunately, the following result shows that this is not possible when m > 1, unless M is a DA-module and the resolution is a trivial one.
m ⊗ E * is an isometric module map for Hilbert spaces E and E * , then there exists an isometry V 0 : E → E * such that
Moreover, ran V is a reducing submodule of
Therefore, we have
Repeating this argument using i = 2, . . . , m, we see that a k = 0 unless k = (0, . . . , 0) and therefore, f (z) = 1 ⊗ y for some y ∈ E * . Set V 0 x = y to complete the first part of the proof.
Finally, since ran V = H 2 m ⊗ (ranV 0 ), we see that ran V is a reducing submodule, which completes the proof.
Note that this result generalizes Corollary 3.3 of [10] and is related to an earlier result of Guo, Hu and Xu [13] .
The theorem implies that all resolutions by DA-modules with partially isometric maps are trivial in a sense we will make precise. We start with a definition. Definition 4.2. An inner resolution of length N, for N = 1, 2, 3, . . . , ∞, for a pure cospherical contractive Hilbert module M is given by a collection of Hilbert spaces {E k } N k=0 , inner multipliers ϕ k ∈ M(E k , E k−1 ) for k = 1, . . . , N and a co-isometric module map ϕ 0 :
To be more precise, for N < ∞ one has the finite resolution
and for N = ∞, the infinite resolution 
is an isometry onto ran M ϕ N−1 . Hence, we can apply the theorem to M ψ N−1 . Therefore, by induction we obtain the desired conclusion.
The following statement follows directly from the theorem. ⊥ , where V 0 is the isometry from E to E * given in the theorem.
A resolution of M can always be made longer in a trivial way. Suppose we have the resolution
Then we obtain a longer resolution essentially equivalent to the original one
Moreover, the new resolution will be inner if the original one is.
The proof of the preceding theorem shows that any finite inner resolution by DA-modules is equivalent to a series of such trivial extensions of the resolution
We will refer to such resolution as a trivial resolution. We use that terminology to summerize this supplement to the theorem in the following statement. (Note that every inner resolution for a pure co-spherically contractive Hilbert module can be obtained from the minimal resolution (cf. [12] ) by adding such zero length resolutions.) Corollary 4.5. All finite inner resolutions for a pure co-spherical contractive Hilbert module M are trivial inner resolutions.
What happens when we relax the conditions on the multipliers so that ran M ϕ k = ker M ϕ k+1 for all k but do not require them to be partial isometries? In this case, finite non-trivial resolutions can exist, completely analogous to what happens for the case of the Hardy or Bergman modules over C[z 1 , . . . , z m ] for m > 1. We describe an example.
Consider the module C (0,0) over C[z 1 , z 2 ] defined as follows:
and λ ∈ C, and the following resolution:
, and
. One can show that this sequence, which is closely related to the Koszul complex, is exact and non-trivial; that is, it does not split.
Another question one can ask is the relationship between the inner resolution for a pure co-spherically contractive Hilbert module given by the result of Arveson and more general not necessarily inner resolutions by DA-modules. In particular, is there any relation between the shortest length of a not necessarily inner resolution to the inner resolution.
Hilbert modules over
We begin by noting that the definition of a pure co-spherically contractive Hilbert module does not depend upon the underlying algebra; that is, with appropriate change of notation, the concept of a pure contractive Hilbert module K over F[Z 1 , . . . , Z m ] can be defined in a similar way. Popescu proved that any pure contractive Hilbert module over F[Z 1 , . . . , Z m ] can be realized as a quotient module of F 2 m ⊗ E for some Hilbert space E (see Theorem 2.10 and references in [22] ).
More precisely, given a pure contractive Hilbert module
m ⊗ E * ) for some Hilbert spaces E and E * , the characteristic function of K which is isometric and a complete unitary invariant for K (see [21] and [22] ).
When the Hilbert module H is defined over C[z 1 , . . . , z m ], one can also define the characteristic function of H. It is in M(E, E * ) (see Theorem 3.7 in [5] and Theorem 4.3 in [21] ), but is not isometric in this case. In fact, it can only be isometric when H = H 2 m ⊗ E for some Hilbert space E.
We now consider the analogous results to those in Section 3 for the noncommutative case. First we need to recall an analogue of the BLHT in this setting due to Popescu ([21] , [22] ). + ranΘ. Then one can define the invertible module map Z as in the necessary part and setting X = P H Θ Φ defines the required similarity, which completes the proof.
As mentioned in the introduction, specializing the preceding proof to the (commutative) m = 1 case yields a new proof of the old result on the similarity of contraction operators to unilateral shifts.
The main difference in the above proof and that of Theorem 3.2 for the commutative case is that here we can assume that Θ has no kernel and one of the complemented submodule is isomorphic to a DA-module.
In the proof of Theorem 3.2, we did not use the fact that the characteristic function is an isometry. Hence we can state a more general result in terms of a module resolution. 
