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a b s t r a c t
Given a graph G and an integer k ≥ 0, the NP-complete Induced Matching problem asks
whether there exists an edge subset M of size at least k such that M is a matching and
no two edges of M are joined by an edge of G. The complexity of this problem on general
graphs, as well as on many restricted graph classes has been studied intensively. However,
other than the fact that the problem isW [1]-hard on general graphs, little is known about
the parameterized complexity of the problem in restricted graph classes. In this work, we
provide first-time fixed-parameter tractability results for planar graphs, bounded-degree
graphs, graphs with girth at least six, bipartite graphs, line graphs, and graphs of bounded
treewidth. In particular, we give a linear-size problem kernel for planar graphs.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A matching in a graph is a set of edges no two of which have a common endpoint. An induced matching M of a graph
G = (V , E) is an edge-subset M ⊆ E such that M is a matching and no two edges of M are joined by an edge of G. In other
words, the set of edges of the subgraph induced by V (M) is precisely the setM . The decision version of Induced Matching
is defined as follows.
Input: An undirected graph G = (V , E) and a nonnegative integer k.
Question: Does G have an induced matching with at least k edges?
The optimization version asks for an induced matching of maximum size.
The Induced Matching problem was introduced as a variant of the maximum matching problem and motivated by
Stockmeyer and Vazirani [40] as the ‘‘risk-free’’ marriage problem.1 This problem has been intensively studied in recent
years. It is known to be NP-complete for planar graphs of maximum degree 4 [31], bipartite graphs of maximum degree 3,
C4-free bipartite graphs [33], r-regular graphs for r ≥ 5, line-graphs, chair-free graphs, and Hamiltonian graphs [32]
(among others). The problem is known to be polynomial time solvable for trees [21,42], chordal graphs [8], weakly chordal
graphs [10], circular arc graphs [22], trapezoid graphs, interval-dimension graphs, and comparability graphs [23], interval-
filament graphs, polygon-circle graphs, and AT-free graphs [9], (P5, Dm)-free graphs [32,34], (Pk, K1,n)-free graphs [34], (bull,
chair)-free graphs, line-graphs of Hamiltonian graphs [32], and graphs where the maximum matching and the maximum
I Supported by a DAAD-DST exchange program, D/05/57666.
II An extended abstract of this work appears under the title ‘‘The Parameterized Complexity of the Induced Matching Problem in Planar Graphs’’ in the
proceedings of the 2007 International Frontiers of Algorithmics Workshop (FAW’07), Springer, LNCS 4613, pages 325–336, held in Lanzhou, China, August
01–03, 2007.∗ Corresponding author. Tel.: +49 3641 9 46324; fax: +49 3641 9 46322.
E-mail addresses:moser@minet.uni-jena.de (H. Moser), somnath@imsc.res.in (S. Sikdar).
1 Decide whether there exist at least k pairs such that each married person is compatible with no married person except the one he or she is married to.
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inducedmatching have the same size [32]. Regarding polynomial-time approximability, it is known that InducedMatching
is APX-complete on r-regular graphs, for all r ≥ 3, and bipartite graphswithmaximumdegree 3 [16].Moreover, for r-regular
graphs it is NP-hard to approximate Induced Matching to within a factor of r/2O(
√
ln r) [12]. In general graphs, the problem
cannot be approximated to within a factor of n1/2− for any  > 0, where n is the number of vertices of the input graph [37].
There exists an approximation algorithm for the problem on r-regular graphs (r ≥ 3) with asymptotic performance
ratio r − 1 [16], which has subsequently been improved to 0.75r + 0.15 [24]. Moreover, there exists a polynomial-time
approximation scheme (PTAS) for planar graphs of maximum degree 3 [16].
In contrast to these results, little is known about the parameterized complexity of Induced Matching. To the best of our
knowledge, the only known result is that the problem isW [1]-hard with respect to k as parameter on general graphs [35],
and hence unlikely to be fixed-parameter tractable. Therefore, it is of interest to study the parameterized complexity of the
problem in those restricted graph classeswhere it remainsNP-complete. An interesting aspect of studying the parameterized
complexity of NP-complete problems are problem kernels. The intuitive idea behind kernelization is that a polynomial-time
preprocessing step removes ‘‘easy’’ parts of a problem instance such that only the ‘‘hard’’ core of the problem remains, which
can then be solved by othermethods.We call such a core a linear kernel if its size is a linear function of the input parameter k.
Linear problem kernels are of immense interest in parameterized algorithmics. One can consult the recent surveys by
Fellows [18], Guo and Niedermeier [25], and the books by Flum and Grohe [19] and Niedermeier [36] for an overview about
kernelization.
In this paper we give linear kernels for planar graphs and bounded-degree graphs. For graphs of girth at least 6, which
also include C4-free bipartite graphs, we can show a simple kernel with a cubic number of vertices (that is, O(k3) vertices).
Moreover, we show that Induced Matching is fixed-parameter tractable for line graphs. Finally, we give an algorithm for
graphs of bounded treewidth using an improved dynamic programming approach, which runs in O(4ω · n) time, where ω
is the width of the given tree decomposition. This extends an algorithm for Induced Matching on trees by Zito [42]. On
the negative side, we show that Induced Matching isW [1]-hard on bipartite graphs. Our main result, the linear kernel on
planar graphs, is based on a kernelization technique first introduced by Alber et al. [3] to show that Dominating Set has a
linear kernel on planar graphs. The result for the kernel size has subsequently been improved by Chen et al. [11], and they
also show lower bounds on the kernel size for Dominating Set, Vertex Cover, and Independent Set on planar graphs. The
technique developed by Alber et al. [3] has been exploited by Guo et al. [27] in developing a linear kernel for Full-Degree
Spanning Tree, a maximization problem. Moreover, Fomin and Thilikos [20] extended the technique to graphs of bounded
genus. Recently, Guo and Niedermeier [26] gave a generic kernelization framework for NP-hard problems on planar graphs
based on that technique. Our linear kernel on planar graphs is the first application of this technique for a maximization
problem whose solutions are edge subsets. We adapt and extend the technique introduced in [3] and [27]. Note that very
recently our kernelization result on planar graphs has been improved by Kanj et al. [28] to a kernel of 40k vertices using a
different technique.
The paper is organized as follows. First we define our notation in Section 2. In Section 3 we give the results for bounded-
degree graphs, graphs of girth at least 6, bipartite graphs, and line graphs. These results are simple and meant to provide
some first-time insight into the parameterized complexity of Induced Matching on these classes. We then give a linear
problem kernel on planar graphs in Section 4, which is the most technical part of this paper. Finally, we give the improved
dynamic programming algorithm for graphs of bounded treewidth in Section 5.
2. Preliminaries
In this paper, we deal with fixed-parameter algorithms that emerge from the field of parameterized complexity
analysis [15,19,36], where the computational complexity of a problem is analyzed in a two-dimensional framework. One
dimension of an instance of a parameterized problem is the input size n, and the other is the parameter k. A parameterized
problem is fixed-parameter tractable if it can be solved in f (k) · nO(1) time, where f is a computable function depending only
on the parameter k. A commonmethod to prove that a problem is fixed-parameter tractable is to provide data reduction rules
that lead to a problem kernel. Given a problem instance (I, k), a data reduction rule replaces that instance by an equivalent
instance (I ′, k′) in polynomial time such that |I ′| ≤ |I| and k′ ≤ k. Two problem instances are equivalent if they are both
yes-instances or both no-instances. An instance to which none of a given set of data reduction rules applies is called reduced
with respect to that set of rules. A parameterized problem is said to have a problem kernel if, after the application of the data
reduction rules, the resulting reduced instance has size f (k) for a function f depending only on k. A kernel is called linear if its
size is linear in k, that is, if f (k) = c ·k for some constant c . Analogous to classical complexity theory, Downey and Fellows [15]
developed a framework providing a reducibility and completeness program. The basic complexity class for fixed-parameter
intractability isW [1] as there is good reason to believe thatW [1]-hard problems are not fixed-parameter tractable [15].
In this paper, we assume that all graphs are simple and undirected. For a graph G = (V , E), we write V (G) to denote its
vertex set and E(G) to denote its edge set. By default, for a given graph we use n andm to denote the number of vertices and
edges, respectively. A vertex that is an endpoint of an edge is incident to that edge and adjacent to the other endpoint. An
isolated vertex has no neighbors. For a subset V ′ ⊆ V , by G[V ′] we mean the subgraph of G induced by V ′. We write G \ V ′
to denote the graph G[V \ V ′]. For a vertex v ∈ V we also write G − v instead of G \ {v}. The open neighborhood N(W ) of
a vertex set W is the set of all vertices in V \ W that are adjacent to some vertex in W . The closed neighborhood N[W ] is
defined as N(W ) ∪ W . For a vertex v we write N(v) (N[v]) instead of N({v}) (N[{v}]). We assume that paths are simple,
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that is, a vertex appears at most once in a path. A path P from a to b is denoted as a vector P = (a, . . . , b), and a and b are
called the endpoints of P . The length of a path (a1, a2, . . . , aq) is q − 1, that is, the number of edges on it. For an edge set M
we define V (M) := ⋃e∈M e. The distance d(u, v) between two vertices u, v is the length of a shortest path between them.
The distance between two edges e1, e2 is the minimum distance between two vertices v1 ∈ e1 and v2 ∈ e2. If a graph can
be drawn on the plane without edge crossings then it is planar. A plane graph is a planar graph with a fixed embedding in
the plane. Given a plane graph, a cycle C = (a, . . . , a) of length at least three encloses an area A of the plane. The cycle C is
called the boundary of A, all vertices in the area A are inside A. A vertex is strictly inside A if it is inside A and not on C .
3. Fundamental results
The following results are basic first-time fixed-parameter tractability results for several graph classes where Induced
Matching remains NP-hard.
Bounded-degree graphs
We show that Induced Matching admits a linear problem kernel on graphs whose maximum degree is at most d for
some constant d.
Proposition 1. The Induced Matching problem admits a problem kernel of O(k · d2) vertices on graphs whose vertex degrees
are bounded by d (that is, the kernel is linear for constant d). The kernel can be obtained in O(n) time.
Proof. Let G be a graph with maximum degree d, where d is some constant. Let M be any maximal induced matching of G
found by the following greedy algorithm. The algorithm repeatedly selects an arbitrary edge e, adds it to the solution, and
deletes N[V (e)]. This process is repeated until no more edges remain. Since the maximum degree of the graph is bounded
by d, selecting an edge and deleting its closed neighborhood takes constant time only, and the process is repeated at most
bn/2c times, thus the whole greedy algorithm runs in O(n) time.
If |M| ≥ k, then we are done. Therefore, assume that |M| < k. Define S1 and S2 as follows: S1 := N(V (M)) and
S2 := N(S1) \ V (M). Note that all neighbors of vertices in S2 are in the set S1, since if a vertex u ∈ S2 has a neighbor v 6∈ S1
then {u, v} could be added to the induced matching, contradicting its maximality. Clearly, |S1| < 2kd and |S2| < 2kd2. Since
V (G) = V (M) ∪ S1 ∪ S2, it immediately follows that |V (G)| < 2k(1+ d+ d2). 
Graphs without small cycles
As stated before, the Induced Matching problem is NP-hard on C4-free bipartite graphs [33]. Since the class of C4-free
bipartite graphs is properly contained in the class of graphs with girth at least six, Induced Matching is NP-hard on the
latter graph class.
Proposition 2. The Induced Matching problem admits a problem kernel of O(k3) vertices on graphs with girth at least six. The
corresponding data reduction rule can be carried out in O(n+m) time.
Proof. Let G be a graph with girth at least 6. If a vertex has more than one degree-one neighbor, arbitrarily delete all but
one of these neighbors. Repeat this until no longer possible. If every vertex has degree at most k then we obtain a kernel of
O(k3) vertices immediately from Proposition 1. Therefore assume that there exists a vertex u of degree at least k + 1. Let
S := {v1, . . . , vk+1} be a set of k + 1 neighbors of u. Since G has no 3-cycles, S is independent. At most one vertex of S has
degree one. Assume without loss of generality that the vertices in {v1, . . . , vk} have degree at least two. For 1 ≤ i < j ≤ k,
vi and vj do not have any common neighbors as otherwise we obtain a 4-cycle. For 1 ≤ i ≤ k, let zi be a neighbor of vi. Again
{z1, . . . , zk}must be independent as otherwise we obtain a 5-cycle. But then {(v1, z1), . . . , (vk, zk)} is an induced matching
of size k. Therefore, we can either find an induced matching of size at least k in time O(n + m) or obtain a kernel of size
O(k3). 
The fact that manyW [1]-hard problems become fixed-parameter tractable in graphs with no small cycles was discovered
by Raman and Saurabh [38].
Bipartite graphs
For bipartite graphs we show that the Induced Matching problem is W [1]-hard. We give a reduction from the W [1]-
complete Irredundant Set problem [14]. Given a graph G = (V , E) and a positive integer k, Irredundant Set asks whether
there exists a set V ′ ⊆ V of size at least k having the property that each vertex u ∈ V ′ has a private neighbor. A private
neighbor of a vertex u ∈ V ′ is a vertex u′ ∈ N[u] (possibly u′ = u) such that for every vertex v ∈ V ′ \ {u}, u′ 6∈ N[v].
Proposition 3. The Induced Matching problem in bipartite graphs is W [1]-hard with respect to the parameter k.
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Proof. We prove the proposition by a reduction from Irredundant Set. Let (G, k) be an instance of the Irredundant Set
problem. Construct a bipartite graph G′ as follows. Construct two copies of the vertex set of G and call these V ′ and V ′′;
the copies of a vertex u ∈ V (G) from V ′ and V ′′ are denoted as u′ and u′′, respectively. Define V (G′) = V ′ ∪ V ′′ and
E(G′) = {{u′, u′′} : u ∈ V (G)} ∪ {{u′, v′′}, {v′, u′′} : {u, v} ∈ E(G)}. We claim that the graph G has an irredundant set
of size k if and only if G′ has an induced matching of size k. To show the claim, suppose S = {w1, . . . , wk} ⊆ V (G) is an
irredundant set of size k in G. For 1 ≤ i ≤ k, let xi be the private neighbor ofwi. Then for all i, {w′i, x′′i } is an edge in G′. Since
the xi’s are private neighbors there is no edge {wj, xi} in G for all j 6= i and therefore no edge {w′j, x′′i } in G′. Therefore, the
edges {w′1, x′′1}, . . . , {w′k, x′′k } form an induced matching in G′. Conversely, if M = {e1, . . . , ek} is an induced matching in G′
of size k then for each ei = {u′i, v′′i } there is no edge ej = {u′j, v′′j }, j 6= i, such that u′j and v′′i are adjacent in G′, that is, vi is a
private neighbor of ui in G. Therefore, the vertices u1, . . . , uk form an irredundant set in G. This completes the proof. 
Line graphs
The line graph L(G) of a graph G is defined as follows: the vertex set of L(G) is the edge set of G; two ‘‘vertices’’ e1 and e2
of L(G) are connected by an edge if e1 and e2 share an endpoint. More formally, we have
L(G) := (E(G), {{e1, e2} : e1, e2 ∈ E(G) ∧ e1 ∩ e2 6= ∅}).
A graph H is a line graph if there exists a graph G such that H = L(G). It is well-known (see, e.g., [17]) that if H is a line
graph, then it does not have any induced K1,3 (also known as claw). It was shown that the InducedMatching problem is NP-
complete on line graphs (and hence claw-free graphs) [32]. Given a graphH , it is possible to test in timemax{|V (H)|, |E(H)|}
whether H is a line-graph and if so construct G such that H = L(G) [39].
Lemma 4. Let H be a line-graph and let H = L(G). Then H has an induced matching of size at least k if and only if G has at least
k vertex-disjoint copies (not necessarily induced) of P3, the path on three vertices.
Proof. Let {e1, . . . , ek} be an induced matching of size k in H . From the definition of a line-graph it follows that each edge
ei corresponds to a path pi = (xi, yi, zi) in the graph G. The set ∪ki=1{xi, yi, zi} has exactly 3k vertices. Moreover, the sets{xi, yi, zi} and {xj, yj, zj} are disjoint for i 6= j: if any two vertices, one from path pi and the other from pj, are identical, then
an endpoint of ei would be connected to an endpoint of ej, contradicting that ei and ej are part of an induced matching.
This shows that G contains k vertex-disjoint copies of P3. Conversely, if G has k vertex-disjoint copies of P3, then the edges
corresponding to these paths form an induced matching in H . 
The problem of checking whether a given graph G has k copies of P3 can be solved in O(23.935kk2.5+n3) time and is therefore
fixed-parameter tractable [41]. (A more general method to solve such kind of packing problems can be found in [30].)
Proposition 5. The Induced Matching problem on line-graphs can be solved in time O(23.935kk2.5 + n3) and is therefore fixed-
parameter tractable.
4. A linear kernel on planar graphs
In order to show our kernel, we employ the following data reduction rules. These rules stem from the simple observation
that if two vertices have the same neighborhood, one of them can be removed without affecting the size of a maximum
induced matching. Compared to the data reduction rules applied in other proofs of planar kernels [3,11,27], these data
reduction rules are quite simple and can be carried out in O(n + m) time on general graphs (and hence in O(n) time on
planar graphs).
(R0) Delete vertices of degree zero.
(R1) If a vertex u has two distinct neighbors x, y of degree 1, then delete x.
(R2) If u and v are two vertices such that |N(u) ∩ N(v)| ≥ 2 and if there exist two vertices x, y ∈ N(u) ∩ N(v) with
deg(x) = deg(y) = 2, then delete x.
Note that these data reduction rules are parameter-independent. The following lemma is easy to show.
Lemma 6. The data reduction rules R0, R1, and R2 are correct.
Proof. Obviously, none of these rules destroys planarity. The correctness of R0 is obvious since no isolated vertex can be
part of an edge. Concerning R1, observe that only one edge incident to u can be part of an inducedmatching. The correctness
of R2 can be seen as follows. Let G be a graph and M an induced matching for G. If one of the vertices x or y is an endpoint
of an edge in M , then either u or v is the other endpoint of that edge since x and y have no other neighbors. Suppose,
without loss of generality, that {u, x} is a matching edge. Since u and y are adjacent, y cannot be an endpoint of an edge
in M , and since x is adjacent to v, v cannot be an endpoint of an edge in M . For that reason, we can get a new matching
M ′ := (M \ {u, x})∪{{u, y}}, which has the same size asM and is still induced, and it is an inducedmatching for G′ := G− x.
The case where no vertex in {x, y} is an endpoint of an edge inM is obvious. The reverse direction is trivial, as any induced
matchingM ′ for G′ is also an induced matching for G. 
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Lemma 7. The data reduction rules R0, R1, and R2 can be carried out in O(n) time on planar graphs and O(n+m) time on general
graphs.
Proof. We first remove all isolated vertices in O(n) time in order to reduce the graph with respect to R0. Then we apply R1.
For each vertex u of the graphwe checkwhich neighbors of u can be deleted. To this end, we determine in O(deg(u)) time all
degree-two neighbors of u; then we group together all such neighbors whose second neighbor is the same. For each group,
we mark all but one vertex for deletion. After having done this for every vertex we delete the marked vertices. Finally we
apply R1. For each vertex uwedetermine inO(deg(u)) time all degree-one neighbors of u, and delete all but one. The running
time to exhaustively apply each rule is O(
∑
u∈V (1+deg(u))), which is bounded by O(n+m) for general graphs and O(n) for
planar graphs. It remains to explain why we need to check every vertex for each rule only once, and why we first apply R2
and then R1. It is easy to verify that for each rule the following holds: a vertex that is not deleted during the application of
the rule does not become a candidate for deletion with respect to the rule after the application of that rule on other vertices.
Moreover, we have to justify whywe apply R2 before R1. If R2 cannot be applied anymore, then the application of R1 cannot
cause any situation where R2 could be applied again. This does not hold if we apply the rules the other way around. The
application of R0 at the beginning is obviously correct. 
The following theorem is our main result whose proof spans the remainder of this section.
Theorem 8. Let G = (V , E) be a planar graph reduced with respect to the rules R0, R1, and R2, for which any induced matching
contains at most k vertices. Then |V | = O(k).
For the proof, we assume to be given a maximum induced matchingM of size at most k of G. The general strategy is to show
that either |V | = O(k) holds or thatM cannot be of maximum size. The basic observation is that ifM is a maximum induced
matching of a graph G = (V , E) then for each vertex v ∈ V there exists a vertex u ∈ V (M) such that d(u, v) ≤ 2. Otherwise,
we could add an edge toM and obtain a larger induced matching. Since every vertex in the graph is within distance at most
two to some vertex in V (M), we know, roughly speaking, that each edge inM is within distance at most four to at least one
other edge inM . This leads to the idea of regions ‘‘in between’’ matching edges that are close to each other. We will see that
these regions cannot be too large if the graph is reduced with respect to the above data reduction rules. Moreover, we show
that there cannot be many vertices that are not contained within such regions.
This idea of a region decompositionwas introduced in [3], but the definition of a region as it appears there ismuch simpler
since the regions are defined between vertices, and they are smaller. The remaining part of this section is dedicated to the
proof of Theorem 8. First, in Section 4.1 we show how to find a ‘‘maximal region decomposition’’ of a reduced graph that
contains only O(|M|) regions. Then, in Section 4.2 we show that a region in such a maximal region decomposition contains
only a constant number of vertices. Finally, in Section 4.3 we show that in any reduced graph there are only O(|M|) vertices
which lie outside of regions.
4.1. Finding a maximal region decomposition
Definition 9. Let G be a plane graph andM a maximum induced matching of G. For edges e1, e2 ∈ M , a region R(e1, e2) is a
closed subset of the plane such that
(1) the boundary of R(e1, e2) is formed by two length-at-most-four paths• (a1, . . . , a2), a1 6= a2, between a1 ∈ e1 and a2 ∈ e2,• (b1, . . . , b2), b1 6= b2, between b1 ∈ e1 and b2 ∈ e2, and
by e1 if a1 6= b1 and e2 if a2 6= b2;
(2) for each vertex x in the region R(e1, e2), there exists y ∈ V ({e1, e2}) such that d(x, y) ≤ 2;
(3) no vertices inside the region other than endpoints of e1 and e2 are fromM .
The set of boundary vertices of R is denoted by δR. We write V (R(e1, e2)) to denote the set of vertices of a region R(e1, e2),
that is, all vertices strictly inside R(e1, e2) together with the boundary vertices δR. A vertex in V (R(e1, e2)) is inside R.
Note that the two enclosing paths may be identical; the corresponding region then consists solely of a simple path of length
at most four. Note also that e1 and e2 may be identical. For an example of a region see Fig. 1(a).
Definition 10. Let G be a plane graph andM amaximum inducedmatching in G. AnM-region decomposition of G = (V , E) is
a setR of regions such that no vertex in V lies strictly inside more than one region fromR. For anM-region decomposition
R, we define V (R) := ⋃R∈R V (R). An M-region decompositionR is maximal if there is no R 6∈ R such thatR ∪ {R} is an
M-region decomposition with V (R) ( V (R) ∪ V (R).
For an example of anM-region decomposition, see Fig. 1(b).
Lemma 11. Given a plane reduced graph G = (V , E) and a maximum induced matching M of G, there exists an algorithm that
constructs a maximal M-region decomposition with O(|M|) regions.
The proof of Lemma 11 can be found in the Appendix.
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Fig. 1. (a) Example of region R(e1, e2) between two edges e1, e2 ∈ M . Note that e1 is not part of R, but only its endpoint a1 = b1 . The black vertices are
the boundary vertices, and the gray vertices in the hatched area are the vertices strictly inside of R. (b) An example of anM-region decomposition: white
vertices lie outside of regions and each region is hatched with a different pattern.
Fig. 2. A diamond (left) and an empty diamond (right) in a reduced plane graph.
4.2. Bounding the size of a region
To upper-bound the size of a region R we make use of the fact that any vertex strictly inside R has distance at most two
from some vertex in δR. For this reason, the vertices strictly inside R can be arranged in two layers. The first layer consists of
the neighbors of boundary vertices, and the second of all the remaining vertices, that is, all vertices at distance at least two
from every boundary vertex. The proof strategy is to show that if any of these layers contains too many vertices, then there
exists an induced matchingM ′ with |M ′| > |M|. An important structure for our proof are areas enclosed by 4-cycles, called
diamonds.
Definition 12. Let u and v be two vertices in a plane graph. A diamondD(u, v)2 is a closed area of the planewith two length-2
paths between u and v as boundary. A diamond D(u, v) is empty, if every edge e in the diamond is incident to either u or v.
Fig. 2 shows an empty and a non-empty diamond. In a reduced plane graph empty diamonds have a restricted size. We
are especially interested in the maximum number of vertices strictly inside an empty diamond D(u, v) that have both u and
v as neighbors.
Lemma 13. Let D(u, v) be an empty diamond in a reduced plane graph. Then there exists atmost one vertex strictly inside D(u, v)
that has both u and v as neighbors.
Proof. Suppose that there are at least two vertices x and y strictly inside D(u, v), where both have u and v as neighbors.
Since D is empty, x and y can have no other neighbors than u and v. Thus, there are two vertices of degree twowith the same
neighbors, a contradiction to the fact that G is reduced with respect to R2. 
Lemma 13 shows that if there are more than three edge-disjoint length-two paths between two vertices u, v, then there
must be an edge e in an area enclosed by two of these paths such that e is neither incident to u nor v. This fact is used in the
following lemma to show that the number of length-two paths between two vertices of a reduced plane graph is bounded.
Lemma 14. Let u and v be two vertices of a reduced plane graph G such that there exist two distinct length- 2 paths (u, x, v)
and (u, y, v) between u and v enclosing an area A of the plane. Let M be a maximum induced matching of G. If neither x nor y
is endpoint of an edge in M and no vertex strictly inside A is contained in V (M), then there are at most 15 edge-disjoint length-
2 paths between u and v.
Proof. The idea is to show that if there are more than the claimed number of length-2 paths between u and v, then we can
exhibit an induced matching M ′ with |M ′| > |M|, which would then contradict the optimality of M . First, we consider the
casewhen neither u nor v is contained in V (M). Suppose for the purpose of contradiction that there are 6 common neighbors
w1, . . . , w6 of u and v that lie inside A (that is, strictly inside and on the enclosing paths).Without loss of generality, suppose
that these vertices are embedded as in the following figure:
2 In standard graph theory, a diamond denotes a 4-cycle with exactly one chord. We abuse this term here. Note that diamonds also play an important
role in proving linear problem kernels on planar graphs for other problems [3,26].
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Consider the diamond D with the boundary induced by the vertices u, v, w2, w5. Since w3 and w4 are strictly inside D
and are incident to both u and v, by Lemma 13, we know that D is not empty. That is, there exists an edge e in Dwhich is not
incident to u or v. Clearly e is incident to neitherw1 norw6 and the endpoints of e are at distance at least 2 from every vertex
in V (M). Therefore, we can add e to M and obtain a larger induced matching, which contradicts the optimality of M . Next,
consider the case when u and/or v are endpoints of edges in M . Using the same idea as above, it is easy to see that if there
exist 16 length-2 paths between u and v, then there are at least three non-empty diamonds (using (u, w1, v), (u, w6, v)
and (u, w11, v) as ‘‘isolation paths’’) whose boundaries share only u and v. We can then replace the at most two edges inM
incident with u and v by three edges, one from each nonempty diamond, and obtain a larger induced matching. 
Lemma 14 is needed to upper-bound the number of vertices inside and outside of regions that are connected to at least two
boundary vertices. The next two lemmas are needed to upper-bound the number of vertices that are connected to exactly
one boundary vertex. First, Lemma15upper-bounds the number of such vertices under the condition that they are contained
in an area which is enclosed by a short cycle. Lemma 15 is then used in Lemma 16 to upper-bound the total number of such
vertices for a given boundary vertex.
Lemma 15. Let u be a vertex in a reduced plane graph G and let v,w ∈ N(u) be two distinct vertices that have distance at most
three in G − u. Let P denote a shortest path between v and w in G − u and let A denote the area of the plane enclosed by P and
the path (v, u, w). If there are at least 9 neighbors of u strictly inside A, then there is at least one edge strictly inside A.
Proof. Let u contain nine neighbors {z1, . . . , z9} strictly inside A and assume that there is no edge strictly inside A. By R1,
at most one of the zi’s can have degree 1. Without loss of generality assume that z9 has degree 1. By R2, no two degree-
2 vertices have the same neighborhood. Observe that the neighbors of the zi’s must be vertices on P due to planarity, as
otherwise there would be an edge strictly inside of A, a contradiction to our assumption. First, consider the case when there
exists a vertex among the zi’s of degree at least 4. Suppose zj, 1 ≤ j ≤ 8, has at least three neighbors among the vertices in P .
Because the graph is planar, there exists a x ∈ P such that no zi, i 6= j, is adjacent to x. The remaining vertices have degree 2
or 3 and each is adjacent to some vertex y 6= x in P . Moreover, there can be at most one vertex of degree 3. Since |V (P)| ≤ 4,
it is easy to see that there are at least two degree-2 vertices with the same neighbors, a contradiction. Therefore, assume
that deg(zi) ≤ 3 for all i. Again by planarity, there are at most three vertices in {z1, . . . , z8} of degree 3. The remaining at
least five vertices must be of degree 2 and each is adjacent to a vertex in P . Since |V (P)| ≤ 4, this implies that there are two
degree-2 vertices with the same neighborhood, a contradiction. This shows that if there exist nine neighbors of u in A, there
exists an edge strictly inside A. 
Lemma 16. Let G be a reduced plane graph, let M be a maximum induced matching of G, let e1, e2 ∈ M be edges that form a
region R(e1, e2), and let u be a boundary vertex of R. Then, u has at most 40 neighbors strictly inside R that are not adjacent to
any other boundary vertex.
Proof. We assume that there are 41 neighbors of u strictly inside R that are not adjacent to any other boundary vertex and
show that then we can find an induced matchingM ′ with |M ′| > |M|, contradicting the maximum cardinality ofM .
Suppose that the neighbors v1, . . . , v41 are embedded around u in a clockwise fashion. By R1, u can have at most one
neighbor of degree 1. Without loss of generality assume that deg(v2) = 1. Consider the vertices v1, v11, and v21. If the
pairwise distance of these vertices in G − u is at least four, then any three edges ea, eb, ec in G − u incident to v1, v11, and
v21, respectively, are pairwise non-adjacent. Since they lie strictly inside R(e1, e2) (u is the only neighbor on the boundary),
we can setM ′ := (M \ {e1, e2}) ∪ {ea, eb, ec}. Similarly if v21, v31, and v41 have a pairwise distance of at least four, then we
can construct an induced matching of cardinality larger than |M|.
It remains to show the case that at least two vertices from {v1, v11, v21} have distance at most three and at least two
vertices from {v21, v31, v41} have distance at most three. Let {w1, w′1} ⊆ {v1, v11, v21} and {w2, w′2} ⊆ {v21, v31, v41} be
these vertices. Let P1 and P2 denote, respectively, the shortest paths from w1 to w′1 and from w2 to w
′
2 in G − u. Note that
P1 and P2 are strictly inside R. Let A1 be the area enclosed by P1 and the path (w1, u, w′1) and let A2 be the area enclosed
by P2 and the path (w2, u, w′2). Note that P1 and P2 can be chosen so that the subsets of the plane strictly inside A1 and A2
do not intersect. By Lemma 15, there exists edges e1, e2 such that e1 is strictly inside A1 and e2 is strictly inside A2. If there
exists an edge e ∈ M incident to u, then (M − e) ∪ {e1, e2} is an induced matching with size strictly larger than that ofM , a
contradiction. If no edge ofM is incident to u,M ∪ {e1, e2} is again an induced matching of larger size. 
Using Lemmas 14 and 16, we can now upper-bound the number of vertices inside a region.
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Lemma 17. Each region R(e1, e2) of an M-region decomposition of a reduced plane graph contains O(1) vertices.
Proof. We partition the vertices strictly inside R(e1, e2) into two sets A and B, where A consists of all vertices at distance
exactly one from some boundary vertex, and B consists of all vertices at distance at least two from every boundary vertex,
and then showing that |A| and |B| are upper-bounded by a constant.
To this end, partition A into A1 and A2, where A1 contains all vertices in A that have exactly one neighbor on the boundary,
and A2 all vertices that have at least two neighbors on the boundary. To upper-bound the size of A1, observe that due to
Lemma 16, a vertex v ∈ δR on the boundary can have at most 40 neighbors in A1. Since a region has at most ten boundary
vertices, we conclude that A1 contains at most 400 vertices. Next we upper-bound the size of A2. Consider the planar graph
G′ induced by δR∪A2. Every vertex in A2 is adjacent to at least two boundary vertices in G′. Replace every vertex v ∈ A2 with
an edge connecting two arbitrary neighbors of v on the boundary. Merge multiple edges between two boundary vertices
into a single edge. Since G′ is planar, the resulting graph must also be planar. As |δR| ≤ 10, using the Euler formula we
conclude that the resulting graph has at most 3 · 10− 6 = 24 newly added edges. By Lemma 14, each such edge represents
at most 15 length-two paths, and thus |A2| ≤ 24 · 15 = 360.
To upper-bound the size of B, observe that G[B] must be a graph without edges (that is, B is an independent set). By
R1, each vertex in A has at most one neighbor in B of degree one. Therefore, there are O(1) degree-one vertices in B. To
bound the number of degree-at-least-two vertices in B, we use the same argument as the one used to bound the size of A2.
Since |A| = O(1), there is a constant number of degree-at-least-two vertices in B. Therefore |B| = O(1). This completes the
proof. 
Proposition 18. Let G be a reduced plane graph and let M be a maximum induced matching of G. There exists an M-region
decomposition such that the total number of vertices inside all regions is O(|M|).
Proof. Using Lemma 11, there exists a maximalM-region decomposition for Gwith at most O(|M|) regions. By Lemma 17,
each region has a constant number of vertices. Thus there are O(M) vertices inside regions. 
We next bound the number of vertices that lie outside regions of a maximalM-region decomposition.
4.3. Bounding the number of vertices lying outside of regions
In this section, we upper-bound the number of vertices that lie outside of regions of a maximalM-region decomposition.
The strategy to prove this bound is similar to that used in the last section. We subdivide the vertices lying outside of regions
into several disjoint subsets and upper-bound their sizes separately. Note again that the distance from any vertex of the
graph to a vertex in V (M) is at most two. We partition the vertices lying outside of regions into two sets A and B, where A
is the set of vertices at distance exactly one from some vertex in V (M), and B is the set of vertices at distance at least two
from every vertex in V (M). We bound the sizes of these two sets separately.
Partition A into two subsets A1 and A2, where A1 is the set of vertices that have exactly one boundary vertex as neighbor,
and A2 is the set of vertices that have at least two boundary vertices as neighbors. Note that each vertex v in A can be adjacent
to exactly one vertex u ∈ V (M). For if it is adjacent to distinct vertices u, w ∈ V (M), then the path (u, v, w) can be added to
the region decomposition, contradicting its maximality (recall that regions can consist of simple paths between two vertices
in V (M)). To bound the number of vertices in A1 we need the following lemma.
Lemma 19. Let v be a vertex in A1 and let u be its neighbor in V (M). Then for all w ∈ V (M) \ {u}, the distance between v and
w in G− u is at least three.
Proof. Let u and v be as in the statement of the Lemma and let w ∈ V (M) \ {u}. Suppose (v, x, w) is a path of length two.
Now x cannot be a boundary vertex since v ∈ A1. The path P = (u, v, x, w) is of length three and the only vertices of P that
are boundary vertices are u andw. Thus P can be added in the region decomposition, contradicting its maximality. 
Lemma 20. Given a maximal M-region decomposition consisting of O(|M|) regions, the set A contains O(|M|) vertices.
Proof. To bound the size of A1, we claim that each vertex u ∈ V (M) has at most 20 neighbors in A1. Suppose, for the
purpose of contradiction, that 21 vertices v1, . . . , v21 in A1 are adjacent to u ∈ V (M). Also assume that they are embedded
in a clockwise fashion around u in that order. Let e be the edge in M incident to u. First, suppose that v1 and v11 have
distance at least four in G−u. Then there exist edges ea, eb in G−u incident to v1 and v11, respectively, that form an induced
matching of size 2. Moreover by Lemma 19, the endpoints of ea and eb are not adjacent to any vertex of V (M) in G − u.
Therefore, M ′ = (M \ {e}) ∪ {ea, eb} is an induced matching of size larger than that of M , a contradiction to the maximum
cardinality of M . The same holds if the distance between v11 and v21 is at least four in G − u. Therefore assume that in the
graph G − u, d(v1, v11) ≤ 3 and d(v11, v21) ≤ 3. Let P1 and P2 be shortest paths in G − u between v1 and v11 and between
v11 and v21, respectively. Note that due to Lemma 19 these two paths cannot contain any vertex from V (M). By Lemma 15,
the areas enclosed by P1 and (v1, u, v11), and P2 and v11, u, v21, respectively, contain an edge strictly inside them. The edge
e can be replaced by these two edges to obtain an induced matching of size larger thanM , a contradiction to the maximum
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cardinality of M . This proves our claim. Since there are exactly 2|M| vertices in V (M), this shows that the total number of
vertices in A1 is at most 40 |M|.
Next, we bound the size of A2. Every vertex v in A2 is adjacent to a vertex u ∈ V (M) and some boundary vertexw 6∈ V (M).
Vertex w must be adjacent to u, for otherwise there is a path consisting of the vertices (u, v, w) and some subpath on the
boundary where w lies which can be added to the region decomposition R, contradicting its maximality. Since there are
O(|M|) regions, there are O(|M|) possible boundary vertices adjacent to a vertex in V (M). By Lemma 14, at most 15 vertices
that are adjacent to a vertex in V (M) can be adjacent to the same boundary vertex. This shows that A2 contains O(|M|)
vertices. 
It remains to bound the number of vertices in B, that is, the number of vertices outside of regions that are at distance at least
two from every vertex in V (M).
Lemma 21. Given a maximal M-region decomposition with O(|M|) regions, the set B contains O(|M|) vertices.
Proof. To bound the size of B, observe that G[B] is a graph without edges. Furthermore, observe that N(B) ⊆ A ∪ A′, where
A′ is the set of boundary vertices in theM-region decomposition that are different from V (M). By Lemma 20 and since the
boundary of each region contains a constant number of vertices, the set C := A ∪ A′ contains O(|M|) vertices.
First, consider the vertices in B that have degree one. Obviously, there can be at most |C | such vertices due to R1.
The remaining vertices are adjacent to at least two vertices in C . We can use an argument similar to the one used in
the proof of Lemma 17 (using the Euler formula) to show that there are O(|C |) degree-at-least-two vertices in B. Thus,
|B| = O(|C |) = O(|M|). 
Using these results, we can see that the total number of vertices outside of regions is bounded. From Lemmas 20 and 21,
the following proposition immediately follows.
Proposition 22. Given amaximal M-region decomposition with O(|M|) regions, the number of vertices that lie outside of regions
is O(|M|).
Using Propositions 18 and 22, we can show that, given a reduced plane graph G and a maximum induced matchingM of G,
there exists anM-region decomposition with O(|M|) regions such that the number of vertices inside and outside of regions
is O(|M|). Therefore, since |M| ≤ k, this shows the O(k) upper bound on the number of vertices as claimed in Theorem 8,
that is, Induced Matching admits a linear problem kernel on planar graphs.
5. Induced matching on graphs with bounded treewidth
Zito [42] developed a linear-time dynamic programming algorithm to solve Induced Matching on trees. We extend his
work and obtain a linear-time algorithmon graphs of bounded treewidth [7]. Note that compared to Zito’swork our dynamic
programming approach uses a different encoding to store the partial solutions in the updating process. It is relatively easy
to verify that such a linear-time algorithm for graphs of bounded treewidth actually does exist.
Proposition 23. Let ω ≥ 1. Given a graph with a tree decomposition of width at most ω, Induced Matching can be solved in
linear time.
Proof. We apply Courcelle’s result [13] which states that all graph properties definable in monadic second-order logic
(MSO) can be decided in linear time on graphs of bounded treewidth. There are extensions of MSO allowing us to deal
with optimization problems. We give an MSO formulation of (the optimization version of) Induced Matching:
max E ′ : ∀e1∀e2
(
E ′e1E ′e2¬
[∃x∃yVx ∧ Vy ∧ Ixe1 ∧ Iye2 ∧ ((x = y) ∨ ∃e′(Ee′ ∧ Ixe′ ∧ Iye′))]) .
In the above formula, V and E are unary relation symbols which denote the vertex and edge set of the graph; I is a binary
relation symbol that denotes whether a vertex is incident to an edge and E ′ denotes an induced matching. 
Courcelle’s result is purely theoretical as the hidden constants in the running time analysis are huge. As such, it is of
independent interest to develop algorithmswhich can be used in practice. It is relatively easy to see that a standard dynamic
programming approach would result in a running time of O(9ω · n), where ω is the width of the given tree-decomposition.
With an improved dynamic programming algorithm, we obtain a running time of O(4ω · n). Our approach also uses some
ideas that were applied for an improved dynamic programming algorithm for Dominating Set [1,4]. However, the concept
of monotonicity which was needed for Dominating Set is not needed for Induced Matching, as the necessary condition
for an improved analysis of the dynamic programming update process is fulfilled without the monotonicity concept. Here
we describe only the basic definitions and those parts of the algorithm which are important in showing the improved
running time. We also refer the reader to the standard literature about tree decompositions [5–7,29]. The definitions of
tree decomposition and nice tree decomposition can be found in the Appendix.
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The remainder of this section is dedicated to the proof of the following theorem.
Theorem 24. Let G = (V , E) be a graph with a given nice tree decomposition ({Xi | i ∈ I}, T ). Then the size of a maximum
induced matching of G can be computed in O(4ω · n) time, where n := |I| and ω denotes the width of the tree decomposition.
Proof. For each bag Xi we consider all possible ways of obtaining an inducedmatching in the subgraph induced by Xi and all
bags below Xi. To do this, we create a table Ai, i ∈ I for each bag Xi which stores this information. These tables are updated
in a bottom-up process starting at the leaves of the decomposition tree. In the following, we say that a vertex v is contained
in an induced matchingM if v is an endpoint of an edge inM . If v is contained inM , its partner inM is a vertex u such that
{u, v} ∈ M . We use different colors to represent the possible states of a vertex in a bag:
white(0): A vertex labeled 0 is not contained inM .
black(1): A vertex labeled 1 is contained inM and its partner inM has already been discovered in the current stage of the
algorithm.
gray(2): A vertex labeled 2 is contained in M but its partner in M has not been discovered in the current stage of the
algorithm.
For each bag Xi = {xi1 , . . . , xini }, |Xi| = ni, we construct a table Ai consisting of 3ni rows and ni + 1 columns. Each row
represents a coloring c : Xi → {0, 1, 2}m of the graph G[Xi]; the entry mi(c) in the ni + 1st column represents the number
of vertices in an induced matching in the graph visited up to the current stage of the algorithm under the assumption that
the vertices in the bag Xi are assigned colors as specified by c . If no induced matching is possible with the corresponding
coloring, then the entrymi(c) stores the value−∞. For a coloring c = (c1, . . . , cm) ∈ {0, 1, 2}m and a color d ∈ {0, 1, 2}we
define #d(c) := |{1 ≤ t ≤ m | ct = d}|.
Given a bag Xi and a coloring c of the vertices in Xi, we say that c is valid if the subgraph induced by the vertices labeled
1 and 2 has the following structure: vertices labeled 2 have degree 0 and those labeled 1 have either degree 0 or 1. For
valid colorings we store the value mi as described above; for all other colorings we set mi to −∞ to mark it as invalid. A
coloring is strictly valid if it is valid and, in addition, vertices labeled 1 induce isolated edges. We next describe the dynamic
programming process. Recall that we assume that we work with a nice tree decomposition.
Leaf nodes. For a leaf node Xi compute the table Ai as
mi(c) :=
{
#1(c)+ #2(c), if c is strictly valid,
−∞, otherwise.
In the initialization step, the assignment of colors needs to be justified locally and therefore we require that the
colorings are strictly valid. Checking for validity takes O(n2i ) time; therefore, this step can be carried out in O(3
ni · n2i )
time.
Introduce nodes. Let Xi = {xi1 , . . . , xinj , x} be an introduce node with child node Xj = {xi1 , . . . , xinj }. Compute the table Ai
as follows. For a coloring c : Xi → {0, 1, 2} and an index 1 ≤ p ≤ |Xi|, define grayp(c) to be a coloring derived from c by
re-coloring the vertex with index pwith color 2. Let Nj(x) be the set of neighbors of vertex x in Xj, that is, Nj(x) := N(x)∩ Xj.
Then themappingmi in Ai is computed as follows (recall thatmi represents the number of vertices in an inducedmatching
in the graph visited up to the current stage of the algorithm). For a coloring c = (c1, . . . , cnj) set
mi(c × {0}) := mj(c). (1)
mi(c × {1}) :=
mj(grayp(c))+ 1, if there is a vertex xjp ∈ Nj(x)with cp = 1,and for all xjq ∈ Nj(x)with q 6= p : cq = 0.−∞, otherwise. (2)
mi(c × {2}) :=
{
mj(c)+ 1, if cp = 0 for all xjp ∈ Nj(x).−∞, otherwise. (3)
Assignment (1) is clearly correct, since the coloring c × {0} is valid for Xi if and only if c is valid for Xj. The value ofmi is the
same for both colorings. If the newly introduced vertex x has color 1 (Assignment (2)), then – since c × {1}must be valid –
there must be a neighbor ywith color 1 within the bag Xi; all the other neighbors of x in Xi must have color 0. This is insured
by the assignment condition. To see the correctness of the computed valuemi(c×{1}), note that ymust have color 2 in bag
Xj, since the partner of y was not yet known in the stage when the algorithm was processing bag Xj, and we increase the
number of solution vertices by one since the newly introduced vertex has color 1. The condition of Assignment (3) simply
verifies the validity of the coloring c×{2}, andwe increase the number of solution vertices by one since the newly introduced
vertex has color 2.
For each row of table Ai, we have to look at the neighborhood of vertex x within the bag Xi to check whether the
corresponding coloring is valid. Therefore, this step can be carried out in O(3ni · ni) time.
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Forget nodes. Let Xi = {xi1 , . . . , xini } be a forget node with child node Xj = {xi1 , . . . , xini , x}. Compute the table Ai as follows.




The maximum is taken over colors 0 and 1 only, as a coloring c × {2} cannot be extended to a maximum induced matching.
To see this, note that such a coloring assigns vertex x color 2 and since x is forgotten, by the consistency property of tree-
decompositions (Property 3 of Definition 25), it does not appear in any of the bags that the algorithm sees in the future.
Clearly, this evaluation can be done in O(3ni · ni) time. The crucial part are the join nodes.
Join nodes. For a join node Xi with child nodes Xj and Xk compute the table Ai as follows. We say that two colorings
c ′ = (c ′1, . . . , c ′ni) ∈ {0, 1, 2}ni and c ′′ = (c ′′1 , . . . , c ′′ni) ∈ {0, 1, 2}ni are correct for a coloring c = (c1, . . . , cni) if the
following conditions hold for every p ∈ {1, . . . , ni}:
(1) if cp = 0 then c ′p = 0 and c ′′p = 0,
(2) if cp = 1 then
(a) if xip has a neighbor xiq ∈ Xi with cq = 1 then c ′p = c ′′p = 1,
(b) else either c ′p = 1 and c ′′p = 2, or c ′p = 2 and c ′′p = 1, and
(3) if cp = 2 then c ′p = 2 and c ′′p = 2.
Then the mappingmi of Xi is evaluated as follows. For each coloring c ∈ {0, 1, 2}ni set
mi(c) := max{mj(c ′)+mk(c ′′)− #1(c)− #2(c) | c ′ and c ′′ are correct for c}.
In other words, we determine the value of mi(c) by looking up the corresponding coloring in mj and in mk (corresponding
to the left and right subtree, respectively), add the corresponding values and subtract the number of vertices colored 1 or 2
by c , since they would be counted twice otherwise.
Clearly, if the coloring c assigns color 0 to a vertex x ∈ Xi, then so must colorings c ′ and c ′′. The same holds if c assigns
color 2 to a vertex. However, if c assigns color 1 to a vertex x, then this coloring can be justified in two ways. The first case
is when x has a neighbor y ∈ Xi that is also colored 1. Then both colorings c ′ and c ′′ obviously assign 1 to x (and 1 to y). The
second case is when all neighbors of x in Xi are assigned color 0. Then the assignment c(x) = 1 must be justified by another
vertex in the solution which is in a bag which has already been processed in a previous stage of the algorithm. This vertex
is located either in the left subtree or in the right subtree (corresponding tomj ormk, respectively), but not both. Therefore,
the color of x can only be justified by assigning color 1 to x by c ′ and color 2 to x by c ′′, or vice versa.
Note that for a given coloring c ∈ {0, 1, 2}ni , with a := #1(c), there are at most 2a possible pairs of correct colorings for




possible colorings c with a vertices colored 1, thus







· 2a = 4ni .
Since we have to check the neighbors of x within Xi for each pair of correct colorings, the total running time for this step is
O(4ni · ni). In total, we get a running time of O(4ω · |I|) for the whole dynamic programming process. 
6. Conclusions and outlook
As ourmain result, we have shown that InducedMatching on planar graphs admits a linear problemkernel. Additionally,
we gave an improved dynamic programming algorithm for Induced Matching on graphs of bounded treewidth. The data
reduction rules for the planar case are very simple, and the kernelization can be done in linear time. The upper bound on
the number of vertices inside regions can probably be improved using amore sophisticated analysis. More precisely, we feel
that the approach used in Lemma 15 can be adapted and generalized to give a direct bound for the size of entire regions,
and that a significant improvement of the constant in the kernel size is not too difficult to achieve. Note that with a different
technique, a kernel of size 40k has recently been achieved [28]. It would be interesting to seewhether the kernelization could
be generalized to non-planar graphs such as in the case of Dominating Set [20]. Moreover, generalizing the data reduction
rules could lead to an improved kernel (see, e.g., [2]). The properties of InducedMatching concerning approximation could
be another interesting research field. Investigating the parameterized complexity of Induced Matching on other restricted
classes of graphs may also be of interest.
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Fig. 3. A greedy algorithm that constructs anM-region decomposition for a plane graph G and a maximum induced matchingM .
Appendix
A.1. Proof of Lemma 11
Proof. We use a constructive proof with a greedy algorithm as shown in Fig. 3. This algorithm is quite similar to the
algorithms by Alber et al. [3] and Guo et al. [27] used for their linear kernel for Dominating Set on planar graphs and
Full-Degree Spanning Tree on planar graphs, respectively. A similar algorithm is also applied in [26]. It is clear that the
algorithm returns an M-region decomposition. To see that the returned M-region decomposition R is maximal, observe
that for every vertex u that is not in a region we check whether there is a region containing u that can be added toR.
It remains to show thatR contains O(|M|) regions. The proof of this is similar to the proof by Alber et al. [3] and is not
given in full detail here. The main idea is to show that between any two edges e1 and e2 of a maximum induced matching
M there is a constant number of regions. To show that the number of regions is O(|M|), construct a new graph by replacing
the edges of the induced matching by vertices and the regions by edges; that is, place an edge between two vertices in the
new graph if there exists a region between the corresponding edges in the original graph. The resulting graph is a planar
multigraph and by Euler’s formula there are atmost c ·(3|M|−6) edges, where c is themaximumnumber of regions between
two edges e1, e2 of the original graph. This proves that the number of regions in the original graph is O(|M|). 
A.2. Definition of tree decomposition and nice tree decomposition
Definition 25. Let G = (V , E) be a graph. A tree decomposition of G is a pair ({Xi | i ∈ I}, T ), where each Xi is a subset of V ,
called a bag, and T is a tree with the elements of I as nodes. The following three properties must hold:
(1)
⋃
i∈I Xi = V ,
(2) for every edge e ∈ E there is an i ∈ I such that e ⊆ Xi, and
(3) for all i, j, k ∈ I , if j lies on the path from i to k in T , then Xi ∩ Xk ⊆ Xj.
The width of ({Xi | i ∈ I}, T ) equals max{|Xi| | i ∈ I} − 1. The treewidth of G is the minimum k such that G has a tree
decomposition of width k.
A tree decomposition with a simpler structure is defined as follows.
Definition 26. A tree decomposition ({Xi | i ∈ I}, T ) is called a nice tree decomposition if the following conditions are
satisfied (we suppose the decomposition tree T to be rooted at some arbitrary but fixed node):
(1) Every node of the tree T has at most two children.
(2) If a node i has two children j and k, then Xi = Xj = Xk (in this case i is called a join node).
(3) If a node i has one child j, then either
(a) |Xi| = |Xj| + 1 and Xj ⊂ Xi (in this case i is called an introduce node), or
(b) |Xi| = |Xj| − 1 and Xi ⊂ Xj (in this case i is called a forget node).
A given tree decomposition can be transformed into a nice tree decomposition in linear time:
Lemma 27 (Lemma 13.1.3 of [29]). Given a tree decomposition of a graph G that has width ω and O(n) nodes, where n is the
number of vertices of G. Then we can find a nice tree decomposition of G that also has width ω and O(n) nodes in time O(n).
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