Abstract. Time inhomogeneous controlled diffusion processes in both cylindrical and non-cylindrical domains are considered. Bellman's principle and its applications to proving the continuity of value functions are investigated.
of controlled processes. Later on, these results were used in obtaining sharp results as to when the value functions for time-homogeneous processes satisfy the corresponding Bellman's equations. Another result, which is also very close to the results presented in the first part of the paper, is Theorem 2.1 in Ch. V of [4] . However, there are gaps in the original proof of the theorem (the corrected version is to appear in the forthcoming second edition of [4] ) and the conditions under which it is stated are somewhat different from what we want for some applications we have in mind. It is worth noting that in [4] the controlled process is considered up to the first exit time from the closure of a domain, so that if we have two domains with the same closure, the corresponding value functions will coincide. In contrast, we consider exit times from a domain as is usually done in the theory of Markov processes. One of major technical differences of these two settings is that our exit times are lower semicontinuous and the exit times from [4] are upper semicontinuous.
The approach in [4] originated from [11] , where the reader can find also many useful results about the continuity of value functions.
We prove Bellman's principle in Section 1 in a setting more general than in Theorem 2.1 in Ch. V of [4] (see Remark 1.14). Several examples show that under the assumptions in Section 1 value functions can be discontinuous even inside the domains. With additional assumptions, in Section 2 we prove the Lipschitz continuity of value functions in space variables and Hölder-1/2 continuity in time variable, which is one of the main motivation of this paper. In Remark 2.14 we also present our understanding how the statement of Theorem 2.1 in Ch. V of [4] about the continuity of value functions can be corrected. Finally, we derive in Corollaries 1.3 and 2.12 an inequality which we use to prove Theorem 2.17. As we have mentioned above the last theorem plays a major role in investigating the rate of convergence in numerical approximations for Bellman's equations in domains.
The authors are sincerely grateful to the referees for very thorough reading and many suggestions helping improve the presentation.
Bellman's principle
Let A be a separable metric space, A(n) fixed subsets of A, n = 1, 2, ..., such that A = ∪ n A(n), A(n) ⊂ A(n + 1). Let (Ω, F , P ) be a complete probability space, {F t ; t ≥ 0} an increasing filtration of σ-algebras F t ⊂ F which are complete with respect to F , P . Let (w t , F t ; t ≥ 0) be a d 1 -dimensional Wiener process on (Ω, F , P ).
Suppose that the following have been defined for α ∈ A and (t, x) ∈ R × R d : a d × d 1 matrix σ α (t, x), a d-dimensional vector b α (t, x), and real numbers c α (t, x), f α (t, x), and g(t, x). We assume that for every n ≥ 1, on A(n) × R d+1 the functions σ, b, c, and f are Borel, bounded, continuous in (α, x) and continuous in x uniformly with respect to α for each t ∈ R. Moreover, for every n ≥ 1, on A(n) × R d+1 let σ and b satisfy a Lipschitz condition in x with constant not depending on (α, t), and let g be lower semicontinuous and bounded in R d+1 . By A(n) we denote the set of all F r -adapted and measurable in (ω, r) functions α r (ω) on Ω × [0, ∞) with values in A(n). Let A = ∪ n A(n) and let M be the set of all bounded stopping times (relative to {F r }).
For α ∈ A and (t, x) ∈ R d+1 we consider the Itô equation
The solution of this equation is known to exist and be unique. We denote this solution by x α,t,x s following the abbreviated notation adopted in [5] .
For any s ≥ 0, we set
the first exit time of (t + s, x α,t,x s ) from Q:
Observe that, since Q is bounded, τ α,t,x is a bounded stopping time. Define the parabolic boundary ∂ ′ Q of Q as the set of all points (t, x) on ∂Q for each of which there exists a curve (s, y s ), t − ε ≤ s ≤ t, such that ε > 0, (t, y t ) = (t, x), y s is a continuous function, and (s, y s ) ∈ Q, t − ε ≤ s < t. Obviously, if (t, x) ∈ Q, then at s = τ α,t,x the point
where we use common abbreviated notation according to which we put the indices α, t, x at the expectation sign instead of explicitly exhibit them for every object that can carry all or part of them inside the expectation sign. For instance,
The above assumptions and notation will be enforced throughout the paper. Additional assumptions will be pointed out for each particular result.
Observe that, since Q is bounded, v ≥ −N, where N is a constant, and the case v ≡ ∞ in Q is not excluded.
The following Bellman's principle is our first main result of this section. Theorem 1.1. Assume that g ≡ 0 and there is an α ∈ A such that f α ≥ 0 on Q. Then (i) The function v is Borel measurable and v ≥ 0. Moreover, it is lower continuous in Q, that is
(ii) We have
whenever (t, x) ∈Q and for any α ∈ A we are given a stopping time
2) the superscript α at γ α is dropped in accordance with the above stipulation).
Proof. For any γ ∈ M, we set
It is known from [6] (see Theorems 1.1, 2.4 and Lemma 2.2 therein) that, under the conditions of the theorem, w ≥ 0, the function w is Borel, it is also lower continuous in Q, onQ we have
and the process
is a supermartingale on [0, ∞) for any α ∈ A. Therefore, we have
After taking supremum over α ∈ A in (1.4), we reach
Since the right-most term in (1.5) equals v(t, x) by definition, all the inequalities in (1.5) are equalities. To complete the proof of (1.2), it only remains to notice that its right-hand side equals sup α E α t,x ρ γ . Remark 1.2. Since v = 0 on ∂Q (even in Q c ) and v ≥ 0 in Q, the lower continuity of v holds onQ provided that ∂Q has no isolated points because v is continuous along ∂Q being identically zero there.
As a corollary of Theorem 7.4 of [7] (or of the corresponding results in [5] ) and Theorem 1.1 we have the following result before which we remind the reader that Lipschitz continuous functions have bounded first-order generalized derivatives. 
is a locally integrable function on Q ′ . Then
in Q ′ in the sense of generalized functions, that is for any nonnegative
where 
To get a generalization of Theorem 1.1 for g ≡ 0, we need one more assumption of Q. Assumption 1.5. There exists a function ψ ∈ C(Q) such that the first derivatives of ψ with respect to (t, x) and the second derivatives with respect to x are continuous onQ, ψ vanishes on the parabolic boundary ∂ ′ Q of Q and for some α ∈ A, Proof. To exhibit the dependence of v and
Since g is bounded and lower semicontinuous, there exists a sequence of smooth functions g n ↑ g. Also notice that by the monotone convergence theorem
(1.10)
This shows how to obtain (1.2) for g from the same assertion for g n , so that in the proof of (1.2) we may assume that g is a smooth function. Furthermore, since τ = τ α,t,x = 0 if (t, x) ∈ ∂Q, we may assume that (t, x) ∈ Q.
Next, let N > 0 be a number to be chosen later. Owing to Itô's formula and the facts that (t + τ, x
(1.11) Callf α any continuous continuation of
outsideQ. By the way, observe that this is possible because by assumption the derivatives of g and ψ involved above are continuous in
If equality (1.2) holds with
in place of v, f αs , respectively, then by using Itô's formula again one gets (1.2) in its original form. This enables us to assume that g = 0. Due to (1.9), we can choose N sufficiently large such that
2) follows from Theorem 1.1 immediately. This theorem also shows that v is lower continuous in Q at least for smooth g. Then (1.10) implies that v is lower semicontinuous in Q in the general case. The fact that it is lower continuous follows from (1.2) as in the proof of Theorem 2.4 of [6] . The theorem is proved.
Next, we prove a similar result for processes in cylindrical domains. Let D be a bounded domain in R d and T ∈ (0, ∞) a fixed number. Usually one is interested in processes (t + s, x
which is the first exit time of (t + s, x
These two exit times coincide if we take (0, T ) × D as Q and t > 0. However, if t = 0, then the former exit time is zero since the starting point is already outside (0, T ) × D. Psychologically, the value t = 0 looks important and, therefore, in order to allow the process (t + s, x α,t,x s ) to start at points (0, x) and yet have nontrivial objects to deal with, we set
We impose an assumption slightly different from Assumption 1.5.
There exists a function ψ ∈ C(Q) such that the first derivatives of ψ with respect to (t, x) and the second derivatives with respect to x are continuous onQ, ψ > 0 in Q and ψ vanishes on (−1, T ) × ∂D. Condition (1.9) is also satisfied for an α ∈ A.
Observe that in Assumption 1.7 we do not require ψ to vanish on the whole parabolic boundary of Q. The reason is that if the derivatives of ψ are continuous at points on {T } × ∂D and ψ = 0 on {T } × D and (0, T ) × ∂D, then the left hand side of (1.9) is zero on {T } × D and this inequality cannot be satisfied. Remark 1.8. If in Assumption 1.7 the inequality in (1.9) holds only in
then one can modify ψ in such a way that (1.9) holds in Q for the modification. To see that it suffices to note that
and choose λ large enough, which would do the job if
It is also worth noting that Assumption 1.7 does not imply that ∂D is smooth. For instance, if D ⊂ R 2 = {(x, y) : x, y ∈ R} near the origin is described by y > 2|x| and L α ≡ ∆, then near the origin one can take ψ = y 2 − 4x 2 . Proof. As in the proof of Theorem 1.6 we reduce the general situation to the case that g is smooth and then by using Itô's formula to the case
For any ε > 0 and α ∈ A, set
and onQ define v α ε , v ε with f α ε in place of f α . From the definition of v, it is easy to see that v ε → v uniformly onQ as ε ↓ 0. Therefore, it suffices to prove the theorem for function f satisfying an additional assumption:
for an ε > 0 and any α ∈ A.
Our goal is to apply Theorem 1.1. Denotē
Obviously,ψ > 0 in Q and it vanishes on
Therefore, we can choose N sufficiently large such that in Q,
By using Theorem 1.1 and the argument in the proof of Theorem 1.6, we complete the proof of the present theorem.
Remark 1.10. One knows (see, for instance, [5] ) that the optimal stopping problem for controlled diffusion processes reduces to a problem without stopping but with the data c α , f α becoming unbounded in the variable α. Then the above results become applicable to the optimal stopping problem for controlled diffusion processes. This shows usefulness of allowing our data to be unbounded in α
In the following example we present a situation in which b α , f α are unbounded. Example 1.11. Consider the so-called singular stochastic control problem. Let x α t be a process in R d defined by
where w t is a d-dimensional Wiener process and α = α t is a d-dimensional control process such that, for any t ≥ 0, α t is F t -measurable. Moreover, we will allow to take any continuous such process for which
that is we allow processes of locally bounded total variation. Fix a smooth bounded domain D ⊂ R d , a lower semicontinuous bounded function g = g(t, x) on R × R d , and a bounded continuous function f on R d . Assume that for t ≤ T we have to investigate
where τ is the minimum of the first exit time of x t from D and T − t.
The fact that we restrict ourselves to continuous α t allows us to use smooth approximations of α · and do this in such a way that the exit points for the original process and its approximations are close. Obviously, one can approximate process (1.13) by processes of the form
(1.14)
where β ∈ A = ∪ n A(n) and A(n) is defined as the set of jointly measurable F t -adapted processes with values in A(n) = {β ∈ R d : |β| ≤ n}.
It is also clear that
Observe that, due to boundedness and smoothness of D, there is a smooth function ψ = ψ(x) such that ∆ψ = −2 in D and ψ = 0 on ∂D. It follows that Assumption 1.7 is satisfied with α = 0. Therefore, Bellman's principle is applicable in this situation.
From Theorem 1.9 one can extract more information. Indeed, we have ((t, x) -a.e.) with a function whose Lipschitz constant with respect to x is majorated by 1. It follows that in Q (a.e.) the function v coincides with a functionv that is Lipschitz continuous in x with the Lipschitz constant bounded by 1.
We claim that v itself is Lipschitz continuous in x with the Lipschitz constant bounded by 1. To show this take a ε > 0 and define τ α ε as the first exit time of (t, w t + α t ) from Q ε = (−ε, ε) × B ε . Also take a random variable ξ uniformly distributed on [0, 1] and independent of the filtration {F t }. Then, for any δ ≥ 0, δξ is a stopping time with respect to the filtration {F t ∨ σ(ξ)}. We also know that changing the probability space and filtrations does not affect the value function (see, for instance, [5] , [6] ). Set τ
where
Obviously, S εδ v and P εδ f tend to zero as δ ↓ 0 uniformly with respect to (t, x). Also by the lower semicontinuity of v and Fatou's lemma (|v| is bounded)
which along with (1.15) shows that R εδ v → v as δ ↓ 0 on the set of (t, x) such that (t, x) + Q ε ⊂ Q. Now we notice, that obviously the distribution of (δξ, w δξ ) has a density, so that in the definition of R εδ v we can replace v withv which implies that
for all ε > 0 and δ > 0. This and the above prove our claim.
Observe that generally since g is only assumed to be lower semicontinuous, it is easy to see that v need not be continuous inD. Also v need not be continuous in t unless g is continuous in t.
Example 1.12. In Example 1.11 the value function is most likely discontinuous because the data are unbounded. However, Assumption 1.7 does not guarantee, that v is continuous in Q∪∂ ′ Q even if everything is bounded and continuous. To see that, come back to Example 1.4 and let (1.8) describe the dynamics for some control α ∈ A = {1, 2} and the equation dx t = dw t , dy t = dz t (1.16) describe the process response under the other control β, where (w t , z t ) is a two-dimensional Wiener process. Also let f α = f β = 1 and keep g = 0. Then, obviously, v is bigger than the function called v in Example 1.4. Also v(0, x, y) = 0 for (x, y) ∈ ∂B 2 and thus v(0, x, y) is discontinuous at points (− √ 3, ±1). However, as is easy to check the function ψ(t, x, y) = 2(2 − r)(r − 1), r = x 2 + y 2 , satisfies Assumption 1.7 with α = β. Example 1.13. In Example 1.12 the function v is discontinuous only at few points on the boundary. One can modify this example in such a way that Assumption 1.7 is still satisfied and the discontinuities occur inside Q. To show that replace (1.16) with This assumption is not satisfied in Examples 1.4 and 1.12 where g ≡ 0, because otherwise by Itô's formula, we would have v ≤ḡ in Q ∪ ∂ ′ Q and v(0, x, y) would go to zero as (x, y) goes to ∂D.
Lipschitz continuity of v in x and Hölder continuity of v in t
In this section, we show that under certain additional conditions, the function v defined in Section 1 is Lipschitz continuous with respect to x and Hölder 1/2 continuous in t. Both the cases that Q is a general domain and that Q is a cylindrical domain are treated.
For some applications (see, for instance, the proof of Theorem 2.17) it is also convenient to investigate the dependence of v on parameters. Therefore, apart from our basic objects and assumptions introduced in the beginning of Section 1 we suppose that for an ε 0 ∈ [0, 1] and each ε ∈ {0, ε 0 } we are also given
having the same meaning and satisfying the same assumptions as the original σ, b, c, f . The solution of (1.1) corresponding to σ α (ε), b α (ε) will be denoted by x α,t,x s (ε) and the functions v α , v constructed from the new objects by v α (t, x, ε) and v(t, x, ε), respectively. We assume that for ε = 0 the functions in (2.1) coincide with the original ones, so that in our notation
Naturally, the operator L α constructed from σ α (ε), b α (ε), and c α (ε) is denoted by L α (ε) and by τ α,t,x (ε) we mean the first exit time of (t + s, x α,t,x s (ε)), s ≥ 0, from Q. Let λ ∈ [0, ∞), K, K 1 , T ∈ (0, ∞) be constants. The names of the following assumptions contain a parameter ε. This is done in order to have the flexibility of using the assumptions in different settings.
Assumption 2.1 (ε). (i) We have Q ⊂ (−∞, T ) × R
d and inQ we are given a continuous function ψ such that ψ = 0 on the parabolic boundary ∂ ′ Q of Q.
(ii) The functions g(ε) and ψ, their first and second derivatives in x and first derivatives in t are continuous onQ.
(iii) For each α ∈ A on Q we have
Assumption 2.2 (ε). For any α ∈ A it holds that
, α ∈ A, and any (t, x), (t, y) ∈ Q, we have
(ii) For ζ(ε) = ψ, c α (ε), g(ε), f α (ε), α ∈ A, and any (t, x), (t, y) ∈ Q, we have |ζ(t, x, ε) − ζ(t, y, 0)| ≤ K 1 (|x − y| + ε), where, as usual, for matrices σ by |σ| we mean (trace σσ
We start with estimating the moments of the difference of solutions of (1.1) with different initial values.
Theorem 2.4. Let Assumption 2.3(ε) (i) be satisfied for an ε ∈ {0, ε 0 }. Take any p ≥ 0, (t, x), (t, y) ∈ Q, α ∈ A, and a stopping time γ ≤ τ α,t,x ∧ τ α,t,y (ε). Then
Proof. First, we take p ≥ 2. For simplicity of notations, we drop the indices α, t, x, y in what follows. For instance, we denote x r = x α,t,x r . Also set y r = x α,t,y r (ε). By using Itô's formula, we get for
where m s is a local martingale starting at zero. Due to Assumption 2.3(ε) (i), we can choose M = M(p, K) ≥ 1 sufficiently large so that
Upon applying Lemma 7.3 (i) of [9] we get
Since γ is any stopping time ≤ τ α,t,x ∧ τ α,t,y (ε), by Lemma 7.3 (ii) of [9] we conclude that
for any δ ∈ (0, 1/2). It only remains to observe that when p runs through [2, ∞) and δ through (0, 1/2), the product pδ covers (0, ∞).
By using (1.11) we come to the following.
Lemma 2.5. Let Assumptions 2.1(ε) and 2.2(ε) be satisfied for an
Theorem 2.6. Let Assumption 2.1(0) and 2.2(0) be satisfied. Take an ε ∈ {0, ε 0 } and suppose that Assumption 2.1(ε), 2.2(ε), and 2.3(ε) are satisfied. Then there are constants N depending only on K,
and M depending only on K such that for any (t, x), (t, y) ∈ Q ∪ ∂ ′ Q, we have
Proof. Owing to Lemma 2.5 we may concentrate on points inside Q. Fix (t, x), (t, y) ∈ Q, and for any α ∈ A and s ≥ 0 set
This notation will allow us to use our agreement about indices with which we provide the expectation sign. By using Theorem 1.6 with
4) where
αs (t + s, x s )e −ϕs ds − f αs (t + s, y s , ε)e −φs ds,
By using the inequality |e a − e b | ≤ e a∨b |a − b| and Assumption 2.3 we obtain f αs (t + s, x s )e −ϕs − f αs (t + s, y s , ε)e
where µ is any constant ≥ 0. Upon applying Theorem 2.4, we get
To estimate I 2 , we notice that either (t + γ, x γ ) or (t + γ, y γ ) is on ∂ ′ Q. Due to Lemma 2.5, in the first case
Similar argument is valid in the second case. Thus, by Theorem 2.4, for any α ∈ A we have
After combining (2.4), (2.5), and (2.7), we obtain (2.3) with M + 2 in place of M. 
In particular, if g and ψ are Hölder-1/2 continuous in Q ∪ ∂ ′ Q with respect to t, so is v.
Proof. Observe that if both points (s, x) and (t, x) are on ∂ ′ Q, then the left-hand side of (2.9) is less than the first term on the right and there is nothing to prove. However, if one of them is in Q then one can slightly move x in such a way that they both fall into Q and by Theorem 2.6 this leads to insignificant modification of the left-hand side of (2.9). We see that it suffices to concentrate on (s, x), (t, x) ∈ Q.
After that we assume that t ≤ s and set γ α,t,x = (s − t) ∧ τ α,t,x . Note that by Bellman's principle and Itô's formula (as usual we drop indices α, t, x of objects behind the expectation sign)
so that by Theorem 2.6
Furthermore, well known estimates of stochastic integrals combined with the assumption that σ and b are bounded and that
Next, according to Lemma 2.5, we have (
s − t is proved similarly by considering v − g − K 1 ψ and noting that this function is negative on Q. The theorem is proved.
Next, we consider the case that
under weaker assumptions on the boundary data. Let D be a bounded domain, ψ(t, x), g 1 (ε) = g 1 (t, x, ε), and g 2 (ε) = g 2 (x, ε) be functions onQ.
Assumption 2.8 (ε). (i)
The functions g 1 (ε) and ψ, their first derivatives with respect to (t, x) and the second derivatives with respect to x are continuous onQ, ψ > 0 in Q and ψ vanishes on (−1, T ) × ∂D.
Observe that
Itô's formula immediately yields the following.
Lemma 2.9. Let Assumptions 2.8(ε) and 2.2(ε) be satisfied for an ε ∈ {0, ε 0 }. Then on Q ∪ ∂ ′ Q we have
The following theorem can be proved in almost the same way as Theorem 2.6 is proved. By "the assertion of Theorem 2.6" in Theorem 2.10 we mean what follows "Then" in the statement of Theorem 2.6. Similarly Theorem 2.13 should be read. Theorem 2.10. Let Assumptions 2.8(0), 2.2(0) be satisfied. Take an ε ∈ {0, ε 0 } and suppose that Assumptions 2.8(ε), 2.2(ε), and 2.3(ε) are satisfied if in Assumption 2.3(ε) we replace g with g 1 , g 2 . Then the assertion of Theorem 2.6 holds true again.
Indeed, we can reproduce the proof of Theorem 2.6 except that we use Theorem 1.9 in place of Theorem 1.6 and while estimating I 2 instead of (2.6) write
where as before the first term on the right is less than the last term in (2.6) and the second one is majorated by I γ=T −t times
Remark 2.11. In Theorem 2.10 we require ψ to satisfy Assumption 2.2 in Q. As in Remark 1.8 one shows that we actually need this assumption only near (−1, T ) × ∂D.
Using Theorem 7.4 of [7] (or the corresponding results in [5] ) and the above results immediately yield the following.
Corollary 2.12. Suppose that the assumptions of Theorem 2.10 or Theorem 2.6 are satisfied with ε = 0. Then, for any α ∈ A, (1.7) holds true in Q in the sense of generalized functions, that is for any
Our next result is about the Hölder continuity of v in t.
Theorem 2.13. Under Assumptions 2.8(0), 2.2(0), and 2.3(0) suppose that (2.8) holds for any α ∈ A in Q. Then the assertions of Theorem 2.7 are valid with g 1 in place of g in (2.9) and v is Hölder-1/2 continuous in Q ∪ ∂ ′ Q with respect to t.
The proof of this theorem follows that of Theorem 2.7 almost word for word, of course, we replace g with g 1 in that proof.
In the following remark we state an analog of one of the assertions of Theorem 2.1 in Ch. V of [4] . As everywhere in the article we are in the framework introduced in Section 1.
Recall that until this point the continuity in t has not been assumed for σ, b, c, f . − χ(t, x)D i (a α ) ij (t + δ 2 r, x + δy) +(a α ) ij (t + δ 2 r, x + δy)D i χ(t, x) D j v δ (t, x) dtdx ≤ 0.
We substitute here χ(t + δ 2 r, x + δy) in place of χ(t, x) and change variables (t + δ 2 r, x + δy) → (t, x) to find that for any fixed r ∈ (−1, 0) and |y| ≤ 1 and nonnegative χ ∈ C ∞ 0 (Q(δ)),
After multiplying (2.16) by ζ(r, y), integrating with respect to (r, y) and using Fubini's theorem, we reach
(2.17) Since u δ is smooth and χ ∈ C ∞ 0 (Q(δ)) is an arbitrary nonnegative function, after one more integration by parts, inequality (2.17) implies (2.11).
The theorem is proved.
