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Abstract. We report on a measurement of the ratio of the 
strong coupling constants es(Mzo) for various data 
samples with different quark flavour compositions ob- 
tained from e+e-  annihilation at LEP. We select events 
with muons, electrons, and D *• mesons from charm and 
bottom decays, events with highly energetic K ~ mesons 
originating predominantly from strange quarks, and 
events with highly energetic stable charged particles from 
a combination of up, down and strange quarks. From 
the jet production rates in these events we obtain from 
these samples the relative value of c% for the individual 
quark flavours as 
b c 
~s -1.017__+0.036, es -0 .918•  
udsc  O~ s O~ uds  b 
s uds  
0% --1.158• 0% --1.038__+0.221, 
with quadratically combined statistical and systematic er- 
rors. We also compare the 0% values for quarks of dif- 
ferent weak isospin, charge and generation. No evidence 
for a dependence of as on any of these quark properties 
is observed. Finally, combining all samples and deter- 
~s/~s ratio for each flavour, we do not find mining the f incl 
any dependence of the strong coupling constant on fla- 
vour. 
1 Introduction 
Within the Standard Model, the electroweak interaction 
couples to the flavour of quarks, but it is blind with 
respect o the colour charge of quarks. Conversely, the 
strong interaction is sensitive to colour, but is blind with 
respect o the quark flavour. Measurements of the elec- 
troweak couplings of the various quarks show agreement 
with the Standard Model expectations [1]. However, ex- 
perimental tests of the universality of the strong couplings 
are scarce. The strong coupling strength of different quark 
species may be obtained for example from quarkonium 
states [2] or bottom production at p/5 colliders [3]. The 
results are found to be consistent with the expectation of 
flavour independence. 
Gluon bremsstrahlung in e+e - collisions offers an- 
other way of testing the flavour independence of the 
strong interaction. The rate of gluon emission in events 
of known flavour, f, is a measure of the gluon coupling, 
~{, to a specific quark. First measurements of the cou- 
pling strengths of charm and bottom quarks, 0~ and 
b 0q, were performed at Eom~35 GeV [4]. The attained 
precision of 10-50% was limited by the low statistics of 
flavour tags and residual kinematical effects from the 
heavy bb system. These limitations may be overcome in 
the study of hadronic decays of the Z o, providing a large 
event sample at higher Ecru and a much reduced bias from 
heavy quark masses. First results at the Z ~ on bottom 
quarks were published in [5]. 
In this paper we select four data sets of different fla- 
vour compositions. Together with the results from inclu- 
sive hadronic Z o decays this allows a comprehensive study 
of the ~s value for the different flavours. 
This paper is organised as follows: in Sect. 2 we sum- 
marise the features of the OPAL detector that are im- 
portant for our analysis. In Sect. 3 we describe the se- 
lection of flavour-enriched data samples. In the following 
section we present our method to determine es from these 
samples and a general discussion of the systematic studies 
specific for this analysis: the flavour composition and the 
tagging biases. In Sect. 5 we consider these uncertainties 
in detail for the various data samples. The relative ratios 
of as for different flavours or combination of flavours 
are determined from these samples in Sect. 6. In Sect. 7 
we present a complementary analysis, which is not based 
on dedicated event samples but on a maximum likelihood 
fit applied to the complete vent sample. The fit proce- 
dure to combine the results from the different data sam- 
ples, the estimate of the flavour composition of samples 
with enriched light quark fraction, and the likelihood 
analysis are discussed in detail in the appendices. 
2 The OPAL detector 
The data for this analysis were collected with the OPAL 
detector at the e+e - storage ring LEP in 1990 and 1991 
at centre of mass energies E~m between 88.98 and 
94.28 GeV around the Z ~ pole. The integrated luminosity 
is about 21 pb-1. 
The OPAL detector is described in detail in [6]. The 
important components for this analysis are the central 
tracking chambers, the electromagnetic calorimeter sys- 
tem and the muon detection system. 
The system of central tracking chambers i embedded 
in a solenoidal magnetic field of 0.435 T. It consists of a 
vertex chamber, a large volume jet chamber and, for polar 
angles* of I cos 01 < 0.72, chambers giving precise meas- 
urements of the z coordinate of tracks ('z chambers'). In 
total they provide up to 183 space points per charged 
particle. The resolution of the measurement of the 
transverse momentum Pt with respect o the beam axis 
is ~Pt/Pt=]/0.0202 + (0.0015-pJ[aeV/c]) 2. The jet 
chamber consists of 24 sectors equally spaced in q~. Planes 
of anode wires in the centre of each of the sectors provide 
measurements of drift time and ionisation due to charged 
tracks. The latter yield a specific energy loss precision 
O(dE/dx)/(dE/dx) of 3.8% that is used for particle 
identification [7]. 
The barrel part of the electromagnetic calorimeter is
located behind the magnet coil and covers polar angles 
of I cos 01 < 0.82. It consists of 9440 lead glass blocks of 
a typical depth of 24 radiation lengths each subtending 
40 • 40 mrad 2. The two endcap calorimeters each consist 
* The OPAL coordinate system is defined with positive z being 
along the electron beam direction, 0 and q~ being the polar and 
azimuthal ngles respectively 
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of 1132 lead glass blocks and cover the angular anges 
from 0.81 < I cos 0] < 0.98. In front of the barrel part of 
the lead glass calorimeter, behind about two radiation 
lengths of material due to the tracking chambers and the 
coil, is a presampler consisting of 16 double-planed cham- 
bers of limited streamer tubes with both wire and cathode 
strip readout. 
The barrel and endcap muon chambers of the muon 
identification system cover polar angles of I cos 01 < 0.98. 
Most of this solid angle is covered by at least hree planar 
drift chambers that measure the position and the direc- 
tion of traversing particles. The spatial resolution for the 
barrel is better than 1.5 mm in the azimuthal direction 
and better than 2 mm in the z direction. In the endcap 
region, 0.67 < lcos  0] < 0.985, the resolution is about 
1 mm in the plane perpendicular to the beam. The ma- 
terial in front of these muon chambers corresponds to a 
minimum of seven interaction lengths ( > 1.3 m of iron). 
Less than 0.1% of all pions pass through the iron without 
interacting. 
3 Data sample 
The flavour-enriched data samples are obtained in two 
steps. Hadronic decays of the Z ~ are first selected using 
the criteria described in [8]. We retain 503 195 events. 
These events include contributions from z+r - of 
0.11 __ 0.03% and hadronic events from ~), scattering of 
less than 0.5%. 
In a second step we apply tagging criteria to obtain 
data samples with a high fraction of a specific quark 
flavour. For bottom quarks we use electrons and muons 
from semileptonic decays of b hadrons. They have a high 
transverse momentum with respect o the b hadron be- 
cause of the high b quark mass. Charm quarks are se- 
lected by the reconstruction ofD * mesons. Requiring the 
D* mesons to be highly energetic selects charm quark 
events. Similarly, we use highly energetic Ks ~ mesons to 
tag primary strange quark events. Highly energetic 
charged particles are used to enrich events of primary 
light quark flavours, u, d and s. These selection criteria 
are only imposed on events for which the detector com- 
ponents essential for the particular tagging procedure are 
fully operational. As a result he inclusive hadronic event 
samples from which we select flavour-enriched samples 
depend slightly on the tagging requirements. The iden- 
tification of each species of the tagging particles is de- 
tailed in the OPAL publications [9-12]. For the flavour- 
enriched samples we require the tag particles to be in the 
region of I cos 01 < 0.7. 
In order to study the influence of detector effects, cuts 
and hadronisation we use a Monte Carlo (MC) sample 
of 599 397 JETSET [13] events optimised to describe 
measured global event shape distributions [14]. A de- 
tailed simulation of the OPAL detector [15] is applied to 
these vents. To overcome limitations from limited Monte 
Carlo statistics we use in addition special Monte Carlo 
samples of one particular flavour that fulfill the appro- 
priate tagging conditions. 
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In the following sections we will give the fraction of 
the dominant flavour for each of the samples. The flavour 
composition is summarised in Table 1 and will be dis- 
cussed in detail in Sect. 4.3. 
3.1 Selection of events with enriched bottom quark fraction 
To obtain samples with an enriched bottom quark frac- 
tion we select events with electrons and muons having a 
large momentum and transverse momentum with respect 
to the associated jet axis. These requirements are identical 
to those used in OPAL studies on the electroweak prop- 
erties of bottom quarks [9, 10]. To further suppress con- 
tributions from Z ~ decays into r paris, we require at least 
eight well-measured charged tracks in the event. 
3.1.1 Selection of  events with muon candidates. The muon 
identification requirements follow the OPAL publication 
[9]. A good central detector track is considered as a muon 
candidate if its extrapolation precisely matches a track 
segment found in the muon chambers. In addition to the 
quality cuts for the tracks in the central detector we re- 
quire for the muon candidate: 
9 hits in the z chambers, 
9 a momentum of p > 4 GeV/c, 
9 a transverse momentum Pr  with respect o the asso- 
ciated jet axis of PT > 1 GeV/c. Jets are reconstructed 
with the JADE algorithm [16] using well-measured tracks, 
including the muon candidate, and unassociated clusters 
of energy deposition in the electromagnetic calorimeter. 
The jet pair mass cut-off of the jet finding algorithm is 
taken to be 7 GeV/c 2, which is optimised to give a good 
approximation of the bottom hadron direction. 
We retain 5254 events, in fair agreement with the Monte 
Carlo expectation of 5401 __ 64. A fraction of about 86% 
of these events is estimated to originate from bottom 
quarks as will be described in Sect. 4.3. 
3.1.2 Selection of events with electron candidates. The 
electron identification requirements follow the OPAL 
publication [10]. To select electron candidates we start 
by considering only tracks with 
9 z chamber hits, 
9 a momentum p > 2 GeV/c, 
9 a transverse momentum with respect o the associated 
jet axis ofPT > 0.8 GeV/c, where the jet is defined in the 
same way as for the muons. 
The electron identification is based on the dE/dx  meas- 
urement in the jet chamber, the pulse height of a cluster 
in the presampler associated with the track, the agreement 
of track momentum and its associated energy deposition 
in the lead glass calorimeter, and the lateral spread of the 
energy deposition. 
We retain 5778 events with electron candidates. Mostly 
due to an imperfect simulation of the electromagnetic 
calorimeter and presampler response, the Monte Carlo 
predicts a larger sample of 6864 __ 71 events. This differ- 
ence between data and simulation has no effect on the 
analysis ince only distributions normalised to the nttm- 
ber of electron candidates are used. We estimate that 
about 87% of the events containing tagged electrons are 
from bottom decays as will be described in Section 4.3. 
3.2 Selection of  events with enriched charm quark fraction 
To obtain a sample of enriched primary charm quarks, 
we select highly energetic D *+ 's*. The D *+ is identified 
using the decay chains D*+--*zc~ +D O and D~ - rt + 
as described in [11]. In addition, D~ - z~2 +re ~ decays 
are used without identifying the re ~ These latter decays 
lead to a 'S O satellite peak enhancement' in the Kzc 2 in- 
variant mass around 1.6 GeV/c 2. The energy of the D * 
is given by the sum of the energies of Tgl, K, and ~2 o 
Imposing fight requirements on the track quality as 
defined in [11], we search for a combination of three 
I .OPAL 4 ' '  I ' ' '  I ' ' ' I / (a) 3.5 
3 [" measured ata ~ ,  
..J- MC simulation I, ~ I 
2-5~ I~M c/b in MC sire" 
1.5 
1 
0.5 
0 
1.5 1.6 1.7 1.8 1.9 2 
M(K~ 2) [6eV/c21 
OPAL b) I ' I ' I 
15~- 9 measured ata I . T~t  
...[" MC simulation 
12.5 
10 
7.5 
, ~1  , I , I , 
0.4" '0.425' 0.45 ' 0.475 ' 015 0.525 0.55 0.575 0.6 
M(nn) [GeV/c z] 
Fig. 1. a Invariant Kn= mass for x=lx, 2 > 0.4 and 0.143 GeV/c  2 
< AM < 0.148 GeV/c  2 with AM= M(n~ Kn~)- M(Kn2). Shown 
are the measurements (points with error bars), the expectation from 
Monte Carlo simulation (histogram), and the expected contribution 
from charm and bottom events (hatched area). The arrows indicate 
the selcted mass ranges, b Invariant n + n - mass spectrum after cuts 
for a secondary vertex (see text). Shown are the measurements 
(points with error bars)  and the expectation from Monte Carlo 
simulation (histogram) 
* Throughout his paper, when a specific particle or decay chain 
is considered, the charge conjugate particle or decay is also implied 
charged particles with properties expected for a 
D*+--*rc+K-zr + (re ~ decay: 
9 Two particles of opposite charge are combined and 
their invariant mass is calculated assuming a K and ~, 
where in turn each of the particles is considered to be a 
kaon. The mass of the combined system has to be con- 
sistent with the D o mass (1.79GeV/cZ<M(Krc2) 
< 1.94GeV/c 2) or the S o enhancement (1.52GeV/c 2 
< M(Krc J  < 1.72 GeV/c2). 
9 We then search for a third particle of the same 
charge as the ~2 such that the criterion 0.143 GeV/c  2 
<AM<O.148GeV/c  2 is fulfilled, where AM= 
M ( rc 1 Kzc2) - M ( Kr~2). 
The background is largely reduced by requiring in ad- 
dition: 
9 Icos0*[ <0.8 for xD,=2E, . /E~<0.5  and 
]cos 0* I < 0.9 for xz~. > 0.5, where 0 * is the angle be- 
tween the K momentum vector in the D o rest frame and 
the D O momentum vector in the laboratory frame. 
To increase the purity of charm quark events we demand 
x D. > 0.4. The final sample consists of 816 events in good 
agreement with the 773 + 24 D * candidates predicted from 
simulation studies including detector effects. The charm 
content of the sample is estimated to be 59%. 
In Fig. la  we show the K~ 2 invariant mass distribu- 
tion after applying the cut on AM and X~IK~ 2> 0.4. The 
hatched area is the expected contribution from primary 
charm and bottom quark events. 
3.3 Selection of events 
with an enriched strange quark fraction 
Strange quarks are enriched by selecting events with a 
highly energetic K ~ mesons ofx/c ~ = 2 EKso/Ecm > 0.4. The 
K ~ identification follows the analysis presented in [12]. 
Pairs of oppositely charged tracks each with a polar angle 
of I cos 01 < 0.7 are combined to find secondary vertices. 
In the plane orthogonal to the beam direction this vertex 
has to be at least 1 cm away from the beam axis. To 
increase efficiency, we drop the d o requirement on the 
pion tracks made in [12] for decay vertices inside the 
tracking chambers. Here d o is the distance of closest ap- 
proach to the nominal beam axis in the plane orthogonal 
to the beam axis. Assuming each track to be a pion, we 
accept wo particle combinations with an invariant mass 
of _ 30 MeV/c 2 around the nominal Ks ~ mass. 
We find 1208 events containing such a K ~ candidate, 
in good agreement with the Monte Carlo expectation of 
1160 • 30 events. As listed in Table 1, about 54% of the 
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K~ are expected to originate from primary strange 
quarks. The observed K ~ signal is shown in Fig. 1 b to- 
gether with the Monte Carlo expectation. 
3.4 Selection of a sample 
with an enriched light quark fraction 
Although charm and bottom hadrons have a hard frag- 
mentation function, their decay products have only small 
or moderate values of x=2E/Eom. Highly energetic 
charged pions, kaons, and protons are expected to 
originate predominantly from primary u, d and s quarks. 
This property has been used previously at lower centre 
of mass energies [17] to enrich light flavours. 
For our analysis we use particles with x in the range 
0.70 < x < t.07. The upper limit corresponds to a one 
standard deviation momentum resolution for a particle 
of x = 1. We require at least eight well-measured charged 
tracks in the event o further suppress contributions from 
Z ~ decays into z pairs. Additional tight cuts on the track 
quality are imposed to reject tracks that are poorly mea- 
sured. The effect of these cuts is studied with tracks with 
an unphysical apparent x > 1.25. We find 1738 such 
tracks in a sample of 503 195 hadronic Z ~ decays. These 
are largely suppressed by the following additional re- 
quirements: 
9 at least 135 hits in the jet chamber, 
9 a )c2/dof < 2.0 for the track fit in the plane transverse 
to the beam direction, 
9 hits in the z chambers, and 
9 I~ - ~b a~ode I > 1 ~ where q~ is the azimuthal angle with 
respect o the beam axis and ~/)anode is the angle of the 
closest anode wire plane in the jet chamber. 
After these cuts in the data only 19 tracks with x > 1.25 
are retained compared to 35.5 __ 5.3 tracks in the Monte 
Carlo simulation. The 'high x sample' with 0.7 < x < 1.07 
contains 2653 events, more than the 2430 _+ 44 events ex- 
pected from the Monte Carlo prediction which may be 
due to a smaller amount of resonance production at high 
x in the data (Appendix B). The content of u, d and s 
quarks in the sample is estimated to be 89%. 
4 Outline of the experimental analysis 
4.1 Method of o% determination 
The flavour-enriched samples obtained in Sect. 3 are 
analysed for the amount of gluon radiation to determine 
the relative values of es for different flavours. 
Table 1. Flavour composition of the tagged samples. Details on the determination f the composition may be found in Sect. 4.3 
Flavour p sample e sample D * sample Ks ~ sample High x sample 
u 2.2• 1.3• 4.5• 8.7• 30.1• 
d 2.2• 1.3• 4.5• 15.8• 28.7• 
s 2.2• 1.3• 4.5• 53.6• 30.6• 
c 7.6• 9.6• 59.1• 16.0• 3.7• 
b 85.8• 86.5• 27.4• 5.9• 6.9• 
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In previous determinations of as from inclusive had- 
ronic e + e- annihilation events, a large variety of varia- 
bles have been used. Not all of them are well suited for 
our purposes. Since our tagging procedure selects jets 
with a special internal structure, some variables may be- 
come strongly biased. We choose to determine a s from 
the fraction of 2-jet events R 2 (y) with y = M~/E2s ,  which 
is relatively insensitive to the internal jet structure. We 
adopt he JADE jet finder [16] with the E0 scheme, which 
is known to have small hadronisation corrections. Here 
M u = 2 E i Ej  (1 -cos  a) where Ei, Ej  are the energies of 
the two jets i and j and a is the angle between them. Jets 
are constructed from all well-measured tracks and clus- 
ters in the electromagnetic calorimeter that are not as- 
sociated with a track in the central chambers. Evi s is the 
energy sum of these tracks and clusters. The association 
of a cluster to a track is based on the match of the ex- 
trapolated track coordinates at the entrance of the cal- 
orimeter to the cluster coordinates. This match is required 
to be better than 80 mrad in q~ and 150 mrad in 0, if the 
cluster is in the barrel, or 50 mrad in both q~ and 0, if it 
is in the endcap. 
Following the OPAL analysis of inclusive hadronic 
events [18] we use the differential 2-jet distribution 
R 2 (y) -- R 2 (y - Ay)  
D2(y ) = (1) 
Ay 
This is the distribution of the y at which 3-jet events turn 
into 2-jet events; therefore, each event contributes only 
once to the D 2 distribution. The experimental results are 
fit using an cY(a{) QCD calculation [19] with as as a 
free parameter. In orde~ to minimise the residual effects 
of higher order corrections in as and of kinematical biases 
described in the following section, we restrict he as de- 
termination to the region of y > 0.04, and, depending on 
the sample size, to y > 0.16-0.20. 
The absolute value of a~ as obtained from inclusive 
hadronic Z 0 decays depends ignificantly on ambiguities 
from the renormalisafion scale and on the treatment of 
the hadronisation correction. We find these effects to be 
similar for all flavours, however, and they therefore result 
in small uncertainties in the relative values of a s of dif- 
ferent flavours, as detailed in Section 6. 
4.2 Correction procedure 
To test the flavour dependence of as, the flavour com- 
positions of the observed D 2 distributions have to be 
taken into account and the D 2 distributions have to be 
corrected. In this section we present he general proce- 
dure. For simplicity we start by discussing the correction 
for the case of one sample and one particular flavour f .  
In the next section, we will apply this to the selected 
samples and study their specific biases. The final analysis 
generalises this method by combining all samples using 
the corresponding flavour composition. The procedure is 
detailed in Appendix A and the results are given in Sect. 6. 
In brief, the observed ifferential 2-jet rate D2 y'~ is 
corrected to the parton level" with the JETSET QCD 
* The parton level is defined at the end of the parton shower before 
the hadronisafion with a parton virtuality of Qo = 1 GeV 
shower model [13] and a detailed simulation of the OPAL 
detector using 
9 the shape of the r~compl distribution of the flavours ~2,  MC 
complementary to f to subtract heir contribution from 
the observed ifferential 2-jet rate. The total fraction and 
the flavour composition of the complementary flavours 
are taken from Table 1; 
9 bin-by-bin corrections for the biases due to the tagging 
and background reduction cuts and the effect of initial 
state radiation; 
9 a matrix c f  (y;, y j) representing the migrations from 
the 'true' Yi on the parton level to the measured yj taking 
into account detector distortions and hadronisation 
effects. 
The correction factors and the correction matrix are com- 
bined into a single correction matrix C f (yi, y j )  that is 
applied to the observed ifferential 2-jet rate D(  ~ (as 
described in detail in Appendix A): 
PLot(y,) 
=~, Cf(yi, yj)[Df, ObS(yj) / ) compl / , ,  al -  2,MC J , "  (2 )  
J 
The optimised parameters of the JETSET model used for 
the detailed simulation of hadronic events are based on 
the Lund symmetric fragmentation function [20] for all 
quark flavours, whereas recent analyses of the lepton 
spectrum from bottom decays and of the energy spectrum 
of D* mesons indicate that the fragmentation function 
of Peterson et al. [21] better describes the data. We ac- 
count for this by rescaling the simulated lepton momen- 
tum spectrum (compare quations (15), (16) in Appendix 
A). In addition, to estimate systematic uncertainties due 
to the modelling of heavy quark decays we consider the 
decay model of Altarelli et al. (ACCMM) [22]. This model 
is found to be in good agreement with the measured lep- 
ton spectra in charm and bottom decays as measured by 
DELCO [23] and CLEO [24], respectively. 
4.3 The flavour composition 
To evaluate the flavour composition of the/~ and e sam- 
ples, three classes of lepton assignments have to be con- 
sidered: (i) hadrons that are misidentified as leptons, (ii) 
leptons from secondary decays uch as K + --*/~ +v or pho- 
ton conversions into electron pairs, and (iii) leptons from 
either charm or bottom decays. For this analysis we adopt 
flavour compositions obtained from previous OPAL 
studies [9, 10]. As discussed there, the first component, 
(i), is mainly estimated from the data by using the re- 
dundancy of electron and muon identification properties 
in the OPAL detector, and by using test samples uch as 
identified 9 decays or charged pions from K ~ decays. For 
(ii), the energy loss measurements (for/z and e) and the 
identification efficiency of photon conversions in the MC 
simulation is used. The contributions from charm and 
bottom quarks are determined from simulation studies 
assuming the measured production and decay properties 
[23, 24] of charm and bottom hadrons. For the ~ and e 
samples we assume the background from u, d, s quarks 
each to be the same and we account for this assumption 
in the error. 
The reconstruction fD *'s leads to an enrichment of 
events from charm and bottom quarks, with some light 
quark contributions due to combinatorial background. 
Also in this case we use the flavour composition deter- 
mined in a previous OPAL study [11]. It is listed in 
Table 1. The combinatorial background is determined in
this study from both the upper sideband in the invariant 
mass and from wrong-sign charge combinations. The 
fraction of D*'s from bottom and charm quarks is de- 
termined from the knowledge of the respective fragmen- 
tation functions, the measured ecay branching ratio 
B--*D*+X and the Standard Model partial widths of 
Z~ bb. For the D* sample we again assume the 
background from each light flavour to be the same and 
we account for this assumption i the error. 
To obtain the flavour composition of the Ks ~ and high 
x samples, we use the predictions from JETSET [13] and 
the HERWIG [25] model in its default version and with 
a modification of the hadronisation part denoted by 
HERWIG(mod) [26]. In this cross check we use a double 
tag sample that is obtained by dividing each event into 
two hemispheres with respect o the thrust axis. As dis- 
cussed in the next paragraph, events with a tag in both 
hemispheres allow the estimation of the contribution from 
bottom quarks. As discussed in Appendix B, the fraction 
of charm quarks can be estimated from the measured 
fragmentation function and decay properties of charmed 
hadrons. The light quark composition relies on QCD 
shower models. Using measurements of charge correla- 
tions at high x and of the yield of tagged events, severe 
constraints on MC model parameters are obtained and 
the flavour composition can be estimated with reasonable 
precision. We find that the HERWIG model prediction 
in its default version does not agree with the data. How- 
ever, HERWIG(mod) and JETSET are in good agree- 
ment with the data (see Appendix B). For definiteness, 
JETSET is used to obtain the estimated flavour com- 
position of the K ~ and high x samples. 
We study double tagged events to cross check the as- 
signed flavour composition with data. The number of 
these events in the data and those expected from Monte 
Carlo simulation are listed in Table 2. These double tags 
are checked, e.g. by visually inspecting the high x double 
tags for r background. We scale the numbers of the elec- 
tron sample down by the ratio of total electron candidates 
in data and simulation. With the exception of the lepton 
yield in the K ~ and the high x sample, the agreement 
Table 2. Number of events where both hemispheres with respect o 
expectation from Monte Carlo simulation 
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between data and expectation is better than 2.5 standard 
deviations. The sum of muons and electrons in the high 
x and K ~ samples i  lower in the data than in the Monte 
Carlo: 7 and 8 events are observed, but 26.2 and 17.2 are 
expected. This may indicate an overestimate of the bot- 
tom content in these samples. At 90% confidence l vel, 
this implies less than 6.2% events from bottom quarks in 
the K ~ sample, and 4.9% in the high x sample, respec- 
tively. For Table 1 we assume the bottom fraction to be 
the average of the fraction seen in the double tag events 
and the expectation from the JETSET simulation. For 
their uncertainties we assign half of the difference. 
The lower efficiency of the D * reconstruction renders 
the results for the charm contribution less significant. 
Currently, the results provide only a consistency check 
with the model. With more statistics they will allow a 
more precise knowledge of the flavour composition of 
the various samples. 
The resulting estimates of the flavour composition of 
the selected samples are listed in Table 1. 
4.4 Biases from the tagging procedure 
The procedure to flag events of a certain flavour may 
itself imply important biases on the observed D 2 distri- 
bution. There exist essentially two kinds of biases pecific 
to the flavour tag: those due to the kinematical bias, and 
those due to the particle content of tagged jets. Quali- 
tatively their effects may be understood as follows: 
To tag a flavour we require either a high x or a large 
p and Pr particle. Both of these conditions lead to a 
kinematical bias on the events classified as 3-jet events. 
Selecting particles with high energy Xtag=2Etag/Ecm 
reduces the phase space for gluon emission. Since, for 
massless particles, the mass of the recoiling hadronic 
system is given by m2coil=EL(1--Xtag), one finds 
Yre~oil'~ 1 --Xtag. Hence, a large value of Xtag leads to a 
depletion of events with large values of y. On the other 
hand, requiring ahigh transverse momentum ofa particle 
with respect o the jet axis leads to a bias towards 3-jet 
events. 
The effect of these biases is studied in the following 
section for the various samples with the JETSET model 
without detector simulation. We quantify the kinematical 
bias for a certain flavour f using the ratio 
Rf  n (y )  = D2 f, tag (y)/Df(y ). (3) 
Here D f is the D 2 distribution of all events of flavour f
and Of  'tag the corresponding distribution after imposing 
the thrust axis contain a tag. The numbers in brackets give the 
Sample /~ sample e sample D * sample Ks ~ sample High x sample 
sample 75(74.7) 146(156.0) 7(6.3) 6(9.4) 5(14.9) 
e sample 84 (93.5) 5(7.8) 2(7.8) 2(11.3) 
D* sample 2(0.7) 4(1.4) 2 (1.4) 
Ks ~ sample 1(2.2) 1 (5.4) 
High x sample 14 (3.8) 
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the kinematical tagging requirement. We assume in this 
study that all particles (including neutrinos) can be re- 
constructed. 
The presence of a flavour tag sometimes biases the 
quark jets to contain particles that are not fully taken 
into account in the jet reconstruction. Examples are neu- 
trinos from semileptonic charm and bottom decays, which 
are not measured at all, or K~ in strange and heavy 
quark events that contribute only part of their energy to 
the reconstructed jet energies. We find that this leads to 
a systematic increase in the 3-jet rate. As a result, the D 2 
distribution is flatter. 
We study this bias on the generator level with the ratio 
R f  .... (Y) ---- ~2/~ f '  tag, missing E (y ) /O2 f, tag (y ) .  (4 )  
Here "-'2nf'tag'm~ssingE is the D 2 distribution for a certain 
flavour f after applying the tagging procedure but not 
using v's, K~ and neutrons for the jet reconstruction. 
For purposes of illustration we will discuss in Sect. 5 
these two kinds of biases separately without considering 
detailed etector effects. Note that the final corrections 
presented inSect. 5 which are used in the as determination 
in Sect. 6, are obtained from a Monte Carlo simulation 
including a detailed escription of the response of the 
particles in the detector, i.e. properly taking into account 
the energy depositions of K~ and neutrons in the lead 
glass calorimeter. In the following section we apply these 
corrections to the measured D 2 distributions and discuss 
the effects of the kinematical cuts and the 'unseen' par- 
ticles for each event sample. 
5 The differential 2-jet rates for individual flavours 
As a first step towards a global determination f as from 
the measured D2 distributions for different flavours, we 
will discuss in the following sections each flavour- 
enriched sample separately. We correct each of the data 
samples to represent just one flavour (see (17) and (18) 
in Appendix A). We determine the differential 2-jet rate 
for bottom quarks Dzb(y) from the p and e samples, 
D2 ~ (y) for charm quarks from the D * sample, D; (y) for 
strange quarks from the Ks ~ sample, and D~ a~ (y) for a 
combination of light flavours from the high x sample. 
Contributions from the other samples are subtracted ac- 
cording to the discussion in Appendix A. In this section 
we will address the basic problems and biases relevant 
for the specific samples and flavours. The discussion of 
each sample in the following sections will start by showing 
the uncorrected distribution D~ ag in terms of 
tag __ tag all R . . . .  (Y ) -D2  (Y)/D2 (Y), (5) 
where D~ 1 is the distribution of all hadronic events cor- 
rected for detector effects, acceptance and hadronisation 
[18]. We will then consider the two principal biases, the 
kinematical effect due to the tagging requirement, and 
the effect of unobserved energy. Finally, using the Monte 
Carlo simulation and the flavour composition from 
Table 1, we correct he observed istribution to obtain 
D~cor as discussed in Sect. 4.2. We will express the result 
in terms of the weighted mean 
RLr (y > 0.04) = D~r (y)/O~ ~ (y) , (6) 
where t3comN is the distribution of all hadronic events of ~2 
the complementary flavours corrected for detector ef- 
fects. This ratio is a measure of the flavour dependence 
of the strong interaction. Apart from the bottom quark, 
for which corrections due to the large b quark mass are 
expected to reduce the ratio by about 5% (see Sect. 6), 
Rfo~ should be equal to unity if as is indeed the same for 
all flavours. The mean Rf,,~ values are not used directly 
in the final analysis but instead are used to indicate 
the precision of the measurement for each sample. The 
systematic uncertainties of these ratios are obtained by 
varying the parameters of the fragmentation, hadroni- 
sation, decay models, and the flavour composition of the 
samples and repeating the entire correction procedure. 
5.1 The differential 2-jet rate for bottom enriched samples 
5.1.1 The differential 2-jet rate of the muon sample. In 
Fig. 2a, we display the ratio Runco r showing the statistical 
errors of the data. Compared to the inclusive hadronic 
sample, we observe the O 2 distribution to drop faster with 
/t increasing y. This leads to R ..... > 1 for small y, but to 
a smaller atio for large values of y. A detailed study 
shows that this behaviour can be largely explained by the 
tagging bias: 
(i) The bias due to the requirement that the muon has a 
high transverse momentum with respect o the jet axis 
increases the jet multiplicity. This bias is somewhat over- 
compensated bythe selection of muons with a high mo- 
mentum favouring events of lower multiplicity. The net 
effect can be seen from Rbin shown in Fig. 2b. The dis- 
tribution depends weakly on y with Rbin-'~ 1.0 for y = 0.02 
and 0.95 for y = 0.20. 
(ii) The effect from unobserved particles is displayed in 
Fig. 2b in terms of b Runseen. It should be noted that the 
neutrino accompanying the tagged muon carries on av- 
erage 12% of the beam energy. In addition decays of 
bottom quarks into strange quarks may lead to highly 
energetic K~ As a result, the bias due to these un- 
observed particles is more important han the kine- 
b matical one. Theses losses lead to R ...... --,1.07 for 
0.02 < y < 0.20. 
Using a full detector simulation and correcting for back- 
ground, detector effects and the selection procedure, we 
find the ratio shown in Fig. 2c showing statistical errors. 
By calculating the weighted mean the result can be ex- 
pressed as 
Robot u (y > 0.04) = 0.935 _+ 0.032. 
To assign a systematic uncertainty we analyse various 
sources of potential error. We have compared several 
distributions such as the sum of the momenta of all par- 
ticles in a jet, the angle between muon and jet axis, the 
mass of the muon-jet system, and the angular distribution 
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Fig. 2. a Ratio R~=o, of the observed D2 distribution for the muon 
tag over the corrected istribution for all flavours (statistical errors). 
b~p b~p 5 Rki ~ , R~ ..... representing the bias from the kinematics of the p 
tag and the effect from neutrinos and other not measured particles 
(see text), e R~ u of the corrected D z distribution of bottom quarks 
over the corrected distribution for all flavours (statistical errors). 
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d Momentum spectrum of the tagged muons. Shown are the mea- 
surements (points with error bars) and the expectation from Monte 
Carlo simulation (histogram). e Spectrum of the transverse mo- 
mentum of the tagged muons with respect o the jet axis. Shown 
are the measurements (points with error bars) and the expectation 
from Monte Carlo simulation (histogram) 
Table 3. Summary of the systematic errors assigned to Rcbor from 
the muon and the electron sample. For details see text 
g R~ 7u & RcboTe 
Stat. error of correction factors 0.027 0.023 
Variation of p and Pr cut 0.066 0.039 
Peterson frag. function form 0.002 0.002 
Variation of flav. comp. of samples 0.003 0.003 
Model of semileptonic decays 0.008 0.001 
Total syst. error 0.072 0.045 
of the muon that may indicate potential kinematical bi- 
ases and a misrepresentation f the detector esponse in 
the simulation. As an example we show in Fig. 2d, e the 
normalised momentum and Pr  distributions of the tagged 
muons. 
Observing no prominent discrepancies between data 
and simulation, we estimate systematic uncertainties by 
varying the tagging requirements and the modelling of 
quark production and decay properties. The correspond- 
ing uncertainties are listed in Table 3 and detailed below. 
In addition to the statistical precision of the correc- 
tion, which amounts to 5Rcb~ *u = 0.027 due to the limited 
Monte Carlo statistics, we consider: 
9 Varying the minimum muon momentum between 3and 
8 GeV/c, we find 5R~r  u = 0.040. Varying the minimum 
transverse momentum of the muon between 0.8 and 
1.2 GeV/c we find 5Rcbo~ u = 0.052. 
9 Changing the form of the Peterson fragmentation func- 
tion by allowing e~ to vary between 0.002 and 0.010 [9] 
leads to ORcbor u= 0.002. 
9 Allowing a variation in the flavour composition of the 
/~ sample by the errors given in Table 1 leads to 
5 R b--'u = 0.003. - - co t  
9 The difference between the JETSET and the ACCMM 
model for the semileptonic decays of bottom quarks leads 
to a difference OR~b] u= 0.008. 
Combining these effects, we assign a total systematic un- 
certainty of 5R~oT u= 0.072. The systematic error contri- 
butions are added quadratically, which is a conservative 
approach, since some uncertainties contribute to several 
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error sources. For example a variation of the fragmen- 
tation function also leads to a change of the background 
fraction. 
We obtain 
Roo~b-~u (y> 0.04) = 0.935 + 0.032 _ 0.072, 
where the first error is statistical and the second is sys- 
tematic. 
5.1.2 The differential 2-jet rate of the electron sample. The 
analysis of the electron sample is similar to the analysis 
with muons. Small differences are due to the different 
kinematical cuts and the background composition. For 
completeness we show in Fig. 3a-c  the ratios b~e Runcor  
b~e Rb-*e b~e Rkin , --u~,~ and Rco r . These distributions and their 
interpretation are similar to the muon case except that 
the bias is smaller due to the looser momentum cuts. 
For the electron sample we find 
Rb- - ,e  (y > 0.04) = 0.957 ___ 0.030 
cot  
Similar cross checks between data and simulation are 
performed as in the case for the muon sample. In Fig. 3d, 
e we show as examples the spectra of the electron mo- 
mentum and its transverse momentum with respect o the 
jet axis. Good agreement between data and simulation is 
found in both cases. The systematic uncertainties due to 
the modelling of the properties of bottom hadrons are 
almost identical to those in the/~ sample (see Table 3). 
Here we vary the electron momentum cut from 1.5 to 
4 GeV/c and the Pr  cut between 0.6 and 1 GeV/c. We 
find 
eb- - 'e  , oo~ tY > 0.04) = 0.957 _+ 0.030 __ 0.045 
where the first error is statistical and the second is sys- 
tematic. 
5.1.3 The combined I~ and e samples. The results from the 
electron and the muon samples are in good agreement 
with each other and are combined to determine the D 2 
distribution for bottom quarks. Assuming the uncertain- 
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(statistical errors), d Momentum spectrum of  the tagged electrons. 
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and the expectation from Monte Carlo simulation (histogram) 
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ties from the modelling of the bottom properties to be 
correlated and assuming the statistical errors of the data, 
the correction factors, and the errors due to variations 
of the momentum and PT cut to be uncorrelated, we find 
for the weighted mean and its total er ror  
Robo~ (y > 0.04) = 0.947 ___ 0.048. 
Note that, to translate this value into a test of the flavour 
dependence of~,  mass effects of the bottom quark have 
to be taken into account. These will be discussed in Sect. 6. 
5.2 The differential 2-jet rate of the D * sample 
D* The ratio R . . . . .  of the uncorrected D 2 distribution of the 
D* sample is displayed in Fig. 4a. The ratio decreases 
strongly with increasing y, reflecting that there are more 
2-jet events in the tagged sample than in the inclusive 
hadronic sample. As will be seen from the following dis- 
cussion, this difference is mainly due to the kinematical 
requirement of x D. > 0.4. 
(i) The kinematical bias is visible in the ratio .l~c~D*.kin 
shown in Fig. 4b. This ratio is rather similar to the ob- 
D* served R . . . .  suggesting that a large part of the observed 
deviation from unity is due to the reduced phase space 
region for gluon emission, which results from the selec- 
tion of highly energetic D *'s. 
(ii) In Fig. 4b we also show R~,  which is essentially 
flat with value unity. The bias stemming from unseen 
particles is much smaller than for the muon and electron 
tagged samples. This is related to smaller neutrino en- 
ergies in charm events compared to bottom events. In 
particular, since the D * decays hadronically, no neutrinos 
from charm decays are present in the tagged jet. 
Taking into account all detector effects, the flavour com- 
position and the tagging bias we find (Fig. 4c) the cor- 
rected ratio 
Rjo~ (y > 0.04) = 0.888 _ 0.128. 
Several cross checks on the quality of the simulation of 
the D* kinematics and event reconstruction are per- 
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are the measurements (points with error bars) and the expectation 
from Monte Carlo simulation (histogram). e Quality of the recon- 
struction of the mass of the hadronic event against he tagged D *'s. 
The quantity AM~ = M~v-  M,~oi] (see text) is shown for the data 
(points with error bars) and for the expectation from Monte Carlo 
simulation (histogram) 
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formed. Two are displayed in Fig. 4d and e. Figure 4d 
shows the xD. distribution. We observe good agree- 
ment between data and simulation. To study how well 
the kinematical bias is simulated, we check in addition 
the reconstruction of the mass of the event excluding 
the D*. Neglecting the D* mass, this recoil mass 
is given by Mrecoil=Ecm ]//1--Xtag. We compare it 
with the directly reconstructed invariant mass M~= 
E e - p where the sum is over all tracks 
not  associated to the reconstructed D* and all unasso- 
ciated clusters in the electromagnetic calorimeter. The 
quantity 
A Mro~ = M~.v - M~o~o. (7) 
is shown in Fig. 4e for both data and simulation. 
We observe agreement between data and simulation. 
However, the AMr~ ~ distribution is systematically 
lower in the data by about 2 GeV/c 2, corresponding to 
5 Mrecoil/Mrecoil ,~, 3 %. 
The systematic uncertainty for the D * sample is larger 
than in the/~ and e samples because of the larger kine- 
matical bias. In addition to the MC statistical error of 
0.054 of the correction factors we estimate the remaining 
uncertainties by varying the selection cuts, background 
contributions and production properties of D*'s. The 
contributions to the systematic errors are: 
9 Changing the xD. cut between 0.3 and 0.5 changes 
Rceor by +_ 0.074. 
9 Varying the form of the Peterson fragmentation func- 
tion by varying e~ between 0.010 and 0.066, which cor- 
responds to a two standard deviation variation of the 
measured value [11], we observe 5Ro%r = 0.001. 
9 Varying the flavour composition of the D* sample 
within the errors given in Table 1, we find ORc~o~ 
= 0.008. 
9 To estimate the systematic uncertainty due to a pos- 
sible bias in the simulation ofA M .... we shift the energies 
2 
1.6 
1.2 
0.8 
0.4 
0;  
2 
1.6 
1.2 
(a )  ' ' i ' ' ' I ' ' ' I ' ' ' I ' ' ' 
OPAL 
9 R~cor 
+ 
0.04 0.08 0.12 0.16 0.2 
2 2 y = M~/Evi s
: (~,) . . . . . . . . . . . . . .  ~ , , 
OPAL 
__  R,-+~ un.~a 
0.8- 
0.4 ...... R~ 
q i i i [ r ' ' I , , , I , , , I , , ,  , 
0.04 0.08 0.12 0.L6 0.2 
- 2,E2 Y = tvlij/ ,is 
t 1.21'61 9 R~~ 
0.8I-V--.- .......... + .. .................................................................. 
0.4~ 
~ '. ' 0.'04' ' 'o.'o8' ' '0.h' ' '0.16' ' '02 
- 2 ,E2  Y = Mij/ vis 
K 0 Fig. 5. a Ratio/~;So~ of the observed D 2 distribution for the Ks ~ tag 
over the corrected istribution for all flavours (statistical errors). 
b R{,~., R~ ..... representing the bias from the kinematics of the Ks ~ 
tag and the effect from neutrinos and other unmeasured particles 
(see text), c R~'o~ of the corrected D2 distribution of strange quarks 
over the corrected istribution for all flavours (statistical errors). 
d Fractional energy spectrum of the tagged Ks~ Shown are the 
' ' 1  . . . .  I ' ' ' ' I ' ' ' ' I ' ' ' ' I ' ' ' ' I ' ' ' ' -  
OPAL 
(d) 
9 measured data 
, , , I  . . . .  i . . . .  I , , , ,~p- I I . r~ . - . La  . . . .  i . . . .  
,3 0.4 0.5 0.6 0.7 0,8 ~.ff 1 
x~ 
i ] , . , | , ] , , i , , , , I , , , , i , , , , i , , , , i , , , , i , , , , i , , , , i , , , ,  
0.04 ~ (e) / OPAL  
0.03 I~ l ' [ [~  "~ ~'I~%Fedl~t~an 
00~176 
/~1~ [ GeV/c 2 l 
measurements (points with error bars) and the expectation from 
Monte Carlo simulation (histogram). e Quality of the reconstruc- 
tion of the mass of the hadronic event against he tagged Ks ~ The 
quantity AMr~ ~ = M~nv - Mr~ (see text) is shown for the data (points 
with error bars) and for the expectation from Monte Carlo simu- 
lation (histogram) 
of all hadrons with the exception of the reconstructed 
D *'s by 3%, which corresponds to about 2 GeV/c z. We 
find 0Ro~o~ = 0.006. 
In Table 4 we summarise all systematic error contribu- 
tions. Combining these effects in quadrature, we find 
Rotor (y > 0.04) = 0.888 +__ 0.128 +__ 0.092. 
5.3 The differential 2-jet rate of the K ~ sample 
In Fig. 5 a we show the ratio R~~ of the uncorrected D 2 
distribution of the K ~ sample. The ratio is about 1.3 at 
small y and then drops rapidly to values of about 0.6 at 
large y. The similarity of the uncorrected K~ and D* 
distributions together with the similarity of the kine- 
matical selection suggests that the decrease is mainly due 
to the kinematical requirement. This is confirmed by more 
detailed investigations described below. 
(i) The pure effect of the kinematical requirement is
shown in Fig. 5b in terms of ~O~-~K~ . As expected, the 
ratio decreases rapidly with y similarly to the observed 
ratio R K~ 
~ ~ n n c o r  9 
(ii) The effect of unseen particles, for example K2 from 
the primary strange quark in the opposite hemisphere, is 
shown in Fig. 5b. It is found to be negligible. 
The fully corrected istribution R2o ~ is shown in Fig. 5c. 
The ratio is 
Ro~or(Y > 0.04)= 1.238 _____0.187. 
Several cross checks between data and simulation have 
been performed. No evidence for an inappropriate sim- 
ulation of the data is observed. In Fig. 5d we display as 
an example the distribution of XKs0, and in Fig. 5e the 
distribution of AMre  s defined as in the D * case. In both 
cases good agreement is found. 
The systematic uncertainty is dominated by the MC 
statistical error of the correction (0R~o~=0.189). The 
other contributions to the systematic uncertainty are listed 
below (see also Table 4): 
9 We repeat the analysis with a minimum scaled Ks ~ 
energy XKO varying between 0.3 and 0.5 and find 
S __  0Roo r - 0.080. 
9 We also vary the form of the fragmentation function 
by changing the 'a' parameter of the Lund symmetric 
fragmentation function [20] between 0.08 and 0.52 cor- 
Table 4. Contributions to the systematic uncertainties of R~ from 
the D *, Ks ~ and high x samples 
Stat. error corr. factor 0.054 0.189 0.151 
Cut  variation 0.074 0.080 0.084 
Fragmentat ion function 0.001 0.001 0.001 
F lavour composit ion 0.008 0.013 0.036 
Detector representation 0.006 0.031 0.065 
Total syst. error 0.092 0.208 0.188 
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responding to a variation of two standard deviations 
about the optimised value 0.3 [14]. This yields 
ORoLr = 0.001. 
9 The variation of the flaveur composition shown in 
Table 1 and described in Appendix B adds another 
S __  0Roo r - 0.013. 
9 In addition, we shift the energies of all particles apart 
from the K ~ decay products by _ 2 GeV and find a change 
in R~or of 0.031. 
As a result, we find 
Ro~o~ (y > 0.04) = 1.238 _+ 0.187 _+ 0.208. 
5.4 The differential 2-jet rate of the high x sample 
Even stronger kinematical biases are introduced in the 
case of the high x sample. This is seen from R highx shown - mncor 
in Fig. 6a. The ratio is 1.5 at low y and drops to 0.2 at 
high y. It should be noted that this implies that the num- 
ber of events for which the 3-jet turns into a 2-jet topology 
for y > 0.04 is only a small fraction of all events. Thus, 
even though the high x sample is fairly large, only 275 
events are effectively used to determine as. 
The kinematical requirement is the dominant source 
of this effect, as is shown in the following more detailed 
description. 
(i) The bias on the D 2 distribution introduced by the 
kinematical requirement of x > 0.7 is shown in Fig. 6b 
in terms of ~tl)uds~highx.kin . As expected, the bias is strong. 
Ruds--*highx reproduces the observed distribution R highx kin --uncor 
well, suggesting that the apparent deviation from unity 
is mainly due to the kinematical bias. 
(ii) Biases due to partially reconstructed particles such 
as neutrons (e. g. from primary d quarks) or K~ (from 
primary strange quarks) are small. This can be seen from 
Ruds-~highx shown in Fig. 6b. unseen 
The corrected D 2 distribution, normalised to that of 
average vents of complementary flavours is displayed in 
Fig. 6c. RUJ[ is flat and close to unity for the entire range 
of y. For y > 0.04, we find 
Ruds cog tY > 0.04) = 1.059 + 0.207. 
In this case it is important o investigate potential sys- 
tematic misrepresentations of the data in the simulation 
because of the strong dependence of the correction on 
the tagging requirement. In Figs. 6d, e we display two 
relevant distributions. The x distribution of stable par- 
ticles of both data and simulation is shown in Fig. 6d. A 
good agreement is found, suggesting that the kinematical 
bias is well reproduced. In Fig. 6e we show the AMre s 
distribution for the high x tag. Note that the narrow- 
ness of the distribution reflects the much higher Xtag in 
this sample compared to the tags for D* and Ks ~ The 
agreement between data and simulation is reason- 
able, but we observe a shift of 3 GeV corresponding to 
O Mrecoil / Mrecoil~ 4 %. 
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Apart from the statistical uncertainty of the correction 
(&R~"oa(=0.t51), we find as additional contributions to 
the systematic error (see also Table 4): 
9 A change in the x cut between 0.65 and 0.75 leads to 
& R "a~ = 0.084. - - co t  
9 Changing the 'a' parameter of the Lund symmetric 
fragmentation function as in the K ~ analysis gives an 
uncertainty of ORg~ ~ = 0.001. 
9 Varying the flavour composition shown in Table 1 and 
described in Appendix B results in ORgo as = 0.036. 
9 Scaling the energy of all hadrons apart from the tagged 
particle by OMrecoil/Mrecoil,-,4% we find ~R~ ~ = 0.065. 
The final result is therefore 
R~'ff((y > 0.04) = 1.059 + 0.207 ___ 0.188. 
6 The flavour dependence of ~z s
Based on the four flavour-enriched samples and on the 
inclusive hadronic sample, each having a significantly dif- 
ferent flavour composition, we have five equations for 
the five unknown values of c~{. Note that the different 
contributions of up and down quarks in the Ks ~ sample, 
the high x sample, and in the inclusive hadronic events 
. d The corrected if- allow us even to separate s and es. 
ferential 2-jet rate D tag of each of the tagged samples and 
of the inclusive sample is described by an equation of the 
form 
D{ag (y) = vtag / )u  ", ~2 (Y) + r}ag D~ (Y) 
tag  s tag  e +r, h2(y )+r  , h2(y)+r~aghb2(y), (8) 
where D f is the distribution for flavour f reflecting the 
unknown value of 0c{, and r)~e (~ r~g = l )  its fraction 
in the tagged sample (Table 1). These equations are solved 
to determine c~{, details of which are given in Appendix 
A. This analysis is done in three different steps: 
9 In a first step the es value of the most prominent fla- 
your in each sample is determined yielding the ratios 
compl where the denominator represents ~s , the strong cou- 
pling strength from the sample of the complementary 
flavours. 
9 In a second step the samples are combined to obtain 
the value of e~ for various combinations ofquark flavours 
like heavy and light quarks, weak isospin, or quarks of 
a single generation yielding the ratios 
c 0~s / iXs ,  s t  ud 
CXs/CXs , ~X s /as  , 
b l ud b t sc see  ud 
O~ s /O~ s , Ot s /O~ s , O~s /r 9 
9 In the last step the % value for each of the five flavours 
is determined from a combination of all samples yielding 
ratios 
bt  incl c /  incl s /  incl 
cX s ](X s , ~s /~s  , O~s/OCs , 
d t  incl u /  incl 
~X s/~x s , (Xs/~X s , 
incl is the strong coupling constant obtained from where C~s 
all hadronic Z o decays. 
In all cases, we estimate the systematic error as discussed 
in the previous ection (see also Table 5). In addition, we 
consider theoretical uncertainties due to variations of the 
renormalisation scale ~ =x u 9 E~m and due to the varia- 
tion of the parton shower cut-off Qo in the JETSET model. 
For definiteness we consider the scale parameter x u at 
the values xu = 1 and x u = 0.069. The latter is the scale 
that gives the best fit to the inclusive sample [18]. Note 
that we assume the scale to be independent of the quark 
flavour. We will quote the ratios R f =~s/~sf  r for 
= Mzo. The fit result for the scale x~ = 0.069 is therefore 
transformed to scale x u = 1 by use of the second order e~ 
formula [31]. We find that the ratio R f differs in the 
range of 0.004 to 0.030 for these two values of x u. The 
larger value is due to the higher sensitivity of the fit for 
the scale x u = 0.069 to statistical f uctuations (Ks ~ sample, 
see Table 5). These variations are assigned as systematic 
errors. Uncertainties of about 0.001 are found by varying 
Q0 between 1 GeV, the value favoured from event shape 
distributions [14], and 6 GeV, where the number of par- 
tons in JETSET is comparable to the number of partons 
in the matrix element calculation (for a detailed discus- 
sion see [18]). 
The large mass of the bottom quark affects the O 2 
distribution. In the absence of a complete calculation in 
#'(e~) we use two approximate calculations to estimate 
the magnitude of this effect. The first one is the G(e~) 
calculation including quark mass effects, see [27], the 
second one a calculation of Ballestrero et al. [28] using 
helicity amplitudes and including q~gg and qglq~t. We 
find that in both calculations, assuming the same value 
of c% for heavy and massless quarks, heavy quark events 
contain fewer 3-jet events at large values of y. To correct 
the es value of the bottom quark for mass effects, we 
write the relation between D 2 and es as 
c% + (e  ,~2, (9) 
D2(y)=A(Y)  2z~ B(y )  \2 re /  
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where A and B are obtained from the cY(e~) matrix 
element calculation [19]. Using the massive ~Y(es) 
calculation, we determine the correction function 
c A (y)= A b (y ) /Aa(y )  by integrating over the parton to- 
pologies given by the matrix element calculation imple- 
mented in JETSET. Since it is uncertain how the correc- 
tion function extends to the second order, we assume two 
different procedures: 
(i) D~ (y) = c A (y)  D 2 (y); 
(ii) D2 b (y) = c A (y)  A (y)  ~ + B (y) \ 2 rc / " 
For the bottom quark we find that for y > 0.04, the 
average correction is c,--1.04 using a b quark mass of 
5 GeV/c 2. 
The calculation of mass effects by Ballestrero et al. 
[28] partly includes second order effects. We therefore 
use the ratio 
cs (Y) = (O'b~gg (Y) + abbgg (Y) + ~b{)q(i(Y))/(17 dJg (Y) 
+ adggg(Y)  + adYq#(Y) ) ,  
where a qog (y ), a q~_g (y ), and a qOqo (y ) are the calculated 
cross sections of Z 6__> q qg (g) and Z 0 ~ q ~q ~, to obtain: 
(iii) D~ (y)  = c 8 (y)  Dz (y). 
For y > 0.04 the correction, using a b quark mass of 
5 GeV/c 2, is about 1.06, somewhat larger than for (i) and 
(ii). Varying the mass of the bottom quark in the range 
of 4.0 to 5.5 GeV/c 2 changes the correction from 1.04 to 
1.07. 
For the charm quark the correction is, for y > 0.04, 
less than 1.007 for (i), (ii), and (iii). It is much smaller 
than the statistical and systematic error and will be ne- 
glected in the following results. 
6.1 ~s from individual flavour tags 
We start by determining c~ s for the most prominent 
flavours in each tag sample. We fit one ~( and adjust 
. . . .  pl incl of the in- as -Ts  for the other flavours so that % 
clusive sample is kept fixed at the values 0.1276 for x u = 1 
and 0.1120 for x u = 0.0690 measured in [18]. The flavour 
dependence is determined using the ratio, 
RL- ~compl ' (10) 
of the c~ f value of the dominant flavour f of the various 
tagged samples over the average (~s c~ value of the com- 
plementary flavours in the hadronic sample. 
The sources of systematic uncertainties considered for 
Rfo~ contribute accordingly to Rfc  Additional error con- 
tributions to R f are due to the renormalisation scale and 
hadronisation correction (Q0). The results are: 
b e 
~X s ~X s ~asc - 1.017 ___ 0.036, ~"as~ =0.918 3- 0.115, 
afcb  --1.158-t-0.164, ~b --1.038___0.221, 
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Table 5. Uncertainties of Rf=~f /~ e~ for single flavours 
Sample p and e D* Ks ~ High x 
samples sample sample sample 
Flavour Bottom Charm Strange u, d, s 
Corr. factors 0.013 0.039 0.104 0.163 
Fragmentation 0.002 0.001 0.001 0.001 
Flav. comp. 0.002 0.006 0.006 0.024 
Cut variation 0.028 0.052 0.053 0.055 
Det. simulation 0.004 0.005 0.018 0.044 
Decay model 0.005 
Renorm. scale 0.004 0.008 0.030 0.008 
Hadronisation (Q0) 0.002 0.001 0.001 0.001 
Total syst. error 0.032 0.066 0.122 0.179 
Stat. error data 0.016 0.094 0.109 0.130 
using Ballestrero mass correction type (iii) for bottom 
quarks. The systematic uncertainties are listed in Table 5. 
Table 6 summarises the results for Rfo including the effect 
of the mass corrections for R~. The ratios of a~/a~i . . . .  pl 
for the various flavours are also displayed in Fig. 7a 
showing the statistical (solid) and the quadratically com- 
bined statistical and systematic errors (dotted). 
Table 6 also shows the ratios ~r r incl a~=~/~ . These 
values can be calculated using the relation a~nd= 
y f~f+ (1  - , ~compl Y f) s , where yf  is the branching ratio of  
Z ~ to flavour f .  
All results are consistent with unity, i.e. with ~ being 
flavour independent. The mass corrections for the bottom 
quark lead to an increase of 0c~ for the bottom quark to 
a value closer to unity. 
6.2 o~ from combined flavour tagged ata samples 
In this section, we simultaneously determine ~ values of 
at least two flavours using various flavour tag samples. 
The value of ~ of those flavours that are not considered 
in the particular fit is assumed to be identical to the 
i~r from inclusive hadronic Z ~ decays. For the ~{ of the 0~ s
flavours considered in the fit, we constrain the sum of 
the yf .Df (y)  of all five flavours to the D~n(y) distri- 
bution of the inclusive sample. This introduces a strong 
correlation between the considered flavours. Again, we 
use both QCD scale parameters x u = 1 and x u = 0.069 
and neglect he common theoretical uncertainties due to 
the cut-off or gluon radiation Q0. For the bottom quark, 
we apply correction (iii) with Ballestrero correction factor 
e B (y) for mass effects. 
The information from all enriched samples where the 
considered flavours contribute significantly is used to 
examine systematically the potential dependence of the 
strong interactions on various aspects of the family struc- 
ture of quarks (compare Table 7). We consider the de- 
Table 6. The ratios of e~ values for different quark flavours. For each of the four samples we fit one e f  and adjust e~mvl for the other 
flavours to keep c~s ~c~ unchanged. The rows refer to the ratios of c~ of the tagged flavour compared to the cq value of all complementary 
flavours. For the bottom quark the methods of mass corrections described in the text are considered. The errors are the statistical and 
systematic uncertainties combined in quadrature 
Sample p and e samples D * sample Ks ~ sample High x sample 
Flavour Bottom Charm Strange u, d, s 
Rf =~f/~ompl 0.962 • 0.036 0.918 ! 0.115 1.158 i 0.164 1.038 • 0.221 
R~ mass corr. (i) 0.996 • 0.036 
R f  mass corr. (ii) 0.981 • 0.036 
R f  Ballestrero et al. (iii) 1.017 • 0.036 
S f = ~f /~c l  0.970 • 0.029 0.931 _+ 0.098 1.119 • 0.120 1.014 • 0.083 
S~ mass corr. (i) 0.997 • 0.028 
Sf  mass corr. (ii) 0.985 • 0.028 
S~ Ballestrero et al. (iii) 1.013 • 0.028 
Table 7. Ratios of the ~s values for different combinations of flavours. The last column gives the ratio of all flavours in set A to those in 
set B with the statistical error shown first and the systematic shown second 
Property Set A Set B Samples used Ratio ~, (set A)/~, (set B) 
Heavy quarks b c D *, p, e 1.053 • 0.032 s 0.045 
Light quarks s u, d Ks ~ high x 1,239 • 0.100 ! 0.213 
Quark mass c, b u, d, s D *, p, e, Ks ~ , high x 1.022 • 0.028 • 0.040 
Weak isospin u, c d, s, b D *, p, e, K ~ high x 0.938 i 0.058 • 0.064 
Generation b u, d p, e, K ~ high x 1.036 • 0.021 • 0.040 
b s,c D*,p,e,K ~ high x 1.033• • 
s,c u,d D*,K ~ high x 1.030•177 
TaMe 8. Uncertainties of the ratios of the as values for different combinations of flavours 
Sample abla~ a~lo~d o~bloCa~ Ct~l~d~b ~b/~d ct~la~ O:~la~d 
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Corr. factors 0.023 0.142 0.021 0.043 0.016 0.016 0.065 
Fragmentation 0.003 0.001 0.002 0.003 0.002 0.002 0.001 
Flay. comp. 0.004 0.060 0.003 0.005 0.003 0.003 0.023 
Cut variation 0.037 0.129 0.028 0.042 0.026 0.027 0.049 
Det. simulation 0.005 0.028 0.018 0.018 0.025 0.014 0.028 
Decay model 0.004 0.000 0.004 0.004 0.004 0.004 0.000 
Renorm. scale 0.004 0.063 0.001 0.007 0.001 0.002 0.017 
Hadronisation (Q0) 0.002 0.001 0.002 0.002 0.002 0.002 0.001 
Total syst. error 0.045 0.213 0.040 0.064 0.040 0.035 0.091 
Stat. error data 0.032 0.100 0.028 0.058 0.021 0.021 0.130 
Table 9. Ratios of the as values for each flavour from a simultaneous 
fit to all samples. Statistical and systematic errors are given 
Flavour a//~p ~ 
u 0.951 --0.103 +0.182 
d 0.933 -- 0.087 ___ 0.175 
s 1.141:20.043 ___0.142 
c 0.912_+ 0.067 _+ 0.061 
b 1.021 _+0.013 +_0.023 
pendence on quark mass, weak isospin and generation. 
To do this, we assume that quarks of the same property 
have identical values o fe  s. For example, when testing the 
a~ dependence on weak isospin, we group the quark types 
into two sets A and B corresponding to the electric harge 
and assume the as value of the quark flavours in each set 
to be the same: 
0r  . . . . .  O~sl/3__pld__~s__clb 
--OCs - -~s  , - - - s  - -~ 's  - -~s  " 
The results of the various fits are listed in Table 7. In 
Table 8 we show the systematic uncertainties. We observe 
no evidence for a dependence of the strong interaction 
on any of the properties. 
6.3 ct s for all five flavours 
As a final step we use the five measurements of the four 
tagged samples and the inclusive hadronic Z ~ decays to 
obtain the c% values of all five flavours simultaneously. 
The results are displayed in Fig. 7b showing the statistical 
(solid) and the quadratically combined statistical and sys- 
tematic errors (dotted) and are also listed in Table 9. In 
Table 11. Correlation matrix of the ratios of the ~ values for each 
flavour from a simultaneous fit to all samples. Given are the av- 
erages of the fits for both renormalisation scales 
Flavour . incl d incl s incl 
~s/Cts a s/t~ s /~  s c incl b incl as /as  Ct s /a  s 
e~/a~ol 1.000 -0.603 -0.396 -0.193 -0.007 
ad/Cr176 1.000 --0.276 --0.404 +0.001 
a~/~ cl 1.000 +0.060 -0.048 
~c/~isncl 1.000 -0.207 
~b/~isnCl 1.000 
Table 12. Systematic errors on ~f /as  e~ for the likelihood ana- 
lysis 
Source Bottom Charm u, d, s 
a identification 0.004 0.022 0.013 
Model param., a spectrum 0.011 0.018 0.013 
MC Statistics 0.018 0.050 0.027 
0.0 GeV/c < PT < 0.5 GeV/c 0.040 0.098 0.071 
2.0 GeV/c < p < 8.0 GeV/c 
Correct. to parton level 0.012 0.011 0.008 
Total syst. error 0.047 0.114 0.079 
Stat. error data 0.024 0.061 0.032 
Table 10 we show the systematic uncertainties and in 
Table 11 the correlation matrix of the fit. Note that c~ 
and e a can be separated because of the different contri- 
butions of up and down quarks to the high x, the Ks ~ 
samples, and the inclusive hadronic events. Again, no 
dependence of c% on the flavour is observed. 
Table 10. Uncertainties of the ratios of the 
a~ values for each flavour from a 
simultaneous fit to all samples 
F lavour  . incl as /~ s d incl c incl as /a  s s inel as /as  ~s/(~s (~sb/~sinel 
Corr. factors 0.093 0.084 0.096 0.033 0.010 
Fragmentation 0.001 0.001 0.001 0.001 0.001 
Flav. comp. 0.045 0.031 0.053 0.013 0.002 
Cut variation 0.147 0.147 0.089 0.048 0.020 
Det. simulation 0.028 0.028 0.013 0.004 0.003 
Decay model 0.000 0.000 0.000 0.000 0.004 
Renorm. scale 0.012 0.007 0.003 0.009 0.002 
Hadronisation (Q0) 0.001 0.001 0.001 0.001 0.001 
Total syst. error 0.182 0.175 0.142 0.061 0.023 
Stat. error data 0.103 0.087 0.043 0.067 0.013 
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Fig. 7. a Ratios o fg / /~s  c~ for specific flavours obtained from fits 
of  individual flavour tagged samples for one flavour and b ratios 
of~f/c~] ~~ f rom the fit of  the combined flavour tagged data samples 
for all five flavours. The correlation matrix of  the result from fit b 
is given in Table 11. Statistical (solid) and quadratically combined 
statistical and systematic (dashed) errors are shown 
7 A complementary analysis using a likelihood method 
In the previous ections, we discussed edicated ata sam- 
ples selected to have different flavour compositions9 As 
an independent cross check, we also analyse the total 
inclusive hadronic event sample isolating bottom and 
charm quarks not by flavour enriching cuts, but by using 
a maximum likelihood analysis. The method is based on 
semileptonic decays of heavy quarks, but both the events 
with and without a muon are included in the analysis. 
We use the muon momentum p and its component trans- 
verse to the jet axis, Pr,  as discrimination variables. A 
likelihood is calculated for each event, depending on 
whether it is a muon or a non-muon event. Details of the 
likelihood analysis are given in Appendix C. The flavour 
composition is obtained from JETSET, as a function of 
p and Pr,  using the Peterson fragmentation function for 
heavy quarks and the ACCMM model for the semilep- 
tonic decays. Since the source dependence of the electron 
identification is not well simulated over all momenta, as 
noted in Sect. 3.1.2, this cannot be done reliably for elec- 
trons. For this reason, only muons are used in the fol- 
lowing9 The jets are defined as in Sect. 39149149 
In order to have events well contained in the detector, 
we require l cos 0th,u,t I < 0.9, where 0th,u~t is the angle 
between the e+e - beam axis and the thrust direction 
calculated with all observed particles, both charged and 
neutral9 Muon events are required to contain at least one 
muon candidate with p > 4 GeV/c and Pr  > 0.3 GeV/c. 
These cuts result in a sample of 22 828 muon events and 
415 351 non-muon events. 
Similarly to the previous analysis, the analysis is done 
in steps. In the first step, we disentangle the contributions 
due to bottom, charm and light quarks by a likelihood 
fit. In the second step, the D 2 distributions are corrected 
to the parton level and e{is determined from the corrected 
D 2 ra t ios  Rfor . 
We disentangle the contributions due to bottom, charm 
and light quarks by a two-dimensional likelihood fit to 
the (p, Pr) distribution of the muon to determine Ri(y), 
the ratio of the D2(y ) distributions for charm, bottom 
and light quarks relative to that for all flavours sepa- 
rately. This is done separately for each of eight y-bins of 
the Rf(y) distribution. For details see Appendix C. The 
likelihood is maximised with R b (y) and R ~ (y) as the only 
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Fig. 8. a Distribution of muon momentum and b muon transverse 
momentum for y > 0.04 as well as the result from the maximum 
likelihood fit for the contributions from b, c, and uds quarks 
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free parameters from which the fractions of the bottom 
and charm quarks are obtained. 
The consistency and sensitivity of the likelihood 
method is tested in two ways. The fit is applied to a 
sample of JETSET events of all flavours including the 
full detector simulation, and the fit results for R b (y) and 
R c (y) are compared with the known input distributions. 
Within the full range of y, the input and output distri- 
butions agree with each other. In order to test the sen- 
sitivity of the method to a coupling constant for b quarks 
b is deviating from that for the other quarks, the input a~ 
changed, in a complete JETSET event sample. In this 
b value test, 0%b is varied but ~s~ncl is left unchanged. The 0(s
obtained in the fit agrees well with the input values. The 
quality of the agreement can be inferred from the fit 
results for the ratio b- inca ~/a~ equal to 1.057___0.018, 
0.997 _+ 0.018, and 0.939 _ 0.018, corresponding to input 
values of 1.05, 1.00, and 0.95. The same test has also been 
made for c(2 and a~"d~, with similar results. 
The likelihood fit is then applied to the data. Before 
discussing the resulting R (y) distributions, we compare 
in Fig. 8a, b the fit output with the experimental p and 
PT distributions. The agreement is good. Also shown are 
the individual contributions for the different flavours. 
The b-separation is essentially obtained in the region of 
large muon p and PT" The contributions from c and light 
quarks uds, which largely overlap at small p and Pr 
values, are isolated by including in the fit both the muon 
and the non-muon events, which have different contri- 
butions from c and uds quarks. 
The fit results for Rf(y) are next corrected to the 
parton level and ~{ is determined from the corrected D 2 
ratios Rfo ,. Corrections are applied for experimental ef- 
fects, i.e. effects of the imperfections of the detector and 
the specific event selection, as well as for the effects of 
decay and fragmentation. This is done with JETSET*, 
using a bin-by-bin correction method. The distributions 
are corrected to the parton level. Figs. 9a, b, and c show 
the corrected distributions for ,d~ c Rco r (y), R or(y ) and 
Rcbor (y), respectively. In all cases, the result is compatible 
with unity. This can also be seen from the weighted mean 
values for 0.04 ( y ( 0.20: 
Rcbor = 1.000 _+ 0.028, Rco , -- 0.951 + 0.081, 
R,d~ _ 1.021 _ 0.040 
cot  - -  
In this result, the correction due to the mass of the b 
quarks has not yet been applied. 
The results for c and b quarks are correlated, with a 
correlation coefficient of approximately 0.6. Note that 
the weighted mean values given above are not used in the 
determination of e{. 
The ratio 0(f/~s c~ is then determined for the flavours 
b, c, and uds by fitting the theoretical expression (equa- 
tion (9)) of Sect. 6 to the distributions RF(y) shown in 
Fig. 9. The systematic error is estimated in a manner sim- 
ilar to that of the main analysis (Sect. 5). The quality of 
the muon selection and sources of systematic errors have 
been studied as a function of p and Pr  with dedicated 
event samples. The background from decays-in-flight, 
punchthrough, and misassociated tracks are varied in ac- 
cordance with these studies [9]. Note that, due to the 
lower Pr cut relative to the main analysis, the back- 
grounds are more significant here. The branching ratios 
for the inclusive decays are varied in the range [9, 24] 
(10.5+0.6)%, (9.6_+ 1.1)%, and (9.0• 1.2)%, for b~/~ 
c--*/~ and b-*c~p, respectively. The uncertainty in the 
fragmentation function for heavy quarks is taken into 
account by varying the parameters in the Peterson par- 
ametrisation in the ranges 0.002 < e b < 0.010 and 
0.03 < ec < 0.07. Uncertainties due to the decay of heavy 
quarks, the cut-off Q0 in the gluon cascade, as well as 
the renormalisation scale, are estimated as in the main 
analysis. The uncertainties from the cuts made in p and 
Pr are studied by varying the cuts in the range 
0.0 < PT < 0.5 GeV/c and 2.0 < p < 8.0 GeV/c and re- 
peating the entire analysis. A summary of all systematic 
errors is given in Table 12. The effects of finite quark 
masses are taken into account as discussed in the begin- 
ning of Sect. 6. Using the Ballestrero mass correction (iii) 
* For the fragmentation function of heavy quarks the Peterson 
parametrisation is used 
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we obtain the following results: 
b 
- 1.065 ___+ 0.024 __ 0.047, 
O~ uds  c 
e{ -0 .936+0.061 __+0.114, 
O~ uds  b 
O~ uds  
- 1.024 + 0.032 • 0.079. efb 
The result for b quarks using mass correction (i) is 
1.056_ 0.024 and using (ii) is 1.034___ 0.024. The result 
for the uds quarks from the likelihood method follows 
from the constraint hat the D f of bottom, charm and 
light quarks must add up to the D~ n distribution of the 
inclusive sample. 
The result for the bottom quark obtained from this 
analysis is larger by 0.048 than the result from the one 
discussed in the previous sections. This difference is 
mainly due to the different cuts applied, to the additional 
electron sample used in the previous analysis, and to the 
different sensitivity to the complementary flavours. Add- 
ing in quadrature the error contributions that are uncor- 
related between the two analyses, we estimate their rela- 
tive uncertainty to be 0.058. We therefore conclude that 
these analyses are consistent with each other. Since the 
two analyses are independent and use complementary 
methods, this is an important cross check of the main 
analysis. 
For the charm quarks, the result is statistically un- 
correlated to the one obtained using the D* sample in 
the previous analysis. Combining the two results reduces 
the statistical and systematic errors. The statistical and 
the systematic error due to the MC statistics and cut 
variation are treated as uncorrelated. It is taken into ac- 
count that 69 events of the D*-sample contain a muon 
candidate. All other systematic errors are considered as 
correlated. We obtain 
c 
~ = 0.926 • 0.051 § 0.073. udsb 
O~ s 
8 Conclusion 
The high statistics of hadronic events on the Z ~ and the 
clean event structure of its decays in e + e-  collisions al- 
lows one to select samples of different and known flavour 
composition. We have used electrons and muons, D *'s, 
Ks~ and highly energetic harged particles to obtain 
samples of enriched bottom, charm, strange and light 
quarks. By studying the amount of gluon radiation by 
means of the D 2 distribution, we have determined the 
relative values of c% of these flavours. The analysis has 
been performed in three steps. 
~/~s  for Firstly, we determine relative values of f compl 
these samples compared to the complementary flavours 
in the inclusive sample, obtaining: 
b c 
~s -1 .017•  ~ =0.918-+-0.115, udsb ~udsc  ~s  
s uds 
O~s O~ s c~ucb - 1.158___0.164, ~b -- 1.038__0.221, 
~s 
where statistical and systematic errors are combined 
quadratically. We improve the precision o~es" c b/Cq . . . . p~ of 
bottom and charm quarks over previous measurements 
at centre of mass energies around 30 GeV [4] and at LEP 
[5]. Several QCD calculations are studied to account for 
quark mass effects in the measured jet production rates. 
For the first time ever, direct measurements at high en- 
ergies of the ~uas/o~~ and c~/~ c~ of light flavours 
are presented. The relation between the es of light and 
heavy quarks is in agreement with the results obtained 
from comparing the es measurements at E~= 30 GeV 
and at the Z ~ [30]. We find values of~f/0c ~ consistent 
with flavour independence (Table 6). This is cross checked 
by a completely independent analysis using a likelihood 
method to disentangle the contributions of the bottom, 
charm and light flavours. 
Secondly, combining the data samples to compare the 
ratios of c~ f of heavy versus light quarks, charge + 2/3 
versus charge -1 /3  quarks and between the three gen- 
erations, we observe no dependence of the strong inter- 
actions on the combinations considered (Table 7). From 
this, we conclude the independence ofe~ from mass, weak 
isospin and generation. 
Finally, all flavour tagged samples are combined to 
obtain all five o~f/o~ ratios separately for each flavour 
from an overall fit. We find that these ratios are consistent 
with flavour independence of e~ (Table 9). 
All these results upport within the small uncertainties 
of this experiment the flavour blindness of the strong 
interaction. 
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Appendix A. Correction and fitting procedure 
To obtain the unbiased, corrected Df distribution for a 
certain flavour f and the corresponding distribution for 
the complementary flavours noompl that are used to cal- ~2 
culate the ratio 
R fr (y) = Df  (y)/ D~ ~ (y) , (11) 
we consider the following effects: 
(i) flavour composition of the sample, 
(ii) biases due to the kinematics of the tag, due to the 
unseen particles (Sect. 4.4), and due to the event selection 
('bias'), 
(iii) distortions due to the limited acceptance and reso- 
lution of the detector, 
(iv) hadronisation effects, and 
(v) initial state radiation ('ISR'). 
The necessary corrections are obtained using the JETSET 
[13] model together with a detailed simulation of the 
detector. In the following, the basic concepts of these 
corrections, that are common for the determination of 
u f from one and from several flavour tagged samples, 
are described. 
As a first step, the contribution of the complementary 
flavours is subtracted using the MC prediction and con- 
sidering the flavour composition given in Table 1. The 
unnormalised number of events of flavour f, N f  '~ 
for which a 3-jet becomes a 2-jet event at y;, is obtained 
from the observed number of events, N2 ~ fulfilling 
the tagging requirement and the number of 'background' 
events from the complementary fiavours predicted by the 
MC, ~r compl, tag.  
~'2,MC 
Nf  '~ tag (Yi) = Nff bs'tag (Yi) 
r'c~ (~ ~ A/c~ (~' ~ (12) 
- - t~ \Y l / z*2 ,  MC k.Yi J"  
The factors 
cornpl incl 
~s ~s c ~176 (y) = O2,theory (y)/O2,theory ( ), (13) 
account for a deviation ofa~ ~ from a~ur where D2,tbeory 
is the theoretical calculated ifferential 2-jet rate [19] for 
a given Us. 
The remaining corrections are applied to N f'~ 
They are either given as bin dependent correction factors 
c(y~) or by a flow matrix Cf(y~,yj). The binwise cor- 
rection is used when the considered effect either does not 
cause a signifiicant migration or if the MC statistics are 
not sufficient o determine a migration matrix. It is de- 
fined by 
N~O err (yi) 
ceff(yi)-- Neff(yi) (14) 
Here N eff , obtained from the Monte Carlo simulation, 
denotes the number of events retained at value y~ by 
considering one of the effects 'eft' due to the kinematics 
('bias') and initial state radiation ('ISR'), N~~ is 
the corresponding number without this effect. The de- 
tector effects and the hadronisation correction are com- 
bined into a flow matrix C f (ye, yj.) giving the probability 
that an event of flavour f and a value yj is due to a true 
value yiat the parton level (i.e. ~, Cf (yl, y j )= l ) .  
i 
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Since the Peterson fragmentation function better de- 
scribes the data than the Lund symmetric fragmentation 
function, we rescaled the correction matrix C f that is 
determined using the Lund symmetric fragmentation 
function. To rescale the matrix we split it into two ma- 
trices correcting the distortion due to the limited accep- 
tance and resolution of the detector Cdfet and for the had- 
ronisation effects (~(ad" The rescaling factors r(y) are 
obtained using JETSET without a detector simulation 
and are defined as: 
--D f r(y)-- 2.Pet ..... (Y)/DfLuna(Y), (15) 
where the Df(y) distributions are obtained using the Pe- 
terson and the Lund symmetric fragmentation function 
respectively. From this the rescaled correction matrix 
(yi, yj ) 
= ~, C[a~ (Ye, yk)'r (Yk)" cfot (Yk, Y j) (16) 
k 
is calculated. It is normalised according to 
Z Cf(yi, YJ) = 1. 
i 
We also test our result using an iterative procedure as 
described in [32] to determine the correction matrix. It 
accounts for the effect of differences between the N 2 dis- 
tributions in MC and data due to a deviation of u f  of a 
flavour from UsinCl. Fits using a flow matrix obtained from 
this iteration are in agreement with the results without 
iteration within the other systematic uncertainties. How- 
ever, the stability of this procedure is strongly affected 
by the small statistics of the flavour tagged samples 
(D*, K~ 
The total correction matrix C is given by 
cISR ~f  bias cf'tag(Y*,Yj) = (Y,)" r (Yi, Yj)" Ctag (Yj)" (17) 
For simplicity we start the discussion by using the 
D f and ~2r~c~ distributions for only one flavour from a 
tagged sample. The corrected unnormalised number of 
events, N ; ,  is obtained from the observed number of 
events of flavour f, N[ "~ by application of the total 
correction matrix C: 
N~'f'tag(yi)= Z cf'tag(yi, Yj).Nf'~ (18) 
J 
For the determination f the unnormalised N~ ~ (y), we 
use 
N;  . . . .  pl (Yi) = ~ cf' incl (Yi, Y j)" [U2 ~ (Yj) 
J 
bias -- Crag (Yj)" Nf' obs, tag (yj)], (19) 
i.e. we subtract from the inclusive distribution of all had- 
ronic events the distribution of the dominant flavour in 
the tagged sample after correcting it for the biases of the 
tag. 
The resulting normalised D2 distributions are then ob- 
tained from 
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1 
D2 (y , ) -  N~ (y,) , (20) 
Ay.~,  N~(yj) 
J 
where N~ is N2 e'f'tag and N2 ~ . . . .  pl, respectively. 
This procedure can be easily generalised if more than 
one flavour is obtained from a data sample. Each flavour 
is treated separately because of the flavour dependence 
of the corrections ('bias' and flow matrix). 
As opposed to the case of considering only one fla- 
vour, we are now interested in ratios o f~f  values of pairs 
of flavours (e.g. b ~ f incl e~/Ct~) or in the e~/e~ values of in- 
dividual flavours. For simplicity we use for both types of 
fits a common definition of the ratio 
Rtag  (y )  = ogtag (y)/O~ncl (y) 
cot  (21) 
where ~2/-)tag is the corrected istribution of all tags con- 
sidered in a combined analysis of several flavours and 
o incl ~ . 2 l y) is the differential 2-jet rate of the inclusive 
~nc~ value is given by the hadronic sample for which the ~ 
measured value of the inclusive hadronic event sample 
[18]. 
The corrected istribution ~2rvag is obtained by nor- 
malising the corrected yield N2 e'tag for the considered fla- 
vours fn, that is given by 
N2 TM (Yi) = Z g~'fn'tag (Yi), (22)  
fn 
as in (20). For each data sample, considered in a com- 
bined analysis of the flavours fn, this procedure is applied 
to obtain a corrected /)tag ~2 " 
The differential 2-jet rate of the inclusive hadronic 
sample D~ nd (y) is calculated by 
N~ 'ind (Yi) = ~ cind (Yi, Yj )"/u incl/[yj. )." (23) 
J 
We obtain ~f  for one flavour directly from fitting the 
ratio of 
o~f (~f~2 (24) D={ 2'the~ (y) = A (y) ~ + B (y) \2 re /  
compl 
and D2,%eory to (11). The coefficients A and B are ob- 
tained from the matrix element calculation [19] and were 
parametrised by [29]. It has been verified that fitting 
A~f-g and calculating c~f from it gives the same results as 
fitting c~ f directly. 
For the fits of combined ata samples, el~ is obtained 
from the ratio n~{" /n~ ~ that is fitted to (21). ~2,  theory /~2,  theory 
Equivalently to explicitly combining the corrected 
D~ ' f~ ' tag  to  give rvag ~2 , we calculate a combined X2. 
The constraint o f~f  and ~ompl to " ~.ol gwe ~s , when they 
are combined, is given by 
D f , ,  h / )compl  ~j 2,thoo~(Y)+ (1 -- (Y) f f  ] ~2 ,  theory 
= 92 ,  theory (Y ) "  (25)  
This is implemented in the Z 2 fit by means of the 
Langrange multiplier method. 
Appendix B. Flavour composition in the K ~ 
and high x samples 
Whereas the estimated flavour composition of the/z, e 
and D * samples can be based on measurements, hose of 
the K ~ and high x samples rely on models9 The contri- 
butions from primary bottom and charm quarks can be 
estimated from the knowledge of their fragmentation 
functions and their decay properties. For example, the 
charm contribution in the K ~ sample can be estimated 
by varying the branching fraction of c~D +, D ~ 
D~K ~ +X according to the measured ecay fractions 
of charmed particles [31] into K ~ yielding Br (c~K ~ 
= 0.26 _+ 0.03. In the case of the bottom contribution also 
the double tags discussed in Sect. 4 provide important 
constraints. 
However, there exist rather few data on the relative 
contributions of light flavours in these samples and one 
has to invoke models to estimate them. 
The basic assumptions for these tags are (i) that the 
quantum numbers of the primary quarks tend to deter- 
mine those of the highest energetic hadron, and (ii) that 
the flavour composition of the quarks picked up in the 
hadronisation process are well reproduced by the models. 
There exists a large amount of evidence at various lower 
e + e- centre of mass energies for both these assumptions 
[33 ]. From the uncertainties of these two assumptions we 
estimate the possible range of variation in the flavour 
composition. 
Several experimental tests are performed to study the 
global agreement of data and the JETSET [13] and 
HERWIG [25] models. These two models predict signif- 
icantly different flavour compositions, particularly for 
the high x sample and, to a lesser extent, for the K ~ 
sample. 
Recently a modification in HERWIG of the hadron- 
isation of the primary quark has been made available to 
us [26]. In this version the decay of the corresponding 
cluster is highly asymmetric such that the hadron con- 
taining the primary quark becomes more energetic. In 
this case the flavour composition agrees with that from 
JETSET within 2%. We will refer to this version as 
HERWIG (mod). 
We observe the following: 
9 The observed yield of 2653 high x particles out of 
the 503 195 hadronic events is only somewhat higher than 
the 2430___44 events predicted by JETSET and than 
HERWIG (mod) yielding 2432 _+ 66. It is inconsistent with 
the HERWIG prediction of 1564 _+ 49 events. 
9 The probability that a high x particle contains the pri- 
mary parton is estimated by using the correlation of the 
charge qtag of the tagged particle with the jet charge of 
the opposite hemisphere defined by Qj =~,  qix ~ [34], 
9 . i . 
where qi as the charge of particle i, xg=2pl I/Ecm is the 
scaled particle momentum along the thrust axis and the 
sum runs over all particles in the hemisphere opposite to 
the tagged particle. With P = qtag"  Q: we find in the data 
P = - 0.153 _ 0.007, for JETSET P = - 0.140 • 0.007, for 
HERWIG P = - 0.081 +__ 0.007, and for HERWIG(mod) 
P= - 0.158 ___ 0.009. 
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From these studies we conclude that HERWIG does not 
reproduce the properties of the high x particles. It is 
therefore not used to estimate the flavour composition of 
the K ~ and high x samples. HERWIG (rood) and JETSET 
are in reasonable agreement with the data. The remaining 
deficiences may be due to details in the hadronisation 
such as the amount of resonance production at large x, 
see e.g. recent results of K* and ~b production in Z ~ 
decays [35]. Our determination of the flavour composi- 
tion of the K ~ and high x samples will be based on the 
JETSET model. As described in Sects. B1 and B2, we 
will assign errors to take into account differences between 
JETSET and HERWIG (rood) and variations of the had- 
ronic parameters. 
B.1 Light flavour composition ofthe K ~ sample 
A K ~ at high x can be produced from light flavours either 
(i) directly from primary strange and down quarks, (ii) 
in decays from primary down, strange, and up quarks 
(e.g. K*+~K~ or (iii) from subsequent hadroni- 
sation, which has almost no dependence on the primary 
flavour. 
The relative amount of process (i), K ~ from primary 
strange and down quarks, is determined by the relative 
amount of strange and down type quarks in the hadron- 
isation process. This is parametrised asthe s/d ratio. Here 
we assume the Standard Model branching ratios of the 
Z ~ into quarks and assume the shape of the fragmentation 
function of Ks ~ from primary strange and down quarks 
to be the same. Several measurements suggest s/d= 
0.29_ 0.05 [12, 33]. We varied the ratio in this range to 
determine the contribution to the flavour composition. 
The fraction of Ks ~ coming from up quarks in process (ii) 
is given by the fraction of vector meson production and 
by the branching ratio K *+ ~Ks  ~ r~ +. This None implies 
that the up quark contribution is only about 1/3 of the 
contribution from down quarks. In addition, the Ks ~ from 
K* decays are suppressed in this sample since, being 
decay products, they have significantly less energy than 
their parents. Recent measurements of K* production 
in Z ~ decays indicate that the JETSET model over- 
estimates the K* production at high x by approximately 
a factor two [351. Changing the K* yield at high x by 
+__ 50% we observe negligible effects in the contribution 
of down and strange quarks but a change in the amount 
of up quarks by 2.5%. Regarding process Off), model 
studies of the sources of Ks ~ suggest that 11% of the tagged 
K ~ are due to the subsequent hadronisation. To translate 
this into an uncertainty in the flavour composition of the 
Ks ~ sample we assign an error of 2% to all light flavour 
fractions. In total we assign the uncertainties listed in 
Table 1 to the model expectations. 
B.2 Flavour composition of the high x sample 
As for the K ~ sample, the hadrons with x > 0.7 can be 
produced (i) directly from primary up, down or strange 
quarks. It should be noted that the contribution of 
charged kaons and protons leads to a relative enriche- 
ment of up compared to down quarks (Table 1). Stable 
charged particles can be further due to (ii) decays of 
resonances, or (iii) due to the subsequent hadronisation. 
The uncertainties of (i) are given by the s/d ratio and 
by the probability to produce a baryon. Provided that 
the fragmentation functions for kaons and pions from 
primary light quarks are the same, the s/d ratio only 
affects the number of particles from strange quarks in 
the sample. We again vary s/d within the range given 
above and find a maximum change of 1% for each fla- 
vour. Concerning the baryon fragmentation function, the 
observed rate at high x is much smaller than expected. 
This observation is in agreement with the measured A
fragmentation function [36]. This indicates that only half 
of the predicted baryon yield is actually produced at high 
x. We therefore allow in the model the baryon fraction 
of the high x sample to vary by + 100%. Since the overall 
number of baryons is small, such a change has only a 
small effect on the flavour composition. It changes the 
up quark contribution by +__ 2.5%. 
Due to the cut at very high x, the contributions from 
both (ii) and (iii) are suppressed. According to model 
calculations they make up 24 and 12% [33], respectively, 
of the data sample. Allowing a variation of __ 100% these 
contributions lead to changes in the flavour composition 
of less than 1% for each flavour. The expected flavour 
composition with the assigned uncertainties are listed in 
Table 1. 
Appendix C. The likelihood ansatz 
The flavour separation isdone separately for each of eight 
y-bins of the D 2 (y) distribution. All events, with and 
without muons are included in the likelihood fit. When 
fitting the i th y-bin, we take into account he contribu- 
tions from the events in bin i as well as the contributions 
from those events falling into the other bins. This guar- 
antees that the total number of events of a certain flavour 
will be equal to that expected from the standard model. 
Furthermore, one becomes insensitive to systematic 
effects contributing equally to all y-bins. An overall 
likelihood ~ i  for all events is thus calculated 
8 
'= I~I I-[ 2 j .  (26) 
j = 1 events  
Here ~ j  is the likelihood for an event in bin y, when 
fitting bin i. 
The likelihood is given by 
l ul, .... 
j= u /  bf (p, ) 
N f . . . . . .  \ 
J _ _  
y=~ ..... as~i~ I -  NI ) 
muon events 
non-muon events. 
(27) 
If an event lies in bin j = i, the quantity r/{j =; is given 
by N[/Ni, the unknown ratio of the events with flavour 
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f in bin i over the total number of  events in bin i. 
Nf" . . . .  /N f  is the relative fraction of  muon events in bin 
i, and jO/(p, P r )  is the normalised density in the p, PT 
plane, for a given flavour f N[' . . . .  /N  [ contains the 
inclusive branching ratio for f lavour f, the detection ef- 
ficiency due to the muon selection, as well as background 
such as from punchthrough and decays. 
I f  an event lies in bin j :~ i, the quantity ~i,Yj , i  is given 
by 7, Nf /~,  N~, the unknown fraction of  the events 
k~=i k~i  
with flavour f for all bins other than bin i. 
In the likelihood analysis, the semileptonic branching 
ratios are taken from CLEO measurements [24] and the 
normalised ensities/~f in the p, PT plane are taken from 
JETSET* [13] and are corrected according to the 
ACCMM model [22] of  the semileptonic decays. The 
unknown fractions Nf /N i  and 7, Nf /7 ,  N k can be ex- 
pressed using the ratio k~e k~i 
s Nf IN i  R, = ~7/~-  (28) 
as  
f - N { N f 
l~i , j=i  Ni - R / -~ - and 
s N f 1 -R  f Ni 
N N f 
~ifj~=i ~ k~i  
N N~ 1N~ N 
kr  N 
(29) 
Since Nf /N  is given by the electroweak couplings, 
and Ni /N  is known from the data, the likelihood can be 
maximised with R b and R 7 as the only free parameters. 
Note that R uds can then be calculated from 
N~ + N[ + Ny  ~ = Ni. In terms of the differential 2-jet 
rate, Rib is just the ratio of  the normalised differential 
2-jet rate for b events, and the normalised differential 
2-jet rate for all events, 
Db(yi) (30) 
R~ = R b (Yi) -- D~U (Ye) " 
For  the case of  f lavour independence of as, one would 
expect R b (y) = R c (y) = R "as (y) to equal unity. The finite 
masses of  quarks can cause deviations from unity, even 
for f lavour independence. 
* For the fragmentation function of heavy quarks the Peterson 
parametfisation is used with ec = 0.046 and 8 b = 0.0057 
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