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The Kelvin–Helmholtz instability gained scientiﬁc attention after observations at Venus by the spacecraft
Pioneer Venus Orbiter gave rise to speculations that the instability contributes to the loss of planetary ions
through the formation of plasma clouds. Since then, a handful of studies were devoted to the Kelvin–Helm-
holtz instability at the ionopause and its implications for Venus. The aim of this study is to investigate the
stability of the two instability-relevant boundary layers around Venus: the inducedmagnetopause and the
ionopause. We solve the 2D magnetohydrodynamic equations with the total variation diminishing
Lax–Friedrichs algorithm and perform simulation runs with different initial conditions representing the
situation at the boundary layers aroundVenus. Our results show that theKelvin–Helmholtz instability does
not seem to be able to reach its nonlinear vortex phase at the ionopause due to the very effective stabilizing
effect of a large density jump across this boundary layer. This seems also to be true for the inducedmagne-
topause for low solar activity. During high solar activity, however, there could occur conditions at the
induced magnetopause which are in favour of the nonlinear evolution of the instability. For this situation,
we estimated roughly a growth rate for planetary oxygen ions of about 7.6  1025 s1, which should be
regarded as an upper limit for loss due to the Kelvin–Helmholtz instability.
 2011 Elsevier Inc. Open access under CC BY-NC-ND license.1. Introduction and Elphic and Ershkovich (1984) investigated the stability of theSince the observations of wave-like structures and plasma
clouds in the vicinity of Venus by Pioneer Venus Orbiter (PVO),
the Kelvin–Helmholtz (KH) instability has been discussed as a loss
process for planetary particles (e.g. Amerstorfer et al., 2010; Brace
et al., 1982; Elphic and Ershkovich, 1984; Lammer et al., 2006;
Wolff et al., 1980). Generally, the KH instability develops at
boundaries with velocity shears. Around planets, magnetopauses
or ionopauses form such boundaries. Waves of initially small
amplitudes grow and eventually reach the nonlinear stage, i.e. vor-
tices are formed, on their way along the boundary from the subso-
lar point to the terminator. The vortex structures might be able to
detach and form so-called plasma clouds, which contain iono-
spheric particles (Brace et al., 1982), and thus can contribute to
the loss of ions. Recently, Pope et al. (2009) reported observations
by the Venus Express (VEX) magnetometer VEXMAG indicating
vortices of the magnetic ﬁeld in the magnetosheath above the ion-
opause that might originate from nonlinear waves at the boundary.
Theoretical studies of the KH instability around unmagnetized
planets, such as Venus and Mars, are rather rare. Wolff et al. (1980)rl-Franzens-University Graz,
4120 634.
l).
-NC-ND license.ionopause of Venus analytically and came to the conclusion that
the boundary can be unstable with regard to the KH instability.
ThomasandWinske (1991)used akinetic code to simulate the insta-
bility numerically at Venus. Their results show the detachment of
plasma structures. Terada et al. (2002) studied the solar wind inter-
action with Venus using a global hybrid simulation code. Waves at
the ionospheric boundary are also clearly visible in their results.
Penz et al. (2004) studied the KH instability analytically for Mars,
assuming a tangential discontinuity as a boundary, and compared
the ion loss to other loss processes. With a simple estimation they
found that the loss rate due to the KH instability is comparable to
other non-thermal loss processes. Gunell et al. (2008) analyzed ion
and electron ASPERA-3 data from Mars Express and found oscilla-
tions in the electron and ion densities as well as in the ion velocities
in the magnetosheath at large solar zenith angle (SZA). Comparison
with a one-dimensional linear model gave some agreement in the
occurring frequencies but was not able to explain the observations
satisfactorily. By solving the linear magnetohydrodynamic (MHD)
equations numerically, Amerstorfer et al. (2007) investigated the
inﬂuence of an increasing density, when approaching the planet,
on the linear growth rate of the instability. Amerstorfer et al.
(2010) studied the nonlinear evolution of the KH instability and vor-
tices. The resultsof both studies showthat thegrowth rate and insta-
bility evolution is rather sensitive to the density jump across the
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of fastmagnetosonicperturbations in thevicinityof amagnetopause
due to the KH instability. They mention that the observation of fast
magnetosonic waves in a high b supersonic plasma within a mag-
netosheath could be an indication of the occurrence of the KH insta-
bility at the magnetopause.
Zhang et al. (2008b) studied the induced magnetosphere and its
upper boundary, the induced magnetopause, at Venus. They men-
tion that magnetosphere-like and magnetopause-like features
seem to occur at every planet, no matter if the planet possesses
an intrinsic magnetic ﬁeld or not. Their Fig. 2 shows a nice sketch
of the boundary situation at Venus, where we have the bow shock,
followed by the induced magnetopause, and ﬁnally, the ionopause,
which marks the lower boundary of the induced magnetosphere.
The induced magnetopause is a well-deﬁned boundary, character-
ized by the drop in magnetosheath wave activity. It is interesting
that there seems to be no signature in the magnetic ﬁeld strength
across this boundary layer, but rather a gradual increase (Zhang
et al., 2008a). A similar boundary can also be found at Mars, where
it is called the magnetic pile-up boundary or the magnetospheric
boundary (e.g. Dubinin et al., 2006, 2008). The lower boundary of
the induced magnetosphere is the ionopause. There are different
deﬁnitions of the ionopause. It was deﬁned, for example, as the alti-
tude where the plasma density drops below 100 cm3 or where the
thermal pressure of the ionosphere ﬁrst is equal to the magnetic
pressure piling up in the magnetic barrier above the ionopause
(see Knudsen (1992), and references therein). The averagemagnetic
state of the ionosphere depends upon the solar activity. Whereas
the ionosphere is magnetized most of the time during solar mini-
mum, it is most of the time unmagnetized during solar maximum
(Zhang et al., 2008a). At solar minimum, both the Venus ionopause
and magnetopause altitudes are lower than at solar maximum.
Concerning the thickness of the magnetic barrier, Zhang et al.
(2008a) found that it stays the same for both solar minimum and
maximum activity. The real obstacle to the solar wind seems to
be the magnetopause, which is at higher altitudes than the iono-
pause. The same situation is found at Mars, where the magnetic
barrier deﬂects the magnetosheath solar wind (Dubinin et al.,
2006).
In principal, all the aforementioned theoretical investigations
give some reasonable arguments why we can assume that the
KH instability can occur at some boundary around Venus. The
question is, what boundary is unstable – the induced magneto-
pause or the ionopause. The plasma situation is different at each
of these boundaries. On the one hand, from the induced magneto-
sphere to the ionosphere, the mass density can perform an increase
up to even 10,000 times. On the other hand, if the induced magne-
topause is thought to be the unstable boundary, then the density
increase might even be lower than 100-fold.
This work aims to shed some light on the matter of what bound-
ary is more likely to be unstable to the KH instability and on what
boundary vortices, which are thought to be necessary for plasma
clouds, can evolve. For this purpose, we study the nonlinear evolu-
tion of the 2D KH instability by solving the MHD equations
numerically.
The paper is organized as follows. In Section 2 we brieﬂy de-
scribe the MHD equations and numerical issues. The initial plasma
conﬁgurations and input parameters are listed in Section 3. Section
4 deals with the results and the discussion, before we draw our
conclusions in Section 5.2. Numerical model
To study the development and evolution of the nonlinear
Kelvin–Helmholtz instability, we solve numerically the equationsof magnetohydrodynamics. A detailed description of the numerical
procedure and the algorithm can be found in Amerstorfer et al.
(2010). Here, we brieﬂy describe the most important points.
We use the conservative system of the MHD equations
@
@t
qþr  ðqvÞ ¼ 0; ð1Þ
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ðqvÞ þ r  qvvþPI BB
l0
 
¼ 0; ð2Þ
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where q is the mass density, v the plasma velocity, B the magnetic
ﬁeld, e the total energy density, P the total pressure, l0 the perme-
ability in vacuum and I is the unit matrix. The total energy density e
is given by
e ¼ p
j 1þ
qv2
2
þ B
2
2l0
; ð5Þ
which is the sum of thermal, kinetic and magnetic energies, with j
as the ratio of speciﬁc heats (in our case, j = 5/3; the numerical re-
sults discussed later do not change signiﬁcantly for other values, e.g.
for j = 2). The total pressure P is the sum of thermal and magnetic
pressures,
P ¼ pþ B
2
2l0
: ð6Þ
Additionally, we have the divergence-free condition of the magnetic
ﬁeld,
r  B ¼ 0: ð7Þ
For the numerical treatment, we use normalized quantities, as there
are
~q ¼ q
qn
; ~v ¼ vvn ;
eP ¼ P
qnv2n
; eB ¼ Bﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0qnv2n
p ;
where subscript n denotes the dimensional quantities used for nor-
malization, representing the values near the planetary boundary
layer. The spatial scales are normalized with a, which is the half
width of the layer across which the plasma changes its properties,
and the time is normalized with a/vn. We will skip the tilde for bet-
ter readability in the following, and if not otherwise stated, we
mean the normalized plasma quantities.
To solve the MHD equations, we use the total variation dimin-
ishing Lax–Friedrichs (TVDLF) scheme as described and tested in
Tóth and Odstrcˇil (1996) and as already used for previous studies
(Amerstorfer et al., 2010). This TVD scheme has the advantage of
solving Riemann problems without the need to know the local
characteristic waves. Thus, the implementation is not as complex
as for exact or approximate Riemann solvers, and the code can
be easily adapted to other systems of equations without having
to calculate new speciﬁc eigenvectors and eigenvalues.
The TVDLF scheme uses slope limiters to obtain the left and
right states of the Riemann problem. To avoid problems due to
negative pressures, we do not limit the conserved variables but
the primitive ones, i.e. v, q, p and B. To avoid problems due to neg-
ative pressures for the cases of large density variations across the
boundary or small initial pressures, we combined two limiters:
The magnetic ﬁeld and the density are limited with the Woodward
limiter (Tóth and Odstrcˇil, 1996), whereas the pressure and veloc-
ities are limited with the minmod limiter (see also Balsara (2004)
for this concept of using two different limiters). In those cases
where we still got problems with negative pressures, we used
the minmod limiter only, which is more diffusive than the
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Fig. 1. Total pressure as a function of solar zenith angle for different terminator
pressures.
478 U.V. Möstl et al. / Icarus 216 (2011) 476–484Woodward limiter, and thus, the growth rates of the instability are
a little bit, but not signiﬁcantly, lower.
As suggested by Tóth and Odstrcˇil (1996), a Strang-type opera-
tor splitting with alternate dimension sweeps is implemented to
extend the numerical scheme to two dimensions. The time step
Dt obeys the Courant–Friedrichs–Levy condition,
Dt ¼ Cmin Dx
cmaxx
 
;
Dy
cmaxy
 !" #
ð8Þ
where C = 0.8, Dx and Dy are the space steps in x- and y-direction,
respectively, cmax is the maximum propagation speed of information
on the mesh in the corresponding direction and is given as the sum
of the macroscopic ﬂow velocity and the fast magneto-sonic wave,
cmaxd ¼ jvdj þ
1ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jpþ B2
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jpþ B2
q
 !2
 4jpB
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d
q2
vuut
vuuut ; ð9Þ
where index d stands for either the x- or the y-component of v and
B, depending on the current dimension sweep. We use periodic
boundary conditions in x-direction and ﬁxed boundary conditions
in y-direction. The computational domain extends from 0 to Lx in
x-direction and from 20a to 20a in y-direction.
3. Input parameters
Around Venus, the boundaries are layers rather than disconti-
nuities. These layers have some ﬁnite thickness and represent
the transition from one plasma to the other. Within such a layer,
the plasma quantities change. For the background parameters we
choose tanh-proﬁles, which represent a smooth approximation to
the change of the plasma quantities from one side of the boundary
layer to the other. The following initial conﬁguration is assumed,
vxðyÞ ¼ 0:5v0½1þ tanhðyÞ þ 0:5v1½1 tanhðyÞ;
qðyÞ ¼ 0:5q0½1þ tanhðyÞ þ 0:5q1½1 tanhðyÞ;
BzðyÞ ¼ 0:5B0½1þ tanhðyÞ þ 0:5B1½1 tanhðyÞ;
ð10Þ
where v0, q0 and B0 denote the (normalized) velocity, mass density
and magnetic ﬁeld in the upper layer, respectively, and v1, q1 and B1
the (normalized) quantities in the lower layer. We always assume
v1 = 0.0, v0 = 1.0 and q0 = 1.0. For q1, we take values up to 200,
which represents the situation of an increasing mass density when
approaching the planet from the magnetosheath to the ionosphere.
If we assume the ionopause to be the unstable boundary, we
assume on the one hand B1 = 0.0, representing the unmagnetized
ionosphere at solar maximum, and on the other hand B1 = 0.5, rep-
resenting the magnetized ionosphere at solar minimum. If we as-
sume the magnetopause to be the unstable boundary, Bz actually
slightly increases by a factor of 1.1, due to the pile up of magnetic
ﬁeld in the induced magnetosphere (Zhang et al., 2008a).
The initial total pressureP0 is constant. The initial thermal plas-
ma pressure is calculated from
pðyÞ ¼ P0  B
2
z ðyÞ
2
:
Seed perturbations for the KH instability are given through the y-
component of the velocity,
vyðx; yÞ ¼ dvy sin 2pLx x
 
ey
2
; ð11Þ
where dvy = 0.01 is the amplitude of the initial perturbation, and Lx
is the length of the computational box in x-direction. We assume
that the perturbations propagate only in x-direction. Thus, the wave
number kx is perpendicular to the magnetic ﬁeld Bz.Regarding the estimation of the total pressure and the magnetic
ﬁeld, we have to take into account that both quantities vary along
the surface of the obstacle. The variation of the total pressure can
be described by the so-called Newtonian formula (e.g. Petrinec
and Russell, 1997; Phillips et al., 1988)
P ¼ ðPsp PtÞ cosðhÞ2 þPt; ð12Þ
where Psp ¼ Kq1v21 is the pressure at the stagnation point, h is the
angle between the normal to the obstacle surface and the undis-
turbed solar wind velocity vector, and Pt is the sum of the thermal
and magnetic pressures near the ﬂow terminator (please note that
we take the physical unnormalized values for the following deriva-
tion). The subscript1 denotes the upstream solar wind values, and
K is an empirical constant, approximately 0.88 for Venus conditions
(Zhang et al., 1991). The pressure term Pt is only a fraction of Psp,
Pt = ptPsp. For Psp we take the average value of 5.5 nPa (Zhang
et al., 1991). Fig. 1 shows the variation of the total pressure as a
function of the solar zenith angle (SZA) h along the obstacle surface
and for different values of pt.
Using formula (12), we describe the behaviour of the normaliza-
tion quantities along a streamline in the magnetosheath at the
obstacle surface. In order to get the velocity along the obstacle sur-
face, we use the Bernoulli equation for a 2D MHD plasma with the
velocity being perpendicular to the magnetic ﬁeld, which is
v2
2
þ j
j 1
p
q
þ B
2
l0q
¼ j
j 1
psp
qsp
þ B
2
sp
l0qsp
; ð13Þ
where the subscript sp refers to the values at the subsolar point, j is
the adiabatic coefﬁcient, and where we set vsp = 0.0. To determine
the proﬁles of the mass density, the plasma pressure and the mag-
netic ﬁeld, we start with the adiabatic relation between mass den-
sity and plasma pressure,
q ¼ qsp
p
psp
 !1=j
; ð14Þ
and with the proportionality relation of the magnetic ﬁeld and the
mass density (valid for 2D),
B ¼ q Bsp
qsp
: ð15Þ
U.V. Möstl et al. / Icarus 216 (2011) 476–484 479Rewriting Eq. (14) for the pressure and taking the magnetic ﬁeld
from Eq. (15), we get for the total pressure
P ¼ qj psp
qjsp
þ q2 B
2
sp
2l0q2sp
: ð16Þ
Making the simplifying assumption that j  2 (which is only
roughly true for an adiabatic change of state), we get for the mass
density the following approximate expression
q ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
P
psp
q2sp
þ B
2
sp
2l0q2sp
 !1vuut : ð17Þ
Now, we can also determine the plasma pressure and the magnetic
ﬁeld along the obstacle surface. From Eq. (13) we get the expression
for the velocity,
v ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
j
j 1
psp
qsp
 p
q
 !
þ 2
l0
B2sp
qsp
 B
2
q
 !vuut : ð18Þ
We take Bsp = 80 nT (Zhang et al., 2009), qsp = 1  1019 kg m3
(Biernat et al., 2007) (which is 3q1, with q1 = 3.3  1020 kg m3,
determined from n1  20 cm3, see Luhmann et al. (1997)), and
psp ¼ Psp  B2sp=ð2l0), with Psp = 5.5 nPa as an average pressure va-
lue (Zhang et al., 1991). The variations of the plasma parameters
along the obstacle surface, given by Eqs. (14), (15), (17) and (18),
are plotted in Fig. 2 as a function of the solar zenith angle and for
different terminator total pressures. We should note here that the
results discussed in Section 4 are not very sensitive to the magnetic
ﬁeld value due to the considered conﬁguration.
From theory and observations we know that the mass density
and velocity approximately reach their undisturbed solar wind val-
ues around the terminator. From Fig. 2 we see that this is the case
only for pt = 0.1. Also, the magnetic ﬁeld values agree with observa-
tions for this case (Zhang et al., 1991, 2008a).0 20 40 60 80
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Fig. 2. Mass density, velocity, magnetic ﬁeld and plasma pressure along the obstacle surfaWith the magnetosheath values for pt = 0.1, the normalized to-
tal pressure and the normalized magnetic ﬁeld exhibit the behav-
iour as shown in Fig. 3. The normalized total pressure and the
magnetic ﬁeld at the subsolar point are inﬁnite due to the fact that
the velocity at the boundary, which is the normalization velocity, is
zero there. Thus, we start the plot at a distance of 500 km along the
surface from the stagnation point, which corresponds to a solar ze-
nith angle of about 5.
In the unnormalized case, the ﬂow velocity increases and the
mass density decreases along the streamline from the subsolar
point to the terminator. In the normalized case, the velocity and
the mass density in the magnetosheath are always 1.0 – the veloc-
ity and density variations are inherent in the variations of the nor-
malized total pressure and of the normalized magnetic ﬁeld.
We can convert the normalized total pressure into the mag-
netosonic Mach number Mf for the magnetosheath ﬂow with the
following relation:
Mf ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2P0
s
: ð19Þ
Miura and Pritchett (1982) have shown that the larger the mag-
netosonic Mach number, the smaller the growth rate of the KH
instability, which actually means the same as the fact that the
smaller the total pressure, the smaller the growth rate. The mag-
netosonic Mach number characterizes the importance of com-
pressibility for the plasma ﬂow. The incompressible case is
represented with the limit Mf? 0.
4. Results and discussion
The growth rate of the KH instability indicates how fast the
instability evolves from small initial perturbations to vortices for
a given plasma situation. The growth rate is obtained from the
simulations in the following way. Since the perturbations grow0 20 40 60 80
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Fig. 3. Normalized total pressure and normalized magnetic ﬁeld as a function of solar zenith angle along the obstacle surface.
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crease when we plot the time evolution of the maximum of the
quantities in a logarithmic scale. The slope of the linear increase
is the linear growth rate (see Fig. 5). In this study, we used the time
evolution of the vertical kinetic energy Ey ¼ 0:5qv2y to obtain the
growth rates for the different cases discussed below.
For the magnetic ﬁeld, we take three different proﬁles, one with
B1 = 0.0 and B1 = 0.5 (ionopause cases) and one with B1 = 1.1B0
(magnetopause case). However, for the cases with a non-vanishing
magnetic ﬁeld, the growth rates are only insigniﬁcantly larger than
the ones for B1 = 0.0 (see Fig. 7), which is attributable to the as-
sumed conﬁguration. Since the magnetic ﬁeld is perpendicular to
the ﬂow velocity and the wave vector, it does not greatly inﬂuence
the evolution of the KH instability. Thus, we present the results for
B1 = 0.0, and assume that they are also valid for the magnetized
ionopause and magnetopause cases. We investigate the effect of
different density jumps, up to q1 = 200 where numerically possible.
We have the following situation on the boundary layer: On the
one hand, the physical growth rate decreases for h? 0 because
the velocity shear decreases; on the other hand, the growth rate
decreases for h? 90 due to the stabilizing effect of compressibil-
ity. Therefore, the physical growth rate exhibits a maximum some-
where at an intermediate point on the boundary, as can be seen in
Fig. 4 for q1 = 10 (upper plot) and q1 = 100 (lower plot). This max-
imum lies around 40 SZA, where Mf = 0.7. For our calculations, we
thus took the case with P0 = B0 = 1.0, for which we get the maxi-
mum physical growth rates on the boundary.
Concerning the general evolution of the instability, we have
three phases. First, there is a linear growth phase, which is clearly
visible when we plot the maximum of the vertical kinetic energy
Ey ¼ 0:5qv2y of every time step in a logarithmic scale (Fig. 5). From
the slope of the linear growth, a linear growth rate can be deter-
mined. After the linear growth phase, we have a saturation and
the nonlinear evolution sets in. The end of the growth phase is
identiﬁed with the ﬁrst maximum of the evolution, which is an
indicator of the linear growth time tlin needed for a vortex to devel-
op. Eventually, the vortex structure becomes irregular, and the
boundary layer ends up disturbed.
An exemplary evolution of the KH instability is shown in Fig. 6.
These plots show the normalized mass density at different times
during the simulation and they correspond to the case with
q1 = 10 and with the wave number for which we get the maximum
growth rate, kx = 0.42 (Lx = 15). The plasma ﬂows from left to right.
At time t = tlin(10) = 93.33, a regular-structured vortex has evolved
and the saturation sets in – ending in an irregular boundary layer.
Fig. 7 shows the normalized growth rate as a function of the
normalized wave number for four different values of q1. The lines
are polynomial ﬁts of second order. We see a strong decrease of thegrowth rate with increasing q1 and a shifting of the maximum to
smaller wave numbers or larger wavelengths, respectively.
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Fig. 5. Time evolution of the maximum of ln(Ey) of every time step for P0 = B0 = 1.0
and for different q1.
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growth rate cm as a function of the normalized density of the lower
layer, q1 = qi/qn, is well represented by a logarithmic ﬁt of the form
cm = b + c ln(q1), with b = 0.091 and c = 0.014, which is depicted in
the upper plot of Fig. 8. The corresponding normalized linearFig. 6. Time seriesgrowth time, using the same ﬁt-function with b = 2.09 and
c = 40.27, is shown in the lower plot. The dashed line represents
the possible continuation for larger density jumps.
To interpret these results with respect to the situation at Venus,
we have to look at observations. The upper ionosphere, the iono-
pause as well as the magnetopause are higly variable and time
dependent. Of course, it would not be possible to fully account
for this variability. However, we can take some average conditions
for solar maximum and some average conditions for solar
minimum.
Zhang et al. (2008a) present ionopause and magnetopause alti-
tudes derived from PVO and Venus Express observations. They give
ionopause altitudes for solar minimum and maximum that are
around 300 and 400 km at about 40 SZA, respectively. Miller
et al. (1984) report oxygen ion densities at solar maximum up to
20,000 cm3 at around 400 km for a solar zenith angle of 65 ± 5
– so, there are even higher densities at lower SZA or lower alti-
tudes. Thus, it seems we have to consider at least an ion density
of some thousands of ions cm3 when assuming the ionopause
as the KH unstable boundary. With the density at the boundary
at 40 SZA, taken from Fig. 2, qn  8  1020 kg m3, and an
oxygen ion mass density of qi ¼ 20; 000 106  16 mHþ ¼ 5:3
1016 kg m3, we get for q1 = qi/qn = 6600. From Fig. 8 we see that
assuming such high density ratios across the boundary results in
very small growth rates. This means that the instability or vortices
might not be able to develop along the ionopause.of the density.
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solar minimum and maximum which are approximately 500 and
700 km at about 40 SZA, respectively. For solar maximum, the
oxygen ion density at 700 km is about 8000 cm3 (Miller et al.,
1984), which is still very high. Taking again the mass density at
40 SZA from Fig. 2, we get a density ratio q1  2700. For such a
density increase, the growth rate also becomes rather small, and
it is questionable if we get any vortices from the KH instability at
the magnetopause at such small SZA.
In our current study, we use initial conditions that are constant
along the boundary layer, which is of course some simpliﬁcation.
When following the magnetopause boundary to higher SZA, the
boundary altitude increases up to 1700 km for solar maximum
(Zhang et al., 2008a). This means that the density jump will
strongly decrease as we follow the boundary to the terminator.
Especially at the altitudes corresponding to solar maximum, there
should be at least an order of magnitude lower ion densities, which
would result in a lower density ratio across the boundary (maybe
around q1  200–300), such that vortices might be able to be pro-
duced by the KH instability.
Taking the case P0 = B0 = 1.0 and q1 = 200, we see that the nor-
malized linear growth time is ~tlin ¼ 210. When we assume that the
perturbations travel with velocity 0.5vn, they need the following
distance D along the boundary to develop into vortices,
D ¼ vn
2
tlin; ð20Þ
where we have to keep in mind that here tlin is the physical, unnor-
malized linear growth time, which is tlin ¼ a=vn~tlin. Inserting this
expression for tlin we get for the distance DD ¼ a
2
~tlin: ð21Þ
With the half-thickness of the magnetopause of about a = 100 km
(Zhang et al., 2008b), we thus obtain D = 10,500 km. This is the dis-
tance that the initial perturbation travels while evolving into a vor-
tex. We want to compare this distance to the length of the boundary
layer from the subsolar point to the terminator, LB. This length is gi-
ven by LB = p/2(Rpl + hB), where Rpl is the radius of the planet and hB
is some average boundary layer altitude. With Rpl  6000 km and
hB  1000 km, we get LB  11,000 km. Thus, when the perturbation
starts at the subsolar point, it would reach the nonlinear vortex
phase around the terminator, when it always grows with the max-
imum growth rate on the boundary. However, the maximum
growth rate is only available around h  40. It seems that for this
set-up, the vortex would need more time, respectively distance, to
develop.
However, we assume a very small amplitude of the initial per-
turbation with dvy = 0.01, which is likely to be larger from the
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perturbations growwith the maximum growth rate. We made thus
simulation runs with larger initial perturbations, taking dvy = 0.03,
dvy = 0.05 and dvy = 0.1 for the case P0 = B0 = 1.0, q1 = 200 and
Lx = 28. The resulting linear growth times for these runs are
~tlin ¼ 155; ~tlin ¼ 116 and ~tlin ¼ 93, respectively. With these growth
times we get D = 7750 km, D = 5800 km and D = 4650 km, respec-
tively, which are approximately half of the boundary layer length
LB. Therefore, we conclude that for these cases a vortex is able to
develop and we can make a rough estimation of a maximum loss
rate of ions.
Concerning estimations of the loss rates of ionospheric ions due
to the Kelvin–Helmholtz instability, we follow the approach
adopted in an earlier paper (Amerstorfer et al., 2010), where we
estimated the amount of particles in each cloud which has spatial
scales comparable to the size of the produced vortices. The loss
rate due to one cloud is then
Ccloud ¼ Ncloudtlin ; ð22Þ
where Ncloud is the number of ions in the cloud produced within
time tlin and is given by Ncloud  0:5niL3V (see Amerstorfer et al.,
2010), with ni as the ion number density in the lower plasma layer
and LV as the spatial scale of the perturbation in all directions. From
our simulations we get LV  10a. Using the same arguments as in
Amerstorfer et al. (2010) concerning the estimation of the number
of clouds present around the terminator, we arrive at 12 clouds.
This number is the same as that given by Brace et al. (1982), where
they estimate from observations that there should be approxi-
mately 12 clouds around the terminator at any given time. Thus,
the total loss rate C due to all clouds amounts to
C ¼ 12Ccloud: ð23Þ
Inserting tlin  100a/vn, we obtain
C ¼ 60a2nivn: ð24Þ
And with a = 100 km, vn = 210 km/s and ni  600 cm3 (assuming
that all ions in the lower layer are oxygen ions and having a jump
of 200 in the mass density), we ﬁnally get an estimation of the total
oxygen ions loss rate of C  7.6  1025 s1. This number has to be
regarded as a maximum loss rate due to the KH instability. First,
the stabilizing effect of a magnetic ﬁeld parallel to the ﬂow is ne-
glected in our simulation. Secondly, we took the maximum possible
velocity shear which is for sure smaller in real situations. And ﬁnal-
ly, it is not sure if the detachment of plasma clouds due to the KH
instability is really a continuous process.
Some of the detached plasma structures reported by Brace et al.
(1982) were seen in a very large distance to the ionopause, for
example at altitudes of about 1500 or 2000 km above the iono-
pause altitude. This strengthens the idea that the boundary layer
from which the plasma clouds originate might not be the iono-
pause but some layer at higher altitudes, e.g. the induced magne-
topause. However, there are also observations with plasma
clouds not having such high altitudes. They might be produced
by KH vortices at the ionopause when conditions are temporally
in favour of the instability at this boundary. Anyway, it might be
possible that the origin of these detached plasma structures is
not connected to the KH instability and its vortices.
The PVO observations were conducted during high solar activ-
ity. Venus Express has been orbiting the planet in a low solar activ-
ity phase. Until today, no observations of plasma clouds, similar to
what was found in PVO measurements, are reported. Only one
publication gives rise to speculations of vortices in the magnetic
ﬁeld, based on observations of the VEX magnetometer (Pope
et al., 2009). The results presented in this paper would ﬁt quite
well into this situation, since we found that the KH instabilityand vortices are most likely to occur during a solar maximum
activity phase. Recently, Borisov and Fränz (2011) mentioned an-
other way of detecting the KH instability. They show that fast mag-
netosonic waves in the magnetosheath can be caused by the KH
instability excited at the magnetopause. Thus, the observation of
such fast magnetosonic waves might be an indication of the occur-
rence of the instability.
We hope that the future VEX mission, extended until the end of
2012, will provide observations and the possibility to understand
the solar activity dependence of the appearance of the KH
instability.
This study uses initial conditions that do not vary along the
boundary layer. Further investigations will need to include more
realistic initial plasma conditions.5. Conclusions
The KH instability has been discussed as a loss process for plan-
etary ions by various authors (e.g. Amerstorfer et al., 2010; Brace
et al., 1982; Lammer et al., 2006). The idea is that waves on the
dayside of a planetary boundary evolve into vortices around the
terminator, where the vortices detach and form plasma structures,
called plasma clouds. These plasma clouds contain ionospheric
particles, which are therefore lost to the solar wind.
We ﬁnd that the KH instability is not able to reach the nonlinear
phase on the ionopause as well as on the magnetopause during so-
lar minimum, due to low boundary layer altitudes and correspond-
ing high density jumps. For solar maximum conditions, the
ionopause seems still to be stable. The induced magnetopause,
however, might become unstable with regard to the KH instability,
especially for higher SZA. We estimated some maximum loss rate
of oxygen ions to be about 7.6  1025 s1, which is lower than that
estimated from observations (Brace et al., 1982) and in a previous
study (Amerstorfer et al., 2010). This loss rate has to be taken with
care and has to be regarded as an upper limit of loss by the KH
instability since the conditions used for our simulation and for
the estimation are for sure not fulﬁlled all the time.
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