Abstract. It is well known that the ratio of two independent standard Gaussian random variables follows a Cauchy distribution. Any convex combination of independent standard Cauchy random variables also follows a Cauchy distribution. In a recent joint work [PM16], the author proved a surprising multivariate generalization of the above facts. also has the standard Cauchy distribution. In this note, we provide some more understanding of this result and give a number of natural generalizations. In particular, we observe that if (X, Y ) have the same marginal distribution, they need neither be independent nor be jointly normal for Z to be Cauchy distributed. In fact, our calculations suggest that joint normality of (X, Y ) may be the only instance in which they can be independent. Our results also give a method to construct copulas of Cauchy distributions.
Introduction
Fix m ∈ N and let Σ be a m × m positive semi-definite matrix. Let X, Y ∼ N(0, Σ) be independent vectors. We denote the column vectors as X = (X 1 , . . . , X m ) and Y = (Y 1 , . . . , Y m ). Let w = (w 1 , . . . , w m ) be such that m j=1 w j = 1, w j ≥ 0, j = 1, . . . , m.
(1.1)
Throughout the paper, the vector w will be assumed to be deterministic, but all of our results hold if w is random but independent of (X, Y ). It was conjectured in [DX16] , and recently proved in [PM16] , that the random variable
has the standard Cauchy distribution with probability density f Z (z) = 1 π 2 1 1 + z 2 .
(1.3)
This result is quite surprising and has many important applications, especially in determining the asymptotic behavior of Wald tests in factor models, graphical models, contigency tables, denotes the inverse chi-squared variable with 1 degree of freedom. Thus the quadratic form in (1.4) is a pivotal quantity for Σ and is a natural test statistic. See [DX16] for an extensive list of applications and further discussion.
The proof in [PM16] is short and uses a geometric characterization of the Cauchy distribution. Nevertheless, the result still seems mysterious. Inspection of the proof in [PM16] reveals that it holds in much greater generality. In this note, we provide some more understanding of this result and give a number of natural generalizations. In particular, we relax the assumptions that (X, Y ) are independent and that they are jointly normal.
The following question was posed in [PM16] : "for a given family of random variables Z 1 , . . . , Z m , can the dependence among them be overwhelmed by the heaviness of their marginal tails (e.g.,
) in determining the stochastic behavior of their linear combinations?" The main result of this paper gives numerous examples that answer the above question in the affirmative. An interesting direction for further inquiry is to fully characterize this phenomenon.
Rotational Invariance and Cauchy
We will write Z ∼ Cauchy(0, 1) to denote that the random variable Z has the Cauchy distribution with location parameter 0 and scale parameter 1, with density f Z (z) as in Equation ∼ Cauchy(0, 1). This is easy to see using (2.1). Write (X, Y ) = (R sin(Θ), R cos(Θ)) with R ∈ (0, ∞) and Θ ∈ (π, π]. Thus, Z = tan(Θ). Due to the rotational invariance of the joint density of (X, Y ) ∈ R 2 , Θ ∼ Unif(−π, π]. Thus from (2.1), it follows that Z ∼ Cauchy(0, 1). This argument did not use the fact that (X, Y ) are jointly Gaussian or independent, but rather that their joint distribution is rotationally invariant in R 2 . The above reasoning thus applies to all other rotationally invariant joint distributions for (X, Y ). For instance, if the pair (X, Y ) have joint densities
∼ Cauchy(0, 1). This observation also generalizes to multivariate X and Y and is the content of Theorem 3.1 below. For multivariate (X, Y ), in addition to rotational invariance, there are many more ways of incorporating symmetry, or antisymmetry, in their joint density that will lead to a Cauchy distribution; see Remark 3.7.
As in [PM16] , the proof of our main result relies crucially on the following result from [PW67] . Also see [Wil69] and [Let77] ) for additional discussions. Lemma 2.1 is proved in [PW67] using the Residue theorem. A geometric proof for m = 2 can be found in [Coh12] . 
Cauchy from convex combination of dependent ratios
Consider a symmetrix matrix F ∈ R 2m×2m of the following form:
where A is an arbitrary symmetric m×m matrix and B is an arbitrary m×m antisymmetric matrix. The following is our main result.
where n ∈ N, h i : R → R + are arbitrary measurable functions, F i are matrices of the form (3.1) and K is the normalizing constant. Then, for any vector w satisfying (1.1),
Proof. The proof is almost identical to that of Theorem 1.1 of [PM16] . Let F i be the matrix
where A i ∈ R m×m is symmetric and B i ∈ R m×m is antisymmetric.
This is a form of U j = (Θ j − Θ 1 ) mod (2π), but with the assurance that the support of U j is (−π, π] regardless of the value of Θ 1 , and that
, and
The map F is one-to-one as shown in Figure 1 of [PM16] . Furthermore, the points where the map F is not differentiable is contained in the set
Clearly this set has Lebesgue measure zero. Outside this set, we have
Thus the Jacobian of the map F is 1 for all Θ ∈ (−π, π] m except for the above measure zero set. Set U 1 ≡ 0 and denote U = (U 1 , . . . , U m ). Since cos(W 1 ) = cos(W 2 ) and sin(W 1 ) = sin(W 2 ) for any W 1 = W 2 mod (2π), we can write the joint density in the new coordinates as
The only observations we need from the above line are: (i) Θ 1 is independent of U and (ii)
because tan(W 1 ) = tan(W 2 ) for any W 1 = W 2 mod (2π). Since U is independent of Θ 1 , conditional on U, Lemma 2.1 yields that Z ∼ Cauchy(0, 1). It follows immediately that Z is also marginally distributed as Cauchy(0, 1). Since Θ 1 ∼ Unif(−π, π), by (2.1) it follows that Z 1 = X 1 Y 1 = tan(Θ 1 ) ∼ Cauchy(0, 1). Since the ordering of variables in the preceding argument was arbitrary, by symmetry it follows immediately that Θ j ∼ Unif(−π, π] and thus
Remark 3.2. If the joint density f X,Y (x, y) can be written as a mixture of Gaussians:
with n α n = 1 and Σ n are arbitrary positive definite matrices, then the main result of [PM16] will immediately yield that Z = m j=1 w j X j Y j ∼ Cauchy(0, 1). To see this, let N ∈ N be a discrete random variable with P(N = n) = α n . Conditional on N = n, let (X, Y ) has joint density g (n)
X,Y (x, y). Then, marginalizing over N, we get that the joint density of (X, Y ) is f X,Y . Now, for each n ∈ N, the main result of [PM16] will yield that if (X, Y ) has joint density g (n)
X,Y (x, y), then Z ∼ Cauchy(0, 1). Averaging over N yields the claim. In [Kel70] , the author notes that certain families of spherically symmetric distributions can be expressed as (3.4). The above argument will then yield that Z ∼ Cauchy(0, 1). Theorem 3.1 generalizes this observation further in two ways. First, Theorem 3.1 shows that if the joint density of (X, Y ) is proportional to product of spherically symmetric densities, then Z ∼ Cauchy(0, 1). Second, it shows how to incorporate antisymmetry. 
so that (X, Y ) are jointly Gaussian but independent. Theorem 3.1 yields that Z = m j=1 w j X j Y j ∼ Cauchy(0, 1). This result was of course conjectured in [DX16] and proved in [PM16] . Interestingly, to our knowledge, this is the only example that satisfies the hypothesis of Theorem 3.1 such that (X, Y ) are independent. A natural generalization of this density that satisfies the hypothesis of Theorem 3.1 is
where A is an arbitrary m × m symmetric matrix and q ∈ N. See equation (4.5) for an example of a density of the form (3.5).
Example 3.4. Take m = 2 and set
The joint density f X,Y does satisfy the hypothesis of Theorem 3.1, and thus Z = 
The density f X,Y above satisfies the hypothesis of Theorem 3.1 and thus Z = 2 j=1 w j X j Y j ∼ Cauchy(0, 1). It is well known that zeroes in the precision matrix indicate conditional independence. Thus if d = 0 in the joint density f X,Y in (3.6), then X 1 is conditionally independent of Y 1 given (X 2 , Y 2 ). Similarly, X 2 is conditionally independent of Y 2 given (X 1 , Y 1 ).
Thus Example 3.5 shows that even in the Gaussian case, independence of (X, Y ) is not needed; certain conditional independence relations might suffice.
Example 3.6. Taking c = 0 and d = 0 in the matrix F in Example 3.5 reveals the following surprise. Pick ρ ∈ (−1, 1) and set
Thus they have the joint density
This corresponds to the joint density f X,Y in (3.6) in Example (3.4) with values c = 0, d = −ρ/(1 − ρ 2 ) and a = b = 1/(1 − ρ 2 ) for the entries of matrix F . Thus, it follows that the result conjectured in [DX16] also holds with the pairs (X 1 , Y 2 ) and (X 2 , Y 1 ) with cov(X 1 , Y 2 ) = −cov(X 2 , Y 1 )! Generalization of this example to m > 2 will be of interest.
Remark 3.7. Examples 3.4-3.6 show that rotational invariance is not the key to full generality. Theorem 3.1 can be generalized further by only requiring that the joint density of (X, Y ) in polar coordinates depends on Θ only via 2π-periodic functions of (θ j − θ k ) for 1 ≤ j = k ≤ m. The author refrained from doing so, to keep the exposition simple. The author does not know if this formulation might fully characterize the family of joint distributions for (X, Y ) so as to have Z = j w j X j Y j ∼ Cauchy(0, 1).
Copulas of Cauchy Distributions
Theorem 3.1 also yields that the marginal distributions of the ratios
This gives a natural way of constructing copulas of Cauchy distributions. In this section we work out the simplest case for m = 2. Our calculations yield a novel and interesting family of bivariate copulas with Cauchy marginals. Let Σ = ρ 0 0 ρ , ρ ∈ (−1, 1).
Let X, Y ∼ N(0, Σ) be independent. Let w 1 , w 2 ≥ 0 with w 1 + w 2 = 1. Let
where
is an infinite mixture of bivariate copulas of Cauchy densities:
, then C 1 , C 2 ∼ Cauchy(0, 1) and w 1 C 1 + w 2 C 2 ∼ Cauchy(0, 1).
Proof. We make the following transformation:
The Jacobian of the transformation (
Taylor expansion of (4.2) yields
Now using the fact for any c > 0,
we can integrate over v 1 , v 2 in equation (4.3) to get
proving the first claim. From equations (4.3) and (4.4), it can be seen that the random variables C 1 , C 2 ∼ f (n) Z 1 ,Z 2 can be generated by via the ratios
, where (E, F ) have the joint density, f E,F (e, f ) ∝ (e 1 e 2 + f 1 f 2 ) 2n exp −1 2 (e The density f E,F satisfies the hypothesis of Theorem 3.1; see Example 3.3. Thus we have C 1 , C 2 ∼ Cauchy(0, 1) and w 1 C 1 + w 2 C 2 ∼ Cauchy(0, 1), and the proof is finished.
The first term f .
The role of the parameter ρ in (4.1) is also interesting. It appears only as a weight in the mixture and neatly decouples from the probability densities f (n) . It will be of interest to know if this phenomenon persists in higher dimensions (m > 2) as well. Finally, using the calculations in this section, it can be verified that f .
