Introduction
The F ibonacci sequence (F n ) is defined by F 0 = 0, F 1 = 1, and for n 2,
The reader will find an introduction to this well-studied sequence in the books by Koshy [8] and Moll [10] .
An expression of the form
where a 0 , a 1 , a 2 , . . . ∈ R and a 1 , a 2 , . . . > 0 is said to be infinite continued fraction and is denoted concisely by [a 0 ; a 1 , a 2 , . . .]. An infinite continued fraction is said to be simple if a 0 , a 1 , a 2 , . . . ∈ Z. For more detail about of the basic properties of continued fractions and its related by Fibonacci sequence can be found in Jones and Thron [5] , Khovanskii [6] , Khinchin [7] and Lorentzen and Waadeland [9] .
In this paper we are seeking to prove
Then for almost every x ∈ (0, 1), the pattern 1, 1, . . . , 1 (k-digits) appears in the continued fraction expansion x = [a 1 , a 2 , . . .] with frequency (−1)
k+1 )/ log 2, that is:
We shall devote section 3 to give the proof of Theorem 1. Throughout this work, we assume that the reader has familiarity with some introductory number theory (suggested references see books by Borevich and Shafarevich [1] , Hardy and Wright [4] , Niven, Zuckerman and Montogomery [11] , and Stark [14] ), ergodic theory (see for example book by Einsiedler and Ward [2] ), analysis and measure theory (see books by Rudin [12, 13] and G.B. Folland [3] ). Simple facts about concepts of Gauss measure, Gauss map also are needed (see for example ref. Einsiedler and Ward [2] ).
Basic Lemmas
To prove Theorem 1.1 we shall need the following lemma
) if k is even, and I k = (
The next two lemmas help us to prove Lemma 2.1 and Theorem 1.1.
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and similarly . The computation just carried out also shows that
and vice versa; hence the open interval just referred to is in fact I k+1 , i.e. we have proved that x −1 − 1 ∈ I k holds if and only if x ∈ I k+1 . Note also that I k+1 ⊂ (
We have thus proved that a 1 = a 2 = · · · = a k+1 = 1 holds if and only if x ∈ I k+1 , i.e. the lemma holds also for k + 1.
Hence by induction, the lemma holds for all k ∈ N.
3 Proof of Theorem 1.1
Let Y = (0, 1)\Q as above, let µ be the Gauss measure (i.e. dµ(x) = 1 log 2 dx 1+x
) and let T : Y → Y be the Gauss map. Using Lemma 2.3, T is ergodic. Now, for fixed k ∈ N, let f : Y → R be the characterstic function of the interval µ) ; hence the pointwise Ergodic Theorem (Lemma 2.2) applies, and we conclude that for µ-almost all x ∈ Y we have
But here, by Lemma 2.1 and using the fact that T corresponds to left shifting the continued fraction expansion, we have f (T j−1 x) = 1 if and only if a j (x) = a j+1 (x) = · · · = a j+k−1 (x) = 1, and therefore the left hand side of (3.1) equals
On the other hand, the right hand side is:
where in the last step we used the formula
To see this formula, since F k+3 = F k+2 + F k+1 , the statement is equivalent with F k+2 F k+1 + F 2 k+1 − F 2 k+2 = (−1) k . Note that this identity holds for k = 0, and note also that
Hence the claim follows by induction. We have thus proved that for µ-almost all x ∈ Y (equivalently, for Lebesgue almost all x ∈ Y ),) the limit in (3.2) equals the expression in (3.3).
