Sharpe Ratio Maximization and Expected Utility when Asset Prices have Jumps by Morten Christensen & Eckhard Platen
 
 









Sharpe Ratio Maximization and Expected Utility 
when Asset Prices have Jumps 
 









���������������Sharpe Ratio Maximization and Expected Utility when
Asset Prices have Jumps¤
Morten Mosegaard Christenseny Eckhard Platenz
November 11, 2005
Abstract
We analyze portfolio strategies which are locally optimal, meaning that they
maximize the Sharpe ratio in a general continuous time jump-di®usion framework.
These portfolios are characterized explicitly and compared to utility based strategies.
In the presence of jumps, maximizing the Sharpe ratio is shown to be generally
inconsistent with maximizing expected utility, but this is shown to depend strongly
on market completeness and whether event risk is priced.
1 Introduction
Perhaps the most widely used tool for investment analysis is the so-called Sharpe ratio, see
e.g Sharpe (1966, 1975, 1994), derived from the mean-variance based portfolio selection
theory originating with Markowitz (1952). In the discrete time case Sharpe ratio based in-
vestment and performance measurement have been analyzed extensively and its strengths
and weaknesses are reasonably well understood. In particular, maximizing Sharpe ratios in
this case has been linked theoretically to a narrow class of return distributions or quadratic
utility. Even though the theoretical justi¯cation is restrictive, the popularity of this invest-
ment performance measure cannot be overlooked. Recently, the continuous time version of
this measure, has been studied by, for instance, Nielsen & Vassalou (2002, 2004), Ziemba
& Zhao (2003) and Platen (2004). In the case of continuous asset prices it has been shown
that Sharpe ratio based investments will in some cases be the choice of all investors max-
imizing expected utility, see Merton (1971) or the recent more general results by Khanna
& Kulldor® (1999) and Nielsen & Vassalou (2002). Most treatments are based on the
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1assumption of continuous asset prices. In contrast, empirical studies strongly suggest that
jumps are a part of asset price behavior. It is unclear what models with jumps need to
satisfy, such that maximizing expected utility coincides with the maximization of Sharpe
ratios. Few papers seems to have investigated this issue. Since Sharpe ratio maximization
is a generally accepted investment practice, understanding such behavior in a more general
framework is an important task. Moreover, recent papers on pricing in incomplete markets
based on so called \good deals", see Cochrane & Sa¶ a-Requejo (2000) and BjÄ ork & Slinko
(2005) assume that investors seek investments with high Sharpe ratios.
We de¯ne locally optimal strategies as those which maximize the continuous time ana-
logue of the Sharpe ratio. The analysis is cast in a general incomplete market framework
involving jump and di®usion risk, modeled by a multi-dimensional Wiener process and a
marked point process. We characterize locally optimal portfolios with and without con-
straints on the portfolio choice, in particular, in the absence of a locally risk free asset and
show that Sharpe ratio based investments always lead to two fund separation, similar to
the classical case of mean variance e±cient portfolio choice, see Tobin (1958) and Sharpe
(1966). Despite the generality of our setting, the results are tractable and derived by using
relatively basic vector space techniques.
It is shown that adding jumps to the evolution of asset prices has important conse-
quences. Our speci¯c goal is to determine whether expected utility maximizing investors
will maximize the Sharpe ratio of their investments. Since investors may \coincidentally"
maximize the Sharpe ratio, we try to determine whether they do so \on purpose" or be-
cause they are \forced" to. To see this, we study the choice in a complete, or almost
complete model. In complete markets, investors are always capable of reaching their pre-
ferred allocation. Often, it may require an in¯nite number of assets to obtain completeness,
because intuitively, completeness requires one asset for each jump size. In this case, ap-
proximate completeness is the natural extension, and we extend our results to this case
as well. The main result is that if both event risk and di®usion risk are priced and mar-
kets are complete or approximately complete, then utility maximizing investors will not
choose a locally optimal portfolio, at least not investors with power or logarithmic utility.
Although completeness is not common in jump-di®usion models, it is important here, be-
cause without completeness investors may in fact maximize the Sharpe ratio \by chance"
as will be exempli¯ed. We conclude that there is a signi¯cant di®erence between complete
and incomplete markets whenever there is jump and di®usion risk present. We argue that
the reason for this e®ect is the di®erence in the pricing of event risk and di®usion risk.
2 The Jump Di®usion Market Model
2.1 The Modeling of Uncertainty
Let there be given a complete ¯ltered probability space, (­;F;F;P), with ¯ltration
F = (Ft)t¸0 satisfying the usual conditions, see Protter (2004). The fundamental building
block for event driven uncertainty is a marked point process, p(¢;¢), see Jacod & Shiryaev
2(1987) or Bremaud (1981). Continuous uncertainty is modelled by an m-dimensional
Wiener process, W = fW(t) = (W 1(t);:::;W m(t))>;t 2 [0;1)g, independent of the
measure p. The marked point process is represented by the jump measure p(dv;dt), and
the corresponding compensated measure is denoted q(dv;dt). This compensated measure
is a martingale random measure with respect to the ¯ltration F and the probability mea-
sure P. For simplicity, the mark space E is assumed to be some measurable subset of R
and is equipped with the usual Borel sigma-algebra, BE. In most cases E will be either an
interval or some ¯nite subset of R. It is assumed that the compensated measure, q(¢;¢),
admits a time-varying non-negative intensity measure, denoted by Á(¢;t) at time t such
that q(dv;dt) = p(dv;dt) ¡ Á(dv;t)dt. Moreover, it is assumed that Á(dv;t) is a ¯nite
measure for all t ¸ 0. This means that the total arrival intensity is ¯nite.
2.2 The Market
We de¯ne a set of primary security accounts as non-negative stochastic processes on the
given probability space. The ¯rst account is a savings account and is assumed to be locally





for t 2 [0;1) with S(0)(0) = 1. It is assumed that the interest rate process r = fr(t);t 2
[0;1)g is F-adapted.
The remaining primary security accounts are risky and assumed to be given as the solution














for t 2 [0;1) with S(i)(0) > 0 for i 2 f1;2;:::;Ng. Here x ¢ y denotes the standard
Euclidean inner product in Rm. In the SDE (2) it is assumed that the integrands ai;¾i;j
and bi are all predictable stochastic processes such that a unique strong solution of the
SDE exists, see Protter (2004). In terms of integrability, it is required that for any time



















ds < 1 (4)
almost surely for all i 2 f1;2;:::;Ng and j 2 f1;2;:::;mg. The assumptions of square
integrable volatilities and jump sizes is imposed here, to facilitate the optimization in the
following sections. To ensure non-negativity of the primary security accounts, it is assumed
that bi(v;t) ¸ ¡1 for almost every (t;v) 2 [0;1) £ E and all i 2 f1;2;:::;Ng. For sim-
plicity, it can be assumed that (¾i(t);bi(v;t)); i 2 f1;2;::: Ng, are linearly independent
3functions on Rm £ L2(Á(dv;t)) almost surely for all t 2 [0;1). This merely avoids redun-
dant assets and the assumption can be made without loss of generality. De¯ne for each








consisting of the ¯rst N + 1 primary security accounts. In most parts of this paper, N
will be a ¯xed number. An exception is Section 4 where the asymptotic properties of the

















A strategy, ±, in the market SN is de¯ned as a predictable vector process, ± = f±(t) =






is well-de¯ned for any T > 0 and i 2 f0;1;:::;Ng. The portfolio process, S(±) =



















for all t 2 [0;1). Let £(SN) denote the set of non-negative, self-¯nancing portfolios in SN.
A portfolio is called admissible if it belongs to £(SN) for some N > 0. Unless otherwise
stated, portfolios are assumed to be admissible. The requirement that portfolio values
should remain non-negative re°ects the real life constraint of limited liability for investors.
A similar constraint is used in Bielecki, Jin, Pliska & Zhou (2005), which considers a
di®erent continuous time mean-variance analysis.
For a strictly positive portfolio, S(±) 2 £(SN), it is possible to de¯ne the corresponding
vector of fractions or portfolio weights,















for i 2 f1;:::;Ng and where ¼0
±(t) , 1 ¡ ¼±(t)>1 is the residual fraction invested in
the savings account. We follow the convention of letting 1 denote the N-dimensional unit
vector (1;:::;1)>. Whenever the meaning is clear from the context, we will write ¼ instead














































(0)(t)r(t) + ¼(t) ¢ a(t); ¾
±(t) , ¼(t)
>¾(t) and b
±(v;t) , ¼(t) ¢ b(v;t):
For a model to be realistic, it is necessary to ensure that some fundamental form of arbitrage
is prohibited. There are di®erent notions of arbitrage in the literature and the one used
here is stated formally below.
De¯nition 2.1 An arbitrage is an admissible portfolio S(±), such that S(±)(0) = 0 and
P(S(±)(T) > 0) > 0 for some T > 0.
Assumption 2.2 There is no arbitrage in the sense of De¯nition 2.1.
Without this assumption, portfolio optimization will loose all meaning, since investors
can obtain in¯nite wealth with no risk and no initial investment. Moreover, the weak
requirement of no arbitrage is su±cient to de¯ne a market price of risk as done below.
3 Local Optimality
For any portfolio, S(±), de¯ne the local risk premium, p±(t), as
p
±(t) , a
±(t) ¡ r(t): (7)





5from the space of generalized volatilities to the real numbers, linking uncertainty to the





From Assumption 2.2 the existence of a risk premium functional follows, see Christensen
& Platen (2005a) or Christensen & Larsen (2004). This is a slight extension of the well-
known result that no arbitrage implies the existence of a market price of risk, see for
instance Back (1991), Schweizer (1992) and Delbaen & Schachermayer (1995). The risk
premium functional is here represented by a vector (µ(t);Ãµ(v;t)) 2 Rm £ L2(Á(dv;t)),
such that for any strategy, ±
p
±(t) = ¾





Any vector, (µ(t);Ãµ(v;t)) satisfying (9), will be termed a market price of risk represen-
tation. The existence of such a representation is a feature of the Riesz Representation
Theorem, see Rudin (1987). Hence (9) is in fact an inner product in the Hilbert space











Here (¢j¢) denotes the inner product of two vectors. Obviously, if (µ(t);Ãµ(v;t)) is a market
price of risk representation, then for any vector, (µ?(t);Ã?
µ (v;t)) orthogonal to the set
f(¾i(t);bi(v;t))ji 2 f1;:::;Ngg it holds that (µ?(t);Ã?
µ (v;t)) + (µ(t);Ãµ(v;t)) is also a
market price of risk representation. The existence of an a±ne subspace of market price
of risk representations is a natural feature of the incompleteness of the market. It will
become clear that the particular choice of representation is of no importance. For this
reason, (µ(t);Ãµ(v;t)) will just denote any market price of risk representation. However, the
issue of choosing such a representation will be pursued later. As a matter of integrability,
we assume that the representation (µ(t);Ãµ(v;t)) is such that for any T > 0, one has
jjµ(¢)jjRm 2 L2([0;T]).
Let us introduce a measure of local uncertainty, V ±(t), derived from the conditional


























will be used, where (¾±(t);b±(v;t)) 2 Rm £ L2(Á(dv;t)).







6for any strategy ±, with V ±(t) 6= 0, for t 2 [0;1). This de¯nition provides the continuous
time version of the classical Sharpe ratio in the case of jump di®usions.
De¯nition 3.1 A portfolio is said to be locally optimal, if it has a maximal Sharpe ratio.
If the maximal Sharpe ratio of all admissible portfolios is zero, then the savings account is
de¯ned to be the only locally optimal portfolio.
Note that the Sharpe ratio is bounded since
s
±(t) =








by (11) and the Cauchy-Schwartz inequality. This is the so-called Hansen-Jagannathan
bound, see Hansen & Jagannathan (1991), derived in BjÄ ork & Slinko (2005) in a similar
set-up. The bound (13) holds for any market price of risk representation, (µ(t);Ãµ(v;t)).
The following lemma characterizes locally optimal portfolios as the solution to a quadratic
optimization problem:
Lemma 3.2 Suppose there exists some portfolio having a non-zero Sharpe ratio. Then an











for some non-negative predictable process k = fk(t);t 2 [0;1)g and all t 2 [0;1).
The proof is given in the Appendix. Equivalently, one might ¯x the risk premium, p±0(t)
and minimize V ±0(t)2 in Lemma 3.2.
In any given vector space, H, with an inner product, (¢j¢), it is possible to de¯ne the
projection of a vector, x, onto a subspace, R. From a geometric point of view, a projection
is the element in R which is closest to x. The projection of the vector x onto the subspace

























7denote the subspace containing the set of generalized volatilities. Not all elements of BN
will correspond to generalized volatilities of admissible portfolios, since b(v;t) ¸ ¡1 almost
everywhere, is required to ensure admissibility. De¯ne the predictable process
© , f©(t) = (µ
p(t);Ã
p
µ(v;t)) , (µ(t);Ãµ(v;t))jBN; t 2 [0;1)g: (16)
Then © itself is a market price of risk representation and is independent of the particular
market price of risk representation, (µ(t);Ãµ(v;t)), on the right hand side of equation (16).
Moreover, due to the fact that projections are Borel measurable mappings we can apply
arguments similar to those in Karatzas & Shreve (1998)[Lemma 1.4.7], to ensure that ©
can be chosen in a measurable way. © will play an important role in the following.
Theorem 3.3 Let ¼ denote the fractions of an admissible strategy ±. If for almost every






for some non-negative predictable scalar valued process ® = f®(t);t 2 [0;1)g, then S(±) is
locally optimal.
Conversely, if Ãµ(v;t) is bounded by some ¯nite valued predictable process almost surely
and the portfolio S(±) is locally optimal, then ¼± satis¯es (17), for some non-negative pre-
dictable process ®.
Strategies with fractions of the form (17) will consequently be denoted by ±(®). We em-
phasize that these are only locally optimal if ®(t) > 0 for t 2 [0;1). The proof can be
found in the Appendix, where it is linked to the proof of Lemma 3.2.
Observe, that fractions of the form (17) in Theorem 3.3 need not correspond to ad-
missible portfolios, since BN does not correspond to the set of generalized volatilities of
admissible portfolios as mentioned earlier. However, the fractions corresponding to locally
optimal portfolios form a convex subset of the set of solutions. In most cases, it will
be possible to choose an admissible locally optimal portfolio, by following a conservative










will it be impossible for the investor to make an admissible investment in a locally optimal
portfolio. It is useful to exemplify when such a situation may occur. Intuitively, suppose
the events are very bad for the share price of one company and very good for the share price
of another company. One could model this situation using E = [¡1;1), Á(dv;t) = dv, and
jump parameters of the form





By making the risk premium of the ¯rst company positive and the risk premium of the sec-
ond company negative, locally optimal portfolios are long in the shares of the ¯rst company
8and short in the shares of the second company, creating the situation as described above.
In a situation such as this, the martingale measure implied from a Girsanov transformation
of © is a signed measure. In other words, the minimal martingale measure, see Schweizer
(1995) is a signed probability measure. The assumption that Ãµ is bounded will ensure the
existence of some locally optimal strategy. Note that in this example short selling must be
allowed. Selling short may not be possible in practice and for this reason, we will brie°y
consider constraints on portfolio choice in Section 3.2. In the absence of constraints, and
supposing that there is an admissible solution to the equations of Theorem 3.3, we can
fully characterize the locally optimal portfolio processes.



















for some predictable non-negative process ® = f®(t);t 2 [0;1)g.









One needs to calculate the projection of the market price of risk representations, ©(t),
on the span of generalized volatilities, as indicated in (16). This can be done by solving







































Since we have assumed linear independence of the generalized volatilities, there is exactly
one solution and denoting »(t) = f»ij(t)gi;j2f1;:::;Ng, we have x(t) = »¡1(t)p(t) for t 2 [0;1).
To exemplify, assume for the rest of this subsection that there is only an m-dimensional
Wiener process and no jump component. In vector form, the N risky primary security
accounts are then assumed to satisfy the SDE
dS(t) = S(t)(a(t)dt + ¾(t) ¢ dW(t)); (19)
where W is an m-dimensional standard Wiener process, ¾ is an N £ m matrix of rank
N · m and both a(t) and S(t) are N-dimensional vectors.
9Corollary 3.5 If the market is given by equation (19), then an admissible portfolio is




¡1(a(t) ¡ 1r(t)) (20)
for t 2 [0;1) and some predictable, scalar valued process ® = f®(t);t 2 [0;1)g.
Note that in the case without jump risk, ®(t) = 1 for all t > 0 the resulting locally
optimal portfolio is the Growth Optimal Portfolio (GOP), see Platen (2004) and Chris-
tensen & Platen (2005b). Moreover, any locally optimal portfolio consist of a position in
the GOP and the remaining wealth invested in the savings account, a so-called fractional
Kelly strategy.
Remark 3.6 As a special case, if m = N and ¾(t) is invertible, then the market is com-
plete and there is only one market price of risk, µ(t). This forces ¼(t)¾(t) = ®(t)µ(t) or
¼(t) = ®(t)¾(t)¡1µ(t).
3.1 A Mutual Fund Theorem
For our general set-up, we point out that if investors were assumed to maximize the Sharpe
ratio of their investments, then the following mutual fund theorem will be a consequence
of Theorem 3.3.
Theorem 3.7 Any investor, who prefers portfolios with higher Sharpe ratios to portfolios
with lower Sharpe ratios will hold a combination of the risk free asset and the mutual fund,















Note that the parameter ®(t) introduced in Theorem 3.3 can be interpreted as the fraction
held at time t in the mutual fund. The mutual fund, S(mf), corresponds to the choice
®(t) = 1 and may involve a position in the risk-free asset. Often, the mutual fund is
assumed to consist of risky assets only, but here we de¯ne it to be equal to the locally
optimal portfolio that corresponds to ®(t) = 1.
From the perspective of expected utility theory, ®(t) is related to the level of risk
aversion of the investor, who selects portfolios based on their Sharpe ratios. For instance,
in the case of no event risk and deterministic coe±cients, ®(t) is the inverse of the Arrow-
Pratt measure of relative risk aversion, see Pratt (1964). Since maximizing Sharpe ratios
may not coincide with maximizing expected utility ®(t) may not always correspond to the
relative risk aversion coe±cient in the Arrow-Pratt sense. However, one could still use ®(t)
as a convenient and intuitive parametrization of risk aversion in a straightforward manner.
103.2 Constraints on Portfolio Selection
The following lemma shows how one might handle restrictions on the choice of portfolios.
De¯nition 3.8 Suppose portfolio constraints are in place such that ¼ 2 J must be satis-
¯ed, where J is some closed convex set, which may be time dependent. Then there exists
an e±cient set of strategies maximizing the Sharpe ratios among all portfolio strategies



















almost surely, where k = fk(t);t 2 [0;1) is ¯nite, predictable and non-negative.
We will refer to such portfolios as J-locally optimal portfolios. Examples include the
set
J , f¼(t)j¼
i(t) ¸ 0; i 2 f0;:::;Ng; t 2 [0;1) and S
(±¼) is admissibleg;
which corresponds to the situation where no short sales are allowed, whereas the set
J , f¼(t)j¼
i(t) ¸ 0; i 2 f1;:::;Ng; t 2 [0;1) and S
(±¼) is admissibleg
allows short positions in the savings account, that is, risk free borrowing is permitted, but
no short sale of risky assets. De¯nition 3.8 still requires one to to ¯nd the projection of
the market price of risk, followed by solving the quadratic optimization program (22) in
the vector space RN £ L2(Á(dv;t)).
As an example we study in more detail the special case where S(0) is no longer traded.
In the context of De¯nition 3.8 this corresponds to
J , f¼(t)j¼
0(t) = 0; t 2 [0;1); and S
(±¼) is admissibleg:
This has an impact on the set of locally optimal portfolios, which is reduced to one single




Similar to the situation in discrete time, see Markowitz (1952), there is an e±cient frontier
of J-locally optimal portfolios. We denote the locally optimal portfolio with a zero net
investment in the savings account by S(±tan), the tangency portfolio. We now characterize
the e±cient frontier of J-locally optimal portfolios, where ¼0(t) = 0.
Lemma 3.9 Consider the solution to the problem
S







(0)(t) = 0; for all t 2 [0;1):
Then S(±mv)(t) is the minimum volatility portfolio and is J-locally optimal. Two fund sep-
aration still holds and any J-locally optimal portfolio strategy, ¼, is at time t characterized
by ¼(t) = a(t)¼±tan + (1 ¡ a(t))¼±mv(t) for t 2 [0;1), and some non-negative predictable
process a = fa(t);t 2 [0;1)g.
11The proof can be found in the Appendix. Note that the second moment of asset prices have
not been assumed to exist. Still, the minimum volatility portfolio, which is well-de¯ned in
a pathwise sense, can exist even if it has in¯nite variance. In the continuous case, if the
second moment exists and if the parameters involved are deterministic, then by the It^ o
isometry the minimum volatility portfolio will have minimal variance among all admissible
portfolios. In general, this need not be the case.
There is a striking similarity between the characterization of the minimum variance
portfolio known in discrete time and the above continuous time description of the minimum
volatility portfolio. Recall the de¯nition of the matrix process
» =
©




j(t)))gi;j2f1;:::;Ng; t 2 [0;1)
ª
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; t 2 [0;1)
for the minimum volatility portfolio. This is similar to the representation of the weights
of the minimum variance portfolio in discrete time.
Consequently, although the framework above is held in a general continuous time jump
di®usion setting, the simplicity of the typical results of a simple one period model remains
intact. The far richer framework presented here will allow a number of interesting and
rather general conclusions to be drawn when we start to compare locally optimal strategies
to expected utility maximizing strategies.
4 Local Optimality versus Expected Utility
It is well-known that, under certain conditions, any utility maximizing investor will prefer a
locally optimal portfolio when asset prices are continuous. In fact this is the case when the
short rate and the total market price of risk are adapted to a certain ¯ltration, as shown
by Christensen & Platen (2005b). In this case, investors do not wish to hedge the risk
associated with these variables. Similar results have been known in special cases, usually
assuming deterministic or even constant coe±cients. Knowing that r and jjµpjj cannot be
arbitrary processes if utility maximization and local optimality are to be related, we make
the following simplifying assumption.
Assumption 4.1 The short rate, r, and the total market price of di®usion risk, jjµpjj, are
deterministic processes.
In the absence of this assumption, local optimality and utility maximization do not coincide
in general, even if there are no jumps. Assuming r and jjµpjj to be deterministic is more
restrictive than necessary, see Christensen & Platen (2005b), however, this allows us to
focus on the issues arising from adding jumps to the market dynamics.











where ° 2 (¡1;1) and 1 ¡ ° is the relative risk aversion of the investor. For ° = 0 this
is equivalent to log-utility which is thus covered by the analysis. Our aim is to investi-
gate when expected utility maximizing investors will choose a locally optimal portfolio i.e.
maximize their Sharpe ratios. Below we show that:
1. In complete markets, if event risk is priced, then neither power nor log-utility investors
will choose a locally optimal portfolio.
2. In an incomplete market they may do so, but this is merely an artifact of incomplete-
ness in the sense that when the market approaches completeness, utility maximizing
investors will move away from local optimality.
3. In the complete pure jump case utility maximizing strategies can be locally optimal
if coe±cients are deterministic.
We conclude that the mixing of event and di®usion risk is critical, because the pricing
of these two types of uncertainty di®ers fundamentally. Intuitively this arises because the
quadratic variation which is used as measure of uncertainty, is symmetric in the sense that
uncertainty about upward and downward jumps is \punished" symmetrically. Obviously,
for risk-averse investors the downward jumps are the major concern. An illustration is
provided by the following example.
Example 4.2 Let q1 and q2 denote two independent compensated Poisson processes with
equal intensity, ¸ 2 R+. This means that qi(t) = Ni(t) ¡ ¸t for t 2 [0;1) and i 2 f1;2g,













where t 2 [0;1) and i 2 f1;2g. Suppose b1 = ¡b2 = 1 and Ã1
µ = ¡Ã2
µ = 1
2. In this case it
is seen that s1 = s2, that is, the two securities have identical Sharpe ratios. If an investor
were to care only about Sharpe ratios, then she or he would be indi®erent between holding
either of the two securities. It is easy to see that the second security will default almost
surely at some time point. In contrast, the ¯rst security will remain strictly positive for all
t 2 [0;1). Hence, expected utility maximizing investors with, for instance, log-utility will
always prefer the ¯rst security to the second security.
In words, if one considers a portfolio having a ten percent chance of loosing 100% and a
given market price of risk and compare it to a portfolio with a 10% chance of doubling
and having an equal, but negative, market price of risk. In terms of local optimality
the portfolios are similar since they have the same expected return and the same risk,
13but no investor having a power or log-utility function will prefer the former. Ranking
portfolios according to their Sharpe ratio will then provide a di®erent ranking than by
ranking in order of expected utility. The problem is essentially the same in the classical
mean-variance framework, since the variance is also symmetric. For di®usion noise, this
problem disappears, since investors are assumed to hedge continuously and do not need
to fear more than in¯nitesimal changes in their portfolio over small time-horizons. Even if
expected utility and Sharpe ratios provide a di®erent ranking, it may still be the case that
in optimum, a utility maximizing agent will choose a locally optimal portfolio.
Section 4.1 below will state the result in a simple case of a ¯nite mark space. Such
a model is driven by a ¯nite number of Poisson counting processes. This simpli¯cation
is made to provide easier access to the results, without having to face the complications
arising from, what is in essence, an in¯nite-dimensional noise source. The assumption of
a ¯nite mark space can restrict the models severely, so Section 4.2 will extend the result
to the general case, which will be more technical, since completeness is no longer possible
when investors are only allowed to trade a ¯nite number of assets.
Let us start by providing a characterization of the solution to the optimal portfolio
problem (24) by stating the ¯rst order conditions for power and logarithmic utility maxi-
mization.
Theorem 4.3 Consider an investor with power or log-utility and risk-aversion coe±cient































Á(dv;t) = 0 (25)
for t 2 [0;1) and i 2 f1;:::;Ng. If there is a predictable process





>; t 2 [0;1)g
satisfying this equation, such that ¼±° describes the fractions of an admissible portfolio,
S(±°), and E[U(S(±°)(T))] < 1, then the strategy de¯ned by the fractions ¼±° is optimal
for a power utility investor with relative risk aversion coe±cient 1 ¡ °. The ¯rst order
conditions for log-utility are obtained by putting ° = 0 in (25).
The proof is found in, for instance, Kraft & Ste®ensen (2005)[Appendix A.4] or Chris-
tensen & Platen (2005a) for the case of log-utility. A consequence of Assumption 4.1 is
that the so-called Merton-Breeden hedge terms do not appear in (25), since power investors
do not have to hedge uncertainty in the processes r and jjµpjj. If r and jjµpjj were general
processes, then investors may wish to apply a di®erent strategy. For instance, they may
take into account that risk free borrowing could be expected to become more expensive
and try to hedge this risk, see for instance Merton (1973).
For tractability we add the following assumption.
14Assumption 4.4 For each ° 2 (¡1;1) the solution to the corresponding investment
problem is given by (25).
It should be noted that in a jump-setting, the ¯rst order conditions need not de¯ne an
admissible portfolio because in some cases the process obtained by applying these fractions
will become negative. In general, we may have a \corner solution" and Assumption 4.4
rules out this case. If downward jumps do not have a \thin tail" and if the market price of
risk is not \too high", then there will be a solution to (25) which constitutes an admissible
strategy and Assumption 4.4 is redundant. We refer to Christensen & Larsen (2004) for a
discussion of this in the case of log-utility.
4.1 A Simple Case
We assume that the mark space can be represented by a ¯nite set E = fv1;:::;vd¡mg.
Hence one can think of the market as driven by a d ¡ m dimensional Poisson process and
an m-dimensional Wiener process. In this setup it is then possible to complete the market
by having d risky primary security accounts apart from the risk free asset. All results of
this section are essentially corollaries of those of the next section and all derivations are
simpler versions of those applied to the general case.
Before we formulate the main results, let us informally indicate the reason why utility
maximization is likely to deviate from local optimality. From the well-known continuous
model with Black-Scholes dynamics, see Merton (1971), we conjecture that ®(t) = 1
1¡°
is necessary to maximize power utility among locally optimal strategies in the jump-
di®usion case as well. From Theorem 3.3 we know that the relation (¾±(t);b±(v;t)) =
®(t)(µp(t);Ã
p
µ(v;t)) characterizes locally optimal portfolios. Now, choose ®(t) = 1
1¡° and

















































Á(dv;t) = 0 (26)




























for all t 2 [0;1) and all v 2 E. This would then imply that Ãµ(v;t) = 0. The statement
below shows that this intuition is not completely misguided.
Lemma 4.5 Assume m 6= 0 and jjµp(t)jj 6= 0. If the market SN is complete, then a power
or log-utility investor will choose a locally optimal portfolio if and only if Ãµ(vi;t) = 0
almost surely for all vi 2 E and all t 2 [0;1).
At this stage it is not clear whether it is only the presence of event risk or the com-
bination of event and di®usion risk, which can create an incompatibility between Sharpe
ratio optimization and utility maximization. After all, in the absence of di®usion risk it
may still not be possible for locally optimal portfolios to coincide with those chosen by a
utility maximizer. To provide a clear answer, we can remove the Wiener terms by putting
m = 0. Doing so provides the following result.
Lemma 4.6 Suppose m = 0, i.e. jumps are the only source of uncertainty. It is su±cient
that Ã
p
µ(v;t) does not depend on v, for a power or log-utility investor to choose a locally
optimal portfolio. If the market is complete, then the assumption that Ã
p
µ(v;t) does not
depend on v is also necessary for a power or log-utility investor to choose a locally optimal
portfolio.
Hence in this case it is possible to make Sharpe ratio maximization consistent with
utility maximization. However, it requires that only one price of event driven uncertainty
exists. In other words if two types of events a®ect the stock market, then these events must
both carry the same market price of event risk. Such requirement seems rather strong and
there is a priori no reason why unrelated systematic risk factors should provide the same
expected excess return.
The assumption of completeness cannot be removed from Lemma 4.5 as one might
imagine from the preceding discussion. If markets are incomplete it may happen that
investors are forced to accept risk they would otherwise prefer to hedge. Consequently,
they may have to choose a locally optimal portfolio \by accident". The following simple
example illustrates this point.
Example 4.7 Consider a market with one risky asset, whose price process is driven by
one Poisson process, N, and one Wiener process, W, that is
dS(t) = S(t¡)((r + ¾µ + bÃµ)dt + ¾dW(t) + b(dN(t) ¡ ¸dt))
= S(t¡)((r + ¾µ + bÃµ)dt + ¾dW(t) + bdq(t));
where r;¾;µ;b;Ãµ;¸ are all positive constants. ¸ is the intensity of N, so that the com-
pensated Poisson process q(t) = N(t) ¡ ¸t forms a martingale. Assume that (µ;Ãµ) is
16proportional to (¾;b), that is, (µ;Ãµ) = (µp;Ã
p
µ) and we already have the market price of
risk representation needed for characterizing locally optimal portfolios. In this case the ¯rst
order conditions (25) for ° = 0 becomes
µ¾ ¡ ¼¾




For ¼ to represent a locally optimal portfolio, it must hold that ¼(¾;b) = ®(µ;Ãµ) for some
constant ®. Inserting into the ¯rst order conditions we obtain




Rearranging provides a quadratic equation to be solved for ®. Only one of these solutions
are positive and hence constitute a locally optimal portfolio. Choosing this solution provides
® =
(1 ¡ Ãµ)(µ¾ + Ãµb) +
p
(1 ¡ Ãµ)2(µ¾ + Ãµb)2 + 4µ¾Ãµ(µ¾ + Ãµb)
2µ¾Ãµ
:
Since this constitutes an admissible portfolio, the GOP is in fact locally optimal.
The example shows how incompleteness may in some cases \force" investors to maximize
the Sharpe ratio. However, they only do so because they have no choice, incompleteness
prevents them from attaining the true optimum. Moreover, it is clear even from this simple
example that local optimality and utility maximization only coincide \by accident" when
event risk is priced. This implies that the use of bounds on the market price of risk to
obtain \good deal bounds" is not in general compatible with the assumption that investors
maximize utility. At least this is true for power and logarithmic utility functions, when
event risk is priced. However, whether investors do in fact maximize some well-speci¯ed
utility function is an open question. Although it is a conventional assumption in the
literature of asset allocation, it has not been answered convincingly so far.
4.2 The General Case
Since the uncertainty represented by the marked point process can be of in¯nite dimension,
the Nth market, SN, will in general be incomplete for any N no matter how large N is.
To deal with this situation, one may study the markets as they become approximately
complete, see BjÄ ork, Di Masi, Kabanov & Runggaldier (1997) or Christensen & Platen
(2005a). Consider an increasing sequence of markets, SN, where N 2 N. It is known that
if the set BN, de¯ned by equation (15), is dense in Rm £ L2(Á(dv;t)), then the sequence
of markets is approximately complete in the sense that any derivative, satisfying some
weak integrability condition, can be approximated by a sequence of admissible portfolios
converging in probability. Moreover, if all markets are arbitrage free, then there is a unique
market price of risk representation (µ(t);Ãµ(v;t)).
One may use a simple analogy to understand these features. A continuous function on
a discrete space requires its values to be speci¯ed at every point to be well-de¯ned. This
17refers to the simple case considered earlier. On the other hand, if a continuous function
is de¯ned on R, then it needs only to be de¯ned on a dense subset, for instance, at every
rational number, in order to be determined completely. Similarly, when we move to the
general case, the space of generalized volatilities is no longer a ¯nite set. However, the
market price of risk functional is a continuous operator and for this reason it needs only
to have its values ¯xed on a dense subset to be well-de¯ned.
The properties needed are summarized in the following theorem. We refer to Chris-
tensen & Platen (2005a)[Theorem 2.9] for precise statements and proofs. BjÄ ork, Di Masi,
Kabanov & Runggaldier (1997)[Proposition 6.10] contains a similar result.
Theorem 4.8 De¯ne the subspace B µ Rm £ L2(Á(dv;t)) as the smallest subspace con-
taining all sets BN, N 2 f1;2;:::g. Assume that the closure of B is the entire space
Rm £ L2(Á(dv;t)), then:
1. If, for some T > 0, H is a bounded FT-measurable random variable, then there
exists a sequence of strategies, (±N)N2f1;2;:::g, such that S(±N)(T) ! H in probability
as N ! 1.
2. If there is no arbitrage in any of these markets, then there exists a unique market
price of risk representation (µ(t);Ãµ(v;t)).
The ¯rst property in Theorem 4.8 is referred to as approximate completeness of the se-
quence of markets. The second property is, under regularity conditions, equivalent to
the statement that approximately complete markets have a unique equivalent martingale
measure.
Remark 4.9 In Christensen & Platen (2005a), denseness is required in terms of the topol-
ogy induced by the L1 norm. In this set-up, L1(E) µ L2(E), since Á(E;t) is ¯nite and
consequently if a subset is dense in L2(E) then it is also dense in L1(E).
For the remainder of this section we make the following assumption, which will ensure that
all SDEs that we consider will be well-de¯ned.
Assumption 4.10 The set B is dense in Rm £ L2(Á(dv;t)) and the unique market price




2dt < 1 and jÃµ(v;t)j < 1 ¡ ² (28)
almost surely for all T > 0 and some ² > 0.
We call a stochastic process a generalized portfolio, if it appears as the limit in probability
of a sequence (S(±N))N2f1;2;:::g of traded portfolio processes and the limits









18exist, where convergence is in L2(Á(dv;t)) and the Euclidean norm, respectively. A gen-
eralized portfolio having a maximal Sharpe ratio is called a generalized locally optimal
portfolio. In this setting, a maximal Sharpe ratio may not be attainable by a ¯nite number
of assets, due to the incompleteness of the model. Instead, it must be approximated by
holding well-diversi¯ed portfolios.
Theorem 4.11 Assume there is a sequence, (±N)N2f1;2;:::g; of admissible strategies with





















for some predictable process, ® = f®(t);t 2 [0;1)g, where the limit is taken with respect
to the standard norm in L2 £ Rm. Then the limit in probability S(±)(t) , limN!1 S(±N)(t)
exists for all t 2 [0;1) and characterizes a generalized locally optimal portfolio S(±). More-















are generalized locally optimal portfolios.
Proof: By Theorem 4.8 it follows that (µ(t);Ãµ(v;t)) is unique. Using the Hansen-
Jagannathan bound, see equation (13), it follows that any process of the form given by (31)
is a candidate for a generalized locally optimal portfolio, since they attain the maximum
possible Sharpe ratio. By assumption the processes ¾±N and b±N converge, so in order to






exists in probability for all t 2 [0;1) and satis¯es the SDE (31). This follows directly from
Assumption 4.10 and Christensen & Platen (2005a)[Lemma A.1].
¤
A necessary and su±cient condition for the generalized portfolio in (31) to remain
positive is that ®(t)Ãµ(v;t) ¸ ¡1. On the other hand, Ãµ(v;t) < 1 is necessary to avoid
arbitrage. Consequently, for ®(t) > 0, if S(±(®)) is to be admissible, then Ãµ must be
uniformly bounded in v, see also Theorem 3.3 and the discussion afterwards. This provides
a justi¯cation for the assumptions on Ãµ in Assumption 4.10.
Since the optimization problem (14) is now of in¯nite dimension, the set
f¼±(t)jS
(±)(t) 2 £(S
N); N 2 N; V
±(t)
2 · k(t); t 2 [0;1)g
19is no longer compact for a given t > 0 and a solution to (14) need not exist. This happens
when (µ(t);Ãµ(v;t)) does not belong to the interior of the subspace containing the sets
BN, N 2 N. In this case, locally optimal portfolios do not belong to the set of admissible
portfolios. Managers seeking such portfolios would only be able to approximate a locally
optimal portfolio, by holding an approximating portfolio. For instance, this can happen if
the market contains unsystematic risk, which can be reduced but not eliminated by holding
very diversi¯ed portfolios.
As with generalized locally optimal portfolios, we need to de¯ne a generalized solution
to the problem (24), taking into account the fact that we may not be able to buy the
portfolio, which provides the true maximum, using only a ¯nite number of assets. The
generalization is obtained in the following way.
De¯nition 4.12 A generalized solution to (24), is a generalized portfolio, S(±), such that




We can now characterize the generalized solutions to the power and log-utility maxi-
mization problem.




















+ (1 ¡ °)
¡1µ(t) ¢ dW(t) +
Z
E







for t 2 [0;1). If E[(S(±°))°] < 1, then S(±°) is the unique generalized solution to (24).
The proof can be found in the Appendix.
In the previous section we showed that incompleteness may force the power utility
investor to choose a locally optimal portfolio, basically because there is some freedom left
when choosing ®(t). As the market becomes complete, this will no longer hold unless
Ã
p
µ(v;t) = 0. With the machinery developed here, these conclusions carry over to the
approximately complete case and we obtain the following generalization of Lemma 4.5.
Theorem 4.14 Assume that markets SN are approximately complete, with m 6= 0 and
jjµp(t)jj 6= 0. Then the generalized solution to a power or log-utility investor is locally
optimal if and only if
Ãµ(v;t) = 0 (33)
almost surely for almost every (v;t) 2 E £ [0;1).
20This observation is important, because the introduction of derivatives in the market
imply that one can expect the market to become more complete over time due to the secu-
ritization of risk factors. As before, removing the Wiener noise will make local optimality
compatible with utility maximization if the market price of event risk is constant across
events.
Theorem 4.15 Suppose m = 0. It is su±cient that Ã
p
µ(v;t) does not depend on v, for a
power or log-utility investor to choose a locally optimal portfolio. If the market is approxi-
mately complete, then the assumption that Ã
p
µ(v;t) does not depend on v is also necessary
for a power or log-utility investor to choose a locally optimal portfolio.
We conjecture that the results of this section using power-utility extend to a wide class
of utility functions. We conclude that maximizing Sharpe ratios is quite di®erent from
maximizing expected utility, except for special cases, in particular, if the market price of
event risk is zero.
5 Conclusion
Although it is realized that maximizing Sharpe ratios as an investment goal may con°ict
with expected utility maximization, it certainly does not appear to limit the large number
of academic and practical uses of this performance measure. We showed in a rather general
jump-di®usion setting that a striking feature of this form of investment strategy is that it
leads to simple, closed form solutions and global two fund separation, making it attractive
from an applied perspective. However, it appears that the combination of continuous and
event driven uncertainty poses some challenges if one wishes to reconcile Sharpe ratio
maximization with expected utility maximization.
A Proofs
A.1 A Combined Proof of Lemma 3.2 and Theorem 3.3
Proof: The proof of Lemma 3.2 and Theorem 3.3 is essentially based on the Projection
Theorem of Hilbert spaces, see Rudin (1987). Consider the case where there is some
portfolio with a non-zero Sharpe ratio. This is equivalent to the case of non-zero market












where (¾±(t);b±(v;t)) 2 BN is obtainable by some admissible strategy. By the Pro-
jection Theorem, write BN = S © S?, where S is the subspace generated by ©(t) =
21(µp(t);Ã
p
µ(v;t))jBN and S? is its orthogonal complement. This means that for any
(¾(t);b(v;t)) 2 B there is a number ®(t) and an element s?(t) 2 S?, such that























The second equality holds, since any market price of risk representation (µ(t);Ãµ(v;t)) can
also be decomposed as ©(t)+^ s(t), where ^ s(t) is orthogonal to BN. Since jj(¾(t);b(v;t))jj2 =
(®(t)jj©(t)jj)2 + jjs?(t)jj2, it follows directly that optimality is obtained if and only if
s?(t) = 0 and ®(t) =
k(t)
jj©(t)jj2. Moreover, it is clear that the optimal fractions are given such
that
¼(t) ¢ (¾(t);b(v;t)) = ©(t) = (µ(t);Ãµ(v;t)):
From these observations, Lemma 3.2 and Theorem 3.3 follow directly in the case of non-
trivial Sharpe ratios. In the case where ©(t) = 0, which means that the volatilities are
orthogonal to the market price of risk, it follows that the Sharpe ratio is identically equal
to zero, which means that one invests exclusively in the savings account, according to
De¯nition 3.1.
¤
A.2 Proof of Lemma 3.9
It is relatively straightforward to adapt the proof of the discrete time analogue of this
result to the present situation. For completeness, we give the details here.
Proof: The minimum volatility portfolio S(±mv) is unique, by strict concavity of the
optimization problem and the assumption of linear independence of volatilities. Conse-
quently, putting k(t) = infS(±0)2J V ±0(t)2 in Problem (14) this portfolio is J-locally optimal.
To see that two fund separation holds, assume that ± is some admissible strategy. We will
show that there is a strategy of the form a(t)¼±tan(t) + (1 ¡ a(t))¼±mv(t) having the same










where (¾±?(t);b±?(v;t)) is orthogonal to (¾±mv(t);b±mv(v;t)) and (¾±tan(t);b±tan(v;t)). Obvi-
ously, (¾±?(t);b±?(v;t)) 2 BN so this is the generalized volatility of a traded portfolio. By
orthogonality, this traded portfolio has zero Sharpe ratio. By switching investments from
this portfolio to the tangency portfolio, in a ratio which keeps the generalized volatility
¯xed, we obtain a higher expected return. This shows that portfolios which are not linear
22combinations of the minimum volatility portfolio and the tangency portfolio will not be
J-locally optimal. To see that such linear combinations are themselves J-locally optimal,
note that the generalized volatility is strictly increasing in ®(t), since ¼±mv has the minimal
generalized volatility. Hence if there is a portfolio S(±) having a higher expected return and
the same generalized volatility as a(t)¼±tan(t) + (1 ¡ a(t))¼±mv(t), then such portfolio can
not be a di®erent linear combination of the minimal volatility portfolio and the tangency
portfolio. However, if this is not the case, then the previous argument can be used to show
that the strategy a(t)¼±tan(t)+(1¡a(t))¼±mv(t) is better than that of S(±) in terms of local
optimality.
¤
A.3 Proof of Theorem 4.13
Proof: We need to prove that the process satisfying (32) is a generalized portfolio and
that it provides higher utility than any other strategy in any other market SN. To see that
S(±) is a generalized portfolio, Assumption 4.10 ensures that (b±°(v;t);¾±°(t)) 2 L2 £ Rm.
Moreover, Assumption 4.10 which guarantees the existence of a sequence (b±N(v;t);¾±N(t))
converging to (b±°(v;t);¾±°(t)) in L2(E;Rm). The conclusion follows by applying Chris-
tensen & Platen (2005a)[Lemma A.1]. To see that it provides a higher expected utility,
consider the market ~ SN , (SN;S±°)) obtained by adding S(±°) to SN. Clearly, in this
market the strategy which invests entirely in S(±°) will satisfy the corresponding ¯rst-order
conditions. Since by assumption the utility of this strategy will be ¯nite, the strategy is
optimal proving that E[U(S(±°)(T))] ¸ E[U(S(±)(T)] for any other strategy ± 2 £(SN). To
get uniqueness, notice that the ¯rst order conditions (25) can be interpreted as an inner
















for any (¾(t);b(v;t)) 2 B. Denseness of the set B then implies that F(¾±(t);b±(v;t)) =






for almost every (!;v;t).
¤
23A.4 Proofs of Theorem 4.6 and Theorem 4.15
Proof: Observe that in order for the ¯rst order conditions to be consistent with local
































solves the equation, proving su±ciency. If markets are complete or approximately complete,













is necessary since the linear span of the set fbi(v;t)gfi2f1;2;:::gg is dense or equal to
L2(Á(dv;t)), in the approximately complete and complete case, respectively. But this
requires Ãµ(v;t) to be deterministic and hence we have necessity.
¤
A.5 Proofs of Lemma 4.5 and Theorem 4.14
Proving Theorem 4.14 is su±cient since Lemma 4.5 can be viewed as a special case.
Proof [Theorem 4.14]: Let ° 2 (¡1;1] be given. If markets are approximately com-
plete it follows that the generalized portfolio providing maximal utility to the power-, or
log-utility investor is given by equation (32) and generalized locally optimal portfolios must
satisfy (31). Note that by Assumption 4.10 both processes must be locally bounded and
hence they are special semimartingales. By uniqueness of the semimartingale decompo-
sition we can match the martingale jump and di®usion terms respectively. Matching the
di®usion terms implies that ® = 1 ¡ °. Matching the jump terms imply that
(1 ¡ °)Ãµ(v;t) =






for Á(dv;t) ­ dt almost every (v;t). Clearly Ãµ(v;t) = 0 is su±cient. To see that this is
the only solution rewrite the equation as
((1 ¡ °)Ãµ(v;t) + 1)(1 ¡ Ãµ(v;t))
1
°¡1 = 1:
By di®erentiation we see that the left hand side is strictly increasing in Ãµ and consequently
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