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R E S U M O .
0 conceito de imprecisão introduz, ido por Kerridgc 
em 1961 é uma generalização da entropia de Shannon para varia-
V e i s -aleatórias completas. Este conceito tem sido a [) 1 i c a d o p a 
ra problemas de inferência em estatística.
No capítulo I, a imprecisão de Kerridge e suas ge 
neralizações são definidas e as suas propriedades são citadas.
No capítulo II, o conceito das variáveis aleatoii 
as generalizadas é introduzido e imprecisões são definidas pa­
ra estas variáveis. A desigualdade de Shannon é generalizada - 
para estas variáveis e condições são determinadas sob as quais 
a desigualdade e verdadeira ou não, para imprecisão de Kerrid­
ge e imprecisão de ordem a. A característica monotõnica da im­
precisão de ordem a é estudada com relação ao parâmetro a.
A medida de imprecisão é definida na forma geral 
e algumas generalizações são estudadas. Para distribuições po 
tência de probabilidade uma nova medida, dita beta -imprecisão, 
e introduzida.
No capítulo III, que e o desenvolvimento originai 
deste trabalho, as imprecisões de ordem 1 e grau B e ordem a c 
grau S são introduzidas, A desigualdade de Shannon é generali­
zada para imprecisão de ordem a e grau B e condições são deter 
minadas sob as quais a desigualdade ê verdadeira ou não. Final 
mente a monotonicidade da imprecisão em relação a a e B é estu 
dada e gama-imprecisão de ordem a e tipo 6 é introduzida.
V  1
A B S T R A C T
The idea of inaccuracy, which is an generaliza­
tion of Shannon's entropy, was introduced in 1961 by Kerrid- 
ge for complete random variables. This concept has found ap­
plications for problems of statistical inference.
In chapter I, Kerridge's inaccuracy and its gene 
ralizations are defined and the properties of these measures 
are given.
In chapter II, the concept of the generalized 
random variables is introduced and various inaccuracies are 
defined for these variables. Shannon's inequality is genera­
lized for these variables, and Conditions are determined, un 
der which the inequality is true or not, in the case of Ker­
ridge's inaccuracy; and the inaccuracy of order a is studied 
with relation to the parameter a. The measure of inaccuracy 
is defined in the general form and some generalizations are 
studied. For power distributions, gama-inaccuracy is introdu 
ced .
In chapter III, which is the original work oC 
this dissertation, the inaccuracies of order 1 and type 3 and 
order a and type B are introduced. Shannon's inequalit)’ is 
generalized for inaccuracy of order a and type 6 , and condi­
tions are determined under which this inequality is true or 
not. The monotonicity of inaccuracy with relation to a and 3 
is studied, and gama-inaccuracy of order a and type 3 is in- 
t roduced.
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C A P l T U L - 0  I - RESULTADOS PRELIMINARES
1,1. - Introdução:
A Teoria da Informação, localizada como uma das mais recentes 
áreas de estudo da matemática, por suas aplicações, tem sido objeto de 
vários trabalhos nos mais conceituados centros de pesquisa em todo o 
mundo. Consiste esta teoria, basicamente , no estudo da transmissão de 
informação entre uma fonte e um receptor estabelecendo parâmetros ou 
medidas para que esta transmissão seja possível.
Shannon [ 16 ]apresenta o esquema abaixo que mostra claramente
o problema:
(figura 1 )
Fonte de Informaçao: É onde se origina ou se produzem as mensagens a
serem transmitidas. Pode ser uma pessoa ou uma ma 
quina. Na comunicação telefônica, por exemplo, a fonte é uma pessoa.
As informações geradas por uma fonte são geralmente repre­
sentadas por uma variável aleatória X, discreta ou contínua.
Codificador: Transforma a linguagem da fonte para a linguagem do canal 
sem alterar o conteúdo da mensagem.
Decodificador: Decifra a mensagem transmitida em linguagem inteligível 
ao receptor.
Receptor: Destino da mensagem. Representado usualmente por uma variá - 
vel aleatória Y, discreta ou contínua.
Ruído: Dificuldades ou perturbações que podem acontecer no decorrer da 
transmissão da mensagem pelo canal.
Ao discutir sobre a natureza estatística da comunicação de 
mensagens Shannon [ 16] considerou um modelo de sistema de comunicação 
como o que aparece na figura 1 anterior. É interessante observar que 
a Teoria da Informação procura construir um modelo matemático para ca­
da bloco da citada figura. Desta forma, em tais modelos, fontes, codi­
ficador, canal, decodificador e receptor devem ser estatisticamente de 
finidos. Isto nos leva a afirmar que os sistemas de comunicaçao que es 
tudamos são de natureza estatística e que, portanto, seus comportamen­
tos não podem ser descritos de forma determinística. Por exemplo, ao 
estudarmos uma fonte não estamos interessados em uma fonte particular 
que emite informações perfeitamente determinadas. Nos interessa é que 
a mesma emita uma sequência de símbolos ao acaso, baseados em alguma - 
estatística.
Um dos resultados principais da Teoria de Informação é que 
é possível transmitir informações por um canal com ruídos, em qualquer 
velocidade menor que a capacidade do canal, com uma pequena e arbitrári 
a "probabilidade de erro". Simbolicamente: Se R I a velocidade de 
transmissão da informaçao e C é a capacidade do canal, então:
Se R<C, pode-se transmitir a informação com pequena probabilidade de 
erro, em qualquer canal ruidoso. Este resultado é conhecido como teore 
ma fundamental da Teoria da Informação. A primeira demonstração deste 
teorema devemos a Shannon [16]. Para tanto,ele introduziu uma medida de 
incerteza (denominada entropia de Shannon) que é definida a seguir.
1.2. - Entropia de Shannon
n
Seja = {P=(p^,P2 ,-..Pj^ );  ^ °
k=l
junto das distribuições de probabilidades completas.
Seja X=(x,,x„,...,x ) uma variável aleatória discreta com 1  ^ n
distribuição de probabilidade P pertencente a F .
n
A medida de incerteza introduzida por Shannon [16], denomina 
da entropia de Shannon, é dada por:
H(X) . H„(P) . - " P,logp,;
K. — J.
Observações: 1. Usaremos por convenção que 01og0=0.
2. Caso não seja especificado o logaritmo será usado com 
base dois.
n
3. No decorrer deste trabalho  ^denotara Z quando n c
k=1
k sao bem entendidos.
Esta medida tem muitas aplicações e foi generalizada por vá 
rios pesquisadores [1 ] e [7].
Na literatura da Teoria de Informação existem várias carac­
terizações da entropia usando equações funcionais e aplicando algumas 
propriedades que são essenciais do ponto de vista desta teoria. Cita­
mos abaixo algumas propriedades importantes:
P^- Simetria:
H^(Pl,P2,...,Pn) = \(Pl,(l).P^(2)>---.Pk(n))> ^odo
(p^,p2 ,...,p^)er^, onde k é uma permutação arbitrária de { 1 , 2  , . . . ,n}.
0 sentido intuitivo de simetria é que a quantidade de infor 
mação é invariante sob a troca de ordem dos eventos.
- Normalidade:
H2 (1 /2 ;1 /2 ) = 1 .
Esta propriedade estabelece que em um experimento com duas 
consequincias equiprováveis, temos uma unidade de informação ( 1 bit).
P^ - Décisividade:
H2 (1 ;0) = H2 (0 ;1 ) = 0 .
Esta propriedade estabelece que não há incerteza em um expe 
rimento com duas conseqüências, uma de probabilidade 1 e outra de pro­
babilidade zero.
P^ - Expansividade
A interpretação dessa propriedade é que a adição de conse 
ciucncias de probabilidade zero nao muda a incerteza do experimento.
- Aditividadc forte:
para todo
P, - Aditividade;
D
para todo
P^ - Recursividade:
(p^+p2> H2(p^/p^+P2;P2/Pj^+P2) »
(p^,...,p^)er^ e para p^+p2>0 .
P„ - Maximal idade :
o
H (p ,...,p ) ^ H (l/n,. . ., l/n) para todo (p., , . . . ,p )£;[’ . 
n L n n 1 n n
Esta propriedade estabelece que a entropia, como uma medida 
de incerteza, e máxima quando todos os eventos admissíveis tem probabi 
lidades iguais.
Pg - Sub-aditividade:
% ^ P l l ’Pl2’--’’Pln’ P21’P22’---’P2n’ ’Pral’Pm2 ’■■■
0 significado intuitivo desta propriedade é que a informa - 
ção esperada de dois experimentos (não necessariamente independentes) 
não é maior que a soma das informações esperadas dos experimentos indj_ 
viduais.
^10 ~ Nao-negatividade:
H (p^,...,p )>0, para todo (p,,...,p )er . Com a igualdade 
n i n i n n
se P^ = l para algum i e Pj“*^> j=l>2,...,n, j^i.
- Continuidade:
H^(p^,...,p^) é uma função contínua de suas variáveis,
? 1 2 - Monotonicidade:
H (l/n, . ..,l/n) é uma função monótona crescente de n. 
n
- Integrabilidade a Lebesgue;
H (p;l-p) é Lebesgue integrável em [O.l
P,, - Mensurabilidade: 
14
H2 (p,l-p) é uma função mensurável de pe[o,l
1.3. - Medidas de Imprecisão.
Vamos supor que um certo experimento assvima probabilidades 
tios possíveis resultados dc um certo experimento dado. As falhas ou iiiipreti 
âoeã a que este experimento pode estar sujeito devem considerar as possibi­
lidades de não se ter informações suficientes, sendo portanto de enunciado 
vago, ou ter alguma informação incorreta. Devemos lembrar que isto c o que
ocorre também na prática, pois as pesquisas estatísticas são raramente 
conhecidas com perfeita exatidão.
Todo cálculo estatístico e problemas inferidos estão relaci 
onados com a elaboração de resultados que podem ser incorretos era qual 
quer um ou em ambos os aspectos acima citados.
A teoria de informação em [16] fornece uma teoria geral de 
incerteza que nos possibilita lidar com o aspecto vago de imprecisão.
A utilidade da imprecisão nos problemas estatísticos tem sido mostrada 
por vários autores [ó]. Contudo,a teoria de informação desenvolvida - 
por Shannon [16], não trabalha com imprecisão no sentido mais geral.
Com o intuito de remover esta limitação e mostrar sua utilidade em um 
sentido mais amplo,Kerridge [s] introduziu a idéia de imprecisão que é 
definida a seguir:
Definição 1.1. - Sejam P,Qer^. Consideremos que a distribuição P de 
um certo experimento está condicionada a ocorrência da distribuição Q. 
Então, a imprecisão de Kerridge, é definida como:
H^(P//Q) = - Zpj^ log (1)
Observações: 1. - Usaremos por convenção que, se o corresponden-
te p^.O.
2. - É fácil ver que quando P = Q, (1) reduz-se para 
H (P) = - Ep log p que é a entropia de Shannon.
Considerando que a medida de imprecisão é uma generalização 
da entropia de Shannon, várias propriedades são comuns para as duas me 
didas. Abaixo listamos as propriedades da imprecisão de Kerridge.
P^ - Nao-negatividade:
H (P//Q) ^0, para P.QeF . 
n n
Con a igualdade se e somente se, p = q = 1  para algum k
k k
e para todos os outros distintos k. Isto significa que a im­
precisão zero implica era um resultado correto, obtido com certeza abso 
luta.
P^ - Expansibilidade:
H (p ,...,p ,0//q ...,q 0)=H (P//Q), para P,Qer . 
n+1 - 1  11 i n n  n
- simetria:
H(p^,. • . ,P^//q^,. . . .q^ )^ , para P.QeF^, com {k(l) ,. . . ,k(n)} 
permutação arbitrária de {l,2 ,...,n}.
P, “ Recursividade:
4
Hr^(Pj,...,Pn//qi.... q„) -
\ - l  (Pi*P2 ’'’3 ’ • • • .....’n* *
(P^+P2)H2 (PJ^/P^+P2 ,P2/P3^ +P2//^1 /'Í1 +‘Í2 ’^ 2 '^'^1 '^ 2^  ^’ para P,Qer^, 
com n=3,4,... e p^+p2>0 e q^+q2>0 .
P^ - Aditividade:
...................
. “m<Pl....* '*„<'>1 ■'' ' • V ' " l ................... "„> • P»”
Pi’ ^i’ ^ i=l>2 ,...,n; j=l,2 ,..,,m e Zp^=l, ^qj=l. ^r.=l
e Es.=1.
J
P, - Aditividade forte; 
0
"«„‘P u ....Pnm//‘lu-----‘‘„m>
\ ‘Pl....Pm'/’!---"".,’ ♦ ^Pj"„<P,j'Pj----'P„j/Pj/'
....
para EIp.^ = l, p^=Ep^^>0 , q^=Zq_>0 , EEq_=l e i = l,...n e j=l,...,m.
- Continuidade:
aveis.
p -Monotonicidade:
o
Quando n-alternativas igualmente prováveis são estabeleci­
das, a imprecisão é uma função monotonicamente crescente de n, isto é;
H^(l/n,... ,l/n//l/n,...,1 /n) é uma função monotonicamente - 
crescente de n.
^9 -
A imprecisão de uma proposição é inalterada se duas alterna 
tivas, sobre as quais a mesma afirmação é feita, sao combinadas. Por 
exemplo :
= H2(p^,p2+p3//qj^,q2)
A função que satisfaz somente as propriedades P^, P^, Pg e 
Pg é dada por:
H(P//Q) = - k Z p log q , onde k é uma constante arbitrãri
k ~ 
a e D>1.
^ 0  -
Uma imprecisão assume um valor infinito se q,=0 e p, ^ 0, para
K K.
algum k. 0 significado disto é claro se considerarmos a aplicação quando q
K
é uma estimativa de probabilidade de que a hipótese é verdadeira. Se q =0
K
estã enunciado incorretamente, isto pode conduzir a uma teoria se;mpre verda 
deira a qual, por não ser de interesse, serã permanentemente descartada. 0 
enunciado implica em que a verdade é considerada como infinitamente avaliá- 
vel.
Observações: 1. As afirmações dadas por Kerridge são intuitivamente corre­
tas .
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2. Em conformidade com a teoria da informação tomamos k=l. 
(D=2) .
3. Escrevemos H^(P//Q) como:
H^(P//Q)= -Ipj^log - Zpj^ log
Nesta equação, o primeiro termo do lado direito representa 
a incerteza e o segundo termo a imprecisão de erro. Esta interpretação 
é baseada no fato de que o termo erro desaparece quando p =q para
K K
todo k e todo q positivo.K
Existe uma interessante dualidade entre a informação e a en 
tropia (ou incerteza) na teoria da informação. Isto está relacionado - 
ao fato de que uma medida de incerteza de uma situação é a quantidade 
de informação a qual deve ser obtida anteriormente.
De modo semelhante^ a imprecisão pode ser relacionada para u 
ma quantidade de informações ausentes.
l.A. - Generalizações da imprecisão de Kerridge.
Definição 1.2. - Sejam P,QeF^. Então a imprecisão não aditiva de grau 
6 (0<3/l) c definida como:
H^(P//Q) = Ag(Zpj^q^'^-l); 0<BA, (2)
1 “ B "* 1onde = (2 - 1 ) . ,sendo B um parâmetro.
Observações: 1. - Quando P=Q temos que H^(P//P) = H^(P) = A„(Ep^-l)
n n B k
que é a entropia de grau B.
2. - lim H^(P//Q) = H (P//Q)
3-^.1 " ^
Definição 1.3. - Sejam P,QeF^. Então a medida aditiva de imprecisão 
de ordem a (a^ l^) é definida como:
H (P//Q) = (1-a) ^log 2p q^ para 0<ajíl, onde a é um n j ÜC K K
parâmetro. (3 )
11
Observações: 1. - Quando P=Q temos que H (P//Q)=(l-a) log Zpf, a
n  j  ct K.
qual é a entropia de ordem a.
2. - U m  H (P//Q) = H (P//Q) .
, n,a n
3. - Existe a seguinte relação entre (2) e (3):
H^(p//Q) = A^; 0<a,^ l.
As seguintes propriedades são válidas para Hg(P//Q) e
H (P//Q):n ,Ct
P^ - Não-negatividade:
D
H (P//Q) e H (P//Q) ambas são não negativas. A igualdade n n ^
ocorre se e somente se p =1 e q, =1 e
K K
os demais são zeros.
- Expansibilidade (ou zero-indiferente):
. \ . W  -
P^ - Simetria:
fi
H ^(P//Q) e H (P//Q) ficam inalterados se os elementos n ,ot n
de.P. e Q:são rearranjos na mesma forma tal que a correspondência um a 
um entre eles não é alterada.
P, - Recursividade:
4
H®(P//Q) = H®_^(Pj«2 ,P3 ....P „ / V ' ‘2-‘l3....
(Pj+P2) (qi+q2^^2^Pl^Pl'^P2’^ 2^ Pl'^ P2^ '^
qi/fll+q2 ’‘Ï2 '^'^l'^‘^2  ^’
12
P,Qer^ e P-|^ +P2>0 , q^+q2>0 -
- Aditividade;
H (p,r,,...p r ;...;p r ;q^  s, , . . . s ,...q s ) =
m,n,a 1 1 1 m ’ 1’ ’ m^l 1’ ’^ 1 m ’ ‘n m
n,a 1 n 1 n m,a 1 m 1 ’ m ’
para P=(p^ ,. . .,p^), Q= (q^  , . . . ,q^) eP^ e S=(s^ ,.. . ,s^), R=(r . , . . . ,r^ )^er^
P, - Não-aditividade:
D
’ ’ V l n ’ ' ' ‘ ’ Vrrin^^
qiSll’ =
H®(P//Q) * para
p.(pj,...,p_^), Q»(qj,...,q^)Er_^ c R.(r^..... S.(s^j...........
e para algum i=l,2 ,...,n.
P^ - Continuidade:
e H são funções contínuas em suas variáveis, n n,a
As seguintes generalizações de (2) e (3) foram dadas por
Rathie 14
Definição 1.4. - (p^  ,. . .p^ ; 6 ^^ ,.. ., B^//q^....q^) = (4)
- ^P^^log ® 3^,...,3^ são n-parâmetros,
Caso particular:
Para 3j^ = 32=. • • =3^=1, (4) reduz-se para (1).
Definição 1.5. - Para P.QeF^, 0<a?^ l,
Caso particular:
Para 3^|^ = 3 2=-• •=3j^=l, (5) reduz-se para (3).
Sharma e Gupta 15] introduziram a imprecisão de ordem 1 e 
grau 0 e de ordem a e grau g respectivamente, da seguinte maneira:
h''(P//Q;1,3) = A - 1), 0<3f^ l en p
H^(P//Q;a,3) = - l] , 0<asíl e 0<3j^1;
onde a , 3 são parâmetros e P,Qer^.
1 3 ,
Observações: 1 . - lim H (P//Q;a,3) = H (P//Q).
2. - Quando a=3^1, H*(P//Q;a,3) = H^(P//Q).
3. - lim lim H (p//Q;a,3) = H (P//Q).
a^l 3^1 "
No próximo capítulo estudaremos estas medidas de imprecisão 
para variáveis aleatórias generalizadas.
CAPfTULO TI - ALGUMAS GENEÍIALIZAÇÕES DE IMPRECISÃO PARA 
VARIAVEIS ALEATÓRIAS GENERALIZADAS.
2.1. - Introdução:
Neste capítulo apresentaremos algumas medidas de imprecisão 
para variáveis aleatórias generalizadas.
Existem situações onde alguns eventos não são observáveis 
ou são perdidos. Usando este conceito Renyi 13 introduziu o conceito 
das variáveis aleatórias incompletas e generalizadas. Se alguns even­
tos, em certas situações, nao são observáveis, então a variavel aleato 
ria resultante, se finita e discreta, será incompleta no sentido que 
terá menos valores que anteriormente (tal variável aleatória poderia 
ser assumida teoricamente), e portanto, a soma das probabilidades as­
sociadas será estritamente menor que 1. Uma variável aleatória que e 
completa ou incompleta é chamada uma variavel aleatória generalizada.
Seja X = (x^,...,x^) uma variável aleatória generalizada 
com distribuição de probabilidade P = (p^,...,p^); e Ep^ r^íl.
A equação
w^(p) = i:pj^  (2 .1 )
é denominada péso de P ou distribuição de X. Claramente, para uma dada 
distribuição generalizada P se tem que W^(P)<1.
Se W^(P)=1 a variavel aleatória X é dita variável aleatória 
completa e sua correspondente distribuição denominada distribuição de 
probabilidade completa.
Sejam: A ={P:P=(p ,. ..,p ); p >0 e Zp <l}, n>l, e n i n K. K
A ={ P:P=(p ,.. . ,p ) ; p, >0 e Zp =1} , n>l. 
n 1 n K. K
"k
Obviamente A cA , n=l,2.....Denotando por (X) a distribui
n n * —
çao generalizada com elementos x, 0<x<l, claramente A^ consiste em a 
pêfias um elemento. Mais precisamente temos a distribuição singular com 
plêta (1 ).
A seguir apresentaremos algumas definições que precisaremos 
para o desenvolvimento deste capítulo.
Sejam, para n>2, P=(p^»p^,•.•,p^ ) e Q=(q^,q^,...q^)eA^.
Definição 2.1. - P e Q são ditas equivalentes, anotamos "P^ UJ", se 
os elementos de P são permutações dos elementos de Q.
Observemos que P%P; se P%Q então Q%P e que se P%Q c 
tão P%R, onde R= (r ^ , r^, . .. ,r^ )^ eA^, n>2 . Desta forma ' V  é uma rela - 
ção de equivalência sobre e assim pode ser decomposto em cias
ses de equivalência disjuntas.
Se E(P)= {Q:P'AX^ } e E*(P) ={ Q:W^(P)=W^ (Q) }, entãu
E(P)CE (P) porque se P^ U) então (P) (Q) , mas a recíproca não é 
verdadeira.
Por exemplo: Se P=(I/3,1/2,1/6) e Q=(l/6,1/3,1/2) , então 
W^(P)=1=W^(Q), com P'U^ . Agora, se P=(l/3,l/3,l/6) e Q=(1/2,1/6,1/6) 
então W^(P)=5/6=W^(Q), embora P-A^ .
Definição 2.2 - P é dita dominada por Q, anotemos "P<<Q", se existe uma 
permutação k(l), k(2 ),...,k(n) de 1 ,2 ,...,n tal que j=l,...,n.
É obvio que se P<<Q então W^(P)<W^(Q), mas a recíproca não 
é válida. Observemos também que P<<P, P<<Q não implica em Q<<P, e que 
se P<<Q e Q<<R então P<<R, sendo portanto parcialmente ordenado por 
"<<" para n=2,3,... .
Analisemos os exemplos:
(a) Se P=(l/6 ,l/A,l/8) e Q=(l/5,1/3,1/7), como l/6<l/5, 
l/4<l/3 e l/8<l/7, segue que P<<Q e também que W^(P)= 1 y24<71/105=W^(Q)
(b) Se P=(l/4,l/2) e Q=(5/12,5/12); como l/4<5/12 mas 
l/2>5/12 então ?</^ Q (nem Q<<P), porém (P)=3/4<10/12=W^(Q); isto é, 
existem distribuições que não são dominadas uma pela outra.
Sejam G(P)={ Q:P«Q) e G*(P)={ Q:W^ (P)^W^ (Q) }, claramente ;
(I) G(P)crG*(P), pois se P«Q então W^(P)<W^(Q);
(II) E (P)c;G (P), pois se, QeE (P) então W^(Q)=W^(P) e 
daí W^(Q)^W^(P) de onde QeG*(P);
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(III) E (P)c;^G(P); por exemplo: Se P=(l/2,l/3) e
A
Q=(l/3,l/2), então QeE (P) (tambem a E(P)), mas 
QsííG(P), pois P</<Q (também Q</:P).
Definição 2.3. - P é dita r-dominada por Q, anotemos "P“Q", se para 
qualquer real r>0, M (P)^M (Q), onde M (P)=Zpf.
IT f IT K
A medida M (P) é chamada r-ésima soma ordenada dos elemen 
r —
tos de P.
Claramente se PM) então M^(P)=M^(Q), mas a recíproca não 
é vãlida. Também se P<<Q então P^Q e a recíproca não é válida.
Observações: (a) Se P'UJ, então os elementos de P e Q são os mesmos,
porem, possivelmente permutados. Desta forma Ep =Eq, , ou seja,K K
M (P)=M (Q). 
r r
Observemos porém que, se P=(l/3,l/4), Q=(;/5’/12,1^ / 6) e r = 2, 
então; M^(P)=M2(P)=(l/3)^+(l/4)^=25/144=(/5/l2)^+(/5/6)^=M2(Q), mas
P-A).
(b) Se P<<Q, então para cada k=l,2 ,. . . ,n, assim
üp <^ Zq, , ou seja, P°í). Agora se, por exemplo: P=(l/3,l/4) e Q=(l/2,l/3)
K K 1 •
então M^(P)=7/12<5/6=M^(Q) e P«Q embora Pl^ <Q.
Consideremos que P''^  designe M^(P)=M^(Q). Vemos então que
qualquer que seja r, p'tp, se P ^  então Q^P e se P ^  eQ^R então P'^ R ,
ou seja, "'í'" é uma relação de equivalência sobre A e daí A pode ser
n n
decomposto em classes de equivalencia disjuntas.
Se E^(P)={Q:P^}, E*(P)={ Q:P^} , então E^(P) c e ’^(P) ,
pois se QeE (P) então Epf=Zqf e daí M (P)^M (Q) de onde QeE (P).r K K r r r
Por outro lado notemos que se P%Q então mas a recípro
ca não é vãlida.
Por exemplo: Se p4 / 6 ,1/3,1/2) e Q=(l/3,l/3,l/3) , temos
que (P)=l/6+l/3+l/2 = l=l/3+l/3+l/3=M^ (Q) , ou seja, P'^, mas ?'Hl.
Vale a pena observar ainda que para dois distintos valores
de r, r e r não é necessário que E (P) e E (P) sejam distin- 
i z r^  r2
tos.
Por exemplo: Se P=(l/6,l/6,2/3) e Q=(l/14,2/7,9/14), então 
(?) =1/6 + 1/6+2/3 = 1 = 1/14+2/7+9/14=Mj^ (Q) e daí QeE^(P). Mas, por ou­
tro lado, M2(P)=(1/6)^+(1/6)^+(2/3)^=1/2=(1/14)^+(2/7)^+(9/14)^= 
M2 (Q) e também que QeE2 (P). Assim E^(P) e E^(P) não são disjuntos.
Este exemplo mostra também que se definirmos d^(P,Q) =
M (P)-M (Q) então (A ,d ) n>2 são pseudo-métricas. 
r r  ^ n ’ n
Observemos que:
(i) d^(P,Q)>0;
(ii) d^(P,Q)=|M^(P)-M^(Q)1=|m^(Q)-M^(P)
d/Q,P); e
(iii) d^(P,Q)+d^(Q,R)=lM^(P)-M^(Q)1 +
Mj.(Q)-M^(R) 1 > I [m^(P)-M^(Q)J + 
[m^(q) - m^(r)][ = 1m^(p) - M^(R) = 
d^(P,R).
Porem d^(P,Q)=0 não implica necessariamente em que P=Q, 
pois d^(P,Q)=0 implica em M^(P)=M^(Q) e daí que P^. (Ob servemos P e 
Q do exemplo anterior).
2.2. - Entropia e Imprecisão:
Apresentaremos agora a extensão do conceito de imprecisão 
(definida no capítulo I) para distribuições de probabilidade genera­
lizadas .
Definição 2.4. - H^(p//q)= log l/q, peA^, qeA^ e a>0. (2.2)
Definição 2.5. - Imprecisão de ordem a.
H^(P//Q) = (l-a)  ^ log(Ep, qf Vzp, ), 0<a,íl, PeA , 
CC K K K n
QeA^ e n=2,3,... . (2.3)
Definição 2.6. H^(P//Q)= - Epj^ log (q^ /Ep^  ^, a=l, P^A^, QeA^ 
e n=2,3,... . (2.4)
Observação: Nota-se claramente que H^(p//q) independe do parâmetro a.
Definição 2.7. - H^(P) = H^(p//p) = log l/p, onde peA^e a>0. (2.5)
Definição 2.8. - H^(p//p) =
H (P) = (l-a)"hog(Ep“/Zp, ), l/a>0, PeA , n=2,3,...
Ct K K n
( 2 . 6 )
Observação: A medida H (P) é chamada entropia de Renyi
a
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Definição 2.9. - H^(P) = - Ep^ l^og p^ /^Ep^ , P^A^ e n=2,3,... . (2.7) 
Observação: H^(P) é chamada entropia de Shannon.
Definição 2.10. - Desigualdade de Jensen.
Seja f(x) uma função cÕncavae contínua definida em
_0 ,lj. Então para quaisquer .,x^e[0 , 1 J e qualquer que seia
o conjunto dos númerosA,,X„,...,X , reais e não negativos tais que1 2  n
EAj^ =l, temos:
zA^ f^(xj^ )  ^f(i:Aj^ Xj^ ).
Para funções convexas, temos:
Obviamente:
Se P-^ Q^ então H (P) = H (Q), a>0, F,QeA .
0(r Ot t l
Se P^Q então H^(P) = H^(Q) , 0<a3 1^ e P,Q eA*, isto é;
*
Se P,QeA^ entao Zp^==l=Zq^.
Se P ^  então M (P)=M (Q) e daí Ep^=Eq^. Portanto,
CX Ot K  K
onde (1 -a) ^log(Ep^/Epj^) = (1 -a) ^log(Eq^/Zqj^) , e finalmente;
H„(P) - H_^ (Q).
1 9 .
Um fato de conhecimento geral em Teoria da Informação é
5V ÿf
que se n=l,2 ,... , então:'
H^(P) $ H^(P//Q) (2.8)
Vemos que se p, <q, , k=l,2,...,n, então para PeA e K K n
QeA^, n=l,2 ,... , temos:
H^(P) = - Zp,^ log(pj^ )/EP{^ > -Zpj^log(qj^)/Zp^ =^Hj^ (P//Q) , e
*
portanto (2.8) nao vale. Contudo se PeG (Q) entao:
W^(Q)^W^(P)
Mas,
i;(Pk/qk) > Epj^ /Zqj^ l^.
Desta forma:
logE(pj^ /qj^ )^0 
Agora, sendo p, >0,
K.
Pj^ logZ(p|^ /qj^ )>0 => log[Z(pj^/qj^)]Pk>0
e daí, pela definição 2 . 1 0 ,
P^;^ log(Pj^ /qj^ ) 5. log[E(p,7 q,
assim:
portanto:
entao:
P^l^ logPj^ /qj^ i'O =^^Pl^log - P^j^ log qj^ o^
^Pk^°g Pk ^ P^j^ o^g - P^i^ log - P^j^ log qj^
Por outro lado a desigualdade:
H^(P) < H (P//Q), PeA QeA , n>2 (2.9)cx cc II n
nem sempre ê vãlida. Arora 2 provou que (2.9) vale quando P^Q.
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Exemplo: Se P=(l/2;l/3) e Q=(l/2;l/2) para a=2, temos que:
H^(P) = log 30/13 > log 2 = H^(P//Q), isto mostra que
■k . « - 
ainda que como (2.9) nao e necessariamente válida.
Consideremos o problema de determinar condições sob 
as quais (2.9) é válida. Para determinar estas condições definimos o 
seguinte:
Definição 2.11.- Desigualdade de HÜlder _3 .
Zaj^ bj^ 5> (Zay^)^(EbJ^^^'^^^"^, onde a^ ,^ b^ >^0 e X>1 ,
com a igualdade se, e somente se, para algum c, b^c, para
^ k
qualquer k=l,2,...,n. Para X<1 a desigualdade se inverte.
Na d
A=l/a temos que:
efinição (2.11) substituindo a^ =^p^ , t)j^ =q^   ^ e
, a>l. (2 .10)a
para a<l, (2 .1 0 ) se inverte.
Assim, se PeE (Q) Eq^  ^^^k’ li^ a>0, usando-se
(2 .1 0 ), temos que:
(a) para a>l.
„ a-1 . a. l/a, a, (a-l)/a a ^
^Pk^k  ^Pk *^k tomando-se log em
ambos os membros da desigualdade, vem:
a- 1
iOgl.Apj^ (
vem que :
logdp q^ )^ ^ log(Zp^; multiplicando-se por l/l-a<0
l/(l-a)log(Zpj^q^ )^ >l/(l-a)log(Ep^), isto é, que
(b) Para a<l:
„ a-1  ^ a.l/a,„ a,.(a-l)/a , r. 
Pk'^ k Pk \  ’ (a-l)/a<0, vem
c|Lio :
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,, a-1 sl/a.„ ax(a-l)/a  ^a ,  ^ ,
Pk'‘*k ^k ^k “ ^k’  ^demonstraçao
segue análoga a anterior.
Observaçao: Quando PcA^,QeA^ ,a=l (2.8) e a propria desigualdade de 
Shannon, cuja importância é bastante reconhecida.
A desigualdade (2.9) é uma generalização da desigualdade 
de Shannon para distribuições generalizadas. A condição PeE^(Q), onde 
l?ía>0 é necessária mas não é suficiente. Observemos o exemplo:
Se P=(l/2;l/2) e Q=(l/4;3/4) então M2(P)=8/16 e
M2(Q)=10/16 e assim QeE2 (P), mas H^(P)= 1 bit e também H2 (P) = 1 bit,
Desta forma temos que, para um a fixo era (2.9)a igualdade pode valer 
mesmo quando P^Q. Se, para os mesmos P e Q usarmos a=3/2, temos:
■k
QEE^(P) pois:
^3/2^^^ = 0,707 e ~ 0,7745, desta forma
2.3. - Característica monotõnica da Imprecisão de Ordem a.
Se peA^ e qeA^, então é óbvio que H^(p//q) é indepen 
dente de a, isto é;
H^(p//q) = (1 -Ct) ^log(pq°‘ ^/p) = (1-a)  ^(1-a) logd/q)
= log(l/q).
Desta forma, a questão da discussão de característica mono 
tônica da imprecisão de ordem a cora relação a a não pode acontecer quan 
do as distribuições em consideração sao distribuições generalizadas sim 
pies.
Além disso, se  ^ existe a possibilida
de de H^(P//Q) ser independente de a. Por exemplo:
Para qualquer P, se Q=(W^ (Q)/n,.. . ,Wj^  (Q)/n) temos que:
H^(P//Q) = (l-a)“hog(Epj^(W^(Q)/n)°‘'VEpj^)
.-1. a-1= (l-a) "logL(W^(Q)" Vn)(Zp|^ /Zpj^ )_
V ;
(l-a) hog(W^(Q)/n)°'~^ 
(1-a) ^(a-1)log(W^(Q)/n)
- log (W^(Q)/n)
que:
De fato:
= log (n/U^(Q)), que é independente de a. 
Agora, se usarmos a definição 2.10, poderemos observar
-(H (P//Q))  ^0 (2.11)
da a
desde que, pela definição 2 .1 0 ,
temos que:
da a 
Observemos que: 
d
A =(Zp^q“-hog(q‘-“))/(Ep^,“-‘)
«Og((Zp^qJ-“q“-b/(Ep,,“-b) 
Slog((í:p^)/EP|^q“‘S) . B,
da(H^(P//Q) = 0  se Q = (W^(Q)/n,...,W^(Q)/n) já que, ne^
te caso, H^(P//Q) independe de a.
Pelo que acima mostramos, temos que H^(P//Q) é uma fun­
ção monotonicamente decrescente de a.
Por conveniência, admitamos que Q não é uma distribuição 
retangular, isto é;
Q  ^ (W^(Q)/n,...,W^(Q)/n).
Entao:
a < a„ =9 H (P//Q) < H (P//Q).
1.  ^ 2 1
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A seguir, analisemos o seguinte problema; 
É possível encontrar um número real x>l, tal que:
(P//Q)
1 < — ^ < X ,  sendo 0<a <a„<“° (2.12)
H (P//Q)
2^
0 teorema que segue responde a questão para l<a^<a2<°°. A resposta ai£ 
da não é conhecida para o caso 0<a^<a2<l.
Teorema 1.4. -r Se n=2,3,... e Q não é uma distribuição 
retangular, entao:
“a o -l
 ^  ^_ 2__ , l<a^<a2<“. (2.13)
H^^(P//Q) a^-1
Demonstração:
Dados P=(pj^,p2 , . . . ,p^ ) e Q=(q^ ,q^,. . • ,q^) é possível 
construir um numero infinito não enumeravel de distribuições:
Rj^ =^(rj^ (m) ,r2 (m) , . . . ,r^(m)) onde r^ (^m) = (pj^ q^ ) / (Xp^ q^™) , m' 0 .
Notemos que:
W (R )=Zr (m) = (Zp q“)/(i:p q™)=l e portanto que R cA*. 1. m K ,  K K K K  m n
Observemos que:
m m .  a- 1
H (R //Q) = (1-a) log ------ - ---------
a m  „ m , „ m
^Pk\^^Pk\
^-1  ^ a+m- 1  m,
(1-a) logdpj^qj^ /^Pk\^
/ Ct+rn 1 . ^ \ 
(1 -a) log --------------
,, ^s- 1  (1 -a-m) , a+m-1 ,^  .(1 -a) ------ log(Ep q /Ep )
(1 -a-m)
(1 -a)“  ^(m/m)log
2 4
H (P//Q) + — ^  H ,(P//Q) (2.14) 
/,  ^ a+m  ^ /I N m+1  (1 -nt) (1 -ot)
Desde que  ^ segue, para l<a<“ e m'0
que:
H (P//Q) + — H ,(P//Q) > 0 1 ci+™ nl-a (l-a)
l-a l-a
—  Vl"'//« < 512^
a- 1  a- 1
H ,(P//Q) ,m+ 1 , m+a- 1< (2.15)
Colocando a^=m+l e a 2=a+m, o resultado segue.
Demonstraçao alternativa: 0 teorema acima também poderia ser provado 
de outra forma, como mostramos a seguir.
Desde que: l<a^<a2 q°^  ^>q*^  ^ , 0<q<l, segue que: 
ai-1 aa-l , <
Pfcik > Pk\
ai- 1   ^ a2-l
‘■Pk\ > - V k
Oi-l „ a2-l
, ^»k\
y CX]^ —1 y. Ot2”l
'^>k\ ^
log -------- > log -------
P^k P^k
2 5
C-l a.-l
----- log --r.---- > -----  ^log
ai-1 -^Pr az-l
(l-ai)tl (P//Q) > (l-a2)H (P//Q),ai Ü2
como ai,a2>l, vem que:
OU
(P//Q) 1-aj
«2
H„ (P//Q) ai- 1tt2
Corolário: Dado x>l, é também possível ter ai e a2 ambos maiores 
que 1 dependendo de x, tais que:
H (P//Q)
1 " H^\p//Q) "
Demonstração:
x=l+(l/y).
Entao:
Desde que x>l é sempre possível obter y^O tal que
Seja c>0, constante arbitrária. Definimos:
« 1 = cy+ 1 e az= c(y+l)+l.
“cy+1 ^^^/^^ Hog(Zpj^q^y/Zpj^)
írr rr'TcWToy 'r 'r T v F ^  71 cTy+d xc(y+l)+l ^ L~c(y+l)J logCEpj^q^^ ^
;(y+l) 1 ^Pk^k ^^Pk 
—  - “ c-Cy*!)
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y+1 ,
mas, desde que 0<q <1 , para cada k=2,3,...,n, ( q f ^ / q P ^ )> 1 , daíK iC K.
 ^ " F T PTTq r  < ^  l<ai<a2.
Ot2
Ê óbvio que as escolhas de ai e a2 não são únicas. Ao con 
trário, podem-se escolher infinitos pares não enumeráveis (ai,a2). Po­
rém é também claro que os valores escolhidos de ai e az diferem para ca_ 
da c>0 , cuja escolha é arbitrária.
Observações:
I) Na demonstração do Teorema 2.4. vimos que 
ct2-cti = (a+m-(m+l)) =a-l. Assim especificados ai e a2 a escolha de a em
(2.11) é unicamente determinada. Um vez conhecido a, o correspondente m 
pode ser encontrado porque az é dado e m=a2-a. Desta forma as esco­
lhas de a e m não são arbitrárias mas dependem dos valores atribuídos a 
ai e a2 .
II) 0 limite superior em (2.13) é independente de P e Q. A^ 
sim a identificação de Q com P resolve o problema correspondente para 
a Entropia de Renyi. Além disso, no caso da Entropia de Renyi, o limite 
superior em (2.13) pode ser refinado e ura raelhor limite superior foi e^ 
tabelecido em 8
III) Conforme já observamos é difícil conseguir ura liraite su 
perior conveniente quando 0<ai<a2<l. Contudo, é possível conhecer a 
forma com que imprecisões de ordem maiores que a unidade se relacionam 
cora as outras, por aplicação da desigualdade de Cauchy.
Definição 2.12. - Desigualdade de Cauchy:
onde a ,b >0. Com a igualdade se, e somente se, para algum c, a^'^^=b^^^c 
K. K. k k k
para qualquer k=l,2 ,...,n .
c ,  ^ 1/2 (a-l)/2 , 1/2 (m-l)/2 ^
Substituindo: \=P^ \  . \=P,^ qj^ na defi
nição 2 .1 2 , temos que:
2 7
ia+m-l)/2y.2 , ' a-l,.,„ m-1. (Ep^ q^  .) < (Zp^ q^  XZp^q^ ) (A)
Por definição:
 ^ (a+m)/2-l 
u /•nz/r.N tt+m.-l^  k^'^ k
■ <1 - — ' ----Êj;------
(a+m)/2-1
2 , ^»k\
2-a-m
log
2P,.
usando (A)
(a+m)/2-1
1 , ,^Pk\ ,2log (--- r^:--------)2-a-ra
k
l°e[(EP|^q°~VEP|^)(Zp^q"-VEp,^)
2-a-m
2-a-m
com 0<a<l e 0<m<l.
Fazendo Q=P, o correspondente resultado para
(l-a) H (P) + (l-m)H (P)
2-a-m
2.4. - Imprecisão como um valor médio.
Seja uma função estritamente crescente monotônica e con 
tínua para todo xe(-“ ,+«>). Nath em j1 definiu (})-imprecisão como:
H^(P//Q) = <j)  ^ ( log ( 1 /q^ )^ ) / )
= M^(P;Q) (2.16)
e provou que as unicas formas de (J)-imprecisão que são aditivas são 
aquelas que correspondem a:
<!)(x) = ax+b, a/0 e b constantes arbitrárias
ou
cj)(x) = 'l’^ (x) onde <í>(^(x) = a.2 ^^  a^O e b cons­
tantes arbitrárias e a?^ l.
Usaremos (j) 
exponencial, respectivamente. Então;
escrita por ou c{)^ conforme seja linear ou
sendo: ot, (x)= ax+b e portanto:1
(x) = (x-b)/a, de onde,1
(Ep (alogd/q )+b)/Ep )-b
(P//Q) = ^ í ---
1 a
alpj^log (1 /qj^ ) +bEp^-bZpj^
aïp^
= H^(P//Q).
(P//Q) = a^Vzpj^a^(log(1/qj^))/Zpj^), ai^ l, onde
e
a =ò (x)=a.2 ^^  “ '^'+b e a"^=é ^x) = (1-a)~Uog((x-b)/a), daí
e «e ® “e
29,
H (P//Q) = (1-a) log
°^ e a
■ aZp^O/q^)^^ “^bEp^-bZpj^
= (1 -a) ^log - -----------------------
aZp^
= (1-a) Uog(Zpj^q“ Vzpj^)
= H^(P//Q).
são de nosso interesse as (j)-imprecisões que são homogc
neas, isto e;
(|) lzpj^ (j)(mlog(1/qj^ ))) = m(j)~^ (Epj^ ct>log(1/qj^ ))), 
com pj^ = Pj^ ./EP|^ , m>0 (2.17)
Suponhamos que cj)(l)=0. Então de _1 segue que as únicas 
formas que (j) pode assumir são:
(})(x) = clog X ou (f)(x) =ax°^^+b, onde as^ l ,e
a^O, b constantes arbitrárias. Esta observação mostra que a 0-impre- 
cisão não pode ser simultaneamente aditiva e homogênea, exceto quan­
do cj) é linear.
Tambem:
M^(P;Q) = ^ , quando (})(x)= clog x.
(2.18)
a-1
‘  /^Pk
1 /(a-l)
CX— 1
quando 4>(x)= ax +b, a; 1^ , aí^ O e b constantes arbitrárias.
(2.19)
30.
Portanto (P//Q) é a única imprecisão que é ao mesmo 
tempo aditiva e homogênea. Notemos que:
2-1
K2 (P;Q) = L^Pj^(log(1 /qj^ ))
Sejam:
(P//Q;m) = (mlog( 1/q^ )^)) (2.20)
,-1
H (P//Q;m) = (Epj^ (j)^ (mlog( 1/q^ )^)) (2 . 21)
onde p, =p, /Sp. • Temos que:K K K
H (P//Q;m) = [Zp (amlog(l/q )+b)-b /a
Mas,
= (maZpj^log( 1 /qj^)+bZPj^-b)/a
= (maZpj^log( 1 /q^ )^ /Ep^ +^hEp^ /^Zp^ -^b) /a
m. -(Zpj^log qj^ )/^ p,^
= m. H^(P//Q)
(P//Q;m) ^ (P//Q) (logo não é homogênea)
Define-se 10 :
H^(P//Q;m) = (1-a) Hog(Zpj^q^°^ '"/Zpj^ ), 1 j^ a>0 e m>0,
( 2 .22 )
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Então temos que:
H, ((P//Q;m) = H (P//Q;m) = mH ,(P//Q) 
(|) ^ a itKx-m+ 1 ^
Usando a monotonicidade de H^(P//Q) segue que
H (P//Q;m) < m H  ,(P//Q), se m>l e
a a-m+ 1
H^(P//Q;m) > m (P//Q) seO<m<1.
A imprecisão ® definida para todo a>0,
contanto que 0<m<1. Mas, se m>1, é definida para intervalos da 
forma m- 1 <a<m e m<a<“ tais que a-m+1 torna-se positivo.
A quantidade H^(P//Q;m) pode ser considerada como uma 
medida aditiva de múltiplos positivos de imprecisão sendo que
lim H (P//Q;m) = m H/P//Q)
a-^1 “ ’
e é um valor medio.
Em geral, as expressões para múltiplos positivos de im­
precisões não são unicas. Por exemplo, consideremos:
* — 1 nt*"-1
H^(P//Q;m) = (1-a) 'log (Epj^ q^  /^ Ipj^ ), Ua>0 e m>0.
É claro que H (P//Q;m) é aditiva e, aléra disso.
a
A m m
lim H (P//Q;m) = lim (-m(a™-1)Zp q“ ~ log q /Ep q” " ) 
a^1 ^ a- 1^ k k k
= - m Epj^ log qj^ /^ Pj^
= ra H^(P//Q)
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e também,
H*(P//Q;l) = (1-a)‘Uog(Zpj^q“'Vzpj^)
= H^(P//Q).
Mas H^(P//Q;m) não pode ser visto como um valor médio. Observemos que, 
se 1 ?ía>0 e m> 1 ,
m(a-l) < a*"-! e, para cada k=1 ,2 ,,..,n, vem que
m(a-l)  ^ «"'-l
m ,ma-m  ^ a - 1
Pk\ < Pk\
r a  ,
„ ma-m „ a -1
m ,
„ ma-m „ a - 1
log(— p;-----) < log(— y----- ) e ainda que,
^Pk
m ,„ ma-m  ^ a - V 
P^k^ k^ m P^k"*k 
m(a-l)log(— y ^ -- ) < (a - 1 )log(— =---- )
^Pk ^Pk
isto e, que:
(1-a) Uog(Epj^q™°‘ ™/Zpj^ ) ^_^m
(1-a) hog(Ep^q“ Vzpj^)
e finalmente temos que:
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Analogamente, se 1?^>0 e 0<m<1, vem que
a™-1 < m(a-l), e çora procedimento semelhante ao acima 
desenvolvido, que;
Também, se (P) = (Q) e aplicando a definição 2,11,
vem que:
H^(P) i aH^(P//Q) + (l-am)H^(Q), a>0, a^l, m>0.
Para obtermos este resultado substituimos, na definição 
2 .1 1 , 3 j^ =Pj^ , ® X=1 /a e temos,
m(a-1 ) , a^l/a, m(a- 1 )
, „ m(a-1 ) . 1 , rv (Oí-0 i rv
multiplicando ambos os lados da desigualdade por a, vem que:
alog = log(Zp“) + (a-1 )log(Zq®'^)
Para a>1, temos que,
m(a-1) , , ,,,, a. 1-am,1.  ^ 1/(a-l)log(Zp, )+ 1
OU
nt  ^ t /V CX“   ^ \ 1 Ctvn - í  ^ nict1/(l-a)log(Zp^) s a — log(ïp^,^ ), _i„g(í:,^ ,
Como para distribuições generalizadas completas temos que Zp =Zq =1,K K
entao:
1/(1-a)log(Ep^/Epj^) < a.— log(Ep|^q™^“ '^ /Epj^ ) +
1-am, ma,^ s j::^ iog(Zq|^  /Eci^ )
isto é;
H (P) < aH (P//Q;m) + (l-am)H (Q) 
a a am ^
Agora, para distribuições incompletas, isto é, Epj^ = Eq^ <^ 1 , temos que;
onde
logoj
A = log(^ Pj^ ) - log(Epj^ ) - log(Ep^) = 0,
1 , ax , a , m(a-1) 1-am am^
t :s  í logO-q, ) *
A  i°8<^ Pk> - -Ãi i“8(í^ Pk> -
daí:
log(íp“ ) - log(ïp^) s ^  log(Zp|^q” <“-'>- Tií^loB(íp^)
OU :
1 1 /V ct/v N  ^ ^ T fv m(a-1) 1-am . am,^ ^
TIH iog(Ep|^/Ep^) s i°s(íPk\ ♦ t :í  /í:^ )^
OU ainda:
H^(P) rí aH (P//Q;m) + (1-am)H (Q). CX ut ucni
Para 0<a<1, a demonstração segue analogamente.
2.5. - 6-In>precisões.
Dados P=(p^ ,P2 » • • • n>2, é possível construir
um número infinito não enumerável de distribuições de probabilidades;
A&) , (6) (6) (3)x 
P = (P^  ,P2 »•••»?„
ditas 3-distribuições potências derivadas de P, onde:
P|^ = ---^  , 3e(-“{+“) e k=1 ,2 ,...,n.
P^k
Observemos que:
(3) ^Pk^°®^Pk^^^PkH . ( p ^ ^ v / p )------ V —# — ^
^Pk/^Pk
Zp^ log(p^ )
(2.25)
e também.
y / 3 /  y  3 \ Ct~ 1 
(B) -1 ^^Pk^^Pk^-Pk
H (P^^^V/P) = (1-a) hog (---B )
ot „ 3/y„3
.^ Pk^ P^k
a+3-1
- 1 Pk
= (1-a) 'log(---^ ---); 1 ^a>0 . (2.26)
"Pt
Uma vez que o lado direito das equações (2.25) e (2.26) 
dependem dos elementos de P, denotemos:
Hj(P^^^/P) = I^(P)
H^(P^'^V/P) = 1^(P)
Ê fácil ver que, para 3= 1 , vem que;
;j().
l](P) = (P)
l’(P) = H (P)
a a
Denominaremos I^(P) e I^(P) por S-imprecisões de ordem
1 e ordem a, respectivamente.
R n
Se 3>1 , então I^(P) e representam as entropias
de Kapur  ^ de grau 3 e ordem 1 e grau 3 e ordem a respectivamente.
É fácil ver que I^(P) é função monotÕnica de 3, assim:
(*)
Além disso, pela inequação de Shannon,
< H^(P^^V/P), quando (P)<1 =W^ )
Por outro lado notemos que as equações (*) quando subs­
tituimos (P) por Hg(P) nem sempre são válidas. Por exemplo, se 
3=2 com P=(l/2;1/3) temos que:
j3(p) ^ _ l/4.1og(1/2)-t-(1/9)log(1/3) ^ 
 ^ (1/4) + (1/9)
H (p) = - ((1/2)log(1/4) ^ (1/3)log(l/3)  ^ ^ 3^25 
^ (1/2)+(l/3) (1/2)+(1/3)
logo: I^(P) > H^(P).
CAPlTULO 111 - IMPRECISÃO DE ORDEM 1 E GRAU B E DE 
ORDEM a E GRAU B-
Neste capítulo estudaremos as imprecisões de ordem 1 e 
grau B e ordem a e grau B para distribuições de probabilidades gene­
ralizadas imcompletas definidas em 3.1.
3.1. - Definição: Sejam P,QeA^, as imprecisões de ordem 1 e grau B e 
de ordem a e grau B definidas em [17] são dadas respectivamente por:
H^(P//Q) = -1], 0<B)^ 1. (3.1) 
H^(P//Q) = Ag((Zpj^q“'VzPi^)^^~^^^^“"’^-1] (3.2)
com a,B>0 ,a,B^1 e a^B, onde A„=(2  ^ ^-1 )
Observações:
I. - Quando P=Q;
H^(P//Q) = H^(P) = Ag[(Ep“/Zpj^)^^^^/^“-’^-1], a,B>0,
a,B?^ 1 e aj^ B, que é a entropia de Sharma Mital.
II. - Quando a=B/1,
H^(P//Q) = Hg(P//Q)
III. - lim H^(P//Q) = H (P//Q).
B-^1
IV. - lim lim H^(P//Q) = H (P//Q).
a->] B-H
3.2. - Generalização da desigualdade de Shannon.
*
Sabemos que se P,QeA , riâ1, entao:
H^(P) á H^(P//q ) (3.3)
Se k=1,...,n então para P,QeA^, temos
H^(P) > H^(P//Q);
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isto é, (3.3) não é vãlida para distribuições generalizadas.
Vimos no capítulo II, que
H (P) < H (P//Q), P,QcA , (3.4)
a a • n
também nem sempre é válida. Ou seja, se a<l e P. >q. ou a>1 e p, <qK. R K K
então:
H (P) > H (P//Q).
a a
A desigualdade:
H^(P) < H^(P//Q) (3.5)
a a
P,QeA^, rií2, a,3>0 e a,6^1, também nem sempre é válida.
Procuraremos estabelecer condições para a validade ou 
não de (3.5). Tais condições são estabelecidas nos teoremas que seguem.
0 teorema abaixo mostra sob quais condições (3.5) não se verifica.
Teorema 3.2. - Sejam P,QeA tais que p, » k=1,...,n então (3.5)n K K
não e válida.
Demonstração: (1) Se a>1 e 0<3<1 então a-1>0 e para temos que;
a-1 a-1
I
e assim.
a  ^ „ a-1 .. s
iPk < í:Pk\
Portanto, com Zp >0, vem que,
K
^Pk spk ■
Agora, como (6-1)/(a-1)<0, segue que:
„a a-1
/Pk ,(B-i)/(a-i)^ /Pk\ ,(6-l)/(a-1)
<157> " • <“ )
Sêtlde õ<6<1 , temos que Ag>0 e daí que:
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B y-\ B
i sto e ;
H^(P) > H^(P//Q).a a
(2) Se a>1 e B>1 então (3-1)/(a-1)>0 e (ii) tem seu si 
nal invertido. Mas como ° sinal de (iii) permanece como no item 
(1 ) desta demonstração.
(3) Se 0<a<l e 0<3<1 então (i) troca de sinal. Sendo 
(3 - 1 ) / (a- 1 ) >0 (ii) continua com mesmo sinal do item (1 ) e o mesmo acoti 
tece com (iii), pois
(4) Se 0<a<1 e 3>1, novamente (i) troca de sinal com re^  
lação a demonstração do item (1). Agora (3~ 1 ) /(a-1 ) <0 e e o sinal 
da desigualdade se inverte duas vezes tornando-se ao final ainda como 
em (iii).
Portanto, se 0<aj^ 1 e 0<3s^ 1 e então (3.5) não c
valida.
Nos teoremas a seguir estabeleceremos condições sob as 
quais (3.5) se verifica.
ÿc
Teorema 3.3. - Sejam P,QcA^ tais que PcE^(Q), cora 0<a?^ l e 0<S?^ 1. En
tão (3.5) se verifica.
*
Demonstraçao: Vimos no capitulo II que se PeE (Q), então H (P)áH (P//Q)
Ot OL Ci
Por outro lado, sabemos que:
H^ (^P) = A [2^ ^
a 3
H^dV/Q) .
(a) Para 3>1, temos que (1-3)<0 e assim que
d ü {,
,(1-3)H^(P)_^ ^
(1-3)H^(P) > (1-3)H^(P//Q), (I)
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/
mas Aj^ <0, portanto:
(b) Para 0<B<1 segue que (1-6)>0 e daí que (l) tem seu sinal invertido. 
Porém agora ^^>0, portan 
casos (3 .5 ) se verifica.
to (II) segue da mesma forma. Logo, em ambos os
Teorema 3.4. - Sejam P,QeA tais que p >q , k=1,2,...,n. Então (3.5)n K R
e valida.
Demonstração: Se 0<a<1 vem que  ^ ^e 0<3<1, então
(3-O/(a-l)>0 e também Ag>0 e o sinal da desigualdade (iii) do teore­
ma 3.1 se inverte. Além disso, se 3>1, (3-1) /(ot-1)<0 e também A„<0 e
3
de novo o sinal de (iii) do teorema 3.1 se inverte.
Se a>1, então (3-1) / (a-1) >0
enquanto que ^^<0, daí o sinal de (iii) se inverte. Finalmente, se
0<3<1 então (3-1) / (ot-1) <0 enquanto que A„>0 e mais uma vez o sinal de
P
(iii) se inverte. Concluímos então que, se p,>q, então (3.5) é válida.K K
3 .3 . - Características monotonicas da Imprecisão de ordem a e grau 3.
Se peA^ e qcA^ então:
„3. ,, s . r, a-1, (3-1)/(a-1)
H^(p//q) = Ag[(pq /p) - 1 ]
=Ag[q^-^-1],
isto é, H^(p//q) e independente de a. Então para distribuições genera 
lizadas simples a questão da característica monotõnica da imprecisão 
de ordem a e grau 3 não aparece. Existem alguns tipos de distribuições
para as quais H (P//Q) é independente de a. No seguinte teorema apre-
^ 6 sentamos um tipo de distribuição para a qual H^(P//Q) não depende de a.
Teorema 3.5. - Para qualquer PcA seja Q=(W (Q)/n,...,W,(Q)/n) então 
3 - n 1 1
H (P//Q) é independente de a.
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Demonstração: Para PeA^ e Q=(W^(Q)/n,...,W^(Q)/n), temos que
= Ag[(W,(Q)/n)^ ’-1],
que é independente de a.
No seguinte teorema é provada a monotonicidade da função
O
H (P//Q) com relação a a.ut
D
Teorema 3.6. - Para 3>0, 3?^1 , H^(P//Q) ê monotonicamente decrescente 
com relação a a.
Demonstração: H^(P//Q) pode ser escrita na forma:
h 8(p//q ) onde
H^(P//Q) = I/(1-a).log(ÍP|^q“ '/Ep^), a>0 e a^t
Nath [i2l mostrou que para a^<a2 > temos,
H^(P//Q) < H (P//Q)tt2 ai
Agora consideremos dois casos:
(a) Para 0<3<1, vem que,
(1-3)H (P//Q) á (1-3)H (P//Q)CX2 CXi
(P//Q) á (P//Q)Ctp dl
(b) Para 3>1 a prova segue da mesma forma e, portanto, qualquer que seja 
temos que H^(P//Q) é monotonicamente decrescente com respeito a a.
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3.4. - ylniprecisões. '
Para PeA é possível obter um número infinito não enume 
n  —
rável de distribuições de probabilidades
....p W )
ditas Y-potência de distribuições derivadas de P, onde
Y
(y) f .p^ ' = — —  , yg(-«>;+oo).
P^k
Então,
h 6(p W , / p) . (A)
I p
a,6>0, a,39^1 e aj^ 3. 
Notemos que
U m  H^(P^^^//P) = H (P^^V/P) 
3->l
U m  h'^(P^'^V/P) = H (P^^V/P). 
3^ 1 “ “
Onde H^(P^^V/P) e H^(p^^V/P) são, respectivamente, as 
gama-distribuições potências de probabilidade de ordem 1 e de ordem a de 
finidas por Nath em [11].
Como (A) e (B) dependem apenas dos elementos de P, denotemos
H^(P^^^//P) = (C)
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Para y =1» temos,
I^’U p ) = H^(P)
= H^(P)
a a
I^’"'^(P) e I^’^ (P) são Y-imprecisões de ordem 1 e grau 6 e ordem a e 
grau 3, respectivamente.
— 0 "YNo seguinte teorema provaremos a relaçao entre I ’ (P)
enS(P),
Teorema 3.7. - (i) Para Y>1> temos que I^’^ (P) á H^(P) e 
(ii) Para 0<y<1, temos que I^’"'^(P)  ^ H^(P). 
Demonstração: (i) Seja Y>1> então temos que
ij (P) < H^(P) (E)
3 "Y •(P) pode ser escrita da seguinte forma:
I^’^ (P) = (F)
Agora temos dois casos:
(a) Seja 3>1• Então usando (E) e (F) podemos ver que,
(b ) iêjâ 0<B<1. A demonstração segue analogamente.
(ii) Seja 0<Y<1. A demonstração é similar porque agora 
(E) tem seu sinal invertido.
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