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Introduction
When the inflaton rolls down the potential well,
all sorts of interesting things happen,
like life, love and the pursuit of happiness.
Leonard Susskind
It is not yet understood why the visible Universe contains more matter
than antimatter. Cosmologists believe that shortly after the Big Bang, when
the Universe was created, there was a hot and dense phase in which there was
an equal amount of matter and antimatter.
In 1967 Andrei Sakharov formulated the now famous conditions, known by
his name [1], that have to be satisfied for this asymmetry to occur. These con-
ditions are that the baryon number should not be conserved, that C and CP
symmetries should be violated, and that the Universe should not be in ther-
modynamic equilibrium. In the Standard Model, the violation of the baryon
number, the non-conservation of C and CP symmetries, and the Universe be-
ing out of thermal equilibrium during electroweak phase transition could be
accommodated. However the result is not sufficient to explain the present
baryon asymmetry [2].
In 1998 the “Alpha Magnetic Spectrometer”- AMS-01 - [3] detector was
launched on a space shuttle and remained for ten days at an orbit of an altitude
of approximately 400 km. The detector was designed to search for and analyze
both matter and antimatter cosmic rays. The most comprehensive results of
this research are documented in Ref. [3]. The observed ratio of the quantity of
antihelium with respect to helium is determined to be smaller than one over a
million.
In addition to a new generation of astro-particle physics experiments (e.g.
AMS-02 [4] or PAMELA [5]), various high-energy physics experiments are
committed to the understanding of the matter-antimatter asymmetry. The
“Large Hadron Collider beauty” (LHCb) experiment [6], the subject of this
thesis, has been designed to study CP violation in the interactions of B mesons
(heavy particles containing a bottom quark). Historically, the violation of CP
symmetry was first observed in 1964 by J.H. Christenson et al. [7], with an
experiment using neutral kaon particles. The first observation of CP violation
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with B mesons has been made in 2002 by two experiments, BABAR [8] and
BELLE [9], using the decay B0d → J/ψKS. Currently the observed CP viola-
ting effects are successfully described by the Standard Model of particle physics
where they are incorporated in the weak interaction between quarks via the
Cabibbo-Kobayashi-Maskawa matrix [10, 11].
The LHCb experiment is one of four particle physics detector experiments
being constructed in the Large Hadron Collider (LHC) accelerator at CERN
(European Organization for Nuclear Research), in Geneva. LHCb is a ded-
icated B physics experiment: B mesons will be created abundantly in the
high-energy proton-proton collisions at the LHC.
In hadronic proton-proton collisions at the LHC not only B mesons, but
many other particles are produced. Finding the B mesons, reconstructing their
decays, and extracting the desired physics observables are the major challenges
for LHCb.
An accurate and efficient tracking system is of crucial importance for the
success of the LHCb experiment. The tracking system alignment is a central
topic because misalignments potentially cause a loss in tracking and physics
performance.
This thesis is divided into the following chapters. In Chapter 1 a general
introduction to the Standard Model and to the description of CP violation is
given. In Chapter 2 the LHC is briefly described, then all the different sub-
detectors which constitute the LHCb detector are discussed. The attention is
then focused on the Outer Tracker (OT) sub-detector in Chapter 3. The simu-
lation software of the OT is discussed in Chapter 4. In Chapter 5 the alignment
problem is described and the alignment strategy is reviewed. In Chapter 6 the
consequences of having a misaligned OT are analyzed by considering two-body
hadronic decays, particularly focusing on the effects of OT-misalignments on
the invariant mass resolution. In Chapter 7 the LHCb sensitivity for measuring
the CKM angle γ through the B0(s) → h+h′− channels is studied. In Chapter
8 the selection and the LHCb sensitivity to the B0s → µ+µ− decay is studied,
again with particular emphasis on the consequences of having a misaligned
OT.
Chapter 1
Theory
E’ un mondo difficile:
vita intensa,
felicita’ a momenti
e futuro incerto.
Mondo Difficile (2000) - T. Carotone
An elementary particle is a particle which cannot be resolved in more fun-
damental components. The Standard Model describes the elementary particles
and their mutual interactions. In the first section of this chapter the Standard
Model is shortly introduced. In Section 1.2 CP violation and how it is in-
corporated in the Standard Model is described. In Section 1.3 the attention
is focused on the B mesons and how they can be used to study electroweak
interactions.
A complete overview on these topics is given in many textbooks; for an
introductory review on the Standard Model the reader is referred to Ref. [12,
13, 14, 15]. For a detailed overview of CP violation, Ref. [16, 17] are advised.
1.1 Standard Model
In nature, there are four known fundamental forces: the strong, the weak, the
electromagnetic and the gravitational force. The Standard Model describes the
elementary particles and three of the fundamental interactions (strong, weak,
and electromagnetic). Gravitation is not described in the Standard Model;
for all studies described in this thesis, the gravitational force can be ignored.
Furthermore the physical unit system is set such that the speed of light, c, is
equal to one.
In the Standard Model both particles and forces are described by fields.
The elementary particles are represented as quantized fermionic (half-integer
spin) fields, the interactions as bosonic (spin 1) fields. In addition in the
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Standard Model the still elusive (spin 0) Higgs boson is required. The force
carriers are also referred to as gauge bosons since their existence is related to a
so-called gauge symmetry that is imposed in the theory. Because the observed
symmetry is not exact, the existence of a Higgs scalar boson is predicted by
the mechanism of spontaneous symmetry breaking.
The Standard Model bosons, their charge and their masses are listed in
Table 1.1 [18].
Bosons Electric Mass
Spin = 0,1 Charge (GeV)
Unified electroweak (spin = 1)
γ 0 0
W− −1 80.403 ± 0.029
W+ +1 80.403 ± 0.029
Z0 0 91.1876 ± 0.0021
Strong or color (spin = 1)
g, 8 gluons 0 0
Higgs (spin = 0) 0 > 114.4 at 95% C.L.
Table 1.1: The Standard Model bosons, their charge and their masses.
There are three generations of quarks and of leptons in the Standard Model,
listed in Table 1.2. All listed fermions and their antiparticles have been ob-
served. The number of generations is not predicted by the theory. It can,
however, be noted that at least three generations are required to implement
CP violation in the Standard Model.
fermion 1 2 3 charge
quark u c t 2
3
d s b −1
3
lepton e µ τ −1
νe νµ ντ 0
Table 1.2: The three families with quark and lepton pairs.
In the Standard Model electroweak (describing the weak and electromag-
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netic interactions) and strong interactions are implemented as gauge theories
by requiring that specific local transformations leave the Lagrangian invariant.
The underlying symmetry group is SU(3)C
⊗
SU(2)I
⊗
U(1)Y . The color (C),
weak isospin (I) and weak hypercharge (Y ) quantities represent the conserved
charges of the interactions. The combined symmetry SU(2)I
⊗
U(1)Y is spon-
taneously broken for energies below the electroweak scale into the well-known
U(1)Q symmetry with the electric charge as conserved quantity.
Apart from gauge symmetries, other symmetries can be defined; for ex-
ample, the Charge symmetry (the operator C changes a particle into its anti-
particle), the Parity symmetry (P inverts the space coordinates, X → −X)
and the Time symmetry (T inverts the time). There is no reason a priori to
believe that these symmetries are violated.
In 1956 Lee and Yang [19] pointed out that although Parity conservation
had been tested in decays by the strong or electromagnetic interactions, it was
untested in the weak interactions. Shortly after this, the violation of Parity
was discovered by Wu et al. in the β decay of 60Co, in 1957 [20]. The violation
of parity is implemented in the Standard Model by imposing that the SU(2)I
symmetry is only valid for doublet fields having left handed chirality.
In 1964, J.H. Christenson et al. provided clear evidence that also the
combined CP symmetry was broken [7], with an experiment using neutral
kaons. In the kaon system the two physical particles (the mass eigenstates)
turn out to be linear combinations of the flavor eigenstates K0 and K0. These
two mass eigenstates have different decay modes and different lifetimes. The
so-called KS mostly decays into 2 pions and has a “short” lifetime (τs = 8.9×
10−11 s), while the KL mostly decays into 3 pions and has a “long” lifetime
(τL = 5.2 × 10−8 s). The lifetime reflects the different amount of phase space
available in these decays. The CP symmetry is broken as the CP eigenstates
are different from the mass eigenstates: the KL has a dominant CP = -1
component and a small CP = +1 component, while the KS has a dominant
CP = +1 component and a small CP = -1 component:
|KS〉 ≈ |K1〉+ |K2〉 ,
|KL〉 ≈ |K2〉+ |K1〉 , (1.1)
where  is a small number and |K1,2〉 are the CP eigenstates which satisfy
CP |K1,2〉 = ±|K1,2〉 , (1.2)
and which are linear combinations of the flavor eigenstates:
|K1,2〉 = 1√
2
(|K0〉 ± |K0〉) . (1.3)
The parameter  is (2.229 ± 0.010) ×10−3 [18], illustrating that the ob-
servable effect of CP violation in the kaon system is typically small. The next
section discusses how CP violation is incorporated in the Standard Model.
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1.2 CP violation in the Standard Model
The Lagrangian of the charged-current weak interaction, which describes the
transition between two different quark states through the exchange of a W
boson, can be written as
LW± = g√
2
(u c t)γµ
(
1− γ5
2
)
VCKM
 ds
b
Wµ + h.c. . (1.4)
Here g gives the strength of the interaction, (u c t) and (d s b) represent the
strong flavor eigenstates spinors, γµ are the Dirac matrices, 1− γ5 projects all
states to their left-handed components andWµ is the W field, representing the
exchange of a W boson.
For down type quarks, the flavor eigenstates are not the same as the eigen-
states of the weak interaction. A transformation is required to go from the
strong to the weak basis. This transformation matrix is a 3 × 3 matrix, called
the Cabibbo-Kobayashi-Maskawa (VCKM) matrix [10, 11], d′s′
b′
 = VCKM
 ds
b
 , (1.5)
where
VCKM =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 . (1.6)
A 3×3 complex matrix has in the most general case 2×9 = 18 parameters.
However, there are only 4 independent parameters in the matrix: 9 parameters
can be absorbed requiring the unitarity of the matrix (V †CKMVCKM = 1), while
5 arbitrary phases can be absorbed by redefining the relative quark fields.
There are four parameters left: 3 rotation angles and 1 phase.
Amongst the many parameterizations of the VCKM matrix, a popular one
is the Wolfenstein parametrization [21]. It expands the elements in powers of
the sine of the Cabibbo angle [10]: λ = sin θc = 0.222 ±0.002. Up to O(λ6)
VCKM can be written as
VCKM ≈ V (3)CKM + δVCKM +O(λ6) , (1.7)
where V
(3)
CKM is given by 1− 12λ2 λ Aλ3(ρ− iη)−λ 1− 1
2
λ2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
 (1.8)
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and δVCKM (up to fifth order in λ) is given by −18λ4 0 0A2λ5(1
2
− ρ− iη) −1
8
λ4(1 + 4A2) 0
1
2
Aλ5(ρ+ iη) Aλ4(1
2
− ρ− iη) −1
2
A2λ4
 . (1.9)
Here, A, ρ and η are real parameters of O(1). It can be shown that applying
a CP transformation to the Lagrangian in Eq. (1.4), the CP symmetry is
conserved in case the VCKM matrix is real. This implies that CP violation in
the Standard Model arises from a non-zero value of η.
The unitarity relation gives nine constraints on the matrix elements. Six
of these are orthogonality conditions which require the sum of three complex
terms to be zero. Graphically they can be expressed as triangles in the complex
plane - called “unitarity triangles”. It is interesting to observe that the area
within each triangle is the same for all six unitarity triangles and it provides
a measure of the amount of CP violation in the Standard Model [22]. One
triangle relation is
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0 , (1.10)
and is shown in Fig. 1.1. Since all three terms in Eq. (1.10) are of O(λ3)
the sides of the triangle are of comparable size. The triangle in Fig. 1.1 is
obtained by dividing all terms by VcdV
∗
cb. The apex of the triangle lies at
(ρ, η) = (1− 1
2
λ2)(ρ, η).
tdV tbV *
cbV *cdVud
V ubV *
cbV *cdV
0 Re
γ β
1ρ
η
Im
α
Figure 1.1: The unitarity triangle in the complex plane.
The three angles in Fig. 1.1 can be written in terms of the elements of the
VCKM matrix as
α = arg
(
− VtdV
∗
tb
VudV ∗ub
)
, β = arg
(
−VcdV
∗
cb
VtdV ∗tb
)
, γ = arg
(
−VudV
∗
ub
VcdV ∗cb
)
.
(1.11)
It should be noted that α, β, γ are re-phasing invariant and are thus observables
which can be measured.
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Another triangle relevant in b → s transitions (as will be discussed in
Section 1.3.3), arises from the equation
VusV
∗
ub + VcsV
∗
cb + VtsV
∗
tb = 0 . (1.12)
The small angle of O(λ2) of this triangle is defined as
χ = arg
(
−VcbV
∗
cs
VtbV ∗ts
)
. (1.13)
The BABAR [8] and BELLE [9] collaborations have established CP viola-
tion in the B meson system by measuring sin 2β in the decay of B0d → J/ψKS.
These experiments find sin 2β = 0.687 ± 0.032 [18]. In order to fully test the
Standard Model all elements of the CKM matrix have to be measured. In case
particles other than those described in the Standard Model exist, the CKM
matrix may not be sufficient to describe the interactions between quarks, and
deviations from the Standard Model prediction may be observed.
1.3 B mesons
There are four types of neutral B mesons, with the following quark composi-
tion,
|B0d〉 = |b¯d〉 , |B0d〉 = |bd¯〉 ,
|B0s 〉 = |b¯s〉 , |B0s 〉 = |bs¯〉 . (1.14)
These are the B flavor eigenstates. The B0d and B
0
d are antiparticles of each
other. From the CPT theorem it follows that they have the same mass and
lifetime; together they form the Bd system. Similarly, the B
0
s and B
0
s form the
Bs system. In the next sections, the notation B
0 is used in order to indicate
both the B0d and the B
0
s systems.
1.3.1 Mixing of neutral B mesons
Experimental observations [23] have demonstrated that “mixing” occurs be-
tween neutral B mesons: a B0 can, with time, become a B0 and vice-versa.
The leading Standard Model Feynman diagrams for this process are shown in
Fig. 1.2.
Mixing implies that the mass eigenstates of the mesons can be understood
as a linear combination of the B0 and B0 flavor eigenstates,
|BH,L〉 = p|B0〉 ∓ q|B0〉 , (1.15)
where BH is labeled as the heavy eigenstate and BL as the light eigenstate.
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B0q B
0
q
(a)
t
W W
t
q
b
b
q
Vtq V
∗
tb
V ∗tb Vtq
B0q B
0
q
(b)
W
t
W
t
q
b
b
q
Vtq V
∗
tb
V ∗tb Vtq
Figure 1.2: Feynman box diagrams for B mixing.
The time evolution is given by the solution of the time dependent Schro¨dinger
equation
i
d
dt
(
B0(t)
B0(t)
)
= H
(
B0(t)
B0(t)
)
= (M − i
2
Γ)
(
B0(t)
B0(t)
)
, (1.16)
where the Hamiltonian has been written as
H =M − i
2
Γ , (1.17)
and the mass and lifetime matrices M and Γ are Hermitian. The time depen-
dence is expressed by the following equation:
|BH,L(t)〉 = e−(imH,L+ΓH,L/2)t|BH,L(0)〉 , (1.18)
where mH,L and ΓH,L are the masses and decay rates of the eigenstates of the
Schro¨dinger equation, BH and BL.
Substituting (1.15) into (1.18), the time evolution of a B meson initially
produced as B0 or B0 can be expressed as
|B0phys(t)〉 = g+(t)|B0〉+
q
p
g−(t)|B0〉 ,
|B0phys(t)〉 = g+(t)|B0〉+
p
q
g−(t)|B0〉 , (1.19)
where the time dependence is given by
g±(t) =
1
2
(e−(imL+ΓL/2)t ± e−(imH+ΓH/2)t) . (1.20)
Solving the Schro¨dinger equation (1.16) gives also the relation between the
ratio q/p and the mass and lifetime matrix elements
q
p
= −
√
M∗12 − iΓ∗12/2
M12 − iΓ12/2 , (1.21)
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where M21 =M
∗
12 and Γ21 = Γ
∗
12 since M and Γ are Hermitian.
Equations (1.19) and (1.20) show that if at production time (t = 0) the
B meson is a pure flavor eigenstate, for t > 0 the opposite flavor acquires a
non zero component. The “oscillatory” behavior implied by Eq. (1.20), with
an oscillation frequency proportional to ∆m = mH −mL, is clearly visible in
Fig. 1.3. The decay probabilities for particles which start as a pure B0 and
which decay either as a B0 or as a B0 are shown in Fig. 1.3(a) for the Bd, and
in Fig. 1.3(b) for the Bs.
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Figure 1.3: Probability for a pure B0 at production to decay as a B0 or as a B0 for
both the Bd system (a) and the Bs system (b). The value of ∆md used is 0.507 ps−1
and the value of ∆ms used is 17.77 ps−1.
The various oscillation probabilities can be expressed as follows:
|〈B0|B0phys(t)〉|2 = |g+(t)|2 ,
|〈B0|B0phys(t)〉|2 =
∣∣∣∣qp
∣∣∣∣2 |g−(t)|2 ,
|〈B0|B0phys(t)〉|2 =
∣∣∣∣pq
∣∣∣∣2 |g−(t)|2 ,
|〈B0|B0phys(t)〉|2 = |g+(t)|2 . (1.22)
The values for the mass and decay width parameters [18, 24] are shown in
Table 1.3. Here the decay width difference (∆Γ) is defined as ∆Γ = ΓH − ΓL.
1.3.2 Decay of B mesons
The amplitude Af of a B
0 decaying to a final state f (B0 → f) can be written
as Af = 〈f |T |B0〉 where T is the transition matrix element. Analogously the
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B0d B
0
s
mq [MeV] 5279.4 ± 0.5 5369.6 ± 2.4
∆mq [ps
−1] 0.507 ± 0.008 17.77+0.42−0.21± 0.07
1/Γq [ps] 1.54 ± 0.02 1.46 ± 0.06
∆Γq/Γq <10
−2 <0.31 (CL 95%)
Table 1.3: B0d and B
0
s mass and decay width parameters [18, 24].
amplitude of the decay B0 → f is given by Af = 〈f |T |B0〉. In a similar way
Af and Af can be defined.
Using the equations (1.19), the four decay rates can be obtained:
ΓB→f (t) = |〈f |T |B0phys(t)〉|2
= |Af |2
(|g+(t)|2 + |λf |2|g−(t)|2 + 2Re[λfg∗+(t)g−(t)]) ,
ΓB→f (t) = |〈f |T |B0phys(t)〉|2
=
∣∣Af ∣∣2 ∣∣∣∣qp
∣∣∣∣2 (|g−(t)|2 + |λf |2|g+(t)|2 + 2Re[λfg+(t)g∗−(t)]) ,
ΓB→f (t) = |〈f |T |B0phys(t)〉|2
= |Af |2
∣∣∣∣pq
∣∣∣∣2 (|g−(t)|2 + |λf |2|g+(t)|2 + 2Re[λfg+(t)g∗−(t)]) ,
ΓB→f (t) = |〈f |T |B
0
phys(t)〉|2
=
∣∣Af ∣∣2 (|g+(t)|2 + |λf |2|g−(t)|2 + 2Re[λfg∗+(t)g−(t)]) , (1.23)
where the following phase invariant parameters have been introduced:
λf =
q
p
Af
Af
, λf =
q
p
Af
Af
, (1.24)
and λf = 1/λf and λf = 1/λf .
The terms g±(t) can be rewritten, by using (1.20), as
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|g±(t)|2 = 1
4
(
e−ΓH t + e−ΓLt ± 2e−Γt cos∆mt)
=
e−Γt
2
(
cosh
∆Γt
2
± cos∆mt
)
,
g∗+(t)g−(t) = [g+(t)g
∗
−(t)]
∗
=
1
4
(−e−ΓH t + e−ΓLt + 2ie−Γt sin∆mt)
=
e−Γt
2
(
sinh
∆Γt
2
+ i sin∆mt
)
. (1.25)
Using (1.25), Eq. (1.23) becomes
ΓB→f (t) = |Af |2 (1 + |λf |2)e
−Γt
2
·(
cosh
∆Γt
2
+Df sinh
∆Γt
2
+ Cf cos∆mt− Sf sin∆mt
)
,
ΓB→f (t) = |Af |2
∣∣∣∣pq
∣∣∣∣2 (1 + |λf |2)e−Γt2 ·(
cosh
∆Γt
2
+Df sinh
∆Γt
2
− Cf cos∆mt+ Sf sin∆mt
)
,
(1.26)
where
Df =
2Reλf
1 + |λf |2 , Cf =
1− |λf |2
1 + |λf |2 , Sf =
2Imλf
1 + |λf |2 . (1.27)
Analogously, the formulas for ΓB→f (t) and ΓB→f (t) can be obtained by
substituting f with f . The parameters ∆m, ∆Γ, λf and λf , can be extracted
from the decay rate asymmetry, defined as follows:
Af (t) =
ΓB→f (t)− ΓB→f (t)
ΓB→f (t) + ΓB→f (t)
. (1.28)
In case the final state f is a CP eigenstate (f = f), the decay rate asym-
metry Af (t) can be rewritten, assuming | qp | = 1, as
Af (t) = −Cf cos∆mt+ Sf sin∆mt
cosh ∆Γ
2
t−Df sinh ∆Γ2 t
. (1.29)
In the B0d system ∆Γ can be neglected and the expression reduces to
Af (t) = −Cf cos∆mt+ Sf sin∆mt . (1.30)
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In case f is a flavor specific eigenstate (f 6= f and λf = λf = 0), it is also
possible to define the following CP asymmetry,
ACP
f, f
(t) =
[
ΓB→f (t) + ΓB→f (t)
]− [ΓB→f (t) + ΓB→f (t)][
ΓB→f (t) + ΓB→f (t)
]
+
[
ΓB→f (t) + ΓB→f (t)
] , (1.31)
which is independent of time, and equals the charge asymmetry (assuming
|Af | = |Af |) defined as
Af, f = −
|Af |2 −
∣∣Af ∣∣2
|Af |2 +
∣∣Af ∣∣2 = −
1−
∣∣∣∣AfAf
∣∣∣∣2
1 +
∣∣∣∣AfAf
∣∣∣∣2 . (1.32)
1.3.3 CP violation in the B meson system
CP violation in the B meson system can appear in three places: in mixing, in
decay and in the interference between mixing and decay.
 CP violation in mixing is observed if the oscillation probability of B0 →
B0 differs from the probability of B0 → B0, this is the case when |q/p| 6=
1.
 CP violation in decay is observed if the amplitude of a B0 decaying to a
final state f , differs from the amplitude of the B0 decaying to the final
state f , this is the case when |Af/Af | 6= 1.
 CP violation in the “interference” between mixing and decay appears in
neutral B decays when there is a phase difference between q/p (mixing)
and Af/Af (decay), this is the case when arg(λf ) + arg(λf ) 6= 0.
CP violation in mixing
From (1.22) it follows that in the case |q/p| 6= 1 the oscillation probability
of B0 → B0 is different from the one of B0 → B0. If this happens the
CP eigenstates will differ from the mass eigenstates, BH and BL, similarly to
what was seen in the kaon system in Eq. (1.1), Eq. (1.2) and Eq. (1.3). This
asymmetry is called CP violation in mixing. Experimentally, CP violation
in mixing can be measured with semi-leptonic decays or with B0s → D−s pi+.
The diagrams for the decays B0s → D−s pi+ and B0s → D+s pi− are shown in
Fig. 1.4. The value of |q/p| can be measured using the asymmetry on the
number of oscillated events. CP violation in mixing is predicted to be very
small [18] (< 10−3), both in the Bd system and in the Bs system; this implies
that |q/p| ≈ 1 and that BH and BL are almost exact CP eigenstates.
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Figure 1.4: Feynman diagrams for the decays B0s → D−s pi+ (a) and B0s → D+s pi−
(b).
CP violation in decay
The complex amplitudes for a decay process and its antiparticle equivalent can
in general be written as
Af = |Af |eiδeiφ , Af = |Af |eiδe−iφ . (1.33)
The parameter δ (“strong phase”) remains unchanged under CP transforma-
tions, since strong interactions do not violate CP, while φ (“weak phase”)
changes sign under CP transformations1.
In a decay where (at least) two diagrams contribute to the total decay rate
the amplitude can be written by a sum over different contributions k:
Af =
∑
k
|Ak|eiδkeiφk , Af =
∑
k
|Ak|eiδke−iφk . (1.34)
If |Af/Af | 6= 1 there is a difference in rate between the states B0 → f
and B0 → f . This phenomenon, called CP violation in decay or direct CP
violation, gives a direct measurement of the difference in decay rate between a
decay mode and its CP conjugate. Direct CP violation has been observed in
the kaon system [25, 26], and in the B system by the BELLE [27] and BABAR
[28] collaborations, where it has been measured in the B0d → K+pi− decay and
is caused by large interference between the tree and the penguin diagrams. The
tree and penguin diagrams for the B0d → K+pi− decay are shown in Fig. 1.5(a)
and in Fig. 1.5(b) respectively.
CP violation in the interference between mixing and decay
A third type of CP violation can be seen in the interference between decay and
mixing. It occurs when arg(λf ) + arg(λf ) 6= 0, in other words when there is a
phase between q/p (mixing) and Af/Af (decay) amplitudes. This happens if
both the B0 → f and the B0 → B0 → f amplitudes occur.
1Note that not all δ are due to strong interactions.
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Figure 1.5: Feynman tree (a) and penguin (b) diagrams for the B0d → K+pi− decay
In this thesis the focus is on the B0(s) → h+h′− decays (the B0d → pi+pi−,
the B0d → K+pi−, the B0s → pi+K−, the B0s → K+K−, the B0s → pi+pi−
and the B0d → K+K−) that can be used to extract the Unitarity Triangle
angle γ. In this study the contribution of the rare B0d → K+K− and B0s →
pi+pi− decays, which proceed in the Standard Model through exchange and
annihilation diagrams only, is not taken in account. It will become clear that
in order to extract γ the B0d and B
0
s mixing phases are needed. These can
be obtained from the study of the B0d → J/ψKS and B0s → J/ψφ decays
respectively.
CP violation in the B0d → J/ψKS decay
The B0d → J/ψKS decay is an example for CP violation in the decay into a
CP eigenstate (f = f). With the VCKM matrix elements of the correspond-
ing Feynman diagram shown in Fig. 1.6 and of the mixing diagram shown in
Fig. 1.2, the following expression can be obtained for λJ/ψK0S ,
λJ/ψK0S =
(
q
p
)
Bd
AJ/ψK0S
AJ/ψK0S
=
(
q
p
)
Bd
AJ/ψK0
AJ/ψK0
(
p
q
)
K
= −
(
V ∗tbVtd
VtbV ∗td
)(
VcbV
∗
cs
V ∗cbVcs
)(
VcsV
∗
cd
V ∗csVcd
)
= −e−2iβ . (1.35)
It can be seen from Eq. (1.35) that by measuring λJ/ψK0S the Unitarity
Triangle angle β is obtained. Studies of the LHCb sensitivity to the Unitarity
Triangle angle β through the B0d → J/ψKS decay can be found in Ref. [29].
CP violation in the B0s → J/ψφ decay
The Feynman diagram of B0s → J/ψφ, as shown in Fig. 1.7, resembles that of
B0d → J/ψK0, apart from replacing the spectator quark, d→ s. By measuring
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Figure 1.6: Feynman tree diagrams for B0 → J/ψK0 and B0 → J/ψK0.
λJ/ψφ, the Unitarity Triangle angle χ (see Eq. (1.13)), is obtained. Note that
the term ( q
p
)Bd , present in Eq. (1.35), is here replaced by (
q
p
)Bs .
λJ/ψφ =
(
q
p
)
Bs
AJ/ψφ
AJ/ψφ
=
(
V ∗tbVts
VtbV ∗ts
)(
VcbV
∗
cs
V ∗cbVcs
)
= −e−2iχ . (1.36)
Studies of the LHCb sensitivity to the Unitarity Triangle angle χ through the
B0s → J/ψφ decay can be found in Ref. [29].
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Figure 1.7: Feynman tree diagram for B0s → J/ψφ
CP violation in the B0(s) → h+h′− channels
The decay B0d → pi+pi− is generated by the b¯→ u¯+W+ tree diagram, as well
as by the b¯→ d¯+ g(γ, Z0) penguin diagrams. Analogously, the B0s → K+K−
is generated by similar diagrams, replacing the d (d¯) quarks by s (s¯) quarks
(see the tree and penguin diagrams shown in Fig. 1.8 and Fig. 1.9). The
B0s → pi+K− and B0d → K+pi− decays only differ in the spectator quark from
the B0d → pi+pi− and the B0s → K+K− respectively.
For the B0d → pi+pi− and the B0s → K+K− the decay amplitudes, A(B0d →
pi+pi−) and A(B0s → K+K−), can be written as [30]
A(B0d → pi+pi−) = k(d)u (T u + P u) + k(d)c P c + k(d)t P t ,
A(B0s → K+K−) = k(s)u (T ′u + P ′u) + k(s)c P ′c + k(d)t P ′t , (1.37)
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Figure 1.8: Feynman tree diagram for the B0(s) → h+h′− decays.
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Figure 1.9: Feynman penguin diagram for the B0(s) → h+h′− decays.
where k
(d)
j and k
(s)
j , with j = u, c, t, are CKM factors given by k
(d)
j = VjdV
∗
jb
and k
(s)
j = VjsV
∗
jb, respectively. Here, P
j, P ′j with j = u, c, t represent
the different penguin contributions and T u, T ′u give the tree contributions for
the B0d → pi+pi− and the B0s → K+K−, respectively. Using the orthogonality
relations, one obtains,
k
(d)
t = − k(d)c − k(d)u ,
k
(s)
t = − k(s)c − k(s)u . (1.38)
These relations can be used to re-write (1.37) in the following form,
A(B0d → pi+pi−) = k(d)u (T u + P u − P t) + k(d)c (P c − P t) ,
A(B0s → K+K−) = k(s)u (T ′u + P ′u − P ′t) + k(s)c (P ′c − P ′t) . (1.39)
Introducing the terms T and P defined as T = T u+P u−P t and P = P c−P t,
and analogously T ′ = T ′u+P ′u−P ′t and P ′ = P ′c−P ′t, (1.39) can be re-written
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as
A(B0d → pi+pi−) = k(d)u T
(
1 +
k
(d)
c
k
(d)
u
P
T
)
,
A(B0s → K+K−) = k(s)u T ′
(
1 +
k
(s)
c
k
(s)
u
P ′
T ′
)
. (1.40)
Similarly,
A(B0d → pi+pi−) = k(d)∗u T
(
1 +
k
(d)∗
c
k
(d)∗
u
P
T
)
,
A(B0s → K+K−) = k(s)∗u T ′
(
1 +
k
(s)∗
c
k
(s)∗
u
P ′
T ′
)
. (1.41)
The P/T and P ′/T ′ ratios can be written as P/T = deiϑ and P ′/T ′ = d′eiϑ
′
.
Qualitatively, d(d′) parametrizes the magnitude and ϑ(ϑ′) parametrizes the
phase of the penguin-to-tree diagram ratio for the B0d → pi+pi−(B0s → K+K−).
Moreover, the A(B0d → pi+pi−)/A(B0d → pi+pi−) and the A(B0s → K+K−)
/A(B0s → K+K−) ratios can be calculated and, using the definition of γ re-
ported in Eq. (1.11), the λpipi and λKK can be written as
λpipi = (
q
p
)Bd
(
A(B0d→pi+pi−)
A(B0d→pi+pi−)
)
=
(
V ∗tbVtd
VtbV ∗td
)
e−2iγ
(
1− deiϑeiγ
1− deiϑe−iγ
)
,
λKK = (
q
p
)Bs
(
A(B0s→K+K−)
A(B0s→K+K−)
)
=
(
V ∗tbVts
VtbV ∗ts
)
e−2iγ
(
1 + d˜′eiϑ
′
eiγ
1 + d˜′eiϑ′e−iγ
)
,
(1.42)
where the dependency on the Unitarity Triangle angle γ is made explicit. Here
the parameter d˜′ is defined as
d˜′ =
1− λ2
λ2
d′ , (1.43)
where λ is the sine of the Cabibbo angle. Once the λpipi and the λKK parameters
have been obtained, the variables Cpipi, CKK , Spipi and SKK , defined in (1.27),
can be calculated [30]
Cpipi = Cpipi(d, ϑ, γ) =
2d sinϑ sin γ
1− 2d cosϑ cos γ + d2 ,
CKK = CKK(d
′, ϑ′, γ) = − 2d˜
′ sinϑ′ sin γ
1 + 2d˜′ cosϑ′ cos γ + d˜′
2 , (1.44)
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and
Spipi = Spipi(d, ϑ, γ, φd) =
sin (φd + 2γ)− 2d cosϑ sin (φd + γ) + d2 sinφd
1− 2d cosϑ cos γ + d2 ,
SKK = SKK(d
′, ϑ′, γ, φs) =
sin (φs + 2γ) + 2d˜′ cosϑ′ sin (φs + γ) + d˜′
2
sinφs
1 + 2d˜′ cosϑ′ cos γ + d˜′
2 .
(1.45)
Here φd = 2β, is the B
0
d − B0d mixing phase and φs = −2χ, is the B0s − B0s
mixing phase.
Observing that the B0d → pi+pi− decay and the B0s → K+K− decay are
related by exchanging all the d (d¯) quarks in s (s¯) quarks, and assuming the
validity of the U-spin symmetry [30], one finds
d = d′ (1.46)
and
ϑ = ϑ′. (1.47)
Within this assumption, equations (1.44) and (1.45) relate Cpipi, Spipi, CKK and
SKK to the parameters d, ϑ, γ, φd and φs. As was already mentioned, φd and
φs can be determined by the study of B
0
d → J/ψKS decays and of B0s → J/ψφ
decays respectively, such that a system of four equations and three unknowns
remains which can be solved to extract the Unitarity Triangle angle γ. Simu-
lations on the extraction of γ through the combined study of the B0(s) → h+h′−
channels are reported in Chapter 7.
1.3.4 Rare B decays: B0s → µ+µ−
Flavor Changing Neutral Currents (FCNC) are forbidden in the Standard
Model at the tree level by the GIM mechanism [31]. As a consequence FCNC
only appear in the Standard Model when 2nd order loop diagrams are consid-
ered. Therefore decays which depend on FCNC, so-called rare decays, are very
sensitive to “new physics”phenomena, where, in addition, a strong dependence
on virtually exchanged particles might be observed.
Within the FCNC decays particular interest is given to the B0s → µ+µ−
decay, which has not yet been observed. Recent measurements from the CDF
experiment [32] set an upper limit on the B0s → µ+µ− branching ratio of
B(B0s → µ+µ−) < 1.0× 10−7 at 95% confidence level. B0s → µ+µ− sensitivity
studies are reported in Chapter 8.
One of the Standard Model Feynman diagram for B0s → µ+µ− is shown in
Fig. 1.10 (a). According to the Standard Model the decay B0s → µ+µ− has a
branching ratio of 3.5 × 10−9 [33, 34].
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Figure 1.10: (a): Standard Model Feynman diagram for B0s → µ+µ−. (b): A
Minimal Supersymmetric Standard Model Feynman diagram for B0s → µ+µ−. In
this diagram the exchanged particle is the Higgs boson H0 and χ˜ in the loop is a
neutralino.
This decay is also of particular interest since in the Minimal Super-Gravity
model (mSUGRA) the B0s → µ+µ− decay rate, B(B0s → µ+µ−), can be en-
hanced [35] by one to three orders of magnitude at large values of the parameter
tan β: the ratio of vacuum expectation values of the two neutral CP even Higgs
fields. Similar enhancement can be obtained in SO(10) models [36] and in the
Minimal Supersymmetric Standard Model (MSSM) [37]. A MSSM Feynman
diagram for B0s → µ+µ− is shown in Fig. 1.10 (b).
Figure 1.11 shows the B0s → µ+µ− branching ratio as a function of tan β
[38]. The standard model value and the CDF upper limit are also visible.
1.3.5 B meson production
The optimization of the LHCb detector setup requires knowledge of the en-
vironment produced by the pp collisions, even though most of the produced
particles are not required for the extraction of the CP parameters.
Heavy flavor production in pp collisions can be described by the QCD-
parton model, where light partons in the incoming hadrons collide and produce
a heavy quark-antiquark pair via the strong interaction. The leading order
diagrams are shown in Fig. 1.12.
In these diagrams the bb pair is created either through quark-antiquark
annihilation, or through gluon fusion. The perturbative QCD cross section for
heavy flavor production has been calculated to next-to-leading order (see Ref.
[39]).
There are higher order diagrams influencing the bb cross section, whose
contribution cannot be neglected (see Fig. 1.13). In these diagrams the bb pair
is created either through flavor excitation, or through gluon splitting. Due to
these non-negligible higher order contributions the predicted production cross
section has large uncertainties.
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Figure 1.11: The B0s → µ+µ− branching ratio as a function of tanβ. The standard
model prediction and the CDF upper limit are also visible.
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Figure 1.12: Examples of Feynman diagrams for B production. The leading-order
diagrams are pair creation through quark-antiquark annihilation (a) and gluon fusion
(b,c,d).
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Figure 1.13: Examples of next-to-leading order Feynman diagrams for B produc-
tion. There is an example of flavor excitation (a) and of gluon splitting (b).
Figure 1.14 shows the angular correlation of the produced B mesons as
produced with the“Monte Carlo code PYTHIA”2 [40]. The bb pair is expected
to be produced either in the (same) forward or backward direction. This
phenomenon can be attributed to the difference in momenta of the colliding
partons. The direction of the boost is given by the direction of the parton with
higher momenta.
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Figure 1.14: Correlation of the polar angles of the hadrons containing the b or b¯
quark at
√
s = 14 TeV.
2The LHCb Software uses the PYTHIA version 6.2 event generator.
Chapter 2
The LHCb experiment
It may perhaps seem odd
that apparatus as big and as complex
as our gigantic proton synchrotron
is needed for the investigation of
the smallest we know about.
Niels Bohr (1885 - 1962)
In this chapter the LHCb experiment is described. The design together with
the chosen technologies are discussed. Section 2.1 gives a general overview of
the Large Hadron Collider (LHC) and Section 2.2 explains the general layout of
the LHCb detector. In Sections 2.3 and 2.4 the tracking system and the particle
identification system of LHCb are described, while Section 2.5 is focused on
the trigger. The last section is dedicated to the data acquisition system.
2.1 Large Hadron Collider
The Large Hadron Collider (LHC) (see Fig. 2.1) [41] is under construction at
CERN and is expected to start operating in 2008. It is being installed in the
existing Large Electron Positron (LEP) tunnel1 and will provide proton-proton
(pp) as well as heavy ion (up to Pb-Pb) collisions. At LHC, pp collisions will
occur at a center-of-mass energy of
√
s = 14 TeV, a factor of seven larger than
the highest energy ever reached in pp¯ collisions (Tevatron at Fermilab). The
motivation of using pp collisions instead of e−e+ collisions is the smaller energy
loss due to the synchrotron radiation in accelerating protons. Moreover, pp col-
lisions have also been preferred over proton-antiproton (pp¯) collisions2, because
1At LEP e−e+ collisions were taking place.
2Note that pp¯ collisions have already been used in the past at CERN at the Super
Proton Synchrotron (SPS) accelerator.
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a higher luminosity can be achieved with pp collisions. In the LHC ring proton
beams, pre-accelerated to 450 GeV through a system of pre-accelerators, will
be accelerated in opposite directions to an energy of 7 TeV.
ATLAS
SPS
ALICE
CMS
LHCb
LHC
Figure 2.1: Schematic view of the 27 km long LHC ring. The position of the four
experiments is indicated.
As shown in Fig. 2.1, four experiments will be installed at the LHC: ATLAS
(“‘A Toroidal LHC ApparatuS”) [42] and CMS (“Compact Muon Solenoid”) [43]
are general-purpose experiments searching amongst others for the Higgs boson
and for super-symmetric particles, ALICE (“A Large Ion Collider Experiment”)
[44] is a heavy ion experiment to study the behavior of nuclear matter at very
high energies and densities, and LHCb (“Large Hadron Collider beauty”) [6] is
aimed at measuring the parameters of CP -violation in the decays of B mesons.
From Lorentz’ law,
p = eBR , (2.1)
where p is the beam momentum, R ≈ 4.3 km is the radius of the LHC ring
and e is the electric charge, it follows that, to achieve the nominal design
beam momentum of 7 TeV, the magnetic field strength needed is 5.4 T. In
practice, the machine is not completely filled with magnets and the required
bending power is obtained with about 1200 superconducting, 14.2 m long,
dipole magnets which provide a field of 8.33 T each. These magnets will be
cooled to a temperature of 1.9 K by cryostats containing superfluid helium.
The design luminosity of LHC is 1034cm−2s−1. Once a proton beam is
established the luminosity is expected to exponentially decrease with a lifetime
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of 10 hr. The number of inelastic proton-proton interactions per bunch crossing
follows a Poisson distribution with a mean of
n¯pp =
σinel · L
fLHC · filled , (2.2)
where σinel is the 80 mb [6] inelastic cross section, L is the luminosity, fLHC
is the 40 MHz bunch crossing frequency and filled = 0.744 is the fraction of
non-empty bunch crossings. The main LHC parameters are summarized in
Table 2.1.
Circumference 26659 m
Energy 7 TeV
Injection energy 0.45 TeV
Field at 450 GeV 0.535 T
Field at 7 TeV 8.33 T
Helium temperature 1.9 K
Luminosity 1034cm−2s−1
Bunch spacing 25 ns
Luminosity lifetime 10 hr
Table 2.1: The main LHC parameters.
At the design luminosity, Eq. (2.2) shows that the average number of inelas-
tic collisions in a bunch crossing (n¯pp) is expected to be 27. Both ATLAS and
CMS have been designed taking into account these overlapping events. LHCb,
on the other hand, is optimized for a lower interaction rate and it needs to
identify the B decay vertex and its associated production vertex; a task that
becomes much more difficult when n¯pp is 27. The probabilities for observing
up to 4 inelastic pp interactions as a function of the luminosity are shown in
Fig. 2.2. The nominal LHCb luminosity has been chosen to be 2 × 1032cm−2s−1
[45], resulting in n¯pp = 0.54. This relatively low value of luminosity can be
obtained simultaneously with a high luminosity in the other collision points
by defocusing the beams locally at the LHCb interaction region. At this lumi-
nosity there is a finite probability to have npp ≥ 2. Large multiplicity events,
resulting in the impossibility to disentangle multiple primary vertices, will be
rejected by the pile-up veto trigger (see Section 2.3.1). Running at a modest
luminosity has other advantages, e.g. a lower hit multiplicity in the detectors
and less radiation damage. All sub-detectors have been designed to work in
a range of luminosity from 2 × 1032cm−2s−1 (the optimal luminosity) to 5 ×
1032cm−2s−1 (the maximal luminosity), both indicated in Fig. 2.2.
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Figure 2.2: The probability for 0, 1, 2, 3, or 4 inelastic collisions occurring per
bunch crossing as a function of the luminosity.
2.2 The LHCb experiment
As explained in Section 1.3.5 B mesons are predominantly produced in either
the forward or the backward direction. The forward LHCb coverage goes from
10 mrad to 300 mrad in the horizontal plane, and from 10 to 250 mrad in the
vertical plane.
The detector layout in the horizontal plane is shown in Fig. 2.3. A right-
handed coordinate system is adopted: the positive Z axis is defined as pointing
from the Vertex Locator towards the muon detector, and the positive Y axis
is pointing up-wards. The X axis points horizontally away from the center of
the LHC ring.
Since not all events from all collisions can be recorded to tape, a trigger
system is needed to identify events containing a B decay (see Section 2.5), by
using information from the different sub-detectors.
The LHCb sub-detectors can be subdivided into two main classes:
 Tracking system. The main function of the tracking system is to effi-
ciently reconstruct different types of tracks (see Section 2.3.4), to recon-
struct primary and secondary vertices and to provide momentum infor-
mation. It consists of the Vertex Locator (VELO) around the interaction
region, the Trigger Tracker just in front of the magnet, and of the track-
ing stations (T1, T2 and T3) just behind the magnet.
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Figure 2.3: The LHCb setup with the different sub-detectors shown in the hori-
zontal plane — also referred to as the bending plane of the magnet.
 Particle Identification (PID) system. The particle identification
system has to perform pi/K separation (this major task is performed by
the two Cherenkov detectors, RICH 1 and RICH 2, covering different ar-
eas of momentum, one in front of the magnet and the other one after the
magnet), e, γ and hadron identification (accomplished by the electromag-
netic, ECAL, and hadronic, HCAL, calorimeters) and µ identification,
for which the muon chambers (MUON) have been built.
In Sections 2.3 and 2.4 the different sub-detectors are described in some-
what more detail.
2.2.1 Beam pipe
The beam pipe [29], shown in Fig. 2.4, is designed to minimize the creation
of secondary particles while still withstanding the external air pressure. The
design beam vacuum is 10−9 mbar. The beam pipe consists of a thin exit
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window (located at Z = 858 mm), sealed to the VELO vacuum tank, followed
by two conical parts with apertures of 25 mrad and 10 mrad respectively. The
first part, 1840 mm in length, is made of 1 mm thick beryllium, shaped as a
25 mrad cone. It is followed by a second part, a 10 mrad cone. This second part
is divided into several sections. The various transition sections are designed to
keep the background induced by the beam pipe as low as possible.
Figure 2.4: Layout of the beam pipe.
2.2.2 Magnet
The trajectories of charged particles are deflected by the B field when travers-
ing the magnet [46]. Their momentum is measured from the deflection of their
trajectories. The bending power of the magnet is represented by the inte-
grated field,
∫ |−→dl × −→B |= 4.2 Tm. The strength of the main component of
the magnetic field (By) along the Z axis is shown in Fig. 2.5. The position
of the tracking detectors is also indicated. Figure 2.6 shows a picture of the
magnet after its installation in November 2004. During three campaigns (De-
cember 2004, June 2005 and December 2005) the three components of the B
field have been measured across the complete tracking volume and the results
are compared to a simulation. The final results show a B field accuracy of
0.03% [47].
2.3 Tracking system
The tracking system can be divided into three sub-systems.
 The Vertex Locator covers the area around the interaction point and is
equipped with silicon sensors.
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Figure 2.5: The main component of the magnetic field strength (By) along the
Z axis.
Figure 2.6: The magnet in the Point 8 cavern, under commissioning (November
2004).
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 The Trigger Tracker (TT) is downstream of the interaction point, in front
of the magnet, and consists of silicon sensors.
 The Tracker Stations behind the magnet are divided in two parts: Inner
Tracker (IT) and Outer Tracker (OT). The IT covers the intensely irra-
diated area close to the beam pipe and consists of silicon strip detectors,
while the OT covers the large outer region and is made from straw tube
drift cells.
2.3.1 Vertex Locator
The Vertex Locator (VELO) [29, 48] consists of 21 stations, placed along and
perpendicular to the beam axis, close to the interaction point. Each station
consists of two measurement planes: one plane is designed to measure the
radial position coordinates (r), and the other to measure the azimuthal one
(φ). The two planes are mounted back-to-back. The layout of the r and φ
sensors is shown in Fig. 2.7.
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Figure 2.7: Layout of the r and φ measuring sensors.
Both the r- and the φ-measuring sensors are 300 µm thick and include 2048
strips per sensor. The φ-measuring sensors have an inner region with strips
under a stereo angle of 20◦ and an outer region with strips under a stereo
angle of -10◦. The pitch increases with the radius from 35.5 µm to 78.3 µm
in the inner region, and from 39.3 µm to 96.6 µm in the outer region. The
r-measuring sensors are divided into four regions of 45◦ each. Also in this case
the pitch increases linearly from 40 µm on the inside up to 101.6 µm on the
outside. This design provides an homogeneous occupancy, with an average
value below 1% [48].
This design fulfills the following requirements:
 provide precise coordinate measurements to allow the determination of
primary and secondary vertices;
 provide tracking information before the magnet;
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 provide a fast 2-D tracking needed for the trigger, which uses a track
reconstruction in the r − z projection.
The stations close to the interaction point allow to reconstruct tracks with
an angle up to 390 mrad. The most downstream regions are required to re-
construct low angle tracks down to 15 mrad. The VELO layout as seen from
above is shown in Fig. 2.8.
Figure 2.8: VELO stations layout. The two planes placed at the upstream end of
the VELO act as a pile-up veto detector.
The two planes placed at the upstream end of the VELO act as a pile-up
veto detector. Each plane consists of two overlapping VELO-r sensors. The
pile-up detector information is used in the Level-0 Trigger to suppress events
with multiple proton-proton interactions in a single bunch crossing. Studies
[49, 50] on the performance of the pile-up system show that at a luminosity of 2
× 1032cm−2s−1 the performance for benchmark B decay channels can increase
up to 20% through the use of the pile-up system. To obtain optimal resolution,
the silicon strip detectors are operated in vacuum and the entire sub-detector
is mounted in a vacuum tank. During normal operation the detectors are
positioned at a distance of 8 mm from the beam line.
2.3.2 Trigger Tracker
The Trigger Tracker (TT) [29, 51] is located downstream of the first RICH
detector and close to the magnet. The layout of the TT is shown in Fig. 2.9.
It consists of two stations separated by a distance of 27 cm. Each station
consists of two layers, for a total of four layers, with stereo angles with the
Y axis in the following X-U-V-X configuration: 0◦,+5◦,−5◦, 0◦.
The Trigger Tracker serves to provide momentum information to the trigger
system. The fact that it is positioned in the fringe field of the magnet (see
Fig. 2.5) limits its precision to approximately 30%. The TT detector will
32 The LHCb experiment
also be used in the oﬄine analysis to reconstruct long living neutral particles
(mostly K0S) that decay outside the VELO.
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Figure 2.9: Layout of the first (left) and last (right) Trigger Tracker station. The
square elements represent the silicon sensors which have a size of 9.44 × 9.64 cm2.
The sensors are made of 500 µm thick 9.44 × 9.64 cm2 silicon planes. The
strip pitch is 183 µm, resulting in an intrinsic resolution of about 50 µm. The
average occupancy is expected to be less than 2% [52].
2.3.3 Tracking station
The Tracking Stations (T-stations), located after the magnet, cover a surface
area of about 6 × 5 m2 per measurement plane. Over this area there are large
variations in the particle flux. The design of the Tracking Stations has been
optimized by covering the inner part (IT) with silicon strips and the outer part
(OT) with straw tube drift cells. There are in total three T-stations with four
detection-layers each. The design and construction of the OT is described in
detail in Chapter 3. Here the design of the IT and the general station design
are briefly sketched.
Inner Tracker
The Inner Tracker [53] covers the innermost region. Even though this repre-
sents approximately 2% of the 6 × 5 m2 area, it corresponds to about 20%
of the particle flux. The layout of the IT is shown in Fig. 2.10. The three
IT stations, covering a “cross-shaped” area around the beam pipe of about
4420 cm2 per measurement plane, are divided into four layers each. For the
four different layers, the stereo angles with the Y axis are in the same X-U-V-X
configuration as in the TT.
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Figure 2.10: Layout of an IT X (0◦ stereo-angle) and U (5◦ stereo-angle) layer with
the silicon sensors in the cross-shaped configuration.
The detector technology is the same as the one used for the TT, namely sili-
con strip detectors. The detectors are located in 7.8 × 11 cm2 boxes containing
double 410 µm thick silicon sensors at the sides of the beam pipe and single
320 µm thick silicon sensors below and above the beam pipe. The strip pitch
is 198 µm, resulting in an intrinsic resolution of about 50 µm. The expected
average occupancy is less than 2% [52].
Station design
The T-stations are built in halves which close around the beam pipe. The OT,
IT and their supports are installed on the same structure, which is composed
of a supporting table on the bottom, a bridge on top with pillars on the side.
The overall structure, together with the beam pipe and the magnet, is shown
in Fig. 2.11.
The OT modules are mounted on “C-frames” which can slide within the
bridge structure. Every station contains 4 C-frames, and on every C-frame
22 modules are placed, 7 long F and 4 short S modules of an X-measurement
plane and 7 long F and 4 short S modules of a stereo measurement plane. The
C-frame facilitates opening and closing of the stations for repairs and general
maintenance. The C-frame is equipped with a RASNIK system [54] to monitor
its movements.
2.3.4 Tracking Strategy and Performance
LHCb provides a challenging environment for tracking. Typically a particle
traverses 40% of a radiation length (X0) up to RICH 2 [55]. The Track finding
procedure starts by reconstructing tracks in the VELO. These tracks are ex-
trapolated through the detector and matched to hits in the T-stations to form
“long tracks”. The remaining unused hits are then taken into consideration to
reconstruct the T tracks in the Tracker Stations. Upstream tracks are found
with hits in the VELO and in the TT detector, while tracks containing only
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Figure 2.11: Model drawing of the T-stations with their supporting structure. The
magnet and the beam pipe are also visible.
hits in the TT and in the T-stations are called downstream tracks. The various
track types used in LHCb are sketched in Fig. 2.12.
Upstream track
TT
VELO
T1 T2 T3
T track
VELO track
Long track
Downstream track
Figure 2.12: An illustration of the five different track types in the LHCb tracking
system.
On average a B event contains 72 reconstructed tracks, which can be di-
vided into 26 long, 11 upstream, 4 downstream, 5 T and 26 VELO tracks. In
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Fig. 2.13 the efficiency for finding long tracks and the ghost rate are shown
as a function of the momentum. The track finding efficiency is the fraction of
Monte Carlo (MC) tracks in the detector acceptance that are correctly found
by the pattern recognition. In addition, the ghost rate is defined as the fraction
of reconstructed tracks that cannot be associated with any MC track. The mo-
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Figure 2.13: Tracking efficiency (a) and ghost rate (b) for long tracks as a function
of momentum, p.
mentum resolution as a function of the momentum is shown in Fig. 2.14. The
momentum resolution is defined as the width σ of the prec−ptrue
ptrue
distribution,
where prec is the reconstructed momentum and ptrue is the MC momentum.
2.4 Particle Identification system
To identify different B decays, particle identification is required over a large
momentum range for several types of particles. The particle identification
system can be divided into three sub-systems.
 The first and second Cherenkov detectors (RICH 1 and RICH 2), for
pi/K separation.
 The calorimeter system, subdivided into a Scintillator Pad Detector
(SPD), a PreShower (PS), an electromagnetic calorimeter and an hadronic
calorimeter.
 The muon detector, used for µ identification.
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Figure 2.14: The momentum resolution (∆pp ) as a function of the momentum p.
2.4.1 RICH detectors
Particle identification for pi, K and p separation is the main task of the
Cherenkov detectors RICH 1 and RICH 2. A detailed description of the RICH
detectors can be found in Refs [56, 57].
A RICH detector determines the velocity v of a particle by measuring the
Cherenkov angle, θc, i.e. the angle between the emitted Cherenkov photons
and the particle velocity vector. The following relations holds:
cos θc =
c
nv
, (2.3)
where c is the speed of light and n is the refractive index of the medium. A cone
of Cherenkov light is emitted when a particle traverses a “radiator” medium
with a velocity greater than the speed of light in that medium (v > c
n
). In a
RICH detector this light cone is detected on a position sensitive planar photon
detector, which allows to reconstruct the light ring, the radius of which is a
measure of the Cherenkov emission angle. If, in addition to the velocity, the
momentum of the traversing particle is measured, its mass can be calculated
and the particle is identified. When v approaches c, the angle of emission is
maximal and the particle identification is no longer possible.
The vertex polar angle θ as a function of the momentum for all tracks is
shown in Fig. 2.15 . There is a clear correlation between tracks produced under
large angles and those having a lower momentum. The detector intended for
the identification of low momentum particles, RICH 1, covering the LHCb
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Figure 2.15: Vertex polar angle θ as a function of the momentum for all tracks.
The different regions of operation of the two RICH detectors are indicated.
acceptance between 25 and 300 (250) mrad in the horizontal (vertical) plane,
is optimized for identifying low momentum particles. RICH 2 is optimized
for identifying high momentum particles and covers up to 120 (100) mrad in
the horizontal (vertical) plane. In RICH 1 solid aerogel and C4F10 are used
as radiator material, while RICH 2 uses CF4. The RICH 1 and the RICH 2
layouts are shown in Fig. 2.16.
The Cherenkov angle distribution of each of the three radiators used in
LHCb as a function of the momentum p is shown in Fig. 2.17. An accurate
measurement of the angle θc allows for a good particle identification perfor-
mance. This quantity is usually expressed in terms of the separating power
between different particle hypotheses, expressed by the number of standard
deviations nσ such that θ1 − θ2 = nσσθc for each hypothesis. It can be proven
[57] that, introducing the ratio of log-likelihoods e.g. between pion and kaon
mass hypothesis (∆lnLKpi),
∆lnLKpi = lnL(K)− lnL(pi) = ln
(L(K)
L(pi)
)
, (2.4)
nσ can be rewritten as
nσ =
√
2|∆lnL| . (2.5)
In Fig. 2.18 simulation studies with reconstructed B0d → pi+pi− events show
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Figure 2.16: Layout of the RICH 1 (left) and of the RICH 2 (right) detectors.
Figure 2.17: Cherenkov angle distribution of each of the three radiators to be used
in LHCb as a function of the particle momentum p.
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the significance of the pi/K separation as a function of the momentum of
the decay products. The superimposed average curve illustrates that pi/K
separation can be successfully achieved over most of the momentum range
between 2 and 100 GeV. The topic of pi/K separation in the B0(s) → h+h′−
channels is relevant for the physics studies reported in Chapter 6. The few
negative significance entries correspond to tracks for which the incorrect kaon
mass was preferred over the pion one.
Figure 2.18: Significance of the pi/K separation as a function of the momentum p.
2.4.2 Calorimeters
The LHCb calorimeter is placed between the first (M1) and the second (M2)
muon station and consists of an Electromagnetic (ECAL) and of a Hadronic
(HCAL) Calorimeter [58]. Two additional detector layers, a Scintillator Pad
Detector (SPD), and a PreShower (PS), are placed just in front of the ECAL.
Each detector is divided into regions with different granularity. This segmen-
tation increases with smaller distances to the beam-pipe to compensate the
increasing particle flux.
The calorimeter is used to identify hadrons, photons and electrons and to
measure their energies. This information is used in the trigger and in the oﬄine
analysis.
The different detection layers are arranged to obtain optimal particle iden-
tification with minimal loss of energy resolution. Electrons and photons start
to shower upon entering the PS detector, positioned in front of a 12 mm
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thick lead wall. The SPD detector, just behind this lead wall, detects possible
shower developments. Both the PS and the SPD are made of 15 mm thick
scintillator pads. The general structure of the PS/SPD detector provides valu-
able information on the initial electromagnetic shower development, allowing
a clear separation between electron and photon showers. The total dimensions
are 6.2 m × 7.6 m × 0.18 m. The total radiation thickness of the PS/SPD
detectors is 2 X0.
The ECAL uses the “shashlik” technology [59] with 66 alternating layers
of 2 mm thick lead and of 4 mm thick scintillator. The total dimensions are
6.3 m × 7.8 m × 0.835 m, leading to a total radiation thickness of 25 X0.
With the use of the shashlik technology in the ECAL, electromagnetic
showers can be measured with a resolution of,
σ(E)
E
=
10%√
E
⊕ 1.5% , (2.6)
where E is expressed in GeV and ⊕ means addition in quadrature.
As shown in Fig. 2.19 (left), both for the PS/SPD detectors and for ECAL,
the pad size decreases when moving closer to the beam from 121.2 mm ×
121.2 mm (outer section) to 60.6 mm × 60.6 mm (middle section), to 40.4 mm
× 40.4 mm (inner section).
The HCAL structure chosen is an iron-scintillating tile calorimeter read out
by wave length shifting fibers. The scintillators are 4 mm thick and the iron
plates are 16 mm thick. The total HCAL thickness is 1.2 m, while the (X,Y)
dimension is 6.8 m × 8.4 m. The technology used makes it possible to reach a
resolution of
σ(E)
E
=
80%√
E
⊕ 10% , (2.7)
where E is expressed in GeV.
As for the ECAL, also the HCAL pad size decreases closer to the beam
from 262.2 mm × 262.2 mm (outer section) to 131.3 mm × 131.3 mm (inner
section), as can be seen in Fig. 2.19 (right).
2.4.3 Muon System
Muons penetrate the full calorimeter system and are detected by the LHCb
muon system [60]. The muon system is used in the Trigger as well as in
the off-line event reconstruction. In the Trigger, the muon system is used to
provide muon identification to trigger on high momentum muons. In the off-
line reconstruction, the muon system is used to identify the muons among the
tracks found by the tracking stations.
The muon system consists of five stations, M1 to M5, equipped with Multi
Wire Proportional Chambers (MWPC) and sampled with 80 cm thick steel
plates in between. M1 is placed in front of the SPD and PS, while the other
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Figure 2.19: Left: Lateral segmentation of the Scintillator Pad Detector,
PreShower and Electromagnetic calorimeter cells. Right: Lateral segmentation
of the Hadronic calorimeter cells. In both figures, one quarter of the detector front
face is shown.
stations are placed after the calorimeter system. In the innermost part of M1
(region with the highest particle flux) triple Gas Electron Multiplier (GEM)
detectors are used.
The muon system design is mainly driven by the Level 0 Trigger require-
ments to reconstruct with a good momentum resolution muons with transverse
momentum (pt) higher than 1 GeV. The concept of track finding in the muon
trigger is shown in Fig. 2.20. In order to obtain a pt resolution of approxi-
mately 20%, the slope of the tracks between M1 and M2 is used to estimate
the momentum. To avoid additional multiple scattering in the calorimeters,
the M1 station is placed in front of the calorimeter system.
p
p
µ−
µ+
M1 M2 M3 M4 M5
Muon stations
B
Figure 2.20: Example of track finding in the muon trigger.
The trigger algorithm starts with hits in M3 and then searches for addi-
tional hits in M2, M4 and M5 in order to define a µ track. From the hits in M3
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and M2, an M1 hit position is predicted. The M1, M2 hits define a µ direction
after the magnet. Assuming that the track originates from the nominal inter-
action position and combined with the known
∫ |−→dl ×−→B | of the magnetic field
one gets an estimate of the muon momentum by using the so-called pt-kick
method [61].
Having one hit per station in a total time of 25 ns (the LHC bunch crossing)
is achieved by using a fast drift gas, Ar/CO2/CF4 in percentage of 40%/55%/5%,
and subdividing the detector in regions with different granularity. As for the
calorimeters, different regions going from a minimum of 6.3 mm × 31 mm to
a maximum of 250 mm × 310 mm, corresponding to different regions of par-
ticles flux, have been adopted. The pad dimensions have been chosen to have
a roughly constant occupancy.
2.5 Trigger
Not all the events from all collisions can be written to tape at the LHC 40 MHz
input rate.
The initial challenge for the LHCb trigger is thus to deal with the large
background/signal ratio, σinelastic/σbb¯ ≈ 160. The strategy is to look for two
individual B meson signatures: the large B mass giving rise to decay prod-
ucts with high pt and the long B lifetime producing tracks with high impact
parameter with respect to the primary vertex (see Fig. 2.21).
Vertex
Reconstructed
 track
d
Figure 2.21: The impact parameter d is the point of closest approach, between a
track and a vertex.
The LHCb Trigger System [49] is subdivided into the Level-0 Trigger, re-
ducing the rate from 40 MHz to 1 MHz and the High Level Trigger, reducing
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the rate from 1 MHz to 2 kHz. The Trigger input and output rates are sum-
marized in Table 2.2.
Level Input rate Output rate Suppression factor
L0 40 MHz 1 MHz 40
HLT 1 MHz 2 kHz 500
Table 2.2: Trigger input and and output rates.
2.5.1 Level-0 Trigger
The Level-0 Trigger makes a decision on the basis of information from three
sub-detectors: the calorimeters, the muon chambers and the pile-up veto de-
tector. The central unit of the Level-0 Trigger system is the Level-0 Decision
Unit (L0DU). The Level-0 Trigger is implemented in hardware and takes a
decision after a fixed latency of 4 µs.
Bunch crossings with multiple interactions are vetoed by the pile-up system
(see Section 2.3.1). The calorimeter trigger identifies high energy (ET ) deposits
in the ECAL and HCAL. For each particle type, the highest ET cluster is sent
to the decision unit. The muon trigger (see Section 2.4.3) identifies muon
candidates by looking for tracks in all 5 muon chambers. For each quadrant,
the two muon candidates with the highest pt are sent to the decision unit.
The L0DU collects information from all the different components and con-
verts all signatures into one decision per crossing. Depending on the selected
B decay channel, the Level-0 Trigger efficiency varies from 40% to 90% [49].
In case of a positive Level-0 decision, a summary containing the information
on the specific event is sent to the High Level Trigger.
2.5.2 High Level Trigger
The High Level Trigger (HLT) is a software trigger running on a CPU farm.
Different roads to a positive trigger decision, the so-called “alleys” are being
implemented: a µ alley, a µ-hadron alley, a hadron alley, and an ECAL alley.
A particular alley is executed depending on the L0 trigger that accepted
the event and writes a report giving the trigger result. A general scheme of
the HLT trigger strategy is shown in Fig. 2.22. Note that at the end, after all
alleys are processed, the decision is taken.
Since the information of all the sub-detectors is available, also an exclusive
reconstruction algorithm can be run online in the HLT. Given the 2 kHz HLT
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Figure 2.22: General scheme of the HLT trigger strategy.
output rate, this can only perform a partial event reconstruction. Depending
on specific B decay channel the High Level Trigger efficiency varies from 40%
to 80% [49].
2.6 Data Acquisition System
The Data Acquisition (DAQ) System is described in detail Refs [62, 49]. The
DAQ system collects individual event fragments from the readout electron-
ics, assembles them into a complete event and finally delivers the event to
a computer farm. The general architecture of the DAQ system is shown in
Figure 2.23
The readout electronics of each sub-detector gets input from the Timing
and Fast Control (TFC) system, used to distribute the clock, the Level-0 de-
cision and other synchronous commands. The distribution of the TFC signals
to the sub-detector readout electronics is handled by the readout supervisor.
The readout electronics also gets input from the Experimental Control Sys-
tem (ECS), that handles the configuration, monitoring and operation of all
experimental equipment involved in the various parts of the experiment.
In case of a positive Level-0 decision, the processing of the High Level
Trigger (HLT) starts by using the full event data and operates at 1 MHz.
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Figure 2.23: The architecture of the DAQ system. The Front End (FE) electronic
boards, the readout unit, the readout network, the Timing and Fast Control (TFC)
system and the Experimental Control System (ECS) are visible.
All sub-detector data go to the Readout Unit which acts as a multiplexer,
reducing the number of links from the readout electronics to the event-building
network by aggregating the data. An important part of the Readout Units
are the TELL1 Boards. In Section 4.4 the data format coming out of the
Outer Tracker TELL1 Boards is described. The TELL1 Boards are used for
event synchronization and pre-processing, during the trigger latency, including
common mode correction and zero suppression. The data from the Readout
Units go to the Readout Network, which routes event fragments belonging to
the same event to a single CPU. Therefore, the Readout Network is connected
to the CPUs of the farm that provide the hardware infrastructure for the HLT
algorithms. There will be about 2000 CPUs.
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Chapter 3
The LHCb Outer Tracker straw
tubes detector
La scienza e’ il capitano,
e la pratica sono i soldati
Leonardo da Vinci (1452 - 1519)
The LHCb Outer Tracker (OT) [63] consists of an array of drift chambers
built out of straw tubes filled with gas. The requirements for the OT to provide
efficient track detection are briefly summarized in Section 3.1. The operation
principle of straw tubes, and the geometry and the materials used in the OT
are described in Section 3.2. In Section 3.3 the construction process of the OT
modules is briefly summarized. Section 3.4 is dedicated to a detailed discussion
of the quality assurance in the module production. A complete summary is
given in Section 3.5. In Section 3.6 the results of the beam test of the mass
production OT modules are given.
3.1 Outer Tracker requirements
A proton-proton collision leading to the production of a B meson produces
on average over 50 primary particles in the LHCb acceptance [55]. Due to
multiple scattering and production of secondary particles, a typical B event
is expected to contain about 35 tracks in the T stations (see Section 2.3.4).
The high particle density in a single event, together with the high event rate
at LHCb, results in a large particle flux. The expected particle flux in station
T3 is shown in Fig. 3.1.
Besides a high efficiency, the design of the OT has to fulfill important
requirements in order to be able to provide measurements useful for tracking
purposes. The most important of these are:
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Figure 3.1: Particle flux density in the station T3. The contours of the IT are
depicted by the white lines.
 It has to detect tracks with momentum between 2 and 100 GeV with
a momentum resolution (∆p/p) better than 0.5%. A high momentum
resolution is needed for precise mass recontruction of the B mesons A
momentum resolution better than 0.5% is needed in order to efficiently
separate the B0s → pi+K− from the B0d → pi+K− (see Chapter 6). The
momentum resolution and consequently the uncertainty on the slope of
the tracks (σtx) depends on the spatial resolution (σR) and on the mul-
tiple scattering (σMS).
σtx =
√
σ2R + σ
2
MS . (3.1)
It has been shown [64] that in order to obtain the desired values of ∆p/p,
the spatial resolution (σR) has to be ≤ 200 µm.
 The detector occupancy must be below 10% in order to have efficient
track reconstruction performance [6, 63]. A detailed study of the OT
occupancy is reported in Section 4.5.
 The detector performance must not deteriorate due to irradiation during
a foreseen lifetime of 10 years.
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3.2 Outer Tracker straw tube technology
This section introduces the hardware design of the Outer Tracker starting from
the operation principle of straw tube detectors and subsequently focusing on
the layout of the detector and on the choice of the materials.
3.2.1 Operating Principle
Arrays of proportional counters were used for tracking purposes originally by
Charpak. In 1968 he operated the first multi-wire proportional chamber [65].
The LHCb OT uses the same basic technology: tracks are reconstructed by
using the combined response of individual channels operated as proportional
counters.
Anode wires are surrounded by cylindrical straw tubes that act as cath-
odes. When a charged particle passes through, it ionizes the gas. A potential
difference is maintained between the wire and the walls of the straw. Electrons
move to the anode and ions to the cathode. The straw tubes are grounded. A
schematic view of a particle passing through a straw is shown in Fig. 3.2. A
detailed study on the operating principle of the OT can be found in Ref [64, 66].
L
clustersdrift path
particle
track
cathode surface
ionisationelectron
r
gas amplification region
R anode wire
Figure 3.2: A particle traversing a gas filled drift tube at a distance r from the
wire. It causes clusters of electron-ion pairs along the path L of the particle in the
cell. Under the influence of the potential difference maintained between the wire
and the walls of the straw the electrons drift towards the wire.
The front-end electronics measures when pulses, higher than the ASDBLR1
threshold, appear on the anode wire. The time difference between this moment
1The ASDBLR (Amplification Shaping Discriminator Base-Line Restorer) is an
integrated circuit that provides the complete analog signal processing chain.
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and a given time reference2 is related to the drift time and is used to reconstruct
the impact point of the particle in the chambers. The gas mixture used to
operate the OT is Ar(70%)/CO2(30%). With this gas mixture, the spectrum
width, as measured in the Test Beam, is 42 ns at an High Voltage of 1550 V
and with an ASDBLR threshold value of 700 mV [67]. A typical drift time
spectrum is shown in Fig. 3.3.
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Figure 3.3: A typical drift time spectrum as measured in the Test Beam [67].
The time digitized in a Time-to-Digital Converter (tTDC), placed on board
of the FE Electronics, can be expressed as the sum of several terms,
tTDC = ttof + tdrift + tprop + t0 , (3.2)
where ttof is the time of flight of the particle, tdrift is the drift time, tprop is
the time the signal needs to propagate along the wire, and t0 is the tdc offset.
Here, t0 depends on electronic delays in the readout chip and on the delay
between the bunch clock and the TDC starting time. The determination of
the TDC offsets is referred to as t0 calibration. Taking into account the various
contributions in the LHC environment, the maximum value for tTDC has been
estimated to be 65 ns. This implies that the Outer Tracker read-out gate needs
to be open for three bunch crossings (75 ns).
3.2.2 OT geometry
The OT stations cover the large region outside the acceptance of the Inner
Tracker. Each station contains four detection layers in an X-U-V-X configu-
2This time reference for the LHCb OT is represented by the bunch crossing clock
of LHC.
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ration identical to the IT and TT. Modules provide the building blocks of the
detection layers. A module contains two mono-layers of 64 straws tubes each
and is constructed from two panels joined together by sidewall strips to form
a box surrounding the straw tubes layers. Adjacent to each side of the IT sta-
tion, seven long modules (F), covering the total length, are situated. Eight
shorter modules (of the types S1, S2, and S3) cover the area above and below
the IT. The layout of the OT, together with the address scheme for stations,
layers, quarters and modules, is shown in Fig. 3.4. The three stations have
equal size.
1 1
1 1
01
3 2
01
23
X
Y
Z
9
9 9
9
F S1S2S3
T1
T2
T3
01
23
12
3
0
Figure 3.4: Layout of the OT. Global address scheme for stations, layers, quarters
and modules.
The module length is fixed by the acceptance requirement at the last station
of 250mrad× 300mrad. The long modules are 4.9 m, while the short modules
are 2.3m (S1) and 2.2m (S2 and S3). The F-modules are split into two sections;
the upper and lower half of an F module are electrically independent and are
read out at both ends. The longest OT straws measure up to 2.4 m. All
modules, except S3, are 34 cm wide. An S3 module is 17 cm wide. In Fig. 3.5
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the arrangement of the straws in a module is shown.
5.0 mm
5.5 mm
Module cross section
Panels
5.25 mm
31 mm
Anode wire
Cathode straw
340 mm
Figure 3.5: Cross section of an OT module. A small region containing a few straws
is magnified.
3.2.3 OT material budget
The main components of a module are the two support panels and the two
layers of straw tubes in-between. A view of the material composing a panel is
shown in Fig. 3.6. The panel itself is made of:
 A 47 µm thick laminated foil composed of aluminum (12 µm thick), glue
(10 µm thick) and apical (25 µm thick).
 A 90 µm thick Carbon Fiber Composite (CFC) skin at both sides of each
panel.
 Two 84 µm thick glue layers by which the skins are attached at each side
to the panel core.
 The rohacell core which is 10.24 mm thick.
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Figure 3.6: The various layers of a panel.
Another major component of an Outer Tracker module are the straws, built
out of two windings.
 The inner winding is made of a 40 µm thick carbon-doped-polyimide foil
(Kapton), the same aluminum and apical laminate foil of the innermost
layer of each panel.
 A 10 µm thick glue layer by which the inner and outer windings are
attached.
 The outer winding is made of a 47 µm thick GTS foil.
Inside the straw there is a gold coated, tungsten wire with a diameter of
24.5 µm. For a more detailed study of all the components in an OT mod-
ule, see Ref [68].
An estimate of the radiation length of an OT module is shown in Table 3.1.
Given the thickness (d) of every element, the number of times that element is
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present and its corresponding radiation length value (X0) in cm [18], the value
of X/X0(%) can be calculated. The results for one mono-layer (i.e. the sum
of one panel, one layer of straws, and the glue) are shown in Table 3.1. The
value of X/X0 per one mono-layer is 0.372%.
Material Quantity d [µm] X0 [cm] X/X0(%)
Al 1 12 8.9 0.013
Glue 1 10 (36.1) 0.006
Kapton 1 25 28.6 0.009
GTS Subtotal 1 47 0.025
Rohacell 1 10240 1400 0.073
CFC Skin 2 90 23.3 0.077
Panel Glue 2 84 (36.1) 0.046
Panel Subtotal 10635 0.222
Str. Al 2pi
2
12 8.9 0.042
Str. Glue 2pi
2
10 (36.1) 0.009
Str. Kapton 2pi
2
25 28.6 0.027
Str. GTS Subtotal 2pi
2
47 0.079
Str. Glue 2pi
2
10 (36.1) 0.009
Str. Kapton XC 2pi
2
40 28.6 0.044
Straw Subtotal 97 0.131
Glue Straw to Panel 1 70 (36.1) 0.019
Total 0.372
Table 3.1: The various contributions to the radiation length inside the LHCb ac-
ceptance are listed. Note that the circular shape of the straws are taken into account
with the factor pi2 . The fraction of radiation length attributed to the straws is ap-
proximately 1/3 of the total.
For one OT station, including the effect of the side-walls, estimated to be
0.191% [68], the total radiation length amounts to:
( X
X0
)
Total
=
( X
X0
)
mono−layer
× 8 +
( X
X0
)
Side−Walls
= 3.17% . (3.3)
For the entire OT, the total radiation length amounts to 9.51%.
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3.3 OT module construction
The Outer Tracker module production3 can be summarized as follows:
(i) The wire is delivered to NIKHEF in 1000 m spools. The wire quality is
inspected on a magnification-50 microscope (see next section).
(ii) Straw tubes are cut to length and ground contacts, needed for the ground-
ing of the cathodes, are crimped to the straw tubes.
(iii) Straw tubes are equipped with wire-locators. The wire locators are used
in order to keep the mechanical tension and position on the wire constant
along its length.
(iv) Straw tubes are placed in a jig (see Fig. 3.7), to position them relatively
to each other and to guarantee the straightness while they are glued to
the panel. The jig consists of a slab of solid aluminum with machined
grooves in which the straw tubes are placed.
Figure 3.7: Photograph of straw tubes in the jig at the straw tube separation zone
halfway the module.
(v) The straw tube ground contacts are soldered to feed-through boards that
contain solder pads for the anode wires and shielded leads to the front-
end electronics connectors (see Fig. 3.8).
(vi) The module panel is positioned in a dedicated tool and glued to the straw
tubes and the feed-through boards in the jig.
(vii) After the glue has dried, the straw tubes are equipped with anode wires.
At this point the wires’ positions, tensions and currents under high volt-
age are measured as part of the quality control procedure (see next sec-
tion). Wires that do not pass the quality criteria are replaced.
3Carried out at three sites: NIKHEF, the Physikalisches Institut der Universita¨t
Heidelberg and the Institute for Nuclear Studies in Warsaw.
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Figure 3.8: The end of the module is shown, with the straw tube tongues and the
connection to the feed-through board.
(viii) Two mono-layers are then glued together and gas tightness tests are
performed.
(ix) The module is flushed with counting gas and put under high voltage.
Currents are measured and the response of each wire in every module is
checked with a radioactive 90Sr source in order to validate the module.
3.4 OT modules quality assurance
A detailed study of the OT module production quality is given is Ref [69]. In
this section the main quality assurance steps will be briefly described.
3.4.1 Wire Quality
The anode wire is made of tungsten and is gold plated (4-6%, by weight).
Every spool of wire (1000 m) has been sampled at three points, typically after
10 m, 20 m and 30 m of wire, and checked for a total length of 10 cm on a
magnification-50 microscope, for defects, curliness and the quality status of
the surface. In Fig. 3.9 three pictures of three different samples of wire are
shown.
According to the results of the visual inspection, the spools were divided
into groups. Only spools with highest quality were used (approximately 70%
of the total). An additional way to check the quality of the wire is the so-called
“High Voltage in air” test (see Section 3.4.4).
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Figure 3.9: (Top): A wire with a hole in it. (Center): A wire with several defects
on the surface. (Bottom): A perfect wire.
3.4.2 Wire Position
The accuracy of the X-position of the anode wires will affect the momentum
resolution for the tracks in LHCb. The RMS of the wire position has to be
within 50 µm in order to not significantly affect the OT resolution of 200 µm.
The accuracy of the X-position of the wires is ensured by the accurate mounting
of the straws and by the wire-locators which are inside the straws. The position
of the wires has been measured at the soldering pads for a sample of modules.
Figure 3.10 (left) shows a typical result for the measured value (Xmeas) minus
the nominal value (Xnominal) for 64 wires. The two different horizontal bands
represent deviations of ±50 µm and ±100 µm. The histogram plot in Fig. 3.10
(right) shows the corresponding distribution with an RMS value of 36.3 µm.
3.4.3 Wire Tension Measurements
The wire tension is measured for all wires in the detector. A large tension (i.e.
≥ 130 g) might cause wire rupture, while a low tension (i.e. ≤ 30 g) could
cause the anode to be pulled too close to the cathode causing discharges or
short circuits. A fixed weight of 75 g is used to stretch the wires as is shown
in Fig. 3.11.
58 The LHCb Outer Tracker straw tubes detector
Figure 3.10: Wire position measurements results of a typical module. Left: The
value of Xmeas − Xnominal as a function of the wire number. Right: The corre-
sponding distribution.
150 g
75 g
Figure 3.11: The wiring setup.
The wire tension was then measured with a dedicated device, the Wire
Tension Meter (WTM) [70]. The WTM measures the resonance frequency of
the anode wires in a magnetic field after an electric excitation has been applied
to it. The tension (T ) is then calculated as
T = k
L2
P 2
, (3.4)
where L is the length of the wire and P is the period of the “excited” wire
section. The constant k depends on the wire characteristics and amounts to
0.3979 gms
2
cm2
[70]. The overall results for the average tension T (75 g) and for
the RMS (< 5 g) tension for the 130 F modules produced at NIKHEF are
shown in Fig. 3.12.
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Figure 3.12: Left. From top to bottom: The mean tension for the wires of the
upper side is measured along the straw in its upper part (UP-UP), in its middle part
(UP-MI), and in the center part of the module where the wires are soldered again
(UP-CE). Analogously, there are three measurements for the lower part: LO-CE,
LO-MI and LO-LO. Right: The corresponding RMS values. Every plot contains
the full circles for Panel A and the empty circles for Panel B.
3.4.4 High Voltage test in air
The high voltage in air is the last quality check that is done before gluing two
mono-layers together. This test is carried out in order to detect wire defects.
At this stage of the production the wires can still be replaced. The voltage is
slowly raised in steps. First 50 V is applied in order to identify short circuits,
then 500 V and subsequently 1000 V. From 1000 V to 2000 V the voltage is
raised in steps of 100 V. If the current exceeds 20 nA at 1600 V, then the
anode wire is replaced. In Fig. 3.13 three I−V curves for three different wires
are shown. The two lines in the plot mark the points 20 nA and 1600 V.
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Figure 3.13: Different I − V curves for three different wires. Wire 6 was replaced
as it failed the specifications.
The number of replaced wires per module strongly depends on the wire
quality. After replacing the bad wires the average current per mono-layer is
typically below 10 nA. The fraction of replaced wires amounts to 1.5-2%. This
test can be considered as an additional wire quality test.
3.4.5 High Voltage test in counting gas
After closing the module, the module is flushed with the counting gas mixture
of Ar(70%)/CO2(30%) for at least 12 hours at a rate of 1 volume exchange
per hour. When the high voltage is first applied, high currents up to 500 nA
occasionally appear. These currents drop when the high voltage is continuously
applied for an extended period. This procedure (also called HV training) is
carried out until the current of every wire has dropped below 2 nA. An example
of this behavior is shown in Fig. 3.14. Typically, after a period of few hours
most of the wires show currents below 2 nA.
3.4.6 Validating the module with the 90Sr scan
The response of each wire in every module is checked with a 90Sr source, which
is an emitter of electrons up to 2.3 MeV. This energy is sufficient to traverse the
straw tubes inside the module. The scan is intended to find non-uniformities
or defects and to qualify the module. The full module is irradiated by the 90Sr
source in steps of 1 cm along its length. The values of the currents, at a voltage
of 1600 V, depend both on the gas gain and on the number of primary electrons
created in the gas volume. The number of primary electrons depends on the
amount of material between the source and the straw, and on the distance
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Figure 3.14: The effect of applying a high voltage of 1800 V during an extended
period is shown for three wires. The terms L-wire and U-wire indicate the wire from
the Lower or from the Upper side of the module. The wire U-3 still presents an high
value of current after an extended period of time. This behavior can be cured by
applying the high voltage for an even longer period of time.
of the source to the straw. This results in the following dependency for the
observed current:
ISr ∼ gain · ΦSr(d)
hSr
,
where Φ, d and h are the source flux, the amount of material and the distance
to the source, respectively.
The distance of the source to the plane of the straws is kept at 7.0 ± 0.2 cm,
resulting in a uniform irradiation of ±3% for subsequent scans.
The measurements allow the determination of the gain uniformity of the
response of every wire. A picture of the 90Sr scan table is shown in Fig. 3.15.
Typical features that can be detected with the scan are:
 inhomogeneous distribution of material;
 the positioning of the wire locators;
 local instabilities of wires (e.g. close to the wire locators);
 abnormally high currents (“noisy” channels);
 abnormally low currents (“dead” channels).
All measurements are corrected for the source profile. The 90Sr source
profile is shown in Fig. 3.16.
This setup proved to be a useful tool to qualify the modules, as shown in
Fig. 3.17, which shows a 2-dimensional scan of an OT module. The current
values are shown for every wire, along its Y length in Fig. 3.17 (top), thus
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Figure 3.15: The Sr scan table. A module is put on the table. The system that
moves the source is also visible.
Figure 3.16: The 90Sr source profile. The Y scale approximately corresponds to
the current in nA.
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giving a complete measurement of module 0, side B. A more uniform picture
can be obtained after correcting for the source profile and is shown in Fig. 3.17
(bottom).
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Figure 3.17: The 90Sr scan result for the first prototype module with final compo-
nents, module 0, side B, before (top) and after (bottom) the source profile correction.
On top the current is shown for each wire along its length. On the bottom the rel-
ative response of each wire is shown along its length.
In Fig. 3.17 some features are clearly visible:
 drop of current at the wire locator position;
 missing or shifted wire locators at wires 5, 44, 60 and 61;
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 abnormally high currents for Y > 450 cm;
 abnormally low currents for wires 8 (260 < Y < 290 cm) and 64 (Y >
270 cm);
 local instabilities of wires (i.e. close to the wire locators).
3.5 Quality Assurance Results
After the production and testing were completed, a quality summary, showing
all the problems found, was compiled as is shown in Table 3.2. First the 12
worst modules are indicated, then the problems found in all the remaining
modules are shown. Indicated is also the possible origin of the problem like
broken wires, high currents, etc.
All the modules have been divided finally into three different quality classes:
 Class A: 122 modules
→ Gas tightness < 0.5 mbar/min;
→ Number of dead channels < 3;
→ Total current/quarter < 50 nA;
 Class B: 5 modules. N = 2, 3, 5, 30, 129.
→ Gas tightness < 1.0 mbar/min;
→ Number of dead channels < 5;
→ Total current/quarter < 200 nA;
 Class C: 3 modules. N = 1, 29, 81.
→ all the other modules, failing the criteria above.
The total number of modules produced at NIKHEF includes spare modules,
so that by rejecting 12 of the total 130 modules, 0.07% of bad channels remain.
3.6 Test Beam Results
The first mass-produced modules were examined in a test-beam experiment at
DESY4 in February-March 2005. The aim of the experiment was to determine
the performance of the detector as a function of the High Voltage and of the
ASDBLR threshold, and to find the range in which to operate the OT.
The beam consisted of 6 GeV electrons. Figure 3.18 shows the setup layout
(for a detailed report of the setup see Ref [67]). Four S1 modules (referred
in Fig. 3.18 as M1, M2, M3 and M4) were tested with standard Front End
(FE) electronic boards. One of the modules, M2, was hung upside-down. A
4It was the area 22 of DESY at the DESY II accelerator.
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N Module Disconnected Noisy Suspicious Total Comment
Number
1 1 2 0 9 11 Self-sustained cur.
2 2 0 0 3 3 Self-sustained cur.
3 3 0 0 2 2 Self-sustained cur.
4 5 0 1 4 5 Possible
wire-quality
problems
5 26 0 1 1 2 Possible
wire-quality
problems
6 29 1 4 0 5 Possible
wire-quality
problems
7 30 2 1 0 3 Possible
wire-quality
problems
8 58 1 0 0 1 Broken wires
9 81 0 0 6 6 High currents
10 112 0 3 0 3 More
“HV training”
needed
11 125 2 0 0 2 Gas flow
12 129 2 0 0 2 Gas flow
Sum 10 10 25 45
Rest 9 10 5 24
Table 3.2: Detailed study on the characteristics of the bad modules.
system of 5 scintillators (S1, S2, S3, S4 and S5) was used as trigger; the trigger
was defined by the coincidence of these 5 scintillators. At a later stage the
scintillator S3 was removed because it caused excessive multiple scattering. A
system of three silicon planes (P1, P2 and P3) was used as a telescope. Every
silicon plane had two layers (X & Y), as shown in Fig. 3.18. The resolution of
the silicon telescope was 10 µm. Tracks were first fitted in the silicon telescope
with the information of at least 5 of the 6 planes. Subsequently, they were
projected on the Outer Tracker modules. The OT drift times were converted
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Figure 3.18: The Outer Tracker test beam setup.
into position measurements and compared to the projected telescope tracks.
The time-to-position conversion is given by the r(t) relation, obtained by fitting
a scatter plot in which the OT drift time is plotted as a function of the track
distance to the wire, as shown in Fig. 3.19 [67].
The residual (r) is then defined as the difference between Xmeasured and
Xprojected. The OT resolution is given by the width (σ) of the Gaussian distri-
bution which fits the residuals. A typical residual plot is shown in Fig. 3.20.
The resolution (σ) associated with it is 170 µm. This value was obtained at
an High Voltage of 1550 V and with an ASDBLR threshold value of 700 mV.
The efficiency is the probability that a hit is observed when a charged
particle traverses the detector. It can be defined as the number of valid hits
in the OT, divided by the total number of tracks. If the efficiency is averaged
over the irradiated area, the so-called layer-efficiency (layer) is obtained,
layer =
Nhit
Ntrack
. (3.5)
Here, only hits in a single mono-layer are considered. In order to obtain from
layer the single cell-efficiency cell, it is necessary to correct for a geometrical
factor (g), because the OT detection plane contains a dead area between the
inner diameter of a straw (4.9 mm) and the X-pitch (5.25 mm). The cell
efficiency cell is therefore given by,
cell = layer × g = layer × 5.25
4.90
. (3.6)
The average cell efficiency amounts to 98%.
A second estimate of the cell efficiency can be obtained from the efficiency
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Figure 3.19: The correlation between the OT drift time and the track distance to
the wire.
profile shown in Fig. 3.21. In the detector simulation a model is adopted to
describe the efficiency profile. In a gas mixture of Ar(70%)/CO2(30%) the
average ionization length λ is 300 µm. This implies that the probability of
creating a cluster is smaller at the edges of the straw, where the path length
of the particle through the straw is limited. With Poisson statistics, the cell-
efficiency can be written as a function of the distance to the wire r as
cell(r) = plateau(1− e−2
√
R2−r2
λ ) , (3.7)
where R is the radius of the straw, λ is the ionization length and the efficiency
plateau plateau is the efficiency at the center of the straw.
The profile as measured at the test beam is shown by means of the full
circles in Fig. 3.21. The full curve denotes the efficiency as predicted by Eq.
(3.7). The dashed curve takes in account the smearing of the resolution. The
efficiency profile is well reproduced by Eq. (3.7), but is distorted at the edges
due to imperfect track prediction of the silicon telescope. The value of plateau
in Fig. 3.21 is 99.5% and the average cell efficiency cell is 98%, consistent with
the value derived from the layer efficiency.
In order to find the best operational point in terms of high voltage and AS-
DBLR threshold, the variations of efficiency and resolution have been studied
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Figure 3.20: The Outer Tracker residual distribution. The resolution is given by
the width (σ) of the Gaussian distribution fitting the residuals.
Figure 3.21: (Left): The straw efficiency profile is shown. The full curve denotes
the efficiency as predicted by Eq. (3.7). The dashed curve takes in account the
smearing of the resolution. (Right): A zoom into the plateau region.
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for various values of the high voltage and of the ASDBLR preamplifier thresh-
old. The dependencies of efficiency and resolution on the ASDBLR threshold
at HV=1550 V is shown in Fig. 3.22. Analogously, Fig. 3.23 shows the depen-
Figure 3.22: The dependence of efficiency (top) and resolution (bottom) on ASD-
BLR threshold for module 3 (planes 5 and 6) at HV=1550 V.
dencies of efficiency and resolution on the high voltage.
Within the threshold range of 700–800 mV and high voltage range of 1550–
1650 V, the detector performance meets the design requirements of cell > 95%
and resolution ≤ 200 µm.
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Figure 3.23: The dependence of plateau efficiency (top) and resolution (bottom) on
HV for module 2 (planes 3 and 4) and module 3 (planes 5 and 6) at the ASDBLR
threshold value of 700 mV.
Chapter 4
The Outer Tracker Simulation
Imagination is more important than knowledge.
Knowledge is limited.
Albert Einstein (1879 - 1955)
The performance of the LHCb detector is estimated through a detailed
simulation and reconstruction program. A realistic event simulation and an
accurate description of the detector are needed in order to develop and test the
reconstruction program under realistic circumstances, and in order to measure
the efficiency of track reconstruction, given the detector design and the recon-
struction algorithms. The first section of this chapter introduces the LHCb
software framework. Section 4.2 presents the Outer Tracker detector descrip-
tion, concentrating on the geometry and on the material budget. Section 4.3
summarizes the Outer Tracker event data model, including the detector re-
sponse; the Outer Tracker Data AQuisition (OTDAQ) format is described in
Section 4.4. The last section of this chapter is devoted to the study of the OT
detector occupancy.
4.1 The LHCb Software
A detailed software description of the LHCb detector is important for the
tuning of several detector parameters. A good example of this is given by the
re-optimization procedure of the LHCb detector [29, 71] which led to a radical
redesign of the tracking detectors (e.g. only three tracker stations are adopted
instead of eleven).
LHCb software studies are in general based on three types of events:
 Minimum bias events. These events are needed to tune the trigger and
to study the trigger performance. They are commonly referred to as
minimum-bias events, as they would be recorded when the trigger is put
in a mode which selects events randomly, without bias.
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 Generic bb events: the most interesting B decay channels, exhibiting
CP violation, have only a tiny branching fraction. For such decay chan-
nels, the bulk part of the events containing a bb pair should be regarded
as background. It is generally expected that these so-called inclusive
bb events are the most difficult to distinguish from the signal events con-
taining the actual decay of interest.
 Signal events: those are events containing a specific B decay channel.
All LHCb software uses a common object oriented framework, the so-called
“GAUDI”framework [72, 73]. This framework is written in the C++ language.
Based on this framework separate applications deal with different tasks in the
simulation and reconstruction chain [74]. The main tasks are:
 Event generation.
The events, corresponding to pp collisions at 14 TeV, are generated by
the PYTHIA program [40], as discussed in Section 1.3.5. The output
of the program are the momentum four-vectors of the particles produced
in pp collisions. The decay of the produced particles is controlled by the
EVTGEN [75] program. The two programs are combined in a GAUDI
application known as “GAUSS” [76].
 Detector simulation.
The generated final state particles pass then through the detector. This
process is done with the GEANT 4 toolkit [77] and is also included in
GAUSS. In this phase the interactions of the particles with the materials
composing the different parts of the LHCb detector are simulated. The
output are the entrance and exit points of the particles with the sensitive
detector layers.
 Digitization.
The digitization program called “BOOLE” [78] simulates the response
of the electronics to the signal produced in the detector by the traversing
particles. The hits of the particles traversing the detector in the different
materials are digitized, typically relying on test beam results. The Outer
Tracker digitization will be described in Section 4.3. The output is in
the same format as that of the data acquisition buffer (DAQBuffer).
 Reconstruction.
The trigger [49] application is executed as an intermediate step between
the digitization and the oﬄine reconstruction.
The reconstruction can be run on both real data and simulated data
without distinction.
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The main tasks of the reconstruction program, called “BRUNEL” [79],
are the reconstruction of the charged particle trajectories and the particle
identification through the combined use of the information of the RICH
system, of the calorimeters and of the muon system. A brief introduction
on the track reconstruction strategy has been reported in Section 2.3.4,
for more detail see Ref. [29, 61].
 Physics analysis.
Once the track reconstruction and the particle identification have been
executed, different selection analyses are run in the LHCb analysis pro-
gram, called “DAVINCI” [80]. Here, the four-momenta of the final state
particles are calculated and the primary vertices are fitted. In addition,
the so-called LOKI [81] toolkit can be used for development of selection
procedures, as it provides easy access to particles, tracks and vertices.
 Visualization.
A visualization program can be used to display events in LHCb. In
this program, called “PANORAMIX” [82], all detector components and
tracks are represented. An event, as it is displayed in PANORAMIX,
is shown Fig. 4.1.
A common interface to all the applications of the GAUDI framework is
represented by the LHCb detector description [83], the so-called “Detector
Element” package. It provides access to all the detector information, e.g. ge-
ometry, materials, alignment, calibration, etc. The geometry description is
written in Extensible Markup Language (XML) [84], a format easily readable
by Geant4. The next section describes the OT detector description.
In order to study the performance of the LHCb detector large MC data
samples are produced. The studies described in this thesis have been performed
on the basis of the so-called Data Challenge 2006 (“DC06”) data. Only the
selection studies (described in Section 6.1) have been performed on the basis
of DC04 data1, since the DC04 selection was better optimized for background
rejection.
4.2 Detector description
The Outer Tracker geometry description in the XML OT package follows
closely the design explained in Section 3.2.2 and the corresponding num-
bering scheme [85]. There are three stations containing four double-layers
1For the DC04 studies GAUSS v15r13, BOOLE v5r9, BRUNEL v23r7 and
DAVINCI v12r16 have been used. For the DC06 studies GAUSS v25r4, BOOLE
v12r16, BRUNEL v30r14 and DAVINCI v18r* and v19r* have been used.
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Figure 4.1: An event in PANORAMIX. The different sub-detectors and the tracks
traversing the sub-detectors are visible.
each. The four layers have the stereo angles in the following configuration:
0o,+5o,−5o, 0o.
Each layer is subdivided into four quarters containing nine units referred to
as “modules”. Each module in the OT contains 128 channels, apart from the
S3 module which contains only 64 channels. The channels are not part of the
XML description. They are defined in the Outer Tracker Detector Element
package (OTDet). The numbering scheme of the modules in an OT station is
shown in Fig. 4.2.
The 128 channels of each straw-tubes module are subdivided into four
groups (corresponding to the four OTIS chips [86] present in every OT Front
End electronic board) of 32 channels each and are numbered from 0 to 31 as
illustrated in Fig. 4.3, which shows a top view of a module with 128 channels
subdivided into two mono-layers.
An essential ingredient of the detector description is the material distri-
bution. The simulation partially follows the description summarized in Sec-
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Figure 4.2: Numbering scheme of the modules in the OT-Software. A station in-
cludes 4 layers. Each layer is subdivided into four quarters containing nine modules.
Figure 4.3: Top view of a module with 128 channels subdivided into four groups
of 32 channels each.
tion 3.2.3. Each module is composed of two volumes of passive material (the
panels), one volume of active material in between and two side walls. The
material is then smeared and distributed over each volume. The fraction of
material in a single volume is determined by taking into account the density
of each volume.
A module is 32 mm thick, including:
 10.73 mm thick active material (density 0.1067 g/cm3), composed of
– 88% of Outer Tracker straws, made of
* 52% of GTS (aluminum, epoxy and kapton);
* 16% of kapton;
* 32% of epoxy;
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– 12% of epoxy;
 2 layers of 10.635 mm thick passive material (density 0.0893 g/cm3),
composed of
– 38% of CFC (Carbon Fiber Composite);
– 35% of rohacell;
– 18% of epoxy;
– 9% of GTS (aluminum, epoxy and kapton);
 0.72 mm thick side wall (density 0.1236 g/cm3), composed of
– 53% of CFC (Carbon Fiber Composite);
– 37% of epoxy;
– 10% of GTS (aluminum, epoxy and kapton);
The radiation length has been estimated to be 3% [87].
4.3 Outer Tracker Event Data Model
The Outer Tracker data flow in the simulation, the digitization and the recon-
struction is shown in Fig. 4.4. The simulation and the reconstruction phases
are separated. The first one deals with Monte Carlo (MC) “true” information,
while the second one only deals with “reconstructed” information and can be
run on both real data and simulated data without distinction. At the end of
the digitization process all the information is stored in the “OTDAQ”, which is
the input of the reconstruction program BRUNEL. The precise content of the
OTDAQ object is given in Section 4.4. The simulated OTDAQ data format
has an identical format as the real data sent by the TELL1 Board to the data
acquisition system.
4.3.1 OT digitization
A series of specific digitization algorithms [61, 88, 89, 90] simulate the OT
detector response, on the basis of parameters that were determined in beam
tests [67, 91, 92]:
 Drift distance calculation.
The output of GAUSS is represented by the entrance and exit point of
a particle trajectory in an OT module.
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Simulation Reconstruction
Simulation -- Geant
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OTDAQ
OT reconstruction
Track reconstruction
Detector 
Read-out Data
Figure 4.4: Data flow in the OT simulation, digitization and reconstruction. At
the end of the digitization process all the information is stored in the OTDAQ, which
is the input for the reconstruction program BRUNEL.
For a particle traversing the double layer the drift distance (r) is cal-
culated by assuming that it traveled along a straight line between the
entrance and exit points. For low-momentum particles, curling under
the influence of the magnetic field, a helix-wise trajectory is assumed
between the entrance and exit points. A sketch of two particles crossing
a double layer of straws in a module is shown in Fig. 4.5.
 Single cell efficiency.
The single cell efficiency is simulated, in the OT digitization, according
to Eq. (3.7) which can be written as
cell(l) = 0(1− e−2ρl) . (4.1)
Here, l =
√
R2 − r2 is the path length, R is the inner radius of the
straw, r is the drift distance and ρ = 1
λ
, where λ is the average ionization
length. The values adopted in the software are taken from Ref [67], and
are 0 = 99.5% and ρ = 3.333 mm
−1.
 Drift distance smearing.
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Figure 4.5: A sketch of two particles crossing a double layer of straws in a module.
From the entrance and exit point the drift distance (r) is calculated.
The uncertainty in the drift distance measurement as determined in the
test beam [67] is described by a Gaussian distribution with a width (σ)
of 200 µm. The 200 µm resolution is used to smear the drift distance as
follows
rsmeared = r + δr ×Rnd , (4.2)
where δr is the error on the drift distance, while “Rnd” is a random
number with a Gaussian distribution centered at 0 and with a sigma of
1.
 Distance to time conversion.
The distance to time conversion (also know as r(t) relation) in the Outer
Tracker digitization is assumed linear,
r(t) = vdriftt = R
t
tmax
, (4.3)
where vdrift is the drift velocity, R is the cell radius and tmax is the
maximum drift time which depends on the gas mixture adopted and is
42 ns for Ar(70%)/CO2(30%) (see Section 3.2.1). As is clear from test
beam measurements, explained in Section 3.6, this is an approximation.
 Spill-over
Since the maximum TDC time is estimated to be 65 ns (as shown in
(3.2) the TDC time includes not only the drift time, but also the time of
flight, the time the signal needs to propagate along the wire, and the tdc
offset), which is considerably larger than the accelerator bunch crossing
time of 25 ns, events from previous or next bunches “spill-over” on the
time distribution. In the simulation this is taken into account by adding
hits from minimum bias events corrected with given time offsets : {-50,
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-25, 0, +25, +50}. The effect of the single spills on the time distribution
of OT hits in B0d → J/ψ(µµ)KS events is shown in Fig. 4.6, indicating
that a given event contains hits from various bunch crossings.
Figure 4.6: Time distribution, showing the effect of the various spill-over events.
The central peak shows the hits from B0d → J/ψ(µµ)KS events; the satellite peaks
show the hits from the previous and the next bunches.
 Cross talk, noise and after-pulses.
Cross talk is a fraction of the electrical signal of a real hit that propagates
in neighboring straws leading to a fake hit. Its intensity is defined as the
probability that, if a straw produces a hit caused by a particle, either
one of the neighboring straws also produces a hit. It is measured in
beam tests to be 5%, under realisting operating parameters. No cross
talk between individual mono-layers has been observed [67].
Noise hits are random and are due to the electronics. A constant level
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of noise per wire of 10 kHz is introduced in the simulation.
Another source of noise are the after-pulses occurring after the passage
of an ionizing particle. They are modeled for each channel as additional
hits in the same channel. The generation of these hits is controlled by
two parameters: the probability of a second hit following a first one
and the time delay of the second hit with respect to the first one. A
more detailed study on the contribution of the after-pulses on the OT
occupancy is reported in Section 4.5.2.
 Dead time and read-out window.
An “analog dead time” of 25 ns is applied, representing the average pulse
width of the preamplifier such that hits occurring within 25 ns cannot be
resolved. The Outer Tracker can be read out in two different modes, in
the so-called single-hit mode and in the multiple-hit mode. In the first
case only one hit inside the 3 bunch crossings read-out window is read.
In the second case, all the hits inside the read-out window of 75 ns are
read out. The multiple hit mode results in a larger number of hits and
its use is feasible only with a lower channel occupancy.
 TDC time conversion.
The TDC time (tTDC) as calculated in the Outer Tracker digitization
resembles Eq. (3.2). The calculated value is converted in a 6-bit number.
The TDC time is
tTDC =
26
3×∆tBX (tdrift + tprop + ttof − t0) , (4.4)
where ∆tBX = 25 ns, tdrift is the drift time, tprop is the time the signal
needs to propagate along the wire, ttof is the time of flight of the particle
and t0 is a time offset with respect to the LHC bunch crossing signal.
In the simulation this t0 is set to three different values for the three
T-stations (28 ns for T1, 30 ns for T2 and 32 ns for T3).
4.3.2 OT reconstruction: decoding and time calibration
At the end of the digitization simulation process all the information is stored
in the OTDAQ object, which is the input for the reconstruction program
BRUNEL. The precise content of the OTDAQ object is given in Section 4.4.
As already mentioned in Section 2.6, the simulated OTDAQ data format has
an identical format as the real data sent by the TELL1 board to the data ac-
quisition system. The reconstruction proceeds in an identical manner for real
data and simulated data.
The decoding of the OTDAQ format is the first step that takes place in
the OT reconstruction. The second step is the time calibration.
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The calibrated times (tcal) are the input of the track-fitting. A calibrated
time is defined as follows
tcal = tTDC
3×∆tBX
26
+ t0 −
√
X2w + Y
2
w + Z
2
w
c
, (4.5)
where t0 is the tdc offset and the last term represents a time-of-flight correction.
The time-of-flight depends on the particle’s speed and on the path length from
the interaction point to the hit. It is assumed that the particles travel with
the speed of light. The path length is approximated by a straight line from
the nominal interaction point (0, 0, 0) to the center of the wire (Xw, Yw, Zw).
4.4 Outer Tracker DAQ Data Format
The OTDAQ data format represents the format of the Outer Tracker data,
sent from the LEVEL 0 electronics (TELL1 board) to the HLT farm (see
Section 2.5 and Section 2.6). It differs from the one entering the TELL1 board
(see Ref. [86]), in that it is a zero-suppressed data format. The OTDAQ format
must at the same time comply to the 1 MHz electronics specifications [93, 94],
as well as to the requirements of the LHCb software [88, 89, 95].
4.4.1 Multiple Event Packet
Each TELL1 board will generate data in Multiple Event Packets (MEPs) as
shown in Fig. 4.7. Each MEP consists of a MEP header and a number of
events, given by the MEP factor (1...32). Each event starts with a MEP sub-
header followed by several banks of data. Each bank consists of a bank header
and the bank data. The formats of the MEP header, of the MEP sub-header
and of the bank header are described in detail in Ref. [96, 97].
4.4.2 Bank data
Three data banks are foreseen for the Outer Tracker:
 Processed bank. Two processed data formats are foreseen:
– Zero Suppressed;
– Hit Maps;
 RAW bank (the original OTIS data);
 Error bank (generated in case of error, providing the details of the failure
mode).
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Figure 4.7: Overview of the MEP hierarchy, showing the data in a Multiple Event
Packet (MEP). Each MEP consists of a MEP header and a number of events. Each
event starts with a MEP sub-header followed by several banks of data.
While RAW bank and Error banks are only generated on request, the Processed
Bank always exists in an event, even in the absence of any valid hit in the
corresponding part of the Outer Tracker. The RAW bank and the Error bank
formats are used for debugging purposes and are explained in detail in Ref. [96,
97].
Processed Bank
The format of the Processed Bank is illustrated in Fig. 4.8. It starts with a
Bank header, defined as in Ref [95], followed by an “OT specific” header word
(32 bits), defined as in Ref. [96, 97]. The remaining part of the bank consists
of a number (1...48) of GOL data blocks.
Each GOL data block starts with a GOL header, followed by the actual
data. The format of the GOL header is shown in Table 4.1: it contains the total
number of hits in the GOL data block, some reduced info from the four OTIS
headers, the processed data type (zero suppressed or hitmap), and a GOL ID,
uniquely identifying the position of the GOL in the detector according to the
address scheme described in Section 3.2.2 and shown in Table 4.2. All GOL
links will produce a GOL header word, even in the absence of valid hits in the
corresponding Front-End Electronics.
The data in the GOL data block can be either in zero-suppressed or in
hitmap format. The two modes can be configured separately. In zero-suppressed
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Figure 4.8: Outer Tracker processed data bank structure.
mode, data are generated only if there are valid hits in the corresponding
Front-End Electronics. The hitmap format is a non-zero suppressed data for-
mat, containing bit “1” for each valid hit and bit “0” for each invalid hit. In
zero-suppressed mode, two bytes per hit are used; the hitmap format has a
fixed size of 16 bytes. In zero-suppressed mode, as shown in Table 4.3, each
16-bits hit word carries a 7-bits straw ID, identifying the OTIS (2 bits) and
the channel (5 bits), and an 8-bit TDC time; the data are padded to 32-bits
words. Notice that multiple hits per channel can be registered, if the OTIS
TDC is operated in multi-hit mode. In hitmap mode no time information is
available and one bit per straw channel is reserved.
Bit(31..24) number of hits in GOL (module)
Bit(23) optical data transmission ok
Bit(22) data process mode (1: zero-suppressed mode / 0: hitmap mode)
Bit(21..19) OTIS3 status from OTIS header (SEU, buffer overflow, truncation)
Bit(18..16) OTIS2 status from OTIS header (SEU, buffer overflow, truncation)
Bit(15..13) OTIS1 status from OTIS header (SEU, buffer overflow, truncation)
Bit(12..10) OTIS0 status from OTIS header (SEU, buffer overflow, truncation)
Bit(9..0) GOL ID
Table 4.1: GOL header.
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Bit(9..8) station (01-11)
Bit(7..6) layer (00-11)
Bit(5..4) quarter (00-11)
Bit(3..0) module (0001-1001)
Table 4.2: GOL ID in GOL header.
Bit(15) ”1”
Bit(14..13) OTIS ID
Bit(12..8) channel number
Bit(7..0) encoded TDC time
Table 4.3: GOL data in zero-suppressed mode (16 bits per hit).
4.4.3 Event size calculation
The TELL1 board is provided with four Gigabit Ethernet ports. At a maxi-
mum L0 trigger rate of 1.11111MHz it could then support a data throughput
of
4× 109 bits/s/event
1.11111× 106 s−1 ' 3600 bits/event = 450 bytes/event .
However, considering the network payload, the process costs and adding a
safety factor, one can assume a data throughput of 320 bytes (80 32-bit words)
per event under full trigger rate.
The event size of an OT MEP can be estimated assuming that each TELL1
board will have 9 optical links connected.
Hitmap mode
As shown in Table 4.4, a TELL1 producing processed data in hitmap mode
will provide a one-event MEP with a size of 197 bytes, assuming that the MEP
factor is set to 12 and that no errors are generated. This is compatible with
the TELL1 output bandwidth of 320 bytes per event.
The absence of the time information in the hitmap data format produces
a loss in momentum resolution. Nevertheless the hitmap data format can still
be used for trigger applications [64].
Zero-suppressed mode
In zero-suppressed mode, while the total size of the various headers is the same
as in hitmap mode, the total size of the zero-suppressed data will depend on
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3 words (MEP header)/12 (MEP factor)
+ 1 word (MEP sub-header)
+ 2 words (bank header)
+ 1 word (OT specific header)
+ 9 words (9 GOL headers)
= 13.25 words
+ 9 × 4 words (hitmap words for each GOL)
= 49.25 words
= 197 bytes/event
Table 4.4: Event size calculation in hitmap mode.
the detector occupancy,
ND
[
words
TELL1
]
= 9
[
Links
TELL1
]
× (Occupancy [%]× 128)
[
Hits
Link
]
× 2
[
bytes
Hit
]
= (576×Occupancy [%])
[
words
TELL1
]
.
Table 4.5 summarizes the size of a one-event MEP in zero-suppressed mode. A
MEP size of 80 words, compatible with the TELL1 output bandwidth of 320
bytes per event, corresponds then to an average occupancy of 11.6%.
3 words (MEP header)/12 (MEP factor)
+ 1 word (MEP sub-header)
+ 2 words (bank header)
+ 1 word (OT specific header)
+ 9 words (9 GOL headers)
= 13.25 words
+ (576×Occ [%]) words
= 13.25 + (576×Occ [%]) words
Table 4.5: Event size calculation in zero-suppressed mode.
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4.5 OT Occupancy
The detector occupancy is defined as the fraction of channels which have a
hit within the time window of an event. The hit distribution over the OT
surface was presented in Fig. 3.1. The dependence of the occupancy on X is
shown in Fig. 4.9 for B0d → J/ψ(µµ)KS events. The average OT occupancy
is approximately 5%, while the maximum occupancy is 12%. The region with
highest occupancy is the one closest to the beam pipe.
Figure 4.9: Outer Tracker occupancy versus X in T3.
In the following subsections the occupancy is studied for different spill-over
configurations and in the presence of after-pulses.
4.5.1 Occupancy in different spill-over configurations
The requirement of having a read-out gate of 75 ns, implies that one has to
take in account the effect of the following bunches:
 ’PrevPrevPrev’: starts at -75 ns and ends at 0 ns; needed for tracks with
long time of flight;
 ’PrevPrev’: starts at -50 ns and ends at +25 ns;
 ’Prev’: starts at -25 ns and ends at +50 ns ;
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 ’Current’: starts at 0 ns and ends at +75 ns;
 ’Next’: starts at +25 ns and ends at +100 ns;
 ’NextNext’: starts at +50 ns and ends at +125 ns.
In a case study with B0d → J/ψ(µµ)KS events, different spill-over configu-
rations have been studied:
 3 : Prev, Current , Next;
 4A : PrevPrev, Prev, Current , Next;
 4B : Prev, Current, Next, NextNext;
 5 : PrevPrev, Prev, Current, Next, NextNext;
 6 : PrevPrevPrev, PrevPrev, Prev, Current, Next, NextNext.
The resulting occupancies are summarized in Table 4.6. It can be noted
Nr of Occupancy
Bunches B-Events
3 4.40%
4A 4.50%
4B 4.65%
5 4.77%
6 4.80%
Table 4.6: Occupancy for different spill-over configurations.
that the effect of the ’PrevPrevPrev’ configuration is relatively small compared
to that of the ’PrevPrev’ and of ’NextNext’, consequently in the following the
effect of the ’PrevPrevPrev’ has been neglected, thereby losing 0.03% of the
hits.
4.5.2 Occupancy studies in the presence of After-pulses
The occurrence of after-pulses following hits resulting from the passage of an
ionizing particle was studied in detail in Ref. [98]. The presence of these after-
pulses is due to the fast ASDBLR amplifier [99, 100] that resolves the arrival
of later ionization clusters in addition to the ones contributing to the first
hit signal. In addition the unterminated straw at the middle causes signal
reflections.
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The net effect on the OT occupancy depends on the FE electronics read-out
mode used. As mentioned in Section 4.3, the OT can be read out in single-hit
mode (only one hit inside the read-out gate is read) or in multiple-hit mode
(all the hits, not “killed” by the analog dead-time and inside the read-out gate
are read). The effect on the occupancy of after-pulses occurring with a 30%
and 50% probability has been studied in the single- and multi-hit mode; the
time delay between primary and secondary hits is fixed to 30 ns. The results
of this study are summarized in Table 4.7.
Configuration Occupancy
Nr of Double Single/
Bunches Pulse Multiple B-Events
Hit mode
5 NO Single 4.77%
5 Yes - 30% Single 5.10%
5 Yes - 30% Multiple 6.20%
5 Yes - 50% Single 5.25%
5 Yes - 50% Multiple 6.95%
Table 4.7: Effect on the OT occupancy of the presence of after-pulses.
The occupancy increase due to after-pulses has a straightforward interpre-
tation in the multi-hit mode, as the direct result of the increased total number
of hits. In the single-hit mode, the occupancy increase is mainly due to after-
pulses of previous spill-overs falling inside the read-out window.
Chapter 5
Outer Tracker alignment
As regards obstacles, the shortest distance
between two points can be a curve.
Bertolt Brecht (1898-1956)
Understanding the alignment of the Outer Tracker detector planes is of
crucial importance in track reconstruction. This can be demonstrated with the
simple example shown in Fig. 5.1. Here, a particle passes through a misaligned
detector (left panel), but is fitted assuming the uncorrected geometry (right
panel); as a consequence wrong hit positions are assigned to the track and the
tracking performance deteriorates.
The deterioration of the LHCb tracking performance due to misalignments
in the Vertex Locator is discussed in detail in Ref. [101]. In this thesis the focus
is on the Outer Tracker: the consequences of a misaligned OT on tracking are
discussed in Chapter 6. In general a clear alignment strategy is needed [102].
For the OT this strategy is as follows:
 After installation a first optical survey of the detector is performed. After
the first survey the detector is re-positioned and then the final optical
survey is done. The parameters obtained from the survey measurements
will be used as an initial input to the software alignment.
 The C-frames are equipped with the RASNIK system [54] to monitor
their relative movements.
 Data with the LHCb dipole magnet switched off will be used in order
to perform a first iteration of the software alignment, with straight line
tracks.
 When the magnet is turned on, it is expected that small deviations from
the previously measured positions of the tracking chambers may occur.
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Figure 5.1: The basic alignment problem. Left: A particle passes through a mis-
aligned detector. Right: The track is fitted using the uncorrected geometry. Both
the“true” track (full line) and the“mis-reconstructed”track (dashed line) are visible.
The residual is the distance between the reconstructed hit positions (the circles) and
the track intercept point.
The software alignment will be iterated a second time with magnet-on
data. For this purpose, special events with low-multiplicity or “clean”
tracks with high momentum are selected.
5.1 Mechanical Tolerances
Studies have demonstrated that an alignment accuracy of the order of 1 mm in
X and Z is required, in order to not significantly lose in terms of track finding
performance [103, 104]. This poses high demands on the mechanical tolerances
of the detector infrastructure, to which the modules are attached.
In order to obtain the OT resolution of 200 µm, the pitch precision of the
anode wires is better than 50 µm (see Section 3.4.2). The positioning of the
modules along the X-coordinate, as determined by dowel pins, is of the same
precision. Concerning the Z-coordinate, the geometry of the Outer Tracker
construction has been studied with dedicated measurements: first of a single
module and subsequently of a prototype support frame. It is here assumed
that the Z-coordinate of the wires follows the Z of the panel surface.
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5.1.1 Survey of an Outer Tracker module
The geometrical survey of a straw tube module (type F) was performed with
the setup shown in Fig. 5.2. The module was hung vertically and provided with
a grid of markers on the surfaces of the two panels. As explained in Chapter
3 every module has two panels, here called panel A and B.
Figure 5.2: Setup for the survey of a straw-tube module (type F). Survey markers
are attached to both sides of the module.
A three steps procedure was followed:
 First, several reference points in the room were surveyed in order to
create a precise reference frame and to monitor the stability of the survey
system.
 Second, the stability of the module was monitored with a laser interfer-
ometer.
 Third, the 3D position of 208 survey targets, positioned uniformly on
the module over its entire surface, was measured with a system of two
theodolites, by using the method of triangulation: each theodolite was
positioned in a corner at a distance of about 5 m from the module.
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The theodolites have an angular resolution of 10−4 gon1, which results in
a position resolution of a few µm per meter distance to the module. The final
accuracy per point is estimated to be about 50 µm for all the three coordinates.
A χ2 fit has been used in order to find the best planes passing through the
measured points for both module sides and all measured points were trans-
formed to a coordinate system having as (X,Y) plane the best fit through
panel A. The deviations, ∆Z, of each measurement from the best fit plane are
shown in Fig. 5.3.
Figure 5.3: Two dimensional maps of the Z deviations of the measured points from
the best-fit plane through panel A.
Maximum deviations of about 1 mm at the ends and in the middle are
observed. The two sides of the module were found to be parallel. The dis-
tributions of the deviations ∆Z are shown in Fig. 5.4. An RMS of 400 µm
1400 gon = 2pi rad, so 10−4 gon corresponds to 1.57 µrad.
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(540 µm) is found for panel A (B). This result was considered sufficient to
validate the flatness of an OT module.
Figure 5.4: Histograms of the distribution of the deviation ∆Z from the nominal
position for both Panel A and Panel B.
The fraction of points with deviations between ±0.5 mm and between
±1 mm amounts to:
Number of points with ∆Z between ± 0.5 mm
Total
= 78.8% ,
Number of points with ∆Z between ± 1.0 mm
Total
= 97.1% .
5.1.2 Geometrical survey of a prototype frame
A survey of 8 modules, hung vertically in a prototype support C-frame (shown
in Fig. 5.5), was performed with the same technique employed for the survey of
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a single module. The accuracy of each measurement is estimated to be better
than 50 µm in all three dimensions.
Figure 5.5: The setup is shown. Eight modules are hung vertically in the C-frame.
The white marks are the survey markers
A χ2 fit has been used in order to find the best planes passing through
all measured points. The deviations ∆Z from the plane fitted through the
measurements of the eight A panels are shown in Fig. 5.6. The RMS of the
distribution is 1.8 mm.
In order to reduce module-to-module deviations, the X and U layers, both
mounted on the same C-frame, were bound to each other by means of a light
weight rohacell stiffening bar, as shown in Fig. 5.7. The survey of the prototype
C-frame was repeated and the results are shown in Fig. 5.8. Comparing these
to those in Fig. 5.6, one notices a sizable reduction of the module-to-module
deviations, which results in an RMS of 1.0 mm.
This result was considered sufficient to validate the overall station design.
5.2 Software alignment procedure
The misalignments of the Outer Tracker system resulting from the finite ac-
curacy of the detector production, installation, positioning and survey have to
be corrected for in the oﬄine software. This is referred to as software align-
ment “procedure”. The LHCb software alignment is carried out in two phases:
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Figure 5.6: Left side: two dimensional maps of the Z deviations of the measured
points from the best-fit plane through the A panels. Right side: histogram of the
distribution of the deviations ∆Z.
Figure 5.7: A rohacell bar is used to connect the X and the stereo layers, thus
stiffening the whole structure.
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Figure 5.8: Left side: two dimensional maps of the Z deviations of the measured
points from the best-fit plane through the A panels. Right side: histogram of the
distribution of the deviations ∆Z. A rohacell bar is used to connect the X and the
stereo layers.
first the relative positions of the components of each sub-detector are estab-
lished (“internal alignment”); then the position of the sub-systems in the global
reference frame is determined (“global alignment”) [102].
Various approaches exist to the problem of the OT internal alignment, but
all are based on the minimization of the residuals between the measured hit
position and the predicted hit position from the intercept of the track with the
detector planes. The strategy adopted is based on “Millepede” [105, 106, 107],
a non-iterative least-squares fit method, where the tracks and the alignment
parameters are fitted simultaneously.
The purpose here is to study if Millepede is applicable to the internal
alignment task of the Outer Tracker. To this purpose a C++ implementation
[108] of the Millepede algorithm (originally written in Fortran by V. Blo¨bel for
the experiment H1) has been used.
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5.2.1 The Millepede formalism
In LHCb a track is represented by a state vector −→α of local positions at a given
Z as
−→α =

x
y
tx
ty
q/p
 with tx =
∂x
∂z
, ty =
∂y
∂z
(5.1)
and q/p is the charged curvature parameter. At a given measurement plane i
the relation between the track state −→α i and the 1-dimensional measurement
mi is in general
mi = h(
−→α i) + i , (5.2)
where h is the projection function that projects the track state along the
measurement axis and i is the measurement noise. In case that possible mis-
alignments are included the equation becomes
mi = h(
−→α i) + g(−→∆ i) + i , (5.3)
where
−→
∆i is the misalignment vector associated with the measurement plane i
and the function g describes the effect of the misalignments on the measure-
ment. The misalignment vector considered is
−→
∆ = (∆X, ∆Y, ∆Z, ∆α,∆β,∆γ),
whose components are the misalignments for X, Y, Z translations and X, Y,
Z rotations respectively. The −→αi parameters are called local parameters, while
the
−→
∆i are called the global parameters. Assuming that the projection and the
misalignment models are linear, one can write
mi =
−→
H i · −→α i +−→G i · −→∆ i + i , (5.4)
where
−→
H i =
∂h
∂−→α i and
−→
G i =
∂g
∂
−→
∆ i
. (5.5)
Here,
−→
H i are referred to as the local derivatives, which differ for each track
and
−→
G i are the global derivatives, which are common to all tracks. In order to
fit the tracks and the alignment parameters simultaneously the following χ2 is
defined:
χ2 =
∑
i
2i
σ2i
=
∑
i
1
σ2i
(mi −−→H i · −→α i −−→G i · −→∆ i)2 , (5.6)
where σi is the estimated error on the measurement mi.
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In this study only straight line tracks are considered; the state vector will
be given by
−→α =

x
y
tx
ty
 . (5.7)
A track can be parametrized as
xtracki = x0 + txzi + x , and
−→
H xi = (1, 0, zi, 0) ,
ytracki = y0 + tyzi + y , and
−→
H yi = (0, 1, 0, zi) . (5.8)
The difference between the measurement and the track position would be
xi − xtracki =
−→
Gxi
−→
∆ i ,
yi − ytracki =
−→
G yi
−→
∆ i , (5.9)
with
−→
Gxi = (−1, 0, tx, txyi, txxi, yi ) ,−→
G yi = (0,−1, ty, tyyi, tyxi,−xi ) . (5.10)
In practice the detector contains measurement planes measuring under a stereo-
angle
u = x cosφ+ y sinφ , (5.11)
so it is necessary to introduce
−→
H ui =
−→
H xi cosφ+
−→
H yi sinφ = (cosφ, sinφ, zi cosφ, zi sinφ) , (5.12)
and −→
Gui =
−→
Gxi cosφ+
−→
G yi sinφ . (5.13)
Formally, the χ2 in Eq. (5.6) is then defined, for each track, as
χ2 =
∑
i
2i
σ2i
=
∑
i
1
σ2i
(ui −−→H ui−→α i −
−→
Gui
−→
∆ i)
2 . (5.14)
In order to determine simultaneously the local −→αi parameters and the global−→
∆i parameters the total χ
2 for a sample of Ntracks is minimized
χ2n =
Ntracks∑
n=1
∑
i
1
σ2i,n
(ui,n −−→H ui,n−→α i,n −
−→
Gui,n
−→
∆ i)
2 . (5.15)
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Constraints
In the software alignment procedure a set of constraints is used. The idea
behind these is based on the concept that the internal alignment of the OT
layers is, by definition, insensitive to global offsets. For example, for the X
translations < ∆x > is the average misalignment in X which cannot be de-
termined by the internal alignment procedure. A new parameter ∆′x is then
introduced,
∆′x = ∆x− < ∆x > (5.16)
so that by construction
< ∆′x >= 0 . (5.17)
Analogously constraints are set for Y, Z translations and X, Y, Z rotations.
The detailed treatment of the constraints is given in Appendix A.
5.2.2 Feasibility studies
A toy Monte Carlo2 (MC) has been used to understand what can be achieved
for the internal alignment of the OT with Millepede. Although this consti-
tutes a schematic simulation of the OT detector, the precision with which the
alignment parameters are determined is expected to be representative of what
could be achieved with real data. The main features of the toy model are:
 Geometry
There are three stations containing four layers each. The detector planes
are assumed to be homogeneous, they contain neither modules nor straws.
The layer thickness is 0 and the layer’s shape is rectangular; the pres-
ence of the IT is ignored. Hits are created with 100% efficiency and no
noise hits are present. No other element of the LHCb detector is present.
The first OT layer is centered around the point (0,0,7.8 m). The Outer
Tracker layers have stereo angles 0o,+5o,−5o, 0o. The OT resolution is
fixed to its nominal value of 200 µm.
 Event
For every event one primary vertex is generated. The tracks originate
from the primary vertex, which is an (X,Y,Z) point randomly generated
around the origin. For every primary vertex on average 15 tracks are
generated.
 Tracks
2The code is written in C++, and runs in standalone mode, and not inside the
LHCb Software. In these studies the Knossos version 1.1, dated 13th of April,
2006, has been used.
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Tracks are generated as straight lines between the first and the last layer;
no multiple scattering is taken in account. The track angles are dis-
tributed randomly between ± 100 mrad.
 Run
Every run typically contains 1000 events, corresponding on average to
15000 tracks. In every run each layer is misaligned with a different value.
This value is randomly chosen according to a Gaussian distribution with
a predefined width. The quality of the alignment will be studied as a
function of this width parameter. Millepede is invoked in every run to
perform the matrix inversion in the χ2 minimization. In the following
e.g. a “1 mm”misalignment will mean that for each run a misalignment
is chosen, from a Gaussian distribution with a width of 1 mm.
Each of the six degrees of freedom (∆X, ∆Y, ∆Z, ∆α,∆β,∆γ) has first
been studied individually (for different misalignment values) and then in com-
bination with the others.
Translations
Figure 5.9 shows the results obtained for the X translations with 10 runs (for
each run 12 values of the X misalignments are obtained, one for each layer).
On the left side the X resolution (the difference ∆X between the misalignment
value and the one found by Millepede) is plotted. The width (σ∆X) of the
distribution is 1.6 ± 0.1 µm. On the right the corresponding pull distribution
is plotted. The width (σ∆X/σ) of the distribution is 0.93 ± 0.08. The plot
in Fig. 5.9 has been obtained with 10 runs with approximately 15000 tracks
each for a typical misalignment value of 1 mm, but similar results have been
obtained for other misalignment values (see Table 5.1), indicating that the
resolution is independent of the value of the misalignment.
Figure 5.10 shows the X resolution as a function of the number of tracks.
The points follow the expected behavior (the straight line in Fig. 5.10) denoted
by
R(σ,Ntracks) =
σ√
Ntracks
, (5.18)
where R is the resolution, σ is the OT intrinsic resolution and Ntracks is the
number of tracks. The resolution σ is extracted from the fit and is compatible
with the expected value of 200 µm.
Similar studies have been performed for Y translations (see Fig. 5.11). The
width (σ∆Y ) of the distribution of the Y misalignment resolution as shown in
the plot is 16 ± 4 µm; this is due to the fact that the OT is sensitive to Y
translations only in the stereo-layers. This value has again been obtained with
a misalignment value of 1 mm, and similar results have been obtained for other
misalignment values (see Table 5.1). The ratio of the resolution in X and Y is
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Figure 5.9: Resolution and pull distribution in the misalignment parameter ∆X,
obtained with 10 runs with approximately 15000 tracks each, with a X misalignment
of 1 mm.
expected to scale according to
Yresolution
Xresolution
≈ 1
sinφ
= 11.47 , (5.19)
where φ is the stereo angle. The value of Y resolution mentioned (16 ± 4 µm),
obtained with 10 runs (for each run 6 values of the Y misalignments are ob-
tained, one for each stereo-layer), is compatible with the corresponding X value
of 1.6 µm.
Similarly, the Z alignment procedure has been studied. Contrary to what is
the case for X and Y translations, for Z translations the value of the resolution
increases with the value of the misalignment given as input. This is due to
the non-linear behavior of this degree of freedom, caused by the fact that its
derivative depends on the slope of the tracks, as indicated in Eq. (5.10). This
results in the dependence of the Z resolution on the initial Z misalignment
shown in Table 5.1.
Fig. 5.12 shows a Z misalignment resolution of 15 ± 2 µm obtained with
10 runs with a misalignment value of 5.0 mm.
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Figure 5.10: Resolution in the misalignment parameter ∆X, as a function of the
number of tracks used in its determination.
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Figure 5.11: Resolution in the misalignment parameter ∆Y , obtained with 10 runs
with approximately 15000 tracks each, with a Y misalignment of 1 mm.
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Misalignment value X Resolution Y Resolution Z Resolution
(mm) (µm) (µm) (µm)
0.1 1.57 ± 0.17 16.29 ± 3.41 1.91 ± 0.18
0.5 1.59 ± 0.14 15.41 ± 3.76 3.37 ± 0.37
1.0 1.60 ± 0.13 15.75 ± 4.22 5.80 ± 0.51
5.0 1.59 ± 0.11 15.11 ± 3.18 15.17 ± 1.96
Table 5.1: Resolution in the misalignment parameters ∆X , ∆Y and ∆Z for dif-
ferent values of the initial misalignment. The three degrees of freedom are fitted
separately. Every resolution value has been obtained with 10 runs with approxi-
mately 15000 tracks each.
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Figure 5.12: Resolution in the misalignment parameter ∆Z, obtained with 10 runs
with approximately 15000 tracks each, with a Z misalignment of 5.0 mm.
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Rotations
Both the rotation around the X and Y axis suffer from the same non-linear
effects as the Z translation, since their derivatives depend on the slope of the
tracks, as indicated in Eq. (5.10). As a consequence the resolution increases
with the value of the misalignment given as input. The dependence of the
resolutions on the rotational misalignments around the X and Y axis has been
studied and the results are reported in Table 5.2. Here, also the results for the
resolution for the rotation around the Z axis are reported.
X Rotation Y Rotation Z Rotation
Misalignment value Resolution Resolution Resolution
(mrad) (µrad) (µrad) (µrad)
0.1 2.01 ± 0.15 1.86 ± 0.16 6.84 ± 0.36
0.5 3.05 ± 0.21 2.35 ± 0.18 7.47 ± 0.39
1 3.45 ± 0.28 2.75 ± 0.26 7.01 ± 0.50
5 15.1 ± 1.7 15.77 ± 1.62 7.21 ± 0.43
10 96.1 ± 3.4 88.9 ± 4.5 7.81 ± 0.67
Table 5.2: Resolution in the misalignment parameter ∆α, ∆β and ∆γ for different
values of the rotations misalignment. The three degrees of freedom are fitted sepa-
rately. Every resolution value has been obtained with 10 runs with approximately
15000 tracks each.
Fig. 5.13 (left) shows the X rotation resolution (∆α = αtrue−αrec) obtained
with 10 runs, with a misalignment of 5 mrad. The resolution is 15 ± 2 µrad.
Similarly, Fig. 5.13 (right) shows the Y rotation resolution obtained with a
misalignment of 5 mrad. The resolution is 16 ± 2 µrad.
Analogously, Fig. 5.14 shows the Z rotation resolution obtained with a
misalignment of 1 mrad. The width (σ∆γ) of the distribution is 7.0 ± 0.5 µrad;
similar results have been obtained for other misalignment values, as shown in
Table 5.2.
A combined fit of the X, Y translations and of the Z rotations3 at the same
time has been performed. The results of the fit do not degrade when compared
to the ones obtained for the single degrees of freedom, if considered separately.
3The three degrees of freedom which do not show any non-linear behavior.
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Figure 5.13: Resolution in the misalignment parameter ∆α (left) and ∆β (right),
obtained with 10 runs with approximately 15000 tracks each, with a misalignment
of 5 mrad.
Combined studies
The combined fit of all the six degrees of freedom has been performed with 10
runs of 15000 tracks each. The misalignment value for the translation degrees
of freedom has been set to 1.0 mm for X and Y and to 5.0 mm for Z, while
for the rotation degrees of freedom it has been set to 5 mrad for X and Y
rotations and to 1 mrad for Z rotations. The results are shown in Table 5.3.
For comparison the results for any of the degrees of freedom when fitted alone,
extracted from the previous subsections, are also shown. In the last column
the results of a 2nd iteration of the combined fit are shown. In the 2nd iteration,
the newly determined misalignment (the results of the first iteration) become
the misalignment constants which need to be determined.
As shown in Table 5.3, it is clear that when all misalignments are present,
a single iteration is insufficient for the accurate determination of the misalign-
ment parameters. Only when a second iteration is included one does obtain a
precision in the misalignment parameters which approaches the one obtained
when a single misalignment is simulated. This degraded precision after the
first iteration results from the correlations between the Z translations, and X
and Y rotations with the tracks’ slopes contained in Eq. (5.10).
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Figure 5.14: Resolution in the misalignment parameter ∆γ , obtained with 10 runs
with approximately 15000 tracks each, with a misalignment of 1 mrad.
Degree Misalignment Resolution
of freedom values
Considered alone Combined fit Combined fit
2nd iteration
X translation 1.0 mm 1.6 µm 20.2 µm 3.4 µm
Y translation 1.0 mm 15.8 µm 166.8 µm 43.9 µm
Z translation 5.0 mm 15.2 µm 76.4 µm 21.4 µm
X rotation 5.0 mrad 15.1 µrad 79.8 µrad 23.4 µrad
Y rotation 5.0 mrad 15.8 µrad 82.3 µrad 21.6 µrad
Z rotation 1.0 mrad 7.0 µrad 24.3 µrad 9.2 µrad
Table 5.3: Results for a combined fit of the X,Y,Z, translation and X,Y,Z rotations.
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5.3 Conclusion
The studies reported in this chapter show that it is feasible to use the Millepede
method for the internal alignment of the Outer Tracker. The implementation of
a general framework to adopt the Millepede method for all the LHCb tracking
sub-detectors is currently under way [102]. In the following the need for an
accurate alignment will be demonstrated in the physics studies of the B0(s) →
h+h′− decays and of the B0s → µ+µ− decay.
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Chapter 6
B0
(s)
→ h+h′− mass resolution
studies
The path of glory leads but to the grave.
Thomas Gray (1716 - 1771)
Here, the impact of a misaligned OT detector and a corresponding deteri-
orated momentum reconstruction is studied on the analysis of B0(s) → h+h′−
decays. The topology of the six B0(s) → h+h′− decays (the B0d → pi+pi−, the
B0d → K+pi−, the B0s → pi+K−, the B0s → K+K−, the B0s → pi+pi− and the
B0d → K+K−) is identical, as a consequence events of each channel can po-
tentially be background to the others. It will become clear that, on the one
hand only the performance of the particle identification system allows a clear
separation between the different decay channels, and that on the other hand
for the B0s → pi+K− and the B0d → pi+K− decays, the role of the invariant
mass resolution is crucial.
In this study the contribution of the rare B0d → K+K− and B0s → pi+pi− de-
cays, which proceed in the Standard Model through exchange and annihilation
diagrams only, is not taken in account.
In Section 6.1 the event selection for the four B0(s) → h+h′− signal decays
and the various background contributions to the four different channels is de-
scribed. In Section 6.2 the mass resolution in a two body decay is studied, in
particular its dependence on the momentum resolution. This dependence is
investigated further with the use of a toy Monte Carlo program. In Section 6.3
the full LHCb GEANT detector simulation is used to study the effect of OT
misalignments on track finding and on track fitting, and subsequently on the
mass resolution. Finally, in Section 6.4 the consequence of OT misalignments
on the background estimation is described.
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6.1 Event Selection and background estima-
tion
In Section 6.1.1 the procedure to select B0(s) → h+h′− events is described. The
resulting expected signal yield is reported in Section 6.1.2. In Section 6.1.3 the
sources of background to the various channels are analyzed in detail.
6.1.1 B0(s) → h+h′− selection
The selection of reconstructed B0(s) → h+h′− events is performed through a set
of selection cuts. This selection is based on the presence of a detached B vertex
and on the presence of high transverse momentum decay products. Figure 6.1
illustrates the topology of a reconstructed B0(s) → h+h′− decay.
PV
B0(s) SV
IPB
IP1
IP2
π+ , K+
π- , K-
Figure 6.1: Topology of a reconstructed B0(s) → h+h′− decay. Here, PV and SV
indicate the primary and secondary vertex respectively, and IP indicates the Impact
Parameter.
The selection criteria can be subdivided into several different categories.
 Topology requirements. A B event is selected by requiring that the
significance of the separation between the primary and secondary vertex
(L/σL) is larger than an optimized cut value. Moreover, selection criteria
are applied on the impact parameters of the daughters with respect to
the primary vertex.
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 Kinematic requirements. The B candidate is further selected by ap-
plying a minimum requirement on its reconstructed transverse momen-
tum.
 Vertex requirements. The B vertex is selected using the χ2 of the
vertex fit to the daughter particles. The direction of flight must point to
the primary vertex. This is accomplished by applying a maximum cut
on the significance of the impact parameter of the B (IP/σIP ).
 Mass requirements. The invariant mass of the B daughters has to
correspond to the mass of the mother particle. This is done by means
of a mass window cut. Given the large B0d and B
0
s mass, additional
constraints are applied on the minimum transverse momentum of the
daughters.
 Particle Identification requirements. In order to efficiently distin-
guish pions and kaons, the likelihood ∆lnLKpi is used. The idea of the
K/pi separation through the ∆lnLKpi is explained in Section 2.4.1.
The main selection criteria for the four B0(s) → h+h′− decay channels are
listed in Table 6.1. Note that a combined selection for the four B0(s) → h+h′−
channels is used. This selection is not optimized for separating the different
B0(s) → h+h′− channels. The idea is that a better separation can be obtained in
a second stage: in a combined likelihood fit of the four B0(s) → h+h′− channels.
6.1.2 Signal event yields
The annual signal yields can be computed as follows:
Nyear = Lint × σbb¯ × 2× fB × BR× trigtot , (6.1)
where Lint is the integrated annual luminosity (Lint = 2 fb
−1 corresponds to
107 s at 2 × 1032 cm−2 s−1), σbb¯ is the bb¯ production cross section (σbb¯ =
500 µb), the factor 2 takes into account the production of both b- and b¯-
hadrons, fB represents the probability for a b¯-quark to hadronize into a hadron
(fB = 39.1% for B
0 and B+ [18] and fB = 10.0% for B
0
s [18]), BR is the
branching ratio of the decay of interest and trigtot is defined as
trigtot =
N trigsel
Ngenerated
× gen , (6.2)
where N trigsel
1 is the number of selected and triggered events, Ngenerated is the
number of generated events and gen is the generation efficiency. Here, gen
1N trigsel is given by Nselected × trig/sel.
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Parameter used B0(s) → h+h′−
for selection
smallest pt(GeV) of the daughters > 1.0
largest pt(GeV) of the daughters > 3.0
B(s) pt(GeV) > 1.2
smallest IP/σIP of the daughters > 6
largest IP/σIP of the daughters > 12
B(s) IP/σIP < 2.5
vertex fit χ2 < 5
(L)/σL > 18
|∆m|(MeV) < 50
∆lnLKpi > -2
Table 6.1: Selection cuts applied for the four different B0(s) → h+h′− channels (see
also Ref. [109].)
takes into account that in the Monte Carlo generator an angular requirement
is applied in the polar angle, θB, of the B meson: θB < 400 mrad. Here, 
trig
tot
can also be computed as follows
trigtot = gen × sel/gen × trig/sel , (6.3)
where, sel/gen is the oﬄine selection efficiency for the generated events and
trig/sel is the trigger efficiency normalized to oﬄine-selected events (see also
Section 2.5).
The various efficiency contributions are listed in Table 6.2.
Channel gen [%] sel/gen [%] trig/sel [%] 
trig
tot [%]
B0d → pi+pi− 34.9 7.3 36.3 0.93
B0d → K+pi− 34.9 7.2 36.8 0.92
B0s → pi+K− 34.8 7.2 40.6 1.02
B0s → K+K− 34.8 7.0 39.3 0.95
Table 6.2: Summary of signal efficiencies in % for the four B0(s) → h+h′− channels.
The branching ratios together with the annual yields and the MC sample
events are shown in Table 6.3.
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Event type BR (×10−6) Nyear MC Sample size
B0d → pi+pi− 4.8 35 × 103 41500
B0d → K+pi− 18.5 133 × 103 160000
B0s → pi+K− 4.8 9.6 × 103 10500
B0s → K+K− 18.5 35 × 103 40000
Table 6.3: Assumed branching ratios, annual yields and original MC sample events
used for the four B0(s) → h+h′− decays. The MC samples have been generated within
a 400 mrad acceptance.
6.1.3 Background studies
The selection described in Section 6.1.1 is optimized in order to maximize the
S√
S+B
ratio, where S is the number of signal events and B is the number of
background events. Two main sources of background are taken in account:
 Combinatorial background. This background is composed by bb¯ in-
clusive events, since most of the minimum bias events will be rejected
at the trigger level (see Section 2.5). In this study 27×106 bb¯ inclusive
events, have been used.
 Specific background. This background is composed by B0(s) → h+h′−
events. The topology of the various B0(s) → h+h′− decays is almost iden-
tical, as a consequence every channel can be background to the others.
Table 6.4 shows for each of the four B0(s) → h+h′− channels the number
of signal and background events selected in a mass window of 100 MeV. The
Background to Signal ratios (B/S) are also reported.
Combinatorial background
Given the limited statistics available (27×106 events), the combinatorial bb¯
inclusive (B/S) ratio has been extracted with a wider mass window. Instead
of a mass window of 100 MeV, a window of 1.2 GeV has been used (under
the assumption that the background mass distribution is linear), artificially
enhancing the statistics by a factor 12. The combinatorial bb¯ inclusive (B/S)
ratio is computed as(
B
S
)bb¯
=
bb¯gen · bb¯sel/gen
2 · fB · BR · siggen · sigsel/gen
, (6.4)
where bb¯gen and 
sig
gen are the generation efficiencies for bb¯ inclusive and signal
events respectively, sigsel/gen and 
bb¯
sel/gen are the selection efficiencies for signal
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Selection Algorithm
MC Sample B0d → pi+pi− B0d → K+pi− B0s → pi+K− B0s → K+K−
Nr of B/S Nr of B/S Nr of B/S Nr of B/S
events events events events
B0d → pi+pi− 3044 163 0.014 73 0.096 2 0.0007
B0d → K+pi− 171 0.056 11500 229 0.3 155 0.0547
B0s → pi+K− 8 0.0026 7 0.0006 761 25 0.009
B0s → K+K− 1 0.00034 28 0.0025 96 0.126 2777
bb¯ inclusive 34 0.47 40 0.15 35 1.95 1 < 0.06 at
95% C.L.
Table 6.4: Number of selected B0d → pi+pi−, B0d → K+pi−, B0s → pi+K− and B0s →
K+K− events for given MC samples of B0d → pi+pi−, B0d → K+pi−, B0s → pi+K−,
B0s → K+K− and bb¯ inclusive events. The corresponding B/S values are also
reported. Note that the number of selected events are not corrected for the different
branching ratios, while the B/S ratios take in account the different normalizations
and are obtained according to Eq. (6.5) in the case of the specific background and
according to Eq. (6.4) in the case of the combinatorial background. For the four
B0(s) → h+h′− channels the number of signal and background events have been
selected in a mass window of 100 MeV. The bb¯ inclusive events have been selected
in a mass window of 1.2 GeV, under the assumption that the background mass
distribution is linear.
and bb¯ inclusive events respectively. As evident in Eq. (6.4) the trigger con-
tribution is not considered here. The value used of bb¯gen is 43.4%, taken from
Ref. [109]. Note that this value is bigger than the gen values reported in Ta-
ble 6.2. In the case of the bb¯ inclusive events, it is required that at least one of
the two B mesons coming from the bb¯ pair falls in the acceptance. In the case
of the values reported in Table 6.2, it is required that the B meson decaying
to the desired channel is in the acceptance.
The procedure of enlarging the mass window leads to big uncertainties in
the estimation of the bb¯ inclusive (B/S) ratio, which might in fact be the domi-
nant background. In the studies described in this chapter only the effect of the
specific background will be taken in account. The effect of the combinatorial
background on the physics sensitivity is described in Chapter 7.
Specific background
The specific background contributions are mainly due to identification prob-
lems where a K gets identified as a pi and vice-versa (see Section 2.4.1 for a
description of the pi/K identification procedure). The exception is the case
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where B0d and B
0
s decay to the same final state. The B/S values are calculated
according to the following equation(
B
S
)spec
=
f backB · BRback · backgen · backsel/gen
f sigB · BRsig · siggen · sigsel/gen
, (6.5)
where backgen , 
sig
gen, 
back
sel/gen and 
sig
sel/gen are the generation and selection efficiencies
for background and signal events, respectively.
B0d → pi+pi−
The main source of background for the B0d → pi+pi− is the B0d → K+pi−, as
can be seen in Table 6.4.
B0d → K+pi−
The main source of background for the B0d → K+pi− is the B0d → pi+pi−, as
can be seen in Table 6.4.
B0s → K+K−
The main source of background for the B0s → K+K− is the B0d → K+pi−, as
can be seen in Table 6.4.
B0s → pi+K−
Concerning the B0s → pi+K− the situation is different. Looking at the ratio
of the original annual yields in Table 6.3, there is a factor 14 in the ratios
of the B0s → pi+K− and of the B0d → K+pi−. Since the B0s → pi+K− and
the B0d → pi+K− have the same particles in the final state, these decay types
cannot be identified by the use of particle identification. Instead the separation
relies on the invariant mass distribution.
6.2 Invariant mass reconstruction
In a two-body decay the invariant mass of the decay particles can be calculated
from the reconstructed tracks as follows,
m2 = (pµ1 + p
µ
2)
2 = (pµ1)
2+(pµ2)
2+2pµ1 · pµ2 = m21+m22+2(E1E2− p1p2 cos θ) ,
(6.6)
where m1,m2, E1, E2, p
µ
1 and p
µ
2 are the mass, the energy and the 4-momentum
of the first and of the second decay particle, respectively. Here, p1 and p2 are
the magnitude of the 3-momentum of the first and of the second decay particle
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and θ is the opening angle between the directions of the momenta of the two
decay products. Assuming E ≈ p, Eq. (6.6) becomes
m2 ≈ m21 +m22 + 2p1p2(1− cos θ) , (6.7)
and the uncertainty on the invariant mass (δm) consists of the following ingre-
dients,
(δm)2 =
[p1p2(1− cos θ)]2
m2
[(
δp1
p1
)2 + (
δp2
p2
)2 +
sin2 θ
(1− cos θ)2 (δθ)
2] , (6.8)
where the first and the second term (( δp1
p1
)2 and ( δp2
p2
)2) represent the momentum
uncertainty for the first and for the second decay particle, while the last term
represents the uncertainty on their opening angle.
In Fig. 6.2 the effect of the various uncertainties contributing on the invari-
ant mass resolution are shown, for events selected as discussed in Section 6.1.1.
The plots show how the mass resolution in Eq. (6.6) is affected when the re-
constructed momenta and the opening angle are replaced by the Monte Carlo
true values from the GEANT 4 simulation described in Section 4.1. The fig-
ure illustrates that δm is dominated by the momentum resolution of the two
daughters.
Several sources of uncertainties affect the measurement of the momentum
of the decay products. However, the net effect of the deteriorated momentum
resolution on the invariant mass measurement can be simply illustrated with
the help of a toy Monte Carlo.
A study on selected B0(s) → h+h′− events has been performed with the
ROOT fitting program [110]. In these events the precision of the reconstructed
momentum value is reduced by a smearing procedure according to a Gaussian
distribution
Prob(psmeared) =
e−(psmeared−prec)
2/2σ2
σ
√
2pi
. (6.9)
This probability provides a value psmeared which is a Gaussian distribution
centered on the reconstructed momentum prec and with a width σ that can be
set. The results obtained for the B0d → pi+pi− channel are shown in Fig. 6.3.
The net effect of worsening the momentum resolution (prec−pMC
pMC
= ∆p
pMC
) from
the nominal value of 0.5%, for ideal alignment, to, for example, 0.8% for the
pi+ and for the pi− causes a degradation of the invariant mass resolution from
23.7 MeV to 36.1 MeV.
This procedure has been repeated for several values of the momentum reso-
lution and the results are summarized in Fig. 6.4 for the B0d → pi+pi−. Similar
plots have been obtained for the B0d → K+pi−, the B0s → pi+K− and the
B0s → K+K−. In Fig. 6.4 the B mass resolution is plotted as a function of
the momentum resolution of the pions. The momentum resolution values used
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Figure 6.2: (a): the B0d mass distribution obtained by using in Eq. (6.6) the recon-
structed momentum and the reconstructed angle θ. (b): the B0d mass distribution
obtained by using in Eq. (6.6) the Monte Carlo (MC) momentum and the recon-
structed angle θ. (c): the B0d mass distribution obtained by using in Eq. (6.6)
the reconstructed momentum and the MC angle θ. (d): the B0d mass distribution
obtained by using in Eq. (6.6) the MC momentum and the MC angle θ.
vary from the nominal 0.5% value to a maximum of 1.1%. The curve in Fig. 6.4
is a fit to the data motivated by Eq. (6.8), readjusted in the following form:
(δm) =
√
[A+B ·
(δp
p
)2
] , (6.10)
where A parametrizes the angle dependence and B parametrizes the momen-
tum dependence. The results of the fit both for A and for B are reported in
Fig. 6.4. Note that the fit is rather insensitive to the parameter A.
This study has been repeated for all the four B0(s) → h+h′− channels and
the results obtained are similar. Large differences between the various chan-
nels arise however when the different backgrounds are taken into account. As
already pointed out the situation is particularly critical for the B0s → pi+K−
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Figure 6.3: (a): the momentum resolution of the pi−; (b): the smeared momentum
resolution of the pi−; (c): the momentum resolution of the pi+; (d): the smeared
momentum resolution of the pi+; (e): the B0d mass distribution; (f): the B
0
d mass
distribution obtained with the smeared momentum of the pi− and of the pi+.
decay events, which cannot be separated from the B0d → pi+K− by the particle
identification system. Here, the role of the mass resolution is crucial.
6.3 Consequences of misalignments on B de-
cay reconstruction
Among the several sources of uncertainties affecting the measurement of the
momenta of the decay particles, an important role is played by misalignments of
the tracking system. The alignment procedure of the Outer Tracker system has
been discussed in detail in Chapter 5. Here, the effect of OT misalignments on
the tracking performance (see Section 6.3.1), on the invariant mass resolution
(see Section 6.3.2) and on the proper time resolution (see Section 6.3.3) will
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Figure 6.4: The B0d invariant mass resolution as a function of the momentum res-
olution. The curve is a fit to the data according to Eq. (6.10).
be discussed.
6.3.1 Effect of OT misalignments on track-reconstruction
Two different procedures have been followed to study the effect of misalign-
ments. In the first one the OT misalignments have been implemented in the
reconstruction program BRUNEL [79]. In this way the misalignments are
affecting both track finding and track fitting. In the second procedure mis-
alignments are incorporated at a later stage: in the event selection program
DAVINCI [80]. In this case misalignments are introduced by re-fitting the
tracks with a different geometry. These two different procedures have been
compared and shown to produce consistent results.
OT Misalignments in BRUNEL
The consequences of misaligning the OT on the tracking performance are stud-
ied with a sample of untriggered B0d → pi+pi− events. The following steps are
taken:
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 Running a sample of events in the detector response program Boole
[78] and saving the digitization output, which will be the input for all
the runs of the reconstruction program, BRUNEL [79].
 Moving elements of the OT detector by modifying the XML geometry2.
 Running the track reconstruction program with a misaligned detector,
always using the same sample of correctly aligned events as input. In
other words, the reconstruction is done with a different geometry than
the simulation.
 Saving the output of BRUNEL on a special DST, only considering long
tracks.
 Using the output of BRUNEL in DAVINCI to select events.
Figure 6.5 shows the effect of misaligning the OT on the track finding
efficiency and on the momentum resolution. These quantities have been defined
in Section 2.3.4. A misalignment of 0.5 [mm/mrad] indicates that the stations
T1 and T3 have been translated of 0.5 mm in X,Y,Z and at the same time
rotated by 0.5 mrad around the X,Y,Z axis in opposite directions. Studies
have shown that applying this kind of misalignments produces a bigger effect
than misaligning only a single station [104]. Consequently, these misalignment
configurations have been chosen in order to study the effects of misalignments
in the worst case scenario. A degradation in the scaled track finding efficiency
from 100% to 97.5% can be seen at a misalignment of 1.0 [mm/mrad]. Note
that at this point an evident worsening of the momentum resolution parameter
from 0.5% to 1.1% appears.
Re-fitting in DAVINCI
In the second procedure a sample of untriggered B0d → pi+pi− events is used.
The following steps are taken:
 Running a sample of events in the detector response program Boole
[78] and saving the digitization output, which will be the input for the
reconstruction program, BRUNEL [79].
 Running BRUNEL in the correct geometry and saving the reconstruc-
tion output on a special DST, only considering long tracks. This DST
will be the input for the selection program, DAVINCI [80].
 Moving elements of the OT detector by modifying the XML geometry.
2For more details on the XML geometry description see Section 4.1.
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Figure 6.5: (a): The scaled track finding efficiency as a function of the OT mis-
alignments. (b): The momentum resolution as a function of the OT misalignments.
A misalignment of 0.5 [mm/mrad] indicates that the stations T1 and T3 have been
translated of 0.5 mm in X,Y,Z and at the same time rotated by 0.5 mrad around
the X,Y,Z axis in opposite directions.
 Re-fitting the tracks in DAVINCI, with a different geometry and select-
ing events in DAVINCI
The two procedures differ due to the fact that the effect of misalignments on
the track finding is properly taken into account in the first (BRUNEL) method
while it is ignored in the second (DAVINCI) method. As is demonstrated
below, this has no significant effect on the reconstructed B mass resolution.
Comparison of the two misalignment procedures
In order to compare the results of the two misalignment procedures, the recon-
structed momentum resolution as a function of different misalignment config-
urations has been studied with both procedures and the results are shown in
122 B0(s) → h+h′− mass resolution studies
Fig. 6.6.
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Figure 6.6: The momentum resolution as a function of the OT misalignment con-
figuration chosen both in the case of a misalignment applied in BRUNEL and in
the case of a misalignment applied in the re-fitting in DAVINCI. A misalignment
of 0.5 [mm/mrad] indicates that the stations T1 and T3 have been translated of
0.5 mm in X,Y,Z and at the same time rotated by 0.5 mrad around the X,Y,Z axis
in opposite directions.
Figure 6.6 shows that the variation of the momentum resolution as a func-
tion of OT misalignments is very similar if the misalignment is applied in
BRUNEL, or in the re-fitting in DAVINCI. It is important to note that the
same set of B0d → pi+pi− events has been used in the comparison of the two
procedures.
The result shown in Fig. 6.6 implies that the degradation of the momentum
resolution is indeed mostly due to a degradation in the track fitting rather than
in track finding.
Since in the following the attention is focused on misalignments up to a
maximum of 1 [mm/ mrad], the misalignments are applied during the re-fitting
in DAVINCI.
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6.3.2 Effect of OT misalignment on the invariant mass
The direct effect of misalignments of the OT detector on the mass resolution
has been studied in decay events of the four B0(s) → h+h′− channels. In Fig. 6.7
an example is shown: an OT misalignment of 0.4 [mm/mrad] produces a degra-
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Figure 6.7: (a): the pi− momentum resolution; (b): the pi− momentum resolution,
after an OT misalignment of 0.4 [mm/mrad]; (c): the pi+ momentum resolution;
(d): the pi+ momentum resolution, after an OT misalignment of 0.4 [mm/mrad];
(e): the ∆θ distribution (θ being the angle between the directions of the momenta
of the two decay products); (f): the ∆θ distribution, after an OT misalignment of
0.4 [mm/mrad]; (g): the B0d mass distribution; (h): the B
0
d mass distribution, after
an OT misalignment of 0.4 [mm/mrad]. An OT misalignment of 0.4 [mm/mrad]
means that the stations T1 and T3 have been translated of 0.4 mm in X,Y,Z and at
the same time rotated by 0.4 mrad around the X,Y,Z axis in opposite directions.
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dation of the momentum resolution from 0.5% to 0.8% on average for the pi+
and for the pi− for B0d → pi+pi− decay events.
This degradation results in a mass resolution degradation from 23.7 MeV to
34.8 MeV. It is interesting to observe a clear bias in the mean of the momentum
resolution distributions due to the specific choice of the misalignments. At first
order this bias cancels when propagated to the mass and no net bias is observed
on the mean of the mass distribution.
It is also interesting to observe that OT misalignments do not seem to pro-
duce a degradation of the ∆θ = θrec− θtrue resolution. Different misalignment
configurations have been studied and the results are summarized in Fig. 6.8
for the B0d → pi+pi−.
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Figure 6.8: (a): the momentum res-
olution as a function of the OT mis-
alignment configurations chosen. (b):
the mass resolution as a function of
the momentum resolution. (c): the
B0d mass as a function of the momen-
tum resolution.
In Fig. 6.8 (a) the momentum resolution is plotted as a function of the
OT misalignment; the result shown here is similar to that shown in Fig. 6.6,
the only difference being the larger number of events used. In Fig. 6.8 (b)
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the mass resolution is plotted as a function of the momentum resolution; the
points have been fitted as explained in Section 6.2 with Eq. (6.10). Combining
the results of Fig. 6.8 (a) and Fig. 6.8 (b) shows a strong dependence of the
mass resolution on the OT misalignments. As for Fig. 6.4, notice that the fit
is rather insensitive to the parameter A.
In Fig. 6.8 (c) the mass is plotted as a function of the momentum resolution.
Clearly, the OT misalignments do not affect the average value of the mass itself.
Finally, Fig. 6.9 shows the angular resolution, ∆θ, as a function of the
OT misalignments. No degradation of the resolution can be seen. The ∆θ
resolution is not affected by OT misalignments since ∆θ is determined mainly
by the Vertex Locator. This confirms that the mass resolution degradation
observed in Fig. 6.8 is caused mainly by a momentum resolution degradation.
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Figure 6.9: The ∆θ resolution as a function of the OT misalignments.
6.3.3 Effect of the OT misalignment on the proper time
resolution
In this section the effect of the OT misalignment on the proper time (also
called decay time) resolution is studied for the B0d → pi+pi− decay. Similar
results have been obtained for the other decays of interest.
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The B0 decay time (t) is calculated as
t =
mp · d
p2
, (6.11)
wherem is the B0 mass, d is the distance between the primary and the B decay
vertex and p is the B0 momentum and can be affected by OT misalignments.
Assuming that p and d are parallel, the uncertainty on the proper time consists
of the following ingredients,
(δt)2 =
m2d2
p2
[(
δp
p
)2 + (
δd
d
)2] , (6.12)
where the first term ( δp
p
)2 represents the momentum uncertainty, while the
second term represents the uncertainty on the distance d between the primary
and the B decay vertex. Typically δp
p
≈ 0.005, while δd
d
≈ 100 µm
1 cm
= 0.01; the
two effects are comparable and the one derived from p cannot be neglected.
In Fig. 6.10 (a) the proper time resolution after the final selection for the
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Figure 6.10: (a): The proper time resolution for the B0d → pi+pi− channel. The
double Gaussian fit has a a core resolution of 35.2 fs at 91%, while the second
Gaussian has a resolution of 91.3 fs. (b): The proper time resolution for the B0d →
pi+pi− channel obtained by introducing in the fitting procedure a misalignment of
0.2 [mm/mrad]. The double Gaussian fit has a a core resolution of 38.3 fs at 87%,
while the second Gaussian has a resolution of 97.3 fs.
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B0d → pi+pi− channel is shown. The double Gaussian fit has a core resolution of
35.2 fs at 91%. In Fig. 6.10 (b) the decay time resolution obtained applying in
the re-fitting procedure a misalignment of 0.2 mm for the X,Y,Z translations
and 0.2 mrad for the X,Y,Z rotations both for the stations T1 and T3 in
opposite directions is shown. The double Gaussian fit now has a core resolution
of 38.3 fs at 87%.
This procedure has been iterated for several values of misalignment and
the results are summarized in Fig. 6.11 for the B0d → pi+pi−. The result shows
a small deterioration of the proper time resolution as a function of the OT
misalignments. This is due to the dependence of the proper time on the mo-
mentum as shown in Eq. (6.11).
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Figure 6.11: Proper time resolution as a function of the OT misalignments. The
values reported are the core resolutions of the double Gaussian fits.
6.4 Consequences of misalignments on B event
selection
Misalignments of the tracking system deteriorate the momentum resolution
and thus the invariant mass resolution. This will affect the background to
signal ratio (B/S) obtained by the event selection. The various background
sources for the B0(s) → h+h′− decays have been discussed in Section 6.1.3. Here,
first the effect of applying an ad hoc smearing of the momentum resolution, on
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the various channels, will be given, and then the effect of OT misalignments
in the most critical case will be analyzed in detail.
6.4.1 Effect of the momentum resolution on the back-
ground over signal ratio
In the following subsections the four different decays will be studied separately
and the variations of the background to signal ratio are studied as a function
of the mass resolution. The degraded values of mass resolution are obtained
by smearing the momentum as explained in Section 6.2. The values of mass
resolution considered are 23.7 MeV, 27.6 MeV, 32.8 MeV, 35.9 MeV, 39.6 MeV
and 46.2 MeV corresponding to the following values of momentum resolution:
0.5%, 0.6%, 0.7%, 0.8%, 0.9% and 1.0%, respectively. In the following, for
every value of the mass resolution, the mass window is chosen to optimize the
significance of the signal, expressed by the quantity S√
S+B
where S and B are
the signal and background events in a given mass window. An example is
shown in Fig. 6.12. Here the S√
S+B
ratio is plotted as a function of the mass
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Figure 6.12: The S√
S+B
ratio as a function of the mass window used to select the
events. The signal is composed by B0s → pi+K− events and the background are
B0d → pi+K− events. On the top right a zoom of the area between 79 and 93 MeV
is shown. The mass window value which optimizes the S√
S+B
ratio is 86 MeV.
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window. The signal is composed by B0s → pi+K− events and the background
are B0d → pi+K− events. The mass window value which optimizes the S√S+B
ratio is 86 MeV.
B0d → pi+pi− background study
Firstly, the effect of degrading the momentum resolution on the B0d → pi+pi−
signal events, assuming a background of B0d → K+pi− events, is studied. The
B0d → pi+pi− invariant mass distribution and the B0d → K+pi− background
are shown in Fig. 6.13 (a), assuming perfect alignment. The value of the
B/S ratio is plotted as a function of the B0d mass resolution in Fig. 6.13 (b).
The misidentification of a kaon as a pion moves the B0d → K+pi− invariant
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Figure 6.13: (a): the B0d → pi+pi− invariant mass distribution. The B0d → K+pi−
background is also visible. The left tail present in the B0d → pi+pi− mass distribution
is due to the presence of radiative photons in the final state. The mass window
is shown by means of two vertical lines. (b): The B/S ratio as a function of
the B0d mass resolution of the B
0
d → pi+pi−; the background considered is due to
B0d → K+pi− events. The errors on the B/S ratio are statistical only. The value of
the mass window has been chosen, for each value of the mass resolution, in order to
optimize the significance of the signal, expressed by the quantity S√
S+B
.
mass distribution on the left of the B0d → pi+pi− invariant mass distribution.
The degradation of the mass resolution, due to the procedure of smearing the
momentum, causes a broadening of both the signal and background invariant
mass distributions. The process of optimization of the mass window value
leaves the B/S ratio almost constant.
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B0d → K+pi− background study
Secondly, the effect of degrading the momentum resolution on the B0d → K+pi−
signal events and on the B0d → pi+pi− background is studied. The B0d → K+pi−
invariant mass distribution and the B0d → pi+pi− background are shown in
Fig. 6.14 (a), assuming perfect alignment. In Fig. 6.14 (b) the B/S ratio is
plotted as a function of the B0d mass resolution. As shown in Table 6.3 the
B0d → K+pi− annual yield is a factor four bigger than the B0d → pi+pi− yield,
thus producing a value of the B/S ratio smaller than the one shown in Fig. 6.13
(b).
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Figure 6.14: (a): the B0d → K+pi− invariant mass distribution. The B0d → pi+pi−
background is also visible. The left tail present in the B0d → K+pi− mass distribution
is due to the presence of radiative photons in the final state. The mass window
is shown by means of two vertical lines. (b): The B/S ratio as a function of
the B0d mass resolution of the B
0
d → K+pi−; the background considered is due to
B0d → pi+pi− events. The errors on the B/S ratio are statistical only. The value of
the mass window has been chosen, for each value of the mass resolution, in order to
optimize the significance of the signal, expressed by the quantity S√
S+B
.
B0s → K+K− background studies
Thirdly, the effect of degrading the momentum resolution on the B0s → K+K−
signal events and on the B0d → K+pi− background is studied. The B0s →
K+K− invariant mass distribution and the B0d → K+pi− background are shown
in Fig. 6.15 (a), assuming perfect alignment. In Fig. 6.15 (b) the B/S ratio is
plotted as a function of the B0s mass resolution. The B
0
d → K+pi− invariant
mass background distribution peaks on the left of the B0s → K+K− invariant
mass distribution due to the mass difference between the B0d and the B
0
s . The
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Figure 6.15: (a): the B0s → K+K− invariant mass distribution. The B0d → K+pi−
background is also visible. The mass window is shown by means of two vertical lines.
(b): The B/S ratio as a function of the B0s mass resolution of the B
0
s → K+K−; the
background considered is due to B0d → K+pi− events. The errors on the B/S ratio
are statistical only. The value of the mass window has been chosen, for each value
of the mass resolution, in order to optimize the significance of the signal, expressed
by the quantity S√
S+B
.
misidentification of a pion as a kaon moves the B0d → K+pi− invariant mass
distribution on the right, thus becoming a possible source of background for
the B0s → K+K−. The value of the mass window has been chosen, in order
to optimize the significance of the signal, as indicated by the two vertical lines
in Fig. 6.15 (a). This process leaves the B/S ratio almost constant for various
values of the mass resolution.
B0s → pi+K− background studies
Since the B0s → pi+K− and the B0d → pi+K− have the same particles in the
final state, these decay types cannot be identified by the use of particle identi-
fication. Instead, the separation relies on the invariant mass distributions. In
Fig. 6.16 (a) the B0s → pi+K− signal peak and the B0d → pi+K− background
contribution just on the left of the signal peak are shown in case of perfect
alignment. The mass window, chosen in order to optimize the significance of
the signal, is drawn by means of two vertical lines.
The procedure of degrading the momentum resolution of both the B0s →
pi+K− signal events and the B0d → pi+K− background events determines what
is shown in Fig. 6.16 (b). In Fig. 6.16 (b) the momentum resolution considered
is 1.0%; the B0d → pi+K− mass resolution distribution gets broader and a larger
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Figure 6.16: (a): The B0s → pi+K− signal and the B0d → pi+K− specific back-
ground on the left. (b): The effect of smearing the momentum and degrading the
mass resolution of the B0s → pi+K− events and of the B0d → pi+K− events for a
value of momentum resolution of 1.0%. In both cases the value of the mass window,
drawn by means of two vertical lines, has been chosen in order to optimize the sig-
nificance of the signal, expressed by the quantity S√
S+B
. The left tail present in the
B0s → pi+K− mass distribution is due to the presence of radiative photons in the
final state.
number of background events belonging to the B0d → pi+K− peak falls into the
mass window. It can be seen that the B0d → pi+K− background strongly
dominates the B0s → pi+K− signal.
In Fig. 6.17 the B/S ratio is plotted as a function of the B0s mass resolution.
The value of the mass window has been chosen, for each value of the mass
resolution, in order to optimize the significance of the signal, expressed by the
quantity S√
S+B
.
The variation of the background estimate as a function of the mass res-
olution have been studied for all the four B0(s) → h+h′− channels, by using
the smearing of the momentum as explained in Section 6.2. These studied
have shown that a particularly critical situation appears in the B0s → pi+K−
channel. As a consequence for this decay the variations of the background es-
timation have been studied, not only at the toy level, but introducing directly
the OT misalignments at the re-fitting level, as explained in Section 6.3.1. This
has been done in order to directly study the effect of the OT misalignments
on the mass resolution and on the B/S ratio for the B0s → pi+K−.
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Figure 6.17: The B/S ratio as a function of the B0s mass resolution forB
0
s → pi+K−
events; the background considered is due to B0d → pi+K− events. The errors on the
B/S ratio are statistical only. The value of the mass window has been chosen, for
each value of the mass resolution, in order to optimize the significance of the signal,
expressed by the quantity S√
S+B
.
6.4.2 OT misalignments and B0s → pi+K− selection
The effects of OT misalignments on the reconstructed B0s → pi+K− mass
value and on the mass resolution are shown in Fig. 6.18. Figure 6.18 shows
both the B0s mass value and the B
0
s mass resolution as a function of the OT
misalignments. As expected, a clear degradation of the mass resolution as a
function of the OT misalignments is visible, while the B0s mass value does not
significantly change as a function of the OT misalignments.
In Fig. 6.19 (a) the B0s → pi+K− signal peak and the B0d → pi+K− back-
ground contribution just on the left of the signal peak are shown. The OT
misalignments applied both at the B0s → pi+K− signal events and at the
B0d → pi+K− background events determine what is shown in Fig. 6.19 (b).
In Fig. 6.19 (b) the misalignment configuration considered is 0.2 [mm/mrad].
In this case the B0d → pi+K− starts to dominate the B0s → pi+K− signal peak.
In Fig. 6.20 the B/S ratio is plotted as a function of the OT misalignments
and of the B0s mass resolution. Indeed at the level of an OT misalignment of
0.2 [mm/mrad] the Background to Signal ratio already reaches a level of 1.0.
In addition, the fact that the signal does not sit on top of a flat background,
but rather on the sharp rise of the background, can reduce the LHCb sensitiv-
ity to B0s → pi+K− signal events. These studies demonstrate the need for an
accurate OT alignment procedure.
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Figure 6.18: (a): average reconstructed B0s mass as a function of the OT mis-
alignments. (b): The mass resolution as a function of the OT misalignments. A
misalignment of 0.5 [mm/mrad] indicates that the stations T1 and T3 have been
translated of 0.5 mm in X,Y,Z and at the same time rotated of 0.5 mrad around the
X,Y,Z axis in opposite directions.
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Figure 6.19: (a): The B0s → pi+K− signal and the B0d → pi+K− specific back-
ground on the left. (b): The explicit effect of a 0.2 [mm/mrad] OT misalign-
ment creates a degradation of the mass resolution of the B0s → pi+K− and of the
B0d → pi+K−. The left tail present in the B0s → pi+K− mass distribution is due to
the presence of radiative photons in the final state.
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Figure 6.20: The B/S ratio as a function of the OT misalignments and of the B0s
mass resolution for the B0s → pi+K−; the background considered is the B0d → pi+K−.
The errors on the B/S ratio are statistical only. The value of the mass window has
been chosen, for every OT misalignment configuration, in order to optimize the
significance of the signal, expressed by the quantity S√
S+B
.
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Chapter 7
B0
(s)
→ h+h′− physics sensitivity
studies
Ambition is the last refuge of the failure.
Oscar Wilde (1854 -1900)
Here, the impact of having a deteriorated mass resolution on the physics
sensitivity of the B0(s) → h+h′− channels is studied. As was discussed in Chap-
ter 1 the combined measurement of the time-dependent CP asymmetries of
B0d → pi+pi− and B0s → K+K− decays allows to determine the Unitarity Tri-
angle angle γ, up to U-spin symmetry breaking corrections.
The LHCb sensitivity to the CP asymmetries and consequently to γ is
studied for different values of the mass resolution, corresponding to different
misalignment configurations. The values of mass resolution used are taken
from the studies reported in Chapter 6.
In Section 7.1 the B0(s) → h+h′− fast Monte Carlo simulation is described.
The separate fits of the B0d and of the B
0
s decays are explained in Section 7.2.
Section 7.3 introduces the procedure used to extract the Unitarity Triangle
angle γ. The last section is dedicated to the LHCb sensitivity to γ.
7.1 A fast Monte Carlo simulation for the B0(s) →
h+h′− channels
The performance of the experiment has been estimated with the help of fast toy
Monte Carlo studies by using multidimensional probability functions (PDFs)
to mimic the outcome of an analysis of data acquired at LHCb. Two different
Monte Carlos deal separately with the two B0d decays and the two B
0
s decays.
The results are then combined at a later stage. The background considered is
the bb¯ inclusive background.
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The expressions of the decay rates for B and B mesons (ΓB→f (t), ΓB→f (t))
introduced in Chapter 1 (see Eq. (1.26)), need to be modified by taking into
account the following experimental effects: the flavour tagging (the flavour
tagging is used to determine whether the selected B was produced as a b or
a b¯), the presence of background, the signal acceptance as a function of the
proper time after trigger and oﬄine-selection, and the resolution on the proper
time measurement. The observed decay rates (Γobsf (t)) for events tagged as B
and B, respectively, can be written as
Γobsf (t) = (t)
∫ [
(1− ω)ΓB→f (τ) + ωΓB→f (τ)
]
G(τ−t)dτ + Γbkg(t) , (7.1)
and
Γ
obs
f (t) = (t)
∫ [
ωΓB→f (τ) + (1− ω)ΓB→f (τ)
]
G(τ−t)dτ + Γbkg(t) , (7.2)
where ω is the mistag probability. Here, G(∆t) describes the proper time
resolution and can be expressed by a Gaussian function with a width of σ∆t
G(∆t) =
1√
2piσ∆t
exp
(
− ∆t
2
2σ2∆t
)
, (7.3)
where, ∆t = t−τ , t is the reconstructed proper time while τ is the true proper
time. The acceptance as function of the proper time, (t), is expressed by
(t) =
(αt)5
1 + e(αt)5
. (7.4)
The function Γbkg(t) describes the proper time dependence of the back-
ground rate. Its functional form for combinatorial background will be extracted
from data by studying the proper time distribution in the mass sidebands spec-
trum. It can be written as an exponential decay times the acceptance function,
Γbkg(t) ∝ e−ηt (δt)
5
1 + e(δt)5
, (7.5)
and is normalized to unity such that∫
Γbkg(t)dt = 1 . (7.6)
Using Eq. (1.26), the signal decay rate
Γf,Sig(t) = (t)
∫ [
(1− ω)ΓB→f (τ) + ωΓB→f (τ)
]
G(τ − t)dτ
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can be re-written introducing a discrete variable, q, (see also Ref [109]) as,
Γf,Sig(t, q) = (t)
|Af |2
2
∫
e−Γτ [I+(τ) + q(1− 2ω)I−(τ)]G(τ − t)dτ (7.7)
where the following functions have been introduced
I+(t) =
(
1 + |λf |2
)
cosh
∆Γ
2
t− 2Re(λf ) sinh ∆Γ
2
t ,
I−(t) =
(
1− |λf |2
)
cos∆mt− 2Im(λf ) sin∆mt . (7.8)
The variable q takes the values +1 for events tagged as B, and -1 for events
tagged as B.
The probability density functions (PDFs) for the continuous variable t and
the discrete variable q are obtained by normalizing the decay rates,
Pf (t, q) =
Γobsf (t, q)∫
Γobsf (τ)dτ
=
f · Γf,Sig(t, q) + 1−f2 · Γf,bkg(t)∫
Γobsf (τ)dτ
, (7.9)
where f is the fraction of signal events, Γf,Sig(t, q) and Γf,bkg(t) are the signal
and background decay rates. Here, Γf,bkg(t) is given by Eq. (7.5). The integral∫
Γobsf (τ)dτ gives the proper normalization.
By introducing the invariant mass m, which is measured for each event
together with the proper time t, one can write a joint PDFs as
Pf (t,m, q) =
f · Γf,Sig(t, q) gSig(m) + 1−f2 · Γf,bkg(t) gbkg(m)∫
Γobsf (τ)dτ
, (7.10)
where gSig(m) is the signal mass distribution, parametrized by a Gaussian
function
gSig(m) =
1√
2piσm
exp
(
−(m−m)
2
2σ2m
)
. (7.11)
Here, m is the mean of the mass distribution and σm is its width. The back-
ground mass distribution is given by
gbkg(m) =
µ exp(−µm)
exp(−µmmin)− exp(−µmmax) . (7.12)
Here, mmin = 4.9 GeV and mmax = 5.7 GeV are the minimum and maximum
mass values accepted by the trigger. The value of the parameter µ has been
determined by using the full simulation, fitting the previous expression to
generic bb¯ background events that passed the trigger and the selection criteria.
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The expressions of the likelihood functions, to be used to extract the physics
parameters of interest from data, are built from the joint PDFs. In the case f
is a CP eigenstate, the likelihood is defined as
Lf =
NCP∏
i=1
Pf (ti, mi, qi) . (7.13)
As an example Fig. 7.1 shows the B0d → pi+pi− mass distribution of the
data. The curve is the corresponding projection of the likelihood in Eq. (7.13)
on the mass parameter. Similarly, Fig. 7.2 shows the B0s → K+K− decay
Figure 7.1: The B0d → pi+pi− mass distribution on top of the bb¯ inclusive back-
ground mass distribution. The B0d → pi+pi− mass distribution has been built with a
resolution of 23 MeV.
rate of the data. The curve is the corresponding projection of the likelihood
in Eq. (7.13) on the time parameter. Both the signal and the bb¯ inclusive
background distributions are shown.
7.2 Fitting the asymmetry observables
As explained in Section 1.3.3, the extraction of the Unitarity Triangle angle γ
through the equations Eq. (1.44) and Eq. (1.45) is done by using the quantities
Cf and Sf , for B
0
d → pi+pi− and B0s → K+K− events. These quantities
parametrize direct and mixing induced CP violation, respectively; they can be
obtained from the theoretical decay rates ΓB→f (or the observed decay rates
Γobsf and the joint PDF Pf (t,m)), as can be seen from Eq. (1.26).
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Figure 7.2: The B0s → K+K− decay rate. The contribution to the total rate of
the bb¯ inclusive background is also visible. The value of ∆ms used to produce this
plot is 20 ps−1.
Introducing the experimental CP asymmetry (the theoretical definition of
the CP asymmetry is reported in Eq. (1.28)) for the B0d → pi+pi− decay
Apipi(t) = (1− 2ω) [−Cpipi cos∆mdt+ Spipi sin∆mdt] , (7.14)
and for the B0s → K+K− decay
AKK(t) = (1− 2ω) [−CKK cos∆mst+ SKK sin∆mst]
cosh ∆Γs
2
t−DKK sin ∆Γs2 t
, (7.15)
one observes that is not possible to extract Cpipi, Spipi and ω simultaneously
for the B0d → pi+pi− events. Similarly, is not possible to extract CKK , SKK
and ω simultaneously for the B0s → K+K−. A way out consists in making
use of the B0d → K+pi− (B0s → pi+K−) decay, which is topologically similar
to the B0d → pi+pi− (B0s → K+K−) decay, in order to extract ω. For the
B0d → K+pi− and the B0s → pi+K− decays, the final state f differs from f¯ . As a
consequence for the B0d → K+pi− decay two experimental mixing asymmetries
can be written
AK+pi− = −(1− 2ω) cos∆mdt , (7.16)
and
AK−pi+ = (1− 2ω) cos∆mdt . (7.17)
142 B0(s) → h+h′− physics sensitivity studies
Similarly, for the B0s → pi+K− two experimental mixing asymmetries can be
written
Api+K− = −(1− 2ω) cos∆mst
cosh ∆Γs
2
t
, (7.18)
and
Api−K+ = (1− 2ω) cos∆mst
cosh ∆Γs
2
t
. (7.19)
These asymmetries can be used to extract ω. There will therefore be two
separate fits, the B0d fit, with the information of the B
0
d → pi+pi− and of
the B0d → K+pi− decays, and the B0s fit, by using the information of the
B0s → K+K− and of the B0s → pi+K− decays. Furthermore, in the B0d and in
the B0s fits, in order to separate the different decays, the particle ID information
is used.
Once the final PDF is built, as described in the previous section, data are
first generated according to a set of input parameters. Then, the same data
are used to perform a maximum likelihood minimization fit to the physics
parameters Cf and Sf . The parameters used as input to the fit are
 Cpipi, Spipi for the B0d system and CKK and SKK for the B
0
s system.
 The mixing asymmetry AKpi for the B0d → K+pi− (in the B0d system) and
the mixing asymmetry ApiK for the B0s → pi+K− (in the B0s system).
 The number of selected events, corresponding to the annual yield (see
Table 6.3).
 Two parameters for the mass distribution (m and σm) both for the B0d
system and for the B0s system (see Eq. (7.11)).
 The parameter α for the signal proper time acceptance (see Eq. (7.4)).
 The parameter σ∆t for the proper time resolution (see Eq. (7.3)).
 The wrong tagging fraction ω and the tagging efficiency tag for the B0d
system and for the B0s system.
 The Background to Signal ratio for bb¯ inclusive background (see Ta-
ble 6.4).
 The parameter µ for the bb¯ inclusive background.
 The parameters δ and η for the background proper time, see Eq. (7.5).
 The average decay width for the B0d system (Γd) and for the B
0
s system
(Γs).
7.2 Fitting the asymmetry observables 143
 The difference of decay widths for the B0d system (∆Γd) and for the B
0
s
system (∆Γs).
 The mass difference of the B0d mass eigenstates (∆md) and of the B
0
s
mass eigenstates (∆ms).
Table 7.1 shows the initial values of the fit parameters. The combined
B0d fit B
0
s fit
Parameter B0d → pi+pi− B0d → K+pi− B0s → K+K− B0s → pi+K−
Annual Yield 35 × 103 133 × 103 35 × 103 9.6 × 103
m [GeV] 5.279 5.369
σm [GeV] 0.023 0.023
α [ps−1] 1.30
σ∆t [fs] 39.1
tag in [%] 64 60
ω in [%] 35 29
bb¯ B/S ratio 0.47 0.15 < 0.06 1.95
µ [GeV] 1.34
δ 1.31
η [ps−1] 0.99
Γd [ps
−1] 1/1.54
Γs [ps
−1] 1/1.46
∆Γd [ps
−1] 0
∆Γs [ps
−1] 0.0685
∆md [ps
−1] 0.507
∆ms [ps
−1] 17.77
Cf -0.36 0.08
Sf -0.49 0.17
AKpi -0.093
ApiK 0.39
Table 7.1: Initial values of the parameters used as input to the likelihood fit of the
four B0(s) → h+h′− channels. The values of Cf and Sf for the B0d → pi+pi− and the
value of AKpi for the B0d → K+pi− decays are taken from Ref [18]. The values of Cf
and Sf for the B
0
s → K+K− and the value of ApiK for the B0s → pi+K− decays are
estimated according to U-spin symmetry [109].
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fit of the B0d → pi+pi− decay and of the B0d → K+pi− decay, as well as the
combined fit of the B0s → K+K− decay and of the B0s → pi+K− decay, has
been performed for different values of the mass resolution. The results are
reported in the next subsection.
7.2.1 Sensitivity on Cf and Sf
Figure 7.3 shows Cpipi, Spipi and their errors, plotted as a function of the B
0
d
mass resolution for the B0d → pi+pi− channel. The values of mass resolution
considered are 23 MeV, 28 MeV, 31 MeV, 35 MeV, 41 MeV, 49 MeV and
56 MeV corresponding to the misalignment configurations shown in Fig. 6.8.
Every point in Fig. 7.3 has been obtained as the average of 50 independent
experiments. The results show that the central values found for both Cpipi and
Spipi do not change as a function of the mass resolution while a relative increase
in their errors up to 20% can be seen. Analogously, Fig. 7.4 shows the result
for the B0s → K+K− channel. The values of mass resolution considered are
23 MeV, 28 MeV, 31 MeV, 33 MeV, 38 MeV, 47 MeV and 53 MeV. Here,
CKK , SKK and their errors are plotted as a function of the B
0
s mass resolution.
Every point in Fig. 7.4 has been obtained as the average of 50 independent
experiments. The results show that the central values found for both CKK and
SKK also do not change as a function of the mass resolution, while a relative
increase in their errors up to 20% can be seen.
In general, the worsening of the mass resolution has the effect of enlarging
the fraction of bb¯ inclusive background events under the peak. This would
increase the dilution from the background and should affect the sensitivity to
all the variables taken into account in a similar way.
7.3 Extraction of the Unitarity Triangle angle
γ
As explained in Section 1.3.3, Cpipi, Spipi, CKK and SKK are related to the
Unitarity Triangle angle γ through the equations Eq. (1.44) and Eq. (1.45). In
this system of four equations, there are seven unknowns: γ, d, ϑ, d′, ϑ′, φd and
φs. Given that φd and φs can be measured from the B
0
d → J/ψKS decay and
from the B0s → J/ψφ decay, respectively, as explained in Section 1.3.3, there
are 5 unknowns left and four equations. At this point, assuming the validity
of U-spin symmetry which allows the exchange of d and s quarks, it is possible
to write
d = d′ (7.20)
and
ϑ = ϑ′ . (7.21)
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Figure 7.3: (a): Cpipi as a function of the B0d mass resolution. (b): Spipi as a
function of the B0d mass resolution. (c): the error on Cpipi as a function of the B
0
d
mass resolution. (d): the error on Spipi as a function of the B
0
d mass resolution.
So finally there are three unknowns left and the problem is over-constrained.
The Unitarity Triangle angle γ is extracted by means of a UTFit Bayesian
approach [111, 112] which allows to find the maximum likelihood estimation
for the parameters d, ϑ and γ, once the inputs of Cpipi, Spipi, CKK , SKK , φd and
φs are determined.
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Figure 7.4: (a): CKK as a function of the B0s mass resolution. (b): SKK as a
function of the B0s mass resolution. (c): the error on CKK as a function of the B
0
s
mass resolution. (d): the error on SKK as a function of the B
0
s mass resolution.
7.4 Sensitivity on γ
The sensitivity for γ obtained, is taken as half of the 68% probability interval
of the resulting PDF distribution obtained after integration over d and ϑ. In
the following study the sensitivity to the Unitarity Triangle angle γ is studied
in three different scenarios:
 Assuming perfect U-spin symmetry: d = d′ and ϑ = ϑ′ .
 Assuming a weaker assumption on the U-spin symmetry: d = d′ and no
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constraint on ϑ and ϑ′ .
 Assuming an even weaker assumption on the U-spin symmetry: ξ = d′/d
is assumed to be in the range [0.8,1.2], with each value in the interval
equally likely. No constraint is set on ϑ and ϑ′.
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Figure 7.5: (Top Left): The
probability density obtained for γ
in case of perfect U-spin symme-
try. Half of the 68% probability
interval corresponds to a sensitiv-
ity of 2.8◦. (Top Right): The
probability density obtained for γ
with a weaker assumption on the
U-spin symmetry: d = d′ and no
constraint on ϑ and ϑ′. Half of
the 68% probability interval cor-
responds to a sensitivity of 4.6◦.
(Bottom Left): The probabil-
ity density obtained for γ with an
even weaker assumption on the U-
spin symmetry: ξ = d′/d is as-
sumed to be in the range [0.8,1.2],
with each value in the interval
equally likely. No constraint is set
on ϑ and ϑ′. Half of the 68% prob-
ability interval corresponds to a
sensitivity of 4.7◦. In all three
cases the 68% and 95% probabil-
ity intervals are indicated.
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Figure 7.5 (top left) shows an example of a resulting PDF for γ, obtained
assuming perfect U-spin symmetry. Half of the 68% probability interval cor-
responds to a sensitivity of 2.8◦. Figure 7.5 (top right) shows an example of a
resulting PDF for γ, obtained in the second scenario. Half of the 68% prob-
ability interval corresponds to a sensitivity of 4.6◦. Figure 7.5 (bottom left))
shows an example of a resulting PDF for γ, obtained in the third scenario.
Half of the 68% probability interval corresponds to a sensitivity of 4.7◦. The
68% and 95% intervals are shown in the figure in all three cases.
The effect on the extraction of γ of varying the values and the errors on
Cpipi, Spipi, CKK and SKK , as discussed in Section 7.2.1, has been studied. In
Fig. 7.6 the values of σ(γ), considering the 68% probability interval, are shown
as a function of the effective misalignment scenarios. Similarly in Fig. 7.7, the
values of σ(γ) are shown as a function of the effective misalignment scenarios,
considering the 95% probability interval. This study has been repeated for
the three U-spin breaking scenarios described above. Every point has been
obtained as the average of 10 independent experiments. The input value of γ
used is 65◦.
Note that the central value of γ in all the scenarios is not significantly
affected by changing the values of the CP asymmetries, resulting from the
various assumed mass resolutions, since the central values of Cf and Sf are
also not affected. The value of σ(γ) increases in all the three cases. The extent
of the worsening of σ(γ) (both in the case of the 68% probability interval and
in the case of 95% probability interval) is approximately up to 30% in the
worst misalignment case. This worsening can be seen in all the three U-spin
scenarios considered.
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Figure 7.6: (Left): From top to bottom, the value of γ as a function of the effective
misalignment scenarios, for the three different U-spin breaking scenarios considered.
(Right): From top to bottom, the value of σ(γ) as a function of the effective
misalignment scenarios, for the three different U-spin breaking scenarios considered.
In all the plots the 68% probability intervals is considered.
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Figure 7.7: (Left): From top to bottom, the value of γ as a function of the effective
misalignment scenarios, for the three different U-spin breaking scenarios considered.
(Right): From top to bottom, the value of σ(γ) as a function of the effective
misalignment scenarios, for the three different U-spin breaking scenarios considered.
In all the plots the 95% probability intervals is considered.
Chapter 8
B0s → µ+µ− mass resolution and
sensitivity studies
In individuals, insanity is rare;
but in groups, parties, nations and epochs, it is the rule.
Friedrich Nietzche (1844 - 1900)
Here, the LHCb sensitivity to B0s → µ+µ− decays is studied, with partic-
ular emphasis on the consequences of having a misaligned OT detector. In
Section 8.1 the event selection is described and the various sources of back-
ground are considered. In Section 8.2 possible effects of OT misalignments are
studied. The B0s → µ+µ− LHCb sensitivity and in particular the impact of
OT misalignments on the sensitivity, is analyzed in Section 8.3.
8.1 Event selection and background studies
The topology of the B0s → µ+µ− decay is shown in Fig. 8.1. The selection of
reconstructed B0s → µ+µ− events is obtained by requiring the presence of two
muons with an invariant mass corresponding to the mass of the B0s candidate
(|M(Brec) − M(Btrue)| < ∆m). Moreover, a number of selection criteria is
applied:
 A maximal requirement on the χ2 of the B decay vertex fit to the daugh-
ter particles. In case multiple primary vertices are present, the primary
vertex is chosen by looking at the significance of the impact parameter
of the B0s .
 A minimal requirement on the significance of the separation distance
between the primary and the B vertex ((Zsec − Zprim)/σ), since the B
vertex is detached from the primary vertex.
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 A maximal requirement on the angle (θ) between the decay distance vec-
tor (secondary vertex - primary vertex) and direction of the B0s momen-
tum, to ensure that the reconstructed decay distance vector corresponds
to the reconstructed momentum vector of the B0s .
PV
µ+
µ-
B0s SV
IPB
IP1
IP2
θ
Figure 8.1: Topology of a reconstructed B0s → µ+µ− decay. Here, PV and SV
indicate the primary and secondary vertex respectively, and IP indicates the Impact
Parameter.
The exact selection criteria used are summarized in Table 8.1.
Parameter used
for selection Selection cuts
|∆m| (MeV) < 60
µµ vertex fit χ2 < 4
B0s IP/σIP < 3.5
(Zsec − Zprim)/σ > 29.0
θ (rad) < 0.1
Table 8.1: Selection cuts applied for the B0s → µ+µ− channel.
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8.1.1 Signal event yield
The annual number of B0s → µ+µ− signal events that LHCb expects to select
can be determined as follows,
Nyear = Lint × σbb¯ × 2× fB × BR× tot , (8.1)
where Lint is the integrated annual luminosity (Lint = 2 fb
−1 corresponds to
107 s at 2 × 1032 cm−2 s−1), σbb¯ is the bb¯ production cross section (σbb¯ =
500 µb), the factor 2 takes into account the production of both b- and b¯-
hadrons, fB represents the probability for a b¯-quark to hadronize into a B
0
s (fB
= 10.0% for B0s [18]), BR is the branching ratio of the decay of interest (the
Standard Model BR is 3.5 × 10−9 [33, 34]) and tot is the overall experimental
efficiency. It is computed as follows,
tot = gen × sel/gen , (8.2)
where gen is the generation efficiency and sel/gen is the oﬄine selection ef-
ficiency for the generated events. Here, gen takes into account that, in the
Monte Carlo generator an angular requirement is applied in the polar angle,
θB, of the B meson: θB < 400 mrad. The values of the various contributions
are listed in Table 8.2. Observe that the trigger contribution has not been
taken in account in this analysis.
Channel gen [%] sel/gen [%] tot [%]
B0s → µ+µ− 34.8 9.2 3.2
Table 8.2: Summary of signal efficiencies in % for the B0s → µ+µ− channel.
The expected Standard Model yield, computed as in Eq. (8.1), is of 22
events per year.
8.1.2 B0s → µ+µ− background studies
The sources of background for the B0s → µ+µ− can be of different natures. An
accurate estimate of the amount of background requires an enormous amount
of Monte Carlo (MC) events and is therefore difficult. Selecting the events from
a generic sample of 3×106 bb¯ inclusive events, by only applying two criteria, the
invariant mass window cut (600 MeV) and the cut on the significance of the
impact parameter (15), one observes that the dominant source of background
is events where the two muons come from different semi-leptonic B mesons,
b→ µνµX, b¯→ µνµX [113].
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This type of background has therefore been studied directly with a sample
of 9.6×106 b→ µνµX, b¯→ µνµX events. After applying the selection cuts of
Table 8.1, no event passes the selection. This remains true even if the invariant
mass window is enlarged to 600 MeV. Therefore, only upper limits have been
obtained for the background events. The Background to Signal ratio (B/S) is
calculated as (
B
S
)b→µX
=
(BRb→µX)2 · b→µX,b¯→µXtot
2 · fB · BRsig · sigtot
× ∆Msig
∆Mbkg
. (8.3)
Here, b→µX,b¯→µXtot and 
sig
tot are the total efficiencies for the b→ µνµX, b¯→ µνµX
background and for the signal. The value of BRb→µX used is 0.105 [113]. The
factor
∆Msig
∆Mbkg
takes in account that the signal events have been selected in a
60 MeV mass window, while the background events have been selected in a
600 MeV mass window and is
∆Msig
∆Mbkg
= 60
600
= 0.1. The total efficiencies for the
b→ µνµX, b¯→ µνµX background is b¯b→µXtot < 19.6·106 at 63% confidence level.
The results are shown in Table 8.3.
Event type B/S Nyear
B0s → µ+µ− 22
b→ µνµX, b¯→ µνµX ≤ 5.1 ≤ 112
Table 8.3: Number of events per year (Lint = 2 fb−1 corresponds to 107 s at 2
× 1032 cm−2 s−1) and B/S ratio after the final selection. Since the number of
background events is 0 after the final selection only upper limits are quoted.
8.2 Misalignments and Invariant Mass Reso-
lution
As was discussed in Section 6.2, the invariant mass resolution of a two-body B
decay is dominated by the momentum resolution. This is verified in Fig. 8.2
for signal B0s → µ+µ− events selected as discussed in Section 8.1. In the figure
the effect of the experimental resolutions contributing to the invariant mass
resolution are shown. The plots show how the mass resolution is affected when
the reconstructed momenta and the opening angle are replaced by the Monte
Carlo true values from the GEANT 4 simulation. The figure illustrates that
indeed the mass resolution is dominated by the momentum resolution of the
two daughters.
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Figure 8.2: (a): the B0s mass distribution obtained by using the reconstructed
momentum and the reconstructed angle θ. (b): the B0s mass distribution obtained
by using the true Monte Carlo momentum and the reconstructed angle θ. (c):
the B0s mass distribution obtained by using the reconstructed momentum and the
true MC angle θ. (d): the B0s mass distribution obtained by using the true MC
momentum and the true MC angle θ.
In order to study the effect of a deteriorated momentum resolution on the
invariant mass, the values of the reconstructed momentum of the two muons
have been smeared, analogously to what has been done in Section 6.2 in the
B0(s) → h+h′− case. The study has been performed with B0s → µ+µ− events
that passed the selection criteria described in Section 8.1. The results are
shown in Fig. 8.3, where the mass resolution is plotted as a function of the
momentum resolution of the muons. The curve in Fig. 8.3 is a fit to the data
according to Eq. (6.10). Note that the fit is rather insensitive to the parameter
A.
The effect of OT misalignments on the momentum reconstruction was al-
ready discussed in Chapter 6. Here, the effects of OT misalignments on the
B0s → µ+µ− invariant mass resolution are estimated with the procedure of
re-fitting in DaVinci as explained in Section 6.3.1. In the following a mis-
alignment of, for example, 0.5 [mm/mrad] indicates that the stations T1 and
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Figure 8.3: The B0s invariant mass resolution as a function of the momentum res-
olution of the muons. The curve denotes a fit to the data according to Eq. (6.10).
T3 have been translated by 0.5 mm in X,Y,Z and at the same time rotated
by 0.5 mrad around the X,Y,Z axis in opposite directions. Figure 8.4 shows
both the B0s mass value and the B
0
s mass resolution as a function of the OT
misalignments; a clear degradation of the mass resolution as a function of the
OT misalignments is visible, while the reconstructed B0s mass value does not
significantly change as a function of OT misalignments.
8.3 Sensitivity studies
The impact of a deteriorated invariant mass resolution on the LHCb sensitiv-
ity to B0s → µ+µ− decays has been studied following two different approaches.
In the first approach, the mass distribution of signal and background events
has been parameterized by a Gaussian distribution and a first order polyno-
mial, respectively. In the second approach, a list of events containing the
reconstructed B0s mass value and its error δm is taken from the result of the
selection procedure in the DaVinci program.
Approach 1: Toy Signal Input
In the first approach, two different probability density functions (PDFs) have
been built, one for the signal and one for the background events. The signal
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Figure 8.4: (a): the B0s mass as a function of OT misalignments. (b): the B
0
s
mass resolution as a function of OT misalignments.
distribution is parameterized by means of a Gaussian function defined by a
mean m and a sigma σm. The default value of σm used is 23 MeV, correspond-
ing to the perfect aligned case. The signal distribution is parameterized with
a Gaussian,
S(m) =
1√
2piσm
exp
(
−(m−m)
2
2σ2m
)
. (8.4)
The background PDF, composed of b → µνµX, b¯ → µνµX events, is parame-
terized as
B(m) =
1 + a ·m
mmax −mmin + a2(m2max −m2min)
, (8.5)
where m is the mass value, mmin is 4.8 GeV, mmax is 6.0 GeV, while a =
−0.056± 0.031 [113]. The two PDFs have then been combined to
M(m) = f · S(m) + (1− f) ·B(m) , (8.6)
where S(m) and B(m) are the signal and background PDFs, while f is the
fraction of signal events, given by
f =
S
S +B
, (8.7)
where S and B are the number of signal and background events in the 4.8-
6.0 GeV mass window.
The resulting PDF is used to generate a toy data set. The same PDF is
fitted to the obtained mass distribution while floating the fit parameters f , m,
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σm and a. From the fit one extracts the significance of the signal, defined as
f
σf
, (8.8)
where σf is the fitted uncertainty on the parameter f . Figure 8.5 shows the
generated data and the fit to the data, in case of perfect alignment. The
significance of the signal as obtained from the fit is 4.3 ± 0.3 with five years
of LHCb data taking at the nominal LHCb luminosity, assuming the Standard
Model branching ratio prediction for the B0s → µ+µ− decay. The original
value of f assumed is 110
110+5600
= 0.0193. Here 110 is the annual yield for 5
years of nominal data taking, while 5600 is the background upper limit for 5
years of nominal data taking, considering that the mass window here is ten
times bigger than the one yielding the results in Table 8.3 and assuming that
the background is linear. The variations of the significance of the signal as a
function of the B0s mass resolution can be studied by varying the σm value of
the Gaussian signal distribution. As an example the distribution in Fig. 8.6
has been obtained building, for the signal events, a Gaussian distribution with
a resolution of 56.5 MeV, corresponding to a momentum resolution of 1.25%.
The significance of the signal obtained in this case is reduced to 1.2 ± 0.3.
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Figure 8.5: The B0s → µ+µ− signal and background mass distributions. The signal
input has been generated according to a Gaussian distribution with a resolution of
23 MeV, corresponding to the perfect aligned case. The significance of the signal as
obtained from the fit is 4.3 ± 0.3 with five years of LHCb data taking at nominal
luminosity.
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Figure 8.6: The B0s → µ+µ− signal and background mass distributions. The signal
input has been generated according to a Gaussian distribution with a resolution of
56.5 MeV, corresponding to a momentum resolution of 1.25%. The significance of
the signal as obtained from the fit is 1.2 ± 0.3 with five years of LHCb data taking
at nominal luminosity.
Figure 8.7 shows the significance of the signal (with five years of LHCb data
taking at nominal luminosity), as a function of the mass resolution. The values
of mass resolutions used are 23 MeV, 26 MeV, 30 MeV, 35 MeV, 41 MeV,
45 MeV and 56.5 MeV. They correspond to the following values of momentum
resolutions: 0.5%, 0.6%, 0.7%, 0.8%, 0.9%, 1.0% and 1.25%, respectively.
Approach 2: DaVinci Signal Input
In the second approach, a list of events containing the B0s mass value and its
error δm is taken from the result of the selection in DaVinci. As in the first
approach the background list has been generated with 5600 entries according
to the parametrization described in Eq. (8.5). The two lists are then merged
and the invariant mass distribution in Fig. 8.8 is obtained. This distribution
is very similar to the one shown in Fig. 8.5.
A model is built to describe the data, similar to the one in the first approach
(see Eq. (8.6)). The difference is that the event by event reconstructed error
on the invariant mass, δm , as obtained from the track reconstruction, is used.
The signal part of the PDF can be re-written as
S(m, δm) = S(m|δm)⊗ g(δm) , (8.9)
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Figure 8.7: The significance of the signal, with five years of LHCb data taking at
nominal luminosity, as a function of the B0s mass resolution.
where S(m|δm) has the same shape as the PDF in Eq. (8.4), while g(δm) is a
PDF describing the error on the mass. This error is scaled by an experimental
“Scale Factor”:
σm = ScaleFactor × δm . (8.10)
The “Scale Factor”models the possibility that the error on the mass δm might
be underestimated or overestimated. Similarly the background part of the
PDF is written as
B(m, δm) = B(m|δm)⊗ g(δm) , (8.11)
where B(m|δm) has the same shape as the PDF in Eq. (8.5), while for g(δm)
it is assumed that it has the same shape as for the signal part of the PDF. The
signal and the background PDFs are combined according to
M(m, δm) = f · S(m, δm) + (1− f) ·B(m, δm) , (8.12)
and the resulting PDF is fit to the data. Figure 8.8 shows both the signal and
background data, while the line denotes the fit to the data. The significance
of the signal as obtained from the fit is in this case 4.7 ± 0.3 with five years
of LHCb data taking at the nominal luminosity. The “Scale Factor” is also
determined from the fit: 1.34 ± 0.17. This value can be compared to the
σ resulting from the Gaussian fit of the (mrec −mtrue)/δm distribution, also
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Figure 8.8: The B0s → µ+µ− signal and background mass distributions. The signal
input has been taken directly from the DaVinci output. The significance of the
signal as obtained from the fit is 4.7 ± 0.3 with five years of LHCb data taking at
nominal luminosity.
known as mass pull distribution. The mass pull distribution, as obtained for
selected events, is shown in Fig. 8.9 and agrees with the “Scale Factor”.
Repeating this procedure for different values of OT misalignments the sen-
sitivity can be studied directly for various OT misalignment configurations.
The effect of OT misalignments is to broaden the invariant mass peak of the
B0s → µ+µ− decay. As an example the distribution in Fig. 8.10 has been ob-
tained by introducing a misalignment of 1.0 [mm/mrad]. It shows a dramatic
reduction of the signal significance in comparison to that shown in Fig. 8.8.
The significance of the signal has been estimated for various misalignment con-
figurations and the results are shown in Fig. 8.11. Here, as a comparison, the
results previously shown in Fig. 8.7 are also visible. Both distributions have
been fitted with a linear model; from the results of the fits one can conclude
that the usage of the event per event error leads to an improved significance
of the signal of, on average, 0.35 σ.
8.4 Conclusion
The sensitivities studies performed show that, assuming the Standard Model
branching ratio, the significance of the signal in case of perfect alignment is 4.7
± 0.3 σ, with five years of LHCb data taking at nominal luminosity. Table 8.4
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Figure 8.9: The B0s → µ+µ− mass pull distribution.
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Figure 8.10: The B0s → µ+µ− signal and background mass distributions. A mis-
alignment of 1.0 [mm/mrad] has been applied in the re-fitting in DaVinci. A
misalignment of 1.0 means 1.0 mm for the X,Y,Z translations and 1.0 mrad for the
X,Y,Z rotations for both stations T1 and T3, in opposite directions.
shows different values of the significance of the signal obtained assuming dif-
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Figure 8.11: The significance of the signal, with five years of LHCb data taking
at nominal luminosity, as a function of the OT misalignments (triangles). In this
case OT-misalignments are introduced explicitly in the re-fitting in DaVinci and
the event per event errors are used. The results previously shown in Fig. 8.7 are
also visible (open circles). In this case the momenta of the reconstructed particles
are smeared. Both distributions have been fitted with first order polynomials.
ferent branching ratios. The different assumed values of branching ratios are
taken from the study reported in Section 1.3.4. The results are reported in case
of perfect alignment and considering various misalignment scenarios. It can
be seen that any of the higher values of the branching ratio considered leads
to a significance of the signal, with five years of data taking at the nominal
luminosity, bigger than 5 σ.
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Significance [σ]
Alignment scenario
Assumed 0 0.3 0.5 1.0
Branching ratio [mm/mrad] [mm/mrad] [mm/mrad] [mm/mrad]
3.5 × 10−9 (SM) 4.7 ± 0.3 3.7 ± 0.3 2.8 ± 0.3 1.8 ± 0.3
7.0 × 10−9 7.8 ± 0.5 6.8 ± 0.5 5.7 ± 0.5 5.1 ± 0.5
1.0 × 10−8 11.5 ± 0.7 10.2 ± 0.7 9.2 ± 0.7 7.7 ± 0.7
5.0 × 10−8 35.2 ± 1.2 33.4 ± 1.2 30.3 ± 1.2 27.2 ± 1.2
Table 8.4: Values of the significance of the signal with five years of data taking at
the nominal luminosity, obtained assuming different values of the branching ratio.
The different assumed values of branching ratios are taken from the study reported
in Section 1.3.4. For each branching ratio value, the significance of the signal is
reported in case of perfect alignment and in the alignment scenarios 0.3 [mm/mrad],
0.5 [mm/mrad] and 1.0 [mm/mrad]. An OT misalignment of 1.0 [mm/mrad] means
that the stations T1 and T3 have been translated of 1.0 mm in X,Y,Z and at the
same time rotated by 1.0 mrad around the X,Y,Z axis in opposite directions.
Appendix A
Constraints in Millepede
There are nine different deformations that have to be constrained: X, Y, Z
translations, X, Y, Z rotations, XZ and YZ shearings and Z scaling. For the
X, Y, Z translations and the X, Y, Z rotations it is possible to write:
< ∆x > = ∆X , (A.1)
< ∆y > = ∆Y , (A.2)
< ∆z > = ∆Z , (A.3)
< ∆α > = ∆α , (A.4)
< ∆β > = ∆β , (A.5)
< ∆γ > = ∆γ , (A.6)
where ∆X , ∆Y , ∆Z , ∆α, ∆β and ∆γ are global offset which cannot be found
by the internal alignment and < ∆x >, < ∆y >, < ∆z >, < ∆α >, < ∆β >
and < ∆γ > are the average misalignment in X, Y, Z translations and X, Y, Z
rotations. In order to avoid a global transformation, new parameters ∆′x, ∆
′
y,
∆′z, ∆
′
α, ∆
′
β and ∆
′
γ can be introduced:
∆′x = ∆x −∆X , (A.7)
∆′y = ∆y −∆Y , (A.8)
∆′z = ∆z −∆Z , (A.9)
∆′α = ∆α −∆α , (A.10)
∆′β = ∆β −∆β , (A.11)
∆′γ = ∆γ −∆γ , (A.12)
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so that by construction
∆′x = 0 , (A.13)
∆′y = 0 , (A.14)
∆′z = 0 , (A.15)
∆′α = 0 , (A.16)
∆′β = 0 , (A.17)
∆′γ = 0 . (A.18)
For the XZ and YZ shearings and the Z scaling, as for Eq. from (A.1) to
(A.6), it is possible to write:
< ∆XZshearing > = ∆XZshearing , (A.19)
< ∆Y Zshearing > = ∆Y Zshearing , (A.20)
< ∆Zscaling > = ∆Zscaling , (A.21)
where ∆XZshearing , ∆Y Zshearing and ∆Zscaling are the global offset which cannot
be found by the internal alignment and < ∆XZshearing >, < ∆Y Zshearing >
and < ∆Zscaling > are respectively the average XZ shearing, the average YZ
shearing and the average Z scaling defined as follows:
< ∆XZshearing > =
∑Nlayers
i=1
∆x·(zi−z)
σz
Nlayers
, (A.22)
< ∆Y Zshearing > =
∑Nlayers
i=1
∆y ·(zi−z)
σz
Nlayers
, (A.23)
< ∆Zscaling > =
∑Nlayers
i=1
∆z ·(zi−z)
σz
Nlayers
, (A.24)
where z and σz are defined as
z =
∑Nlayers
i=1 zi
Nlayers
, (A.25)
σz =
∑Nlayers
i=1 (zi − z)2
Nlayers
, (A.26)
where, in the OT case, Nlayers = 12. In other words z is the average z value
and σz is its error.
As for Eq. from (A.7) to (A.12) some new parameters can be introduced:
∆′XZshearing = ∆XZshearing −∆XZshearing , (A.27)
∆′Y Zshearing = ∆Y Zshearing −∆Y Zshearing , (A.28)
∆′Zscaling = ∆Zscaling −∆Zscaling , (A.29)
167
so that by construction
∆′XZshearing = 0 , (A.30)
∆′Y Zshearing = 0 , (A.31)
∆′Zscaling = 0 . (A.32)
The parameters which are given by Millepede are the ∆′i, the “offset-free”
constants.
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Summary
The observed dominance of matter over antimatter in the Universe leads to
the hypothesis of the Sakharov conditions for the laws of nature. One of them
implies the breaking of the charge-parity (CP) symmetry. The violation of the
CP symmetry has been observed in several decays of kaons and B mesons and
is incorporated in the Standard Model via the CKM matrix, describing the
quark transitions in the charged current weak interactions.
The Large Hadron Collider (LHC) provides a copious source of bb quark
pairs, offering an excellent facility to study CP violation in theB meson system.
The LHC is a powerful pp collider, which will accelerate proton bunches in
opposite directions in a ring of 27 km circumference. Protons will collide every
25 ns at a center-of-mass energy of 14 TeV. It is foreseen to start operation in
2008.
LHCb, one of the four experiments along the LHC ring, is dedicated to the
study of CP violation and rare decays in the B meson system. Since bb pairs
are mostly produced in a forward cone along the beam axis, LHCb is designed
as a single-arm spectrometer, covering a region of 300 mrad and 250 mrad
in the horizontal and vertical planes, respectively. The main function of the
LHCb tracking system is to efficiently reconstruct charged tracks, to determine
primary and secondary decay vertices and to provide particle momentum mea-
surements. This is realized by a Vertex Locator, around the interaction region,
a Trigger Tracker, just in front of the magnet and three Tracking Stations, just
after the magnet. The particle identification system provides pi/K separation,
performed by two RICH detectors, electron, photon and hadron identifica-
tion, accomplished by the calorimeters system, and muon identification with
dedicated muon chambers.
The Tracking Stations (T-stations) measure the momenta of charged par-
ticles. They cover a surface-area of about 6 × 5 m2. Over this area there is a
large variation in the particle flux. In order to deal with this, the innermost
part (IT) is covered with silicon strips, while the outer part (OT) is covered
with straw tube drift cells. The OT serves to reconstruct tracks with a nom-
inal momentum resolution (∆p/p) of about 0.5% in the momentum region of
2 to 100 GeV. The OT layers in the T stations consist of modules. Each
mechanical module has two separated detector halves, each of them contains
again two mono-layers of straw tubes. The detector efficiency and resolution
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have been measured in a test beam: a resolution better than 200 µm and an
average cell efficiency cell of 98% have been found.
The performance of the LHCb detector, and of the OT in particular in this
thesis, is estimated through a detailed simulation and reconstruction program.
A realistic event simulation and an accurate description of the detector are
needed in order to develop and test the reconstruction program under real-
istic circumstances. Several effects are included in the simulation of the OT
detector response (digitization). The single cell efficiency and the resolution
are described according to the measurements in the test beam, as is the back-
ground hit rate due to cross talk (5%), and random noise (10 kHz).
Understanding the alignment of the Outer Tracker detector modules is
essential in the track reconstruction. A particle passing through a misaligned
detector, if fitted assuming the uncorrected geometry, potentially causes wrong
hits to be assigned to the track and certainly leads to a deteriorated momentum
resolution. The misalignments of the Outer Tracker system resulting from the
finite accuracy of the detector production, installation, positioning and survey
have to be corrected for in the oﬄine software. Here a least-squares fit method
based on the “Millepede” package is used. The key importance of an accurate
alignment is demonstrated in the physics studies of the B0(s) → h+h′− and of
the B0s → µ+µ− decays.
In two-body B decays, the uncertainty on the mass reconstruction is dom-
inated by the momentum resolution of the decay products. Among the several
sources of uncertainties affecting the measurement of the momenta of the decay
particles, an important role is played by misalignments of the tracking system.
The impact of a misaligned OT detector and a corresponding deteriorated
momentum resolution is studied in the analysis of B0(s) → h+h′− decay events.
This is particularly crucial in the study of the B0s → pi+K− decay events, where
a deteriorated mass resolution does not allow them to be separated from the
B0d → pi+K− decay events.
The combined measurement of the time-dependent CP asymmetries of
B0d → pi+pi− and B0s → K+K− decays leads to a determination of the Uni-
tarity Triangle angle γ, up to U-spin flavour-symmetry breaking corrections.
The extraction of γ has been performed with an UTFit Bayesian approach
in various U-spin symmetry scenarios and using as input different values of
mass resolutions, corresponding to different OT misalignments. In all the U-
spin symmetry scenarios considered, given the correspondence between mass
resolution and OT-misalignments, a maximum deterioration of approximately
30% of the LHCb sensitivity to γ is obtained for a misalignment value of 1.0
[mm/mrad], corresponding to a scenario in which the stations T1 and T3 have
been translated of 1.0 mm in X,Y,Z and at the same time rotated by 1.0 mrad
around the X,Y,Z axis in opposite directions.
Flavor Changing Neutral Currents (FCNC) are forbidden in the Standard
Model at the tree level by the GIM mechanism. As a consequence FCNC
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only appear in the Standard Model when 2nd order loop diagrams are con-
sidered. Therefore decays which depend on FCNC, so-called rare decays, are
very sensitive to “new physics” phenomena, where, in addition, a strong de-
pendence on virtually exchanged particles might be observed. In particular
the B0s → µ+µ− Standard Model branching ratio can be enhanced by one to
three orders of magnitude according to scenarios implying the existence of su-
persymmetric particles. Assuming the Standard Model branching ratio, the
LHCb sensitivity to the B0s → µ+µ− decay has been estimated to be 4.7 ± 0.3
σ with five years of data taking at nominal luminosity.
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Reconstructie van het verval van B naar twee deeltjes in LHCb
In het universum is er een overschot van materie ten opzichte van anti-materie.
Dit heeft geleid tot de formulering van de Sakharov condities voor de natuur-
wetten. Een van deze condities zorgt ervoor dat de symmetrie van lading en
pariteit (Charge Parity, CP) gebroken is. De breking van de CP symmetrie
is gemeten in een aantal vervallen van kaonen en B mesonen en is onderdeel
van het Standaard model middels de CKM matrix. De CKM matrix beschrijft
de overgangen tussen verschillenden soorten quarks via de geladen stroom in
zwakke interacties.
De Large Hadron Collider (LHC) zal grote hoeveelheden bb quark paren pro-
duceren, wat het mogelijk maakt om de CP schending in het B meson systeem
te bestuderen. In de LHC zullen proton-proton bundels versneld worden in
een ring met een omtrek van 27 km zodat elke 25 ns een botsing plaatsvindt
met een zwaartepunts-energie van 14 TeV. Volgens de huidige verwachting zal
de LHC in 2008 in gebruik worden genomen,
LHCb, e´e´n van de vier experimenten binnen de LHC ring, is gespecialiseerd
in het bestuderen van CP schending en zeldzame vervallen van B mesonen.
Aangezien bb paren voornamelijk geproduceerd worden langs de richting van
de proton bundel, is LHCb ontworpen als een voorwaarste spectrometer. De
detectoren bedekken een gebied tussen de 300 mrad in het horizontale vlak en
250 mrad in het verticale vlak. Het tracking systeem van LHCb zal zo efficient
mogelijk de sporen van geladen deeltjes reconstrueren, alsmede de primaire en
secundaire interactie punten vinden en nauwkeurig de impuls van de deeltjes
bepalen. Dit gebeurt met behulp van een Vertex Locator, rond het interactie
punt, een Trigger Tracker, vlak voor de magneet, en drie ‘Tracking Stations,
kort achter de magneet. Verschillende soorten deeltjes worden geidentificeerd
in LHCb: in de calorimeters worden elektronen, fotonen en hadronen gei-
dentificeerd en muonen worden geidentifieerd in de daarvoor bestemde muon
kamers. Met behulp van twee RICH detectoren kan onderscheid gemaakt wor-
den tussen pionen en kaonen.
De Tracking Stations (T-stations) meten de impuls van geladen deeltjes over
een oppervlakte van circa 6 × 5 m2. Omdat er over dit oppervlak een grote
variatie in de deeltjes-flux voorkomt worden verschillende detectie technolo-
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gieen toegepast. Het binnenste gedeelte, de Inner Tracker (IT), is bedekt met
silicium strips, terwijl in het buitenste gedeelte, de Outer Tracker (OT), ge-
bruik gemaakt wordt van dunne gasgevulde buizen, de zogenaamde straw tubes.
De OT heeft een nominale impuls resolutie (∆p/p) van ongeveer 0.5% voor een
waarde van de impuls tussen de 2 en 100 GeV. De OT lagen in de T stations
bestaan uit modules waarbij elke module opgebouwd is uit twee helften met
elk twee lagen van straw tubes. Metingen met de OT in een testbundel geven
een resolutie van beter dan 200 µm en een gemiddelde cel efficientie, cell, van
98%.
De verwachte prestaties van de LHCb detector, en dan met name van de OT,
zijn bestudeerd met behulp van gedetaileerde simulatie en reconstructie soft-
ware. De realistische simulatie van de gebeurtenissen na een deeltjes-botsing
en de nauwkeurige beschrijving van de detector zijn hiervoor essentieel. Ver-
schillende effecten worden meegenomen in de simulatie van de data uit de OT
(de digitalisatie). De efficientie per cel en de resolutie worden beschreven vol-
gens de metingen in de test bundel, net als de achtergrond hit ratio ten gevolge
van cross talk (5%), en willekeurige ruis (10 kHz).
Het begrijpen de exacte posities en rotaties van de OT modules, de zoge-
naamde alignment, is essentieel voor de correcte reconstructie van de baan
van een deeltje. Een deeltje dat passeert door een detector waarvan de posi-
tie is verschoven, wordt gefit uitgaande van de ongecorrigeerde geometrie, wat
mogelijk verkeerde hit-associaties op het spoor kan veroorzaken en zeker de im-
puls resolutie zal verslechteren. In de oﬄine software van LHCb moet hiervoor
gecorrigeerd worden, waarbij rekening gehouden wordt met de eindige precisie
in de module productie, de installatie en de positie metingen. Hiervoor wordt
een methode van minimalisering van de χ2 gebruikt, gebaseerd op het Mille-
pede pakket. Het belang van de nauwkeurige alignment wordt gedemonstreerd
in de studies van het verval van B0(s) → h+h′− en B0s → µ+µ−.
Als eenB vervalt naar 2 deeltjes wordt de onzekerheid van de massa reconstruc-
tie gedomineerd door de impuls resolutie van de vervals-producten. Verschil-
lende meetonzekerheden bepalen de impuls resolutie, waaronder de onzekerheid
van de detector alignment. De impact van de misalignments en de afname van
de impuls resolutie dit tot gevolg heeft, is bestudeerd in de analyse van het
verval van B0(s) → h+h′−. Dit is vooral van cruciaal belang voor het verval van
B0s → pi+K−, waar een verslechterde massa resolutie tot gevolg heeft dat de
gebeurenissen niet meer te onderscheiden zijn van het verval van B0d → pi+K−.
Met behulp van een combinatie van metingen van de tijds-afhankelijke CP
schendingen in het verval van B0d → pi+pi− en B0s → K+K− kan de hoek γ van
de Unitary Triangle bepaald worden. De bepaling van γ is uitgevoerd door
een UTFit Bayesian benadering in verschillende U-spin symmetrie scenerios.
Hiervoor wordt als input gebruik gemaakt van verschillende waarden van de
massa resolutie, welke overeenkomen met verschillende OT misalignments.
In alle U-spin symmetrie scenarios die onderzocht zijn, gegeven de relatie tussen
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de massa resolutie en de misalignments, is een maximale verslechtering van 30%
van de LHCb gevoeligheid voor γ gevonden voor een misalignment waarde van
1.0 [mm/mrad]. Dit is een indicatie dat de stations T1 en T3 1.0 mm zijn ver-
plaatst in X,Y,Z en tegelijkertijd zijn geroteerd met een waarde van 1.0 mrad
rond de X,Y,Z as in tegenovergestelde richtingen.
Neutrale stroom zwakke interacties tussen quarks uit verschillende families,
de zogenaamde Flavor Changing Neutral Currents (FCNC), zijn op tree level
niveau verboden door het GIM mechanisme. Als gevolg daarvan van komt
FCNC alleen voor in het Standaard Model via 2-de orde lus diagrammen. Ver-
vallen van deeltjes die FCNC bevatten, zogenaamde zeldzame vervallen, zijn
daarom zeer gevoelig voor “nieuwe fyisca”. De kans op verval van B0s naar
µ+µ− zou met 2 tot 3 ordes van grootte kunnen toenemen volgens scenerio’s
waarin nieuwe supersymmetrische deeltjes bestaan. De gevoeligheid van LHCb
voor het verval B0s → µ+µ− zou, uitgaande van het Standaard Model, 4.7 ±
0.3 σ zijn na vijf jaar van data met de LHC op nonimale luminositeit.
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