In this paper we first prove a general representation theorem for generators of backward stochastic differential equations (BSDEs for short) by utilizing a localization method involved with stopping time tools and approximation techniques, where the generators only need to satisfy a weak monotonicity condition and a general growth condition in y and a Lipschitz condition in z. This result basically solves the problem of representation theorems for generators of BSDEs with general growth generators in y. Then, such representation theorem is adopted to prove a probabilistic formula, in viscosity sense, of semilinear parabolic PDEs of second order. The representation theorem approach seems to be a potential tool to the research of viscosity solutions of PDEs.
Introduction
By Pardoux and Peng [1990] we know that the following one dimensional backward stochastic differential equation (BSDE for short):
admits a unique adapted and square-integrable solution (Y t (g, T, ξ), Z t (g, T, ξ)) t∈ [0,T ] , provided that g is Lipschitz continuous with respect to (y, z), and that ξ and (g(t, 0, 0)) t∈ [0,T ] are square-integrable. We call T with 0 ≤ T < ∞ the terminal time, ξ the terminal condition and g the generator. BSDE (1) is also denoted by BSDE (g, T, ξ). Briand, Coquet, Hu, Mémin, and Peng [2000] constructed a representation theorem for the generator of BSDE (1): for each (y, z) ∈ R × R d ,
where the generator g is Lipschitz continuous in (y, z) and satisfies two additional conditions, i.e., E sup t∈[0,T ] |g(t, 0, 0)| 2 < ∞ and g(t, y, z) is continuous with respect to t. It has been widely recognized that the representation theorems provide a crucial tool for investigating properties of the generator and g-expectations by virtue of solutions of the BSDEs. Note that g-expectations were first introduced by Peng [1997] to explain the nonlinear phenomena in mathematical finance. More details on this direction are referred to Jiang [2005] , Jiang [2008] , Jia [2010] and Ma and Yao [2010] , etc.
Particularly, many attempts have been made to weaken the conditions required by the generator g. For instance, Jiang [2006] and Jiang [2008] eliminated the above two additional assumptions and proved that (2) remains valid for dt -a.e. t ∈ [0, T ] in L p (1 ≤ p < 2) sense; Jia [2010] proved a representation theorem where the generator g is Lipschitz continuous in y and uniformly continuous in z; Fan and Jiang [2010] presented a representation theorem where g is only continuous and of linear growth in (y, z). However, all these works only handled the case of the generator g with a linear growth in (y, z).
In subsequent works on this direction, researchers were devoted to the case that the generator g has a nonlinear growth in (y, z). For example, Ma and Yao [2010] investigated the representation theorem when the generator g has a quadratic growth in z. They applied a stopping time technique to truncate the terminal condition |B s − B t |, which ensures the first part of the solution is essentially bounded. This idea will be borrowed to deal with our problems. Furthermore, by adopting an approximation technique, Fan, Jiang, and Xu [2011] weakened the conditions required by the generator g in y to a monotonicity condition with a polynomial growth. Recently, Zheng and Li [2015] further studied a representation theorem when the generator g is monotonic with a convex growth in y, and has a quadratic growth in z, where a vital property of convex functions, superadditivity, plays a key role. We mention that up to now the problem of representation theorems for generators of BSDEs with general growth generators in y has not been solved completely.
In the present paper, we first prove a general representation theorem for generators of BSDEs where the generator g only needs to satisfy a weak monotonicity condition and a general growth condition in y, and a Lipschitz condition in z. This basically answers the problem of representation theorems for generators of BSDEs with general growth generators in y, which has been standing for more than decade.
Then, utilizing such representation theorem we establish a converse comparison theorem for solutions of BSDEs and a probabilistic formula for viscosity solutions of systems of second order semilinear parabolic partial differential equations (PDEs for short).
For the representation theorem, the difficulty mainly comes from the general growth conditions of the generator g in y. The whole idea to handle it is that we first use a stopping time to truncate the terminal condition |B s − B t | and s t |g(r, 0, 0)| 2 dr such that the first part of the solution,
is essentially bounded by a constant K > 0, and then treat g(t, q K (y), z) with q K (y) = Ky/(|y| ∨ K), which has a linear growth in y, instead of g(t, y, z), by virtue of an approximation technique. We also mention that the proof procedure of our representation theorem is both simpler and clearer than those in the literature.
For the probabilistic formula for solutions of semilinear parabolic PDEs, which is actually a nonlinear Feynman-Kac formula, its connection with the representation theorem for generators of BSDEs is dis-covered for the first time. More precisely, the probabilistic formula for semilinear PDEs holds as soon as such representation theorem holds. This can also be regarded as a new application of the representation theorem. We believe that the representation theorem will be a potential tool to investigate the viscosity solutions of PDEs.
The rest of this paper is organized as follows. Section 2 contains some notations and preliminaries.
Section 3 presents the representation theorem and a converse comparison theorem. Section 4 proves the probabilistic formula for viscosity solutions of second order semilinear parabolic PDEs.
Preliminaries
Let T > 0 be a given real number, (Ω, F , P) a probability space carrying a standard d-dimensional
Brownian motion (B t ) t≥0 and (F t ) t≥0 the natural σ-algebra filtration generated by (B t ) t≥0 . We assume that F T = F and (F t ) t≥0 is right-continuous and complete. We denote the Euclidean norm and dot product by | · | and ·, · , respectively. For each real number p > 1, let L p (F t ; R) be the set of real-valued and (F t )-measurable random variables ξ such that E[|ξ| p ] < ∞; and S 2 (0, T ; R) (or S 2 for simplicity) the set of real-valued, (F t )-adapted and continuous processes (
Finally, let K denote the set of nondecreasing and concave continuous function κ :
Since κ(·) increases at most linearly, we denote the linear growth constant of κ ∈ K by A > 0, i.e., κ(u) ≤ A + Au for all u ∈ R + .
We will deal with the one dimensional BSDE which is an equation of type (1), where the terminal condition ξ is F T -measurable and the generator g(t, y, z) :
measurable for each (y, z), where and hereafter we suppress ω for brevity. In this paper, a solution of
we list some lemmas which will be used in the proof of our main result.
The following lemma presents an a priori estimate for solutions of BSDE (1), which comes from Proposition 3.1 in Fan and Jiang [2013] . To state it, we need the following assumption.
(A) There exists a positive constant µ such that dP×dt -a.e., for each y ∈ R and z ∈ R d ,
where κ ∈ K and (f t ) t∈[0,T ] is a non-negative, real-valued and (F t )-progressively measurable process
Lemma 2. Assume that g satisfies (A) and (Y t , Z t ) t∈[0,T ] is a solution of BSDE (1). Then there exists a constant C > 0 depending on µ and T such that for each 0
Next we introduce an existence and uniqueness result for solutions of BSDE (1), which is actually a corollary of Theorem 1 in Fan [2015] . The necessary assumptions are given as follows.
(H3) g satisfies a weak monotonicity condition in y, i.e., there exists a function ρ ∈ K such that dP× dt -a.e., for each y 1 , y 2 ∈ R and z ∈ R d ,
(H5) There exists a constant λ ≥ 0 such that dP×dt -a.e., for each y ∈ R and
We also need the following growth condition introduced by Pardoux [1999] to compare with our result.
(H4') There exists a continuous increasing function ϕ : R + → R + such that dP × dt -a.e., for each y ∈ R, |g(t, y, 0)| ≤ |g(t, 0, 0)| + ϕ(|y|).
Remark 3. (i) It is clear that (H4) is weaker than (H4') under the condition (H1). If the increasing
function ϕ(·) is also convex, (H4') becomes the convex growth condition adopted by Zheng and Li [2015] .
Hence, the general growth condition (H4) is also weaker than the convex growth condition. We mention that the supperadditivity of convex function ϕ(·) plays a key role in the proof of Zheng and Li [2015] . Yet ψ α (t) in (H4) enjoys no other more explicit expressions except for the integrable property. This is the main difficulty to prove the corresponding representation theorem for generators under (H4).
(ii) Originally, it is required that ψ α (t) in (H4) belongs to L 1 ([0, T ] × Ω) in the existence and uniqueness theorem of the solution established in Briand, Delyon, Hu, Pardoux, and Stoica [2003] . However, to obtain our representation theorem the integrability of ψ α (t) needs to be strengthened to the case in (H4).
The following Proposition 5 can be seen as the starting point of this paper. The crucial steps to prove Proposition 5 are the approximation using the convolution technique proposed by Lepeltier and San Martin [1997] . For readers' convenience, the proof procedures are given to adapt our settings.
Proposition 5. Assume that the generator g satisfies (H1), (H2) and (H4). Then for each α ≥ 0, there exists a (F t )-progressively measurable process sequence {(g
, and dP×dt -a.e., for each n ≥ 1 and y ∈ R, we have
where and hereafter q α (y) := αy/(|y| ∨ α) for each α ≥ 0 and y ∈ R.
Proof. Let the assumptions hold and fix a real number α ≥ 0. Note that |q α (y)| ≤ α ∧ |y|. By (H4) we know that dP×dt -a.e., for each y ∈ R,
Then, for each n ≥ 1, we can define the following two (F t )-progressively measurable processes:
Now we show some properties of g n α (t). Firstly, it follows from (3) that dP×dt -a.e., for each u ∈ R, g(t, q α (u), 0) ≥ −ψ α (t) − |g(t, 0, 0)|, which implies that g n α (t) is well defined and for each n ≥ 1,
On the other hand, it is clear from the definition that g n α (t) is nondecreasing in n and dP× dt -a.e., g n α (t) ≤ g(t, q α (0), 0) = g(t, 0, 0). Thus, we know that dP×dt -a.e., lim sup n→∞ g n α (t) ≤ g(t, 0, 0) and for each n ≥ 1,
Moreover, it follows from the definition of g n α (t) and (3) that there exists a sequence {u n } ∞ n=1 such that dP×dt -a.e.,
which together with (4) implies that u n → 0 as n → ∞, and that dP × dt -a.e., lim inf n→∞ g n α (t) ≥ lim n→∞ g(t, q α (u n )) = g(t, 0, 0). Therefore, dP×dt -a.e., lim n→∞ g n α (t) ↑= g(t, 0, 0). Besides, assumptions (H1) and (H4) 
Lebesgue's dominated convergence theorem together with (4) yields that for dt -a.e. t ∈ [0, T ],
In the sequel, using a similar argument to that above we can prove that for dt -a.e. t ∈ [0, T ],
Finally, by the definitions of g n α (t) and g n α (t) we easily get that dP×dt -a.e., for each n ≥ 1 and y ∈ R,
Hence, we can pick the process sequence {(g
as follows:
and the desired conclusion follows from (4) - (7).
A general representation theorem for generators of BSDEs
In this section we present the representation theorem and its detailed proof. Our proof is partially motivated by Ma and Yao [2010] and Fan, Jiang, and Xu [2011] . An example is also provided to illustrate the novelty of our representation theorem. At the end of this section, a converse comparison theorem for solutions of BSDEs is established.
Theorem 6 (Representation Theorem). Assume that the generator g satisfies (H1) -(H5). Then for each y ∈ R, z ∈ R d , 1 ≤ p < 2 and dt -a.e. t ∈ [0, T ),
Corollary 7. Assume that the generator g is deterministic and satisfies (H1) - (H5), and τ is defined in Theorem 6. Then for each y ∈ R, z ∈ R d and dt -a.e. t ∈ [0, T ),
Remark 8. If for each y ∈ R and z ∈ R d , t → g(t, y, z) is continuous, then the corresponding identities in Theorem 6 and Corollary 7 remain valid for all t ∈ [0, T ).
Next we provide an example of a generator which satisfies the general growth condition (H4) but does not meet (H4').
Example 9. Let T > 0 be a fixed real number. For each (ω, t, y, z) ∈ Ω × [0, T ] × R × R d , define the generator g as follows:
g(t, y, z) := −e y|Bt| + h(|y|) + |z|, where h(x) := (−x ln x)1 0≤x≤δ + h ′ (δ−)(x − δ) + h(δ) 1 x>δ with δ small enough. It is not very hard to verify that the generator g fulfills assumptions (H1) -(H5) with ρ(·) = h(·), and that it does not satisfy the growth condition (H4'). Hence, the existing works including Jiang [2006] , Jia [2010] , Fan, Jiang, and Xu [2011] and Zheng and Li [2015] can not imply the conclusion of Theorem 6.
Proof of Theorem 6. Assume that g satisfies (H1), (H2), (H3) with ρ(·), (H4) and (H5) with λ. Fix
We define the following stopping time,
Proposition 4 indicates that the following BSDE
For notational simplicity, it is denoted by (Y ε s , Z ε s ) s∈ [t,t+ε] . Next we first show that Y ε · is bounded. It follows from (H3) and (H5) for g that dP×ds -a.e., for each y ∈ R and z ∈ R d ,
which means that (A) is satisfied by 1 s<τ g with κ(·) = ρ(·), µ = λ and f s = 1 s<τ |g(s, 0, 0)|. Then, according to Lemma 2, Hölder's inequality and the definition of τ we obtain that there exists a constant C > 0 depending on λ and T such that for each t ≤ u ≤ s ≤ t + ε,
Furthermore, since ρ(x) ≤ Ax+A for all x ≥ 0, Gronwall's inequality yields that for each t ≤ u ≤ s ≤ t+ε,
Then, substituting u = s in the previous inequality yields that P -a.s., |Y 
where g(s, y, z) := 1 s<τ g(s, y + y + z, B s∧τ − B t , z + z) for each y ∈ R and z ∈ R d . And by the definition of τ we know that P -a.s., for each s
From the definition of g, it is straightforward to check that g fulfills (H2), (H3) and (H5) with λ.
Moreover, by (H4) and (H5) for g we have that dP×ds -a.e., for each α ≥ 0 and y ∈ R with | y| ≤ α,
Set
which implies that g satisfies (H4) with ψ α (t). Similar arguments as (10) yield that dP×ds -a.e., | g(s, 0, 0)| ≤ λ|z| + ψ |y|+|z| (s) + 1 s<τ |g(s, 0, 0)|, from which it follows that
Hence, (H1) holds true for g. Thus, we have shown that g satisfies (H1) -(H5). Now we can demonstrate the following Lemma 10.
Lemma 10. For dt -a.e. t ∈ [0, T ), we have that
Proof. It follows from (H4) and (H5) for g together with (9) that dP×ds -a.e.,
which indicates that (A) is fulfilled by g with κ(·) ≡ 0, µ = λ and f s = ψ K (s) + | g(s, 0, 0)|. Then
Lemma 2 and Hölder's inequality contribute to the existence of a constant C ′ > 0 such that
Now we consider the following BSDE:
where Φ :
Assume that for eachx ∈ R n , g(t,x, y, z) satisfies (H3) -(H5), and Φ(·) and g(t, ·, 0, 0) are polynomial growth, i.e., there exist two constants L > 0 and p > 0 such that for each t ∈ [0, T ],x ∈ R n , y ∈ R and z ∈ R d ,
Note that (H1) -(H2) are fulfilled trivially for g(·, x, ·, ·). 
where and hereafter σ * represents the transpose of σ. Next we will prove that the function u(t, x) := Y t,x t , (t, x) ∈ [0, T ] × R n , is a viscosity solution of the following system of backward semilinear parabolic PDE of second order:      ∂ t u(t, x) + L t u(t, x) + g(t, x, u(t, x), (σ * ∇u)(t, x)) = 0, (t, x) ∈ [0, T ) × R n ; u(T, x) = Φ(x), x ∈ R n .
Now we adapt the notion of viscosity solution of PDE (13) from Crandall, Ishii, and Lions [1992] and Pardoux [1999] .
Definition 13. Let u ∈ C([0, T ] × R n ; R) satisfy u(T, x) = Φ(x) for x ∈ R n . u is called a viscosity subsolution (resp. supersolution) of PDE (13) if, whenever ϕ ∈ C 1,2 b ([0, T ] × R n ; R), and (t, x) ∈ [0, T ) × R n is a global maximum (resp. minimum) point of u − ϕ, we have ∂ t ϕ(t, x) + L t ϕ(t, x) + g(t, x, u(t, x), (σ * ∇ϕ)(t, x)) ≥ (resp. ≤) 0.
And u is called a viscosity solution of PDE (13) if it is both a viscosity subsolution and supersolution.
Theorem 14. Under the above assumptions, u(t, x) := Y t,x t , (t, x) ∈ [0, T ]×R n , is a continuous function of (t, x) which grows at most polynomially and it is a viscosity solution of PDE (13).
Proof. The continuity is a consequence of the continuity of (X t,x s ) s∈[t,T ] with respect to (t, x) and Lemma 2. The polynomial growth follows from classical moment estimates for (X t,x s ) s∈ [t,T ] and the assumptions on the growth of Φ and g. Note that u(T, x) = Φ(x) is trivially satisfied. We only prove that u is a viscosity subsolution since the proof of the other assertion is symmetric.
Take any ϕ ∈ C 1,2 b ([0, T ] × R n ; R) and (t, x) ∈ [0, T ) × R n such that u − ϕ achieves a global maximum at (t, x). Without loss of generality, we set u(t, x) = ϕ(t, x). For 0 ≤ t ≤ t + ε ≤ T with ε small enough and x ∈ R n , Proposition 4 shows that u(t, x) = u(t + ε, X t,x t+ε ) + t+ε
