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1ABSTRACT
The effects of field cutoffs used to improve the perturbation series for scalar
field theory (SFT) and gauge field theory are discussed. For the 0 dimensional SFT
problem, it is possible to make the asymptotic perturbation series converge toward
values exponentially close to the exact values by using a large field cutoff. The opti-
mal field cut method is discussed for even and odd order expansions. This method
performs better than the linear δ expansion at strong and intermediate coupling. For
1, 2 and 3 dimensional SFT problems, due to the difficulty of calculating the coeffi-
cients in the crossover region, the Monte Carlo simulation methods with a field cutoff
are used. The precise numerical result for the ground state energy can be obtained
for 1 dimensional SFT through the overrelaxation method. The extrapolation for the
data from finite lattice spacing to zero lattice spacing is also discussed. The diver-
gent quantities for 2 and 3 dimensional SFT are suppressed by adding a field cutoff.
The field cutoff is also generalized to the weak coupling expansion of one plaquette
SU(2)lattice gauge theory. At any order in the modified perturbative procedure, and
for a given coupling, it is possible to find one value of the field cut that provides
the exact answer. The optimal field cut can be adjusted to interpolate accurately
between the weak and strong coupling regions. Gauge invariant and gauge dependent
criteria to sort the configuration into ”large-field” and ”small-field” are proposed and
discussed. There exist strong correlations between average plaquette and average link
criterions. If we can perform a high quality Landau fixing on configurations, there
2exist strong correlations between average plaquette and maximum of link. The 4-
dimensional lattice gauge theory at negative values of β = 2N/g2 and N = 2 or 3 are
considered. In the limit β → −∞, the path integral is dominated by configurations
where link variables are set to a nontrivial element of the center on selected non in-
tersecting lines. The average plaquette is discontinuous at g2 = 0. A first order phase
transition is observed near β = −22. A possible singularity of the 3rd cumulant of
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Perturbative methods are very successful in quantum field theory, especially in
QED [1]. But it is well known that perturbative series in QED are asymptotic [2, 3].
This means that for any fixed coupling, there exists an order K, such that any term
with order larger than K will stop to provide a more accurate answer. In practice,
we can identify this order K by the fact that the (K + 1)th contribution becomes of
the same order or larger than the previous one. We can then drop all contributions
with order larger than K +1, controlling errors that are slightly smaller than the Kth
contribution.
For electromagnetic interactions, the coupling constant is small and perturba-
tive series can reach very high accuracy. But for strong and electroweak interaction,
asymptotic series is a serious problem because the errors associated with this proce-
dure are getting close to the experimental error bars of precision test [4]. For example,
in lattice gauge theory, there exist a narrow region of coupling constant called the
scaling window. The perturbative series fail to describe this region which is impor-
tant for the continuum limit. In some cases, the situation can be improved by using
Pade´ approximants and/or Borel transformations [5]. However, such methods cannot
provide rigorous error bars or work well at large coupling.
As the comparison between precise experiments and precise calculations may
become our only window to physics beyond the standard model, it is crucial to develop
methods which go beyond this procedure and provide controllable error bars that can
2be reduced to a level matching the experimental error bars. In this thesis, I will show
that the field cutoff method may be a possible way to improve perturbative methods.
I will start with examples for which it is possible to obtain accurate numerical answers
that can be compared with improved perturbative methods. This can be achieved in
the case of scalar field theory (SFT) with a reasonable amount of effort. So I will
first discuss the effects of field cutoff to the scalar model in Chapter 2. Then I will
move to the examples in the more complicated models such as lattice gauge theory
in Chapter 3.
For SFT formulated with the path integral formalism, it has been established[6,
7] that the large field configurations are responsible for the asymptotic nature of
the perturbative series. A simple solution to the problem consists in introducing a
uniform large field cutoff, in other words, restricting the field integral at each site
to |φx| < φmax. This yields series converging toward values that are exponentially
close to the original ones [7] provided that φmax is large enough. Numerical examples
for three models [7], show that at fixed φmax, the accuracy of the modified series
peaks at some special value of the coupling. At fixed coupling, it is possible to find
an optimal value of φmax for which the accuracy of the modified series is optimal.
The determination of this optimal value is the main question discussed in section 2.1.
When comparing the three subgraphs of Figs. 2 and 3 of Ref. [7] which illustrate
these features, one is struck with the similarity in the patterns observed for the
three models considered (a simple integral, the anharmonic oscillator and and SFT
in 3-dimensions in the hierarchical approximation). It is thus reasonable to develop
3optimization strategies with the simplest possible example, namely the one-variable
integral, for which the calculation of the coefficients of various expansions does not
pose serious technical difficulties. The integral can be seen as a zero-dimensional field
theory. It has often been used to develop new perturbative methods [3], in particular
the linear δ expansion (LDE) [8, 9, 10]. For perturbative series terminated at even
order, it is in principle possible to adjust φmax in order to obtain the exact result.
For perturbative series terminated at odd order, the error can only be minimized. It
is however possible to introduce a mass shift m2 → m2(1 + η) in order to obtain the
exact result. The new optimization method performs better than the LDE at strong
and intermediate coupling, but not at weak coupling, where it appears less robust
and subject to further improvements.
In the next section 2.2, I address the effects of field cutoff on 1 dimensional
quantum mechanics. In general, it is very difficult to calculate perturbation coeffi-
cients with a large field cutoff. But with the Monte Carlo method, the field cutoff can
be easily implemented. This is the reason why we use Monte Carlo simulations to
calculate the modified perturbation coefficients. We use the overrelaxation method to
decrease the correlation time. In Monte Carlo simulations, the lattice spacing cannot
be infinitely small. The extrapolation for the data from finite lattice spacing to zero
lattice spacing is also discussed. Compared to the accurate numerical result [11], the
perturbation coefficients of the ground state energy can be obtained precisely until
order 4th.
For lattice theory, there exists a discrete lattice spacing a. This is called
4the lattice regularization. All the physical quantities calculated depend on a. The
terms that diverge with a can be removed by the renormalization steps. The lattice
regularization is different from the other schemes such as dimensional regularization,
Pauli-Villars regularization. Because it is not perturbative, which means it is defined
without reference to perturbation theory. In section 2.3, we expand the discussion of
the field cutoff to 2 and 3 dimensional field theory. By introducing the field cutoff,
the UV divergences are suppressed.
Due to Wilson’s work on lattice gauge theory in 1974 [12], this regularization
of quantum field theories has become one of the basic methods to investigate the non-
perturbative properties of field theory. The effects of a field cutoff for gauge models
are investigated in lattice gauge theory in Chapter 3. I will first discuss the weak
coupling expansion of a one plaquette SU(2) lattice gauge theory in section 3.2. I
show that the conventional perturbative series for the partition function has a zero
radius of convergence and is asymptotic. The average plaquette is discontinuous at
g2 = 0. However, the fact that SU(2) is compact provides a perturbative sum that
converges toward the correct answer for positive g2. A specific coupling dependent
field cut will be introduced, that turns the coefficients into g-dependent quantities.
At any order in the modified perturbative procedure, and for a given coupling, it is
possible to find at least one value of the field cut that provides the exact answer.
This optimal field cut can be determined approximately using the strong coupling
expansion. This allows us to interpolate accurately between the weak and strong
coupling regions.
5For scalar fields, we find strong correlations between the largest absolute value
of the field and its average over all sites [13]. It means we can use the largest absolute
value of the field to rank the configurations. We need to find a similar quantity
to rank the configurations for lattice gauge theory. In section 3.3, gauge invariant
and gauge dependent (in the Landau gauge) criteria to sort the configurations are
proposed and compared. The effect of discarding the large field configurations on the
average plaquette is very different above, below and near β = 5.6 for a SU(3) lattice
gauge theory. If we can improve the quality of Landau gauge fixing for large volume
lattice, the gauge dependent quantity (for example, the tail of the link distribution)
can be used to sort the configurations.
In section 3.4 and 3.5, some properties of lattice gauge models are discussed.
These two sections are not directly related to the field cutoffs, but allow us to study
large field configurations. In the case of lattice gauge theory with compact gauge
groups, the action per unit is well defined. So the problem when g2 < 0 can be
exploited. In section 3.4, Wilson’s SU(N) lattice gauge theory (without fermions) at
negative values of β = 2N/g2 and for N=2 or 3 is discussed. In the limit β → −∞,
the path integral is dominated by configurations where links variables are set to a
nontrivial element of the center on selected non intersecting lines. In general, there
is a discontinuity in the average plaquette when g2 changes its sign which prevents
us from having a convergent series in g2 for this quantity. For N = 3, we derive an
identity relating the observables at β with those at β rotated by ±2pi/3 in the complex
plane and show numerical evidence for a Ising like first order phase transition near
6β = −22. In section 3.5 the series analysis are performed for the data from Di Renzo
[14]. We suggest a possible singularity of the 3rd cumulant of partition function. The
results of the Monte Carlo simulations are also showed.
I designed and assembled the Linux cluster used for our computation. The
structure and performance of this 16 nodes cluster are discussed in Appendix A.
The computing codes for gauge models are developed on the basis of M. Di Pierro’s
FermiQCD [15, 16]. I explain the two main algorithms used in lattice gauge theory
and the changes I made in Appendix B . In Appendix C, the two methods used to
measure statistical uncertainty are discussed and compared.
7CHAPTER 2
SCALAR MODELS
2.1 Effects of field cutoff on Integrals







This integral can be seen as a zero dimensional field theory. The coefficient of the
quadratic term m2 is set to 1 in all the numerical calculations discussed hereafter,
however it will sometimes be used as an expansion parameter. We first discuss the
problems associated with usual perturbation theory. The basic question in ordinary
perturbation theory is to decide for which values of the coupling, the truncated series

















Γ(2k + 1/2)(2/m2)2k+1/2 . (2.3)
The ratios ak+1/ak ' −16k grow linearly when k → ∞ and in order to get a good
accuracy at order K, we need to require λ << 1/16K.
An alternate way of seeing this is that the integrand e−(m
2/2)φ2φ4k/k! is maxi-
mum at φ = 2
√
k. On the other hand, the truncation of e−λφ
4
at order K is
8provided that λφ4 << K. The truncated expansion of the exponential is a good
approximation up to the region where the integrand is maximum, provided that
λ(2
√
K)4 << K, which implies λ << 1/16K.
It is useful to represent the above discussion graphically. The number of of
significant digits as a function of the coupling is given in Fig. 2.1. The number of
significant digits is minus the log in base 10 of the relative error. At sufficiently
small coupling, the behavior becomes linear with a slope which is minus the order.
Remembering the minus sign above, the intercept diminishes with the order. It is
possible to construct an envelope for the curves at various orders, in other words, a
curve that lays above all the curves and is tangent at the point of contact. In Fig.
2.1, we have used a semi-empirical formula to draw an approximate envelope: we
have used the order k as the (continuous) parameter of a parametric curve
x = −Log10(16k) (2.4)
y = −Log10
[
(16(k + 1))−k−1 |ak+1|pi−1/2
]
.
A careful examination of the figure at low coupling (e. g., near 10−2) shows that as the
order increases, the accuracy increases up to an order where it starts decreasing. The
envelope is the boundary to a range of accuracy that is inaccessible using ordinary
perturbation theory.
A simple way to convert the asymptotic series into a converging one [17, 18]
consists in restricting the range of integration to |φ| < φmax. On the restricted
domain, e−λφ
4
converges uniformly and one can then interchange legally the sum and
the integral. We are then considering a modified problem namely the perturbative





















Figure 2.1: Number of significant digits versus λ at order 1, 2, ... 15. In all graphs,
all the logs are in base 10. As the order increases, the curve rotates clockwise and
moves left. The thick line is the envelope Eq. (2.4). The large blank area in the







As the order increases, the peak of the integrand of ak (see Eq. (2.3)) moves across
φmax and the large order coefficients are suppressed by an inverse factorial: |ak| <
√
2piφ4kmax/k!. At the same time, we have an exponential control of the error:





Everything works in a very similar way for numerically solvable λφ4 problems
in D = 1 (anharmonic oscillator). The only difference being that in the latter case,
a more demanding computational effort is required. This should be kept in mind
while discussing the general strategy to be followed. If we could calculate as many
perturbative coefficients as needed, an obvious strategy would be to pick a field cut
10
φmax large enough to satisfy some accuracy requirement. Then, given that the modi-
fied series is convergent, we could calculate enough coefficients to get an answer with
the required accuracy. Unfortunately for any other problem than the integral, it is
difficult to calculate the coefficients. A more realistic approach is to assume that we
can only reach a fixed order and pick the field cutoff in such a way that at this order,
we reach an optimal accuracy.
For even and odd K, our treatment will be different. For series truncated
at even orders, the overshooting of the last positive contribution can be used to
cancel the undershooting effect of the field cut. In other words, the errors due to the
truncation of the series and the field cutoff compensate exactly for a special value
of the field cutoff φoptmax(λ). This value is calculated approximately using weak and
strong coupling expansion in subsection 2.1.1. For series truncated at odd orders
(subsection 2.1.2), the two effects go in the same direction and the error can only
be minimized. However, an exact cancellation can be obtained by using a mass shift
m2 → m2(1 + η). We then need to find η(φmax, λ) such that the cancellation occurs.
In practice, it is desirable to have η as small as possible and we will in addition impose
that ∂η/∂φmax = 0. This condition fixes the otherwise unspecified φmax.
Before doing this with a different procedure for even and odd orders, we will
first discuss the strong coupling expansion of Eq. (2.1). Our original integral Z(λ)
vanishes in the limit where λ→∞. However λ 14 Z(λ) has a finite non-zero limit and



























Figure 2.2: Number of significant digits versus λ at order 1, 11, 21, ... 141 in the
strong coupling expansion. As the order increases, the curve rotates counterclockwise
and moves left.
with
bl = (−1)l(1/2)l+1(1/l!)Γ(l/2 + 1/4) . (2.8)
This expansion is converging over the entire complex plane. However, if we look at
the first few orders displayed later in Fig. 2.6, one might be tempted to conclude
that the series has a finite radius of convergence because the curves representing the
significant digits seem to have a “focus” near λ = 10−1.5. To be completely specific,
we mean that in Fig. 2.6, the four curves labeled S0 to S4 seem to intersect at a given
point. However, as many more orders are displayed, the apparent focus moves left
and a “caustic” (envelope) appears. This is shown in Fig. 2.2. The only difference
with Fig. 2.1 is that the region which is inaccessible is now below.
12
2.1.1 Even orders
















At the end of this subsection, we prove that this equation has no solution when K
is odd, and K is assumed to be even in this subsection. This equation can be solved
numerically with good accuracy using Newton’s method or a binary search. Our goal
is to find approximate methods (which can be used in more complicated situations) to
solve this equation and compare them with the accurate numerical solutions. In the
rest of this subsection, we consider the cases of strong and weak coupling estimates
of the optimal value of φmax(λ).
Multiplying both sides of Eq. (2.9) by λ1/4 and expanding in powers of m2/λ1/2









= Γ(1/4) . (2.11)
The solutions of this transcendental equation are displayed in Fig. 2.3 for various
orders K. Asymptotically, C
(0)
K ' 0.75 + 0.28K. These solutions can be compared
with the solutions DK of the equation
e−DK = (DK)K/K! , (2.12)
which can be used as a rough estimate of λφ4max. Asymptotically, DK ' AK + . . . ,
where A = 0.278465 . . . is a solution the transcendental equation e−A−1 = A. This
13













Figure 2.3: Solutions C
(0)
K , DK and EK defined by Eqs. (2.11), (2.12) and, later in
the text, by Eq. (2.20).
lowest order (in the strong coupling) estimate of the optimal value of φmax is quite
good. In Fig. 2.4, we see that for K = 6 it provides a significant improvement
compared to the regular perturbative series at order 6 for λ > 10−2. In Fig. 2.4, we
also compare with the accuracy at fixed cuts. For a fixed value of φmax, Eq. (2.9)
has one solution for a given λ and the accuracy becomes infinite at this value. In
this figure, we see only peaks of finite height, but we see that the approximation goes
quite high in the peak; in other words, we localize the optimal value quite well.








and plug it in the expansion in the same parameter of Eq. (2.9). The new coefficients
obey linear equations which can be solved order by order. The optimal φmax(λ)
calculated at the four lowest orders in m2/λ1/2 are shown in Fig. 2.5. As explained in
14






























Figure 2.4: Significant digits obtained with the optimal cut φmax(λ) estimated using
a strong coupling expansion at lowest order (W6S0), compared to results at three
fixed cuts and regular perturbation theory (PT6) at order 6.
section 2.1, below a certain value of λ a few orders in the strong coupling expansion
won’t help and one needs much higher order to improve the estimate in this region.
After a short reflection, one can conclude that the “focus” observed in Fig. 2.6 is
compatible with Fig. 2.5.
The notations we use for the curves in the figures are showed in the Table
(2.1). In some figures, some of the indexes appear directly near the corresponding
curve.
The accuracy of the truncated series at φmax calculated with the higher order
corrections in m2/λ1/2 in Fig 2.6. For comparison, the accuracy obtained by using
only the strong coupling expansion Eq. (2.7). is also shown. The figure makes clear
that the method proposed here represents a significant improvement compared to the
separate use of the conventional weak and strong coupling expansions.
15
Table 2.1: The table of the notations we use for the curves in the figures.
notations meaning
PT6 weak coupling perturbation expansion at order 6
S1 strong coupling perturbation expansion at order 1
W6S1 weak coupling expansion up to order K=6 in Eq. (2.9)(this is the
W6 part) and a strong coupling expansion at order 1 in m2/λ1/2 (this
is the S1 part) in the calculation of the optimal φmax
W6W7 weak coupling expansion up to order K=6 in Eq. (2.9)(this is the
W6 part) and a weak coupling expansion at order 7 in λ (this is the
W7 part) in the calculation of the optimal φmax
δ7 linear delta expansion at order 7
δ6S1 linear delta expansion at order 6 and a strong coupling expansion at
order 1 in m2/λ1/2 (this is the S1 part)
A1, A2, A3 defined in Eqs. (2.15), (2.16) and (2.19) corresponly
PMS the principle of minimal sensitivity condition
NUM accurate numerical result
16

























Figure 2.5: Estimates of the optimal φmax(λ) at the first four orders in the strong
coupling expansion































Figure 2.6: Significant digits obtained with the optimal cut φmax(λ) (corresponding
to a truncated expansion at order 6 in the weak coupling) estimated using the strong
coupling expansion at orders 0, 1, 2 and 3 (solid lines), compared to significant digits
using only the strong coupling expansion of the integral at the same orders in the
strong coupling (dashed lines) and regular perturbation theory at order 6 (PT6).
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As we learned in the strong coupling estimation, as λ decreases, the optimal
value of φmax increases. In the limit of a weak coupling, the “tails” of the integral
that we removed become a small quantity. It is thus advantageous to split the l.h.s.
of Eq. (2.9) into its bulk and tails and expand e−λφ
4
in the bulk where it is justified.










In the limit of very small λ, Eq. (2.14) becomes
(2/(m2φmax))e
−(m2/2)φ2max ' −aK+1λK+1 . (2.15)
The l.h.s. has a functional form similar to semi-classical estimates of the energy shifts





2/2)φ2−λφ4 ' −aK+1(φmax)λK+1 , (2.16)
It is clear that the two above equations have solutions only when K is even because
in this case aK+1 < 0. We can also show that Eq. (2.14) has solution for K even. We










Using the fact that f ′K = −fK−1 and a similar relation for the g, one can show by
induction that for K even, fK and gK are positive with their only zero at zero. For
18
























Figure 2.7: Estimates of the optimal φmax(λ) obtained with the approximations A1,
A2 and A3 defined in the text for K = 6, compared to numerical values (empty
circles).
K odd and x > 0, gK is negative and decreases. Given that the r.h.s. of Eq. (2.14)
is the integral with a positive measure of −gK+1 over positive argument, we see that
the r.h.s. is positive when K is even and negative when K is odd. Since the l.h.s. is
always positive, they are no solutions for K odd.











and so on. In the following, we refer to the successive approximations defined by Eqs.
(2.15), (2.16) and (2.19) as approximations A1, A2 and A3 respectively. The esti-
mates of the optimal φmax obtained with these approximations and the corresponding
accuracies as a function of the coupling are shown in Figs. 2.7 and 2.8.
One can see that A1 provides good estimates of φmax optimal only at very
19


























Figure 2.8: Significant digits obtained with the approximations A1, A2 and A3 for
K = 6, compared to order 6 to 9 in regular perturbation theory (solid lines rotating
clockwise as the order increases).
small λ. On the other hand, A2 and A3 both provide good estimates even at large
coupling. Not surprisingly, the accuracy of A2 (A3) merges with order 7 (9) in regular
perturbation theory.
2.1.2 Odd orders
As explained in subsection 2.1.1, for series truncated at odd K, the Eq. (2.9)
has no solutions. The best that we can do is to minimize the error (i.e., the difference
between the r.h.s. and the l.h.s). The minimization condition implies that λφ4max =





= fK(Ek) = 0 . (2.20)
In the following, we refer to this condition as the principle of minimal sensitivity
(PMS) condition. This terminology has been used [8] in the LDE where the variational
20






















Figure 2.9: Significant digits obtained with the PMS condition compared to the same
quantity at fixed cuts.
parameter is fixed by requiring that the final estimate depends as little as possible
on this parameter. The solutions EK are displayed in Fig. 2.3 which shows that
they are asymptotically close to the solutions C
(0)
K−1 obtained at the lowest order in
the strong coupling expansion. The accuracy obtained using the PMS condition is
by construction the envelope of the accuracy obtained for all possible φmax. This is
illustrated in Fig. 2.9.
Nevertheless, an exact match between the original integral and the truncated
perturbative expansion with a field cut can be obtained by using a mass shift m2 →
m2(1 + η). Using obvious notations, we denote the cut integral defined in Eq. (2.5)
with this mass shift Z(λ, φmax, η). The level curves of the perturbative expansion of
Z(λ, φmax, η) at fixed λ follow different patterns at odd and even orders as illustrated
in Fig. 2.10.
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INT. ORDER 6η  
 
Figure 2.10: Level curves of the perturbative expansion of Z(λ, φmax, η) at order 6
and 7 in λ evaluated at λ = 0.1.
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K is assumed to be odd. For x > 0, we have fK(x) < e
−x because gK+1(x) > 0
for K + 1 even and x > 0. We can compensate this underestimation by making the
integration measure more positive, in other words picking the parameter η < 0.
At even order, all the level curves cross the η = 0 line and there is no need
for a mass shift. This case was discussed in subsection 2.1.1. At odd order, the level
curve corresponding to the exact value Z(λ) defines a curve η(φmax). We show that
this curve stays in the half-plane η < 0. We are now free to pick an arbitrary value of
φmax and adjust η = η(φmax). In the following we will pick φmax in such a way that
|η| is as small as possible. This can be accomplished by solving the equation
∂η/∂φmax = 0 , (2.22)
for φmax. The l.h.s. of Eq. (2.21) is independent of φmax. Taking the derivative of Eq.
(2.21) with respect to φmax and imposing that φmax is a solution of ∂η/∂φmax = 0 ,




−(m2/2)(1+η(φmax))φ2max = 0 (2.23)
which implies the PMS condition (2.20). It is clear this condition (2.22) is indeed
equivalent to the PMS condition (2.20) and consequently we have simply φmax =
(EK/λ)
1/4. With this choice, the introduction of η is a natural continuation of the
optimization at η =0. Estimations of η for this choice of φmax can be obtained
approximately at strong and weak coupling.
23






















Figure 2.11: Optimal η as a function of λ. Numerical values (empty circles) compared
to approximate values obtained with the weak coupling expansion expansion (W7W8)
corresponding to Eq. (2.24) with K = 7 and the orders 0, 1 and 2 in the strong
coupling expansion (W7S) from Eq. (2.25).
In the limit of arbitrarily small coupling, we can treat η as a quantity of order
λK+1 and use it to make up for the “missing” even contribution that would allow a
solution of Eq. (2.9). This reasoning implies the weak coupling estimate
η ' −λK+1aK+1(φmax)m(2/pi)1/2 . (2.24)






The two approximation work well in their respective range of validity as shown in
Fig. 2.11. The significant digits obtained with the various procedures are displayed in
Fig. 2.12. One sees that the mass shift provides a significant improvement compared
to the PMS condition at η=0. If we compare the two methods in their respective
24





























Figure 2.12: Significant digits for the same approximations as in Fig.2.11 compared
to the regular perturbative series at orders 7 and 8 (thin solid line), the PMS result
with η=0 at order 7 (small dots) and the envelope of regular perturbation theory
(thick solid line).
region of validity, the improvement provided by the strong coupling method is more
substantial. Not surprisingly, W7W8 merges with PT8 at weak coupling.
We can now compare the accuracy of various estimates based on strong cou-
pling expansions at the same order in m2/λ1/2. Examples are shown in Fig. 2.13
where the accuracy obtained with three methods relying on estimates at order one in
m2/λ1/2 are displayed. One can see that as the coupling becomes large, the accuracy
increases at the same rate in the three cases. As we already know in the even case, our
method significantly improves the basic strong coupling expansion from Eq. (2.7).
However, the improvement based on even order K = 2q in λ performs significantly
better than the improvement based on the odd order K = 2q + 1. Consequently,
when in the next section we compare with other existing methods, we will restrict
25























Figure 2.13: Significant digits obtained with the strong coupling expansion at order
one in m2/λ1/2 and the approximations W6S1 and W7S1 discussed previously.
ourselves to the even case.
2.1.3 Comparison with other methods
There exists several methods to improve the accuracy of asymptotic series.
These include Pade´’s approximants [5] applied to the series itself or its Borel-transform
and the LDE [8]. These methods are compared among themselves in Fig. 2.14. One
can see that at weak coupling, the LDE provides an upper envelope for the accuracy
while at strong coupling it prevails more significantly. Consequently, we only need to
compare our results to the LDE. This is done in Fig. 2.15 where we see that at strong
and moderate coupling, our methods provide a significant improvement compared to
the LDE. On the other hand, at weak coupling, the improvements that we proposed,
do not perform as well as the LDE.
The results of Fig. 2.15 have been obtained by making the replacements
26





















Figure 2.14: Comparison of the delta expansion at order 7 (δ7) with Pade´ approxi-
mants and the Pade´-Borel method. In both cases the approximants [4/3], [3,4] and
[2,5] have been used.


























Figure 2.15: Comparison of the delta expansion at order 7 (δ7) with various methods
discussed previously and regular perturbation at order 7 (PT7).
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[8, 9, 10] m2 → Ω2 + δ(m2 − Ω2) and λ → δλ. We then expanded the perturbative
series at order K in λ to order K in δ. The arbitrary parameter Ω2 was determined
by requiring that the derivative of the estimate with respect to Ω2 vanishes. This was
called the PMS condition in Ref. [8] and it has a solution at odd orders only.
At even orders, it is however possible to proceed in a way similar to what
we have done in subsection 2.1.1, namely matching the strong coupling expansion
of the estimate with the usual strong coupling of the integral in order to determine
the arbitrary parameter. At order zero in m2/λ1/2, this results into a transcendental
equation which has a solution at even orders only. Higher order corrections to λ/Ω4
can then be calculated by solving linear equations just as in subsection 2.1.1. The
numerical results for K = 6 are displayed in Fig. 2.16. One can see that this method
and the method presented in subsection 2.1.1 have very similar accuracy at moderate
and strong coupling.
The procedure we have used above is closely related to variational methods
[20] where weak and strong coupling expansions were combined for various purposes.
The only difference is that here we simply imposed the matching with the strong
coupling expansion rather than resorting to extremization procedures or large order
scaling arguments.
28




















Figure 2.16: Significant digits obtained using the strong coupling expansion at order
one in m2/λ1/2 to determine Ω in the δ expansion at order 6 compared the approxi-
mation W6S1 discussed previously.
2.2 Effects of field cutoff on 1 dimensional Quantum mechanics model
2.2.1 Interpretation




D[φ(x)] exp{−SE[φ]} , (2.26)
and













Here S0 is the action of a one dimensional harmonic oscillator, and Sλ is the interaction
term.
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D[φ] exp(−S0) . (2.28)





















The a corresponds to the lattice spacing and φ(x) means the field on site x, so






















λ2 + . . .
}
. (2.30)
















T = NS · a , (2.32)
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∆E2 = − a
2NS




[< θ3 > −3 < θ >< θ2 > +2 < θ >3]
∆E4 = − a
3
24NS
[−6 < θ >4 +12 < θ >2< θ2 >
−3 < θ2 >2 −4 < θ >< θ3 > + < θ4 >]
∆E5 = − a
4
120NS
[−24 < θ >5 +60 < θ >3< θ2 >
−20 < θ >2< θ3 > +10 < θ2 >< θ3 > −30 < θ >< θ2 >2
+5 < θ >< θ4 > − < θ5 >] . (2.33)
We want to use Monte Carlo simulations to calculate ∆E1 to ∆E5. From Eq. (2.33),
we need to calculate the following five quantities
< θ >,< θ2 >,< θ3 >,< θ4 >,< θ5 > . (2.34)
To simplify the discussion, we set m = 1 and ω = 1 during the following calculation.
2.2.2 The overrelaxation method
When we do a Monte Carlo simulation, we need to generate field configura-
tions randomly in the space of field variables. The number of lattice points in the
space of field variables is large. But in the path integral only a small neighborhood
of the minimum action will substantially contribute to the result [22]. We use an im-
portance sampling algorithm, which means the sample generated during the Monte
Carlo simulation must follow exp{−SE[φ]}. This is similar to statistical mechanics,
31
where the canonical ensemble consists of an infinite number of field configurations,
with a density W [φ] defined on the measure D[φ]. In the canonical ensemble the
density W [φ] is proportional to the Boltzman factor exp{−SE[φ]}
W [φ] ∝ e−SE [φ] . (2.35)
We define the P ([φ′] ← [φ]) as the transition probability [22] from [φ] to [φ′].
The transition probability P has to satisfy
∑
[φ′]
P ([φ′]← [φ]) ≡
∫
D[φ′]P ([φ′]← [φ]) = 1 (2.36)




P ([φ′]← [φ])W [φ] ≡
∫
D[φ]P ([φ′]← [φ])W [φ] . (2.37)
Given some ”reasonable” initial ensemble of configurations with density W0,




PKW0 = Wc . (2.38)
Here the word ”reasonable” means that the initial ensemble density W0 must have a
non-zero overlap with the canonical ensemble. From Eq. (2.38) it follows that the
canonical ensemble is a fixed point of the transition probability P
PWc = Wc . (2.39)
A sufficient condition to meet Eq. (2.39) is the detailed balance condition:
P ([φ′]← [φ])W [φ] = P ([φ]← [φ′])W [φ′] . (2.40)
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Following this and Eq. (2.36)
∑
[φ]
P ([φ′]← [φ])Wc[φ] =
∑
[φ]
P ([φ]← [φ′])Wc[φ′] = Wc[φ′] , (2.41)
which is the Eq. (2.39). The detailed balance condition does not determine the
transition probability uniquely, so one can use this freedom to invent an efficient
algorithm.
We first address the Metropolis method. This is a general and effective method
for studying the system whose action can be expressed by a local action. The idea of
the Metropolis method is to define P ([φ′]← [φ]) for [φ′] 6= [φ] by







This method is implemented by the following numerical procedure:
1. choose a trial configuration randomly,
2. accept it as the next configuration if the action is decreased, accept it with the
probability equal to the ratio of Boltzman factors if the action is increased.
In order to decrease the statistical error of output, we need the generated configura-
tions to be uncorrelated, which means many update steps between each independent
configuration. When the lattice spacing a is decreased, the number of update steps to
get independent configurations (we will discuss the definition of independent in the
Eq. (2.46)) is increased proportionally to a−2. This is too expensive when a ≈ 0.01
in this one dimension problem. The reason of this low efficiency is that each time we
only try to update the lattice field at only one point. If we can find a method which
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can change many fields at same time but still keep the acceptance rate high, then the
efficiency of creating independent configuration will be improved.
The idea of the overrelaxation method [23] is to change all the fields on the
lattice at the same time while keeping the action unchanged, so the acceptance rate is
also unchanged. The overrelaxation method generates the microcanonical ensemble
with constant action, and it is non-ergodic. To overcome this shortcoming [22], we
mix the overrelaxation method with the Metropolis method, which is ergodic.



















So it is possible to keep SE unchanged if
φ′(x) = − B
2A
(φ(x + a) + φ(x− a))− φ(x) . (2.45)
The numerical algorithm of this method:
1. keep all the fields on even lattice points fixed, change all the fields on odd points
according to Eq. (2.45),
2. keep all the fields on odd lattice points fixed, change all the fields on even points
according to Eq. (2.45);
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When we perform Monte Carlo simulations, we use the overrelaxation method mixed
with the Metropolis method, later we call this method the mixed method. Now the
number of update steps to get uncorrelated configurations increases proportionally to
a−1.
We denote Om =
∑
x φm(x)













The function of C(n) decreases as e−n/τ until it reaches the fluctuation noise. τ is
called the correlation time. Fig. 2.17 shows the function C(n) for both methods. We
use the same CPU time scale in the two parts of Fig. (2.17). The mixed method
drops much faster and reaches the fluctuation noise much earlier than the Metropolis
method. Fig. (2.18) compares the correlation time of the Metropolis method to the
mixed method. We use the same CPU time scale for τ in both cases. In the Metropolis
case, the slope is near −2, which corresponds to a−2. In the mixed method case, the
slope is near −1, which corresponds to a−1. In Fig. (2.19), the total time for two
methods to get 50 uncorrelated configurations are showed. It is clear that the mixed
method use much less time than the Metropolis method.
We use two methods to measure the statistical uncertainty. One is devel-
oped by Ref. [24], the other is the Bootstrap [25] method. These two methods are
discussed in Appendix C. In many cases, it is very difficult to guarantee that the
configurations are uncorrelated. We can’t directly use the standard way to estimate





























Figure 2.17: The logarithm of the correlation function versus n for the Metropolis and
the mixed method when the lattice spacing a = 0.05 and T = 40. We use the same
CPU time scale to express the length of n. The time to get the 200th configuration in
the Metropolis method is same as to get the 800th configuration in the mixed method.
To reach −8 of ln(|c(n)|), the n for the mixed method is about 50, for the Metropolis
method is about 300. In the Metropolis method, there are 8000 local updates between
each configuration. In the mixed method, there are 10 overrelaxation updates plus
100 local updates between each configuration.
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Figure 2.18: The logarithm of correlation time τ versus logarithm of lattice spacing
for the Metropolis and the mixed method.
are uncorrelated. We are using method of Ref. [24] in subsections 2.2.3, 2.2.4.
2.2.3 Finite lattice spacing effect in the “particle in a box” problem
When we perform Monte Carlo simulations, the lattice spacing cannot be
infinitely small. So we need to extrapolate from the data with a finite lattice spacing
to zero lattice spacing. In order to extrapolate, we need to find a function that fits
the data reasonably well. As we know, the probability amplitude for a particle to
move from point y to point x within time interval τ is (we discuss the problem at
Euclidean time) 〈
x
∣∣∣e−Ĥτ ∣∣∣ y〉 . (2.47)
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Figure 2.19: The logarithm of total CPU time to get 50 independent configurations
versus lattice spacing a for the Metropolis and the mixed methods. In both cases,
there are no field cut.





Ua = exp(−V̂ a
2




Ĥ = Ĥ0 + V̂ (x) , (2.49)
and the path integral reads
〈
x
∣∣∣e−Ĥτ ∣∣∣ y〉 = lim
NS→∞
∫
dx1...dxNS−1 < x|Ua|x1 > ... < xNS−1|Ua|y > . (2.50)
Because later we will restrict the field to a finite range during the Monte Carlo
simulations, we first study the one dimensional free particle in a box problem (ω = 0)
as the simplest model to find the lattice spacing dependence. The Hamiltonian of the
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free particle in a box is
H = H0 + V (x) =
P 2
2




0 if |x| < xmax
∞ if |x| ≥ xmax .
(2.52)










x) n even ,
(2.53)




n = 1, 2..., (2.54)


































Using the definition of the Jacobi θ functions






)2 cos((2n + 1)pinν)














































Eq. (2.55) now can be written as
〈
x

























When xmax →∞, with a real and positive, then θ3 → 1 and θ2 → 0, and we recover












When we perform Monte Carlo simulations, we use the expression of Eq. (2.59) to
calculate the path integral. The difference between Eq. (2.59) and Eq. (2.58) can be
40
neglected when x and y are not near the boundary (The definition of boundary is |x|
or |y| = xmax). If x or y is on the boundary,
〈
x
∣∣e−aH0∣∣ y〉 = 0 in Eq. (2.58), but not
in Eq. (2.59) as it should.




comes from x ' y, otherwise the exponential in Eq. (2.59) will be very small. The
areas which are close to the boundary and also near x ' y mainly contribute to
the difference between Eq. (2.58) and Eq. (2.59). In Fig.(2.20), we show these two






∣∣e−aH0∣∣ y〉 in these areas is proportional to 1√
a
, the whole contribution
should be of order
√
a. We now assume a dependence on a of the form A1 +A2a
A3 for
〈x4〉. For example, when xmax = 1, by using nonlinear fit, 〈x4〉 ' 0.0025 + 0.016a0.52,
which agrees with our estimation (∝ √a) very well. In Fig. (2.21), we show the A3
for the free particle in a box (ω = 0) and the harmonic oscillator case (ω 6= 0) for
different field cuts. In the following section 2.2.4, we will use this nonlinear formula
to extrapolate the answer to zero lattice spacing.
2.2.4 Monte Carlo simulation
In Figs. (2.22) (2.23) (2.24) (2.25), we show the nonlinear function fits the
data quite well when the field cut is 2.5. To estimate the error of the data in this
section, we use the method of Ref. [24] which is discussed in Appendix C.
Fig. (2.26) shows the Monte Carlo result with accurate numerical results when
the field cut is 1, 1.5, 2, 2.5, 3, 3.5. When the field cut is larger, the effect of finite
41

























Figure 2.21: The fit of A3 for different field cuts in two cases. The first picture is for
ω = 0. The second picture is for the harmonic oscillator that ω 6= 0.
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Figure 2.22: The Monte Carlo result (circles) and fit (continuous line) of ∆E1 when
xmax = 2.5. The error bar of the Monte Carlo result is too small to be viewed.
The accurate result of ∆E1 when xmax = 2.5 is 0.648. And the fitting function is
0.642 + 0.113a0.347.












Figure 2.23: The Monte Carlo result (circles) and fit (continuous line) of ∆E2 when
xmax = 2.5. The accurate result of ∆E2 when xmax = 2.5 is 1.248. And the fitting
function is 1.245 + 1.259a0.486.
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Figure 2.24: The Monte Carlo result (circles) and fit (continuous line) of ∆E3 when
xmax = 2.5. The accurate result of ∆E3 when xmax = 2.5 is 3.649. And the fitting
function is 3.730 + 19.25a0.578.












Figure 2.25: The Monte Carlo result (circles) and fit (continuous line) of ∆E4 when
xmax = 2.5. The accurate result of ∆E1 when xmax = 2.5 is 11.41. And the fitting
function is 12.16 + 72.3a0.670.
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Figure 2.26: The comparison of Monte Carlo result (circles) and accurate numerical
result (continuous lines), all the values have been divided by their infinite cut limits.
lattice spacing is smaller. It is difficult to do a nonlinear fitting for this data. So we
choose the data for a smallest lattice spacing of the field cut 3 and 3.5 as our result
with zero lattice spacing. In Fig.(2.26), the results corresponding to xmax = 3 and
xmax = 3.5 are for a lattice spacing equals to 0.005 without any nonlinear fitting. The
result of Monte Carlo simulations fits the data quite well on the crossover region.
In Fig.(2.27) we show < φ4 > versus the logarithm of the lattice spacing a,
which looks very close to a line. We first do a linear fit for the Monte Carlo data
when a ≥ 0.01, then we use this linear fit to compare the Monte Carlo data when
a = 0.005. From the figure we can see that the linear fit is not accurate. This means















Figure 2.27: The < φ4 > versus the logarithm of the lattice spacing a when the field
cut is 3. The horizontal line at the bottom is the accurate numerical result 0.7333.
The empty circles represent the result of Monte Carlo simulations. The solid line
which fits the circles is the linear fit for the Monte carlo data which excludes the data
when a = 0.005. The dash line is obtained by guessing the A3 from Fig. (2.21), and
then doing a linear fit for the data.
2.3 Effects of field cutoff on 2 and 3 dimensional field theory
In this section we expand the discussion of field cut to 2 and 3 dimensional
SFT models. As we do not have the same numerical method used for 1 dimensional




φ2(x) > /Ns , (2.60)
which is analytically calculable.






aDφ(x)( + m2)δx,yφ(y) , (2.61)
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(2f(x)− f(x + aµ̂)− f(x− aµ̂)) . (2.62)
The lattice propagator is defined as
∑
y
( + m2)δx,yG(y, z; a) = a
−Dδx,z . (2.63)
We can solve it by using a Fourier transform,











2a−2(1− cos apµ) + m2
}−1
. (2.65)
And A0 is just G(x, x; a). When the lattice spacing a → 0, the divergence of A0
is ln(a) for D = 2 and 1/a for D = 3. However, the field cut takes care of this
divergence. This is illustrated in Fig. 2.28 for D = 2 and Fig. 2.29 for D = 3. This
regularization has a simple explanation[19]: since the average A0 can be written as
an integral with a positive measure, we can obtain a bound by replacing φ2(x) by its
maximal value. This yields the bound A0 ≤ φ2max. The field cut can be thought as
produced by an interaction of the form (φ/φmax)
s in the large s limit. Consequently,
this should not affect the universal features of the model and it should be possible to
calculate the critical exponents using modified perturbative methods.
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Figure 2.28: A0 for D = 2 as a function of the lattice spacing for various field cuts.
The continuous line is the (calculable) lattice result (without cut).





























Figure 2.29: A0 for D = 3 as a function of the lattice spacing for various field cuts.




3.1 Introduction to lattice gauge theory
In this chapter, the problems related to lattice gauge theory will be discussed.
I first introduce the lattice gauge theory in this section. In 1974, Wilson [12] proposed





with Up and Sp defined as
Up = Uν(x)Uµ(x + a

















Here Up is also called a plaquette variable.
Under local gauge transformation, the link variable Uµ(x) transforms as
Uµ(x)→ Uµ(x) = Λ−1(x + a−→µ )Uµ(x)Λ(x) . (3.5)
The Wilson action is gauge invariant since
TrU ′P = TrUP . (3.6)
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−S[U ] , (3.7)
with dUl the SU(N) invariant Haar measure for the group element associated with
the link l. The average value of any quantity Q is defined as usual by inserting Q in
the integral and dividing by Z. Using
f ≡ −(1/Np) ln Z , (3.8)
here Np is the total number of 1×1 plaquettes. The average plaquette can be defined
as







The relation between lattice and continuum for the gauge field can be con-
structed by setting
Uµ(x) ≡ eiagAbµTb , (3.10)







µν(x) + O(a5) . (3.11)
The leading term of Eq. (3.11) coincides with continuum SU(N) Yang-Mills gauge
action if we set β = 2N
g2
.
Perturbation theory can be applied to lattice gauge theory as well as to the
continuum gauge theory. For strong coupling, because of a small β, this can be
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calculated using the method of high temperature expansions of statistical mechanics
[12, 26, 27]. Balian, Drouffe, and Itzykson [26, 27] computed the average plaquette
up to β15. Compared to strong coupling, weak coupling is more difficult. Di Renzo
and Scorzato [14] proposed a numerical stochastic method to calculate the average
plaquette up to β−10.
3.2 Effects of a field cutoff on a one plaquette SU(2) gauge theory
Expansions in 1/β = g2/2N and β usually provide good approximations for
the average value of gauge invariant quantities in the limit of small and large β re-
spectively. However, calculations in the intermediate region often require a numerical









Exact calculations of the coefficients of P up to order 3 in 1/β [28] and numerical
calculations at order 8 [29] and 10 [14] are available. The accuracy of the weak and
strong coupling expansions at successive orders is shown in Fig. 3.1 for SU(3) in
4 dimensions. The figure makes clear that in the region 5 < β < 6, none of the
expansions (in powers of β or 1/β) is accurate. Unfortunately, this region is precisely





























Figure 3.1: P versus β for SU(3) in 4 dimensions. The solid line represents the
numerical values; the dashed lines on the left, successive orders in the strong coupling
expansion; the dot-dash lines on the right, successive orders in the weak coupling
expansion.
3.2.1 The one plaquette integral

















provides a good understanding about the role of large field configurations in the
perturbative series. It helps identifying general features of the the effect of a field
cut. In order to generalize this procedure to gauge theory, we will first consider the









After fixing the gauge so that U = 1 on three sides of the plaquette, Z becomes an







For an arbitrary gauge fixing prescription, TrU become Tr(U(g)U) with g arbitrary
and Z is g-independent by virtue of the invariance of the Haar measure dU . This
integral and its moments appear in the strong coupling expansion [30, 31, 32, 33]
and in the mean field treatment [34] of SU(N) gauge theories. In the one plaquette
model,
P = − d
dβ
lnZ . (3.16)
The accuracy of successive orders in the β and 1/β described in the following is shown
in Fig. 3.2 that can be compared with Fig. 3.1.
In the following, we specialize the discussion to the case N = 2 for which the
Haar measure is very simple. From now on, the reference to N will be dropped and






dω sin2(ω/2)e−β(1−cos(ω/2)) . (3.17)








1− u2e−β(1−u) . (3.18)
and one recognizes from Eq. (8.431) of Ref. [35] that the integral can be expressed
in terms of the modified Bessel function I1:
Z(β) = 2e−βI1(β)/β (3.19)
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Figure 3.2: P versus β for SU(2) on one plaquette. The solid line represents the
numerical values; the dashed lines on the left, successive orders in the strong coupling
expansion; the dot-dash lines on the right, successive order in the weak coupling
expansion.







As in the case of the integral of Eq. (3.13), the presence of the factorial at the
denominator implies that the strong coupling expansion (in powers of β = 4/g2)
converges over the entire complex plane.








1− (t/2β) . (3.21)























and the fact that Γ(l+1/2)/l! < 1 for l ≥ 1. (This is true for l = 1 and can be proved
using induction by multiplying the inequality by (l+1/2)/(l+1) < 1). Consequently,
the sum converges at the same rate as
∑
l−2. Note that as in the case of the ground
state of the quantum mechanical double well, the first term is positive but all the
remaining terms are negative.
Obviously, Eq. (3.22) is not a power series in β−1 since the “coefficients”
Al(2β) are β-dependent. We can now obtain the conventional asymptotic expansion
by two different methods. The first one consists in adding the tails to the integrals
in Eq. (3.23), or in other words by replacing the incomplete gamma function by the
gamma function. This is a standard procedure in asymptotic expansions of integrals
[36].
One then obtain the asymptotic expansion




(Γ(l + 1/2))2(l + 1/2)
l!(1/2− l) , (3.25)
The terms of this sum now grow like l!/2l and the series is asymptotic. As all the
terms for l ≥ 1 are negative, the Borel transform has singularities on the positive real
axis.
55
It is instructive to rederive the expansion of Eq. (3.25) by following the steps
of lattice perturbation theory [37]. We first set ω = gA in Eq. (3.17) and expand
the action and the Haar measure in powers of g. This leaves us with the integral of a
power series in g over the range 0 to 2pi/g for A. The asymptotic series (3.25) is then
recovered by letting the range of integration go to infinity. It seems clear that the
two asymptotic series in g should be identical and we have checked explicitly that it
was true beyond order 30 in g.
In the study of scalar models [7], we have shown that if we plot the accu-
racy of perturbative series at successive orders, an envelope setting the boundary of
the accuracy that can be reached at any order using the usual perturbation theory
appears. In the case of the quantum mechanical double-well, this envelope coincides
very precisely with the instanton effect. We expect the limitation in accuracy to be of
the general form gAe−B/g
2
. For the model considered here, the limitation of accuracy
has this generic form and we will see that the effect is of order β−1e−2β.
For β not too small, the low orders the asymptotic series Eq. (3.25) overesti-
mate Z. As we let the order increase, the series cross the true value and then start
to grossly underestimate the true value. At each order, there is a special value of
β for which the truncated series coincides with the exact answer. This explains the
“spikes” seen in Fig. 3.4.
If we assume that for a particular value of β, the converging sum, Eq. (3.22)
with the integrals running from 0 to 2β, truncated at order K is a good approximation































Figure 3.3: Number of correct significant digits as a function of β at successive orders
of the regular perturbative series Eq. (3.25) for Z(β). As the order increases from 1
to 15, the curves (W1, W2, . . . ) get lighter. The thick solid line is log10(β
−1e−2β/Z).
(3.25) with the integrals running from 0 to∞, truncated at the same order, is in good
approximation








dt e−ttl+1/2 , (3.26)
Integrating by parts, dropping terms of order β−1 and summing the resulting
series, we obtain









The coefficient AK slowly decreases when K increases. For instance, A5 = 0.872 . . . ,









dt t−3/2(1− e−t) = 2pi1/2 , (3.29)
which is exactly the l = 0 term. In practice, when the order is not too large, β−1e−2β
is a good order of magnitude estimate for the envelope discussed above as can be seen
in Fig. 3.3.
3.2.2 A modified model with optimization
In this subsection,we consider a modified partition function Z(β, tmax) where
the integration range of Eq. (3.21) takes a fixed, β-independent, value tmax. Expand-
ing as before, we obtain






The original partition function as expressed in Eq. (3.22) is obtained by setting
tmax = 2β. The regular perturbation series is obtained by taking the limit tmax →∞.
In the graphs, we use the notation “WK” for the truncation of the regular perturbative
series at order K. One should however keep in mind that, for instance in W7, the
last term is of order (1/β)7+3/2 due to the prefactor β−3/2 in Eq. (3.30).
Eq. (3.30) is now a regular series in (1/β). It has a finite radius of convergence.
In order to calculate this radius, we notice that for large l,
∫ tmax
0
dttl gets most of its
contribution from the region between tmax(1 − 1/l) and tmax. Consequently, one
can replace e−tt1/2 by e−tmaxt1/2max without affecting the asymptotic behavior of the
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coefficients of the series. If we perform this change directly in the integral Eq. (3.21),
the integral can be calculated explicitly. One can then conclude that Z(β, tmax) has
a non-analytical part proportional to (1 − (tmax/2β))3/2. The series defined by Eq.
(3.30) converges if (1/β) ≤ (2/tmax). Numerical studies of the series with conventional
estimators confirm this argument. Note that the finite radius of convergence of the
series Eq. (3.30) is not in disagreement with the discontinuity of the original model
at 1/β = 0, because this series coincides with the original model only when (1/β) =
(2/tmax).
Can a truncation of the series of Eq. (3.30) at order K be a good approximation
of the original integral Eq. (3.17)? The answer depends on K, tmax and β. It is clear
that if K is large enough and β slightly above 2/tmax, then one should get a reasonable
approximation. This statement is confirmed by Fig. 3.4 where the accuracy of Eq.
(3.30) with tmax = 8 truncated at orders 1 to 15 is displayed as a function of β. In
this particular case, the values of β ≥ 4 are within the radius of convergence. As the
order increases, the spikes in this region (the right half of the Fig. 3.4) move toward
4. In addition, there is another set of spikes, outside the radius of convergence (on
the left half of the Fig. 3.4) and moving in the opposite direction when the order
increases.
A more global information regarding the location of the spikes is displayed in
Fig. 3.5. It shows that the “second solution”, outside the radius of convergence, dis-
appears beyond some critical value of β. As the order in the weak coupling increases,
both solutions get closer to the tmax = 2β line.
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Figure 3.4: Number of correct significant digits as a function of β for a fixed cut
tmax = 8. As the order increases from 1 to 15 (W1, W2, . . . ), the curves become
lighter.
We discuss an approximate method to find the optimal value of tmax corre-
sponding to a given order K and a given value of β. For this purpose, we will use
the strong coupling expansion (power series in β) which provides information com-
plementary to the weak coupling. Now, the crucial point is that the field cut allows
us to control the (1/β) in the integral Eq. (3.21), because (except in the exponential)
all the factor (1/β) appear together with a factor t. In other words, except for the
exponential, it is a function of t/β.
We would like to match the the strong coupling expansion
Z(β) = 1− β + (5/8)β2 + . . . (3.31)
discussed in subsection. 3.2.1, with the truncated expansion of Eq. (3.30) which can
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Figure 3.5: Location of the exact matching between the series Eq. (3.30) at order 6,
7 and 8 and Z(β) in the β-tmax plane. The dash lines represent the solution within










The control of s = t/β can be achieved by imposing that tmax/β is approximately
constant. We can then improve order by order in β by setting
(tmax/β) = c0(K) + c1(K)β + . . . (3.32)
The only non-trivial part is to solve the zeroth order (in β) equation

























Figure 3.6: Approximate locations in the (β, tmax) plane of the matching between the
order 6 weak coupling expansion and Z(β). The two solid lines are the two numerical
solutions at that order (as in Fig. 3.5). The dash line (empty circles) represent the
first (second) approximate solutions at order 0, . . . , 4 in β.
We have checked that for K going from 1 to 40, Eq. (3.33) has exactly two solutions
on the positive real axis with one solution on each side of 2. As K increases, the two
roots get closer. They should coalesce at 2 in the large K limit. This follows from
the fact that F∞(2) = 1 and F ′∞(2) = 0 (as can be shown by using the the same
method as for Eq. (3.29)). The higher order coefficients cl(K) corresponding to each
of the two solutions at order 0 can then be found by solving linear equations. This
procedure provides approximate value of the optimal tmax which apparently converges
toward the correct numerical value. This is illustrated in Fig. 3.6. If we plug the
two approximate values of tmax of Eq. (3.32) in Eq. (3.30) truncated at order K, we
obtain approximate values of Z(β). The accuracy of this procedure is displayed in
Fig. 3.7 in the case K = 6. It appears clearly that the first solution (the one within
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the radius of convergence with tmax < 2β) is significantly more accurate than the
other solution (with tmax > 2β). Similar features were observed for K up to 20.


























Figure 3.7: Significant digits obtained from Eq. (3.30) truncated at order 6 using
tmax/β at order 0 (squares), 1 (circles), 2 (triangles) and 3 (stars). The first solution
with tmax < 2β is showed with filled symbols, while the second solution is showed
with empty symbols.
We can now compare the accuracy of the method proposed here with the weak
and strong coupling expansions. The case K = 6 is displayed in Fig. (3.8). In the
weak coupling region (β > 10) the accuracy of our procedure merges with the reg-
ular perturbation series. In the strong coupling region (β < 0.1), our procedure is
more accurate than the regular expansion in powers of β by several significant digits.
As β → 0, the accuracy of our procedure with tmax/β determined at order m in β
increases at the same rate as the regular strong coupling expansion at order m in β
maintaining the difference in accuracy approximately constant. In the intermediate
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region where none of the conventional expansions works well (except at the pertur-
bative spike), our procedure maintains a very good accuracy interpolating smoothly
between the two regimes.




























Figure 3.8: Significant digits obtained from Eq. (3.30) truncated at order 6 using the
first solution for tmax/β at order 0 to 3 compared to the weak coupling expansion at
order 6 (dotted line W6) and the strong coupling expansion at order 0 to 2 (empty
circles SC)
At last, we study empirically the asymptotic behavior of the coefficients cl(K)
appearing in the expansion of tmax/β in Eq. (3.32). At fixed K large l , Fig. 3.9
suggests that
cl(K) ∝ (G(K))l . (3.35)
In addition, it appears that G(K) decreases with K approximately like 1/K. This
behavior implies a finite radius convergence G(K)−1 for the β expansion in Eq. (3.32),
increasing linearly with K. This is good news for the interpolation between the weak
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and strong coupling region since as we increase the weak order K, we increase the
range of validity in β.


















Figure 3.9: ln |cl(K)| versus l for K = 2, 6 , 10.
The large-K behavior of cl(K) has also been studied numerically. The results
for l up to 5 are shown in Fig. 3.10. At fixed l large K , the linear fits used in Fig.
3.10 suggest that
c0(K) ' 2 + O(1/K) , (3.36)
and
cl(K) ∝ K−l−1+α(l) , (3.37)
for l > 0, with α(l) small. This behavior is expected, since as the order increases, we
are getting close to the exact expansion Eq. (3.22) with tmax = 2β (c0 = 2, cl = 0 for
l > 0). The values of α(l) decrease when we reduce the set of points fitted to larger
65





















Figure 3.10: ln |c0(K)− 2| versus ln K; ln |cl(K)| versus ln K for l = 1, . . . 5.
values of K. If we use K = 35 to 45 for the fit, we have approximately α(l) ' l/10.
3.3 Effects of field cutoff in lattice gauge theory
For scalar fields, the configurations can be ranked, for instance, according to
the largest absolute value of the field or according to the average over the sites of
an even power of the field. The largest this power is, the more emphasis is put on
the configurations with the largest field values. We expect correlations among these
quantities. This is illustrated for a power 4 in the case of the harmonic oscillator in
Fig. 3.11. The sample correlation is 0.82 (the maximal value being 1 for completely
correlated quantities). In the right part of the figure, the set of configurations has
been minced into 40 bins with different φmax. The central values can be fitted with a
polynomial and the variance of the bins are relatively small (they would be smaller
for higher correlations). Consequently, one would not expect too much change if
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Figure 3.11: Largest absolute value of the field versus average over all the sites of φ4,
in D = 1 (harmonic oscillator), for 10,000 configurations (each point corresponds to
a single configuration).
field configurations changes the large order behavior of perturbative series, notice, for
instance, that out of the 10,000 configurations of Fig. 3.11, only 56 have values of |φ|
larger than 3. Neglecting these configurations affect the the order λ correction to the
ground state energy (〈0|φ4|0〉 = 3/4 without a field cut) by only 1 percent, however
the same 56 account for about 90 percent of the sixth coeffient!
We also show the picture for power 2 in the case of the harmonic oscillator in
Fig. 3.12. The sample correlation is 0.73. This can be late compared to the picture
for gauge theory.






















Figure 3.12: Largest absolute value of the field versus average over all the sites of φ2,
in D = 1 (harmonic oscillator), for 10,000 configurations (each point corresponds to
a single configuration).





(1− U)(1− U)†] = 1− 1
N
ReTrU . (3.38)
Due to the compactness of the group, this quantity is bounded. For instance, it is
always smaller than 2 for SU(2) and 3/2 for SU(3). In these two cases, the “largest
fields” correspond to the nontrivial elements of the center. For UL associated with a
link L in the µ direction, 1 − (1/N)ReTrUL ∝ AaµAaµ near the identity and provides
an indicator of the size of the field which is gauge dependent. However, in the Landau
gauge, the average of this quantity is minimized making it a prime candidate as an
indicator of field size. On the other hand, for the product of links along a plaquette
p, 1 − (1/N)ReTrUp provides a gauge invariant indicator which is proportional to
the field strength near the identity. We would like to know how these indicators are
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correlated.
3.3.1 How to sort the configurations
In this subsection, the 221 configurations in the Landau gauge are from the
public OSU configurations used in [38]. If no gauge fixing is imposed, the distribution
of 1 − (1/N)ReTrUL depends only on the Haar measure and not on β. This is
illustrated in Fig. 3.13 for SU(2) . However, if the Landau gauge is used, the
distribution will peak much closer to zero as shown in Fig. 3.14 for SU(3). The
average of this quantity for a large number of independent configurations is 0.139
[39]. Note also that in the Landau gauge, there is a clear gap between the maximal
value taken by 1−(1/N)ReTrUL (near 1.1 < 1.5 in Fig. 3.14) and the largest possible
value.



















Figure 3.13: Distribution of 1− 1
2
ReTrUL in one pure SU(2) configuration at various











Max{1 − (1/N)ReTrUL} could thus be considered as the analog of φ2max in
the scalar case. Is this quantity correlated with field size indicators based on volume
average as in the scalar case? Apparently not. The tail of the distribution of 1 −
(1/N)ReTrUL in the Landau gauge has low population and may not contain relevant
information about the configuration. It is dependent on the algorithm used to put
the configuration in the Landau gauge. In the subsection (3.3.2), I will discuss this
fact.






















Figure 3.14: Distribution of 1− 1
3
ReTrUL in one pure SU(3) configuration at β = 6
without gauge fixing (open circles) and in the Landau gauge (filled circles).
In Fig. 3.15, we show that the maximum value of the distribution has prac-
tically no correlation (the sample correlation is 0.03) with P = (1/6L4)
∑
p(1 −
(1/N)ReTrUp) which is a gauge invariant measure of the average size of the field
of the configuration. In subsection (3.3.2), we will show this situation is related to
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Figure 3.15: (Absence of) correlations between Max{1− 1
3
ReTrUL} and P for pure
SU(3) configurations at β = 6 in the Landau gauge.
the not sufficient gauge fixing steps performed on the large volume configurations.
On the other hand, the volume average of 1− (1/N)ReTrUL in the Landau gauge is
well correlated (the sample correlation is 0.46) with P as shown in Fig. 3.16. After
chopping the set of 221 configurations into 5 bins, the central values show a clear
linear relationship. As the gauge invariant method is more convenient, it is a prime
candidate to build modified perturbative series as in the scalar case.
We now address the question of the dependence of an observable on a field cut
relying on the gauge invariant criterion. We sorted 200 independent configurations
according to their value of P and calculated the average of P discarding 80 percent
of the configurations with the largest values of P . The change in the average over
configurations devided by the usual average of P is shown in Fig. 3.17. The effect






























Figure 3.16: Correlation between 1− 1
3
ReTrUL and P for the same configurations as
in Fig. 3.15











Figure 3.17: Relative change of the configuration average of P when 80 percent of
the large field configurations are discarded, for various values of β in a pure SU(3)
LGT on a 84 lattice.
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dependence on the volume of this quantity remains to be studied. It is conceivable
that ∆P/P could be taken as an order parameter.
3.3.2 The improved Landau gauge configurations
In the subsection (3.3.1), we use the large volume (163 × 32) Landau gauge
configurations from OSU [38]. As we know, it is difficult to get the configuration
accurately gauge fixed when the volume size is large. In this subsection, we use
relatively small volume size configurations to discuss the gauge fixing problem.
By using the gauge fixing iterations from Appendix B.1.2, we can at last
stabilize the Max{1− 1
3
ReTrUL}. Fig. (3.18) shows that the it will be stable when
the number of gauge fixing iterations is large enough.
We create 100 thermalized configurations for a lattice size 64 at β = 6.0.
Then we do Landau gauge fixing iterations until the Max{1 − 1
3
ReTrUL} is sta-
ble. We find that there exist strong correlations between the average plaquette and
Max{1− 1
3
ReTrUL}. The correlation coefficient is 0.17. Fig. (3.19) shows this result.
We measured the same variables for OSU’s [38] 163×32 Landau gauge fixing configu-
rations, and did not find the correlation between these two measurable variables (The
correlation coefficient is 0.03). The reason is that the OSU’s configurations didn’t do
good enough gauge fixing to make the Max{1− 1
3
ReTrUL} stable. Due to the large























Figure 3.18: The upper picture is the successive difference of Max{1− 1
3
ReTrUL} in
term of the number of iterations. Here one iteration means the whole lattice sweep
of overrelaxation method. The lower picture shows the θ in term of iterations. The
θ is the quantity which measures the quality of the gauge fixing (Appendix B.1.2).
The lattice size is 64 and β = 6.0
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Figure 3.19: The picture is the average plaquette as a function of Max{1− 1
3
ReTrUL}.
The correlation coefficient is 0.17.
3.4 Lattice gluodynamics at negative g2
In the following, we consider the minimal, unimproved, lattice gauge model
originally proposed by K. Wilson [12]. Our conventions and notations have been
introduced in section (3.1) for definiteness.
In the following, we consider symmetric finite lattice with LD sites and periodic
boundary conditions. For reasons that will become clear in the next sections, L will
always be even. The total number of 1× 1 plaquettes is denoted
Np ≡ LDD(D − 1)/2 . (3.39)
Using
f ≡ −(1/Np) ln Z , (3.40)
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we define the average density







In statistical mechanics, f would be the free energy density multiplied by β and P
the energy density. In analogy we can also define the constant volume specific heat
per plaquette
CV = −β2∂P/∂β . (3.42)
3.4.1 The limit β → −∞
In the limit β → −∞, we expect the functional integral to be dominated
by configurations which maximize
∑
P (1 − (1/N)ReTr(UP )). In the opposite limit
(β → +∞), the same quantity needs to be minimized which can be accomplished by
taking Ul as the identity everywhere.
We first consider the question of finding the extrema of TrU . For our study
of the behavior when β → −∞, we are particularly interested in finding absolute
minima of TrU . Using TrU = Tr(V UV †) for V unitary, U = eiH with H traceless
and hermitian, and V eiHV †=eiV HV
†












φi) = 0 , (3.44)
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for i = 1, . . . N − 1. The trivial solution is all φi = 0. We then have ReTrU = N
which is an absolute maximum.
For N = 2, we have only one nontrivial solution φ1 = pi, which corresponds to
the nontrivial element of the center U = −1 . We then have ReTrU = −2 which is
an absolute minimum.
For N = 3, we have 5 nontrivial solutions. Two correspond to the nontrivial
elements of the center (φ1 = φ2 = ±2pi/3). The matrix of second derivatives has
two positive eigenvalues and these two solutions correspond to a minimum. We use
the notation Ω ≡ ei2pi/31 on the diagonal. We have ReTrΩ = −3/2, which we
will see is an absolute minimum. The other three solutions are (φ1 = pi, φ2 = 0),
(φ1 = 0, φ2 = pi) and (φ1 = pi, φ2 = pi). They correspond to elements conjugated to
diagonal matrices belonging to the three canonical SU(2) subgroups with the SU(2)
element being the non trivial center element. These three solutions have matrices of
second derivatives with eigenvalues of opposite signs and correspond to saddle points
rather than minimum or maximum. In the three cases ReTrU = −1.
For general N , it is clear that we can always find at least one group element
U such that ReTrU is an absolute minimum. In particular, for N even, U = −1
is such a group element, with ReTrU = −N (the individual matrix elements must
have a complex norm less then one). For N ≥ 3 and odd, it is easy to check that all
φi = (N − 1)pi/N is a solution of the extremum condition Eq. (3.44). For this choice,
ReTrU = −N | cos((N − 1)pi/N)| which is clearly negative and tends to −N as N
becomes large. This solution (the element of the center the closest to −1 ) gives an
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absolute minimum of TrU for N = 3 and we conjecture that it is also the case for
larger N .
We can now obtain an absolute minimum of the action if we can build a
configuration such that ReTrUP takes its absolute minimum value for every plaquette.
This can be accomplished by the following construction. In the next subsection 3.4.2,
we show that (at least for for D ≤ 4) and for L even, it is possible to construct a set
of lines on the lattice such that every plaquette shares one and only one link with this
set of lines. We call such a set of links L. One can then put an element which gives an
absolute minimum of ReTrU on the links of L and the identity on all the other links.
For SU(2), there is only one possible choice that minimizes ReTrU , namely U = −1 .
For SU(3), there are two possible choices U = Ω or U = Ω†. We emphasize that the
construction only works for L even. If L is odd, there will be lines of frustration in
every plane.
The set of links L is not unique. Starting with a given set, we can generate
another one by translating the lines by one lattice spacing or rotating them by pi/2
about the lattice axes. By direct inspection, it is easy to show that for D = 2 there
are 4 such a sets of lines while for D = 3 there are 8 of them.
Enumerating all the gauge inequivalent minima of the action at negative β for
arbitrary D and N appears as a nontrivial problem. In the rest of this section, we
specialize the discussion to N = 2 or 3. In order to discriminate among gauge inequiv-
alent configurations, it is useful to make the following (gauge invariant) argument:
in order to have an absolute minimum of the action, for every 1× 1 plaquette p, the
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product Up(n) of the Ul along p starting at any site n of p, is a nontrivial element of
the center. Under a local gauge transformation, Up(n) → V (n)Up(n)V (n)† = Up(n)
since Up(n) commutes with any SU(N) matrix. For the same reason, changing n
along the plaquette amounts to a V UV † conjugation and has no effect on the cen-
ter. Consequently, configurations with a different set of U = {Up} are not gauge
equivalent. One can think of U as a set of electric and magnetic field configurations.
For SU(2), there is only one, uniform, set U where all the elements Up = −1 .
For D = 2, this can be realized in 4 different ways by putting −1 on the 4 distinct
sets L. These 4 configurations are all gauge equivalent. The gauge transformations
that map these 4 configurations into each others can be obtained by taking V = −1
on every other sites of the lines of L. For D = 3, it is also possible to show that
the 8 configurations that can be constructed with a similar procedure can also be
shown to be gauge equivalent. The gauge transformation can be obtained by taking
V = −1 on every other sites of the lines of L pointing in two particular directions
and in such way that one half of the lines created by the gauge transformation asso-
ciated with one direction “annihilate” with one half of the lines created by the gauge
transformation associated with the other direction. We conjecture that in higher di-
mensions, the configurations that minimize the action for SU(2) are also related by
gauge transformations.
For SU(3) the situation is quite different because for every link of a particular
L, we have two possible nontrivial element of the center. Since there are Np =
LDD(D − 1)/2 plaquettes on a LD lattice and one link of L per plaquette, shared
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by 2(D − 1) plaquette, we have DLD/4 links in any L. Picking a particular L,
it possible to construct 2DL
D/4 distinct U. Consequently, there are at least 2DL
D/4
gauge inequivalent minima of the action for SU(3). Note that 2DL
D/4 always is an
integer for L even, which has been assumed. In the case D = 4, the degeneracy is
simply 2L
4
which is the same as the number of configurations of an Ising model on a
L4 lattice.
In summary, we predict a discontinuity in P as g2 changes sign. In the limit
β → +∞, we have P → 0, while in the limit β → −∞, we expect P → 2 for N even,
and 1 + | cos((N − 1)pi/N)| for N odd.
3.4.2 Maximal sets of non-intersecting lines on a cubic lattice
In this subsection, we consider a D dimensional cubic lattice. We restrict the
use of “line” to collections of links along the D principal directions of the lattice
and the use of “plane” to collections of plaquettes along the D(D − 1)/2 principal
orientations. In other words, these objects are lines and planes in the usual sense,
but we exclude some “oblique” sets that can be constructed out of the sites.
We now try to construct a set of lines such that every plaquette shares one and
only one link with this set. It is obvious that these lines cannot intersect, otherwise,
at the point of intersection and in the plane defined by the two lines, we could fit 4
plaquettes, each sharing two links with the lines. These lines cannot be obtained from
each other by a translation of one lattice spacing in one single direction, otherwise
the set of lines would share two opposite links on the plaquettes in between the two
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lines.
For D = 2, the problem has obvious solutions, we can pick for instance a set
of vertical lines separated by two lattice spacings. Using translation by one lattice
spacing and rotation by pi/2, it is possible to obtain three other solutions. For D > 2,
it is sufficient to show that for every plane (in the restricted sense defined above), we
have a D = 2 solution. As this restricted set of planes contains all the plaquette once,
we would have then succeeded in proving the assertion. If such a solution exists, it is
invariant by a translation by 2 lattice spacing in any direction. Consequently, we only
need to prove the existence of the set of lines on a 2D lattice with periodic boundary
conditions. The full solution is then obtained by translation of the 2D solution. If
the lattice is finite, this only works if L is even, an assumption we have maintained
in this article.
On a 2D lattice, the lines (as defined above) are constructed by fixing D − 1
coordinates values to be 0 or 1 and leaving the remaining coordinate arbitrary. For
instance, for D = 3, a line in the 3rd direction coming out of the origin will be denoted
(0, 0, A) where A stands for arbitrary and means 0 or 1. In general D, there are D2D−1
such lines. Consequently, there are D2D links, each shared by 2(D − 1) plaquettes.
There are thus D2D2(D− 1)/4 = D(D− 1)2D−1 plaquettes. A set of lines which has
exactly one link in common with every plaquette, has D(D − 1)2D−1/(2(D − 1)) =
D2D−2 links in other words it must contain D2D−3 lines. For D = 2, such a set has
only one line and there are four possible choices. For D = 3, an example of solution
is {(A, 0, 0), (0, A, 1), (1, 1, A)}. It is not difficult to show that there are 8 distinct
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solutions of this type. For D = 4, a solution consists in 8 lines. An example of
solution is
{ (A, 0, 0, 0), (0, A, 0, 1), (0, 1, A, 0), (0, 0, 1, A),
(1, 1, 0, A), (1, 0, A, 1), (1, A, 1, 0), (A, 1, 1, 1) } .
3.4.3 N = 2
In this subsection we discuss SU(2) gauge theories at negative β. The basic
idea is that it is possible to change βReTrUp into −βReTrUp by making the change
of variables Ul → −Ul for every link l of a particular L. Since −1 is an element of
SU(2) and since the Haar measure is invariant under left or right multiplication by
a group element, this does not affect the measure of integration. Consequently, we
have
Z(−β) = e2βNpZ(β) . (3.45)
Taking the logarithmic derivative as in Eq. (3.41), we obtain
P (β) + P (−β) = 2 . (3.46)
This identity can be seen in the symmetry of the curve P (β) shown in Fig. 3.20. The
validity of Eq. (3.46) can be further checked by calculating the difference
∆(β) ≡ |P (β) + P (−β)− 2| (3.47)
which should be zero except for statistical fluctuations. Fig. 3.21 illustrates this
statement and shows that the statistical errors of our calculations are of order 10−4
or less.
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Figure 3.20: The average action density P (β) for SU(2).
The relation between P (±β) of Eq. (3.46) together with the assumption that
P (+∞) = 0, is in agreement with the statement made in section 3.4.1 that P seen
as a function of g2 = 2N/β, jumps discontinuously by 2 as g2 becomes negative.
This invalidates the idea that P could have a regular expansion about g2 = 0 with a
non-zero radius of convergence.
This relation can also be used in the opposite limit and expanded about β = 0.
The odd terms cancel automatically. The even terms of order 2 and higher add and
cannot cancel. Consequently, the even coefficients of the strong coupling expansion
of P (β) and the odd coefficients of the free energy should vanish, in agreement with
explicit calculations [26].
The discontinuity at g2 = 0 can be extended to Wilson loops of odd area
(in plaquette units). To see this, let us consider a Wilson loop W (C) with C a
contour that is the boundary of an area made out of A plaquettes. For simplicity,
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Figure 3.21: ∆(β) defined in Eq. (3.47) versus β.
let also assume that this area is connected and has no self-intersections. Under
the change of variables Ul → −Ul for every link l of an arbitrary set L, we have
W (C)→ (−1)AW (C). This follows from the fact that for any line, the parity of the
number of links of C shared with this line, is the same as the number of plaquettes
of the area in contact with this lines. Since L shares a link with every plaquette, we
obtain the desired result. This can be summarized as
〈W (C)〉−β = (−1)A 〈W (C)〉β . (3.48)
We can now try to interpret the change of the Wilson loop with the area in a
term of a potential. We consider a rectangular R× T contour C and write
W (R, T, β) ≡ 〈W (C)〉β ∝ e−E(R,β)T . (3.49)
From Eq. (3.48) this implies
E(R,−|β|) = E(R, |β|) + ipiR . (3.50)
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This property can be related to the fact that the configurations of minimum action
are invariant under translations by two lattice spacings but not under translations by
one lattice spacing. This also confirms our expectation that the hamiltonian develops
a nonhermitian part.
3.4.4 N = 3
For N = 3, −1 is not a group element and the closest thing to the change
of variables used for N = 2 that we can invent is a multiplication by a nontrivial





In the case N = 2, ζ is replaced by -1, 〈...〉β becomes 1 and we recover Eq. (3.45).
In the case of SU(3), the factor 〈...〉β prevents us from deriving an exact identity
analog to Eq. (3.46) for SU(2). It is however possible to obtain an approximate
generalization which is a good approximation for small β. Setting β = ζ?x, taking
the logarithmic derivative with respect to x and setting x = ζβ, we obtain
P (ζβ) = 1− ζ? + ζ?P (β) +O(β) . (3.52)
Taking the real part and using 1 + ζ + ζ2 = 0, we obtain
P (β) + P (ζβ) + P (ζ2β) = 3 +O(β6) . (3.53)
which can be seen as an approximate SU(3) version of Eq. (3.46). The cancellation of
the terms of order 1, 2, 4 and 5 occurs independently of the values of the coefficients
85
at these orders. The absence of contribution of order 3 and the presence of a nonzero
contribution at order 6 comes from the fact [27] that ln(Z)/Np has a zero (nonzero)
contribution at order 4 (7).
As it does not seem possible to obtain P (β) for β real and negative from our
knowledge at β real and positive, we have to resort to a direct numerical approach.
The results are shown in Fig. 3.22. A discontinuity near β = −22 is clearly visible.
This indicates a first order phase transition.









Figure 3.22: The average action density P (β) for SU(3)
The metastable branches have been studied following the approach of M.
Creutz [40] used to study of a first order transition for SU(5). As β becomes more
and more negative, the system becomes more ordered but has also higher average
energy P , the supercooled/heated terminology may be confusing and will be avoided.
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We have run Monte Carlo simulations on a 84 lattice at β = −22 with 4
different initial configurations. Our best estimate of the critical β for this volume
is -22.09. The first initial configuration was completely ordered (in the β → −∞
sense, with P=1.5) by putting a nontrivial element of the center on a set of lines
L. As we set β = −22, we expect to stay on the upper branch and end up with
P ' 1.39 (black dots in Fig. 3.23) for many iterations. The second configuration was
completely random (empty circles) and stayed on the lower branch when β was set
to -22, to end up at P ' 1.34. The third configuration (empty squares) was initially
random, we then temporarily set β = −27 letting P go up to 1.38, expecting to reach
lower metastable branch. When β is set to -22, P stabilized to the lower value 1.34.
Finally, we prepared a fourth initial configuration (empty triangles) by first setting a
nontrivial element of the center on a given L and then temporarily setting β = −17
until P is near 1.35 expecting to reach the upper metastable part. When β is finally
set to -22, we reach the upper branch value P = 1.39. Fig. 3.23 is quite similar to
Fig. 1 of Ref. [40] and has the same type of crossings.
We believe that the first order transition observed above is similar to the
one observed[41] for the D = 4 Z2 gauge theory. This model is dual to a nearest
neighbor Ising model. In Fig. 3.24, we show histograms of the distribution of ImU
below, near and above the transition. ImU allows to separate the two nontrivial
elements of the center Ω and Ω†. As β becomes more negative and goes through the
transition, a broad distribution around 0 develops two bumps which keep separating
and sharpening as one would observe in an Ising model.
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Figure 3.23: P as a function of iterations for the four initial configurations described
in the text.
The transition can also be seen as a singularity in the specific heat defined in
Eq. (3.42) as shown in Fig. 3.25. As expected the height of the peak increases with
the volume. The location of the transition sightly moves left as the volume increases.
Finally, we would like to compare the decay of the Wilson loop at negative β
for SU(2) and SU(3). In Fig. 3.26, we have plotted the Wilson loop 〈W (1, R)〉 for
these two groups. For SU(2) we observe the same decay as at positive β but with
alternated signs as predicted in subsection 3.4.3. For SU(3), the decay is much faster
than at the positive value of β and show that the sign alternates as long as the signal
is larger than the statistical fluctuations (namely for R ≤ 6).
The sign alternates at relatively low values of |β|. This agrees with the strong

























Figure 3.24: Distribution of ImTrU for three values of β.
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Figure 3.25: The specific heat CV versus β near the first order phase transition.
in absolute value.
3.5 3rd order cumulant of partition function
3.5.1 Data analysis of the weak coupling expansion
The coefficients of weak coupling expansion for average plaquette is not easy
to calculate. Di Renzo et al.[14, 29] have calculated it to order β10 by using stochas-







Rn = bn/bn−1 is the ratio of two successive coefficients. The Rn are displayed in Fig.
3.27. In this figure and the followings, we compare three data sets. The first set is
the 95 [29] order 8 series (empty circles) and the two other sets are the more recent





























Figure 3.26: The Wilson loop 〈W (1, R)〉 at β = ±2.5 for SU(2) and β = ±6 for
SU(3).
difficult to distinguish the ratios corresponding to the three data sets on Fig. 3.27.
We assume that the leading non-analytical behavior has the form
P ' A0(1/βc − 1/β)−γ , (3.55)
One can estimate the unknown parameters [42] with a fit Rn = βc(1 + (γ − 1)/n).
The values obtained depend slightly on the the range of n chosen. For instance, the
range 3 to 10 gives βc ' 5.61 and γ ' −0.72 while the range 4 to 10 gives βc ' 5.65
and γ ' −0.76. The 1/n2 corrections are presumably important because fits with a
modified form Rn = βc(1 + (γ − 1)/(n + s)) give different results. In Ref. [43], the
value s = 0.44 was introduced in order to take into account the (1/n)2 effects. Using
the range 4 to 10 again, we obtain βc ' 5.78 and γ ' −1.00. Another way to reduce
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Figure 3.27: R versus n for the three data set given in the text. Empty circles are 95
order 8 series. Empty stars and filled circles are 2000 order 10 series with lattice size
84 and 244.
the uncertainties of order 1/n in the estimation of βc is to use[44] the extrapolated
ratio (R̂n) defined as
R̂n = nrn − (n− 1)rn−1 . (3.56)
The values of R̂n are shown in Fig. 3.28. As the calculation involves differences of
successive rations mutiplied by the order, the result is very sensitive to statistical
errors. Fig. 3.28 illustrates the fact that the 2000 series has much smaller statistical
errors than the 95 series. Fig. 3.28 also indicates that as the volume increases from 84
to 244, R̂n increases by approximately 0.03 which is slightly larger than the changes
with n for n ≤ 8. Our best estimate of βc is R̂10 = 5.74 for the 244 lattice. Given the
other estimates and the size of the volume effects, it is reasonable to conclude that
βc = 5.7(1).
The corrections of order (1/n)2 in Rn introduce an uncertainty of order 1/n in
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Figure 3.28: R̂n versus n for the three data sets described in the text. Empty circles
are 95 order 8 series. Empty stars and filled circles are 2000 order 10 series with
lattice size 84 and 244.
the estimation of γ. It is possible to eliminate this effect by using[44] the extrapolated
slope (Ŝn). For this purpose, we first introduce the normalized slope Sn defined a
Sn = −n(n− 1)(rn − rn−1)/(nrn − (n− 1)rn−1) (3.57)
The values of Sn are shown in Fig. 3.29 again showing a much better stability for the
2000 series. The volume effects are smaller than for R̂n. They are typically of order
0.01 or smaller. It is known[44] that Sn ' γ − 1 + K/n. Using a fit of this form, we
obtain γ = −1.00 for the n = 4 to 10 values. One can also remove the 1/n corrections
by using [44] the extrapolated slope Ŝ defined as
Ŝn = nSn − (n− 1)Sn−1 . (3.58)
It provides an estimator with corrections of the form
Ŝn = γ − 1−Bn−∆ + O(n−2) , (3.59)
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Figure 3.29: Sn versus n for the three data sets described in the text. Empty circles
are 95 order 8 series. Empty stars and filled circles are 2000 order 10 series with
lattice size 84 and 244.
where ∆ is an exponent corresponding to possible nonanalytical corrections to the
leading term Eq. (3.55). The values of Ŝn are drawn in Fig. 3.30. The best estimate
of γ is −1.08.
3.5.2 Monte carlo results
From the data analysis of the last subsection, the 2000 series [14] for the weak
coupling expansion suggests that there may exist a singularity near βc = 5.7 if we
take a higher order derivatives of average plaquette P (β). Because now P (β) ∝
(β − βc)α α ≈ 1, the exponent of second derivative of P (β) will be less than 0. The
second derivative of P (β) is just the third cumulant of the partition function. We
try to investigate the possibility of this singularity near βc = 5.7 using Monte Carlo
simulations.
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Figure 3.30: Ŝn versus n for the three data sets. Empty circles are 95 order 8 series.
Empty stars and filled circles are 2000 order 10 series with lattice size 84 and 244.
From Eq. (3.9), we have



















= N2p (2 < P >
3
c −3 < P >c< P 2 >c + < P 3 >c) . (3.62)
Here < P >c means we measure the mean of the average plaquette P for different
configurations. By using Eq. (3.61) and (3.62), we only need to measure the P (β)
for each configuration to get the first and second derivative of P (β).
From Fig. 3.31, we observed the finite volume effect of lattice size 64 near
β = 5.7. There is no difference between lattice size 84 and 104 in this figure. We
show the second derivative of P (β) in Fig. 3.32. The peak of 84 is lower than the
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Figure 3.31: −∂P/∂β versus β near βc. The solid circles, empty boxes and empty

















Figure 3.32: ∂2P/∂β2 versus β near βc. The solid circles, empty boxes and empty
stars correspond to lattice size 64, 84 and 104 respectively.
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peak of 64. Due to the finite volume effect of 64 data, we should compare the peak
of 84 to the peak of larger lattice size. The data of 104 is also presented in Fig. 3.32.
Because of the limited computation ability, it is very difficult to compare the peak of
large size now.
Each point in Fig. 3.31 is obtained by measuring N × 200000(N = 1, 2, 3 · · · )
configurations. Because the configurations are correlated due to the small number
of updating steps between each configuration. We use the Bootstrap [25] method to
calculate the standard deviation of the second and third cumulant for each 200000
configurations. The results from each 200000 configurations are now uncorrelated.
So now we can use the standard method to calculate the standard deviation of the




We have considered the effects of field cutoffs for scalar and gauge models. For
the integral in scalar models, the introduction of a large field cutoff and the truncation
series at even orders provide excellent results at moderate to strong coupling. It is
possible that we can apply this method to the one dimensional scalar field theory.
For the one dimensional scalar field theory, the Monte Carlo simulations with field
cutoffs can be used to calculate the perturbation coefficients precisely. It would be
interesting to see if we can use this method to calculate observable quantities in higher
dimension scalar field theory precisely.
For the one-plaquette gauge theory, the introduction of a proper field cutoff
can provide a high accuracy in regions where usual perturbation theory fails to be
accurate. It would be interesting to extend this method to a D-dimensional cubic
lattice. Two steps are needed to perform this calculation. First, we need to define the
theory with a field cut. Second, we need to expand relevant quantities such as P for
the modified theory in powers of 1/β. We can use the Monte Carlo simulation and the
definition of ”large” configuration to implement the first step. The implementation
of second step may need the stochastic method [45] where Aaµ is expanded as power
series in 1/β. For the lowest order field, the implementation of cut is obvious but not
for higher order fields. This question needs to be discussed with simpler examples.
In order to understand better the role of large field configurations, we have
studied lattice gauge theories at negative β. Wilson loops are well defined and cal-
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culable with the Monte Carlo method. The limits β → ±∞ of P differ and an
expansion in g2 ∝ 1/β cannot have a finite radius of convergence. This statement
has been worked out for N = 2 and 3. We found a first order phase transition near
β = −22. A more complete picture may appear if we study P for a larger class of
action. It is conceivable that by introducing a linear combination of terms involving
larger contours than the 1× 1 plaquette, multiplied by one free parameter, we could
create a line of first order phase transition ending at a second order phase transition.
For 3rd cumulant of partition function, we considered a possible singularity
through the series analysis of De Renzo’s data [14]. From the results of the Monte
Carlo simulation, we can not confirm that the peaks of 3rd cumulant of the partition
function are increased with larger lattice volume. We plan to lower the statistical
error to improve the quality of data and measure the 3rd cumulant of the partition
function with a lattice volume 124. We will also study the effects of Polyakov’s loop
to the 3rd cumulant of the partition function and try to relate the singularity to the
presence of a finite temperature phase transition.
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APPENDIX A
CLUSTER DESIGN AND PERFORMANCE
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A.1 Cluster hardware and software design
Our linux cluster has 16 nodes, which consist of one master node and 15 client
nodes. The master node which manages all the client nodes has one 1.6Ghz AMD
Athlon XP processor, 512M PC2700 DDR memory, one 200GB EIDE hard drive (to
store and backup users’ data), one floopy drive (used for PXE networking booting),
two fast ethernet cards (100M) and one CD-RW drive (for data backup). Each client
node has one 1.6Ghz AMD Athlon XP processor, 512M PC2700 DDR memory, one
40GB EIDE hard drive, one floopy drive (used for PXE networking booting), and one
fast ethernet card (100M).
Each node is located in a ”2U” case. We used a rackmount chassis to put 16
”2U” cases together. We also mounted the 16 ports KVM switch and 16 ports fast
ethernet switch on the chassis. By using a KVM switch, we only need one monitor,
one keyboard and one mouse to control all 16 nodes. We also have two 3,000 VA UPS
as backup power supply for emergency.
We installed Red Hat linux 7.3 [46] and OSCAR 2.2 [47] on our cluster. Oscar
consists of a fully integrated and easy to install software bundle designed for high
performance cluster computing. Normarly it take 3-4 hours to install the Linux and
Oscar on the cluster. Later, we noticed that the Intel compiler [48] can give a better
optimal performance than the GCC compiler. We installed the Intel C++ compiler
for 16 nodes. And most of our C++ programs are compiled by the Intel compiler.
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Figure A.1: The performance (MFlops per CPU) versus problem size L for different
number of CPU.
A.2 Cluster performance
Since each node of the cluster has a 1.6Ghz AMD Athlon XP processor, the
theoretic performance peak of the 16 single CPU nodes cluster is 25.6 GFlop. Of
course, it is impossible to reach this theoretic peak. One of the standard benchmarks
to measure the performance of a supercomputer is LINPACK [49]. The maximal
LINPACK performance achieved on our cluster is 17.95 GFlop when the problem size
is 26000. The LINPACK performance measurement is done by HPL [50] which is a
parallel implementation of the Linpack benchmark. On the top500 supercomputer
list [51] for June 1993, the maximal LINPACK performance achieved for top was
59.70 GFlop, and the tenth of the list was 13.70 GFlop. So our cluster would be No.8
in June 1993 Top500 list. Now the 500th on the November 2005 list is 850.6 GFlop.
We also measure the performance by MILC QCD Code Benchmarks [52], which
102
is designed for typical lattice field calculation. Fig. A.1 is the result of the comparison
between our cluster and CANDYCANE [53], which is a cluster using 350 MHz PII
and Fast Ethernet.
For MILC QCD Code Benchmarks, the bandwidth and the cache size of the
CPU is very important. This is shown in the picture, when the problem size is small,
each node is waiting for the communication. When the problem size L increased, the
performance is better, but if the problem size L is too large, there is too much cache





FermiQCD is a collection of classes, functions and parallel algorithms for lattice
QCD written in C++. It is developed by Massimo Di Pierro [15, 16]. We develop
our own codes on the basis of FermiQCD. When the lattice size of the problem is
not too large (For example, less than 164), we run the FermiQCD independently on
each node with no communication among these nodes. When the lattice size is large
(larger than 164), we then use MPI to run FermiQCD in parallel on all the nodes.
B.1 Some algorithms of lattice gauge theory
In this section we will discuss some basic algorithms used in FermiQCD. The
most important is the Heatbath algorithm in lattice gauge theory.
B.1.1 Heatbath in lattice gauge theory
We already discussed the general requirements for updating process in subsec-
tion (2.2.2). We know that the detailed balanced condition
P ([U ′]← [U ])WC [U ] = P ([U ]← [U ′])WC [U ′] (B.1)
is the sufficient condition to bring the initial ensemble to canonical equilibrium en-
semble [22]. If
P ([U ′]← [U ]) = WC [U ′] , (B.2)
then the detailed balanced condition is automatically satisfied. It is difficult to im-
plement Eq. (B.2) directly in the numerical calculation because of the huge variety of
configurations. But we can try to implement Eq. (B.2) locally by only changing fields
on a single lattice link or site without changing all the other fields. This method is
105
the Heatbath algorithm used by Creutz in the 80’s [54]. We now define the field on
specific link by Ul, and all the other field, which will be fixed during the updating of
Ul, by Uˇl. So the canonical equilibrium distribution can be written as
WC [U ] ≡ WC [Ul, Uˇl] ≡ WC [Ul; Uˇl]WC [Uˇl] . (B.3)
And the local transition probability is changed to
Pl([U
′]← [U ]) = Pl([U ′l ]← [Ul]; Uˇl)δ(Uˇ ′l − Uˇl) . (B.4)
Inserting Eq. (B.3) and Eq. (B.4) into Eq. (B.1), we get
Pl([U
′
l ]← [Ul]; Uˇl)WC [Ul; Uˇl] = Pl([Ul]← [U ′l ]; Uˇl)WC [U ′l ; Uˇl] . (B.5)
The local updating step Pl([U
′
l ]← [Ul] is not ergodic because it only acts on a specific
link l. To achieve the ergodicity, we need the following two conditions.
Pl([Ul]← [U ′l ]; Uˇl) > 0




′]← [U ]) . (B.6)
The Eq. (B.6) means we perform local updating step through all the links on the




l ]← [Ul]; Uˇl) = WC [U ′l ; Uˇl] . (B.7)
We will try to implement Eq. (B.7) in lattice gauge theory. The pure SU(N)












here P denotes plaquette. We can separate Eq. (B.8) into two parts,
S[U ] = − β
N
ReTrUlSl + Sˇ(Uˇl). (B.9)
The first part is all related to Ul, and the second part has no relation to Ul. We use Uˇl
to stand for all the other links besides Ul. Before we discuss the Heatbath algorithm
in SU(3) gauge group, we first begin from the simple SU(2) case. The idea of Eq.
(B.7) is that if we can get the U ′l from WC [U
′
l ; Uˇl], then we can solve the problem. So
we first check the distribution:
WC(U
′









As U ′l ∈ SU(2)
U ′l = al01 +
3∑
r=1
iσralr, al0, alr ∈ R , (B.11)
and
Sl = Sl01 +
3∑
r=1
iσrSlr, Sl0, Slr ∈ C , (B.12)
We get







= KTr [U ′lUn] . (B.13)
We know that









det(Sl − S+l + TrS+l ) , (B.15)
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and Un ∈ SU(2), then Eq. (B.10) becomes
WC(U
′






















Because U ′lUn ∈ SU(2) too, so we have U ′lUn = a = a01 +
3∑
r=1
iσrar By using the
formula [22] ∫
dU ∝ da0(1− a20)1/2d2Ω (B.18)
At last we get
WC(U
′






(1− a20)1/2da0dΩ , (B.19)
here Ω is the solid angle belonging to
→
a .




n , and U
−1
n
depends on the products of neighbor links. If
Sl =
c0 + d0i c1 + d1i










 c0 + c3+(d0 − d3)i c1 − c2 + (d1 + d2)i
−c1 + c2 + (d1 + d2)i c0 + c3 − (d0 − d3)i
 . (B.22)
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We then follow Kennedy’s idea [55] to generate a0 with distribution.
P (a0)da0 = N
−1 exp(αa0)(1− a20)1/2da0
(−1 ≤ a0 ≤ 1, α ≡ βK) . (B.23)
Because we discuss the problem of negative β in section 3.4, we will expand Kennedy’s
method to cover both positive and negative region of β. The normalization constant













β →∞ P (a0) ∝ exp(α(a0 − 1))
β → −∞ P (a0) ∝ exp(−|α|(a0 + 1)) . (B.25)
It is clear, when β → ∞, a0 → 1; and when β → −∞, a0 → −1. If for β > 0, set
δ = (1 − a0)1/2; for β < 0, set δ = (1 + a0)1/2. For both cases, we can get the same
result from Eq. (B.23):
P ′(δ)dδ = N ′−1(1− 1
2
δ2)1/2δ2 exp(−|α|δ2)dδ (0 ≤ δ ≤
√
2) . (B.26)
Following is the process to generate the distribution of P ′(δ) [55] .
1. Generate two uniformly distributed random number R, R′ ∈ [0, 1].
2. Set X ← −(ln R)/α, X ′ ← −(ln R′)/α
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3. Set C ← cos2(2piR′′), with another uniformly distributed random number R′′ ∈
[0, 1].
4. Set A← XC.
5. Set δ ← X ′ + A.
6. If R′′′2 > 1− 1
2
δ, R′′′ is uniformly distributed random number in (0, 1], go back
to step 1.
Here δ is the δ2 in Eq. (B.26).
Now we finish the discussion of the Heatbath algorithm in SU(2) lattice gauge
theory. To expand it to SU(3) case, Cabibbo and Marinari [56] proposed to use
the above SU(2) algorithm for appropriate subgroups. The detail of Cabibbo and
Marinari method can be found in [56] and [22].
B.1.2 The Landau gauge fixing method
The way of fixing the Coulomb and Landau gauges on the lattice is based on







†(x + µˆ)] , (B.27)





= 0 , (B.28)
we can derive that
l∑
µ=1














∂µAµ(x) = 0 . (B.31)











[Uµ(x− µˆ)− U †µ(x)− h.c.− trace] (B.33)
is the lattice version of ∂µAµ. Nc is the color, and Nsite is the lattice volume.
Due to the difficulty to directly implement SU(3) matrix in numerical process,
the following discussion are all applied to SU(2) matrices. At last we build SU(3)
matrix from SU(2) matrix by using method proposed by Cabibbo and Marinari [56].
For a given thermalized lattice configuration Uµ(x) and starting from g(x) = 1⊥
for all x, the numerical method is needed to find a gauge transformation which brings
the Eq. (B.27) to a maximum. To reach this goal, the simple iterative method is to





†(x + µ) + g(x− µ)Uµ(x− µ)g†(x)] , (B.34)








†(x + µˆ) + Uµ
†(x− µˆ)g†(x− µˆ) . (B.36)
When we do the single site update g(x) → gnew(y), if we choose gnew(x) = h˜†(x),
then we get the maximum of f(x). Here h˜ is a SU(2) projection of h and equals to
h/det(h).
But this simple method has a critical slowing down problem when the gauge
transformation is very close to the extrema.
Later, Mandula and Ogilvie [59] proposed an overrelaxation method to improve
the efficiency. Instead of using gnew(x) = h˜†(x), he proposed to use gnew(x) = [h˜†(x)]ω.
Here 1 ≤ ω ≤ 2. We use this overrelaxation method to do the Landau gauge fixing
in our calculation.
B.2 Improved and added implementation
1. We changed the default random number generator in FermiQCD to Mersenne
Twister random number generator [60] in file “mdp random generator.h”. The
reason is Mersenne Twister random number generator runs faster than the de-
fault random number generator.
2. We added the negative SU(2) heatbath algorithm for β in file
“fermiqcd gauge actions.h”.





In the following, we use two methods to measure the statistical uncertainty.
One is developed by Ref. [24], the other is the Bootstrap [25]. In many cases, it is
very difficult to guarantee that the output data are uncorrelated. So we cannot use
the standard way to estimate the standard deviation.
The idea of Ref. [24] is to include the correlation effect in standard deviation
estimation. Following is the brief explanation given by Daniell [24]. For a sequence













(ym − y)2 (C.2)






(ym − y)(yn − y) . (C.3)











(yk − y)(yl − y) . (C.5)
Then the the variance of sample mean ∆̂2 is
∆̂2 =
1
N − 2Kopt − 1(σ̂
2 + Nρ̂(Kopt)) , (C.6)
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Kopt is the optimal upper-bound of correlations, which means we only need to consider


















From Eq. (C.6) we can see that the stronger correlation gives more uncertainty.
The method of the Bootstrap [25] is to randomly select data from the output
to construct an ensemble. If we repeat this process to get many ensembles, then
we can measure the statistical uncertainty by the distribution of ensembles. For
example, if we have 1000 output data, and want to measure the standard deviation
of the average, we can randomly choose 1000 data from the output data to construct
an ensemble. To build such an ensemble, the elements of the selected data can be
repeatedly selected from the original sample. By repeating the process 100 times, we
get 100 ensembles, which means now we have 100 average data. At the meantime
from the distribution of average data we get the standard deviation.
In the following, we first use the method of Ref. [24] to measure the standard
deviation of primary data, then we use the formula of error propagation to measure
the standard deviation of secondary data. Here, the primary data is the data directly
collected from the Monte Carlo simulation. And the secondary data is the data
derived from the primary data through formulas. We use the Bootstrap to measure
standard deviation of the primary and secondary data. We compare the result from
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both methods in Table (C.1). In this table, a is the lattice spacing. ∆E1 is the
first coefficient of the ground state energy. SD1 is the standard deviation of ∆E1
measured by the method of Mandula. SD2 is measured by the Bootstrap method.
The results from each other fit very well.
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Table C.1: The table of the standard deviation measured by the method of Mandula
and the Bootstrap method.
a ∆E1 SD1 SD2
0.010000 4.448663 0.027386 0.033568
0.015000 4.630418 0.026801 0.027597
0.020000 4.805472 0.026695 0.023548
0.022000 4.859172 0.027705 0.030333
0.025000 4.942569 0.027162 0.030652
0.027000 5.008168 0.025811 0.027038
0.030000 5.087576 0.026154 0.022199
0.032000 5.132444 0.027888 0.030618
0.035000 5.203743 0.027291 0.029995
0.037000 5.259178 0.026916 0.021645
0.040000 5.321303 0.027459 0.026285
0.042000 5.366155 0.028115 0.034431
0.045000 5.442620 0.028328 0.029437
0.047000 5.485925 0.027795 0.028350
0.050000 5.550519 0.027409 0.034095
0.052000 5.587770 0.028428 0.024353
0.055000 5.640270 0.029436 0.027591
0.057000 5.689870 0.028788 0.033489
0.062000 5.791893 0.028516 0.030288
0.060000 5.745294 0.029791 0.028934
0.065000 5.839747 0.029295 0.028913
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