In this paper, we study the information theoretic limits of learning the structure of Bayesian networks from data. We show that for Bayesian networks on continuous as well as discrete random variables, there exists a parameterization of the Bayesian network such that, the minimum number of samples required to learn the "true" Bayesian network grows as O (m), where m is the number of variables in the network. Further, for sparse Bayesian networks, where the number of parents of any variable in the network is restricted to be at most l for l ≪ m, the minimum number of samples required grows as O (l log m). We discuss conditions under which these limits are achieved. For Bayesian networks over continuous variables, we obtain results for Gaussian regression and Gumbel Bayesian networks. While for the discrete variables, we obtain results for Noisy-OR, Conditional Probability Table ( CPT) based Bayesian networks and Logistic regression networks. Finally, as a byproduct, we also obtain lower bounds on the sample complexity of feature selection in logistic regression and show that the bounds are sharp.
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Introduction
A Bayesian network is a probabilistic graphical model that describes the conditional dependencies between a set of random variables as a directed acyclic graph (DAG). In a Bayesian network the joint distribution of a set of random variables factorizes as a product of conditional distribution of each variable conditioned on its parents. Bayesian networks have found widespread use as a probabilistic modeling and decision making tool in a number scientific disciplines, where they are used to reason about the value or distribution of some variables of interest given observations of other variables. However, in many problems of practical interest, the structure of the network is not known a priori and must be inferred from data. Structure learning for Bayesian networks entails learning the parent set for each node while constraining the resulting directed graph to be acyclic. A plethora of algorithms have been developed over the years for learning the structure of a Bayesian network from a given sample of data. For more information about various algorithms see, e.g., [9] and [14] . In this paper we obtain lower bounds on the minimum number of samples required for recovering the true structure of the Bayesian network from an observed sample of data, irrespective of the particular method used for learning the structure. Our main contributions are as follows:
• We show that, in general, the sample complexity of learning the structure of Bayesian networks grows as O (m), where m is the number of variables in the networks. We obtain results for various widely used Bayesian networks such as Gaussian and Gumbel Bayesian networks for continuous valued variables and Noisy-OR, Logistic regression and Conditional Probability Table (CPT) based Bayesian networks for discrete valued random variables.
• For sparse Bayesian network structure recovery, where the number of parents of any node is at most l for l ≪ m, the minimum number of samples required grows logarithmically with the number of variables i.e. O (l log m).
• We obtain lower bounds on the sample complexity of feature selection in logistic regression. Our results are complementary to those of [10] and we show that L 1 -regularized logistic regression approaches information-theoretic limits for feature selection.
The rest of the paper is organized as follows. In section 2 we discuss relevant prior work. Section 3 introduces the problem of Bayesian network structure learning. In sections 5 and 6 we present sample complexity results for Bayesian networks on continuous and discrete variables respectively. Finally, we conclude by discussing potential avenues for future work in section 7.
Related Work
Some of the earliest sample complexity results for learning Bayesian networks were derived in [8] and [7] . In both [8] and [7] the authors provide upper bounds on sample complexity of learning a Bayesian network that is likelihood consistent, i.e. the likelihood of the learned network is ǫ away from the likelihood of the true network in terms of the Kullback-Leibler (KL) divergence measure. In other words, they do not recover the true structure of the network. Moreover, in [8] the authors consider boolean variables and each variable is allowed to have at most k parents. The authors in [1] provide polynomial sample complexity results for learning likelihood consistent factor graphs. Among sample complexity results for learning structure consistent Bayesian networks, where the structure of the learned network is close to the true network, [11] and [3] provide such guarantees for polynomial-time test-based methods, but the results hold only in the infinite-sample limit. The authors in [4] also provide a greedy hill-climbing algorithm for structure learning that is structure consistent in the infinite sample limit. In [15] the authors show structure consistency of a single network and do not provide uniform consistency for all candidate networks, i.e. the bounds relate to the error of learning a specific wrong network having a score greater than the true network. In [2] the authors provide upper bounds on the sample complexity of recovering the structure of sparse Bayesian networks. However, they consider binary valued variables only and the sample complexity grows as O m 2 . Finally, for completeness we state another sample complexity result for Bayesian networks, in [6] , which is not concerned with learning the structure of the network but with learning the parameters of the conditional distribution given a fixed known graph structure.
To the best of our knowledge, we are the first to analyze the information theoretic limits of learning structure consistent Bayesian networks.
Problem Formulation
Let F φ,m denote the space of Bayesian networks over m variables, X 1:m = {X 1 , . . . X m }, whose joint distribution factorizes as follows:
, where φ(X i : X πi ) = p(X i |X πi ) denotes the family of distributions specifying the conditional probability densities in the family F φ,m and X π = {X i |i ∈ π}. The parents X πi for each variable X i is chosen such that the resulting graph is directed and acyclic (DAG). Also denote by F φ,m,l the space of sparse Bayesian networks where the maximum number of parents of any variable is at most l, where l is:
Nature picks a "true" Bayesian networkf from the family F φ,m (or F φ,m,l ), uniformly at random, and gener-
, where
is the i-th sample data and D is some domain on which the random variable is defined. The learner then infers the networkf from sample data S. In this paper, we are interested in studying the information theoretic limits of recovering the true networkf , irrespective of the particular algorithm that is used to learn the network from data. In the following section, we present our main results.
Main Result
Ir order to derive our main result, we consider restricted ensembles of networks F φ,m ⊆ F φ,m and F φ,m,l ⊆ F φ,m,l , where the space of possible networks is constrained by the choice of parents for one variable only. In other words, we assume that the space of networks F φ,m , and similarly F φ,m,l , is given by networks that factorize as follows:
. . , m} and
where X π = {X i |i ∈ π} and X 3:m = {X 3 , . . . , X m }. Figure 1 shows a particular Bayesian network that belongs to F φ,m . Our main approach for deriving the results in this section is to show that the mutual information I(f , S) is only a function of the number of samples and that the number of networks in the restricted ensembles is large, i.e. exponential in the number of variables. Then we use the Fano's inequality [5] to lower bound the probability of failing to learn the correct network. We present our main result as the following Theorem. 
. . . 
Proof. First we use an averaged pairwise KL-based bound from [13] to bound the mutual information I(f , S). Let P S|f be the distribution of the sample data under the network f where the parent set of X 1 is π. Similarly, P S|f is the distribution of sample data under the network f ′ with the parent set of X 1 being π ′ . Let k = |F |. From the independence and identicalness of the samples and using Proposition 2, whose statement and proof we defer to the appendix 1 , we have:
Next we compute the number of networks in each of the families. Let k = |F | be the number of Bayesian networks. Then we have the following two cases corresponding to the two cases in the statement of the Theorem:
where l is a constant and less than (m − 2)/2, then we have the following lower bound on log k:
Then using the Fano's inequality we have
By equating p(f =f ) ≥ 1/2 we prove our claim.
The above Theorem specifies the condition under which the sample complexity of learning the structure of Bayesian networks scales linearly, and for sparse Bayesian networks scales logarithmically, with the number of variables in the network. We show that the condition holds for many widely used Bayesian networks like Gaussian and Logistic regression networks, noisy-or networks, conditional probability table based networks among others. The main challenge in obtaining sample complexity results for various types of Bayesian networks is to bound the KL divergence of the conditional distributions of X 1 , conditioned on any two different choices of the parent set, as given in the Theorem above. Armed with the above result, we next derive sample complexity results for Bayesian networks over continuous and discrete random variables.
Continuous variables

Gaussian Bayesian networks
For Gaussian Bayesian networks we assume the conditional distributions to be the univariate Gaussian distribution.
where, ∀ 1 ≤ i ≤ m, µ i ∈ R and |µ i | ≤ 1. We have the following Lemma for the KL divergence of the conditional distribution of X 1 . Omitted proofs of Lemmas and Propositions can be found in the appendix.
Lemma 1.
For any π, π ′ ⊆ {3, . . . , m} we have:
A key assumption for the bounding the KL divergence term above is that, the mean of the conditional distribution of X 1 should be bounded by some constant, regardless of the number of parents of X 1 . The following Theorem follows from Lemma 1 and Theorem 1. , then learning fails with probability at least 1/2, i.e. p(f =f ) ≥ 1/2.
, then learning fails with probability at least 1/2, i.e. p(f =f ) ≥ 1/2.
A consequence of the above Theorem is that we can characterize the information-theoretic limits of any procedure for solving the problem of variable selection, or support recovery, in linear regression models. The following corollary gives the minimum number of samples needed to correctly recover the predictors in a linear regression model. then support recovery fails with probability at least 1/2, i.e. p(Sŵ = S w ) ≥ 1/2.
then support recovery fails with probability at least 1/2, i.e. p(Sŵ = S w ) ≥ 1/2.
Proof. The above corollary follows from Theorem 2, after setting p = m − 2, y = X 1 , disconnecting the variable X 2 i.e. setting p(X 2 |X 3:m ) = p(X 2 ) and treating the variables X 3 , . . . , X m as covariates i.e. x = {X 3 , . . . , X m }.
The logarithmic sample complexity for sparse support recovery in linear regression models was also proved in [12] .
Gumbel Bayesian networks
For Gumbel Bayesian networks we have the following setting:
We have the following result on the distribution of the maximum of Gumbel distributed random variables.
Proposition 1 (Maximum of Gumbel random variables).
If for all 1 ≤ i ≤ n, X i are independent random variables with X i ∼ Gumbel(µ i , 1) and Y = max 1≤i≤n (X i ), then Y ∼ Gumbel(µ y , 1), where
Therefore, from Proposition 1 we have that
where, µ π = log i∈π exp(µ i ).
Further, assume that
From the above assumptions we have that 0 ≤ µ π ≤ 1.
Lemma 2. For any π, π
′ ⊆ {3, . . . , m} we have:
Similar to the Gaussian case, the key to proving the above result is to ensure that the conditional mean of X 1 is bounded by some constant. The following Theorem follows from Lemma 2 and Theorem 1. 
Discrete variables
Noisy-OR Bayesian networks
For the noisy-or setting we have binary random variables and the conditional distribution of a node given its parents is given by the noisy-or distribution:
Finally, we assume m ≥ 4 and set θ = 1/(m − 2).
Lemma 3.
Analogous to the continuous case, the key to proving that the KL divergence is bounded in the discrete case is to ensure that the parameterization of the conditional distribution of X 1 is independent of the number of parents. Therefore, we needed to set θ = 1/(m − 2) to ensure that the mean of Y π is constant. The following Theorem follows from Lemma 3 and Theorem 1. 
Logistic regression Bayesian networks
In this case we assume the following
where, σ(x) is the logistic function and is given by 1/(1 + exp(−x)), 0 ≤ θ i ≤ 1 and
Lemma 4. For any π, π ′ ⊆ {3, . . . , m} we have:
The following Theorem follows from Lemma 4 and Theorem 1. , then learning fails with probability at least 1/2, i.e. p(f =f ) ≥ 1/2.
As a consequence of the above Theorem, we can obtain lower bounds on the sample complexity of feature selection in logistic regression. then support recovery fails with probability at least
Proof. The above corollary follows from Theorem 5, after setting p = m − 2, y = X 1 , disconnecting the variable X 2 i.e. setting p(X 2 |X 3:m ) = p(X 2 ) and treating the variables X 3 , . . . , X m as covariates i.e. x = {X 3 , . . . , X m }. Note that in this case
The above sample complexity results for logistic regression complements the upper bounds in [10] . In [10] the authors showed that the upper bound on the sample complexity of L 1 -regularized logistic regression grows logarithmically with the number of data points. Thus, we conclude that L 1 -regularized logistic regression is statistically optimal.
Conditional probability table (CPT) Bayesian networks
In this setting we assume that the conditional probabilities are specified by conditional probability tables. Further, we assume that every variable takes one of v values. Let θ be some element from the v-dimensional probability simplex, i.e.
, θ i > 0, and v i=1 θ i = 1. Nature generates the conditional probability table for X 1 as follows. After picking the parents π of the variable X 1 , for each assignment x π , out of v |π| possible assignments, to the variables in X π , nature generates X 1 as follows:
where ψ(θ) is a permutation of the entries of θ, generated uniformly at random. Lemma 5. Let X i ∈ {1, . . . , v} ∀i. For any π, π ′ ⊆ {3, . . . , m} and any pair of permutations ψ(θ) and ψ ′ (θ) we have: 
, then learning fails with probability at least 1/2, i.e. p(f =f ) ≥ 1/2. Proof. In this case nature picks both the parents of variable X 1 as well as sets the elements of the conditional probability table. Therefore, the number of Bayesian networks is given by:
The final result follows from Lemma 5 and Theorem 1.
Conclusion
In this paper we derived lower bounds on the sample complexity of learning Bayesian networks. We showed that there exists parameterizations of the Bayesian networks such that the minimum number of samples required grows linearly with the number of variables m. For sparse networks, the minimum number of samples required to learn the true network reduces to O (l log m). For deriving the results in the paper, we considered restricted ensembles of networks where the learning problem corresponded to identifying the parents of a single variable only. An interesting direction for future work is to obtain sample complexity results for the general case of learning the parents of all variables. Obtaining sharp phase transitions for structure learning in Bayesian networks can also be of interest.
Now, 
= 4
Using the above equations we prove our claim.
Proof of Proposition 1: (Max of Gumbel variables).
p(Y ≤ y) = In the above proof γ is the Euler's constant and the last line follows from the moment generating function of the Gumbel distribution.
Proof of Lemma 3: (KL for Noisy-OR).
We have log(p(X 1 |X π )) = X 1 log(1 − θ Zπ ) + (1 − X 1 )Z π log θ.
Also for any x ∈ R and 0 < x < 1 −x > log(1 − x) > − x 1 − x and 0 < θ m ≤ θ Zπ , θ Z π ′ ≤ θ < 1. Using the above facts we can then compute the following upper bound on the KL divergence.
