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Constant Scalar Curvature of Toric Fibrations
Thomas William Nyberg
We study the conditions under which a fibration of toric varieties, fibered over a flag variety,
admits a constant scalar curvature Kähler metric. We first provide an introduction to toric
varieties and toric fibrations and derive the scalar curvature equation. Next we derive
interior a priori estimates of all orders and a global L∞-estimate for the scalar curvature
equation. Finally we extend the theory of K-Stability to this setting and construct test-
configurations for these spaces.
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Complex projective manifolds admit two very rich structures. On one hand, they are
Kähler manifolds and can be described in differential geometric terms. On the other hand,
by Chow’s theorem, they are projective algebraic subvarieties, and can also be described in
algebraic-geometric terms. In particular, at the most intrinsic and fundamental level, there
should be a complete correspondence between differential-geometric properties, such as
whether they admit a constant scalar curvature metric, and algebraic-geometric properties,
such as their stability in the sense of geometric invariant theory. This is the essence of the
well-known conjecture of Yau [Yau, 1993], formulated first for Kähler-Einstein metrics, and
extended since to constant scalar curvature metrics by Donaldson [Donaldson, 2002]. A
corresponding notion of stability, called K-stability, has been proposed in different versions
by Tian [Tian, 1997] and Donaldson [Donaldson, 2002]. The necessity of K-stability for the
existence of a metric of constant scalar curvature has been proved by Donaldson [Donaldson,
2005b] and Stoppa [Stoppa, 2009]. For a survey of other notions of stability, the reader is
referred to [Phong and Sturm, 2009].
Fix an integral Kähler class c1(L), where L is a positive holomorphic line bundle over a
compact manifold X, and fix a representative Kähler form ω0 ∈ c1(L). By the ∂∂̄ Lemma,
a Kähler metric ω is in the class c1(L) if and only if ω = ω0 +
i
2∂∂̄ϕ, for some smooth
function ϕ on X. Since the scalar curvature R(ω) is just
R(ω) = −gjk̄∂j∂k̄ logωn, (1.0.1)
1
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the equation of constant scalar curvature is the following fourth-order non-linear elliptic
equation in the potential ϕ
−gjk̄∂j∂k̄ log det ((g0)p̄q + ∂q∂p̄ϕ) = A, (1.0.2)
where A is a constant. As such, it can be viewed as a composition of a complex Monge-
Ampère equation with a linearized complex Monge-Ampère equation. Real analogues of
such equations have arisen independently, in different contexts, in works of Trudinger and
X.J. Wang [Trudinger and Wang, 2000; 2002], and of Caffarelli and Gutierrez [Caffarelli
and Gutiérrez, 1997]. But the complex version required by the constant scalar curvature
problem in Kähler geometry is still largely unexplored in its most general form. It is
also important to note that the constant scalar curvature problem admits a variational
formulation, namely, there exists a functional ϕ→ K(ϕ), called the Mabuchi K-energy, so




This variational formulation also suggests a basic link between the existence of metrics
of constant scalar curvature, and the behavior of the functional K(ϕ), as ϕ tends to the
boundary of the space of Kähler potentials in c1(L).
There is however a particular class of Kähler manifolds in which a lot of progress has
been made, namely toric manifolds. A toric manifold X is an n-dimensional compact Kähler
manifold admitting a (C∗)n action with a dense, fixed point free orbit. As such, it admits
a moment map µ which maps it into a convex polytope P in Rn. A key simplifying feature
of toric manifolds is that each invariant Kähler metric ω on X can be characterized by
its symplectic potential u, which is a smooth strictly convex function on the polytope P ,
smooth in the interior of P . Guillemin [Guillemin, 1994] has identified the precise conditions
under which a smooth strictly convex function u on P arises from a Kähler metric on X
which we now explain. Delzant [Delzant, 1988] showed that for each face F of P one can
choose a minimal vector lF , inward-pointing normal to F , such that λF ∈ Zn. Let lF be the
affine linear function whose derivative is λF and such that lF (F ) = {0}. Guillemin showed
2
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lF log lF + f, (1.0.4)
such that u is strictly convex on the interior of P as well as when restricted to any of the
faces of P . Furthermore, Abreu [Abreu, 1998] has shown how the scalar curvature R(ω)




Here ujk is the inverse of the Hessian ujk of u and here (as well as throughout this thesis)
we use Einstein’s summation notation. This means in particular that, for toric manifolds,
the constant scalar curvature problem can be transformed into a differential equation for a
symplectic potential u on a polytope with the Guillemin boundary conditions. Furthermore,
the form (1.0.5) of Abreu’s equation also allows a direct use of the works of Trudinger-Wang
[Trudinger and Wang, 2000; 2002] and Caffarelli-Gutierrez [Caffarelli and Gutiérrez, 1997]
for related real equations.
In a series of papers [Donaldson, 2002; 2005a; 2008a; 2009], Donaldson makes an essential
use of the reformulation of the constant scalar curvature problem in terms of symplectic
potentials to solve the problem for toric varieties in dimension dim|, X = 2. Namely, he
showed that the K-stability of the toric surface X implies the existence of an invariant
constant scalar curvature Kähler metric on X. Now, in analogy with the Hilbert-Mumford
numerical criterion of geometric invariant theory, the condition of K stability is formulated
as positivity of a certain invariant, the Futaki invariant, for all non-trivial test configurations
(see [Tian, 1997] and [Donaldson, 2002]). A first task, accomplished in [Donaldson, 2002],
is to complete the translation of the problem from Kähler metrics on toric varieties to
symplectic potentials on polytopes by showing that the K-energy can also be expressed





where L is a certain linear functional. The functionalM is a convex functional whose critical
points are solutions to (1.0.5). Similarly, the K-stability conditions also admit a completely
equivalent and explicit formulation in terms of u, with test configurations corresponding to
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piecewise linear functions on the polytope. With the reformulation of both the equation
and the solvability conditions now complete, Donaldson can then complete the proof by
producing a series of difficult a priori estimates, some building on [Trudinger and Wang,
2000; 2002; Caffarelli and Gutiérrez, 1997], but many others requiring novel arguments
making full use of the formulation of K-stability in terms of piecewise linear functions.
Even with this success for two-dimensional toric varieties, the general case seems out
of reach at the present time. In [Donaldson, 2008b], Donaldson suggests studying an in-
termediate class of manifolds, namely those which can be viewed as toric varieties fibered
over flag varieties, more precisely fiber products G×T M, where G is a compact semisimple
Lie group and T ⊂ G is a maximal torus. The related problem of Kähler-Ricci solitons has
been considered by Podesta and Spiro [Podestà and Spiro, 2010]. Building off the work of
Raza [Raza, 2006], Donaldson noted that the scalar curvature S of a toric metric on such a
fibration should be given by
S(u) = −1
2
W−1(Wujk)jk + fG, (1.0.6)






( logW ). Thus the constant scalar curvature problem for such fibrations
reduces to a twisted version of Abreu’s equation for toric varieties.
The goal of this work is to extend Donaldson’s approach for toric surfaces to the setting
of toric fibrations. For this purpose, we found it useful to provide a complete derivation of
the expression (1.0.6) for the scalar curvature of such fibrations. The reason is that Raza
[Raza, 2006] did not determine the function fG, while Donaldson [Donaldson, 2008b] just
wrote down the formula. Our main results consist of extending to the case of toric fibrations
the expression for the K-energy in terms of the symplectic potentials; necessary conditions
for the solvability of the equation (1.0.6); how to interpret these conditions as K-stability;
and some a priori estimates resulting from K-stability. They are contained in Theorems 1-5
below.
Theorem 1. Let (G×T M,Ω) be a toric Kähler fibration and let (M,ω) be the restriction
to the identity fiber. There exists a unique moment map µ : M → P ⊂ Rn for ω such that
4
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W−1(Wujk)jk + fG, (1.0.7)

















Then F is the Mabuchi functional for symplectic potentials u. Hence a symplectic potential
u is a critical point of F if and only if u corresponds to a G-invariant Kähler metric on
G×T M of constant scalar curvature.
Theorem 3. Assume n = 2. Let u be a normalized solution to S(u) = A and assume that
u satisfies Condition 1. Let K ⊂⊂ P . Then there exist uniform constants C and Cj, for
j = 0, 1, . . . such that C−1 < (ujk) < C and ||u||Ck ≤ Ck on K.
Theorem 4. Let p ∈ P be fixed and assume that u is normalized at p. Furthermore,
assume that u solves S(u) = A and that (P, σ,A) satisfies Condition 1. Then there exists a
universal constant C, such that ||u||L∞ ≤ C, where C depends only on on the geometry of
(P, σ), ||A||L∞(P ), ||W ||L∞(P ), and the point p ∈ P .
Theorem 5. Let (G×TM,L) be a G-invariant polarized pair and assume that (G×TM,Ω)
is a toric fibration with Ω ∈ c1(L). Let P be the corresponding polytope. Given any rational
piecewise linear function f on P , there exists a test-configuration X for G ×T M with
Futaki-Invariant F given by






































kn−1 + o(kn−2). (1.0.9)
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This thesis is organized as follows. In Chapter 2, we provide an introduction to toric
varieties. This introduction is mostly from a metric differentiable viewpoint, and is self-
contained. The material there is very classical, but we hope that our presentation will still
be useful. In particular, we provided a program written in Python for how to compute
the relations in the algebraic construction of a toric variety from a polytope. Chapter 3
explains how to construct toric fibrations from toric varieties. It explains how to extend toric
metrics to the fibrations and then explicitly derives (1.0.6). Chapter 4 finds the Mabuchi
functionals corresponding to (1.0.6) and gives certain necessary conditions for the solvability
of the equation. Chapter 5 uses the restrictions imposed by K-stability to derive a-priori
estimates on solutions to (1.0.6). Finally, Chapter 6 explains how to realize these necessary
conditions as an extension of Donaldson’s K-stability.
6
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Chapter 2
Toric Varieties
Toric varieties lie in the intersection of algebraic, symplectic, and complex geometry and
can therefore be studied from many different perspectives. This thesis concerns complex
geometry and PDEs and therefore takes the perspective of a smooth compact Kähler
manifold as the starting point. For other perspectives, the reader is recommended any
number of other great expositions on the subject (c.f. [Fulton, 1993; da Silva, 2001;
Audin, 2004]). We take the opportunity to stress that the material in this chapter is
not original. If there is any merit, it lies rather in the presentation and style.
The most important result from toric geometry is that to any n-dimensional toric Kähler
manifold M with fixed Kähler form, there exists a convex polytope P ⊂ Rn and a moment
map µ : M → P . As we will see, much of the geometry of M can be understood in terms of
P and the main goal of this chapter is to understand how M and P are related. The major
results we present are the two theorems of Delzant, the first being the following:
Theorem (Delzant 1988). The polytope P corresponding to a smooth, compact Kähler toric
variety satisfies the following properties:
(i) There are n edges meeting at each vertex of P ,
(ii) The edges meeting at a vertex p are all of the form p+ tui, t ≥ 0, with ui ∈ Zn,
(iii) For each vertex p, the corresponding u1, . . . , un can be chosen to be a Z-basis of Zn.
7
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Delzant also considered the converse. The second of his results that we present is the
following:
Theorem (Delzant 1988). Let P be a polytope satisfying properties (i)− (iii) of Theorem
2. Then there exists a smooth, compact Kähler toric variety whose moment polytope is P .
The chapter is outlined as follows. In the first section, we derive as much structure
as possible by only considering the compact holomorphic properties of M . In the second
section, we consider Kähler properties of M and show how to construct the moment map
and the moment polytope P . Furthermore, we show how to identify Kähler metrics with
smooth convex functions on P called symplectic potentials. In the third section, we give a
proof of Delzant’s theorem and study the algebraic properties of the polytope. In the final
section, we provide the source code for a convenient program that can be used to compute
algebraic relations of toric varieties coming from P .
2.1 Complex Differential Aspects of Toric Varieties
Let (M,ω) be a compact n-dimensional Kähler manifold with Kähler form ω. Let TC
denote an n-dimensional commutative complex Lie group and let T ⊂ TC denote a maximal
compact real torus.
Definition 2.1.1. (M,ω) is a compact Kähler toric variety if there is a holomorphic
group action of TC on M which has a dense, free orbit, and such that the maximal real torus
T preserves the form ω.
Remark 2.1.2. By choosing bases for the Lie algebras t := Lie(T ) and tC := Lie(TC), we can
identify tC with Cn, t with Rn (the imaginary part of Cn), TC with (C∗)n, and (S1)n with
T . We will almost always do this, but there are times when we will need to change bases
and hence it is more natural to give Definition 2.1.1 in an invariant fashion.
In this section we explore the geometry of a toric manifold M without yet making use
of the Kähler metric. The fixed points of the action of TC on M will turn out to be very
important. The main results are the following three propositions:
8
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Proposition 2.1.3. Let q ∈ M be a fixed point. Then there is an open set X ⊂ M ,
containing q, and a biholomorphism χ : X → Tq(M), such that χ is TC-equivariant.
Proposition 2.1.4. The set of fixed points of the action of TC on M is finite.
Proposition 2.1.5. Assume that q1 and q2 are two fixed points of M . Then for each fixed
point qi, there exists a trivialization νqi : Xqi → Cn, and coordinates identifying TC with
(C∗)n such that the action of TC on Xq is identified with the standard action of (C∗)n on Cn.
Moreover, U ⊂ Xqi, where U is the open, dense complex torus in M , and νqi(U) = (C∗)n.
Finally, if one restricts the transition mapping τq1q2 := νq1 ◦ (νq2)−1 to (C∗)n, then the
mapping takes the form
(z1, . . . , zn) 7→ (za111 · · · z
a1n
n , . . . , z
an1
n · · · zannn ), (2.1.1)
where (aij) is a matrix in GL(n,Z).
2.1.1 Coordinates on the Open Torus
Definition 2.1.1 requires M to have an open, dense, free orbit of TC. In this section we will
construct a natural coordinate system to understand its structure. Following Remark 2.1.2,
let us work in a basis. If we choose a point p ∈ M such that U = (C∗)n · p is a dense, free
orbit, then we have a holomorphic embedding (C∗)n ↪→ M , (z1, . . . , zn) 7→ (z1, . . . , zn) · p,
whose image U is dense in M . If we identify U with (C∗)n by this embedding, then the
action of (C∗)n on M restricts to the standard multiplicative action of (C∗)n on itself. Let
us use this to understand the geometry of the complement of U in M .
Lemma 2.1.6. The set D := M \ U is an analytic subvariety of M . Consequently, around
any point p ∈ D, there is a ball B in M containing p, such that B ∩ U is connected.
Proof. Let Vk be the holomorphic vector field on M generated by the action of the one-
dimensional complex subgroup C∗, given by C∗ 3 z 7→ (1, . . . , z, . . . , 1) ∈ (C∗)n (where
z is mapped to the kth coordinate). In local coordinates, Vk is given as z
k ∂
∂zk
. Let s ∈
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We see that s is everywhere non-zero on U . If there were some point q in D where s did
not vanish, there would necessarily be a ball contained entirely in D containing q where s
also did not vanish. But this would contradict the requirement in Definition 2.1.1 that U
be dense. Therefore we have concluded that s−1(0) = D and hence that D is an analytic
subvariety.
The lemma tells us that our embedding (C∗)n ↪→M not only captures the group struc-
ture, but also covers all but a complex subvariety of M . Unfortunately, our embedding’s
choice of a point q to realize the free, dense orbit of (C∗)n is a little ad-hoc. This con-
struction quickly allows one get an explicit handle on the geometry of M , but there are
downsides to such an approach. By its very construction, this open set contains no fixed
points of the action of TC and it is unclear if and how they relate to this set. Though we
do not yet know it, the action actually has fixed points. Therefore we would like to have
an open trivialization that both respects the action of (C∗)n and contains a fixed point,
supposing such a point exists.
2.1.2 Local Geometry of M Near a Fixed Point
In this section we prove Propositions 2.1.3 and 2.1.4. We will assume that q ∈M is a fixed
point of the action of TC and try to find a nice local trivialization of M which contains q
and respects the action of TC. It will be easier to step back and once again work in an
invariant fashion, and therefore we will write TC instead of (C∗)n. In order to understand
the action near a fixed point, we will pick an arbitrary trivialization and “linearize” it. This
linearization argument can be found in [Ishida and Karshon, 2012], but we reproduce it for
completeness below.
Proof of Proposition 2.1.3. First, let η : U → Cn be a holomorphic trivialization mapping
q to 0. The domain of η has an action of TC, but the range does not. We rectify this by
considering the derivative of η at q given by dηq : Tq(M) → Cn, where we identify T0(Cn)
with Cn. Since dηq is invertible, we define a new map ν : U → Tq(M) by ν := (dηq)−1 ◦ η.
The important properties of ν are that both its domain and range have an action of TC,
that dνq : Tq(M) → Tq(M) is the identity mapping, that ν(q) = 0, that q and 0 are fixed
10
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points of their respective actions, and finally that ν is holomorphic.
The action of TC on the domain and range of ν need not be related in any way. We
would like to fix this by somehow averaging ν over TC. This, however, would require for U
to be closed under TC. Considering that TC has a dense, open orbit in M , it is unlikely that
U is closed under its action. Furthermore, since TC is not compact, any averaging procedure
would be fraught with difficulties. However, the maximal torus T ⊂ TC is compact and will





Since q is a fixed point, we certainly know that q ∈ V . Let U c be the complement of U in M
and note that it is closed and hence compact. This means that T ×U c is a compact subset
of T ×M . Since the group action is continuous, the image of T × U c under the action is
compact as well. But this image is exactly V c and hence V is open.
If we now restrict the map ν to V , we have a holomorphic map whose domain and range
are both preserved by the action of T ⊂ TC. This allows us to integrate ν over this action,
to get a T -equivariant holomorphism. More specifically, let T act on maps like ν by
(g · ν)(x) = g−1 · ν(g · x),
for g ∈ T . Next let dg be a left-invariant measure on T . Since the range of ν, Tq(M), is a




g−1 · ν(g · x)dg.
By construction, χ satisfies the property that χ(g ·x) = g ·χ(x), for all x ∈ V . Furthermore,
since dνq, is the identity map, d(g · ν)q is the identity for all g ∈ T . This implies that dχq
is the identity map. As a result, by restricting V to a smaller T -invariant neighborhood if
necessary, we have that χ : V → Tq(M) is a T -equivariant holomorphic embedding.
Now that we have that χ is T -equivariant, we’d like to take this one step further. Since
χ is holomorphic, we have that dχ ◦ J = J ◦ dχ, where J is the complex structure on TC
and Tq(M) respectively. Let V ∈ J(t) and let gt = etV · x be the infinitessimal action of V
at x. Let W = −J(V ) and let ht = etW be its corresponding infinitessimal action. Then
11
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(etW · (χ(x))) = d
dt
(etV · χ(x)).
Hence χ infinitesimally respects the action of all of TC. Since TC is simply-connected, this
tells us that χ(g · x) = g · χ(x) for all x such that g · x ∈ V .
The final step is to extend the action of χ beyond V . Let X = TC · V—i.e. all points in
M that are reachable by the action of TC on elements of V . Extend the map χ to all of X
by TC-equivariance. The commutativity of TC guarantees that this is a well-defined map. If
the mapping were not injective, the original mapping on V would not be either. Finally the
TC-equivariance gives us that this mapping is still a holomorphism. Since TC acts linearly,
and the image contains an open set around the origin, the mapping must be surjective and
is hence a biholomorphism. In conclusion, we have proved Proposition 2.1.3.
2.1.3 An Example
A corollary of the above argument is the following: Any holomorphic map from Cn → Cn
that fixes the identity and is invariant under the action of (S1)n must be a linear map. This
may be a bit surprising so it is good to consider an example. Let f(z) = z + z2. Then we
have that∫ 2π
0
e−iθ · f(eiθ · z)dt =
∫ 2π
0
e−iθ(eiθz + e2iθz2)dt =
∫ 2π
0
(z + eiθz2) = 2πz.
The case of multiple variables is similar. In fact, one can see that this result even applies
to meromorphic functions as well.
The construction of the previous proposition allows to deduce more properties of the
fixed points.
Lemma 2.1.7. The set X of the previous proposition contains no fixed point other than q.
Proof. Consider the possibility that Tq(M) has a fixed point other than 0. In that case, by
linearity, the action would fix an entire line L ⊂ Tq(M). Since T ⊂ TC is compact, we can
pick a Hermitian metric on Tq(M) which is invariant under T . Let L
⊥ be the perpendicular
set to L with respect to this metric. Since the metric is T -invariant, we have that T fixes
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L⊥. Since L⊥ is a complex subspace of Tq(M) and is preserved by T , it must be preserved
by all TC for the reasons as in the proof of the previous proposition.
Hence we have that L ⊕ L⊥ = Tq(M) and that the action of TC respects this decom-
position. Next let x ∈ Tq(M) and let x = x1 + x2 with x1 ∈ L and x2 ∈ L⊥. Then
we have that for any α ∈ TC, α · x = α · (x1 + x2) = x1 + α · x2. This means that
α(x1 + L
⊥) ⊂ x1 + α(L⊥) = x1 + L⊥ which implies that the orbit of any point in Tq(M)
is at least of codimension 1. This, however, contradicts the fact that M has a free, dense
orbit of TC.
Proof of Proposition 2.1.4. Since the setX is open, the previous lemma implies immediately
that the set of fixed points of M is discrete. Since M is compact, we have that the set of
fixed points must be finite.
Proof of Proposition 2.1.5. Much of this proposition was contained in Proposition 2.1.3.
The coordinate description follows directly from general Lie theory. The fact that the sets
Xq cover all M is a result of the polytope description in Lemma 2.2.8. The fact that U ⊂ Xq
for all q is due to the fact that Xq is open and that it is closed under TC. The image of
U in Cn must be (C∗)n given our local description of the action. Finally the mapping
τqq′ : (C∗)n → (C∗)n is a biholomorphic automorphism of (C∗)n and hence must be of the
form (2.1.1) for some matrix (aij) ∈ GL(n,Z) by general theory.
This entire section is predicated on the assumption that there exists a fixed point in
M . All of our conclusions are the result of purely topological and holomorphic properties
of TC and M . In the next section, we will make use of Kähler properties to prove that fixed
points do exist and we demonstrate their importance to the overall structure of M .
2.2 Metric Properties of Toric Varieties
In the previous section, we studied toric varieties without considering any extra conditions
that we get from the metric. We now study the properties of the Kähler form of our
toric variety. We will employ a tool from symplectic geometry called a moment map (see
13
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Definition 2.2.4) to better understand the symmetries of the metric. Our first important
result is the following:
Proposition 2.2.1. Let (M,ω) be a toric variety. Then there is a moment map µ of ω.
The image of this moment map is a convex polytope P in Rn. Furthermore, except for an
additive constant, the polytope is uniquely defined by the Kähler class [ω].
By using the moment map, we are finish up the work in the previous section involving
fixed points:
Proposition 2.2.2. The action of TC on M has a non-empty finite set of fixed points. The
moment map sends the fixed points bijectively to the extreme points of the moment polytope.
The moment map allows us to understand the geometry of V in terms of data on P .
The most important idea will be use the Legendre transform to associate to ω a smooth
convex map on P called the symplectic potential (see Definitions 2.2.9 and 2.2.11). The
most important result is the following which tells us the form of such potentials:
Proposition 2.2.3. Let (M,ω) be a toric, Kähler manifold and let P be its polytope. Then
the space of symplectic potentials corresponding to metrics in the class [ω] is given by the
set of functions uP + f , where uP is a fixed function defined by (2.2.10) and f is a function
smooth function on P such that the derivatives of f are continuous up to the boundary.
2.2.1 Constructing the Moment Map
Consider the open, dense torus U in M and choose coordinates identifying U with (C∗)n
and TC with (C∗)n so that the action is standard. (See the construction in the beginning of
the previous section.) As a reminder, since we do not yet know that M has any fixed points,
we cannot extend this trivialization U to a set isomorphic to Cn as done in the latter part
of the previous section.
Let z = (z1, . . . , zn) be the coordinates on (C∗)n. Working in these local coordinates,
we have that ω is a Kähler form on (C∗)n which is invariant under the compact action of
(S1)n ⊂ (C∗)n. Then ω takes the form ω = ωkjidz
j∧dzk. To simplify the action, we instead
use log-coordinates on M . Define the holomorphic covering map exp : Cn → (C∗)n by
exp (y1, . . . , yn) = (ey
1
, . . . , ey
n
) = (z1, . . . , zn). (2.2.2)
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Let η = exp ∗ω be the pull-back of ω under this map. In local coordinates, η = ηkjidy
j ∧
dyk. Let yj = wj + iθj be the standard real coordinates. The fact that ω is invariant
under the multiplicative (S1)n-action implies that η is invariant under the additive action
of (θ1, . . . , θn). Since η is a Kähler form on Cn, it has a Kähler potential. This means that
there exists a smooth function φ : Cn → R such that
ηkjidy
j ∧ dyk = 2 ∂
2φ
∂yj∂yk
idyj ∧ dyk. (2.2.3)
Since η is invariant under the additive θ-action, we can assume that φ is independent of θ.
Now since we have a θ-invariant Kähler potential φ of η, the push-forward ϕ := exp ∗(φ) is
well-defined and is an (S1)n-invariant Kähler potential for ω on (C∗)n.












idyj ∧ dyk = ∂
2φ
∂wj∂wk
dwj ∧ dθk. (2.2.4)
Next let µ̃ : Cn → Rn be the gradient map of φ in the w-coordinates—i.e. µ̃j = ∂φ∂wj . Since µ̃
is θ-invariant, its push-forward is a well-defined (S1)n-invariant map exp ∗(µ̃) : (C∗)n → Rn.




dwj = d(µ̃k). Since φ is only determined by its
Hessian, µ̃k is only determined up to a constant.
Now fix k and consider the smooth function µk := ( exp ∗(µ̃))k : (C∗)n → R. Let Vk be
the vector field on M defined in the proof of Lemma 2.1.6. We have that Vk is a globally-
defined vector field on M and hence −ιVk(ω) is a globally-defined 1-form. Thus µk is a
smooth function defined on U such that d(µk) = −ιVk(ω)|U . Next let p ∈ D. By Lemma
2.1.6 there is a ball B ⊂M containing p, such that B ∩U is connected. Therefore −ιVk(ω)
has a local potential f on B and df = dµk on B∩U . But the connectedness of B∩U means
then that µk and f differ by a constant on B ∩ U and hence µk can be extended locally to
a smooth function on all B. Since this holds for any point in D, we have that µk can be
extended to a smooth function on all of M .
In this section, we have followed Remark 2.1.2 and used a specific basis in our local
computations. Let us now consider the invariant nature of this problem. The moment map
µ = ∇φ = ( ∂φ
∂w1
, . . . , ∂φ∂wn ) is the same as the exterior derivative d(φ) in the basis given by
15
CHAPTER 2. TORIC VARIETIES
dw1, . . . , dwn. The complex structure J on Cn satisfies J(dwj) = dθj for all j. This means
that µ in our local coordinates is the same as the mapping J(dφ) in the basis given by
dθ1, . . . , dθn—which is certainly an invariant global object whose range is t∗.
Hence let us think of µ as a mapping M → t∗. Given any V ∈ t, let V # be the real
vector field on M generated by the infinitessimal action of V . Let 〈·, ·〉 denote the natural
pairing between t∗ and t. Then 〈µ, V 〉 is a smooth function on M . In this setting, we still
have the fundamental equation d〈µ, V 〉 = −ιV #(ω). This leads to the following definition.
Definition 2.2.4. Let (M,ω) be a symplectic manifold with a left-action by a compact
commutative Lie group T which preserves the symplectic form ω. A moment map of
(M,ω), is a smooth function µ : M → t∗ satisfying the property that for any X ∈ t,
d〈µ,X〉 = −ιX#(ω)—where 〈·, ·〉 is the natural pairing between t∗ and t.
Thus, we have shown:
Lemma 2.2.5. Any smooth, compact Kähler toric variety (M,ω) has a moment map µ
which is unique up to the addition of an additive constant.
2.2.2 Example: Pn
The standard example for all these computations is n-dimensional projective space. Choose
coordinates (z1, . . . zn) 7→ [1 : z1 : · · · : zn] ∈ Pn. Next take ω to be the Fubini-Study metric.
I.e. ω = i∂∂ log (1 + |z1|2 + · · ·+ |zn|2). This means that φ(w1, . . . , wn) = 12 log (1 + e
2w1 +







1 + e2w1 + · · ·+ e2wn
. (2.2.5)
Hence the moment map in the z-coordinates is given by
µ(z) =
1
1 + |z1|2 + · · ·+ |zn|n
(|z1|2, · · · , |zn|2), (2.2.6)
which shows that the image of µ is the standard n-simplex of Rn.
Remark 2.2.6. In the previous example , we saw that the image of the moment map of Pn
with the Fubini-Study metric is the standard n-simplex in Rn. This is no accident and a
similar geometric result will, in fact, hold in the general case as well. We next study the
geometry of µ(M) for general (M,ω).
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2.2.3 Geometry of the Image of the Moment Map
Let us return to the mapping µ̃ : (C∗)n → Rn. Since µ̃ is the gradient map of a strictly
convex function, the image µ̃(Rn) = µ(U) ⊂ Rn is a convex set. The fact that µ is smooth
and M is compact means that µ(M) is compact as well. Next we would like to better
understand the boundary of µ(M) in Rn. The goal is to prove the following:
Lemma 2.2.7. Let p ∈ D and let Op be the orbit of p under the action of (C∗)n. Then Op
is biholomorphic to (C∗)k for some integer k and µ(Op) is a convex set in Rn, contained in
an affine subspace of dimension k.
Proof. Let W ⊂ Cn be the subspace of holomorphic tangent vectors whose infinitessimal
actions fix p and let k be the complex dimension of W . Hence exp (W ) =: S ⊂ (C∗)n is a
holomorphic subgroup. S can be identified as the image of a mapping (C∗)k → (C∗)n given
by
(s1, . . . , sk) 7→ ((s1)a11 · · · (sk)a1k , . . . , (s1)an1 · · · (sk)ank),
where a := (apq) is a matrix of integers. Furthermore, when a is viewed as a linear mapping
from Ck → Cn it takes the standard basis vectors in Ck to a minimal integral basis of
W ⊂ Cn. This minimal integral basis can be completed to a complete integral basis of Cn.
I.e. there is a matrix A ∈ GL(n,Z) such that the first k columns of A coincide with a.
After using A to change coordinates, we can assume that the stabilizer of the (C∗)n-
action on M at p is given by {(α1, · · · , αn) ∈ (C∗)n | αj = 1, for all j > k}. This means
that the mapping (C∗)n−k ↪→ (C∗)k × (C∗)n−k → U is a holomorphic embedding with
image Op. Under this embedding, the standard (C∗)n−k action agrees with the action on
Op. This means that (Op, ω|Op) is an open (n− k)-dimensional Kähler manifold such that
Op is biholomorphic to (C∗)n−k and such that (C∗)n−k acts by the standard fashion and
(S1)k ⊂ (C∗)n−k preserves the form ω|Op . I.e. (Op, ω|Op) satisfies all the conditions of
a Kähler toric manifold as before except that it is not compact. Regardless, all of the
analysis at the beginning of the section can be redone exactly to produce a moment map
µp for ω|Op which maps Op to a convex set in Rn−k (compactness was never used up until
that point). Next note that µp agrees with the final n − k coordinate functions of µ. The
first k coordinate functions of µ map Op to a constant in Rn. Taken together, this implies
17
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that µ(Op) is a convex set contained in an affine subspace of codimension k in Rn which is
what we needed to prove.
We can apply this lemma to break down and understand the geometry of µ(M). The
compact convex set µ(M) is the convex hull of its extreme points. The previous lemma
implies that if p ∈ M is not a fixed point, then µ(p) is not an extreme point. As a result,
we have that µ(M) is the convex hull of the image of the fixed points of the action on M .
This proves Proposition 2.2.2. Furthermore, we have concluded to the following:
Lemma 2.2.8. The image of the moment map µ of a compact Kähler manifold is a compact
convex polytope P in t∗. The polytope P is the convex hull of the image under µ of the fixed
points of the action of TC.
The next natural question is how much of our construction depends upon the specific
metric ω? Let ω0 ∈ [ω] be an (S1)n-invariant metric cohomologous to ω. By the ∂∂-Lemma,
there is a real, smooth (S1)n-invariant function f on M such that ω0 = ω + i2∂∂f . Let µ0
be the moment map constructed similarly as above except now with respect to ω0. This
means that (µ̃0)k = µ̃k +
∂f̃
∂wk
+ ck, where f̃ = exp
∗(f) as with previous notation and
(c1, . . . , cn) is a constant vector coming from the fact that our construction of µ̃ from ω is
only well-defined up to a constant. For the time being, let us assume that c = 0. Hence on
M we have that (µ0)k = µk + Vk(f), where Vk = exp ∗(
∂
∂wk
). The vector fields V1, . . . , Vk
all vanish at the fixed points of the (C∗)n-action on M . Since f is smooth and globally
defined on M , this means that Vk(f) = 0 for all k at those fixed points. But this means
that µ and µ0 agree at the fixed points. Since the images of both maps is the convex hull
of the images of the fixed points, we have that µ(M) = µ0(M). As a result, we have proved
Proposition 2.2.1.
2.2.4 Space of Symplectic Potentials
Let us return our attention to equation (2.2.4). If we restrict φ to the w-coordinates, then φ
is a smooth strictly convex function on Rn. Similarly, if we restrict µ̃ to the w-coordinates,
then µ̃ : Rn → Rn is the gradient map of φ. Since φ is strictly convex, µ̃ : Rn → µ̃(Rn) is a
diffeomorphism onto its image. Next we consider a concept from convex geometry:
18
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Definition 2.2.9. Let φ(w) be a smooth, strictly convex function on Rn. The Legendre
Transform u of f is a function defined on ∇f(Rn)—the image of the gradient mapping of
f—defined by the requirement that u(x) = supw∈Rn(w · x− φ(w)), for any x ∈ ∇f(Rn).
Remark 2.2.10. Since φ is smooth, we have that the supremum of (w · x− φ(w)) occurs at




for all j. This means that u(x) = w ·x−φ(w(x)), where we implicitly define w as a function
of x by way of the diffeomorphism given by µ̃.
Definition 2.2.11. Let (M,ω) be a Kähler toric variety and let φ : Rn → R be as in
(2.2.3). Then the Legendre transform u of φ is called the symplectic potential of ω.
Remark 2.2.12. The domain of the symplectic potential u is the range of φ, however the
range of ∇φ is not uniquely fixed by ω. Furthermore, if one replaces φ with φ + k, the
range of ∇φ remains the same, but the symplectic potential changes from u to u−k. When
working with the symplectic potential, one must consider these subtleties.
2.2.5 Example: Pn Revisited








1− x1 − · · · − xn
)
.
Next we can write out the Legendre transform of φ explicitly:














which is a strictly convex function defined on the standard n-simplex in Rn.
In the previous section we showed that cohomologous Kähler metrics give rise to the
same moment polytope. In Definition 2.2.11, associated symplectic potentials to Kähler
metrics which are functions defined on the polytope. The main goal of this section is to
understand how these symplectic potentials are related.
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Let ω0 and ω1 be two toric Kähler metrics on M and let P be their corresponding
moment polytope. Let u0 and u1 be the corresponding symplectic potentials defined on the
interior of P . By the ∂∂-Lemma, we have that ω1 = ω0 + 2i∂∂f , for some (S
1)n-invariant
function f defined on all M . If we consider the functions φ0 and φ1 as defined in (2.2.3), we
have that φ1 = φ0 + h, where h = f ◦ exp . Let φt = φ0 + th be the linear path connecting
φ0 to φ1. Corresponding to this we have a path of symplectic potentials ut. In [Donaldson,
2002], Donaldson proves the following:






Proof. The main difficulty of this proof is the fact that the coordinates x and w are related
implicitly by the gradient of φt which makes all of this extremely confusing. We have that
ut(x) = w(t) · x− φt(w(t)), where w(t) is defined by the requirement that (φt)i(w(t)) = xi.







(w(t)− w(0)) · x− (φt(w(t))− φ0(w(0)))
t




= w′(0) · x− lim
t→0
φt(w(t))− φ0(w(t)) + φ0(w(t))− φ0(w(0))
t



















Finally, note that (∇φ0)∗h(x) = h(w(0)), by the definition of w(0), which proves the lemma.
We can apply this lemma to any point along the path between φ0 and φ1 to conclude
that ddt |t=t0ut(x) = (µt)∗f(x), for function f that is smooth and (S
1)n-invariant on all M ,
and where µt is the moment map corresponding to φt. Next we would like to understand
how such functions look when pushed forward to the moment polytope.
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Lemma 2.2.14. Given any (S1)n-invariant smooth function f on (M,ω), the push-forward
µ∗(f) of f to P under the moment map µ is a smooth function in the interior of P and all
of its derivatives are continuous on P .
Proof. The proof of this result makes strong use of Proposition 2.1.5 in order to see exactly
how the moment map looks like at the complement of the open torus. Proposition 2.1.5
allows us to restrict our attention to open sets of the form Cn with the standard action of
(C∗)n and metrics ω on Cn which are preserved by (S1)n ⊂ (C∗)n.
First we consider simplified case of one dimension. Let M = C and let ω = idz ∧ dz +
2i∂∂φ be an S1-invariant metric. (On C, all metrics are of this form up to scaling.) Written
out, we have
ω = idz ∧ dz + 2 ∂
2φ
∂z∂z






idz ∧ dz. (2.2.7)












all k at the origin, and furthermore, ∂
kφ
∂rk
= 0 at the origin for all odd k, due to the S1
symmetry.
To further simplify, let us now assume that φ(r) = c2r






∂r ) = c. The restriction that ω be a metric tells us that 1 + c > 0 and hence
that c > −1. In the case where φ is an arbitrary smooth function, the same argument tells
us that the Taylor expansion of φ(r) = c2r
2 +O(r4), where c > −1 as before (we can safely
assume that φ’s constant term is 0).
The moment map µ corresponding to this metric is given by r 7→ x = r2 + r ∂φ∂r . In the
case where φ = c2r
2, this simply becomes the map r 7→ x = (1 + c)r2. The restriction that
c > −1 tells us that this mapping is a bijective map from [0,∞) to itself. Furthermore, it










In the case where φ(r) = c2r
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This means that, (1 + c)−nxn pulls back to (1 + O(r2))nr2n = r2n + O(r2n+2). This is
enough to conclude inductively that any polynomial of degree 2n in r which is made up of
only even monomials can be approximated by the pullback of a polynomial of degree n in x
up to order 2n+2. This means that for any smooth S1-invariant function f on C, ∂k
∂xk
(µ∗f)
is continuous up to x = 0 for all k, which proves the result for the one-dimensional case.
This argument extends straight-forwardly to higher dimensions. Since the result is local,
we are done.
Next let us make use of this lemma. Let u0 and u1 be the symplectic potentials from
the beginning of this section and let ut be the path that connects them. Lemma 2.2.13 tells
us that ddt |t=t0(ut(x)) is the pushforward of a smooth (S
1)n-invariant function on M . Next,
Lemma 2.2.14 tells us that this function is smooth in the interior or P and that all of its
derivatives are continuous up to the boundary of P . By integrating this result, we conclude
that u0 and u1 differ by a smooth function which is smooth up to the boundary of P .
To finish this story, we would like to find a sort of canonical symplectic potential on P .
Let F be a face of the polytope P . Let lF be the smallest integral, inward-pointing, normal







lF (x) log (lF (x)). (2.2.10)
The range of the gradient of uP is all of Rn. Furthermore, the local arguments of the last
proposition show that uP actually is the symplectic potential of some toric Kähler metric
on M . To conclude, we have proved Proposition 2.2.3.
2.3 Algebraic Structure of the Polytope
In the previous sections, we showed that to any Kähler toric variety M there is associated
a polytope P in t∗. Proposition 2.2.2, in addition to some basic convex geometry, implies
that the collection {Xq}, where q are the fixed points of M , is an open cover of M . Hence
Proposition 2.1.5 immediately implies the following proposition:
Proposition 2.3.1. P satisfies the following properties:
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(1) There are n faces meeting at each vertex q of P ,
(2) Given each face Fi, there is a corresponding minimal inward-pointing vector λi normal
to Fi with λi ∈ Zn,
(3) For each vertex q, the n vectors λ1, . . . , λn corresponding to the n faces meeting at q
generate Zn over Z.
The previous proposition is a linear-algebraic dual version of Delzant’s theorem and
hence we have proved the first of Delzant’s theorems in the introduction. The structure of
P described in Delzant’s theorem is quite rigid and has been named after him.
Definition 2.3.2. Let P be a convex polytope in Rn. Then P is said to be Delzant if it
satisfies conditions (i)− (iii) in Theorem 2 or, equivalently, it satisfies conditions (1)− (3)
in Proposition 2.3.1.
Hence in this language, Delzant proved that the polytope corresponding to any toric
Kähler manifold is in fact a Delzant polytope. However, as mentioned in the introduction,
he proved more than just this. He showed that given any Delzant polytope P , one can
construct a toric Kähler manifold whose moment polytope is exactly P . We will prove
this by starting with a Delzant polytope and explicitly constructing a corresponding toric
variety. This construction has the advantage of also equipping the toric variety with a
polarization which we will strongly use later in this thesis. The goal of the rest of this
section is to prove the following:
Proposition 2.3.3. Let P ⊂ Rn be a Delzant polytope and assume that the vertices of
P lie on the lattice. Then there exists a polarized smooth n-dimensional variety (V,L),
admitting a compatible (C∗)n-action, and an (S1)n-invariant Kähler metric ω ∈ c1(L),
such that (V, ω) is a toric Kähler variety and P is the moment polytope corresponding to
(V, ω). Furthermore, there is a basis for H0(V,L) given by {sλ | λ ∈ P ∩Zn} so that (C∗)n
acts on Γ0(V,L) by
(α1, . . . , αn) · sλ = αλ11 · · ·α
λn
n sλ.
As a result, h0(V,L) = #(P ∩ Zn).
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2.3.1 Constructing Polarized Varieties from P
First note that properties (i) - (iii) of Proposition 2.3.1 do not uniquely specify P . Not only
is P only fixed up to an arbitrary position in Rn (which is an ambiguity one must always
accept in this theory), but the “scale” of P is also not specified. The polytope satisfies
P = {x | λF ≥ cF ,∀F}, for some constants cF , but the constants are not uniquely specified.
Assume for the moment that each cF ∈ Z. This restriction implies that the convex hull of
P∩Zn is equal to P—i.e. the extreme points of P lie in the lattice Zn. Let Λ = P∩Zn be the
integer lattice points in P . Denote the lattice points by ν0, . . . , νN , where N = #(P∩Zn)−1.
We define the following relation R by declaring that xjxk = xlxm if νj + νk = νl + νm as
elements in Zn. Define V to be the subvariety of PN cut out by the relations given by R.
The Delzant conditions allow us to conclude the following:
Lemma 2.3.4. The subvariety V ⊆ X is smooth.
Proof. Fix a vertex q of P . Assume that ν0 is the lattice point corresponding to q and that
ν1, . . . , νn are the n lattice points lying closest to q. Next let Xq = (xq 6= 0) ⊂ X. To
simplify the computations, we make the harmless assumption that q is the origin of Zn.
Next we parametrize V ∩Xq explicitly. For each νk ∈ P ∩ Zn, we have that ν = M jkνj ,
where (M jk) is a matrix of non-negative integers. Consider the mapping











 = [x0 : · · · : xN ]. (2.3.11)
Since Mkj = δjk for j, k = 1, . . . , n, this is a smooth embedding of Cn into V . The set of
such mappings for each extreme point q show that V is a smooth subvariety.
2.3.2 Example: The First Hirzebruch Surface
To make this all a little more specific, consider the polytope P given by the convex hull of
the points (0, 0), (2, 0), (0, 1), and (1, 1). There are 5 lattice points in P ∩ Z2. In addition
to the extremal points already listed, we also have the point (1, 0). Label the lattice points
as follows:
ν0 ←→ (0, 0), ν1 ←→ (1, 0), ν2 ←→ (2, 0),
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ν3 ←→ (0, 1), ν4 ←→ (1, 1).
Following the general construction from earlier in the section, note that the two relations
we get come from (0, 0) + (2, 0) = (1, 0) + (1, 0) and (0, 0) + (1, 1) = (1, 0) + (0, 1). Written
in terms of our variables, this says that our relations are x0x2 = x
2
1 and x1x3 = x0x4. This
means that the subvariety V we get is
(x0x2 − x21, x1x3 − x0x4) ⊂ P4.
which is none other than the first Hirzebruch surface.
2.3.3 Kähler Toric Structure of V
Next let us put a toric structure on the variety V given in Lemma 2.3.4. Notice that the
standard action of (C∗)n on (z1, . . . , zn) in (2.3.11) preserves V . Next let L = O(1)|V and
note that we have a section xj for each lattice point νj . Furthermore, (C∗)n acts on xj by









then this action lifts the action of (C∗)n on V . Next let ω be the restriction of the Fubini-
Study metric on O(1) to V . We have that (C∗)n acts on the polarized pair (V,L) and that
(V, ω) is a toric Kähler manifold with ω ∈ c1(L). One can compute locally that the moment
polytope of ω is exactly P and hence we have proved Proposition 2.3.3.
2.3.4 Example: The First Hirzebruch Surface Revisited
Consider again the setting of the previous example. Next let U be the set U = {x0 6= 0} ⊂ P4
and consider V0 := V ∩ U . In coordinates (x1, . . . , x4) 7→ [1 : x1 : · · · : x4], we have that V0
is given by the equations (x2 − x21, x1x3 − x4) in C4. We have that C2 embeds by
(z1, z2) 7→ [1 : z1 : z21 : z2 : z1z2].
If we restrict the Fubini-Study metric we see that ω takes the form
ω = −i∂∂ log (1 + |z1|2 + |z1|4 + |z2|2 + |z1|2|z2|2).
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2.4 Appendix: Automatically Computing Toric Relations
In the previous section, we considered an algebraic construction of a toric variety from
a moment polytope. The following is a program written in Python that one can use to
compute the relations used in that construction. There nothing especially complicated
about this procedure, but having a convenient means to quickly compute examples makes
the study of toric varieties a little less painful and less error prone.
#!/usr/bin/env python
from optparse import OptionParser
from collections import defaultdict





Returns the relations of the projective embedding of a toric variety coming
from it toric polytope.
NOTES
-----
The lattice points of the polytope should be given in an input text file or
they should be piped in (but care must be taken to add newline
characters--i.e. ’\n’--in between the lattice points. The names of the
variables are chosen in the order the lattice points are given.
EXAMPLES
---------
Return the relations for P^1 polarized by O(2)--which corresponds to the
polytope [0,2]. (The echo function simulates piping in a file.)
$ echo -e ’0\n1\n2’ | python relations.py
"""
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help="Filename for output file.",
action="store", dest="outfile", default=None)
(options, args) = parser.parse_args()
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def relations(infile, outfile, variableStart):
latticePoints = loadPoints(infile, delimiter=’,’)




numRelations = reduce(lambda x, y: x + len(y) - 1, relations, 0)
prettyPrint(outfile, variables, variableDict, relations, numRelations)
def makeStringRep(point):
"""
Convert list of integers to comma-separated string for hashing.
"""





Take a file object whose lines are comprised of delimiter-separated list of
integers and return a list of lists of those lines split at the dilimiters
and convert the strings to integer objects. Check to make sure values are




for vector in infile:
point = vector.strip().split(delimiter)
try:
point = [int(num) for num in point]
except ValueError:
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raise Exception("Must input integer vector")
latticePoints.append(point)
dim = len(latticePoints[0])
for point in latticePoints:
if len(point) != dim:




Return a list of pairs of variables whose corresponding pair of points sum




for var1 in variables:
for var2 in variables:
if var1 <= var2:




for key in relationsDict:
relation = relationsDict[key]





Return the vector sum of two lists of integers.
"""
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result = []
for num1, num2 in zip(point1, point2):
result.append(point1 + point2)
return result
def prettyPrint(outfile, variables, variableDict, relations, numRelations):
"""
Print out result statistics to outfile.
"""
outfile.write("Variables:\n")
for variable in variables:
outfile.write(’\t’ + variable + ’ <----> ’)
outfile.write(makeStringRep(variableDict[variable]) + ’\n’)




for relation in relations:
relation.sort()
tempString = ’\t’
for var1, var2 in relation:




Take a list of lattice points and return a dictionary mapping a formal




for num, point in enumerate(latticePoints, variableStart):
variableDict[’x’ + str(num)] = point
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Chapter 3
Toric Fibrations
In the previous chapter, we reviewed the theory of toric varieties. In this chapter, we
extend the theory to certain spaces called toric fibrations which we now describe. Let M
be a compact toric variety whose open complex torus U ⊂ M is of complex dimension n.
Let G be a real compact semi-simple Lie group and let T ⊂ G be a maximal torus of real
dimension n. Consider simultaneously the action of T on M and the right-action of T on G.
The manifold G×T M is defined as the space G×M modulo the relation (gh, x) = (g, hx)
for all g, h ∈ G and x ∈M . As will be explained below, G×T M has a holomorphic Kähler
structure such that the G-action, given by g · [h, x] = [gh, x], acts by biholomorphisms. It
is therefore natural to consider Kähler metrics Ω on G×T M which are invariant under the
G-action. This leads to our main definition.
Definition 3.0.1. A Kähler toric fibration is a pair (G ×T M,Ω), where the Kähler
metric Ω is invariant under the G action.
Consider the projection mapping π : G×T M → G/T , given by [g, x] 7→ gT . Equipped
with π, G×TM is a fiber bundle overG/T , each of whose fibers is isomorphic toM . Consider
the embedding ι : M → G ×T M given by x 7→ [e, x]. We have that ι(M) = π−1(eT ) and
that t · ι(x) = ι(t · x)—i.e. the action of T on ι(M) agrees with the original action of T on
M as a toric variety. To simplify notation, we denote ι(M) by M and the restriction of Ω
to M by ω. This result of this discussion is that (M,ω) is a toric Kähler variety.
We will see that we can understand much of the geometry of (G ×T M,Ω) by the
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studying (M,ω). We make use of this fact to derive the scalar curvature equation for
Ω in terms of the toric polytope structure coming from (M,ω). Let µ : M → P be a
moment map corresponding to ω. We define the extension of µ to G ×T M by requiring
that µ([g, x]) = µ(x) (to simplify notation, we call the extension µ as well). Note that,
by construction, µ : G ×T M → P is G-invariant. Since the scalar curvature S(Ω) is G-
invariant, we may consider its push-forward to P under µ. Let N be the complex dimension
of G×T M . Consider the push-forward of ΩN (the volume form on G×T M) under µ. We
have that µ∗(Ω
N ) = cWdµ, where dµ is the Lebesgue volume form, W is the Duistermaat-
Heckman polynomial, and c is a positive multiplicative constant. Given this setup, the main
result of this chapter is Theorem 1.
Theorem 1 is an extension of Abreu’s well-known scalar curvature equation for toric
varieties (see [Abreu, 1998]). In his thesis, Raza derives a similar equation, but his vari-
ational approach precludes him from determining the function fG (see [Raza, 2006]). In
[Donaldson, 2008b], Donaldson states, but does not prove Equation (1.0.7). For our work it
is very important to know the exact form of the scalar curvature and therefore we explicitly
work out Equation (1.0.7).
The chapter is outlined as follows. In the first section, we will explain some necessary
background from Lie theory and then use it to give a good local trivialization of G×T M .
In the second section, we will show how to translate the geometry of G ×T M to G × P ,
giving explicit formulas for both the Duistermaat-Heckman polynomial and the Laplacian.
In the final section, we will give a proof of Theorem 1.
3.1 A Local Description of (G×T M,Ω)
In the previous chapter, we understood most of the toric geometry of M by restricting to
the dense open complex torus U ⊂ M . We will develop an analogue of this to the setting
of toric fibrations. Before continuing, however, we need to explain the Lie theory we will
be using.
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3.1.1 Theory of Semi-simple Lie Groups
The exposition here is not a complete treatment of the subject, but it does set down
terminology and provides a reasonable review. For those interested, see [Humphreys, 1972;
Sepanski, 2007] for a more detailed treatment of the theory.
Let G be a semisimple Lie group and let T ⊂ G be a maximal torus of dimension n.
Let t ⊂ g denote the corresponding Lie algebras. Let gC = g⊗R C and tC = t⊗R C be the
complexifications of g and t. Let κ be the Killing form of gC. Since G is semisimple, κ is a
non-degenerate bilinear form, which means that
g = t⊕ t⊥,
where t⊥ is the perpendicular space to t with respect to κ. By C-linearity, we also have
gC = tC ⊕ t⊥C .
Let ∆ ⊂ t∗C be the finite set of roots of gC and let






be the weight space decomposition of gC. By choosing a system of positive roots ∆
+ and
negative roots ∆−, we have









For each α ∈ ∆ there are real elements Vα,Wα, Hα ∈ (gα ⊕ g−α ⊕ [gα, g−α]) ∩ g, such that
[Wα, Vα] = 2Hα, [Vα, Hα] = 2Wα, [Hα,Wα] = 2Vα. (3.1.2)
Furthermore, α(−Hα) = 2, for each α ∈ ∆+. Let {α1, . . . , αn} ⊂ ∆+ be the set of simple
roots and not that given any α ∈ ∆+, we have that α = M jααj for some non-negative




These are invariants which uniquely define the Lie algebra G and we will strongly make use
of them in our computations.
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3.1.2 SU(2)-example
Let us elucidate these objects by considering the case of G = SU(2). One computes that
su(2) is given by complex 2× 2 matrices M such that tr(M) = 0 and M∗ = −M (where ∗





where θ ∈ R and α ∈ C. The space t is given by matrices N given in (3.1.4) with α = 0.
The space su(2) ⊗R C = sl(2,C) is the space of 2 × 2 trace-free complex matrices. The
space tC is given by diagonal trace-free 2× 2 complex matrices.
The Killing form κ on su(2) is given by κ(M,N) = 4tr(MN) and the Killing form on
sl(2,C) is given by the same formula. One can directly compute that the space t⊥ is given
by matrices of the form N in (3.1.4) with θ = 0. This implies that t⊥C is given by 2 × 2
complex matrices with zero diagonal.
To compute the roots of the semi-simple Lie algebra sl(2,C), we need to find the weights




 , e =
0 1
0 0




One can directly compute that [h, e] = 2e, [h, f ] = −2f , and [e, f ] = h. This shows that
if α+ ∈ t∗C is defined by α+(h) = 2 and α− ∈ t∗C is defined by α−(h) = −2, then the root
space decomposition of sl(2,C) is given by
sl(2,C) = C · h⊕ C · e⊕ C · f.




 , V =
0 −1
1 0




One can check that the same relations as in (3.1.2) hold for these vectors.
Remark 3.1.1. The vectors H,V, and W in (3.1.2) are called the standard SU(2) triple.
Hence (3.1.2) is just a reflection of the important fact that such a triple exists for every
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weight in semi-simple Lie algebras. Using (3.1.5), we see that this allows us to identify
subalgebras in g which have the form of SU(2). The SU(2)-triples are commonly used to
extend arguments from SU(2) to arbitrary semi-simple Lie algebras and are of paramount
importance to the theory.
3.1.3 The Complex Structure on G×T M
As stated in the introduction, G×T M and G/T are in fact complex manifolds. To see this
let GC be a complexification of G and let TC be the corresponding complexification of T .






where gα is as in (3.1.1). As differentiable manifolds we have that G/T ∼= GC/B and that
the left action of G acts by biholomorphisms. The action of TC on M extends to an action
of B on M by requiring g · x = x for all g ∈ A and x ∈ M . With this action we have that
G×T M ∼= GC×BM as differentiable manifolds and have once again that the left G-action
acts by biholomorphisms.
Though one can simultaneously employ both descriptions of G ×T M , it is easier to
stay in the real setting. To do that, however, we will need to understand how the complex
structure J on G×T M acts in terms of the real geometry. This is more naturally worked
out in a nice local description which we will first explain in the next section.
3.1.4 The Local Description of G×T M
The geometry of toric varieties is simplified greatly by the fact that they contain an open
dense complex torus. We use this fact to find a analogous local description of toric fibrations.
Let {Hj , Vα,Wα | 1 ≤ j ≤ n, α ∈ ∆+} be the real basis of g as described in (3.1.2). The
elements etHj ∈ T ⊂ G, for t ∈ R, provide coordinates for the T -action on M . Let U ⊂ M
be the dense open complex torus, and choose coordinates (z1, . . . , zn) on U identifying U
with (C∗)n with the extra restriction that
etHj · (z1, . . . , zn) = (z1, . . . , eitzj , . . . , zn).
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g · et1H1 · · · etnHn , (r1, . . . , rn)
)
.
Note that the G-action on G ×T U becomes the standard left G-action on the first
coordinate of G× (R+)n. This means that we can extend {Hj , Vα,Wα | 1 ≤ j ≤ n, α ∈ ∆+}
to left-invariant vector fields on G × (R+)n. Denote by {νj , dV α, dWα} the left-invariant





and rjdrj be the left-invariant vector fields and one-forms on G× (R+)n coming
from the second coordinate.
We are now in the position to describe the complex structure J on G×TM . Since G acts





. Local computations result in the following:





Next we would like to better understand the geometry of G ×T M coming from the
left-invariant 1-forms.
Lemma 3.1.3. We have that dνj = 2M jαdV α ∧ dWα, where M jα is given by (3.1.3).
Proof. Let Y1, Y2 be two left-invariant vector fields on G ×T U . One can compute that
dνj(V,W ) = V (νj(W ))−νj([V,W ]) = −νj([V,W ]), where we used the fact that V (νj(W )) =






the only non-zero commutation relations are given by (3.1.2). This means that for a fixed
α,
dνj(Vα,Wα) = −νj([Vα,Wα]) = −νj(Hα) = −νj(MkαHk) = 2M jα,
which proves the lemma.
We are finally in the position to give a local description of Ω.
Proposition 3.1.4. There exists a moment map µ for ω such that on G×T U we have
Ω = dµj ∧ νj + 2M jαµjdV α ∧ dWα. (3.1.6)
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Proof. First let µ′ be any moment map for ω and extend it to G ×T U by G-symmetry
as above. Let ν = d(µ′jν
j) = dµ′j ∧ νj + µ′jdνj . By combining Lemmas 3.1.2 and 3.1.3
we see that ν is in fact a G-invariant (1, 1)-form. This implies that χ = Ω − ν is also a
G-invariant (1, 1)-form. Furthermore, χ restricts to 0 on U . This means that χ = π∗(η)
for some G-invariant (1, 1)-form on G/T . Combining the facts that G/T is a homogeneous




αdV α ∧ dWα for some constants cj . If we define µ = µ′ + c, we have that
Ω = d(µjν
j) which combined with Lemma 3.1.3 proves the proposition.
3.2 The Geometry of G× P
Our next goal is to extend much of the theory of Section 2.2.1 to the setting of toric
fibrations. In the previous section, we restricted G ×T M to G ×T U which allowed us to
conclude many useful properties about Ω. However, we can also use µ to identify G×T M
with G × P . The goal of this section is to entirely transplant the geometry of G ×T M to
this setting.
Define the mapping exp (w1, . . . , wn) = (ew
1
, . . . , ew
n
) = (r1, . . . , rn) as in Section 2.2.1.








dwj ∧ νj + 2M jαµjdV α ∧ dWα,
where φ(w) is the convex function satisfying φjk =
∂µk
∂wj
. When pushed-forward to G × P
under the map µk = xk, Ω takes the form
Ω = dxj ∧ νj + 2M jαxjdV α ∧ dWα.
Since Ω is a Kähler form, the corresponding Riemannian metric g is related to Ω be
g(·, ·) = Ω(·, J(·)). Hence we need to understand the complex structure J on G × P ◦.
Translating Lemma 3.1.2 into the w-coordinates, we have that J( ∂
∂wj
) = Hj . The push-
forward of ∂
∂wj
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The fact that the final equation involves the function φ is not very satisfactory, since we
would prefer to have a result given entirely in terms of the polytope and functions defined
on it. To that end, we have the following simple lemma relating φ to its symplectic potential
u.






)q are inverse to each other at points p
and q with µ(p) = q.
Proof. Recall by Remark 2.2.10 that u is defined by u(x) = x · w − φ(w(x)), where w and
x are identified by µ. Hence if we differentiate we see that
∂u
∂xj








where we used that xl =
∂φ
∂wl


















are inverse to each other as matrices and the proof is complete.
Combining the previous lemma with Equation 3.2.7, we see that on G×P ◦ the complex




= Hj and J(Vα) = Wα. This allows us to recognize the
Riemannian metric g on G × P which corresponds to Ω by the requirement that g(·, ·) =
Ω(·, J(·)). This implies that g( ∂∂xj ,
∂
∂xk
) = Ω( ∂∂xj , uklHl) = ujk. Similarly, g(Hj , Hk) = u
jk.
Furthermore, we have that g(Vα, Vβ) = g(Wα,Wβ) = 0, for all α, β, and that g(Vα,Wβ) =
δαβ2M
j










αdV α + dWαdWα) . (3.2.8)
The Duistermaat-Heckman polynomial W satisfies the property that Ωn+N = cWdµ,
where dµ is the standard Lebesgue volume form and c is a positive constant. In our case














M jαxj , (3.2.10)
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giving us the local form of the Duistermaat-Heckman polynomial.
Finally, we would like to find the Laplacian ∆g for G-invariant functions on G× P . In
the ( ∂∂x , H, V,W )-frame we see that
√
|det(g)| = cW , where W is the Duistermaat-Heckman
polynomial and c is a positive constant. Hence the Laplacian ∆g on G-invariant functions










3.3 Scalar Curvature Equation
We are finally in the position to employ our work in the previous sections to give a proof
of Theorem 1.
Let g be the Riemannian metric corresponding to Ω. In local holomorphic coordinates,
the scalar curvature S of g is




Working in holomorphic coordinates on G×TM brings many difficulties and hence we would
like to translate this equation into the real setting on G× P . First recall that the operator
−gjk ∂2
∂zjzk
= 12∆g—the Riemannian Laplacian. Next we would like to write the function
log det(gba) in terms more compatible with the vector fields (Hj , Vα,Wα,
∂
∂xj
). If we let χ
be a local, non-vanishing, holomorphic (N, 0)-form on G × P—i.e. a holomorphic section
of the anti-canonical bundle—then










∣∣∣∣ ΩNχ ∧ χ
∣∣∣∣) . (3.3.12)
We computed ΩN in (3.2.9) and ∆g in (3.2.11) and thus the final piece we need is to find
a candidate for χ.
3.3.1 An Explicit Section of the Anti-canonical Bundle of G×T M
In order to find a candidate for χ, we will first find a holomorphic (N, 0) vector field. Note
that on G×T U , the holomorphic vector fields have nothing to do with any specific metric
g. However, we can use the fact that the metric g is Kähler to find χ. To simplify the
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dzj corresponding to the standard Euclidean metric. In that case, φE(w
1, . . . , wn) =
1
2(e
2w1 , . . . , e2w
n
) and the moment map DφE : G × (R+)n → (R+)n is given by DφE =
(e2w
1
, . . . , e2w
n
) = (y1, . . . , yn). (The coordinates are denoted by (y1, . . . , yn) to stress that
we are no longer working on the original polytope P .) The Legendre transform of φE is




















=: Yj . The vector fields Vα,Wα, Hj all
get sent to themselves. Recall that J(Yj) = Hj and J(Vα) = Wα. In the (Yj , Hj , Vα,Wα)-
frame, we have
gE = 2yj(dY
jdY j + dHjdHj) + 2yjM
j
α(dV
αdV α + dWαdWα),
where M jα is given by 3.1.3.
By computing the Christoffel symbols of the Levi-Civita connection D, one sees that
DYjYk = δjkYj , DYjHk = DHkYj = δjkHj , DHjHk = −δjkYj . (3.3.13)
















(Vα) = Vα, D(
∑
j Yj)
(Wα) = Wα, D(
∑
j Yj)
Hα = Hα. (3.3.15)
The vector fields Hj , Vα,Wβ do not commute, and hence the Christoffel symbols involving












Next we use that J(Yj) = Hj and J(Vα) = Wα to define smooth sections sj and tα of
the holomorphic tangent bundle of G × (R+)n by sj = Yj − iHj and tα = Vα − iWα. A




α tα). We would like to find a smooth
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function f on G× (R+)n such that fρ is holomorphic. Since gE is Kähler we have that the
Chern and Levi-Civita connections coincide. Hence we need to find a function f such that
Dsj (fρ) = 0 for all j and Dtα(fρ) = 0 for all α.
Equations (3.3.13)-(3.3.16) show that Dsjsk = Dtαsk = 0 for all j and all α—i.e. that
the sections sj are holomorphic. Further computations show that Dsj (tα) = J [Hj , Vα] +
i[Hj , Vα]. Inspection of the Christoffel symbols shows that for all α 6= β, there exist smooth
functions hγ , with hβ = 0, such that Dtα(tβ) = h
γtγ . Furthermore, Dtα(tα) = −2sα =:
−2
∑
k sk. Taken together, these facts imply that Dtα(ρ) = 0 for all α and that Dsjρ =
cjρ for some constant cj . This means that the function f must satisfy the requirement
that sj(f) = −cjf for all j and that tα(f) = 0 for all α. If we prescribe that f be H-
invariant, what we need is for 2yj
∂f
∂yj




l cl log (yl) satisfies
these requirements.
To compute cj we need to better understand J [Hj , Vα]. We have that J [Hj , Vα] =
−Jα(Hj)Wα = α(Hj)Vα. Hence we have that Dsj tα = α(Hj)tα. This means that cj =∑
α∈∆+ α(Hj). But we have that
∑
α∈∆+ α = 2ρ, where ρ is the Weyl vector. Since





The dual of this form gives us a candidate for χ. This means that









If we pull this form back to G× P and write it in ( ∂∂x , H, V,W )-frame, we see that









3.3.2 Finishing the Computation






































Finally note that in (3.3.17), f is written in the ∂∂y -frame. In the
∂
∂w -frame,
2 log (f) = −2
∑
l






























If we sum (3.3.19) and (3.3.20), we get −W−1(Wujk)jk. Hence the scalar curvature is given
on P by the equation
S = −1
2
W−1(Wujk)jk + fG (3.3.22)





logW , which proves Theorem 1.
3.4 Line Bundles Over G×T M
Let P ⊂ t∗ be a Delzant polytope. In Section 3.1.4, we used the fundamental weights
ν1, . . . , νn as a basis to identify t∗ with Rn. Next assume that the extreme points of P
lie on the lattice Zn ⊂ Rn. This means that we can apply Proposition 2.3.3 to construct
a smooth toric manifold (M,ω) and a positive line bundle L over M with a compatible
linearized action such that ω ∈ c1(L). Furthermore, we can find a compatible moment map
µ : M → t∗ whose image is exactly P .
Next we would like to fit G into this picture. We have an action of T on M and a
compatible action of T on L. This means that G ×T L is a line bundle over G ×T M
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such that the pair has a compatible holomorphic G-action. Note that ω = −i∂∂ log h for
some T -invariant metric h on L. We can extend this to a metric H on G ×T L by G-
invariance. Let Ω = −i∂∂ logH on G ×T M and note that Ω|M = ω. We claim next that
Ω = dµj ∧ dνj + 2M jαµjdV α ∧ dWα. We have immediately the following lemma:
Lemma 3.4.1. The line bundle G ×T L is positive if and only if P ⊂ Rn lies in the first
quadrant.
Proof. The line bundle G ×T L is positive if and only if Ω is positive. Since M jα = δjk if
α = αk is a simple root, we see that Ω is positive if and only if µj is strictly positive on all
of G×T M .
Next we would like to understand the space H0(G×T M,G×T L) and more specifically
its dimension. Note that H0(G×TM,G×T L) is a G-representation. As G-representations,
we have that
H0(G×T M,G×T L) =
⊕
λ∈P
H0(G×T M,G×T Lλ), (3.4.23)
where Lλ ⊂ L spanned by xλ on which T acts by α · xλ = αλxλ. We now cite the Weyl
Dimension Formula (see [Sepanski, 2007] Theorem 7.32):
Theorem (Weyl Dimension Formula). Let G be a compact connected Lie group with a







where κ is the Killing form and the Weyl vector ρ =
∑n
j=1 ν
j is the sum of the fundamental
roots.
Note that κ(νj , αk) = δjk. Also note that H
0(G ×T M,G ×T Lλ) is the irreducible
representation of highest weight λ. Hence combining (3.4.23) and (3.4.24) we conclude the
following:
Proposition 3.4.2. Let P ⊂ t∗ be a Delzant polytope. Identify t∗ with Rn by taking the
fundamental weights ν1, . . . , νn as a basis and assume that the extreme vertices of P lie on
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the lattice Zn. Let (G×T M,G×T L) be the toric fibration and line bundle constructed from
P . Then we have













CHAPTER 4. MABUCHI FUNCTIONAL
Chapter 4
Mabuchi Functional
The culmination of the previous chapter’s study of toric fibrations is the scalar curvature
equation given in Theorem 1. The purpose of the rest of the chapters is to make partial
progress in solving it. A common first strategy when studying a PDE is to find a functional
whose critical points necessarily solve the PDE in question. In the context of the complex
constant scalar curvature equation, Mabuchi found such a functional in [Mabuchi, 1986]
for general compact Kähler manifolds. The theory in his work applies to our problem, but
since we are formulating the scalar curvature equation in terms of symplectic potentials, we
need to write the Mabuchi functional purely in terms of the polytope. P and the symplectic
potentials u. In [Donaldson, 2002], Donaldson does exactly this for the case of toric varieties.
In this chapter, we extend Donaldson’s work to the case of toric fibrations.
Let S = −W−1(Wujk)jk + fG be the scalar curvature of u as in Theorem 1. As we
will show, the vector field (ujk)j is smooth up to the boundary of P . Given a face F of
P , let νF be the smallest integral, inward-pointing normal vector to F . We will show that
the restriction of (νF )k(u
jk)j to F is a constant σF . Finally define dσ to be the positive
measure on ∂P given by the requirement that dνF ∧ dσ = ±dµ when restricted to the face
F , where dµ is the standard Lebesgue measure on Rn.






P fGWdµ which is a constant independent




P Wdµ is independent of u
also. Hence the functional F in 1.0.8 is well-defined. The main result of this chapter is the
proof of 2.
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The theorem points towards one possible method of solving this equation, which is
to find the conditions under which F is guaranteed to have critical points. A necessary
condition for a convex function to have a critical point is that it be bounded below. The
boundedness properties of F are critically linked to the linear functional L defined for any








We will show that the boundedness of F breaks down to certain vanishing conditions posi-
tivity properties of L.
The chapter is outlined as follows. In the first section, we give a slightly more general
analytic description of the constant scalar curvature problem. In the second section, we
collect some basic computations necessary to study F and L. In the third section, we give
a proof of Theorem 2. In the fourth section, we present some necessary and some sufficient
conditions for the boundedness of F .
4.1 Analytic Setup
We know by Theorem 2 (Delzant’s Theorem) that the polytope corresponding to (G ×T
M,Ω) satisfies certain algebraic conditions. However, for our current purposes, these condi-
tions are unnecessarily strong. It is for this reason that, in this chapter, we put no algebraic
restrictions on P . The only requirements on P are that it is a convex polytope in Rn such
that at every vertex there are n edges of P meeting there.
Proposition 2.2.3 that if Ω corresponds to the symplectic potential u on P , then u is
of the form uP + f , where uP is a fixed convex function with certain degeneracy at the
boundary and where f is a smooth function on all of P . However, after dropping the
algebraic assumptions on P , we no longer have such a natural choice of uP . Therefore we
will next specify a new reference potential to use in our work.
Let F1, . . . , FN , be the faces of P and let σ = (σ1, . . . , σN ) be a vector of positive real
numbers. For each k, let dσk be the measure on Fk given as σkdµk, where dµk is the
standard (restriction of the) Euclidean measure on Fk. Let dσ be the measure on ∂P which
is given by dσk when restricted to each face Fk.
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For each face Fk, we let lk be the affine linear function defined by the requirements that
Fk ⊂ l−1k (0), lk > 0 on P , and the derivative of Dνk lk = σ
−1
k , where νk is the inward-facing
norm 1 vector orthogonal to Fk. Hence, we have that P = {x ∈ Rn | lk(x) ≥ 0,∀k}. Using




lk(x) log lk(x). (4.1.2)
The function uσ is a smooth, strictly convex function on the interior of P whose deriva-
tives degenerate at the boundary of P . We next define Sσ as the set of all functions
u = uσ + f , where f ∈ C∞(P ) is smooth up to the boundary, with the additional require-
ment that the restriction of u to P and to any facet of P have strictly positive Hessian.
With this setting in place, our goal is to find analytic conditions under which there exists
a function u ∈ Sσ solving 
−W−1(Wuij)ij = A,
W,A ∈ C∞(P ),
W > 0 on P.
(4.1.3)
Remark 4.1.1. If P is a Delzant polytope corresponding to (G×TM,Ω), u is the symplectic
potential corresponding to Ω (which fixes σ), W is the Duistermaat-Heckman polynomial,
and A = 2(a− fG), then Equation (4.1.3) is the regular scalar curvature equation.
4.1.1 Example Given by P2
Let P ⊂ R2 be the interior of the convex hull of the points (0, 0), (1, 0), and (0, 1). As we
computed in the examples in Chapter 2, this is the moment polytope of P2 corresponding





x log x+ y log y + (1− x− y) log (1− x− y)
)
.
Denote the faces by: F1 ⊂ (x = 0), F2 ⊂ (y = 0), and F3 ⊂ (x + y = 1). In this case, one
can compute that the corresponding weights are given by σ1 = σ2 = 2 and σ3 =
√
2. Note
that while the weights are different,
∫
Fi
dσi = 2, for all i = 1, 2, 3.
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4.2 Some Basic Computations
Before studying general properties of Equation 4.1.3, we first use this section to gather some
necessary technical tools.
Lemma 4.2.1. Let u ∈ Sσ. Then uij ∈ C∞(P ) up to the boundary for all i, j.
Proof. Near a vertex p of P , we choose local coordinates given by the inward unit nor-
mal vectors orthogonal to the faces meeting at p. Assume for convenience that the faces




σ−1i xi log (xi) + f(x),















f1n f2n · · · σ−1n x−1n + fnn
 .
















where the hij are functions that are smooth up to the boundary of the polytope. The










where ∆ is a positive function that is smooth up to the boundary. We have that the inverse
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if i 6= j and we have
uii = σixih
ii. (4.2.5)
Hence, given any vertex p of P , there is an open neighborhood U of p such that uij is
smooth up to the boundary of U ∩P . To finish the proof one needs to consider the behavior
of u near the faces away from the vertices. This proof can be adapted straight-forwardly to
that situation as well.
Next we give a lemma which explains the choice of normalization of lk.
Lemma 4.2.2. Define the vector field vk = −W−1(Wujk)j. Then vk is smooth up to the
boundary of P . Furthermore, if we restrict v to ∂P , then the dot product v · νk = dσk in
the sense of measures, where νk is the unit outward normal vector to Fk.
Proof. The fact that vk is a smooth vector field on all of P is a result of the previous lemma.
Next we consider local coordinates near a vertex p as in the previous lemma. On the face
F1 we have that x1 ≡ 0. Equation (4.2.4) shows that ∂∂x1 (u
1j) ≡ 0 on the face F1 if 1 6= j.
Furthermore by equation (4.2.4), we see that ∂
∂x1
(u11)|F1 = σ1h11|F1 . The same equations
show that u1j |Fj ≡ 0 for all j and hence we have that v1|F1 = −u
1j
j |F1 . Close inspection of
the defining equations of hij shows that h11|F1 ≡ 1. The minus sign in the definition of v
is canceled by the minus sign coming from ν1 being the outward normal vector and hence
we’ve shown this to be true on the face F1 near the vertex p. Since this argument works
for all faces, we have proved the lemma near any vertex. Similar arguments can be used to
show the lemma holds on the other portions of the face F1.
Lemma 4.2.2 lets us integrate by parts to find invariants of (4.1.3).
Lemma 4.2.3. Let u ∈ Sσ, f ∈ C∞(P ) be smooth up to the boundary, and let v be defined
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and we note that uijfjνi ≡ 0 on ∂P which can be seen by similar computations as in the
previous lemma.





which puts a restriction on the total mass of A. Hence when studying (4.1.3) one knows that
the total mass of A is independent of u and instead determined by the boundary conditions
coming from σ. This is simply a manifestation of the fact that the total scalar curvature of
a Kähler manifold is a constant.
4.3 The Mabuchi Functional
After the setup and basic results derived in the last couple sections, we are in the position













FA(u) = N (u) + LA(u). (4.3.8)
The local computations in the previous section show that these are all well-defined for any
σ and A.
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First we study the variational properties of these functionals. Since all functions in Sσ
differ by a smooth function, we need only consider linear paths ut = u+ tδu where u ∈ Sσ
and δu ∈ C∞(P ). LA is a linear functional and hence δLA = LA. Using the linear path, it


















This shows that N (and therefore also FA) is a convex functional on Sσ. Next we assume



















Since δu is allowed to be any smooth function on P , this shows that if u is a critical point
of FA, then u must satisfy (4.1.3). Since the function F in Equation 1.0.8, is just a special
case of FA, we have proved Theorem 2.
4.4 Conditions Implying Boundedness of the Mabuchi Func-
tional
In the previous section, we demonstrated that a critical point of the convex functional FA
necessarily solves (4.1.3), but we still do not know what conditions might guarantee that
FA actually has a critical point. Due to convexity, a basic necessity would be for FA to be
bounded below. Note then that if δu is an affine-linear function and u ∈ Sσ, then
FA(u+ tδu) = FA(u) + tLA(δu).
However, the fact that u + tδu ∈ Sσ, for all t, implies LA(δu) must vanish for all affine
functions, if FA is to be bounded below. This proves the following:
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Proposition 4.4.1. Let u ∈ Sσ solve Equation (4.1.3). Then LA(f) = 0 for all affine-linear
functions f .
Note, however, that the definition of LA makes no reference to the function u. This
means that the previous proposition provides an obstruction to the existence of constant
scalar curvature solutions on toric fibrations. This leads us to the following definition:
Definition 4.4.2. Let (P,A, σ) be a polytope, a smooth function on P and a vector of
positive weights (one for each face of P ). Let LA be defined by Equation (4.3.6). Then we
say that the Futaki Invariant of (P,A, σ) vanishes, if LA(f) = 0 for all affine linear
functions f .
Hence in this language, Proposition 4.4.1 simply says that a necessary condition for there
to exist a solution to Equation (4.1.3) is for the Futaki invariant of (P,A, σ) to vanish.
Now let us continue trying to understand when FA is bounded below. Assume that
δu ∈ C∞(P ) is strictly convex. This implies that ut = u+ tδu ∈ Sσ for all t ≥ 0. We have
that
LA(ut) = LA(u) + tLA(δu).
I.e. LA(ut) is just a line with slope LA(δu). Next we compute














log det(t−1uij + δuij)Wdµ.
This implies that as t→∞,
F(ut) ∼ B log t+ Ct+D,
where
• B = −n
∫
P Wdµ,
• C = LA(δu),
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Since B is negative, and the linear term dominates the logarithmic term, we see that the
only way for FA to be bounded below is for B = LA(δu) to be positive.
Hence another necessary condition for u to solve Equation (4.1.3) is for LA(f) > 0 for
all non-affine strictly convex functions f . For many arguments one would like to have even
more control over this lower bound than this provides. First note that if the Futaki invariant
of (P,A, σ) vanishes, we see that LA(f + g) = LA(f) for any affine linear function g. We
can use to property to normalize our functions:
Definition 4.4.3. A smooth convex function f is said to be normalized at a point p ∈ P
if f(p) = 0 and (∇f)(p) = 0.
With this normalization on hand, we can specify the desired positivity condition on LA.
Definition 4.4.4. Let p ∈ P be fixed. P is said to satisfy Condition 1, if there exists a
constant λ > 0 (depending on p), such that for any convex function f which is normalized





The first reason one might expect Condition 1 to be important is its relationship to the
Mabuchi Functional:
Proposition 4.4.5. Let A be a smooth function such that the Futaki Invariant of (P, σ,A)
vanishes and assume LA satisfies Condition 1. Then FA is bounded below on Sσ.
Remark 4.4.6. In the following proof, we will use the fact that FA and LA are well-defined
for all σ to make certain scaling arguments. Hence the fact that the scaling cu of a function
u ∈ Sσ does not stay inside the space Sσ does not cause any problems.
Proof. Let u ∈ Sσ be fixed and assume that it is normalized. Choose any v ∈ Sσ and let
B = −W−1(Wvij)ij and consider the functional FB on Sσ. Hence we have set it up so that
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FB(v) is the minimum of the functional FB on all Sσ. Next we compute
FB(v) ≤ FB(u)
= FB(u)−FA(u) + FA(u)






















log det(uij)Wdµ = FA(ru) + nVolW (P ) log (r),
and hence FA(ru) ≥ FB(v)− nVolW (P ) log (r), and note that r is independent of u. Next
use the fact that u is normalized—and hence that LA(u) ≥ 0—to conclude that
d
dr
(FA(ru)) = −nVolW (P )
1
r




which is independent of u. Furthermore,
d2
dr2




meaning that FA(ru) is convex as a function of r. Taken together, these facts as well as
the fact that r ≥ 1 imply that FA(u) is bounded below by some constant independent of u
and hence we are done.
4.4.1 Independence of Condition 1 on Choice of Where to Normalize
Here we ask the question of how dependent Condition 1 is on the choice of the point p ∈ P .
In this section we let pc denote the center of mass of (∂P ,Wdσ).
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Lemma 4.4.7. Assume that the Futaki Invariant of (P, σ,A) vanishes and that it satisfies
Condition 1 with a constant λ > 0 for functions normalized at pc. Let q ∈ P be arbitrary.
Then (P, σ,A) also satisfies Condition 1 with a constant λq which we can estimate in terms
of λ. Furthermore, this constant λq approaches 0 as q approaches the boundary of P .
Proof. Let f be normalized at pc. Let lq be the affine supporting hyperplane of f at the point
q. Note that lq(q) ≥ 0 and note further that there is a positive constant C1, depending
only on the geometry of (P, σ) and the location of the point q such that |(∇lq)(q)| ≤
C1
∫
∂P fWdσ. This means that lq(pc) ≥ −C
∫
∂P fWdσ, for some positive constant C
depending only on (P, σ) and q. Define λq =
λ






















= LA(f − l),
where in the last step we used that the Futaki Invariant vanishes.
The size of λq is dependent on a bound of |(∇f)(q)|, but this final bound gets worse
even for our model functions uσ as q approaches ∂P and hence λq degenerates to 0 at the
boundary.
The previous proof shows in fact that if Condition 1 is satisfied at a single point q in
P , then it must also be satisfied at the point pc (with an even better constant). This fact
allows us to conclude the following:
Proposition 4.4.8. If the Futaki Invariant vanishes and (P, σ,A) satisfies Condition 1
at one point q in P , then it satisfies Condition 1 at every point in P . Furthermore, the
constants λq can be estimated in terms of each other for different q ∈ P .
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Chapter 5
A Priori Estimates
In the previous chapter, we showed that the scalar curvature equation given in the form of
(4.1.3) is the Euler-Lagrange equation of the convex functional FA defined in (4.3.8). We
then showed in Propositions 4.4.1 and 4.4.5 that if the Futaki Invariant of (P, σ,A) vanishes
and Condition 1 holds, then FA is bounded below. We will take these results as a starting
point in an attempt to solve (4.1.3). More specifically, in this chapter we derive a priori
estimates for u solving (4.3.8) under the assumption that the Futaki invariant of (P, σ,A)
vanishes and that it satisfies Condition 1.
The chapter is organized as follows. In the first section we focus deriving interior esti-
mates culminating in the proof of Theorem 3. In the second section prove Theorem 4.
5.1 Interior Estimates
Before restricting ourselves to the interior, we have the following L1-bound on a normalized
solution of (4.1.3).
Proposition 5.1.1. Let u be a normalized solution to (4.1.3) and assume (P,A, σ) satisfies
Condition 1. Then ∫
∂P
uWdσ ≤ λ−1nVolW (P ).
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= nVolW (P ).
Due to convexity, Proposition 5.1.1 can immediately be used to derive interior gradient
bounds:
Proposition 5.1.2. Assume that Condition 1 holds and let u be a normalized solution to
(4.1.3). Then there exists a constant C depending only on P,W, n, and λ such that ∇u
satisfies
|∇u| ≤ Cd−(n+1),
where d is the distance to the boundary of P .
Proof. Let x be some point in the interior of P . Due to convexity, the supporting hyperplane





Next note that again due to convexity,
∫
P udµ ≤ C
∫
∂P udσ, for some C depending on P ,
σ, and the choice of where u is normalized. Thus if u also satisfies (4.1.3) we can apply









≤ κd−(n+1)x Cλ−1nVolW (P ),
which proves the result.
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5.1.1 Interior Estimate For Lower Bound of the Determinant
Next we will derive an interior estimate for the lower bound of the determinant of the
Hessian of a syplectic potential u solving (4.1.3).





throughout P , where C is a constant depending on n, P , and W .
Proof. We will focus on getting a lower bound for L := log det(uij). One can compute that
A = −W−1(Wuij)ij (5.1.1)
= uij(Lij − LiLj + ( logW )iLj + ( logW )jLi −W−1Wij). (5.1.2)
Let ψ be any function satisfying the properties:
(1) Mij = ψij − ψiψj is positive definite throughout P ,
(2) L− ψ → +∞ at ∂P
(3) log det(Mij) ≥ ψ.
For example, let ψ = ε2 |x|
2 − c and note that ε can be chosen small enough (depending on
P ) so that (1) and (2) hold, and that c can be chosen large enough to make (3) hold as well.
Let p be a minimum of the function f = L − logW − ψ. Thus at p we have Li =
ψi + ( logW )i and that Lij ≥ ψij + ( logW )ij . We can use these two facts to cancel out all
of the terms involving W in (5.1.1) when computing at p:
A = uij(Lij − LiLj + ( logW )iLj + ( logW )jLi −W−1Wij) (5.1.3)
≥ uij(ψij − ψiψj) (5.1.4)
= uijMij . (5.1.5)
Thus we conclude that uij(p)Mij(p) ≤ A(p). Since uij and Mij are both positive definite,
this forces A(p) > 0. By the arithmetic-geometric inequality we have
(det(uij)det(Mij))
1/n(p) ≤ n−1uijMij(p) ≤ n−1A(p).
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Using the fact that det(uij) = e−L we see that
e−L(p)det(Mij(p)) ≤ (A(p)/n)n,
or
L(p) ≥ log det(Mij(p))− n log (A(p)/n).
For any other point q we have
(L− ψ − logW )(q) ≥ (L− ψ − logW )(p)
≥ ( log det(Mij)− n log (A(p)/n)− ψ − logW )(p),
≥ −n log (A(p)/n)− logW (p),
where we used the fact that log det(Mij) ≥ ψ. If we rearrange and exponentiate the previous







where C = nn infP W (supP W )
−1 infP e
ψ. If we choose ψ to be ψ = ε2 |x
2| − c as explained
above, we are done with the proof.
5.1.2 Interior Estimate For Upper Bound For The Determinant
Proposition 5.1.4. Let u solve (4.1.3). Assume that D = {x ∈ P | u(x) < 0} ⊂⊂ P and
that the boundary ∂D is smooth. Then we have
(det(uij))
1/n ≤ C(−u)−1,
in D, where C depends on maxD(−u),maxD(0,−A), |∇u|2, and |∇ log (W )|2.
Proof. We use once again the scalar curvature equation as given in (5.1.1) and initially
follow the same path as the proof of Proposition 5.1.3. In that proof we studied functions
of the form f = L− logW − ψ and chose ψ in such a way so as to guarantee that f would
have a minimum in P where we could apply the maximum principal. In this case, to get the
upper bound we instead choose ψ in a way to force f to have a maximum (and this time
inside D). Assuming f takes its maximum at a point p ∈ D, at that point we have that
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Li = ψi + ( logW )i and that Lij ≤ ψij + ( logW )ij . The same computation as in (5.1.3)
and (5.1.4) (but with the opposite inequality) allows us to conclude that
A(p) ≤ uij(p)(ψij(p)− ψi(p)ψj(p)). (5.1.6)
We need to find a class of ψ which forces a minimum. Note that since D is bounded away
from the boundary of ∂P , L (and logW ) is bounded on D. Furthermore, ui is bounded
by a universal constant on D by Proposition 5.1.2. Thus we can make use of ui in our
computations. Let gij be any constant Euclidean metric with det(gij) = 1 and let α be
some number that will be specified later. We define
ψ = −n log (−u)− αgijuiuj ,
and note that with this ψ we have that f(x) → −∞ as x → ∂D. To make use of (5.1.6),
















Note that at the point p, we have
uijuijq = Lq = ψq + ( logW )q,




− 2αgabgpquaubqup + gpq( logW )qup. (5.1.9)
If we combine equations (5.1.7) - (5.1.9), many terms cancel out and we see that










gabuaub − 2αgpq( logW )qup,
at the point p. First note that n−n
2
u2
uijuiuj is a negative term which can be dropped. Next
choose α = 12 and let g be the Euclidean metric. Hence our inequality becomes








( logW )juj .
Using the fact that det(uij) ≤ ∆(u)n, we are done.
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5.1.3 Higher Order Estimates
In this section we explain how to combine Propositions 5.1.2, 5.1.3, and 5.1.4 to arrive at a
proof of Theorem 3. Throughout this section we assume that K = B1 ⊂ B2 ⊂⊂ P and that
u is a normalized solution to (4.1.3) such that u(0) = 0. Define the operator Q(f) = U jkfjk,
where U jk is the cofactor matrix of u. One can compute that (4.1.3) is equivalent to the
equation
U jk(F ) = g, (5.1.10)
where F = Wdet(uab)
−1 and g = −WA. Note that by Proposition 5.1.3, we have that
||F ||L∞ ≤ C for some universal constant. Equations of the form Q(F ) = 0, ||F ||L∞ ≤ C,
were studied in [Caffarelli and Gutiérrez, 1997], where the authors showed that there is a
Cα bound on F at the end of Section 4 of their paper. Trudinger and Wang explained
that one has a similar bound in the case where Q(F ) = g, if one has a bound on ||g||Ln
[Trudinger and Wang, 2008]:
Corollary (Trudinger-Wang). Assume u ∈ B1 solves Equation 5.1.10 and that C0 ≤
det(ujk) ≤ C1. Then there exist constants α and C depending only on n,C0, C1 such
that
||F ||Cα(B1/2) ≤ C(||F ||L∞(B1) + ||g||Ln(B1)).
The upper bound on det(ujk) that this result requires does not follow directly from
Proposition 5.1.4. However, in dimension 2, an old result of Heinz ([Heinz, 1959]) provides
the lower bound (see also Lemmas 2.2 and 2.3 in [Mooney, 2013]).
Lemma (Heinz). Let u be smooth and convex in B2 ⊂ R2 such that det(ujk) ≥ 1 and
assume that u is normalized at the origin. Then u|∂B2 > c for some c.
We apply this result by letting ũ = u − c2 and D = {x |u(x) −
c
2 ≤ 0}. We have that
ũ < 0 on D and note that by convexity, B1 ⊂ D. Proposition 5.1.4 can be applied to ũ to
get an upper bound for det(uab) at x. This means we can apply Trudinger-Wang to get a
Cα bound on F which in turn implies a Cα bound on det(ujk).
Next we apply Theorem 2 in [Caffarelli, 1990] to get a C2,α bound on u. This means
that we have Cα control of the coefficients of Q which means that we have C2,α control of
F . Finally, the techniques of Schauder theory complete the proof of the Theorem 3.
62
CHAPTER 5. A PRIORI ESTIMATES
5.2 L∞-Estimate
In this section we will prove Theorem 4. We provide essentially the same proof as Donaldson
does in [Donaldson, 2009]. The modifications are quite straightforward. One really just
needs to verify that the addition of the function W does not cause problems in his proof.
We present the entire proof for completeness.
Before jumping into the proof, we need to set the stage. First, by replacing W with
W/||W ||L∞(P ), we can assume that ||W ||L∞(P ) = 1. Second, if we replace u by ||A||L∞(P )u
(which also forces us to replace σ with ||A||−1L∞(P )σ), we can assume that ||A||L∞(P ) = 6
(the reason for this odd choice will become clear later). Note that neither of these changes
affects the Futaki invariant or Condition 1 (in fact, the constant λ remains the same).
Next let q be a vertex of P . Choose linear coordinates on P , mapping (0, 0) to q, so
that P ⊂ (R+)2, and so that u = x1 log (x1) + x2 log (x2) + f , where f is smooth in a
neighborhood of (0, 0). Let l1 > 0 be defined by the requirement that the intersection of
P with the x1-axis is given by the interval (0, 2l1) and define l2 similarly. Hence the points
(l1, 0) and (0, l2) are the centers of the edges adjacent to (0, 0).
The fact that (P, σ,A) satisfies Condition 1 gives us an a bound on
∫
∂P uWdσ by Propo-
sition 5.1.1. If one applies the same argument as in Proposition 5.1.2 to each of the two edges
adjacent to q, we get a bound for ∂u∂x1 at (l1, 0) and a bound for
∂u
∂x2
at (0, l2). Therefore, by




and, very importantly, we still have a bound on
∫
∂P uWdσ.
Now that we have u and (P, σ) in a convenient form, the goal will be to get a bound on
u(0, 0). Since u is maximized at one of the vertices, this is enough to get the L∞ bound we
seek. Let hq be the affine supporting hyperplane of u at the point q. Define the set X(h)
by
X(h) = {q ∈ P | hq(0, 0) ≤ h}.
Note that X(h) ⊂ X(h′) if h ≤ h′ and that X(h) = P if h ≥ u(0, 0). Define h1 = u(l1, 0)+l1
and h2 = u(0, l2) + l2. This means that if h ≥ hi, for i = 1, 2, then X(h) contains (l1, 0)
and (0, l2). Due to this we define h = max(h1, h2) and h = u(0, 0), and we will restrict our
attention to h in the range (h, h).
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Next define Ω(h) = P \ X(h) and define ξ1 by the requirement that Ω(h) intersects the
x1-axis in the line from the origin to (ξ1, 0) and define ξ2 similarly. Next let τ1,h(t) be the
function of one variable whose graph is the supporting hyperplane of the restriction of u





|(t,0), and τ1,h(0) = h.





(u(t, 0)− τ1,h(t))Wdt, (5.2.11)
and we define G2 similarly.
Definition 5.2.1. Let X ⊂⊂ P be an open set with piecewise smooth boundary. Define uX
to be the smallest convex function which agrees with u on X.
Using this notation, we can rewrite (5.2.11) as∫
∂P
(u− uX(h))Wdσ = G1(h) +G2(h).
We want to relate this integral to an integral on the interior of P . To that end we need the
following lemma.
Lemma 5.2.2. We have∫
∂P










For ε > 0 small let uX,ε be a convolution of uX . Note that uX,ε is now smooth and convex
and that it agrees with uX on Xε, where Xε = {x ∈ X | dist(x, ∂P ) ≥ ε}. Thus taking
f = u− uX,ε we have that
uijfij = u
ij(uij − uX,ε,ij) ≤ uijuij = 2.
Hence plugging f into (5.2.12) we get∫
∂P




Letting ε go to zero gives the lemma.
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Thus Lemma 5.2.2 tells us that




Next we would like to better understand the right-hand side of Inequality (5.2.13). For h ≥
h, write fh = u− uX(h) which is positive and supported in Ω(h). If we set α = ||A||L∞ = 6





then we have that ∫
Ω(h)
AfhWdµ ≤ 6J(h).
Hence with this notation our main Inequality (5.2.13) becomes
G1(h) +G2(h) ≤ 2Area(Ω(h)) + 6J(h). (5.2.14)
First we relate J(h) to Area(Ω(h)).






Next note that J(h) = 0 and hence that −
∫ h
h J
′(h) = J(h). This means that we can
rewrite (5.2.14) as




We will estimate Area(Ω(h)) by considering a larger set that is easier to work with. De-
fine Di(h) to be the point where τi,h vanishes. Let ∆h be the triangle with vertices
(0, 0), (D1(h), 0), and (0, D2(h)). We have the following lemma by convexity:
Lemma 5.2.4. For any h ∈ (h, h), we have Ω(h) ⊂ ∆h.
Hence we have that Area(Ω(h)) ≤ Area(∆h) = 12D1D2. Equipped with this, Inequality
(5.2.15) becomes
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Our goal is now to produce a differential inequality involving each Gi separately. To that










2ds, for i = 1, 2. Hence we can rewrite Inequality (5.2.16) as
G1(h) +G2(h) ≤ D1(h)D2(h) +
1
2
(I1(h) + I2(h)). (5.2.17)
We will next define some quantities that will help us get control over the previous inequality.




























from which we can conclude:
Lemma 5.2.6. Assuming both λ1, λ2 > 0, we have λ1λ2 ≤ 1.
Remark 5.2.7. In the following computations, we drop the subscript i and write, e.g. λ for
λi, etc.
Note that λ(h) is in fact a differentiable function of h. This can be seen by tracing all
the definitions backwards to see their dependence on u which is smooth. Hence Equation
(5.2.18) can be differentiated to get






(Note that I ′ = −12D






By drawing a picture of this limit, it is easy to see that
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Combining Equations (5.2.19) and (5.2.20) we get
−minP (W )
2





First we would like to relate ξ back to D.





Proof. We restrict u to the x1 (or x2)-axis and consider it a convex function of one variable.
Then we compute that
h = u(ξ)− ξu′(ξ). (5.2.23)
If one differentiates Equation (5.2.23), then one see that
−1 = ξξ′u′′(ξ). (5.2.24)





Then one plugs Equation (5.2.25) into the right side of (5.2.22) and uses (5.2.24) to prove
the lemma.













where C = minP (W )
−1.
Next if we define z(h) = D(h)/h, then D′ = z′h+ z. Note that since D is decreasing in




























where we used the fact that z′ is non-positive.
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Next we use the fact that K
√
AB ≤ 12(K
2A+B), for any K,A,B > 0. Choose A = −z′
and B = −
(

































































We take advantage of the uneven scaling in z in this equation, to replace the term z with
the term z/C. Since C = minP (W )


















where c = 12 andK may be any positive number. Now we quote Proposition 2 of Donaldson’s
paper [Donaldson, 2009]:
Proposition 5.2.9 (Donaldson). Suppose z(h) and λ(h) are functions defined on an inter-
val (h0, h) with the following properties:
1. z(h) > 0 and z′(h) < 0 for all h.
2. z and λ satisfy the differential inequality 5.2.28 for some c > 0 and all K > 0.
3. For some C > 0, and all h, we have z ≤ Ch−2.
4. z(h) and λ(h) tend to 0 as h→ h.
Let b = 2
√
2− 1. If we fix any K > 2c
√




b ), then we have











We need to show that all the requirements of this proposition are satisfied. We have
already noted that the first property is true and the second property holds by design. Next
we show that the third property holds.
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The same bound holds similarly for z2.
Proof. First note that z1h
2/2 = hD1(h)/2 =
∫ D1(h)
0 τ1,h(t)dt. Since h0 ≥ 2u(l1, 0), D1(h) ≤





and we are done.
Finally we show that the fourth property holds. It is clear that z → 0 as h → h. The
following lemma implies that λ→ 0 as h→ 0 as well.









Proof. For (i) note that (here we use that maxP (W ) = 1)
0 ≤ G(h) ≤ 1
2
(h− h)ξ(h),
which can be seen by drawing a picture of what G(h) represents and noting that the region
of the integral is contained in the triangle with vertices (0, h), (0, h), and (ξ(h), u(ξ(h))).
Note also that D(h) = − hu′(ξ(h)) . Locally u is given by u(x) = x log (x)− x+ f(x) for some





(h− h)ξ(h)( log (ξ(h)) + f ′(ξ(h)))2
h2
. (5.2.30)
We have that ξ(h) log (ξ(h)) is bounded and hence (5.2.30) converges to 0 as h converges to
h.














2ds = h− h.
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Hence we are in the position to apply Proposition 5.2.9. In order to apply Lemma 5.2.10,
we need to assume that h0 ≥ 2u(l1, 0). However, as noted at the beginning of this section,
u(l1, 0) ≤ C
∫
∂P udσ, for some constant C depending only on the geometry of (P, σ). We
will make this assumption henceforth.
Next note that ∂u∂x1 (t, 0) ≤ −1 for all t ∈ (0, l1) and hence we have that z1(h) ≤ 1
for h ∈ (h0, h). This holds similarly for z2 as well. Hence we have that z2i (K2 + λi) ≤
K2 + z2i λi = K
2 + D2i λih
−2. However, since Ii is positive, if we look back at (5.2.18), we
see that λiD
2
i ≤ 2Gi. Hence
z2i (K











where L = K2 + 2h−21
∫
∂P uWdσ is a constant depending only on (P, σ) and K. If one




















Hence the measure of |Si| ≤ L(K2 + 1). This means that if t− t1 > 2L(K2 + 1), then there
must be a point t where both λ1(t) and λ2(t) are strictly greater than 1. This contradicts
the previous lemma and we are done.
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Chapter 6
The Donaldson-Futaki Invariant
In the last chapter, we derived a priori estimates for symplectic potentials satisfying the
scalar curvature equation (4.1.3) under the assumption that the Futaki invariant of (P, σ,A)
vanishes and that it satisfies Condition 1. While the generalized setting introduced in
Section 4.1 was convenient for our analytic work, we return now to the standard setting as
described in Remark 4.1.1. In this case, the vanishing of the Futaki invariant can readily be
seen as a purely algebraic condition on P . The main goal of this chapter is to demonstrate
that Condition 1 is an algebraic condition as well.
The idea of relating the solvability of a PDE to an algebraic stability condition has
a long history. Yau first suggested this avenue in the setting of Kähler-Einstein metrics.
Tian contributed many results and defined a notion called K-Stability. In [Donaldson,
2002], Donaldson gave a slightly different definition of K-Stability of polarized varieties.
To check whether a polarized variety (X,L) is K-Stable, one needs to construct algebraic
degenerations called test configurations for (X,L). For each test configuration, one then
computes a Donaldson-Futaki invariant. The pair (X,L) is defined to be K-Stable, if
the Donaldson-Futaki invariants of all non-trivial test configurations of (X,L) are strictly
negative. In [Donaldson, 2002], Donaldson conjectured that a smooth polarized projective
variety (X,L) admits a Kähler metric of constant scalar curvature in the class c1(L) if and
only if the pair (X,L) is K-stable. In the series of papers [Donaldson, 2002; 2005a; 2008a;
2009], Donaldson verified the conjecture in the case of two-dimensional toric varieties.
In order to extend these results, we need to understand K-Stability in the setting of
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toric fibrations. In this chapter, we assume that (G ×T M,L) is a polarized pair with a
compatible holomorphic G-action and that Ω is a G-invariant Kähler metric in the class
c1(L). Let P be the corresponding polytope and recall as explained in Section 4.1 that σ is





Note that all the parameters P, a, σ,W, and fG are algebraic depending on (G ×T M,L).
The main result of this section is Theorem 5.
The proof of Theorem 5 will require understanding the asymptotics of a weighted sum
of the lattice lattice points kP ∩ Zn as k approaches infinity. The key step is to prove
Theorem 6 which is a generalization of Pick’s Theorem, relating the boundary measure σ
to the asymptotics of our sum.
The chapter is outlined as follows. In the first section, we review the general theory of
K-Stability. In the second section, we show how to construct test configurations for toric
fibrations. In the third section, we assume Theorem 6 to compute the Donaldson-Futaki
invariant of our test configurations, proving Theorem 5. Finally in the fourth section, we
give a proof of Theorem 6.
6.1 Donaldson-Futaki Invariants and K-Stability
Let X be a smooth compact complex manifold and let L be a positive line bundle over
X. A test configuration for (X,L) is a scheme X with a C∗-action, a C∗-equivariant line
bundle L → X , and a flat C∗-equivariant map π : X → C, where C∗ acts on C by standard
multiplication. Furthermore, for any fiber Xp = π−1(p), where p 6= 0, we require that
(Xp,Lp) be isomorphic to (X,L).
Given a test configuration (X ,L ) for (X,L), note that the C∗-action on (X ,L ) restricts
to an action on the zero-fiber (X0,L0). One produces a numerical invariant of (X0,L0) as
follows. For each positive integer k, let Hk = H
0(X0,L k0 ), let dk = dim(Hk), and let wk be
the weight of the induced C∗-action on ΛdkHk. Write F (k) = wkkdk and note that by general
theory, F (k) is a rational function for large k. We have the expansion
F (k) = F0 + F1k
−1 + · · · , (6.1.1)
for large enough k. The Donaldson-Futaki invariant F of the test configuration (X ,L ) is
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defined to be the rational number F1 in this expansion.
Given any polarized pair (X,L), one can define X = C × X and π : X → C as the
projection onto the first coordinate. Next one defines L = π∗(L) and lets C act trivially on
the left by standard multiplication. One can compute that the Donaldson-Futaki invariant
of this test configuration is equal to 0. This leads us to the definition of K-Stability.
Definition 6.1.1. A smooth polarized pair (X,L) is called K-Stable if the Donaldson-
Futaki invariant of any non-trivial test configuration is strictly negative.
6.2 Test Configurations for Toric Fibrations
In this section, we show how to construct test configurations for polarized G-invariant
pairs (G ×T M,L). Let P be the polytope corresponding to a G-invariant Kähler metric
Ω ∈ c1(L). Let LP be the line bundle over M corresponding to the polytope P . We have
that L = G×T LP .
Let f be a convex, continuous, piecewise-linear, rational function defined on Rn and R
a fixed number such that f(x) ≤ R− 1, for all x ∈ P . Define Q to be the convex polytope
in Rn+1 given by
Q = {(x, t) ∈ Rn × R | x ∈ P and 0 < t < R− f(x)}.
P can be identified with the “bottom” face of Q.
Corresponding to Q, there is a (possibly singular) polarized toric variety (N,LQ). Note
that M embeds into N and that (LQ)|M = LP . Let G′ := G × S1 and let T ′ = T × S1.
Consider the space G′ ×T ′ N and the line bundle G′ ×T ′ LQ over it. Note that there is a
natural G-equivariant embedding ι : (G×T M,L)→ (G′ ×T ′ N,G′ ×T ′ LQ).
Proposition 6.2.1. There is a C∗-equivariant map p : G′ ×T ′ N → P1 with p−1(∞) =
ι(G ×T M) such that if we define X := G′ ×T ′ N \ ι(G ×T M) and define L as the
restriction of G′ ×T ′ LQ to X , then (X ,L ) is a test configuration for (G×T M,L).
Proof. As explained in section 3.4, a basis for the sections ofG′×T ′LQ → G′×T ′N is given by
sλ,i,j where λ is a lattice point in P ∩Zn, 0 ≤ i ≤ R−f(λ), and 1 ≤ j ≤ dimH0(GC×BLλ).
Note that the action of T ′ on sections sλ,i,j and sλ,i+1,j′ only differs in the last component
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of T ′ = T × S1. Choose a point p ∈ G′ ×T ′ N where none of these sections vanish. Next
rescale the sections to all take the same value in G′ ×T ′ LQ over the point p. Define the
map p : G′ ×T ′ N → P1 by
x 7→ [sλ,i,j(x) : sλ,i+1,j′(x)].
This gives a C∗-equivariant map G′ ×T ′ N → P1, mapping i(G ×T M) to [1, 0]. Define




is a test configuration for G×T M .
6.3 Donaldson-Futaki Invariants for Toric Fibrations
Proposition 6.2.1 gives a nice way to construct test configurations for toric fibrations purely
in terms of data on the polytope P . In this section we will see how to compute the
Donaldson-Futaki invariant of such test configurations giving a proof of Theorem 5. As
mentioned in the introduction to this chapter, in this section we will assume that Theorem
6 holds and then prove that result in the final section of the chapter.
Let (X ,L ) be a test configuration for (G×T M,L) as constructed in Proposition 6.2.1.
To compute its Futaki invariant—given by the number F1 in (6.1.1)—we need to compute
dk and wk. We require the following two lemmas.
Lemma 6.3.1. We have that dk = h
0(X0,L |k0) = h0(G×T M,Lk).
Lemma 6.3.2. The only sections sλ,i,j of H
0(G′×T ′N,G′×T ′LQ) which are not identically
0 when restricted to X0 are the sections of the form sλ,R−f(λ),j. Consequently, the number
wk is given by the sum of the weights on each section sλ,R−f(λ),j , for 1 ≤ j ≤ dim(Lλ), and
each weight is f(λ)−R.
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where π : Zn+1 → Z is the projection map (λ1, · · · , λn+1) 7→ (λ1, · · · , λn), given in coordi-




















α. Note that q(λ) is an N th degree polynomial in λ—where N is the







= F0 + F1k
−1 + · · · .
This is where we will apply Theorem 6. To apply this this theorem, we need to decompose
























= qN (λ) + qN−1(λ) + r(λ),





































+ o(N + n− 2),
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+ o(K + n− 1).




P qN (R − f)dµ and that
∫
Q qN−1dµ =∫















Hence we have that
dk = Ck
N+n +DkN+n−1 + o(N + n− 2)
and
wk = Ak
N+n+1 + CkN+n + o(N + n− 1),
where the constants A,B,C, and D are given by:
A =
∫



















































p = 14pfG, where fG is given by (3.3.22).
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where a is the average scalar curvature of any metric.






































Which is what we needed to show.















and hence the proof of Theorem 5 is complete.
6.4 Proof of Asymptotic Pick Theorem
The definition of dσ given in the beginning of Chapter 4 agrees with that given in [Donald-
son, 2002] to avoid possible confusion. However, for our purposes, an equivalent but more
useful formulation is given in the following lemma.
Lemma 6.4.1. The measure dσ(F ) of a face F of the polytope P is given by






where #(S) is the number of points in the set S.
Proof. We can assume that P is given as the convex hull of the extreme points (0, . . . , 0),
(p1, 0, . . . , 0), . . . , (0, . . . , 0, pn), where the pi are positive integers and pi and pj are coprime
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for i 6= j. To verify the lemma, we only need to show that the equation is satisfied for the
face F of P that does not include the origin. (The other faces are entirely contained in
the standard subsets (xi ≡ 0) where this lemma is clearly true.) The primitive outward








where the ei are the standard basis vectors of Rn. Hence the measure dσF is given by the







dx1 ∧ · · · ∧ dxn−1.
This form can be integrated over the face P given by (xn ≡ 0) and yields the result




Next we would like to verify that we get the same result from equation (6.4.2). The fact
that pi and pj are coprime for i 6= j tells us that the set F ∩ Zn has exactly n points and
that those are the extreme points of F . This means that the “projection” map π defined
by









maps the lattice points of F ∩Zn to the lattice points of the standard (n− 1)-simplex S in
Rn−1. This mapping shows that the number of lattice points in F ∩ 1kZ
n is the same as the
number of lattice points in S ∩ 1kZ
n−1. But the final number is simply knVol(S) to highest
order. One can verify that Vol(S) agrees with (6.4.3) which proves the lemma.
Equation (6.4.2) says that the measure of F is given asymptotically by the number of
lattice points in kF . Note that this makes it clear that the measure is invariant under
transformations in GL(n,Z).
We will prove Theorem 6 by comparing the sum on the left side of (1.0.9) to the integrals
on the right side of the equation. This requires some care and leads us to make quite a few
definitions. Let Pk be the set of points Pk = P ∩ 1kZ
n.
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For a given point p ∈ Pk, let k(p) = k(p1, · · · , pn) be the box defined by













Given a box k(p), we will call p the corner point of k(p) and call pk,m := (p1+
1
2k , . . . , pn+
1
2k ) the midpoint of k(p). Furthermore, we will need to partition Pk into the disjoint sets
of interior, face, and exterior points as follows:
Ik = {p ∈ Pk | k(p) ∩ P = k(p)}
Ek = {p ∈ Pk | k(p) ∩ P = {p} }
Fk = Pk \ (Ik ∪ Fk)











Figure 6.1 illustrates these definitions.







where Cn only depends on the dimension n.
Proof. First consider the one-dimensional case where B = [0, 1k ]. Integrating by parts, we
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Figure 6.1: The polytope in this example is a triangle with height 1 and base 3. Furthermore,
k = 4. The dots correspond to lattice points in P3. The white squares correspond to the set
PI,3, the light gray squares correspond to the set PF ,3 and the dark gray squares correspond






























































where A,B,C, and D are constants that we can choose freely. By choosing A = B = 0,
C = − 1k , and D =
1
2k2



































)∣∣∣∣∣ ≤ 124k2 maxx∈[0, 1k ] |h′′(x)|.
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The proof is completed by induction. Assume the lemma is true for the n-dimensional
case. Let h be a function of n + 1 variables. Define h̃(x) = h(x1, . . . , xn, x) and apply the
previous argument and the induction hypothesis to get the desired result.








∣∣∣∣∣∣ ≤ kn−2CnKP ||h||C2(P )|,
where Cn is the same constant as the last lemma, and KP is a constant depending on the
geometry of P .
Proof. Sum up the previous lemma over the points in Ik.










We will compare (6.4.4) to the sum ∑
p∈Fk
h(xp,k), (6.4.5)






Now let mk(p) ∈ k(p) be such that mink(p) h = h(mk(p)) and define Mk(p) similarly to









Lemma 6.4.4. There exists a constant C depending only on the dimension n, the geometry









where, as before, xp,k is any point in k(k).
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∣∣∣∣∣ ≤ Ckn−2. (6.4.8)
The idea of this proof is the following observation: Assume we are given a rational plane
H ⊂ Rn through the origin which cuts Rn into two pieces S1 and S2. Furthermore, assume
we are given a hypercube B = 1(p) such that H intersects the interior of B. If B′ is the
hypercube given by reflecting B about the origin, then the pair (B,B′) has the property
that Vol(B ∩ S1) + Vol(B′ ∩ S1) = 1. We will use this idea to prove (6.4.8) by considering
each of the different lattice points in Fk as our “origin”.
We would ideally like to proceed as follows. Let p ∈ Fk be a lattice point and let q ∈ Ek
be the unique point in Ek which is closest to B = k(p). Then let p′ be the corner point of
the box B′ given by reflecting B about the point q.
There are two problems with this approach. The first is that the corresponding point
p′ may not lie in Fk. This will be true for the boxes B which are close to the boundary of
F . We deal with this problem by not considering the points p which have no corresponding
point. The second problem is that the point q need not actually be unique. This could
be handled multiple ways, but the easiest seems to be to do the following: Let d be the
distance from B to the lattice Ek. Let QB be the set of q ∈ Ek such that dist(B, q) = d.
Let NB the number of elements in QB. Finally consider NB pairs (B,B
′)—one for each
different q ∈ QB—and in the end weight each pair by the fraction 1NB . This allows us to
compare the two integrals in (6.4.8) with the desired precision.
Taken together, these lemmas result in the following:
Lemma 6.4.5. There is a constant C depending only on the geometry of P , ||h||C2, and












∣∣∣∣∣∣ ≤ Ckn−2, (6.4.9)
where xp,k is an arbitrary point in k(p) as before.
We are finally in the position to prove Theorem 6.
82
CHAPTER 6. THE DONALDSON-FUTAKI INVARIANT
Proof. To prove this we may assume that P is a “stretched standard simplex”. I.e. that
there is a vertex v of P , such that if one chooses v as the origin, then P is given as the
convex hull of the origin v and the points p1e1, . . . , pnen, where pi > 0 and ei is the standard
basis vector. Any polytope P can be deconstructed into such stretched standard simplices
and then if one applies Theorem 6 to each piece, one gets the result for all of P .














The main idea of the proof is to compare (6.4.10) with the “midpoint rule” for integrals.











Now let p be any lattice point in ∂P \ F . Let lp,k(j) = p + 12k (j, . . . , j). I.e. lp,k(0) = p,
lp,k(1) = pk,m, etc. Let Lp,k = lp,k(R) be the line through p parallel to the vector (1, . . . , 1).
Now for each p, we will define an alternating sum Ap,k as follows. If p ∈ ∂P ∩ F , then
define Ap = h(p). Otherwise, if Lp,k ∩P is a line segment connecting p to an element of Ek,
define Ap,k as
Ap,k = h(lp,k(0))− h(lp,k(1)) + h(lp,k(2))− h(lp,k(3))± · · ·+ h(lp,k(N)),
where we have lp,k(N) ∈ Ek is that final terminating point. Finally, if p satisfies neither of
the preceding requirements, define
Ap,k = h(lp,k(0))− h(lp,k(1)) + h(lp,k(2))− h(lp,k(3))± · · ·




where lp,k(N) is the midpoint of the box k(q) and q is the point in Fk which lies on the
line Lp,k.
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[h(lp,k(0))− h(lp,k(1))]− [h(lp,k(1))− h(lp,k(2))]











k , for some constant C depending on the derivative of h. Going back to the





k , with C once again depending upon ||h||C1(P ).
Combining these results we have that up to highest order Sk −Mk = 12
∑
p∈∂P h(p). If
we apply Lemma 6.4.1, the proof of Theorem 6 is complete.
Remark: In the preceding proof we essentially only used the fact that h is convex along
lines parallel to the vector (1, · · · , 1). One may be tempted to conclude that that is all that
is necessary for Theorem 6. However, in the previous proof we assumed that P was in the
form of a stretched standard simplex. If P is arbitrary, we would need to decompose it
into stretched standard simplices and apply this result to each one individually. On those
other simplices, we would most likely have to change orientations and consider lines that
are going in other directions. Hence in general we do need h to be convex in all directions
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