Successful integration of wind power into power systems can be facilitated through better understanding of future uncertainty in wind power generation. This paper explores a new approach to characterizing this uncertainty using measures of the variability in the wind speeds predicted at multiple grid points in a Numerical Weather Prediction (NWP) system. This approach is compared to the traditional approach of using the spread from an NWP ensemble by using two measures of uncertainty; forecast errors in single time-series forecasts and observed temporal variability. Results show that the multiple grid point approach has a comparable skill level to NWP ensembles for predicting these uncertainty measures and in particular, demonstrates very good skill in predicting large forecast errors.
INTRODUCTION
One of the ways to facilitate the high penetrations of wind power in a power system is to forecast wind power for lead times of up to 48 hours. Many wind power forecasting studies to date have focused on producing and evaluating forecasts of expected values, in the form of single time-series forecasts, eg. [1, 2] . However, the limitations of NWP models and the stochastic nature of the weather can give rise to large errors in such single time-series forecasts under some conditions. The potential for large errors limits the value of single timeseries forecasts in assisting decision-making for maintaining power system security [3] . A characterization of the future uncertainty in such forecasts can improve this situation [4].
Many wind power forecasting studies argue that the main contribution to the error in single time-series forecasts comes from the Numerical Weather Prediction (NWP) system [5, 6] . The most widely used approach to characterize the uncertainty in NWP forecasts is to run an ensemble of NWP forecasts to capture one or more of the major sources of uncertainty.
Some wind power forecasting studies have used NWP ensembles based on varying the initial conditions [7, 8] , while others have varied the physical model parameterizations [6, 9] , both of which require computationally expensive multiple NWP system runs. Others studies have created ensembles using completely different NWP systems [10] or temporal ensembles [11] .
However, these ensembles typically contain less than ten members, which may be too few to sufficiently characterize the forecast uncertainty. Other methods in use to characterize wind power forecast uncertainty include synoptic classification [4] and categorizing the non-linear power curve into different parts [12] . This paper explores a new approach using measures of the variability in the forecast wind speeds at multiple grid points in an NWP system. This is in effect an NWP ensemble based on multiple grid points and does not entail any extra computational effort since it only requires data from one NWP run.
A companion paper [13] introduced a chosen-grid-point-equivalent (cgp-equivalent) methodology where forecast wind speeds at wind turbine hub height for multiple grid points around a wind farm location are transformed to equivalent wind speeds that represent the surface roughness and terrain at a chosen grid point (cgp). The cgp is chosen as the most representative of the wind farm location. The cgp-equivalent methodology is used to develop a visually-based decision support tool to characterize future uncertainty, particularly in regards to large, rapid changes in wind power. The companion paper discusses how the uncertainty sources in NWP systems mentioned above often result in the spatial misplacement of synoptic features in the forecasts.
This study builds on the work presented in the companion paper by providing some evidence that misplacement errors in NWP forecasts make a significant contribution to forecast uncertainty. Two ex-post quantities to describe forecast uncertainty are used; the single time-series forecast error and observed temporal variability. This paper examines how a measure of the spatial variability in NWP wind speeds could be to predict these quantities, compared with the spread of an NWP ensemble. Neither of these quantities for measuring forecast uncertainty are a complete measures of the underlying forecast uncertainty, which is probably impossible to achieve. However, comparing the spatial variability with the single time-series forecast error illustrates the significance of misplacement errors, while comparing with temporal variability illustrates the extent to which uncertainty due to the misplacement of moving weather features is translated into temporal uncertainty at a site. A further outcome of this work is that comparing the spatial variability calculations made with cgpequivalent and raw NWP spatial fields, allows a quantitative assessment of the cgp-equivalent methodology.
DATA SOURCES
The observation data used for the results in this paper are obtained from two wind farm sites within Australia; Yambuk (YB) and Challicum Hills (CH). Both wind farms are owned and operated by Pacific Hydro Pty Ltd and are located in the Australian state of Victoria. Figure 1 shows the locations of the two sites and table 1 summarizes some important characteristics of the sites. The wind speed observation data used for the wind farms is the average wind speed measured on the wind turbine nacelles. Although it is known that wind speed observations made with nacelle based anemometry are affected by the moving blades and the nacelle itself [14] , it has been shown that an averaged measurement from these anemometers is much more representative wind speed for characterizing a wind farm power curve than a wind speed measured on a met mast at or near the wind farm [15] . This is likely to be due to the benefits of spatial smoothing. All observations are averaged to hourly values using the observation data obtained for half an hour before and after the hour. This definition is chosen as one of the possibilities to be representative of the NWP model forecasts, which are available on the hour, every 3 hours. MALAPS has a 0.1º (≈10 km) resolution in the horizontal, 61 levels in the vertical and has its own analysis at the same resolution [16] . The system was developed partly for wind power The ensemble data used as a benchmark for the results is from the Multi-Scheme Ensemble 
DEFINTIONS OF QUANTITIES
The main conjectures under investigation in this work are concerned with evaluating the degree of correspondence between a predictor and an ex-post measure of forecast uncertainty. The three predictors can be summarized as follows.
1.
V fld,raw : A variability measure of the raw (direct model output) wind speeds predicted at multiple grid points from MALAPS in the vicinity of a site -see equation
(1) below.
2.
V fld,cgpe : As above, except on chosen-grid-point-equivalent (cgpe) wind speeds from MALAPS (adjusted wind speeds to standardize the effects of terrain) -see equation
3.
V ens : A variability measure of the wind speeds predicted by the ensemble members of MSEPS for a site. This is the variance (non-weighted) of the 75 wind speeds predicted at a representative grid point for the site.
Two different measures of forecast uncertainty are used to compare the three predictors and these are summarized as follows.
STDE:
The standard deviation of forecast errors comparing the wind speed observations at a site and the single time-series forecast from the MALAPS single grid point chosen for that site -see equation (4) below.
2.
V obs : A measure of the temporal variability in the observations over a 5 hour period -see equation (5) below.
The following describes the variability measures and forecast uncertainty measures in more detail.
A predicted wind speed field is defined as the set of wind speeds predicted at multiple grid points at a constant sigma level in an NWP system. The spatial variability is defined as a weighted variance of the wind speeds in the field, as in equation (1). The weighting is chosen to decrease with distance from the chosen grid point with a cosine function, since a cosine function depicts an assumed nature of the change in the probability of misplacement with distance. The first zero points of the cosine function are defined at a prescribed distance above which the weighting is zero. This prescribed distance is chosen to be 140 km, which allows for the representation of fast moving features (of up to 70 kmh -1 ) in the field if they are forecast with a timing error of up to two hours.
CHARACTERIZING WIND POWER FORECAST UNCERTAINTY WITH NUMERICAL WEATHER PREDICTION SPATIAL FIELDS
(1)
where the subscripts i and j refer to a specific grid point by its latitudinal and longitudinal position respectively, the subscript t refers to the valid time and h refers to the prediction horizon, Ŝ is the predicted wind speed, Ŝ _ w(ij),th is the weighted mean (weightings defined in equation (2)) of the wind speeds predicted at each grid point ij, valid at time t with prediction horizon h, and w ij is the weighting of the grid point ij, and is defined by the following equation. Many standard average time-series forecast error measures have been trialed for this work including the root mean square error (RMSE). However, RMSE is influenced by bias and although the chosen grid point from MALAPS minimizes forecast bias, no additional downscaling techniques were applied to further correct for it. Hence for this study the standard deviation of the forecast error, STDE, is used to measure single time-series forecast error since it is independent of bias. This allows a more direct comparison between MALAPS and MSEPS. Note, however that the results using RMSE and STDE proved to be very similar.
The absolute value of the single time-series forecast error, (ATFE), is defined in equation (3) and STDE is defined in terms of ATFE in equation (4).
(3)
where Ŝ cgp,th is the wind speed forecast at the chosen grid point, cgp, to represent the site that is valid at time t, with prediction horizon h.
where B is a subset of the forecast data and N B is the total number of data in B, and t,h ∈ B refers to all forecasts valid a time t, with a prediction horizon h, that belong to the set B.
The observed temporal variability in wind speed, V obs , is calculated every 3 hours to coincide with the available MALAPS forecast data. V obs is calculated as the standard deviation of 5 consecutive hourly wind speed observations from 2 hours before to 2 hours after the 3-hourly time stamp of the MALAPS data, as shown in equation (5) . Although this definition is independent of the chronology of the 5 observations, this definition matches more closely the above definitions of spatial variability and ensemble spread.
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The main method used to compare the three predictors involves converting them to categorical forecasts and then using standard categorical forecast skill scores. In this work the forecast categories are "yes" or "no", referring to whether the forecast uncertainty (ATFE or V obs ) exceeds a particular threshold or not. To assign categories for the predictor data, we need to select the number of predictor data that will be assigned to the "yes" category, starting from the largest predictor value. We have selected this number to be three times the number of data for which the forecast uncertainty exceeds the threshold. The multiplier of three was chosen after trialing several multipliers between one and four, as three gave the best skill scores. Note that many occurrences of forecast uncertainty above the threshold may still be classified in the "no" category. Some of the experiments are for predicting the forecast uncertainty to be below a particular threshold and in this involves a similar methodology. The skill scores to evaluate categorical measures chosen for this paper are the Probability of
Detection (POD), False Alarm Ratio (FAR) and Odds Ratio Skill Score (ORSS). POD and FAR
are the most common categorical error measures used in weather forecasting and are described in many publications, including [19] . POD is the fraction of "yes" forecasts that are correct and FAR is the fraction of "yes" forecasts where the event did not occur. ORSS is described in detail in [20] , and measures the odds of a "yes" forecast being right to the odds of a "yes" forecast being wrong. ORSS has the advantage that it can be used to directly compare forecasts of events with different probabilities. Categorical forecasts are starting to be used for the evaluation of forecasts of large changes in wind power, eg. [21] . POD was used in [3] and POD, FAR and a version of ORSS were used in [6] .
To test for significance, a Monte Carlo test at the 1% level [22] provides a useful comparison.
A Monte Carlo test makes the assumption that the data is from a certain distribution and seeks to identify where the data item lies in that distribution. It involves producing a set of random results through independent random sampling from that distribution. A Monte Carlo test at the 1% level involves selecting the random result that is better than 99% of all random results in the set. If the result using observed data is better than the 1% level random result then it is said that the Monte Carlo test result is significant at the 1% level.
The results in this paper are essentially concerned with comparing the rank of the predictors with forecast uncertainty. Hence, for the Monte Carlo test, each random result uses a random permutation of the rank of the data. [22] describes how 500 random results are enough to perform an acceptable test at the 1% level. To be conservative, 1000 random results were generated for all Monte Carlo tests in this paper. Hence, all Monte Carlo 1% level results
shown in this paper are the 10 th best value from 1000 random results produced from 1000 predictors using random ranking orders.
HYPOTHESES
The hypotheses assessed in this paper are numbered as follows, along with the tests used in this paper to provide evidence for each. In the context of this paper, degree of correspondence 
RESULTS AND DISCUSSION

Absolute single time-series forecast error (ATFE)
This section compares the performance of the various predictors in forecasting the absolute single time-series forecast error (ATFE). We first assess a general rank correlation statistic between the predictors and ATFE and then assess the ability of the predictors to distinguish between very large and very small values of ATFE.
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The degree of correspondence between two data sets can be calculated using Kendall's ranked correlation statistic, τ [23] . τ has a value between -1 and 1, where 1 means that the rank orders of the two data sets are exactly the same, and -1 where the ranks are exactly opposite.
In between -1 and 1, the value for _ . is linearly related to the number of inversions of pairs of objects required to transform the rank of one data set into the rank of the other. The statistic is calculated between each of the three predictors and ATFE using the method described in [24] , and the results are shown in largest values, and so on) and STDE B is calculated for each to produce the entire V fld,raw plot.
The bar plot in figure 2 indicates the number of data used in each cumulative subset of data.
The STDE values for each predictor converge to the overall STDE of around 2.4 ms -1 when all data is used. The upper and lower x-axes show the minimum values for some subsets for the predictors V fld,cgpe and V fld,raw , respectively.
The cumulative STDE plot is a good test for many of the hypotheses as described in the previous section. Firstly, all three variability predictors give significantly larger values for STDE compared with the Monte Carlo 1% level indicating a significant degree of correspondence (hypothesis 1.c). Next, the x-axes in figure 2 show that the terrain standardization procedure has reduced the overall wind speed variability in the fields since One of the reasons the FAR is quite large is that the values of the predictors used are related to the probability of large values of ATFE rather than a direct prediction of a large ATFE. There will be some times where the predictor value is large but ATFE is small because the forecast was "lucky". The plots show that all of the variability predictors outperform the Monte Carlo 1% level indicating significant forecast skill (hypothesis 1.c). Although the POD decreases and the FAR increases with rising threshold, the ORSS increases as well indicating that the skill level is improving with the more extreme, rarer event (hypothesis 1.e). As with figure 2, these plots also show an improvement in performance using Along with forecasting periods of large uncertainty, we can also study the ability of the predictors to distinguish periods when the single time-series forecasts will be more accurate than usual. Figure 7 shows the cumulative STDE plots for Yambuk and Challicum Hills equivalent to figure 2 except that the data is sorted on the predictors from smallest to largest. 
Temporal variability (V obs )
In this section, the performances of the various predictors are compared with respect to their ability to forecast occurrences of extreme values in temporal variability, V obs , as described by equation (5) The above results might have been examined in other ways. One option would be to use a power curve to convert all the forecast wind speeds to wind power for each wind farm and compare the wind power forecasts with observations of wind power. This method was trialed and achieved similar results and conclusions to using wind speed. Wind speed was chosen for the results in this paper since it removes one source of uncertainty for evaluating the new techniques.
We have also tested alternative measures of the field variability (and the ensemble spread). These included using kurtosis instead of the variance and converting the wind speeds to a form of wind energy flux (related to the cube of the wind speed) before calculating the variance. The results using these methods gave smaller categorical forecast scores than the results shown in this paper.
[15] presents a more comprehensive study of the work in this paper and includes results for four sites instead of two.
CONCLUSIONS
This paper has described a theory and methodology for using the variability in forecast wind speeds at multiple grid points in Numerical Weather Prediction (NWP) systems to predict the uncertainty in future wind power generation. The theory is based on the concept that a major source of uncertainty in NWP forecasts arises from potential misplacement of weather features relative to the physical world. In essence, the method produces an ensemble of forecasts from only one run of one NWP system, and therefore has a small computational In addition to the above, by comparing the spatial variability in raw and cgp-equivalent NWP fields, this work has shown that the terrain standardization method appears to perform well in removing spatial variability in wind speed forecasts due to the terrain. As such it can enhance to value of assessing wind speeds at grid points around the location of interest in order to better characterise the uncertainty of the forecast at this location.
A useful future study would be to compare the spatial variability and ensemble variability using the same NWP system to allow a more direct comparison. Other further work could be to use the difference between the cgp-equivalent wind speed forecasts at each grid point and 522 CHARACTERIZING WIND POWER FORECAST UNCERTAINTY WITH NUMERICAL WEATHER PREDICTION SPATIAL FIELDS the chosen grid point forecast to predict the sign (as well as likely magnitude) of the single time-series forecast error, if this information would be useful for forecast users. Also, since NWP ensembles and the multiple grid point approach characterize forecast uncertainty from two different perspectives, the results in this paper suggest the possibility of combining these two approaches to make a more superior characterization of the uncertainty in future wind power than from using either method alone.
