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Abstract
The limiting behavior of Toeplitz type quadratic forms of stationary pro-
cesses has received much attention through decades, particularly due to its
importance in statistical estimation of the spectrum. In the present paper we
study such quantities in the case where the stationary process is a discretely
sampled continuous-time moving average driven by a Lévy process. We obtain
sufficient conditions, in terms of the kernel of the moving and the coefficients
of the quadratic form, ensuring that the centered and adequately normalized
version of the quadratic form converges weakly to a Gaussian limit.
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1 Introduction
Let (Yt)t∈Z be a stationary sequence of random variables with EY0 = 0 and EY
2
0 <∞,
and suppose that (Yt)t∈Z is characterized by a parameter θ which we, for simplicity,
assume to be an element of R. If one wants to infer the true value θ0 of θ from a
sample Y (n) = (Y1, . . . , Yn)
T , a typical estimator is obtained as
θˆn = argmin
θ
ℓn(θ),
where ℓn = ℓn(·; Y (n)) is a suitable objective function. On an informal level, the
usual strategy for showing asymptotic normality of the estimator θˆn is to use a
Taylor series expansion to write
ℓ′n(θ0)√
n
= −ℓ
′′
n(θ
∗
n)
n
√
n(θˆn − θ0),
1
and then show that ℓ′′n(θ
∗
n)/n converges in probability to a non-zero constant and
ℓ′n(θ0)/
√
n converges in distribution to a centered Gaussian random variable. Here
ℓ′n and ℓ
′′
n refer to the first and second order derivative of ℓn with respect to θ, respec-
tively, and θ∗n is a point in the interval formed by θˆn and θ0. While the convergence
of ℓ′′n(θ
∗
n)/n usually can be shown by an ergodic theorem under the assumptions
of consistency of θˆn and ergodicity of (Yt)t∈Z, showing the desired convergence of
ℓ′n(θ0)/
√
n may be much more challenging. In particular, if the quantity ℓ′n(θ0)
corresponds to a rather complicated function of Y (n), one often needs to impose re-
strictive assumptions on the dependence structure of (Yt)t∈Z, e.g., rapidly decaying
mixing coefficients. In addition to the concern that such type mixing conditions do
not hold in the presence of long memory, they may generally be difficult to verify.
When ℓn has an explicit form, one can sometimes exploit the particular structure
to prove asymptotic normality of ℓ′n(θ0)/
√
n. To be concrete, let γY (·; θ) denote the
autocovariance function of (Yt)t∈Z and Σn(θ) = [γY (j − k; θ)]j,k=1,...,n the covariance
matrix of Y (n). A very popular choice of ℓn is the (scaled) negative Gaussian log-
likelihood,
ℓn(θ) = log det(Σn(θ)) + Y (n)
TΣn(θ)
−1Y (n). (1.1)
In order to avoid the cumbersome and, in the presence of long memory, unstable
computations related to the inversion of Σn(θ), one sometimes instead uses Whittle’s
approximation of (1.1), which is given by
ℓn,Whittle(θ) =
n
2π
∫ π
−π
log(2πfY (y; θ)) dy + Y (n)
TAn(θ)Y (n)
=
n
2π
∫ π
−π
[
log(2πfY (y; θ)) dy +
IY (y)
2πfY (y; θ)
]
dy,
(1.2)
where fY (·; θ) is the spectral density of Y , IY is the periodogram of Y and
An(θ) =
[ 1
(2π)2
∫ π
−π
ei(j−k)y
1
fY (y; θ)
dy
]
j,k=1,...,n
.
(For details about the relation between the Gaussian likelihood and Whittle’s ap-
proximation, and for some justification for their use, see [4, 15, 22].) An im-
portant feature of both (1.1) and (1.2) is that, under suitable assumptions on
γY (·; θ) and fY (·; θ), the quantities ℓ′n(θ0)/
√
n and ℓ′n,Whittle(θ0)/
√
n are of the form
(Qn − EQn)/
√
n, where
Qn =
n∑
t,s=1
b(t− s)YtYs (1.3)
and b : Z → R is an even function. Consequently, proving asymptotic normality of
ℓ′n(θ0)/
√
n and ℓ′n,Whittle(θ0)/
√
n reduces to determining for which processes (Yt)t∈Z
2
and functions b, (Qn − EQn)/
√
n converges in distribution to a centered Gaussian
random variable. In the case where (Yt)t∈Z is Gaussian and b(t) =
∫ π
−π
eity bˆ(y) dy,
the papers [1, 14] give conditions on bˆ and the spectral density of (Yt)t∈Z ensuring
that such weak convergence holds. Moreover, Fox and Taqqu [13] proved non-central
limit theorems for (an adequately normalized version of) (1.3) in case Yt = H(Xt)
where H is a Hermite polynomial and (Xt)t∈Z is a normalized Gaussian sequence
with a slowly decaying autocovariance function. In particular, they showed that the
limit can be both Gaussian and non-Gaussian depending on the decay-rate of the
autocovariances. Later, Giraitis and Surgailis [16] left the Gaussian framework and
considered instead general linear processes of the form
Yt =
∑
s∈Z
ϕt−sεs, t ∈ Z, (1.4)
where (εt)t∈Z is an i.i.d. sequence with Eε0 = 0 and Eε
4
0 < ∞, and
∑
t∈Z ϕ
2
t < ∞.
They provided sufficient conditions (in terms of b and the autocovariance function
of (Yt)t∈Z) ensuring that (Qn − EQn)/
√
n tends to a Gaussian limit. Many inter-
esting processes are given by (1.4), the short-memory ARMA processes and the
long-memory ARFIMA processes being the main examples, and their properties
have been studied extensively. The literature on these processes is overwhelming,
and the following references form only a small sample: [7, 11, 15, 18].
The continuous-time analogue of (1.4) is the moving average process (Xt)t∈R
given by
Xt =
∫
R
ϕ(t− s) dLs, t ∈ R, (1.5)
where (Lt)t∈R is a two-sided Lévy process with EL1 = 0 and EL
4
1 <∞, and where ϕ :
R→ R is a function in L2. Among popular and well-studied continuous-time moving
averages are the CARMA processes, particularly the Ornstein-Uhlenbeck process,
and solutions to linear stochastic delay differential equations (see [6, 9, 17, 19] for
more on these processes). Bai et al. [2] considered a continuous-time version of (1.3),
where sums are replaced by integrals and (Yt)t∈Z by (Xt)t∈R defined in (1.5), and
they obtained conditions on b and ϕ ensuring both a Gaussian and non-Gaussian
limit for (a suitable normalized version of) the quadratic form.
Our main contribution is Theorem 1.1, which gives sufficient conditions on ϕ and
b ensuring that (Qn − EQn)/
√
n converges in distribution to a centered Gaussian
random variable when Yt = Xt∆, t ∈ Z, for some fixed ∆ > 0. In the formulation
we denote by κ4 the fourth cumulant of L1 and by γX the autocovariance function
of (Xt)t∈R (see the formula in (3.3)).
Theorem 1.1. Let (Xt)t∈R be given by (1.5) and define Qn as in (1.3) with Yt = Xt∆
for some ∆ > 0. Suppose that one of the following statements hold:
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(i) There exist α, β ∈ [1, 2] with 2/α+1/β ≥ 5/2, such that ∑t∈Z |b(t)|β <∞ and(
t 7→
∑
s∈Z
|ϕ(t+ s∆)|κ
)
∈ L4/κ([0,∆]) for κ = α, 2.
(ii) The function ϕ belongs to L4 and there exist α, β > 0 with α + β < 1/2, such
that
sup
t∈R
|t|1−α/2|ϕ(t)| <∞ and sup
t∈Z
|t|1−β|b(t)| <∞.
Then, as n→∞, (Qn − EQn)/
√
n tends to a Gaussian random variable with mean
zero and variance
η2 =κ4
∫ ∆
0
(∑
s∈Z
ϕ(t + s∆)
∑
u∈Z
b(u)ϕ(t+ (s+ u)∆)
)2
dt
+ 2
∑
s∈Z
(∑
u∈Z
b(u)γX((s+ u)∆)
)2
.
While the statement in (i) is more general than the statement in (ii) of Theo-
rem 1.1, the latter provides an easy-to-check condition in terms of the decay of ϕ
and b at infinity. Theorem 1.1 relies on an approximation of Qn by a quantity of the
type
Sn =
n∑
t=1
X1t∆X
2
t∆, (1.6)
where (X1t )t∈R and (X
2
t )t∈R are moving averages of the form (1.5), and a limit the-
orem for (Sn − ESn)/
√
n. This idea is borrowed from [16]. Although we can use
the same overall idea, (Xt∆)t∈Z is generally not of the form (1.4) and, due to the
interplay between the continuous-time specification (1.5) and the discrete-time (low-
frequency) sampling scheme, quantities such as the spectral density become less
tractable. The conditions of Theorem 1.1 are similar to the rather general results of
[2], which concerned the continuous-time version of (1.3). A reason that we obtain
conditions of the same type as [2] is that our proofs, too, rely on (various modifica-
tions of) Young’s inequality for convolutions. Since the setup of that paper requires
a continuum of observations of (Xt)t∈R, those results cannot be applied in our case.
In addition to its purpose as a tool in the proof of Theorem 1.1, a limit theorem
for (Sn−ESn)/
√
n is of independent interest, e.g., since it is of the same form as the
(scaled) sample autocovariance of (1.5) and of ℓ′n(θ0)/
√
n when ℓn is a suitable least
squares objective function (see Example 3.3 and 3.4 for details). For this reason, we
present our limit theorem for (Sn − ESn)/
√
n here:
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Theorem 1.2. Let (X1t )t∈R and (X
2
t )t∈R be as in (1.5) with corresponding kernels
ϕ1, ϕ2 ∈ L2 and define Sn by (1.6). Suppose that one of the following statements
holds:
(i) There exist α1, α2 ∈ [1, 2] with 1/α1 + 1/α2 ≥ 3/2, such that(
t 7→
∑
s∈Z
(|ϕi(t+ s∆)|αi + ϕi(t+ s∆)2)
)
∈ L2([0,∆]), i = 1, 2.
(ii) The functions ϕ1 and ϕ2 belong to L
4 and there exist α1, α2 ∈ (1/2, 1) with
α1 + α2 > 3/2, such that
sup
t∈R
|t|αi |ϕi(t)| <∞, i = 1, 2.
Then, as n→∞, (Sn − ESn)/
√
n tends to a Gaussian random variable with mean
zero and variance
η2 =κ4
∫ ∆
0
(∑
s∈Z
ϕ1(t+ s∆)ϕ2(t+ s∆)
)2
dt+ E
[
L21
]2∑
s∈Z
(∫
R
ϕ1(t)ϕ1(t+ s∆) dt
·
∫
R
ϕ2(t)ϕ2(t + s∆) dt+
∫
R
ϕ1(t)ϕ2(t + s∆) dt
∫
R
ϕ2(t)ϕ1(t+ s∆) dt
)
.
As was the case in Theorem 1.1, statement (i) is more general than statement (ii)
of Theorem 1.2, but the latter may be convenient as it gives conditions on the decay
rate of ϕ1 and ϕ2 at infinity. In relation to Theorem 1.2, it should be mentioned
that limit theorems for the sample autocovariances of moving average processes (1.5)
have been studied in [5, 10, 25].
The paper is organized as follows: Section 2 recalls the most relevant concepts
in relation to Lévy processes and the corresponding integration theory. Section 3
presents the results used to establish Theorem 1.1 and 1.2. In particular, we show
that central limit theorems for Qn and Sn hold under weaker conditions than those
given above, and then deduce Theorem 1.1 and 1.2 as special cases. Moreover,
Section 3 provides examples demonstrating that the imposed conditions on ϕ (or ϕ1
and ϕ2) are satisfied for CARMA processes, solutions to stochastic delay equations
and certain fractional (Lévy) noise processes. Finally, Section 4 contains proofs of
all the statements of the paper together with a few supporting results.
2 Preliminaries
In this section we introduce some notation that will be used repeatedly and we recall
a few concepts related to Lévy processes and integration of deterministic functions
with respect to them. For a detailed exposition of Lévy processes and the corre-
sponding integration theory, see [23, 24].
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For a given measurable function f : R→ R and p ≥ 1 we write f ∈ Lp if |f |p is
integrable with respect to the Lebesgue measure and f ∈ L∞ if f is bounded almost
everywhere. For a given function a : Z→ R (or sequence (a(t))t∈Z) we write a ∈ ℓp
if ‖a‖ℓp :=
(∑
t∈Z |a(t)|p
)1/p
<∞ and a ∈ ℓ∞ if ‖a‖ℓ∞ := supt∈Z |a(t)| <∞.
A stochastic process (Lt)t≥0, L0 = 0, is called a one-sided Lévy process if it
is càdlàg and has stationary and independent increments. The distribution of
(Lt)t≥0 is characterized by L1 as a consequence of the relation logE exp{iyLt} =
t logE exp{iyL1}. By the Lévy-Khintchine representation it holds that
logEeiyL1 = iyγ − 1
2
ρ2y2 +
∫
R
(
eiyx − 1− iyx1|x|≤1
)
ν(dx), y ∈ R,
for some γ ∈ R, ρ2 ≥ 0 and Lévy measure ν, and hence (the distribution of) (Lt)t≥0
may be summarized as a triplet (γ, ρ2, ν). The same holds for a (two-sided) Lévy
process (Lt)t∈R which is constructed as Lt = L
1
t1t≥0−L2(−t)−1t<0, where (L1t )t≥0 and
(L2t )t≥0 are one-sided Lévy processes which are independent copies.
Let (Lt)t∈R be a Lévy process with E|L1| < ∞ and EL1 = 0. Then, for a given
measurable function f : R→ R, the integral ∫
R
f(t) dLt is well-defined (as a limit in
probability of integrals of simple functions) and belongs to Lp(P), p ≥ 1, if
∫
R
∫
R
|f(t)x|p ∧ (f(t)x)2 ν(dx) dt <∞. (2.1)
In particular, (2.1) is satisfied if f ∈ L2 ∩ Lp and ∫
|x|>1
|x|p ν(dx) < ∞, the latter
condition being equivalent to E|L1|p < ∞. Finally, when (2.1) holds for p = 2 we
will often make use of the isometry property of the integral map:
E
[( ∫
R
f(t) dLt
)2]
=
∫
R
f(t)2 dt.
3 Further results and examples
As in the introduction, it will be assumed throughout that (Lt)t∈R is a two-sided
Lévy process with EL1 = 0 and EL
4
1 < ∞. Set σ2 = EL21 and κ4 = EL41 − 3σ4.
Moreover, for functions ϕ, ϕ1, ϕ2 : R→ R in L2 define
Xt =
∫
R
ϕ(t− s) dLs, and X it =
∫
R
ϕi(t− s) dLs (3.1)
for t ∈ R and i = 1, 2. We will be interested in the quantities
Sn =
n∑
t=1
X1t∆X
2
t∆ and Qn =
n∑
t,s=1
b(t− s)Xt∆Xs∆ (3.2)
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for a given ∆ > 0 and an even function b : Z → R. Our main results, Theorem 3.1
and 3.5, provide a central limit theorem for the quantities in (3.2) and are more
general than Theorem 1.1 and 1.2 which were presented in Section 1. Before the
formulations we define the autocovariance function of (Xt)t∈R,
γX(h) = E[X0Xh] = σ
2
∫
R
ϕ(t)ϕ(t+ h) dt, h ∈ R, (3.3)
as well as the autocovariance (crosscovariance) functions of (X1t )t∈R and (X
2
t )t∈R,
γij(h) = E
[
X i0X
j
h
]
= σ2
∫
R
ϕi(t)ϕj(t+ h) dt, h ∈ R. (3.4)
Theorem 3.1. Suppose that the following conditions hold:
(i)
∫
R
|ϕi(t)ϕi(t+·∆)| dt ∈ ℓαi for i = 1, 2 and α1, α2 ∈ [1,∞] with 1/α1+1/α2 = 1.
(ii)
∫
R
|ϕ1(t)ϕ2(t+ ·∆)| dt ∈ ℓ2.
(iii)
(
t 7→ ‖ϕ1(t+ ·∆)ϕ2(t + ·∆)‖ℓ1
) ∈ L2([0,∆]).
Then, as n → ∞, (Sn − ESn)/
√
n tends to a Gaussian random variable with
mean zero and variance
η2 = κ4
∫ ∆
0
(∑
s∈Z
ϕ1(t + s∆)ϕ2(t + s∆)
)2
dt+
∑
s∈Z
γ11(s∆)γ22(s∆)
+
∑
s∈Z
γ12(s∆)γ21(s∆).
(3.5)
Remark 3.2. An inspection of the proof of Theorem 3.1 will reveal that assump-
tion (iii) is not needed in case (Lt)t∈R is a Brownian motion. In this situation,
κ4 = 0 and the variance formula (3.5) reduces to
η2 =
∑
s∈Z
γ11(s∆)γ22(s∆) +
∑
s∈Z
γ12(s∆)γ21(s∆).
Note that, since the following results in this section rely on Theorem 3.1, the cor-
responding assumptions may be relaxed accordingly when we are in the Gaussian
setting.
Loosely speaking, assumptions (i)-(ii) of Theorem 3.1 concern summability of
continuous-time convolutions. Hence, by relying on a modification of Young’s con-
volution inequality, Theorem 1.2 can be shown to be a special case Theorem 3.1 (see
Lemma 4.3 and the following proof of Theorem 1.2 in Section 4). Example 3.3 and
3.4 are possible applications of Theorem 3.1.
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Example 3.3. Let n,m ∈ N with m < n− 1, define the sample autocovariance of
(Xt)t∈R based on X∆, X2∆, . . . , Xn∆ up to lag m as
γˆn(j) = n
−1
n−j∑
t=1
Xt∆X(t+j)∆, j = 1, . . . , m, (3.6)
and set γˆn = (γˆn(1), . . . , γˆn(m))
T . Moreover, let ϕ˜(t) = (ϕ(t+∆), . . . , ϕ(t+m∆))T
and γs = (γX((s+1)∆), . . . , γX((s+m)∆))
T using the notation as in (3.1) and (3.3).
Then for a given α = (α1, . . . , αm)
T ∈ Rm, it holds that
αT γˆn − αTγ0 = n−1
n∑
t=1
(
X1t∆X
2
t∆ − E[X10X20 ]
)
+Op
(
n−1
)
, (3.7)
where (X1t )t∈R and (X
2
t )t∈R are given by (3.1) with ϕ1 = ϕ and ϕ2(t) = α
T ϕ˜(t). Here
Op(n
−1) in (3.7) means that the equality holds up to a term εn which is stochastically
bounded by n−1 (that is, (nεn)n∈N is tight). Then if∫
R
|ϕ(t)ϕ(t+ ·∆)| dt ∈ ℓ2 and (t 7→ ‖ϕ(t+ ·∆)‖2ℓ2) ∈ L2([0,∆]), (3.8)
assumptions (i)-(iii) of Theorem 3.1 hold and we deduce that αT
√
n(γˆn − γ0) con-
verges in distribution to a centered Gaussian random variable with variance αTΣα,
where
Σ = κ4
∫ ∆
0
K(t)K(t)T dt+
∑
s∈Z
(γs + γ−s)γ
T
s , K(t) :=
∑
s∈Z
ϕ(t+ s∆)ϕ˜(t+ s∆).
By the Cramér-Wold theorem we conclude that
√
n(γˆn−γ0) converges in distribution
to a centered Gaussian vector with covariance matrix Σ. This type of central limit
theorem for the sample autocovariances of continuous-time moving averages was
established in [10] under the same assumptions on ϕ as imposed above.
Example 3.4. Motivated by the discussion in the introduction, this example will
illustrate how Theorem 3.1 can be applied to show asymptotic normality of the
(adequately normalized) derivative of a least squares objective function. Fix k ∈ N,
let v : R→ Rk be a differentiable function with derivative v′ and consider
ℓn(θ) =
n∑
t=k+1
(
Xj∆ − v(θ)TX(j)
)2
, θ ∈ R, (3.9)
where X(t) = (X(t−1)∆, . . . , X(t−k)∆)
T . In this case
ℓ′n(θ) = −2
n∑
t=k+1
(
Xt∆ − v(θ)TX(t)
)
v′(θ)TX(t),
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and hence it is of the same form as Sn in (3.2) with ϕ1(t) =
( − 1, v(θ)T )ϕ˜(t) and
ϕ2(t) =
(
0, 2v′(θ)T
)
ϕ˜(t), where ϕ˜(t) = (ϕ(t), ϕ(t − ∆), . . . , ϕ(t − k∆))T . Suppose
that v(θ0) coincides with the vector of coefficients of the L
2(P)-projection of X(k+1)∆
onto the linear span of Xk∆, . . . , X∆ for some θ0 ∈ R. In this case Eℓ′n(θ0) = 0,
and if (3.8) holds it thus follows from Theorem 3.1 that ℓ′n(θ0)/
√
n converges in
distribution to a centered Gaussian random variable.
Theorem 3.5 is our most general result concerning the limiting behavior of (Qn−
EQn)/
√
n as n → ∞. For notational convenience we will, for given a : Z → R and
f : R→ R, set
(a ⋆ f)(t) :=
∑
s∈Z
a(s)f(t− s∆) (3.10)
for any t ∈ R, such that ∑s∈Z |a(s)f(t − s∆)| < ∞. If a and f are non-negative,
the definition in (3.10) is used for all t ∈ R. Moreover, we write |a|(t) = |a(t)| and
|f |(t) = |f(t)|.
Theorem 3.5. Suppose that the following statements hold:
(i) There exist α, β ∈ [1,∞] with 1/α+1/β = 1, such that ∫
R
|ϕ(t)ϕ(t+·∆)| dt ∈ ℓα
and
∫
R
(|b| ⋆ |ϕ|)(t) (|b| ⋆ |ϕ|)(t+ ·∆) dt ∈ ℓβ.
(ii)
∫
R
|ϕ(t)| (|b| ⋆ |ϕ|)(t+ ·∆) dt ∈ ℓ2.
(iii)
(
t 7→ ‖ϕ(t+ ·∆) (|b| ⋆ |ϕ|)(t+ ·∆)‖ℓ1
) ∈ L2([0,∆]).
Then, as n→∞, (Qn − EQn)/
√
n converges in distribution to a Gaussian random
variable with mean zero and variance
η2 = κ4
∫ ∆
0
(∑
s∈Z
ϕ(t+ s∆) (b ⋆ ϕ)(t+ s∆)
)2
dt+ 2‖(b ⋆ γX)(·∆)‖2ℓ2. (3.11)
Remark 3.6. The idea in the proof of Theorem 3.5 is to approximate Qn by Sn with
ϕ1 = ϕ and ϕ2 = b ⋆ ϕ. The conditions imposed in Theorem 3.5 correspond to
assuming that ϕ and |b| ⋆ |ϕ| satisfy (i)-(iii) of Theorem 3.1. In particular, these
conditions ensure that Sn is well-defined and that Theorem 3.1 applies to this choice
of ϕ1 and ϕ2. The only lacking part in order to deduce Theorem 3.5 from Theo-
rem 3.1 is to show that Sn is in fact a proper approximation of Qn in the sense that
Var(Qn −Sn)/n→ 0 as n→∞, but this is verified in Section 4 where the proofs of
the stated results can be found.
Remark 3.7. Note that for any s ∈ Z with b(s) 6= 0, it holds that
|ϕ(t)| ≤ |b(s)|−1(|b| ⋆ |ϕ|)(t+ s∆) (3.12)
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for all t ∈ R. This fact ensures that assumptions (i)-(ii) of Theorem 3.5 hold if there
exists β ∈ [1, 2] such that
∫
R
(|b| ⋆ |ϕ|)(t) (|b| ⋆ |ϕ|)(t+ ·∆) dt ∈ ℓβ. (3.13)
(Here we exclude the trivial case b ≡ 0.) Indeed, if (3.13) is satisfied we can choose
α ≥ β such that 1/α + 1/β = 1 and then assumptions (i)-(ii) are met due to the
inequality (3.12) and the fact that ℓβ ⊆ ℓα ∩ ℓ2.
Remark 3.8. We will now briefly comment on the conditions of Theorem 1.1 and
Theorem 1.2, particularly on sufficient conditions for applying Theorem 3.1 and
Theorem 3.5. We will restrict our attention to assumptions of the type
(
t 7→ ‖ψ(t+ ·∆)‖κℓκ
) ∈ L2([0,∆]), (3.14)
where ψ : R → R is a measurable function and κ ≥ 1. First of all, note that the
weaker condition
(
t 7→ ‖ψ(t+ ·∆)‖κℓκ
) ∈ L1([0,∆]) is satisfied if and only if ψ ∈ Lκ,
and condition (3.14) implies ψ ∈ L2κ. In particular, a necessary condition for (3.14)
to hold is that ψ ∈ Lκ ∩L2κ. On the other hand, one may decompose ‖ψ(t+ ·∆)‖κℓκ
as
‖ψ(t+ ·∆)‖κℓκ =
M∑
s=−M
|ψ(t+ s∆)|κ +
∞∑
s=M+1
(|ψ(t+ s∆)|κ + |ψ(t− s∆)|κ) (3.15)
for any M ∈ N. The first term on right-hand side of (3.15) belongs to L2([0,∆])
(viewed as a function of t) if ψ ∈ L2κ. If in addition ψ ∈ Lκ, the second term on
the right-hand tends to zero as M →∞ for (Lebesgue almost) all t ∈ [0,∆]. If this
could be assumed to hold uniformly across all t, that is, if the second term belongs
to L∞([0,∆]) for a sufficiently large M , then (3.14) would be satisfied. Therefore,
loosely speaking, the difference between Lκ∩L2κ and the space of functions satisfying
(3.14) consists of functions ψ where the second term in (3.15) tends to zero pointwise,
but not uniformly, in t asM →∞. Ultimately, this is a condition on the behavior of
the tail of the function between grid points. For instance, if there exists a sequence
(ψs)s∈Z in ℓ
κ such that supt∈[0,∆] |ψ(t ± s∆)| ≤ ψs for all sufficiently large s, then
(3.14) holds. An assumption such as (3.14) seems to be necessary and is the cost of
considering a continuous-time process only on a discrete-time grid. In [10], where
they prove a central limit theorem for the sample autocovariance of a continuous-
time moving average in a low-frequency setting, a similar condition is imposed.
In the following examples we will put some attention on concrete specifications of
moving average processes, where the behavior of the corresponding kernel is known,
and hence Theorem 1.1 and 1.2 may be applicable.
Example 3.9. Fix p ∈ N and let P (z) = zp + a1zp−1 + · · · + ap and Q(z) =
b0 + b1z + · · ·+ bp−1zp−1, z ∈ C, be two real polynomials where all the zeroes of P
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are contained in {z ∈ C : Re(z) < 0}. Moreover, let q ∈ N0 with q < p and suppose
that bq = 1 and bk = 0 for q < k ≤ p− 1. Finally, define
A =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−ap −ap−1 −ap−2 · · · −a1


, b =


b0
b1
...
bp−2
bp−1


and ep =


0
0
...
0
1


.
Then the corresponding (causal) CARMA(p, q) process (Xt)t∈R is given by
Xt =
∫ t
−∞
bT eA(t−u)ep dLu, t ∈ R. (3.16)
(See [21, Remark 3.2].) The definition in (3.16) is based on a state-space represen-
tation of the more intuitive formal differential equation
P (D)Xt = Q(D)DLt, t ∈ R, (3.17)
where D denotes differentiation with respect to time. Equation (3.17) should be
compared to the corresponding representation of an ARMA process in terms of the
backward-shift operator. Since it can be shown that the eigenvalues of A correspond
to the roots of P , the kernel ϕ : t 7→ 1[0,∞)(t)bT eAtep is exponentially decaying at
infinity. Combining this with the (absolute) continuity of ϕ on [0,∞) ensures that
the kernel belongs to L∞ as well. In particular, this shows that Theorem 1.1(i) holds
as long as b ∈ ℓ2. For more on CARMA processes, we refer to [6, 8, 9].
Example 3.10. Let η be a finite signed measure on [0,∞) and suppose that
z +
∫
[0,∞)
ezu η(du) 6= 0
for every z ∈ C with Re(z) ≤ 0. Then it follows from [3, Theorem 3.4] that the
unique stationary solution (Xt)t∈R to the corresponding stochastic delay differential
equation
dXt =
∫
[0,∞)
Xt−s η(ds) dt+ dLt, t ∈ R,
takes the form Xt =
∫ t
−∞
ϕ(t − s) dLs, where ϕ : R → R is characterized as the
unique L2 function satisfying ϕ(t) = 0 for t < 0 and
ϕ(t) = 1 +
∫ t
0
∫
[0,∞)
ϕ(s− u) η(du) ds
11
for t ≥ 0. Consequently, it follows form the integration by parts formula that
sup
t≥0
tp|ϕ(t)| ≤ p
∫ ∞
0
tp−1|ϕ(t)| dt+ 2p|η|([0,∞))
∫ ∞
0
tp|ϕ(t)| dt
+ 2p
∫
[0,∞)
tp |η|(dt)
∫ ∞
0
|ϕ(t)| dt
(3.18)
for a given p ≥ 1. Here |η| is the variation measure of η. If one assumes that |η| has
moments up to order p + 1, that is,
∫
[0,∞)
tp+1|η|(dt) <∞,
it follows by [3, Lemma 3.2] that the measure |ϕ(t)| dt is finite and has moments up
to order p. Consequently, under this assumption we have that supt≥0 t
p |ϕ(t)| < ∞
by (3.18) and Theorem 1.1(ii) holds as long as supt∈Z |t|1/2+δ|b(t)| < ∞ for some
δ > 0.
Example 3.11. Suppose that (Xt)t∈R is given by (3.1) with
ϕ(t) =
1
Γ(1 + d)
[
td+ − (t− 1)d+
]
, t ∈ R,
and d ∈ (0, 1/4). (Here Γ(1 + d) = ∫∞
0
ude−u du is the Gamma function at 1 + d.)
In other words, we assume that (Xt)t∈R is a fractional Lévy noise with parameter d.
Recall that γX(h) ∼ ch2d−1 as h → ∞ for a suitable constant c > 0 (see, e.g., [20,
Theorem 6.3]), and hence we are in a setup where
∑
s∈Z
|γX(s∆)| =∞, but
∑
s∈Z
γX(s∆)
2 <∞.
Moreover, it is shown in [10, Theorem A.1] that (Xt∆)t∈Z is not strongly mixing.
However, Theorem 1.1 and 1.2 may still be applied in this setup, since ϕ is vanishing
on (−∞, 0), continuous on R, and ϕ(t) ∼ d td−1/Γ(1 + d) as t→∞.
4 Proofs
The first observation will be used in the proof of Theorem 3.1.
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Lemma 4.1. Let g1, g2, g3, g4 : R→ R be functions in L2 ∩ L4. Then it holds that
E
4∏
j=1
∫
R
gj(u) dLu
= κ4
∫
R
4∏
j=1
gj(u) du+ σ
4
(∫
R
g1(u)g2(u) du
∫
R
g3(u)g4(u) du
+
∫
R
g1(u)g3(u) du
∫
R
g2(u)g4(u) du+
∫
R
g1(u)g4(u) du
∫
R
g2(u)g3(u) du
)
.
(4.1)
Proof. Set Yi =
∫
R
gi(u) dLu. Then, using [15, Proposition 4.2.2], we obtain that
E[Y1Y2Y3Y4] =Cum(Y1, Y2, Y3, Y4) + E[Y1Y2]E[Y3Y4]
+ E[Y1Y3]E[Y2Y4] + E[Y1Y4]E[Y2Y3],
(4.2)
where
Cum(Y1, Y2, Y3, Y4) =
∂4
∂u1 · · ·∂u4 logEe
i(u1Y1+···+u4Y4)
∣∣∣∣
u1=···=u4=0
.
Set ψL(u) = logEe
iuL1 . It follows from the Lévy-Khintchine representation that
we can find a constant C > 0 such that |ψ(1)L (u)| ≤ C|u| and |ψ(m)L (u)| ≤ C for
m = 2, 3, 4. (Here ψ
(m)
L is the m-th derivative of ψL.) Using this together with the
representation
logEei(u1Y1+···+u4Y4) =
∫
R
ψL(u1g1(t) + · · ·+ u4g4(t)) dt,
see [23], we can interchange differentiation and integration to obtain
Cum(Y1, Y2, Y3, Y4)
=
∫
R
ψ
(4)
L (u1g1(t) + · · ·+ u4g4(t))
4∏
j=1
gj(t) dt
∣∣∣∣
u1=···=u4=0
= κ4
∫
R
4∏
j=1
gj(t) dt.
By combining this observation with the fact that E[YjYk] = σ
2
∫
R
gj(u)gk(u) du (us-
ing the isometry property), the result is an immediate consequence of (4.2).
Remark 4.2. In case g0 = g1 = g2 = g3, Lemma 4.1 collapses to [10, Lemma 3.2],
and if (Lt)t∈R is a Brownian motion we have that κ4 = 0 and the result is a special
case of Isserlis’ theorem.
We are now ready to prove Theorem 3.1.
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Proof of Theorem 3.1. The proof goes by approximating (X1t∆X
2
t∆)t∈Z by a k-dependent
sequence (cf. [7, Definition 6.4.3]), to which we can apply a classical central limit
theorem. Fix m > 0, and set ϕmi = [(−m) ∨ ϕi ∧m]1[−m,m] and
X i,mt =
∫
R
ϕmi (t− s) dLs =
∫ t+m
t−m
ϕmi (t− s) dLs, t ∈ R,
for i = 1, 2. Furthermore, set
Smn =
n∑
t=1
X1,mt∆ X
2,m
t∆ , n ∈ N.
Note that since ϕmi ∈ L2∩L4 and ϕmi (t) = 0 when |t| > m, (X1,mt∆ X2,mt∆ )t∈Z is a k(m)-
dependent sequence of square integrable random variables, where k(m) = inf{n ∈
N : n ≥ 2m/∆}. Hence, we can apply [7, Theorem 6.4.2] to deduce that
Smn − ESmn√
n
d→ Ym, n→∞,
where Ym is a Gaussian random variable with mean zero and variance
η2m =
k(m)∑
s=−k(m)
γX1,mX2,m(s∆). (4.3)
Here γX1,mX2,m denotes the autocovariance function of (X
1,m
t X
2,m
t )t∈R. Next, we
need to argue that η2m → η2 with η2 given by (3.5). Since ϕmi ∈ L2 ∩ L4 we can use
Lemma 4.1 to compute γX1,mX2,m(s∆) for each s ∈ Z:
γX1,mX2,m(s∆)
= κ4
∫
R
ϕm1 (t)ϕ
m
2 (t)ϕ
m
1 (t + s∆)ϕ
m
2 (t + s∆) dt+ σ
4
∫
R
ϕm1 (t)ϕ
m
1 (t+ s∆) dt
·
∫
R
ϕm2 (t)ϕ
m
2 (t+ s∆) dt+ σ
4
∫
R
ϕm1 (t)ϕ
m
2 (t + s∆) dt ·
∫
R
ϕm2 (t)ϕ
m
1 (t + s∆) dt.
(4.4)
Note that σ4
∫
R
ϕmi (t)ϕ
m
j (t + s∆) dt → γij(s∆), since ϕmi → ϕi in L2. By using
assumption (iii) and that F : t 7→∑s∈Z |ϕ1(t+s∆)ϕ2(t+s∆)| is a periodic function
with period ∆ we establish as well that
∑
s∈Z
∫
R
|ϕ1(t)ϕ2(t)ϕ1(t+ s∆)ϕ2(t+ s∆)| dt
=
∑
s∈Z
∫ (s+1)∆
s∆
|ϕ1(t)ϕ2(t)|F (t) dt =
∫ ∆
0
F (t)2 dt <∞.
(4.5)
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In particular, Lebesgue’s theorem on dominated convergence implies
∫
R
ϕm1 (t)ϕ
m
2 (t)ϕ
m
1 (t + s∆)ϕ
m
2 (t + s∆) dt→
∫
R
ϕ1(t)ϕ2(t)ϕ1(t + s∆)ϕ2(t + s∆) dt.
Combining these observations with (4.4) shows that γX1,mX2,m(s∆) → γs for each
s ∈ Z, where
γs =κ4
∫
R
ϕ1(t)ϕ2(t)ϕ1(t+ s∆)ϕ2(t + s∆) dt+ γ11(s∆)γ22(s∆) + γ12(s∆)γ21(s∆)
It follows as well from (4.4) that
|γX1,mX2,m(s∆)|
≤|κ4|
∫
R
|ϕ1(t)ϕ2(t)ϕ1(t+ s∆)ϕ2(t+ s∆)| dt+ σ4
∫
R
|ϕ1(t)ϕ1(t+ s∆)| dt
·
∫
R
|ϕ2(t)ϕ2(t+ s∆)| dt+ σ4
∫
R
|ϕ1(t)ϕ2(t + s∆)| dt ·
∫
R
|ϕ2(t)ϕ1(t + s∆)| dt.
(4.6)
Thus, if we can argue that the three terms on the right-hand side of (4.6) are
summable over s ∈ Z, we conclude from (4.3) that η2m →
∑
s∈Z γs = η
2 by dominated
convergence. In (4.5) it was shown that the first term is summable. For the second
term we apply Hölder’s inequality to obtain
∥∥∥
∫
R
|ϕ1(t)ϕ1(t+ ·∆)| dt
∫
R
|ϕ2(t)ϕ2(t+ ·∆)| dt
∥∥∥
ℓ1
≤
2∏
i=1
∥∥∥
∫
R
|ϕi(t)ϕi(t + ·∆)| dt
∥∥∥
ℓαi
,
which is finite by assumption (i). The last term is handled in the same way using
the Cauchy-Schwarz inequality and assumption (ii):
∥∥∥
∫
R
|ϕ1(t)ϕ2(t + ·∆)| dt
∫
R
|ϕ2(t)ϕ1(t+ ·∆)| dt
∥∥∥
ℓ1
≤
∥∥∥
∫
R
|ϕ1(t)ϕ2(t+ ·∆)| dt
∥∥∥2
ℓ2
<∞.
Consequently, Ym converges in distribution to a Gaussian random variable with mean
zero and variance η2. In light of this, the result is implied by [7, Proposition 6.3.10]
if the following condition holds:
∀ε > 0 : lim
m→∞
lim sup
n→∞
P
(∣∣n−1/2(Sn − ESn)− n−1/2(Smn − ESmn )∣∣ > ε) = 0. (4.7)
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In order to show (4.7) we find for fixed m, using [7, Theorem 7.1.1],
lim sup
n→∞
E
[(
n−1/2(Sn − ESn)− n−1/2(Smn − ESmn )
)2]
= lim sup
n→∞
nE
[(
n−1
n∑
s=1
(
X1s∆X
2
s∆ −X1,ms∆ X2,ms∆
)− E[X10X20 −X1,m0 X2,m0 ]
)2]
=
∑
s∈Z
γX1X2−X1,mX2,m(s∆)
where γX1X2−X1,mX2,m is the autocovariance function for (X
1
tX
2
t − X1,mt X2,mt )t∈R.
First, we will establish that X1,m0 X
2,m
0 → X10X20 in L2(P). To this end, recall that if
a measurable function f : R2 → R is square integrable (with respect to the Lebesgue
measure on R2) and t 7→ f(t, t) belongs to L1 ∩ L2, then the two-dimensional with-
diagonal (Stratonovich type) integral IS(f) of f with respect to (Lt)t∈R is well-
defined and by the Hu-Meyer formula,
E
[
IS(f)2
] ≤ C[
∫
R2
f(s, t)2 d(s, t) +
∫
R
f(t, t)2 dt+
(∫
R
f(t, t) dt
)2]
(4.8)
for a suitable constant C > 0. A fundamental property of the Stratonovich integral
is that it satisfies the relation
IS(f) =
∫
R
g(t) dLt
∫
R
h(t) dLt,
when f(s, t) = g ⊗ h(s, t) := g(s)h(t) for given measurable functions g, h : R → R
such that g, h, gh ∈ L2. (See [2, 12] for details.) Since ϕ1ϕ2 ∈ L2 according to (4.5),
we can write IS(ϕ1 ⊗ ϕ2(−·)− ϕm1 ⊗ ϕm2 (−·)) = X10X20 −X1,m0 X2m0 , and hence (4.8)
shows that
E
[(
X10X
2
0 −X1,m0 X2,m0
)2]
≤C
[ ∫
R2
(
ϕ1(s)ϕ2(t)− ϕm1 (s)ϕm2 (t)
)2
d(s, t) +
∫
R
(
ϕ1(t)ϕ2(t)− ϕm1 (t)ϕm2 (t)
)2
dt
+
(∫
R
ϕ1(t)ϕ2(t) dt−
∫
R
ϕm1 (t)ϕ
m
2 (t) dt
)2]
(4.9)
for a suitable constant C > 0. It is clear that the three terms on the right-hand side
of (4.9) tend to zero asm tends to infinity, and thus we have thatX1,mt X
2,m
t → X1tX2t
in L2(P). In particular, this shows that γX1X2−X1,mX2,m(s∆) → 0 as m → ∞ for
each s ∈ Z. By using the same type of bound as in (4.6), we establish the existence
of a function h : Z → [0,∞) in ℓ1 with |γX1X2−X1,mX2,m(s∆)| ≤ h(s) for all s ∈ Z
and, consequently,
lim
m→∞
lim sup
n→∞
E
[(
n−1/2(Sn − ESn)− n−1/2(Smn − ESmn )
)2]
= lim
m→∞
∑
s∈Z
γX1X2−X1,mX2,m(s∆) = 0
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according to Lebesgue’s theorem. In light of (4.7), we have finished the proof.
Relying on the ideas of Young’s convolution inequality, we obtain the following
lemma:
Lemma 4.3. Let α, β, γ ∈ [1,∞] satisfy 1/α+ 1/β − 1 = 1/γ. Suppose that
(
t 7→ ∥∥f(t + ·∆)∥∥
ℓα
) ∈ L2α([0,∆]) and (t 7→ ∥∥g(t+ ·∆)∥∥
ℓβ
) ∈ L2β([0,∆]).
Then it holds that
∫
R
|f(t)g(t+ ·∆)| dt ∈ ℓγ.
Proof. First observe that, for any measurable function h : R → R and p ∈ [1,∞],
h ∈ Lp if and only if t 7→ ∥∥h(t + ·∆)∥∥
ℓp
belongs to Lp([0,∆]). In particular, this
ensures that f ∈ Lα and g ∈ Lβ . If γ = ∞ then 1/α + 1/β = 1, and the result
follows immediately from Hölder’s inequality. Hence, we will restrict the attention
to γ < ∞, in which case we necessarily also have that α, β < ∞. First, consider
the case where α, β 6= γ, or equivalently α, β, γ > 1, and set α′ = α/(α − 1)
and β ′ = β/(β − 1). Note that these definitions ensure that α′(1 − β/γ) = β,
β ′(1−α/γ) = α and 1/α′+1/β ′+1/γ = 1. Hence, using the Hölder inequality and
the facts that f ∈ Lα and g ∈ Lβ ,
∫
R
|f(t)g(t+ s∆)| dt ≤
(∫
R
|f(t)|α|g(t+ s∆)|β dt
)1/γ
·
(∫
R
|f(t)|β′(1−α/γ) dt
)1/β′
·
(∫
R
|g(t+ s∆)|α′(1−β/γ) dt
)1/α′
=M1/γ
(∫
R
|f(t)|α|g(t+ s∆)|β dt
)1/γ
for a suitable constant M < ∞. By raising both sides to the γ-th power, summing
over s ∈ Z and applying the Cauchy-Schwarz inequality we obtain that
∥∥∥
∫
R
|f(t)g(t+ ·∆)| dt
∥∥∥γ
ℓγ
≤M
∫
R
|f(t)|α‖g(t+ ·∆)‖β
ℓβ
dt
≤M
( ∫ ∆
0
‖f(t+ ·∆)‖2αℓα dt
)1/2(∫ ∆
0
‖g(t+ ·∆)‖2β
ℓβ
dt
)1/2
,
(4.10)
which is finite, and thus we have finished the proof in case α, β 6= γ. If, e.g.,
γ = α 6= β then α > 1. Again, set α′ = α/(α− 1) and note that 1/α′ + 1/γ = 1, so
the Hölder inequality ensures that
∫
R
|f(t)g(t+ s∆)| dt ≤
( ∫
R
|f(t)|α|g(t+ s∆)|β dt
)1/γ
·
(∫
R
|g(t)|β dt
)1/α′
,
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and hence the inequalities in (4.10) hold in this case as well for a suitable constant
M > 0. Finally if α = β = γ = 1, we compute that
∥∥∥
∫
R
|f(t)g(t+ ·∆)| dt
∥∥∥
ℓ1
=
∫ ∆
0
‖f(t+ ·∆)‖ℓ1‖g(t+ ·∆)‖ℓ1 dt
≤ (
∫ ∆
0
‖f(t+ ·∆)‖2ℓ1 dt
)1/2(∫ ∆
0
‖g(t+ ·∆)‖2ℓ1 dt
)1/2
<∞,
which finishes the proof.
Proof of Theorem 1.2. To show that statement (i) implies the stated weak conver-
gence of (Sn−ESn)/
√
n, it suffices to check that assumptions (i)-(iii) of Theorem 3.1
are satisfied. Initially note that, in view of the observation in the beginning of the
proof of Lemma 4.3, the imposed assumptions imply that
ϕi ∈ Lβ and
(
t 7→ ‖ϕi(t + ·∆)‖ℓβ
) ∈ L2β([0,∆])
for all β ∈ [αi, 2]. Since
1
2
∈ { 1
β1
+ 1
β2
− 1 : αi ≤ βi ≤ 2
}
,
we can thus assume that α1, α2 ∈ [1, 2] are given such that 1/α1 + 1/α2 − 1 = 1/2.
Next, define γi by the relation 1/γi = 2/αi−1 if αi < 2 and γi =∞ if αi = 2. In this
case, 1/γ1 + 1/γ2 = 1. By applying Lemma 4.3 with f = g = ϕi, α = β = αi and
γ = γi, we deduce that (i) of Theorem 3.1 holds. Assumption (ii) of Theorem 3.1
holds as well by Lemma 4.3 with f = ϕ1, g = ϕ2, α = α1, β = α2 and γ = 2.
Finally, we have that assumption (iii) of Theorem 3.1 is satisfied, since
∫ ∆
0
‖ϕ1(t+ ·∆)ϕ2(t + ·∆)‖2ℓ1 dt
≤
( ∫ ∆
0
‖ϕ1(t + ·∆)‖4ℓ2 dt
)1/2(∫ ∆
0
‖ϕ2(t+ ·∆)‖4ℓ2 dt
)1/2
<∞,
where we have applied the Cauchy-Schwarz inequality both for sums and integrals.
The last part of the proof (concerning statement (ii) in the theorem) amounts to
show that if ϕ1, ϕ2 ∈ L4 and α1, α2 ∈ (1/2, 1) are given such that α1+α2 > 3/2 and
ci := sup
t∈R
|t|αi|ϕi(t)| <∞, i = 1, 2, (4.11)
then t 7→ ‖ϕi(t + ·∆)‖κℓκ belongs to L2([0,∆]) for κ ∈ {βi, 2} where βi ∈ (1/αi, 2],
i = 1, 2, are given such that 1/β1 + 1/β2 ≥ 3/2. To show this, consider κ ∈ {βi, 2}
and write
‖ϕi(t+ ·∆)‖κℓκ = |ϕi(t+∆)|κ + |ϕi(t)|κ + |ϕi(t−∆)|κ
+
∞∑
s=2
|ϕi(t+ s∆)|κ +
∞∑
s=2
|ϕi(t− s∆)|κ
(4.12)
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for t ∈ [0,∆]. Since ϕi ∈ L4, the first three terms on the right-hand side of (4.12)
belong to L2([0,∆]). The last two terms belong to L∞([0,∆]), since
sup
t∈[0,∆]
∞∑
s=2
|ϕi(t± s∆)|κ ≤ cκi∆−καi
∞∑
s=1
s−καi <∞
by (4.11), and hence
(
t 7→ ‖ϕi(t + ·∆)‖κℓκ
) ∈ L2([0,∆]).
Proof of Theorem 3.5. Initially, we note that
Qn =
n∑
t=1
Xt∆
∫
R
t−1∑
s=t−n
b(s)ϕ((t− s)∆− u) dLu = Sn − εn − δn, (4.13)
where
Sn =
n∑
t=1
Xt∆
∫
R
b ⋆ ϕ(t∆− u) dLu,
εn =
n∑
t=1
Xt∆
∫
R
∞∑
s=t
b(s)ϕ((t− s)∆− u) dLu and
δn =
n∑
t=1
Xt∆
∫
R
t−n−1∑
s=−∞
b(s)ϕ((t− s)∆− u) dLu.
As pointed out in Remark 3.6, the imposed assumptions ensure that Theorem 3.1 is
applicable with ϕ1 = ϕ and ϕ2 = |b| ⋆ |ϕ| (in particular, when ϕ2 = b ⋆ ϕ), and thus
(Sn − ESn)/
√
n
d→ N(0, η2) where η2 is given by (3.5). By using that b is even we
compute
σ2
∑
s∈Z
γX(s∆)
∫
R
(b ⋆ ϕ)(t)(b ⋆ ϕ)(t+ s∆) dt
=
∑
s∈Z
∑
u,v∈Z
b(u)b(v)γX((s+ u)∆)γX((s+ v)∆) = ‖(b ⋆ γX)(·∆)‖2ℓ2
and
σ4
∑
s∈Z
∫
R
ϕ(t)(b ⋆ ϕ)(t+ s∆) dt ·
∫
R
(b ⋆ ϕ)(t)ϕ(t+ s∆) dt
=
∑
s∈Z
∑
u,v∈Z
b(u)b(v)γX((s− u)∆)γX((s+ v)∆) = ‖(b ⋆ γX)(·∆)‖2ℓ2,
it follows that η2 coincides with (3.11). In light of the decomposition (4.13) and
Slutsky’s theorem, we have shown the result if we can argue that Var(εn)/n→ 0 and
Var(δn)/n→ 0 as n→∞. We will only show that Var(εn)/n→ 0, since arguments
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verifying that Var(δn)/n → 0 are similar. Define a(t) =
∫
R
ϕ(s)ϕ(t∆ + s) ds and
note that we have the identities
Eεn = σ
2
n∑
t=1
0∑
s=−∞
a(t− s)b(t− s) and
Eε2n =
n∑
t,s=1
∞∑
u=t
∞∑
v=s
b(u)b(v)E[Xt∆Xs∆X(t−u)∆X(s−v)∆]
=
∑
t,s,u,v∈Z
b(t− u)b(s− v)E[Xt∆Xs∆Xu∆Xv∆]1{1≤t,s≤n}1{u,v≤0}.
Moreover, with
c(t, s, u) =
∫
R
ϕ(t∆+ v)ϕ(s∆+ v)ϕ(u∆+ v)ϕ(v) dv,
it follows by Lemma 4.1 that
E[Xt∆Xs∆Xu∆Xv∆] = κ4c(t− v, s− v, u− v) + σ4a(t− s)a(u− v)
+ σ4a(t− u)a(s− v) + σ4a(t− v)a(s− u)
for any t, s, u, v ∈ Z. Thus, we establish the identity
n−1Var(εn) = κ4n
−1
∑
t,s,u,v∈Z
b(t− u)b(s− v)c(t− v, s− v, u− v)1{1≤t,s≤n}1{u,v≤0}
+ σ4n−1
∑
t,s,u,v∈Z
a(t− s)a(u− v)b(t− u)b(s− v)1{1≤t,s≤n}1{u,v≤0}
+ σ4n−1
∑
t,s,u,v∈Z
a(t− v)a(s− u)b(t− u)b(s− v)1{1≤t,s≤n}1{u,v≤0}.
(4.14)
Thus, it suffices to argue that each of the three terms on the right-hand side of
(4.14) tends to zero as n tends to infinity. Regarding the first term, by a change of
variables from (t, s, u, v) to (t− v, s− u, u− v, v), we have
n−1
∑
t,s,u,v∈Z
b(t− u)b(s− v)c(t− v, s− v, u− v)1{1≤t,s≤n}1{u,v≤0}
=
∑
t,s,u∈Z
b(t− u)b(s+ u)c(t, s+ u, u)n−1
∑
v∈Z
1{1≤t+v,s+u+v≤n}1{u+v,v≤0}.
(4.15)
Since for fixed t, s, u ∈ Z,∑
v∈Z
1{1≤t+v,s+u+v≤n}1{u+v,v≤0} ≤ min{|t|, n},
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it will follow that the expression in (4.15) tends to zero as n tends to infinity by
Lebesgue’s theorem on dominated convergence if
∑
t,s,u∈Z
|b(t)b(s)c(t+ u, s, u)| <∞. (4.16)
To show (4.16) we use that the function t 7→ ‖ϕ(t+ ·∆)(|b| ⋆ |ϕ|)(t+ ·∆)‖ℓ1 belongs
to L2([0,∆]) (by assumption (iii)) and is periodic with period ∆:
∑
t,s,u∈Z
|b(t)b(s)c(t + u, s, u)|
≤
∑
u∈Z
∫
R
|ϕ(v)| (|b| ⋆ |ϕ|)(v) |ϕ(v + u∆)| (|b| ⋆ |ϕ|)(v + u∆) dv
=
∫ ∆
0
‖ϕ(v + ·∆)(|b| ⋆ |ϕ|)(v + ·∆)‖2ℓ1 dv <∞.
Hence, (4.15) tends to zero. We will handle the second term on the right-hand side
of (4.14) in a similar way. In particular, by a change of variables from (t, s, u, v) to
(t, t− s, s− u, t− v),
n−1
∑
t,s,u,v∈Z
a(t− s)a(u− v)b(t− u)b(s− v)1{1≤t,s≤n}1{u,v≤0}
=
∑
s,u,v∈Z
a(s)a(v − u− s)b(s + u)b(v − s)n−1
∑
t∈Z
1{1≤t,t−s≤n}1{t−s−u,t−v≤0}.
(4.17)
For fixed s, u, v ∈ Z,
∑
t∈Z
1{1≤t,t−s≤n}1{t−s−u,t−v≤0} ≤ min{|v|, n},
and since∑
s,u,v∈Z
|a(s)a(v − u− s)b(s+ u)b(v − s)|
≤ ‖a‖ℓα
∥∥∥ ∑
u,v∈Z
|a(v − u− ·)b(·+ u)b(v − ·)|
∥∥∥
ℓβ
≤
∥∥∥
∫
R
|ϕ(u)ϕ(u+ ·∆)| du
∥∥∥
ℓα
∥∥∥
∫
R
(|b| ⋆ |ϕ|)(u) (|b| ⋆ |ϕ|)(u+ ·∆) du
∥∥∥
ℓβ
<∞
(4.18)
by assumption (i), it follows again by dominated convergence that (4.17) tends to
zero as n tends to infinity. Finally, for the third term on the right-hand side of
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(4.14), we make a change of variables from (t, s, u, v) to (t − u, s − t, u − v, v) and
establish the inequality
n−1
∑
t,s,u,v∈Z
a(t− v)a(s− u)b(t− u)b(s− v)1{1≤t,s≤n}1{u,v≤0}
≤
∑
t,s,u∈Z
a(t+ u)a(t+ s)b(t)b(t + s + u)n−1min{|t+ u|, n}.
(4.19)
The right-hand side of (4.19) tends to zero as n tends to infinity by dominated
convergence using (4.18) and that a is even. Consequently, (4.14) shows that
Var(εn)/n→ 0 as n→∞, which ends the proof.
Proof of Theorem 1.1. To show (i), define γ ∈ [1, 2] by the relation 1/γ = 1/α +
1/β−1 and note that 1/α+1/γ ≥ 3/2. According to Remark 3.6 it suffices to check
that the assumptions of Theorem 3.1 are satisfied for the functions ϕ and |b| ⋆ |ϕ|,
which in turn follows from the same arguments as in the proof of Theorem 1.2 if
(
t 7→ ‖ϕ(t+ ·∆)‖αℓα + ‖ϕ(t+ ·∆)‖2ℓ2
) ∈ L2([0,∆]) and (4.20)(
t 7→ ‖(|b| ⋆ |ϕ|)(t+ ·∆)‖γℓγ + ‖(|b| ⋆ |ϕ|)(t+ ·∆)‖2ℓ2
) ∈ L2([0,∆]). (4.21)
Condition (4.20) holds by assumption (since α ≤ 2), so we only need to prove (4.21).
If β = 1 so that b is summable, it follows from Jensen’s inequality that
(|b| ⋆ |ϕ|)(t)κ ≤ ‖b‖κ−1ℓ1
∑
s∈Z
|b(s)| |ϕ(t+ s∆)|κ,
and thus ‖(|b| ⋆ |ϕ|)(t + ·∆)‖κℓκ ≤ ‖b‖κℓ1‖ϕ(t + ·∆)‖κℓκ for any κ ≥ 1. Since α = γ
when β = 1, this shows that (4.20) implies (4.21). Next if β > 1, set β ′ = β/(β−1).
As in the proof of Lemma 4.3 (replacing integrals by sums), we can use the Hölder
inequality to obtain the estimate
(|b| ⋆ |ϕ|)(t) ≤M1/γ
(∑
s∈Z
|ϕ(t+ s∆)|α
)1/β′(∑
s∈Z
|b(s)|β|ϕ(t+ s∆)|α
)1/γ
for some constant M > 0. By raising both sides to the γ-th power and exploiting
the periodicity of t 7→ ‖ϕ(t+ ·∆)‖αℓα, it follows that
‖(|b| ⋆ |ϕ|)(t+ ·∆)‖γℓγ ≤ M
(∑
s∈Z
|ϕ(t+ s∆)|α
)γ/β′∑
s∈Z
|b(s)|β
∑
u∈Z
|ϕ(t+ (s+ u)∆)|α
= M‖b‖β
ℓβ
‖ϕ(t+ ·∆)‖γℓα
(4.22)
for a sufficiently large constant M > 0. Since γ ≤ 2, (4.22) and the assumption(
t 7→ ‖ϕ(t+·∆)‖αℓα
) ∈ L4/α([0,∆]) show that (t 7→ ‖(|b|⋆|ϕ|)(t+·∆)‖γℓγ) ∈ L2([0,∆]).
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To show t 7→ ‖(|b| ⋆ |ϕ|)(t + ·∆)‖2ℓ2 ∈ L2([0,∆]), we note that the assumption
2/α+1/β ≥ 5/2 ensures that we may choose β∗ ∈ [β, 2] such that 1/α+1/β∗ = 3/2.
Using the same type of arguments as above, now with α, β∗ and γ∗ = 2 instead of
α, β and γ, we obtain the inequality
‖(|b| ⋆ |ϕ|)(t+ ·∆)‖2ℓ2 ≤M‖b‖β
∗
ℓβ∗
‖ϕ(t+ ·∆)‖2ℓα.
Due to the fact that (t 7→‖ϕ(t + ·∆)‖αℓα) ∈ L4/α([0,∆]), this shows that
(
t 7→
‖(|b| ⋆ |ϕ|)(t+ ·∆)‖2ℓ2
) ∈ L2([0,∆]) and, thus, ends the proof under statement (i).
In view of the above, to show the last part of the theorem (concerning statement
(ii)), it suffices to argue that if ϕ ∈ L4,
c1 := sup
t∈R
|t|1−α/2|ϕ(t)| <∞ and c2 := sup
t∈Z
|t|1−β|b(t)| <∞
for some α, β > 0 with α+β < 1/2, then there exist p, q ∈ [1, 2] such that 2/p+1/q ≥
5/2, b ∈ ℓq and (t 7→ ‖ϕ(t + ·∆)‖ℓκ) ∈ L4([0,∆]) for κ ∈ {p, 2}. To do so observe
that
5
2
∈ { 2
p
+ 1
q
: 2
2−α
< p ≤ 2, 1
1−β
< q ≤ 2},
and hence we may (and do) fix p, q ∈ [1, 2] such that 2/p+1/q ≥ 5/2, p(α/2−1) < −1
and q(β − 1) < −1. With this choice it holds that b ∈ ℓq, since
‖b‖qℓq ≤ |b(0)|q + 2cq2
∞∑
s=1
sq(β−1) <∞.
We can use the same type of arguments as in the last part of the proof of Theorem 1.2
to conclude that
(
t 7→ ‖ϕ(t + ·∆)‖κℓκ
) ∈ L4/κ([0,∆]) for κ ∈ {p, 2}. Indeed, in view
of the decomposition (4.12) (with ϕ playing the role of ϕi) and the fact that ϕ ∈ L4,
it suffices to argue that supt∈[0,∆]
∑∞
s=2 |ϕ(t ± s∆)|κ < ∞. However, this is clearly
the case as κ(α/2− 1) ≤ p(α/2− 1) < −1 and, thus,
sup
t∈[0,∆]
∞∑
s=2
|ϕ(t+ s∆)|κ ≤ cκ1∆κ(α/2−1)
∞∑
s=1
sκ(α/2−1) <∞.
This ends the proof of the result.
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