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Abstract
Consider a distributed graph where each vertex holds one of two distinct opinions. In this
paper, we are interested in synchronous voting processes where each vertex updates its opinion
according to a predefined common local updating rule. For example, each vertex adopts the
majority opinion among 1) itself and two randomly picked neighbors in best-of-two or 2) three
randomly picked neighbors in best-of-three. Previous works intensively studied specific rules
including best-of-two and best-of-three individually.
In this paper, we generalize and extend previous works of best-of-two and best-of-three
on expander graphs by proposing a new model, quasi-majority functional voting. This new
model contains best-of-two and best-of-three as special cases. We show that, on expander
graphs with sufficiently large initial bias, any quasi-majority functional voting reaches consensus
within O(log n) steps with high probability. Moreover, we show that, for any initial opinion
configuration, any quasi-majority functional voting on expander graphs with higher expansion
(e.g., Erdo˝s-Re´nyi graph G(n, p) with p = Ω(1/
√
n)) reaches consensus within O(log n) with high
probability. Furthermore, we show that the consensus time is O(log n/ log k) of best-of-(2k+ 1)
for k = o(n/ log n).
Keywords: Distributed voting, consensus problem, expander graph, Markov chain
1 Introduction
Consider an undirected graph G = (V,E) where each vertex v ∈ V initially holds an opinion
σ ∈ Σ from a finite set Σ. In synchronous voting process (or simply, voting process), in each
round, every vertex communicates with its neighbors and then all vertices simultaneously update
their opinions according to a predefined protocol. The aim of the protocol is to reach a consensus
configuration, i.e., a configuration where all vertices have the same opinion. Voting process has been
extensively studied in several areas including biology, network analysis, physics and distributed
computing [10, 33, 31, 23, 27, 2]. For example, in distributed computing, voting process plays an
important role in the consensus problem [23, 27].
This paper is concerned with the consensus time of voting processes over binary opinions Σ =
{0, 1}. Then voting processes have state space 2V . A state of 2V is called a configuration. The
consensus time is the number of steps needed to reach a consensus configuration.
1.1 Previous works of specific updating rules
In pull voting, in each round, every vertex adopts the opinion of a randomly selected neighbor. This
is one of the most basic voting process, which has been well explored in the past [34, 28, 14, 18, 8]. In
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particular, the expected consensus time of this process has been extensively studied in the literature.
For example, Hassin and Peleg [28] showed that the expected consensus time is O(n3 log n) for all
non-bipartite graphs and all initial opinion configurations, where n is the number of vertices. From
the result of Cooper, Elsa¨sser, Ono, and Radzik [14], it is known that on the complete graph Kn,
the expected consensus time is O(n) for any initial opinion configuration.
In best-of-two (a.k.a. 2-Choices), each vertex v samples two random neighbors (with replace-
ment) and, if both hold the same opinion, v adopts the opinion. Otherwise, v keeps its own opinion.
Doerr, Goldberg, Minder, Sauerwald, and Scheideler [21] showed that, on the complete graph Kn,
the consensus time of best-of-two is O(log n) with high probability1 for an arbitrary initial opinion
configuration. Since best-of-two is simple and is faster than pull voting on the complete graphs, this
model gathers special attention in distributed computing and related area [26, 15, 16, 17, 19, 20, 39].
There is a line of works that study best-of-two on expander graphs [15, 16, 17], which we discuss
later.
In best-of-three (a.k.a. 3-Majority), each vertex v randomly selects three random neighbors
(with replacement). Then, v updates its opinion to match the majority among the three. It follows
directly from Ghaffari and Lengler [26] that, on Kn with any initial opinion configuration, the con-
sensus time of best-of-three is O(log n) w.h.p. Kang and Rivera [29] considered the consensus time
of best-of-three on graphs with large minimum degree starting from a random initial configuration.
Shimizu and Shiraga [39] showed that, for any initial configurations, best-of-two and best-of-three
reach consensus in O(log n) steps w.h.p. if the graph is an Erdo˝s-Re´nyi graph G(n, p)2 of p = Ω(1).
Best-of-k (k ≥ 1) is a generalization of pull voting, best-of-two and best-of-three. In each round,
every vertex v randomly selects k neighbors (with replacement) and then if at least bk/2c + 1 of
them have the same opinion, the vertex v adopts it. Note that the best-of-1 is equivalent to pull
voting. Abdullah and Draief [1] studied a variant of best-of-k (k ≥ 5 is odd) on a specific class of
sparse graphs that includes n-vertex random d-regular graphs3 Gn,d of d = o(
√
log n) with a random
initial configuration. To the best of our knowledge, best-of-k has not been studied explicitly so far.
In Majority (a.k.a. local majority), each vertex v updates its opinion to match the majority
opinion among the neighbors. This simple model has been extensively studied in previous works [6,
9, 25, 35, 36, 41]. For example, Majority on certain families of graphs including the Erdo˝s-Re´nyi
random graph [6, 41], random regular graphs [25] have been investigated. See [36] for further
details.
Voting process on expander graphs. Expander graph gathers special attention in the context
of Markov chains on graphs, yielding a wide range of theoretical applications. A graph G is λ-
expander if max{|λ2|, |λn|} ≤ λ, where 1 = λ1 ≥ λ2 ≥ · · · ≥ λn ≥ −1 are the eigenvalues of the
transition matrix P of the simple random walk on G. For example, an Erdo˝s-Re´nyi graph G(n, p)
of p ≥ (1 + ) lognn for an arbitrary constant  > 0 is O(1/
√
np)-expander w.h.p. [12]. An n-vertex
random d-regular graph Gn,d of 3 ≤ d ≤ n/2 is O(1/
√
d)-expander w.h.p. [13, 40].
Cooper et al. [14] showed that the expected consensus time of pull voting is O(n/(1 − λ)) on
λ-expander regular graphs for any initial configuration. Compared to pull voting, the study of best-
of-two on general graphs seems much harder. Most of the previous works concerning best-of-two
on expander graphs put some assumptions on the initial configuration. Let A denote the set of
vertices of opinion 0 and B = V \A. Cooper, Elsa¨sser, and Radzik [15] showed that, for any regular
1In this paper “with high probability” (w.h.p.) means probability at least 1− n−c for a constant c > 0.
2Recall that the Erdo˝s-Re´nyi random graph G(n, p) is a graph on n vertices where each of possible
(
n
2
)
vertex
pairs forms an edge with probability p independently.
3An n-vertex random d-regular graph Gn,d is a graph selected uniformly at random from the set of all labelled
n-vertex d-regular graphs.
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λ-expander graph, the consensus time is O(log n) w.h.p. if
∣∣|A| − |B|∣∣ = Ω(λn). This result was
improved by Cooper, Elsa¨sser, Radzik, Rivera, and Shiraga [16]. Roughly speaking, they proved
that, on λ-expander graphs, the consensus time is O(log n) if |d(A) − d(B)| = Ω(λ2d(V )), where
d(S) =
∑
v∈S deg(v) denotes the volume of S ⊆ V . To the best of our knowledge, the worst case
consensus time of best-of-k on expander graphs has not been studied.
1.2 Our model
In this paper, we propose a new class functional voting of voting process, which contains many
known voting processes as a special case. Let A ⊆ V be the set of vertices of opinion 0 and A′
be the set in the next round. Let B = V \ A and B′ = V \ A′. For v ∈ V and S ⊆ V , let
N(v) = {w ∈ V : {v, w} ∈ E} and degS(v) = |N(v) ∩ S|.
Definition 1.1 (Functional voting). Let f : R → R be a function satisfying f([0, 1]) = [0, 1] and
f(0) = 0. A functional voting with respect to f is a synchronous voting process defined as
Pr[v ∈ A′] = f
(
degA(v)
deg(v)
)
if v ∈ B,
Pr[v ∈ B′] = f
(
degB(v)
deg(v)
)
if v ∈ A.
We call the function f a betrayal function and the function
Hf (x) := x
(
1− f(1− x))+ (1− x)f(x)
an updating function.
Since f(0) = 0, consensus configurations are absorbing states. Hence the consensus time is
well-defined4. The intuition behind the updating function Hf is that, letting α = |A|/n and
α′ = |A′|/n, on a complete graph Kn (with self-loop), the functional voting with respect to f
satisfies E[α′] = |A|n
(
1− f
( |B|
n
))
+ |B|n f
( |A|
n
)
= Hf (α).
Functional voting contains many existing models as special cases. For example, pull voting, best-
of-two, and best-of-three are functional votings with respect to x, x2 and 3x2 − 2x3, respectively.
In general, best-of-k is a functional voting with respect to
fk(x) =
k∑
i=bk/2c+1
(
k
i
)
xi(1− x)k−i. (1)
It is straightforward to check that Hfk(x) = fk(x) if k is odd and Hfk(x) = fk+1(x) if k is even.
Majority is a functional voting with respect to
f(x) =

0 if x < 12 ,
1
2 if x =
1
2 ,
1 if x > 12
(2)
if a vertex adopts the random opinion when it meets the tie.
4For disconnected graphs, there exist initial configurations that never reach consensus. Henceforth, we are con-
cerned with connected graphs.
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Figure 1: The update functions Hf (x) of pull voting (solid line), best-of-three (dashed line) and
best-of-seven (dotted line). One can easily observe that best-of-three and best-of-seven are quasi-
majority functional voting. Intuitively speaking, quasi-majority functional voting processes have
updating functions Hf with the property so-called “the rich get richer”, which coincides with
Definition 1.2.
Quasi-majority functional voting. In this paper, we focus on functional voting with respect
to f satisfying the following property.
Definition 1.2 (Quasi-majority.). A function f is quasi-majority if f satisfies the following con-
ditions.
(1) f is C2,
(2) 0 < f(1/2) < 1,
(3) Hf (x) < x whenever x ∈ (0, 1/2).
(4) H ′f (1/2) > 1,
(5) H ′f (0) < 1.
A voting process is a quasi-majority functional voting if it is a functional voting with respect to a
quasi-majority function f .
Note that Hf (x) is symmetric (i.e., Hf (1− x) = 1−Hf (x)) and thus the condition (3) implies
Hf (x) > x for every x ∈ (1/2, 1). Intuitively, the conditions (3) to (5) ensure the drift towards
consensus. The conditions (1) and (2) are due to a technical reasons.
For each constant k ≥ 2, best-of-k is quasi-majority functional voting but pull voting and
Majority are not. Indeed, if Hfk is the updating function of best-of-k, then H
′
f2`
(x) = H ′f2`+1(x) =
(2` + 1)
(
2`
`
)
x`(1 − x)`. It is straightforward to check that this function satisfies the conditions (3)
to (5) if ` 6= 0 (pull-voting). See Figure 1 for depiction of the updating functions of pull voting,
best-of-three and best-of-seven.
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1.3 Our result
In this paper, we study the consensus time of quasi-majority functional voting on expander graphs5.
Let Tcons(A) denote the consensus time starting from the initial configuration A ⊆ V . For a graph
G = (V,E), let pi = (pi(v))v∈V denote the degree distribution defined as
pi(v) =
deg(v)
2|E| . (3)
Note that
∑
v∈V pi(v) = 1 holds. We denote by ‖x‖p :=
(∑
v∈V |xv|p
)1/p
the `p norm of x ∈ RV .
For pi ∈ [0, 1]V and A ⊆ V , let pi(A) := ∑v∈A pi(v). Let
δ(A) := pi(A)− pi(V \A) = 2pi(A)− 1
denote the bias between A and V \A.
Theorem 1.3 (Main theorem). Consider a quasi-majority functional voting with respect to f on
an n-vertex λ-expander graph with degree distribution pi. Then, the following holds:
(i) Let C1 > 0 be an arbitrary constant and ε : N → R be an arbitrary function satisfying
ε(n) → 0 as n → ∞. Suppose that λ ≤ C1n−1/4, ‖pi‖2 ≤ C1/
√
n and ‖pi‖3 ≤ ε/
√
n. Then,
for any A ⊆ V , Tcons(A) = O(log n) w.h.p.
(ii) Let C2 be a positive constant depending only on f . Suppose that λ ≤ C2 and ‖pi‖2 ≤
C2/
√
log n. Then, for any A ⊆ V satisfying |δ(A)| ≥ C2 max{λ2, ‖pi‖2
√
log n}, Tcons(A) =
O(log n) w.h.p.
The following result which we show in Section 5 indicates that the consensus time of Theo-
rem 1.3(i) is optimal up to a constant factor.
Theorem 1.4 (Lower bound). Under the same assumption of Theorem 1.3(i), Tcons(A) = Ω(log n)
w.h.p. for some A ⊆ V .
Theorem 1.5 (Fast consensus for H ′f (0) = 0). Consider a quasi-majority functional voting with
respect to f on an n-vertex λ-expander graph with degree distribution pi. Let C > 0 be a constant
depending only on f . Suppose that H ′f (0) = 0, λ ≤ C and ‖pi‖2 ≤ C/
√
log n. Then, for any A ⊆ V
satisfying |δ(A)| ≥ C max{λ2, ‖pi‖2
√
log n}, it holds w.h.p. that
Tcons(A) = O
(
log logn+ log |δ(A)|−1 + log n
log λ−1
+
log n
log(|pi‖2
√
log n)−1
)
.
For example, for each constant k ≥ 2, best-of-k is quasi-majority with H ′f (0) = 0.
Remark 1.6. Roughly speaking, for p ≥ 2, ‖pi‖p measures the imbalance of the degrees. For any
graphs, ‖pi‖p ≥ n−1+1/p and the equality holds if and only if the graph is regular. For star graphs,
we have ‖pi‖p ≈ 1.
5Throughout the paper, we consider sufficiently large n = |V |.
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Results of best-of-k. Our results above do not explore Majority since it is not quasi-majority.
A plausible approach is to consider best-of-k for k = k(n) = ω(1) since each vertex is likely to
choose the majority opinion if the number of neighbor sampling increases. Also, note that the
betrayal function fk of best-of-k given in (1) converges to that of Majority (i.e., fk(x) → f(x) as
k →∞ for each x ∈ [0, 1], where f is the betrayal function (2) of Majority). On the other hand, if
k = O(1), there is a tremendous gap between best-of-k and Majority: For any functional voting on
the complete graph Kn, Tcons(A) = Ω(log n) for some A ⊆ V from Theorem 1.4. Majority on Kn
reaches the consensus in a single step if |A| < |V \ A| − 1. This motivates us to consider best-of-k
for k = k(n)→∞ as n→∞. For simplicity, we focus on best-of-(2k + 1) and prove the following
result in Section 6.
Theorem 1.7. Let k = k(n) be such that k = ω(1) and k = o(n/ log n). Let C be an arbitrary
positive constant. Consider best-of-(2k+1) on an n-vertex λ-expander graph with degree distribution
pi such that λ ≤ Ck−1/2n−1/4, ‖pi‖2 ≤ Cn−1/2 and ‖pi‖3 ≤ Ck−1/6n−1/2. Then, Tcons(A) =
O
(
logn
log k
)
holds w.h.p. for any A ⊆ V .
1.4 Application
Here, we apply our main theorem to specific graphs and derive some useful results.
For any p ≥ (1 + ) lognn for an arbitrary constant  > 0, G(n, p) is connected and O(1/
√
np)-
expander w.h.p [12, 24].
Corollary 1.8. Consider a best-of-k on an Erdo˝s-Re´nyi graph G(n, p) for an arbitrary constant
k ≥ 2. Then, G(n, p) w.h.p. satisfies the following:
(i) Suppose that p = Ω(n−1/2). Then
(a) for any A ⊆ V , Tcons(A) = O(log n) w.h.p.
(b) for some A ⊆ V , Tcons(A) = Ω(logn) w.h.p.
(ii) Suppose that p ≥ (1 + ) lognn for an arbitrary constant  > 0. Then, for any A ⊆ V satisfying
|δ(A)| ≥ C max
{
1
np ,
√
logn
n
}
, Tcons(A) = O
(
log logn+ log |δ(A)|−1 + lognlog(np)
)
w.h.p., where
C > 0 is a constant depending only on f .
In Corollary 1.8(i), we stress that the worst-case consensus time on G(n, p) was known for
p = Ω(1) [39]. If lognlog(np) = O(log log n) (or equivalently, np = n
Ω(1/ log logn)), Corollary 1.8(ii)
implies Tcons(A) = O(log log n+ log |δ(A)|−1) w.h.p.
Corollary 1.9. Let k = k(n) be such that k = ω(1) and k = O(
√
n). Consider best-of-(2k + 1) on
G(n, p) for p = Ω(k/
√
n). Then, for any A ⊆ V , Tcons(A) = O
(
logn
log k
)
holds w.h.p.
From Corollary 1.9, best-of-n on G(n, n−1/2+) for any constant  ∈ (0, 1/2) reaches consensus
in O(1) steps. It is known that Majority on G(n,Cn−1/2) satisfies Tcons(A) ≤ 4 for large constant
C and random A ⊆ V with constant probability [6].
For 3 ≤ d ≤ n/2, n-vertex random d-regular graph Gn,d is connected and O(1/
√
d)-expander
w.h.p. [13, 40].
Corollary 1.10. Consider a best-of-k on an n-vertex random d-regular graph Gn,d for an arbitrary
constant k ≥ 2. Then, Gn,d w.h.p. satisfies the following:
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(i) Suppose that d = Ω(n1/2) and d ≤ n/2. Then,
(a) for any A ⊆ V , Tcons(A) = O(log n) w.h.p.
(b) for some A ⊆ V , Tcons(A) = Ω(logn) w.h.p.
(ii) Suppose that d ≥ C and d ≤ n/2 for a constant C > 0 depending only on f . Then,
for any A ⊆ V satisfying |δ(A)| ≥ C max
{
1
d ,
√
logn
n
}
, it holds w.h.p. that Tcons(A) =
O
(
log logn+ log |δ(A)|−1 + lognlog d
)
.
Corollary 1.11. Let k = k(n) be such that k = ω(1) and k = O(
√
n). Consider best-of-(2k + 1)
on an n-vertex random d-regular graph Gn,d such that d = Ω(k
√
n) and d ≤ n/2. Then, for any
A ⊆ V , Tcons(A) = O
(
logn
log k
)
holds w.h.p.
We can apply Theorems 1.3 and 1.5 if the ratio of the maximum and average degree is constant
as follows.
Corollary 1.12. Consider a quasi-majority functional voting with respect to f on an n-vertex λ-
expander graph with degree distribution pi. Suppose that dmax ≤ C1dave for an arbitrary constant
C1 > 0, where dmax and davr denote the maximum and average degree, respectively. Then, the
following holds:
(i) Suppose that λ ≤ C1n−1/4. Then
(a) for any A ⊆ V , Tcons(A) = O(log n) w.h.p.
(b) for some A ⊆ V , Tcons(A) = Ω(logn) w.h.p.
(ii) Suppose that λ ≤ C2 for some constant C2 > 0 depending only on f . Then, for any A ⊆ V
satisfying |δ(A)| ≥ C2 max
{
λ2,
√
logn
n
}
, Tcons(A) = O(log n) w.h.p.
(iii) In addition to the same assumption as (ii), suppose that H ′f (0) = 0. Then, it holds w.h.p. that
Tcons(A) = O
(
log logn+ log |δ(A)|−1 + logn
log λ−1
)
.
Corollary 1.13. Let k = k(n) be such that k = ω(1) and k = o(n/ log n). Let C be an arbitrary
constant. Consider best-of-(2k+1) on an n-vertex λ-expander graph with degree distribution pi such
that λ ≤ Ck−1/2n−1/4, and dmax ≤ Cdavr, where dmax and davr denote the maximum and average
degree, respectively. Then, Tcons(A) = O
(
logn
log k
)
holds w.h.p. for any A ⊆ V .
Corollaries 1.12 and 1.13 immediately follow from Theorems 1.3 to 1.5 and 1.7 since ‖pi‖2 =
O(n−1/2). Note that if the ratio of the maximum degree dmax and average degree davr is constant,
‖pi‖p = Θ(1/n1−1/p) since pi(v) = O(1/n) for all v ∈ V . We obtain Corollaries 1.8 to 1.11 from
Corollaries 1.12 and 1.13.
Other quasi-majority functional voting. We can consider the ρ-lazy variant of a voting
process, i.e., every vertex v individually tosses its private coin and operates the voting process with
probability ρ, while v does nothing with probability 1 − ρ. Berenbrink, Giakkoupis, Kermarrec,
and Mallmann-Trenn [8] studies 1/2-lazy pull voting. If the original voting process is a quasi-
majority functional voting with respect to f , then the corresponding ρ-lazy variant is quasi-majority
functional voting with respect to ρf : x 7→ ρf(x). Indeed, Hρf (x) = (1− ρ)x+ ρHf (x).
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Corollary 1.14. Consider a ρ-lazy quasi-majority functional voting on G(n, p) for an arbitrary
constant ρ ∈ (0, 1]. Suppose that p = Ω(1/√n). Then, for any A ⊆ V , Tcons(A) = O(log n) w.h.p.
This implies the following interesting observation. In voting processes, the number of neighbor
sampling queries per each vertex at each step affects the performance. In pull voting, each vertex
communicates with one neighbor but it has a drawback on the slow consensus time. In best-of-
two, each vertex communicates with two random neighbors and its consensus time is much faster
than that of pull voting. In ρ-lazy best-of-two, each vertex queries 2ρ vertices at each round in
expectation, that is less queries than pull voting if ρ < 1/2. On the other hand, the consensus time
is much faster than pull voting.
Additionally, we can deal with k-careful voting. In this model, each vertex v selects k random
neighbors (with replacement), and if these sampled k opinions are the same one, v adopts it.
Note that one-careful voting and two-careful voting are equivalent to pull voting and best-of-two,
respectively. One can check easily that, for any constant k ≥ 2, this model is a quasi-majority
functional voting with respect to f(x) = xk. Note that H ′f (0) = 0 and H
′
f (1/2) = 1 +
k−1
2k−1 .
Corollary 1.15. Consider a k-careful voting on G(n, p) for an arbitrary constant k ≥ 2. Suppose
that p = Ω(1/
√
n). Then, for any A ⊆ V , Tcons(A) = O(log n) w.h.p.
1.5 Related work
In asynchronous voting process, in each round, a vertex is selected uniformly at random and only
the selected vertex updates its opinion. Cooper and Rivera [18] introduced linear voting model. In
this model, an opinion configuration is represented as a vector v ∈ ΣV and the vector v updates
according to the rule v ← Mv, where M is a random matrix sampled from some probability
space. This model captures a wide variety model including asynchronous push/pull voting and
synchronous pull voting. Note that best-of-two and best-of-three are not included in linear voting
model. Schoenebeck and Yu [37] proposed an asynchronous variant of our functional voting. The
authors of [37] proved that, if the function f is symmetric (i.e., f(1− x) = 1− f(x)), smooth and
has “majority-like” property (i.e., f(x) > x whenever 1/2 < x < 1), then the expected consensus
time is O(n log n) w.h.p. on G(n, p) with p = Ω(1). This perspective has also been investigated in
physics (see, e.g., [10]).
Several researchers have studied best-of-two and best-of-three on complete graphs initially in-
volving k ≥ 2 opinions [5, 4, 7, 26]. For example, the consensus time of best-of-three is O(k log n)
if k = O(n1/3/
√
log n) [26]. Cooper, Radzik, Rivera, and Shiraga [17] considered best-of-two and
best-of-three on regular expander graphs that hold more than two opinions.
Recently, Cruciani, Natale, and Scornavacca [20] studied best-of-two with a random initial
configuration on a clustered regular graph. Shimizu and Shiraga [39] obtained phase-transition
results of best-of-two and best-of-three on stochastic block models.
2 Preliminary and technical result
2.1 Formal definition
Let G = (V,E) be an undirected and connected graph. Let P ∈ [0, 1]V×V be the matrix defined as
P (u, v) :=
1{u,v}∈E
deg(u)
∀(u, v) ∈ V × V (4)
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where 1Z denotes the indicator of an event Z. For v ∈ V and S ⊆ V , we write P (v, S) =∑
s∈S P (v, s).
Now, let us describe the formal definition of functional voting. For a given A ⊆ V , let (Xv)v∈V
be independent binary random variables defined as
Pr[Xv = 1] = f
(
P (v,A)
)
if v ∈ B,
Pr[Xv = 0] = f
(
P (v,B)
)
if v ∈ A, (5)
where B = V \ A. For A ⊆ V and (Xv) above, define A′ = {v ∈ V : Xv = 1}. Note that this
definition coincides with Definition 1.1 since P (v,A) = degA(v)deg(v) . Then, a functional voting is a
Markov chain A0, A1, . . . where At+1 = (At)
′.
For A ⊆ V , let Tcons(A) denote the consensus time of the functional voting starting from the
initial configuration A. Formally, Tcons(A) is the stopping time defined as
Tcons(A) := min {t ≥ 0 : At ∈ {∅, V }, A0 = A} .
2.2 Technical background
Consider best-of-two on a complete graph Kn (with self loop on each vertex) with a current con-
figuration A ⊆ V . Let α = |A|/n. We have P (v,A) = α for any v ∈ V and A ⊆ V . Then, for any
A ⊆ V , E[α′] = Hf (α) = 3α2 − 2α3. Thus, in each round, α′ = 3α2 − 2α3 ± O(
√
log n/n) holds
w.h.p. from the Hoeffding bound. Therefore, the behavior of α can be written as the iteration of
applying Hf .
The most technical part is the symmetry breaking at α = 1/2. Note that Hf (1/2) = 1/2 and
thus, the argument above does not work in the case of |α − 1/2| = o(√log n/n). To analyze this
case, the authors of [21, 11] proved the following technical lemma asserting that α w.h.p. escapes
from the area in O(log n) rounds.
Lemma 2.1 (Lemma 4.5 of [11] (informal)). For any constant C, it holds w.h.p. that |α− 1/2| ≥
C
√
log n/n in O(log n) rounds (the hidden constant factor depends on C) if
(i) For any constant h, there is a constant C0 > 0 such that, if |α − 1/2| = O(
√
log n/n) then
Pr[|α′ − 1/2| > h/√n] > C0.
(ii) If |α − 1/2| = O(√log n/n) and |α − 1/2| = Ω(1/√n), Pr[|α′ − 1/2| ≤ (1 + )|α − 1/2|] ≤
exp(−Θ((α− 1/2)2n)) for some constant  > 0.
Intuitively speaking, the condition (ii) means that the bias |α′ − 1/2| is likely to be at least
(1+)|α−1/2| for some constant  > 0. The condition (ii) is easy to check using the Hoeffding bound.
The condition (i) means that α′ has a fluctuation of size Ω(1/
√
n) with a constant probability. We
can check condition (i) using the Central Limit Theorem (the Berry-Esseen bound, see Lemma A.5).
The Central Limit Theorem implies that the normalized random variable (α′ − E[α′])/√Var[α′]
converges to the standard normal distribution as n → ∞. In other words, α′ has a fluctuation of
size Θ(
√
Var[α′]) with constant probability. Now, to verify the condition (i), we evaluate Var[α′].
On Kn, it is easy to show that Var[α
′] = Θ(1/n), which implies the condition (i).
The authors of [16, 17] considered best-of-two on expander graphs. They focused on the behavior
of pi(A) instead of α. Roughly speaking, they proved that E[pi(A′)− 1/2] ≥ (1 + )(pi(A)− 1/2)−
O(λ2). At the heart of the proof, they showed the following result.
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Lemma 2.2 (Special case of Lemma 3 of [17]). Consider a λ-expander graph with degree distribution
pi. Then, for any S ⊆ V ,∣∣∣∣∣∑
v∈V
pi(v)P (v, S)2 − pi(S)2
∣∣∣∣∣ ≤ λ2pi(S)(1− pi(S)).
Then, from the Hoeffding bound, we have E[pi(A′) − 1/2] ≥ (1 + )(pi(A) − 1/2) − O(λ2 +
‖pi‖2
√
log n)). Thus, if the initial bias |pi(A)−1/2| is Ω(max{λ2,√log n/n}), we can show that the
consensus time is O(log n).
Unfortunately, we can not apply the same technique to estimate Var[pi(A′)] on expander graphs,
and due to this reason, it seems difficult to estimate the worst-case consensus time on expander
graphs. Actually, any previous works put assumptions on the initial bias due to the same reason.
It should be noted that Lemma 2.1 is well-known in the literature. For example, Cruciani et al. [20]
used Lemma 2.1 from random initial configurations.
The technique of estimating E[pi(A′)] by Cooper et al. [16, 17] is specialized in best-of-two.
Thus, it is not straightforward to prove the estimation of E[pi(A′)] for voting processes other than
best-of-two.
2.3 Our technical contribution
For simplicity, in this part, we focus on a quasi-majority functional voting with respect to a sym-
metric function f (i.e., f(1− x) = 1− f(x) for every x ∈ [0, 1]) on a λ-expander graph with degree
distribution pi. For example, f(x) = 3x2 − 2x3 of best-of-three is a symmetric function. Note that
f = Hf if f is symmetric. Similar results mentioned in this subsection holds for non-symmetric f
(see Section 3.3). For a C2 function h : R→ R, let
K1(h) := max
x∈[0,1]
∣∣h′(x)∣∣ , K2(h) := max
x∈[0,1]
∣∣h′′(x)∣∣
be some constants6 depending only on h. The following technical result enables us to estimate
E[pi(A′)] and Var[pi(A′)] of functional voting.
Lemma 2.3. Consider a functional voting with respect to a symmetric C2 function f on a λ-
expander graph with degree distribution pi. Let g(x) := f(x)(1− f(x)). Then, for all A ⊆ V ,
∣∣E[pi(A′)]−Hf (pi(A))∣∣ ≤ K2(f)
2
λ2pi(A)
(
1− pi(A)),∣∣∣Var[pi(A′)]− ‖pi‖22g(pi(A))∣∣∣ ≤ K1(g)λ√pi(A)(1− pi(A))‖pi‖3/23 .
Note that, if f is symmetric, the corresponding functional voting satisfies that Pr[v ∈ A′] =
f(P (v,A)) for any v ∈ V . Thus we have
E[pi(A′)] =
∑
v∈V
pi(v)f
(
P (v,A)
)
, Var[pi(A′)] =
∑
v∈V
pi(v)2g
(
P (v,A)
)
.
To evaluate E[pi(A′)] and Var[pi(A′)] above, we prove the following key lemma that is a generaliza-
tion of Lemma 2.2 and implies Lemma 2.3.
6For example, for f(x) = 3x2 − 2x3 of best-of-three, f ′′(x) = 6− 12x and K2(f) = 6. It should be noted that we
deal with f not depending on G except for best-of-k with k = ω(1) in Section 6.
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Lemma 2.4 (Special case of Lemmas 3.2 and 3.3). Consider a λ-expander graph with degree
distribution pi. Then, for any S ⊆ V and any C2 function h : R→ R,∣∣∣∣∣∑
v∈V
pi(v)h
(
P (v, S)
)− h(pi(S))∣∣∣∣∣ ≤ K2(h)2 λ2pi(S)(1− pi(S)),∣∣∣∣∣∑
v∈V
pi(v)2h
(
P (v, S)
)− ‖pi‖22h(pi(S))
∣∣∣∣∣ ≤ K1(h)λ√pi(S)(1− pi(S))‖pi‖3/23 .
2.4 Proof sketch of Theorem 1.3
We present proof sketch of Theorem 1.3(i). From the assumption of Theorem 1.3(i) and Lemma 2.3,
if |pi(A) − 1/2| = o(1), we have Var[pi(A′)] = Θ(‖pi‖22g(pi(A))) = Θ(‖pi‖22g(1/2 + o(1))) = Θ(1/n).
Moreover, E[pi(A′)] = Hf (pi(A)) ± O(pi(A)/
√
n) holds for any A ⊆ V . Hence, from the Hoeffding
bound, pi(A′) = Hf (pi(A)) +O(
√
log n/n) holds w.h.p. for any A ⊆ V .
• If |pi(A) − 1/2| = O(√log n/n), we use Lemma 2.1 to obtain an O(log n) round symmetry
breaking. In this phase, since |pi(A)−1/2| = o(1), Var[pi(A′)−1/2] = Θ(1/n). Then, from the
Berry-Esseen theorem (Lemma A.5), we can check the condition (i). To check the condition
(ii), we invoke the condition H ′f (1/2) > 1 of the quasi-majority function. From Taylor’s
theorem and the assumption of Lemma 2.1(ii) (pi(A) − 1/2 = Ω(1/√n)), E[pi(A′) − 1/2] =
Hf (pi(A)) − Hf (1/2) − O(1/
√
n) ≈ (1 + 1)(pi(A) − 1/2) for some positive constant 1 > 0.
Note that Hf (1/2) = 1/2.
• If C1
√
log n/n ≤ |pi(A) − 1/2| ≤ C2 for sufficiently large constant C1 and some constant
C2 > 0, we use the Hoeffding bound and then obtain pi(A
′) − 1/2 ≈ (1 + 1)(pi(A) − 1/2) −
O(
√
log n/n) ≥ (1 + (1/2))(pi(A) − 1/2) w.h.p. Hence, O(log n) rounds suffice to yield a
constant bias. (Note that this argument holds when |pi(A)− 1/2| ≤ C2 due to the remainder
term of Taylor’s theorem.)
• If C3 ≤ pi(A) < 1/2, it is straightforward to see that pi(A′) = Hf (pi(A)) + O(
√
log n/n) ≤
pi(A)− 2 w.h.p. for some constant 2 > 0. Note that we invoke the property that Hf (x) < x
whenever 0 < x < 1/2.
• If pi(A) ≤ C3 for sufficiently small constant C3, we use the Markov inequality to show pi(At) =
O(n−3) w.h.p. for some t = O(log n). Since pi(A) ≥ 1/n2 whenever A 6= ∅, this implies that
the consensus time is O(log n) w.h.p. Note that, since H ′f (0) < 1, we have E[pi(A
′)] ≤
Hf (pi(A)) + O(pi(A)/
√
n) ≈ H ′f (0)pi(A) + O(pi(A)/
√
n) ≤ (1 − 3)pi(A) for some constant
3 > 0.
In the proof of Theorem 1.7, we modify Lemma 2.1 and apply the same argument.
3 Estimation of E[pi(A′)] and Var[pi(A′)]
In this section, we prove Lemma 2.4 by showing Lemmas 3.2 and 3.3, which are generalizations of
Lemma 2.4 in terms of reversible Markov chain. This enables us to evaluate E[pi(A′)] and Var[pi(A′)]
for functional voting with respect to a C2 function f (see Section 3.3 for functional voting with
respect to non-symmetric f).
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3.1 Technical tools for reversible Markov chains
To begin with, we briefly summarize the notation of Markov chain, which we will use in this
section7. Let V be a set of size n. A transition matrix P over V is a matrix P ∈ [0, 1]V×V
satisfying
∑
v∈V P (u, v) = 1 for any u ∈ V . Let pi ∈ [0, 1]V denote the stationary distribution
of P , i.e., a probability distribution satisfying piP = pi. A transition matrix P is reversible if
pi(u)P (u, v) = pi(v)P (v, u) for any u, v ∈ V . It is easy to check that the matrix (4) is a reversible
transition matrix and its stationary distribution is (3). Let λ1 ≥ · · · ≥ λn denote the eigenvalues
of P . If P is reversible, it is known that λi ∈ R for all i. Let λ = max{|λ2|, |λn|} be the second
largest eigenvalue in absolute value8.
For a function h : R→ R and subsets S, T ⊆ V , consider the quantity Qh(S, T ) defined as
Qh(S, T ) :=
∑
v∈S
pi(v)h
(
P (v, T )
)
. (6)
The special case of h(x) = x, that is, Q(S, T ) :=
∑
v∈S pi(v)P (v, T ), is well known as edge
measure [30] or ergodic flow [3, 32]. Note that, for any reversible P and subsets S, T ⊆ V ,
Q(S, T ) = Q(T, S) holds. The following result is well known as a version of the expander mix-
ing lemma.
Lemma 3.1 (See, e.g., p.163 of [30]). Suppose P is reversible. Then, for any S, T ⊆ V ,
|Q(S, T )− pi(S)pi(T )| ≤ λ
√
pi(S)pi(T )
(
1− pi(S))(1− pi(T )).
We show the following lemma which gives a useful estimation of Qh(S, T ).
Lemma 3.2. Suppose P is reversible. Then, for any S, T ⊆ V and any C2 function h : R→ R,∣∣∣Qh(S, T )− pi(S)h(pi(T ))− h′(pi(T ))(Q(S, T )− pi(S)pi(T ))∣∣∣ ≤ K2(h)
2
λ2pi(T )
(
1− pi(T )).
Proof of Lemma 3.2. From Taylor’s theorem, it holds for any x, y ∈ [0, 1] that∣∣h(x)− h(y)− h′(y)(x− y)∣∣ ≤ K2(h)
2
(x− y)2.
Hence ∣∣∣Qh(S, T )− pi(S)h(pi(T ))− h′(pi(T ))(Q(S, T )− pi(S)pi(T ))∣∣∣
=
∣∣∣∣∣∑
v∈S
pi(v)
(
h
(
P (v, T )
)− h(pi(T ))− h′(pi(T ))(P (v, T )− pi(T )))∣∣∣∣∣
≤
∑
v∈S
pi(v)
∣∣∣h(P (v, T ))− h(pi(T ))− h′(pi(T ))(P (v, T )− pi(T ))∣∣∣
≤
∑
v∈S
pi(v)
K2(h)
2
(
P (v, T )− pi(T ))2 ≤ K2(h)
2
∑
v∈V
pi(v)
(
P (v, T )− pi(T ))2
≤ K2(h)
2
λ2pi(T )
(
1− pi(T )).
Note that the last inequality follows from Corollary A.2.
7For further detailed arguments about reversible Markov chains, see e.g., [30].
8If P is ergodic, i.e., for any u, v ∈ V , there exists a t > 0 such that P t(u, v) > 0 and GCD{t > 0 : P t(x, x) > 0} = 1,
1 > λ2 and λn > −1. For example, the transition matrix of the simple random walk on a connected and non-bipartite
graph is ergodic.
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Next, consider
Rh(S, T ) :=
∑
v∈S
pi(v)2h
(
P (v, T )
)
(7)
for a function h : R → R and S, T ⊆ V . For notational convenience, for S ⊆ V , let pi2(S) :=∑
v∈S pi(v)
2. We show the following lemma that evaluates Rh(S, T ).
Lemma 3.3. Suppose that P is reversible. Then, for any S, T ⊆ V and any C2 function h : R→ R,∣∣Rh(S, T )− pi2(S)h(pi(T ))∣∣ ≤ K1(h)‖pi‖3/23 λ√pi(T )(1− pi(T )).
Proof. We first observe that ∣∣h(x)− h(y)∣∣ ≤ K1(h)|x− y| (8)
holds for any x, y ∈ [0, 1] from Taylor’s theorem. Hence,∣∣∣Rh(S, T )− pi2(S)h(pi(T ))∣∣∣
=
∣∣∣∣∣∑
v∈S
pi(v)2
(
h
(
P (v, T )
)− h(pi(T )))∣∣∣∣∣ ≤∑
v∈S
pi(v)2
∣∣∣h(P (v, T ))− h(pi(T ))∣∣∣
≤
∑
v∈S
pi(v)2K1(h)
∣∣P (v, T )− pi(T )∣∣ ≤ K1(h)∑
v∈V
pi(v)2
∣∣P (v, T )− pi(T )∣∣.
Then, applying the Cauchy-Schwarz inequality and Corollary A.2,
∑
v∈V
pi(v)2
∣∣P (v, T )− pi(T )∣∣ ≤
√√√√(∑
v∈V
pi(v)3
)(∑
v∈V
pi(v)
(
P (v, T )− pi(T ))2)
≤ ‖pi‖3/23 λ
√
pi(T )
(
1− pi(T ))
and we obtain the claim.
Remark 3.4. The results of this paper can be extended to voting processes where the sampling
probability is determined by a reversible transition matrix P . This includes voting processes on
edge-weighted graphs G = (V,E,w), where w : E → R denotes an edge weight function. Consider
the transition matrix P defined as follows: P (u, v) = w({u, v})/∑x:{u,x}∈E w({u, x}) for {u, v} ∈ E
and P (u, v) = 0 for {u, v} /∈ E. A weighted functional voting with respect to f is determined by
Pr[v ∈ A′|v ∈ B] = f(P (v,B)) and Pr[v ∈ B′|v ∈ A] = f(P (v,A)). For simplicity, in this paper,
we do not explore the weighted variant and focus on the usual setting where P is the matrix (4)
and its stationary distribution pi is (3).
3.2 Proof of Lemma 2.4
For the first inequality, by substituting V to S of Lemma 3.2, we obtain∣∣∣Qh(V, T )− h(pi(T ))∣∣∣ ≤ K2(h)
2
λ2pi(T )
(
1− pi(T )).
Note that Q(V, T ) = Q(T, V ) = pi(T ) from the reversibility of P . Similarly, we obtain the second
inequality by substituting V to S of Lemma 3.3.
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3.3 Non-symmetric functions
This section is devoted to evaluate E[pi(A′)] and Var[pi(A′)] for non-symmetric f . To be more
specifically, we prove the following.
Lemma 3.5. Consider a functional voting with respect to a C2 function f on a λ-expander graph.
Then, for all A ⊆ V ,∣∣E[pi(A′)]−Hf(pi(A))∣∣ ≤ K2(f)λ(|2pi(A)− 1|+ λ)pi(A)(1− pi(A)).
Lemma 3.6. Consider a functional voting with respect to a C2 function f on a λ-expander graph.
Let g(x) := f(x)(1− f(x)). Then, for all A ⊆ V ,∣∣∣∣Var[pi(A′)]− ‖pi‖22g(12
)∣∣∣∣ ≤ K1(g)(12‖pi‖22 |2pi(A)− 1|+ 2‖pi‖3/23 λ
√
pi(A)
(
1− pi(A))) .
Recall that we use B = V \A for A ⊆ V . Then, it is clear that
E[pi(A′)] = pi(A)−
∑
v∈A
pi(v)f
(
P (v,B)
)
+
∑
v∈B
pi(v)f
(
P (v,A)
)
, (9)
Var[pi(A′)] =
∑
v∈A
pi(v)2g
(
P (v,B)
)
+
∑
v∈B
pi(v)g
(
P (v,A)
)
. (10)
Proof of Lemma 3.5. From Definition 1.1, (6) and (9), we have
E[pi(A′)] = pi(A)−Qf (A,B) +Qf (B,A), (11)
Hf
(
pi(A)
)
= pi(A)− pi(A)f(pi(B))+ pi(B)f(pi(A)). (12)
For notational convenience, for S, T ⊆ V , let
∆f (S, T ) := Qf (S, T )− pi(S)f
(
pi(T )
)− f ′(pi(T ))(Q(S, T )− pi(S)pi(T ))
= Qh(S, T )− pi(S)f
(
pi(T )
)− f ′(pi(T ))(Q(T, S)− pi(T )pi(S)).
The equality follows from the reversibility of P (see Section 3). From Lemma 3.2, we have
|∆f (S, T )| ≤ K2(f)
2
λ2pi(T )
(
1− pi(T )).
Then, combining (11) and (12), we have∣∣∣E[pi(A′)]−Hf(pi(A))∣∣∣
=
∣∣∣Qf (B,A)− pi(B)f(pi(A))−Qf (A,B) + pi(A)f(pi(B))∣∣∣
=
∣∣∣∆f (B,A) + f ′(pi(A))(Q(A,B)− pi(A)pi(B))
−∆f (A,B)− f ′
(
pi(B)
)(
Q(A,B)− pi(A)pi(B))∣∣∣
≤ |∆f (B,A)|+ |∆f (A,B)|+
∣∣∣f ′(pi(A))− f ′(pi(B))∣∣∣∣∣Q(A,B)− pi(A)pi(B)∣∣
≤ K2(f)λ2pi(A)pi(B) +K2(f)
∣∣pi(A)− pi(B)∣∣λpi(A)pi(B).
and we obtain the claim. Note that the last inequality follows from Taylor’s theorem (8) and
Lemma 3.1.
14
Proof of Lemma 3.6. From (7) and (10),
Var[pi(A′)] = Rg(A,B) +Rg(B,A).
Thus, applying Lemma 3.3 yields∣∣∣Var[pi(A′)]− (pi2(A)g(pi(B))+ pi2(B)g(pi(A)))∣∣∣ ≤ 2K1(g)‖pi‖3/23 λ√pi(A)pi(B). (13)
Next, using Taylor’s theorem (8),∣∣∣∣pi2(A)g(pi(B))+ pi2(B)g(pi(A))− ‖pi‖22g(12
)∣∣∣∣
=
∣∣∣∣pi2(A)(g(pi(B))− g(12
))
+ pi2(B)
(
g
(
pi(A)
)− g(1
2
))∣∣∣∣
≤ K1(g)pi2(A)
∣∣∣∣pi(B)− 12
∣∣∣∣+K1(g)pi2(B) ∣∣∣∣pi(A)− 12
∣∣∣∣ = K1(g)‖pi‖22 ∣∣∣∣pi(A)− 12
∣∣∣∣ . (14)
The last equality follows since |pi(A) − 1/2| = |pi(B) − 1/2|. Combining (13) and (14), we obtain
the claim.
4 Proofs of Theorems 1.3 and 1.5
Consider a quasi-majority functional voting with respect to f on an n-vertex λ-expander graph
with degree distribution pi. Let A0, A1, . . . , be the sequence given by the functional voting with
initial configuration A0 ⊆ V . Theorems 1.3 and 1.5 follow from the following lemma.
Lemma 4.1. Consider a quasi-majority functional voting with respect to f on an n-vertex λ-
expander graph with degree distribution pi. Let h(f) := H
′
f (1/2) − 1, c(f) := 1 − H ′f (0) and
K(f) := max{K2(f),K2(Hf )} be three positive constants depending only on f . Then, the following
holds:
(I) Let C1 > 0 be an arbitrary constant and ε : N → R be an arbitrary function satisfying
ε(n) → 0 as n → ∞. Suppose that λ ≤ C1n−1/4, ‖pi‖2 ≤ C1/
√
n and ‖pi‖3 ≤ ε/
√
n.
Then, for any A0 ⊆ V such that |δ(A0)| ≤ c1 log n/
√
n for an arbitrary constant c1 > 0,
|δ(At)| ≥ c1 log n/
√
n within t = O(log n) steps w.h.p.
(II) Suppose that λ ≤ h(f)2K(f) . Then, for any A0 ⊆ V s.t. 2 max{K(f),8}h(f) max{λ2, ‖pi‖2
√
log n}
≤ |δ(A0)| ≤ h(f)K(f) , |δ(At)| ≥ h(f)K(f) within t = O(log |δ(A0)|−1) steps w.h.p.
(III) Let c2, c3 be two arbitrary constants satisfying 0 < c2 < c3 < 1/2 and (f) := minx∈[c2,c3]
(
x−
Hf (x)
)
be a positive constant depending f, c2, c3. Suppose that λ ≤ (f)2K(f) and ‖pi‖2 ≤ (f)4√logn .
Then, for any A0 ⊆ V satisfying c2 ≤ pi(A0) ≤ c3, pi(At) ≤ c2 within constant steps w.h.p.
(IV) Suppose that λ ≤ c(f)2K(f) and ‖pi‖2 ≤ c(f)
2
32K(f)
√
logn
. Then, for any A0 ⊆ V satisfying pi(A0) ≤
c(f)
8K(f) , pi(At) = 0 within t = O(log n) steps w.h.p.
(V) Suppose that H ′f (0) = 0, λ ≤ 110K(f) and ‖pi‖2 ≤ 164K(f)√logn . Then, for any A0 ⊆ V
satisfying pi(A0) ≤ 17K(f) , it holds w.h.p. that pi(At) = 0 within
t = O
(
log logn+
log n
log λ−1
+
log n
log(‖pi‖2
√
log n)−1
)
steps.
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Proof of Theorem 1.3(ii). Since ‖pi‖2 ≥ 1/
√
n, we have |δ(A0)| = Ω(
√
log n/n). This implies that
Phase (II) takes at most O(log n). Thus, we obtain the claim since we can merge Phases (II) to
(IV) by taking appropriate constants c2, c3 in Phase (III).
Proof of Theorem 1.3(i). Under the assumption of Theorem 1.3(i), for any positive constant C, a
positive constant C ′ exists such that C(λ2+‖pi‖2
√
log n) ≤ C ′ logn√
n
. Thus, we can combine Phase (I)
and Theorem 1.3(ii), and we obtain the claim.
Proof of Theorem 1.5. Combining Phases (II), (III) and (V), we obtain the claim.
4.1 Proof of Lemma 4.1
For notational convenience, let
α := pi(A), α′ := pi(A′), αt := pi(At),
δ := δ(A) = 2α− 1, δ′ := δ(A′), δt := δ(At).
4.2 Phase (I): 0 ≤ |δ| ≤ c1 log n/
√
n
We use the following lemma to show Lemma 4.1(I).
Lemma 4.2 (Lemma 4.5 of [11]). Consider a Markov chain (Xt)
∞
t=1 with finite state space Ω and
a function Ψ : Ω → {0, . . . , n}. Let C3 be arbitrary constant and m = C3
√
n log n. Suppose that
Ω,Ψ and m satisfies the following conditions:
(i) For any positive constant h, there exists a positive constant C1 < 1 such that
Pr
[
Ψ(Xt+1) < h
√
n
∣∣Ψ(Xt) ≤ m] < C1.
(ii) Three positive constants γ,C2 and h exist such that, for any x ∈ Ω satisfying h
√
n ≤ Ψ(x) <
m,
Pr [Ψ(Xt+1) < (1 + γ)Ψ(Xt) |Xt = x] < exp
(
−C2 Ψ(x)
2
n
)
.
Then, Ψ(Xt) ≥ m holds w.h.p. for some t = O(log n).
Let us first prove the following lemma concerning the growth rate of |δ|, which we will use in
the proofs of (I) and (II) of Lemma 4.1.
Lemma 4.3. Consider a quasi-majority functional voting with respect to f on an n-vertex λ-
expander graph with degree distribution pi. Let h(f) := H
′
f (1/2)−1 and K(f) := max{K2(f),K2(Hf )}
be positive constants depending only on f . Suppose that λ ≤ h(f)2K(f) . Then, for any A ⊆ V satisfying
2K(f)
h(f)
λ2 ≤ |δ| ≤ h(f)K(f) ,
Pr
[
|δ′| ≤
(
1 +
h(f)
8
)
|δ|
]
≤ 2 exp
(
−h(f)
2δ2
128‖pi‖22
)
.
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Proof. Combining Lemma 3.5 and Taylor’s theorem, we have∣∣∣∣E[δ′]−H ′f (12
)
δ
∣∣∣∣ = 2 ∣∣∣∣E[α′]− 12 −H ′f
(
1
2
)(
α− 1
2
)∣∣∣∣
= 2
∣∣∣∣E [α′]−Hf (α) +Hf (α)−Hf (12
)
−H ′f
(
1
2
)(
α− 1
2
)∣∣∣∣
≤ 2K2(f)λ (|δ|+ λ)α(1− α) +K2(Hf )
(
α− 1
2
)2
≤
(
K(f)
2
λ+
K(f)
4
|δ|
)
|δ|+ K(f)
2
λ2 (15)
Note that Hf (1/2) = 1/2 from the definition. From assumptions of λ ≤ h(f)2K(f) , |δ| ≤ h(f)K(f) and
λ2 ≤ h(f)2K(f) |δ|, we have∣∣∣∣H ′f (12
)
δ
∣∣∣∣− ∣∣E[δ′]∣∣ ≤ ∣∣∣∣H ′f (12
)
δ −E[δ′]
∣∣∣∣ ≤ 34h(f)|δ|.
Hence, it holds that
∣∣E[δ′]∣∣ ≥ ∣∣∣∣H ′f (12
)
δ
∣∣∣∣− 34h(f)|δ| = (1 + h(f))|δ| − 34h(f)|δ| =
(
1 +
h(f)
4
)
|δ|.
We observe that, for any κ > 0,
Pr
[|δ′| ≤ ∣∣E[δ′]∣∣− κ] ≤ 2 exp(− κ2
2‖pi‖22
)
(16)
from Corollary A.4. Note that δ′ =
∑
v∈V pi(v)(2Xv−1) for independent indicator random variables
(Xv)v∈V (see (5) for the definition of Xv). Thus,
Pr
[
|δ′| ≤
(
1 +
h(f)
8
)
|δ|
]
= Pr
[
|δ′| ≤
(
1 +
h(f)
4
)
|δ| − h(f)
8
|δ|
]
≤ Pr
[
|δ′| ≤ ∣∣E[δ′]∣∣− h(f)
8
|δ|
]
≤ 2 exp
(
−h(f)
2δ2
128‖pi‖22
)
and we obtain the claim.
Proof of Lemma 4.1(I). We check the conditions (i) and (ii) of Lemma 4.2 with letting Ψ(A) =
bn|δ(A)|c and m = c1
√
n log n.
Condition (i). First, we show the following claim that evaluates Var[δ′].
Claim 4.4. Under the same assumption as Lemma 4.1(I),
var(f)
n
≤ Var[δ′] ≤ 5C
2
1
n
where var(f) := f(1/2)(1− f(1/2)) is a positive constant depending only on f .
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Proof of the claim. From Lemma 3.6 and assumptions, we have∣∣∣∣Var[δ′]4 − ‖pi‖22g
(
1
2
)∣∣∣∣ = ∣∣∣∣Var[α′]− ‖pi‖22g(12
)∣∣∣∣ ≤ K1(g)(‖pi‖22 |δ|2 + ‖pi‖3/23 λ
)
≤ K1(g)
n
(
C21c1
log n√
n
+ C1
3/2
)
=
1
n
· o(1).
Note that Var[δ′] = Var[2α′ − 1] = 4 Var[α′]. Since ‖pi‖22 ≥ 1/n, we have
var(f)
n
≤ 4var(f)− o(1)
n
≤ Var[δ′] ≤ 4C
2
1 + o(1)
n
≤ 5C
2
1
n
.
From Corollary A.6 with letting Yv = pi(v)(2Xv − 1), we have
Pr
[∣∣δ′∣∣ ≤ x√var(f)
n
]
≤ Pr
[∣∣δ′∣∣ ≤ x√Var[δ′]] ≤ Φ(x) + 5.6‖pi‖33
Var[δ′]3/2
≤ Φ(x) + 5.6 
3
n3/2
· n
3/2
var(f)3/2
= Φ(x) + o(1) (17)
for any x ∈ R, where Φ(x) = 1√
2pi
∫ x
−∞ e
−y2/2dy. Thus, for any constant h > 0, there exists some
constant C > 0 such that
Pr[Ψ(A′) < h
√
n | Ψ(A) ≤ m] < C,
which verifies the condition (i).
Condition (ii). Set h = 2K(f)h(f) C
2
1 and assume h
√
n ≤ Ψ(A) < m. Then
2K(f)
h(f)
λ2n ≤ 2K(f)
h(f)
C21
√
n = h
√
n ≤ Ψ(A) ≤ |δ|n = o(n).
Thus, we can apply Lemma 4.3 and positive constants γ,C exist such that, for any h
√
n ≤ Ψ(A) ≤
c1
√
n log n,
Pr[Ψ(A′) < (1 + γ)Ψ(A)] < exp
(
−CΨ(A)
2
n
)
.
Note that ‖pi‖22 = Θ(1/n) from the assumption. This verifies the condition (ii).
Thus, we can apply Lemma 4.2 and we obtain the claim.
4.3 Phase (II): 2 max{K(f),8}
h(f)
max{λ2, ‖pi‖2
√
log n} ≤ |δ| ≤ h(f)
K(f)
Proof of Lemma 4.1(II). Since |δ| ≥ 16h(f)‖pi‖2
√
log n from assumptions, applying Lemma 4.3 yields
Pr
[
|δ′| ≤
(
1 +
h(f)
8
)
|δ|
]
≤ 2
n2
.
Thus, it holds with probability larger than (1 − 2/n2)t that |δt| ≥
(
1 + h(f)8
)t |δ0| and we obtain
the claim by substituting t = O(log |δ0|−1).
18
4.4 Phase (III): 0 < c2 ≤ α ≤ c3 < 1/2
Proof of Lemma 4.1(III). We first observe that, for any κ > 0,
Pr
[∣∣α′ −E[α′]∣∣ ≥ κ‖pi‖2√log n] ≤ 2n−2κ (18)
from Lemma A.3. Note that α′ =
∑
v∈V pi(v)Xv for independent indicator random variables
(Xv)v∈V . Hence, applying Lemma 3.5 yields∣∣α′ −Hf (α)∣∣ ≤ ∣∣α′ −E[α′]∣∣+ ∣∣E[α′]−Hf (α)∣∣ ≤ ‖pi‖2√log n+ K2(f)
4
(|δ|+ λ)λ (19)
with probability larger than 1 − 2/n2. Then, for any α ∈ [c2, c3], it holds with probability larger
than 1− 2/n2 that
α′ ≤ Hf (α) + K(f)
2
λ+ ‖pi‖2
√
log n ≤ α− (f) + (f)
4
+
(f)
4
≤ α− (f)
2
.
Thus, for α0 ∈ [c2, c3], αt ≤ c2 within t = 2(c3 − c2)/(f) = O(1) steps w.h.p.
4.5 Phase (IV): 0 ≤ α ≤ c(f)
8K(f)
We show the following lemma which is useful for proving (IV) and (V) of Lemma 4.1.
Lemma 4.5. Let  ∈ (0, 1] be an arbitrary constant. Consider functional voting on an n-vertex
connected graph with degree distribution pi. Suppose that, for some α∗ ∈ [0, 1] and K ∈ [0, 1− ],
E[α′] ≤ Kα
for any A ⊆ V satisfying α ≤ α∗ and ‖pi‖2 ≤ α∗2√logn . Then, for any A0 ⊆ V satisfying α0 ≤ α∗,
αt = 0 w.h.p. within O
(
logn
logK−1
)
steps.
Proof. For any α ≤ α∗, from (18) and assumptions of E[α′] ≤ α and ‖pi‖2 ≤ α∗2√logn , it holds with
probability larger than 1− 2/n4 that
α′ ≤ E[α′] + 2‖pi‖2
√
log n ≤ Kα+ α∗ ≤ (1− )α∗ + α∗ = α∗.
Thus, for any α0 ≤ α∗, we have
E[αt] =
∑
x≤a∗
E [αt|αt−1 = x] Pr [αt−1 = x] +
∑
x>a∗
E [αt|αt−1 = x] Pr [αt−1 = x]
≤
∑
x≤a∗
KxPr [αt−1 = x] + Pr [αt−1 > a∗] ≤ K E[αt−1] + 2t
n4
≤ · · · ≤ Ktα0 + 2t
2
n4
≤ Kt + 2t
2
n4
.
This implies that, E[αt] = O(n
−3) within t = O
(
logn
logK−1
)
steps. Let pimin := minv∈V pi(v) ≥
1/(2|E|) ≥ 1/n2. Markov inequality yields
Pr[αt = 0] = 1−Pr[αt ≥ pimin] ≥ 1− E[αt]
pimin
= 1−O(1/n)
and we obtain the claim.
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Proof of Lemma 4.1 of (IV). Combining Lemma 3.5 and Taylor’s theorem,∣∣E[α′]−H ′f (0)α∣∣ = ∣∣E[α′]−Hf (α) +Hf (α)−Hf (0)−H ′f (0)(α− 0)∣∣
≤ K2(f)λ (|δ|+ λ)α(1− α) + K2(Hf )
2
α2
≤ 2K(f)λα+ K(f)
2
α2. (20)
Hence, for any α ≤ c(f)8K(f) , we have
E[α′] ≤
(
H ′f (0) + 2K(f)λ+
K(f)
2
α
)
α
≤
(
1− c(f) + c(f)
4
+
c(f)
4
)
α =
(
1− c(f)
2
)
α.
Letting  = c(f)/2, K = 1− c(f)/2 and α∗ = c(f)8K(f) , from the assumption, ‖pi‖2 ≤ c(f)
2
32K(f)
√
logn
=
α∗
2
√
logn
. Thus, we can apply Lemma 4.5 and we obtain the claim.
4.6 Phase (V): H ′f (0) = 0 and 0 ≤ α ≤ 17K(f)
Proof of Lemma 4.1(V). In this case, from (20),
E[α′] ≤ 2K(f)λα+ K(f)
2
α2. (21)
We consider the following two cases.
Case 1. max
{
λ,
√
‖pi‖2
√
logn
K(f)
}
≤ α ≤ 17K(f) : In this case, combining (18) and (21), it holds with
probability larger than 1− 2/n2 that
α′ ≤
(
2K(f)λ
α
+
K(f)
2
+
‖pi‖2
√
log n
α2
)
α2 ≤ 7K(f)
2
α2.
Applying this inequality iteratively, for any α0 ≤ 7K(f)−1,
αt ≤ 7K(f)
2
α2t−1 ≤ · · · ≤
2
7K(f)
(
7K(f)
2
α0
)2t
≤ 2
7K(f)22t
.
holds with probability larger than (1 − 2/n2)t. This implies that, within t = O(log log n) steps,
αt ≤ max
{
λ,
√
‖pi‖2
√
logn
K(f)
}
w.h.p. Note that max
{
λ,
√
‖pi‖2
√
logn
K(f)
}
≥
√
‖pi‖2
√
logn
K(f) ≥
√√
logn/n
K(f)
since ‖pi‖22 ≥ 1/n.
Case 2. α ≤ max
{
λ,
√
‖pi‖2
√
logn
K(f)
}
: Set α∗ = max
{
λ,
√
‖pi‖2
√
logn
K(f)
}
≥
√
‖pi‖2
√
logn
K(f) , K =
5K(f)
2 λ+
1
2
√
K(f)‖pi‖2
√
log n and  = 1/4. Then, from λ ≤ 110K(f) and ‖pi‖2 ≤ 164K(f)√logn ,
‖pi‖2 = (
√
‖pi‖2)2 ≤
√‖pi‖2
8
√
K(f)
√
log n
=
√
‖pi‖2
√
log n
K(f)

2
√
log n
≤ α∗
2
√
log n
,
K ≤ 1
2
+
1
16
≤ 1− ,
E[α′] ≤
(
2K(f)λ+
K(f)
2
α
)
α ≤
(
2K(f)λ+
K(f)
2
λ+
1
2
√
K(f)‖pi‖2
√
log n
)
α = Kα.
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K ≤ 1/4 + 1/2 = 3/4. Thus, applying Lemma 4.5, we obtain the claim.
5 Proof of Theorem 1.4
This section is devoted to prove Theorem 1.4. In particular, we show the following theorem.
Theorem 5.1. Let C > 0 be an arbitrary constant. Consider a quasi-majority functional vot-
ing with respect to f on an n-vertex λ-expander graph with degree distribution pi. Suppose that
max{λ, ‖pi‖2} ≤ n−C . Then, for any A ⊆ V satisfying |δ(A)| ≤ n−C , Tcons(A) = Ω(logn) w.h.p.
Proof of Theorem 5.1. From (15),∣∣E[δ′]∣∣ ≤ H ′f (12
)
|δ|+
(
K(f)
2
λ+
K(f)
4
|δ|
)
|δ|+ K(f)
2
λ2
≤
(
1 + h(f) +
3K(f)
4
)
|δ|+K(f)λ2.
Recall that δ′ =
∑
v∈V (2piv − 1) for independent indicator random variables (Xv)v∈V (5). Thus,
for any κ > 0,
Pr
[∣∣δ′∣∣ ≥ ∣∣E[δ′]∣∣+ κ] ≤ exp(− κ2
2‖pi‖22
)
from Corollary A.4. Hence, it holds with probability larger than 1− 2/n2 that
|δ′| ≤ c|δ|+K(f)λ2 + 2‖pi‖2
√
log n,
where we put c := 1 + h(f) +
3K(f)
4 > 1. Then, applying this inequality iteratively with t =
(C/2) logc n steps,
|δt| ≤ c|δt−1|+K(f)λ2 + 2‖pi‖2
√
log n
≤ · · · ≤ ct|δ0|+ tct
(
K(f)λ2 + 2‖pi‖2
√
log n
)
≤ n
C/2
nC
+ nC/2 logc n
C/2
(
K(f)
n2C
+
2
√
log n
nC
)
= o(1)
w.h.p., and we obtain the claim. Note that we use our assumptions of |δ0|,maxλ, ‖pi‖2 ≤ n−C in
the last inequality.
6 Proof of Theorem 1.7
We show Theorem 1.7. The proof is almost same as the one given in Section 4 but we need some
special care. We assume k = ω(1) and thus k is sufficiently large. Consider best-of-(2k + 1) on
an n-vertex λ-expander graph with degree distribution pi. Suppose that the graph satisfies the
conditions of Theorem 1.7. Let A0, A1, . . . , be the sequence given by the best-of-(2k + 1) with
initial configuration A0 ⊆ V . For notational convenience, let
α := pi(A), α′ := pi(A′), αt := pi(At),
δ := δ(A) = 2α− 1, δ′ := δ(A′), δt := δ(At).
The dynamics of best-of-(2k + 1) are divided into four phases. More specifically, we prove the
following key result that corresponds to Lemma 4.1.
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Lemma 6.1. Consider best-of-(2k + 1) on an n-vertex λ-expander graph with degree distribution
pi. Suppose that the graph satisfies the conditions of Theorem 1.7. Then, the following holds:
(I) For any A0 ⊆ V satisfying |δ0| ≤ 300C log n/
√
n , |δt| ≥ 300C log n/
√
n within t = O(log n/ log k)
steps w.h.p.
(II) For any A0 ⊆ V satisfying |δ0| satisfying 300C log n/
√
n ≤ |δ0| ≤ 1.25√k , |δt| >
1.25√
k
within
t = O(log n/ log k) steps w.h.p.
(III) For any A0 ⊆ V satisfying 1.25√k ≤ |δ0| ≤ 0.9, |δ1| > 0.9 w.h.p.
(IV) For any A0 ⊆ V satisfying 0.9 ≤ |δ0| < 1, |δt| = 1 (or equivalently, the voting process reaches
consensus) within t = O(log n/ log k) steps w.h.p.
Proof of Theorem 1.7 using Lemma 6.1. Theorem 1.7 is straightforward from Lemma 6.1. For any
initial configuration A0 ⊆ V , A0 satisfies one of (I) to (IV). If A0 satisfies (IV), the consensus time is
O(log n/ log k). Otherwise, from Lemma 6.1, for some t = O(log n/ log k), At satisfies |δ(At)| > 0.9
and then apply Lemma 6.1(IV).
The rest of this section is devoted to prove Lemma 6.1. We begin with preparing useful facts
concerning with best-of-(2k + 1). Let f2k+1 be the betrayal function of best-of-(2k + 1). Then, we
have ∣∣∣∣f ′2k+1(12
)∣∣∣∣ = (2k + 1)(2kk
)
4−k ≥ 1.05
√
k,
|f ′2k+1(x)| ≤
∣∣∣∣f ′2k+1(12
)∣∣∣∣ ≤ 3√pi√k ≤ 2√k,
|f ′′2k+1(x)| ≤
∣∣∣∣f ′′2k+1(12 + 12√2k − 1
)∣∣∣∣ < 1.6k
for sufficiently large k. Here, we used 4
k√
pik
(
1− 18k
) ≤ (2kk ) ≤ 4k√pik .
From Lemma 2.3 and Lemma 3.6 (note that f2k+1(x) satisfies f2k+1(x) + f2k+1(1− x) = 1), it
holds for all A ⊆ V that∣∣E[α′]− f2k+1(α)∣∣ ≤ 0.4kλ(δ + λ)α(1− α) (22)∣∣Var[α′]− g2k+1(1/2)‖pi‖22∣∣ ≤ 2√k(‖pi‖222 |δ|+ λ‖pi‖3/23
)
, (23)
where g2k+1(x) = f(x)(1−f(x)). Note that g′2k+1(x) = f ′2k+1(x)(1−2f2k+1(x)) satisfies |g′2k+1(x)| ≤
|f ′2k+1(x)| ≤ 2
√
k. Thus, from the Hoeffding bound (Lemma A.3), it holds w.h.p. that
|α′ − f2k+1(α)| ≤ 0.4kλ2α(1− α) + ‖pi‖2
√
log n
≤ 0.4kλ2α(1− α) +
√
C log n
n
. (24)
On the other hand, it is routine to check the following facts.
λ
√
k‖pi‖33 = o(n−1), (25)
1
n
≤ ‖pi‖22 ≤
C
n
, (26)
kλ2 = O(1/
√
n). (27)
We begin with proving the following result that corresponds to Lemma 4.3.
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Lemma 6.2. There exists constants h, c > 0 such that, for any A ⊆ V satisfying h/√nk ≤ |δ| ≤
1.25/
√
k,
Pr[|δ′| < 0.025
√
k|δ|] ≤ exp (−cknδ2) .
Proof. Let h be a sufficiently large constant and let A ⊆ V be a configuration satisfying h√
kn
≤
|δ| ≤ 1.25√
k
. From (22), (27) and Taylor’s theorem, we have
|E[δ′]| ≥
∣∣∣∣2f2k+1(12 + δ2
)
− 1
∣∣∣∣− 0.4kλ2α(1− α)
≥ f ′2k+1
(
1
2
)
|δ| − max
0≤z≤1
|f ′′2k+1(z)|
δ2
2
− 0.1kλ2
≥ 0.05
√
k|δ|+ (
√
k|δ| − 0.8kδ2)− 0.1kλ2
≥ 0.05
√
k|δ|+ 0.01h√
n
− 0.1kλ2
≥ 0.05
√
k|δ|.
In the fourth inequality, note that
√
k|δ| ≥ 0.8kδ2 holds if |δ| ≤ 1.25/√k. In the last inequality,
we used λ = O(k−0.5n−0.25) and thus kλ2 = O(1/
√
n) ≤ 0.01h/√n for sufficiently large constant
h. Then, from Corollary A.4, we have
Pr[|δ′| < 0.025
√
k|δ|] ≤ Pr [|δ′| < 0.5|E[δ′]|]
≤ 2 exp
(
−0.5|E[δ
′]|2
‖pi‖22
)
≤ exp (−cknδ2)
for some suitable constant c > 0. In the last inequality, we used (26).
6.1 Phase (I): 0 ≤ |δ| ≤ 300C log n/√n
In this part, we show Lemma 6.1(I). The proof is almost same as that of Lemma 4.1(I) that
is presented in Section 4.2. The difference is that we use the following result, which is a slight
modification of Lemma 4.2.
Lemma 6.3 (Modification of Lemma 4.2). Consider a Markov chain (Xt)
∞
t=1 with finite state
space Ω and a function Ψ : Ω → [0, n]. Let C1 be an arbitrary constant and m = C1
√
n log n. Let
k = k(n) be a function such that k(n) → ∞ as n → ∞. Suppose that Ω,Ψ and m satisfies the
following conditions:
(i) For any positive constant h, there exists a positive constant C2 < 1 such that
Pr
[
Ψ(Xt+1) < h
√
n
k
∣∣∣∣Ψ(Xt) ≤ m] < C2√k .
(ii) Three positive constants C3, C4 and h exist such that, for any x ∈ Ω satisfying h
√
n/k ≤
Ψ(x) < m,
Pr
[
Ψ(Xt+1) < C3
√
kΨ(Xt)
∣∣∣Xt = x] < exp(−C4kΨ(x)2
n
)
.
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Then, Ψ(Xt) ≥ m holds w.h.p. for some t = O(log n/ log k).
We prove Lemma 6.3 in Section 6.5. Lemma 6.1(I) is immediate from Lemma 6.3 with letting
Ψ(A) = n|δ| and C1 = 300C. Hence, it suffices to verify the conditions (i) and (ii).
Condition (i). First we evaluate the variance Var[δ′].
Claim 6.4. Under the same assumption as Lemma 6.1(I),
Var[δ′] ≥ 0.99
n
.
Proof of the claim. Note that Var[δ′] = 4 Var[α′]. From (23), we can evaluate the variance Var[α′]
as follows:
Var[α′] ≥ g2k+1(1/2)‖pi‖22 −
√
k|δ|‖pi‖22 − 2
√
kλ‖pi‖3/23
≥ 1
4n
− 3
√
k
(
300C2
√
log n
n3
+ λ‖pi‖3/23
)
(from (26))
=
1− o(1)
4n
(since k = o(log n/n)) and (25))
≥ 0.99
4n
.
From Corollary A.6, for any positive real x, we have
Pr
[
|δ′| ≤ x
√
0.99
n
]
≤ Φ(x) + 5.6‖pi‖
3
3
Var[δ′]3/2
= Φ(x) + o(1),
where Φ(x) = 1√
2pi
∫ x
−∞ e
−y2/2dy (see (17)). This yields the condition (i).
Condition (ii). This condition directly follows Lemma 6.2 by substituting |δ| = Ψ(A)n .
6.2 Phase (II): 300C log n/
√
n ≤ |δ| ≤ 1.25/√k
Since |δ| ≥ 300C log n/√n, from Lemma 6.2, we have
Pr[|δ′| < 0.025
√
k|δ|] ≤ exp
(
−ckn(log n)
2
n
)
≤ n−2
if k is sufficiently large. Thus, we have |δt| ≥ (0.025
√
k)t ·300C log n/√n with probability (1−n−2)t.
Therefore, for some t = O(log n/ log k), |δt| ≥ 1.25/
√
k with probability 1− n−1.9.
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6.3 Phase (III): 1.25/
√
k < |δ| ≤ 0.9
We may assume that δ ≥ 0 without loss of generality (otherwise, consider Ac). From (24), we have
δ′ ≥ 2f2k+1
(
1
2
+
δ
2
)
− 1− 0.4kλ2 − 2
√
K log n
n
≥ 2f2k+1
(
1
2
+
δ
2
)
− 1− o(1).
We claim that 2f2k+1
(
1
2 +
δ
2
) − 1 > 0.9 during this phase (for sufficiently large n and k). Let
Bin(N, p) denote the random variable of binomial distribution with N trials and probability p.
Then, from the definition of f2k+1, it holds that
f2k+1
(
1
2
+ δ
)
= Pr
[
Bin
(
2k + 1,
1
2
+ δ
)
≥ k + 1
]
= 1−Pr
[
Bin
(
2k + 1,
1
2
+ δ
)
≤ k
]
. (28)
Let µ = (2k + 1)(1/2 + δ) be the expectation of Bin(2k + 1, 1/2 + δ). Then, since µ− k ≥ 2kδ, we
have
Pr
[
Bin
(
2k + 1,
1
2
+ δ
)
≤ k
]
≤ Pr
[
Bin
(
2k + 1,
1
2
+ δ
)
≤ µ− (µ− k)
]
≤ Pr
[
Bin
(
2k + 1,
1
2
+ δ
)
≤ µ− 2kδ
]
≤ exp(−2kδ2). (29)
In the third inequality, we applied the Hoeffding bound (Lemma A.3). If δ ≥ 1.25√
k
, by combining
(28) and (29), we obtain
f2k+1
(
1
2
+ δ
)
≥ 1− exp(−2kδ2)
≥ 1− e−3.125
> 0.92.
Thus, from (24), δ′ ≥ 0.92− o(1) > 0.9 holds w.h.p.
6.4 Phase (IV): 0.9 < |δ| ≤ 1
We may assume pi(A0) ≤ 0.1 without loss of generality. We claim that pi(At) < 1n2 for some
t = O(log n/ log k), which implies At = ∅ (since pi(S) ≥ 12m ≥ 1n2 whenever S 6= ∅).
Observe that
f2k+1(x) =
2k+1∑
i=k+1
(
2k + 1
i
)
xi(1− x)2k+1−i
≤ (4x)k
≤ x
4k
25
whenever x ≤ 0.1 ≤ 4−1(16k)1/(k−1) with k ≥ 2. Therefore, from (22), we have
E[α′] ≤
(
1
4k
+ 0.4kλ2
)
α.
From (24) and the upper bound of E[α′] above, it holds with probability 1−O(n−3) that α′ ≤ 0.9
conditioned on α ≤ 0.1. Thus,
E[pi(At)] ≤
(
1
4k
+ 0.4kλ2
)t
+ n−3+o(1) ≤ n−3+o(1)
for some t = O(log n/ log k+ log n/ log λ−1) = O(log n/ log k) (note that λ−1 = Ω(n1/4) from (27)).
For this t, we have Pr[At 6= ∅] ≤ Pr[pi(At) ≥ n−2] ≤ n2 E[pi(At)] = O(n−1). This completes the
proof of Lemma 6.1 as well as Theorem 1.7.
6.5 Proof of Lemma 6.3
The proof is essentially given in [11]. By inspecting the proof of [11] with evaluating constant terms
carefully, we obtain Lemma 6.3. For completeness, let us present it here.
Let m = C1
√
n log n. Let τ = inf{t ∈ N : Ψ(Xt) ≥ m} and {τ(i)}i∈N be the hitting times
defined as {
τ(0) = 0,
τ(i) = inft∈N{t : τ(i− 1) < t < τ, f(Xt) ≥ h
√
n/k}.
Let R1, R2, . . . be the sequence of random variables defined as Ri = Xτ(i). It is shown in [11] that
• The sequence (Ri)i∈N is a Markov chain.
• The sequence (Ri)i∈N satisfies
Pr[Ψ(Ri+1) < C3
√
kΨ(Ri)|Ri = x] < exp
(
−C4kΨ(x)
2
n
)
for any x ∈ Ω that h√n/k ≤ Φ(x) < m.
We claim that Ψ(Ri) ≥ m for some i = O(log n/ log k). To prove this, we use the Markov
inequality. Fix a state x ∈ Ω such that h√n/k ≤ Ψ(x) < m for a sufficiently large constant h. Let
Yi = exp(−Ψ(Ri)√n ) for each i. Let y = exp(−
Ψ(x)√
n
) and z = z(x) =
√
kΨ(x)√
n
≥ h for x ∈ Ω. Note that
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ez = y−
√
k. Then, we have
E[Yi+1|Ri = x]
≤ Pr[Ψ(Ri+1) < C3
√
kΨ(x)] + Pr[Ψ(Ri+1) ≥ C3
√
kΨ(x)] · exp
(
−C3
√
k
Ψ(x)√
n
)
≤ exp
(
−C4kΨ(x)
2
n
)
+ exp
(
−C3
√
kΨ(x)√
n
)
= exp
(−C4z2)+ exp (−C3z)
= y−
C3
2
√
k
(
exp
(
C3
2
z − C4z2
)
+ exp
(
−C3
2
z
))
≤ 1
2
y
C3
2
√
k (since z ≥ h is sufficiently large and C2 > 1)
≤
{
1
2 if
1
2 < yi ≤ 1,
y
C3
√
k
if yi ≤ 12 .
In the second part of the last inequality, we assume that k ≥ 2; hence, it holds that ra ≤ ra for
0 ≤ r ≤ 12 if a ≥ 2. Note that for each i ≥ 1, the random variable Ψ(Ri) = Ψ(Xτ(i)) satisfies
h
√
n/k ≤ Ψ(Ri) < m. Then, we have
E[Yi] ≤ 1
2
(
1
C3
√
k
)i−2
and thus, by the Markov inequality,
Pr[Ψ(Ri) < m] = Pr
[
Yi > exp
(
− m√
n
)]
≤ exp
(
m√
n
)
1
2
(
1
C3
√
k
)i−2
=
nC1
2(C3
√
k)i−2
≤ n−1
for i = bC5 log n/ log kc for some constant C5 that depends on C1 and C3.
Finally, we consider τ(bC5 log n/ log kc). Let W0,W1, . . . be binary random variables defined as
Wt =
{
1 if Ψ(Xt) ≥ h
√
n
k ,
0 otherwise.
Note that Pr[τ(T1) ≥ T2] = Pr[
∑T2
t=1Wt ≤ T1]. Let Wˆ0, Wˆ1, . . . be i.i.d. binary random variables
such that E[Wˆt] = 1 − C1√k . From the condition (i), for every T , the sum
∑T
t=1 Wˆt has stochastic
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dominance over
∑T
t=1Wt.Therefore, setting T1 = bC4 lognlog k c and T2 = d2C4 lognlog k e, we obtain
Pr
[
τ
(⌊
C5 log n
log k
⌋)
≥ T2
]
= Pr
[
T2∑
t=1
Wt ≤
⌊
C5 log n
log k
⌋]
≤ Pr
[
T2∑
t=1
Wt ≤ C5 log n
log k
]
≤ Pr
[
T2∑
t=1
Wˆt ≤ C5 log n
log k
]
≤ Pr
[
T2∑
t=1
(1− Wˆt) ≥ T2 − C5 log n
log k
]
≤ Pr
[
T2∑
t=1
(1− Wˆt) ≥ C5 log n
log k
]
≤ 2T2
(
C1√
k
)C5 logn
log k
≤ nO(1/ log k)−C52 .
In the fifth inequality, we used the union bound over the choice for Wˆt. Note that 1− Wˆt = 1 with
probability C1√
k
.
7 Conclusion
In this paper we propose functional voting as a generalization of several known voting processes.
We show that the consensus time is O(log n) for any quasi-majority functional voting on O(n−1/2)-
expander graphs with balanced degree distributions. This result extends previous works concerning
voting processes on expander graphs. Possible future direction of this work includes
1. Does O(log n) worst-case consensus time holds for quasi-majority functional voting on graphs
with less expansion (i.e., λ = ω(n−1/2))?
2. Is there some relationship between best-of-k and Majority?
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A Tools
Lemma A.1 (Lemma 3 of [17]). Suppose that P is reversible. Then, for any S ⊆ V ,∣∣∣∣∣∑
v∈V
pi(v)P (v, S)2 − pi(S)2
∣∣∣∣∣ ≤ λ2pi(S)(1− pi(S)).
Corollary A.2. Suppose that P is reversible. Then, for any S ⊆ V ,∑
v∈V
pi(v)
(
P (v, S)− pi(S))2 ≤ λ2pi(S)(1− pi(S)).
Proof. Since Q(V, S) = Q(S, V ) = pi(S) for any reversible P and S ⊆ V , we have∑
v∈V
pi(v)
(
P (v, S)− pi(S))2 = ∑
v∈V
pi(v)P (v, S)2 + pi(S)2 − 2pi(S)Q(V, S)
=
∑
v∈V
pi(v)P (v, S)2 − pi(S)2 ≤ λ2pi(S)(1− pi(S)).
Here, we invoked Lemma A.1 in the last inequality.
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Lemma A.3 (The Hoeffding bound (see, e.g., Theorem 10.9 of [22])). Let Y1, Y2, . . . , Yn be in-
dependent random variables. Assume that each Yi takes values in a real interval [ai, bi] of length
ci := bi − ai. Let Y =
∑n
i=1 Yi. Then, for any κ > 0,
Pr [Y ≥ E[Y ] + κ] ≤ exp
(
− 2κ
2∑n
i=1 c
2
i
)
,
Pr [Y ≤ E[Y ]− κ] ≤ exp
(
− 2κ
2∑n
i=1 c
2
i
)
.
Corollary A.4. Let Y1, Y2, . . . , Yn be independent random variables. Assume that each Yi takes
values in a real interval [ai, bi] of length ci := bi − ai. Let Y =
∑n
i=1 Yi. Then, for any κ > 0,
Pr [|Y | ≥ |E[Y ]|+ κ] ≤ 2 exp
(
− 2κ
2∑n
i=1 c
2
i
)
,
Pr
[|Y | ≤ ∣∣E[Y ]∣∣− κ] ≤ 2 exp(− 2κ2∑n
i=1 c
2
i
)
.
Proof. For the first inequality, it is straightforward to see that
Pr [|Y | ≥ |E[Y ]|+ κ] = Pr [|Y | − |E[Y ]| ≥ κ] ≤ Pr [|Y −E[Y ]| ≥ κ]
≤ 2 exp
(
− 2κ
2∑n
i=1 c
2
i
)
.
Note that |x| − |y| ≤ |x− y| for any x, y ∈ R. Similarly, it holds that
Pr [|Y | ≤ |E[Y ]| − κ] = Pr [|E[Y ]| − |Y | ≥ κ] ≤ Pr [|E[Y ]− Y | ≥ κ]
≤ 2 exp
(
− 2κ
2∑n
i=1 c
2
i
)
,
and we obtain the claim.
Lemma A.5 (Berry-Esseen theorem (see, e.g., [38])). Let Y1, Y2, . . . , Yn be independent random
variables such that E[Yi] = 0, E[Y
2
i ] > 0, E[|Yi|3] < ∞ for all i ∈ [n], and
∑n
i=1 E[Y
2
i ] = 1. Let
Y =
∑n
i=1 Yi and Φ(x) =
1√
2pi
∫ x
−∞ e
−y2/2dy (the cumulative distribution function of the standard
normal distribution). Then
sup
x∈R
∣∣Pr [Y ≤ x]− Φ(x)∣∣ ≤ 5.6 n∑
i=1
E[|Yi|3].
Corollary A.6. Let Y1, Y2, . . . , Yn be independent random variables, c = (c1, . . . , cn) ∈ Rn be a
vector, and Y =
∑n
i=1 Yi. Suppose that, for all i ∈ [n], |Yi −E[Yi]| ≤ ci <∞ and Var[Y ] > 0. Let
Φ(x) = 1√
2pi
∫ x
−∞ e
−y2/2dy. Then, for any positive x ∈ R,
Pr
[
|Y | ≤ x
√
Var[Y ]
]
≤ Φ(x) + 5.6‖c‖
3
3
Var[Y ]3/2
.
Proof. For each i ∈ [n], let
Zi :=
Yi −E[Yi]√
Var[Y ]
, Z :=
∑
i∈[n]:E[Z2i ]>0
Zi =
∑
i∈[n]
Zi.
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Note that E[Z2i ] = 0 ⇐⇒
∑
z z
2 Pr[Zi = z] = 0 ⇐⇒ Pr[Zi = 0] = 1. For all i ∈ {j ∈
[n] : E[Z2j ] > 0}, it is easy to check that E[Zi] = 0, E[Z2i ] > 0, and E[|Zi|3] ≤ c
3
i
Var[Y ]3/2
< ∞.
Furthermore,
∑
i∈[n]:E[Z2i ]>0
E[Z2i ] =
∑
i∈[n]
E[Z2i ] =
∑
i∈[n] E[(Yi −E[Yi])2]
Var[Y ]
= 1.
Thus, we can apply Lemma A.5 to Z and it holds that∣∣∣∣∣Pr
[
Y −E[Y ]√
Var[Y ]
≤ x
]
− Φ(x)
∣∣∣∣∣ =
∣∣∣∣∣Pr
[
n∑
i=1
Zi ≤ x
]
− Φ(x)
∣∣∣∣∣ = |Pr [Z ≤ x]− Φ(x)|
≤ 5.6
∑
i∈[n]:E[Z2i ]>0
E[|Zi|3]
≤ 5.6
n∑
i=1
c3i
Var[Y ]3/2
=
5.6‖c‖33
Var[Y ]3/2
. (30)
Next we observe that
Pr
[
|Y | ≥ x
√
Var[Y ]
]
= Pr
[
Y ≥ x
√
Var[Y ]
]
+ Pr
[
Y ≤ −x
√
Var[Y ]
]
(31)
holds. If E[Y ] ≥ 0, we have
Pr
[
|Y | ≥ x
√
Var[Y ]
]
≥ Pr
[
Y ≥ x
√
Var[Y ] + E[Y ]
]
≥ 1−Pr
[
Y −E[Y ] ≤ x
√
Var[Y ]
]
≥ 1− Φ(x)− 5.6‖c‖
3
3
Var[Y ]3/2
from (30). Similarly, if E[Y ] ≤ 0, (30) yields
Pr
[
|Y | ≥ x
√
Var[Y ]
]
≥ Pr
[
Y ≤ −x
√
Var[Y ] + E[Y ]
]
= Pr
[
Y −E[Y ] ≤ −x
√
Var[Y ]
]
≥ Φ(−x)− 5.6‖c‖
3
3
Var[Y ]3/2
.
Thus, the claim holds for both cases. Note that Φ(−x) = 1− Φ(x) holds.
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