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Abstract
We calculate basic values of the double sine function. The algebraicity for some special values is proved.
Its behavior in the fundamental domain is also studied. Especially we show that it has just two extremes: one
relative maximum and one relative minimum. Asymptotic formulas for these extremal values are proved.
© 2006 Elsevier Inc. All rights reserved.
MSC: 11M06
Keywords: Double sine function; Double Hurwitz zeta function; Extremal value; Algebraicity
1. Introduction
The double sine function was discovered by Hölder [H] in 1886 as a generalization of the












Hölder proved basic properties of F(x) containing the periodicity and the multiplication for-
mula. About ninety years later, Shintani [S] constructed the normalized double sine function
F(x, (ω1,ω2)) to investigate Kronecker’s Jugendtraum for real quadratic fields. Hölder’s double
* Corresponding author.
E-mail addresses: koyama@tmtv.ne.jp (S. Koyama), kurokawa@math.titech.ac.jp (N. Kurokawa).0022-314X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2006.07.010
S. Koyama, N. Kurokawa / Journal of Number Theory 123 (2007) 204–223 205sine function F(x) is expressed by Shintani’s double sine function as F(x) = F(1 − x, (1,1)).
We studied these double sine functions in previous papers [K1,K2,K3,K4,KK1,KK2,KK3,KK4,
KK5,KK6,KW1,KW2] with various applications and generalizations. We refer to an excellent
survey of Manin [M] for multiple zeta functions including the double sine function. There also
exists a physical application such as Jimbo and Miwa [JM]. Thus, the double sine function is
an important mathematical object, but its study is still in a primitive stage. For example, we
do not know the precise behaviors concerning extremal values. In this paper we investigate
this basic problem. The difficulty of this problem is coming from the fact that we do not have
sufficient knowledge about the derivatives of the double sine function in general. We refer to
[KK1,KW1,K3] for related results.
For later use, we recall the general construction of normalized multiple sine functions fol-
lowing [K1,K2,KK1]. The normalized multiple sine function of period ω = (ω1, . . . ,ωr) for









(m1ω1 + · · · + mrωr − x)
)(−1)r−1
,
where the zeta regularized product
∏∐
of Deninger [D] is used. Alternatively, Sr(x,ω) is written
as
Sr(x,ω) = r(x,ω)−1r(ω1 + · · · + ωr − x,ω)(−1)r
















ζr (s, x,ω) =
∞∑
n1,...,nr=0
(n1ω1 + · · · + nrωr + x)−s
is the multiple Hurwitz zeta function defined by Barnes [B]. The case r = 1 is reduced to the
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r(x) = r
(





x, (1, . . . ,1)
)
.
As proved in [KK1] the double sine function F(x) of Hölder [H] is identified as
F(x) = S2
(
1 − x, (1,1))= S2(1 − x) = S2(x)−1S1(x),





On the other hand another type of multiple sine function Sr (x), which we call the primitive
multiple sine function in [KK1], is defined as

















for r  2 with










Hölder’s double sine function is F(x) = S2(x) and Sr (x) is also written via Sr(x) explicitly
(see [KK1]).




x + ω1 + ω2, (ω1,ω2)











proved in [KK1] in a more generalized form, we may restrict ourselves to the fundamental do-
main 0  x < ω1 + ω2. Since S2(x, (ω2,ω1)) = S2(x, (ω1,ω2)) we may assume 0 < ω1  ω2
without the loss of generality.




















S. Koyama, N. Kurokawa / Journal of Number Theory 123 (2007) 204–223 207(3) S2
(























We find extremal values as follows:
Theorem 2. Let 0 < ω1  ω2. Then we have:
(1) The double sine function S2(x, (ω1,ω2)) has just two extremes S2(αmax(ω1,ω2), (ω1,ω2))
and S2(αmin(ω1,ω2), (ω1,ω2)) in 0 x < ω1 + ω2, where
0 < αmax(ω1,ω2) < αmin(ω1,ω2) < ω1 + ω2.







(3) S2(αmin(ω1,ω2), (ω1,ω2)) is a relative minimum and













The asymptotic results for the extremal values are shown as follows:
Theorem 3.
(1) lim
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(1) lim sup
t↓0










































































We show the following algebraicity result:
Theorem 5. Let N1 and N2 be positive integers with (N1,N2) = 1 or 2. Then the value









































We obtain the following result in the case of a period of a special type.
Theorem 6.




)= S2(n + 1, (1,6n))= max{S2(m,(1,6n)) ∣∣m = 1, . . . ,6n}
and
n < αmax(1,6n) < n + 1.















We make a few remarks. Algebraic natures of special values of the double sine function
are very interesting from arithmetic view points. Values in Theorems 5 and 6 are examples of
N -division values of the double sine function for N = 1 and 2. General N -division values would
be important to realize Kronecker’s Jugendtraum as indicated first by Shintani [S]. Moreover,
extremal values appearing in Theorems 2 and 4 are quite mysterious. Our results can be gener-
alized to the case of the multiple sine function to some extent. We will treat generalizations on
another opportunity.
2. Special values: Proof of Theorem 1








































where we used the (quasi-)periodicity
2
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S2
(




































2(ω2 + x, (ω1,ω2))
2(ω1 + x, (ω1,ω2)) .
Here we use
2(ω2 + x, (ω1,ω2))





















































































































We refer to [K3] for a direct proof of S′2(0, (ω1,ω2)) = 2π√ .ω1ω2
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(n1ω1 + n2ω2 + x)−s .
We notice that ζ2(s, x, (ω1,ω2)) converges absolutely in Re(s) > 2 and it has a meromorphic
continuation to all s ∈ C. Moreover, ζ2(s, x, (ω1,ω2)) is holomorphic at s = 0.
Since
logS(x) = − log2
(
x, (ω1,ω2)
































































(n1ω1 + n2ω2 + x)−3 +
∑
m1,m21
(m1ω1 + m2ω2 − x)−3
)
,






)= (−s)(−s − 1)(−s − 2)ζ2(s + 3, x, (ω1,ω2))
coming from














(n1ω1 + n2ω2 + x)−s−1
= −sζ2
(
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S′
S
(x) 0 in 0 < x < ω1 + ω2
since ( S′
S
)′(x) > 0 in ω1+ω22 < x < ω1 + ω2 and ( S
′
S
)′(x) < 0 in 0 < x < ω1+ω22 . Hence




















Thus we get Fig. 2. Hence there exist uniquely α and β in 0 < α < β < ω1 + ω2 such that
S′(α) = S′(β) = 0; notice that S(0) = 0 and limx↑ω1+ω2 S(x) = +∞. Now, inequalities
ω1
2
 α  ω2
2
and ω1 + ω22  β  ω2 +
ω1
2
Fig. 2. The graph of y = S′
S
(x).
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S′(ω1 + ω2 − x) = − S
′(x)
S(x)2
shows that β = ω1 + ω2 − α. Thus we get Theorem 2. Consequently we have Fig. 3.










)= S2(cx, (cω1, cω2))
for c > 0 (see [KK1]) we see that
αmax(ω1,ω2) = αmax(ω2,ω1)
Fig. 3. The graph of y = S2(x, (ω1,ω2)) (0 < ω1  ω2).
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Hence we find that (1) implies (2). As we also have
αmin(1, t) = 1 + t − αmax(1, t),
we see that (1) implies (3) and (2) implies (4). Therefore it suffices to show (1).
Proof of (1). Let 0 < t < 16 and put N(t) = [ 16t ] + 1. We show that(
N(t) − 1)t  αmax(1, t) (N(t) + 1)t.
If this is proved, we have
1
6













Proof of αmax(1, t) (N(t) − 1)t . From 0 < (N(t) − 1)t  16 , we see that
S2(N(t)t, (1, t))
S2((N(t) − 1)t, (1, t)) =
1








N(t) − 1)t, (1, t)).
Suppose that (N(t) − 1)t > αmax(1, t). Then
αmax(1, t) <
(
N(t) − 1)t < N(t)t  1 + t < 1 .6 2







N(t) − 1)t, (1, t)).
This gives a contradiction. Hence (
N(t) − 1)t  αmax(1, t).
Proof of αmax(1, t) (N(t) + 1)t . From 12 > N(t)t > 16 , we get








N(t) + 1)t, (1, t))< S2(N(t)t, (1, t)).
Suppose that (N(t) + 1)t < αmax(1, t). Then the increasing nature of S2(x, (1, t)) on







N(t) + 1)t, (1, t)).
This gives the contradiction. Hence
αmax(1, t)
(
N(t) + 1)t. 
4. Proof of Theorem 4
It suffices to show (1) and (2), since (3) and (4) follow from them by the change of variable t
to 1
t
; (5)–(8) come from (1)–(4) by
S2
(
αmin(1, t), (1, t)
)= S2(αmax(1, t), (1, t))−1.
To prove (1) and (2) we show the following facts: Let 0 < t < 16 and put N(t) = [ 16t ] + 1 as in
the proof of Theorem 3. Then
(a) S2
(























(N(t) − 2) log 1
t





(d) lim (N(t) − 2) log
1
t




.t↓0 1/t 6 π
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lim sup
t↓0























(N(t) − 2) log 1
t












Now we show (a)–(d).
Proof of (a), (b). Using
S2
(
αmax(1, t) − (l − 1)t, (1, t)
)= S2(αmax(1, t) − lt, (1, t))S1(αmax(1, t) − lt)−1
for l = 1, . . . ,N(t) − 2, we have
S2
(
αmax(1, t), (1, t)









N(t) − 1)t  αmax(1, t) (N(t) + 1)t
shown in the proof of Theorem 3, we see that
t  αmax(1, t) −
(












N(t) − 1 − l)t)−1
l=1
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S2
(









N(t) + 1 − l)t)−1.

























S1(x) = 2 sin(πx) 2πx for 0 < x < 12 ,
and











N(t) − 1 − l)t)





















Combining these inequalities we get (a) and (b). 
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(
N(t) − 2) log 1
t
− (N(t) − 2) log 6 − log((N(t) − 2)!)
= (N(t) − 2) log 1
6tN(t)
+ (N(t) − 2) logN(t) − log((N(t))!)+ log(N(t)(N(t) − 1))







+ log(N(t)(N(t) − 1))
and
(
N(t) − 2) log 1
t
− (N(t) − 2) log(2π) − log(N(t)!)
= (N(t) − 2) log 6
2π
+ (N(t) − 2) log 1
t
− (N(t) − 2) log 6 − log((N(t))!)
= (N(t) − 2) log 3
π










































Hence we get (c) and (d). 
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(1) (N1,N2) = 1 case. Take integers M1, M2  1 such that M1N1 − M2N2 = 1. Then





)= S2(m + mM2N2, (N1,N2))
= S2
(
















S1(x) = 2 sinπx.









































































which is an algebraic number in Q(sin 2π , cos 2π ,√Ni | i = 1,2).Ni Ni

















Now let m be an odd integer. Since either N12 or
N2
2 is odd, we may assume that
N1
2 is odd without
the loss of generality. Then, m − N12 is even, so we may express
m − N1
2
= k1N1 + k2N2


















via the (quasi-)periodicity exactly similar to the case (1).




ω1 + ω2 − x, (ω1,ω2)
)= S2(x, (ω1,ω2))−1























Lastly, it remains to show the case m = 1. Let x = 1, ω1 = 4, ω2 = 6 in the periodicity
S2
(






























)= S2(5, (4,6))= 1.
6. Proof of Theorem 6


















































































give (2) and (3).
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