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ABSTRACT 
 
The goal of this paper is to study the impact of stock markets on Initial Public Offerings (IPOs).  
Several studies have shown that the need for financing is not the main trigger for an IPO—
favorable market conditions may play a more important part. This work prove the existence of a 
significate relationship between past stock market returns and the number of IPOs.  Before setting 
the date for an IPO, managers analyze long term financial market yields, a bullish stock market 
over a six month/ one year period encourages IPOs activities. In the other hand, even a negative 
performance but over a two-year period may have the same effect. They expect a stock market 
inversion. These results were obtained by autocorrelation analysis and count regression.  
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INTRODUCTION 
 
n Initial Public Offering or IPO aims above all at raising funds which will thereby enable a firm to 
recapitalize or finance its expansion. It also builds on a firm’s visibility and notoriety and offers 
shareholders greater liquidity. However, the constraints linked to such an operation (cost, loss of 
power for managers, disclosure of sensitive information, and so on) can sometimes go beyond the operation’s 
advantages. In this case why then do corporations carry out IPOs? Benniga et al. (2005), having studied the optimal 
conditions for an IPO, concluded that investment financing is not reason enough to launch an IPO. 
 
The scientific literature tends more and more to consider the thesis of market timing which encourages 
many firms to precipitate their IPO decision (Baker and Wurgler, 2002). According to Lowry (2003), economic 
recovery and investor optimism can encourage a corporation to launch an IPO. Thus, the IPO decision is influenced 
both by exogenous economic conditions and by a firm’s own financing needs. Lerner et al. (2003) showed that in 
very unfavorable market conditions where introduction price are weak, only those corporations who had urgent 
short-term financing needs or future high-yielding projects would accept to launch an IPO. The search for the 
optimal moment to carry out an IPO conduct to remark empirically periods of weak IPO concentrations and other 
periods of busy concentration. This empirical assessment of IPO market dynamics is known by the name “IPO 
Waves:” a wave of strong activities (known as a “hot” market) is generally followed by a wave of less intense 
(“cold” market) activities. 
 
Van Bommel and Vermaelen’s (2003) work determined that the most undervalued companies and those 
that accepted to carry out an IPO in a cold market phase are also those that invested the most post-IPO. 
Undervaluation is an introductory cost for corporations with a real financing need and which cannot put off their 
IPOs until the optimal conditions have been reached. Moreover, Alti (2005) confirmed that companies having 
launched an IPO during a hot market phase retained more financing in their cash flows than those having carried one 
out in a cold market period. Those firms did not show a real need for financing but took advantage of auspicious 
timing to raise funds. Finding genuine motivation for an IPO is correlative to determining influencing factors in the 
emergence of IPO waves. 
 
The remainder of the paper is organized into four parts. The first presents a review of the literature. The 
second outlines the data and working methodology. The third examines the serial correlations between the number 
A 
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of daily IPOs and stock market yields. Finally, the fourth section presents the count regression model used and the 
main results. 
 
REVIEW OF THE LITERATURE 
 
According to the literature, the most influential factors in the birth of IPO waves are: 
 
-   Technological change and the emergence of followers/copiers; 
-   Data asymmetry; 
-   Capital market yields. 
 
Technological Change and innovation 
 
The arrival of new technology demands very fast development and requires considerable investment. 
According to Stoughton et al. (2001), if a leading corporation—meaning one which holds the patent to or initiated 
the original technology—decides to launch an IPO, it provides sufficient information on its future cash flow, which 
enables investors to better assess the sector. Other (follower/copier) firms profit from this opportunity to launch an 
IPO. This theory was confirmed by Lowry (2003) who proved that technological shock created significant capital 
needs and drove several companies to launch an IPO with an aim to raise funds. However, this theory was 
contradicted by Helwege and Liang (2004) who found that technological innovation is not unique among hot market 
contexts and thus does not make up the main determining factor in IPO waves as IPO cycles are more frequent than 
innovation cycles. In the end, technological change does not fully explain IPO waves but rather the arrival of other 
firms seeking out capital. This example can be seen in internet firms in the 1990s, followed by biotechnology 
companies and more recently by social networks. Competition on the stock market means that investors are 
becoming scarcer and late arrives will not be able to access the market under the right conditions (Hsu et al. 2010). 
 
Data Asymmetry  
 
Other theories explain IPO waves, by a high level of market data asymmetry (Choe et al., 1993; Rajan and 
Servaes, 1997 and 2003; Lowry, 2003). The number of IPOs increases when stocks are overvalued. Initial past IPO 
yields play the role of indicator for corporate heads seeking to find out if the time is right for them to carry out an 
IPO (Benveniste et al., 2003). Banks play a vital role in the spread of information, and during hot market phrases, 
they demand even more data from the companies involved to facilitate the operation (He, 2007). Other corporate 
heads, upon detecting overvalued IPO prices, profit from the opportunity to speed up their own IPOs and raise a 
larger amount of funds than had been originally planned. However, the firstcomers to the market have an advantage 
in reputation which enables them to earn market shares in comparison to the followers (Chemmanur and He, 2011). 
 
If the average IPO price exceeds analysts’ forecasts, then IPO volumes will mark a strong increase. A high 
IPO price sends a positive signal to the market, which will encourage those companies waiting for the right moment 
to launch an IPO to decide to risk lowering the number of shares issued and thus the capital they raise, and increase 
the probability of abandoning the operation (Boch and Dunbar, 2014).  According to Yung et al. (2008), IPOs 
carried out during hot market phases are associated with a higher yield variance and buyout rate than normal. For a 
corporate decision maker or an investor, it is safer to analyze the standard deviation of the initial yield to find out 
whether the price is over- or undervalued (Lowry et al., 2011). Nonetheless, this theory has its limits, notably 
because the decision to launch an IPO is not short term, but prepared over a much longer period; therefore other 
explanations of these concentration phenomena exist. 
 
Capital Market Yields 
 
It is intuitive to think that the state of capital markets influences investor outlook and causes entrepreneurs 
to speed up (or slow down) IPO processes. Ritter and Welch (2002) put forward the idea that market conditions are 
the most important factors in the process of deciding to launch and IPO or not. They noticed the IPO volumes 
decrease rapidly in bear markets. In fact, lower markets have discouraged several firms from launching IPOs; they 
preferred putting these launches off. 
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Pastor and Veronesi (2005) noticed that IPO waves are preceded by an increase in market yields and 
followed by decreases. IPO concentrations appear as soon as forecasts begin predicting an increase in expected 
yields. Thus, the decision to launch an IPO is comparable to an American call. The value of the option depends on 
the market. It increases if the market level increases. When the market value increased substantially over the past 
two years, investors forecast a market reversal in a near future and a strong decrease (of the market and thus of their 
option). This then is the right moment for a firm to call its option and launch an IPO. The work of Loughran et al. 
(1994) confirmed this idea by showing that market levels (the option’s delta) and its volatility (the vega) had a 
positive effect on the number of IPOs. 
 
These studies confirm the intuitive notion of the impact of capital market variation on IPO waves. 
However, the lead-lag effect between the number of IPOs and market performance has been the object of little 
research. An IPO is not an instantaneous operation; it requires a certain amount of legal, financial and organizational 
preparation, which is why an IPO is generally decided on several months prior to the actual launch. Let us suppose 
that an IPO is carried out at a given t moment. The decision for the IPO was made h weeks prior to t (i.e. the t-h 
moment). If this decision was motivated by the observation of the stock market, then the company’s directors 
followed its performance during p weeks (between the t-h-p moment and the t-h moment). Figure 1 illustrates this 
decision making process. 
 
Figure 1. The IPO Process 
 
This article has two main goals: 
 
-   Checking that corporate heads observe stock market trends before deciding on an IPO. 
-   Measuring and assessing the range of preparation (the h parameter) and the market observation (the p 
parameter) phases. 
 
DATA AND WORKING METHODOLOGY 
 
Data 
 
We chose to focus our attention on the following two series: 
 
-   The series of weekly IPO numbers (nbIPO) carried out between January 1, 2000 and December 31, 2011 on 
the American market. 
-   The series of weekly yields of S&P500 market index. 
 
This choice was motivated by the ambition to determine the lead-lag effect between the number of IPOs 
and market yields only (the S&P index often being considered as a proxy for American stock markets). The 
remaining factors which may have weighted this relationship were implicitly considered as residue.   
 Weekly IPO Numbers Series 
 
The initial data series comes from the NYSE Euronext database1. It represents all IPO operations carried 
out on the American market over the 2000-2011 period. This series is made up of 2307 observations. We aggregated 
them week by week to obtain the series of weekly IPOs which we then carried over to the nbIPO figure. This new 
series included 628 observations. 
 
                                                   
1 The NYSE Euronext IPO database is available at: https://europeanequities.nyx.com/fr/listings/ipo−showcase 
Market Observation Phase IPO Preparation 
t – h –p t – h 
Decision Date 
t 
IPO Date  
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Graphically (Figure 2), we were able to single out periods of intense activity as in 2000 and 2006, and other 
periods of weaker activity as for example in 2001 and 2008. These IPO waves correspond to hot market and cold 
market periods. 
 
Figure 2. Weekly IPO Series 
 
 
On average, more than three IPOs (3.15 exactly) were recorded weekly with a standard deviation of nearly 
4 (3.95) IPOs. The fact that the average is higher than the mean (equal to 2), that the asymmetrical coefficient is 
positive (Skewness=1.91) and that the kurtosis is high (excess kurtosis2 =4.64) confirms even more the existence of 
IPO waves since we have noticed several weeks of very high activity and others where activity is very low.  
  
The S&P500 Yield Series 
 
The S&P500 (SPX) is a market index based on the quotes of the 500 largest American firms. It is often 
considered as the most representative stock market indicator in the United States.   
 
Figure 3 shows the index’s cumulative yields for the period covering 2000-2011. The annualized yield over 
this period is equal to -0.99%, annualized volatility at 20.69% and the Sharpe ratio at -0.04. In essence, this period 
was bearish at a total of -15%. However, we also noticed several other trends: 
 
-   Strong decrease between 2000 and 2001 corresponding to the burst in the internet bubble; 
-   Recovery from 2002 until end 2007; 
-   Decrease due to the 2008 recession; 
-   Recovery from end 2008. 
 
Thus, over the course of the survey, stock markets went through two major recessions due to the dot-com 
bubble burst (2001) and the sub-prime crisis (2008), as well as two successive recoveries. This aspect is noteworthy 
to our work in that we were able to detect the impact of strong market variations on the number of IPOs. 
 
 
  
                                                   
2 Excess Kurtosis = Kurtosis – 3. Where 3 represents the kurtosis of a Gaussian distribution 
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Figure 3. S&P500 Cumulative Yield, 2000-2011 
 
 
Methodology 
 
The purpose of our work is to explain the series of IPO numbers (nbIPO) via the series of market yields and 
their lags3 (past series of yields). Integration of these delayed series allowed us to investigate the lead-lag between 
these two variables. We created P series of cumulative yields over periods of one week to P weeks: from the 
S&P500 weekly yields, we calculated the cumulative yield series over p weeks with p ∈ [1, P]. These series were 
then noted in the rest of the article Rt(p) and defined according to the following formula: 
 
Rt(p) = 	  r#$%,#$%'()*+(  
 
Where rt – i, t – i +1 = ln
,-./01,-./    represented the weekly return of the index over the period [t − i, t − i + 1]. 
 
Since yields are continuous, the series of cumulative yields R(p) corresponded to the index returns over the 
last p weeks. 
 
Rt (p) = 	  r#$%,#$%'()*+( 	  =  	  ln ,-./01,-./)*+(  = ln ,-./01,-./,*+( 	   = ln ,-,-.4  = rt – p, t 
 
To investigate the relation between the number of IPO and the S&P lagged returns, we have implemented 
two different methods. The first method consisted in calculating and testing the statistical significativity of cross-
autocorrelation coefficients between the nbIPOt series and the cumulative Rt – h (p) series for different parameters h  
[0, H] and p ∈ [1, P]. It thus enabled us to determine the h and p parameters which influenced IPO decision making 
process, h being the length (in weeks) before the actual launch (in t) and p being the length (in weeks) of the yields 
observed at the t-h moment. For example, suppose that we find a significantly positive correlation for the parameters 
(p = 50 and h ∈ [10, 20]). There is thus a significantly positive correlations between the number of IPOs at moment 
t (nbIPOt) and the yields over 50 weeks calculated at (t-10, …, t-20). We may then conclude that the managers, at 
the moment they made the IPO decision, took into account the S&P500 yields over 50 weeks and their decision was 
made between 10 and 20 weeks prior to the IPO launch. 
 
                                                   
3 Or a temporal X series, its order delay n being the X t – n series. 
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The second method consisted of building a regression model explaining the IPO number (nbIPO) via a 
series of market yields and their lags. However, it is not possible to use a linear regression model for the following 
technical reasons: 
 
-   The number of IPOs being a count variable, linear regression models are not applicable. 
-   Cumulative yield series are, by nature of their construction, highly correlated since 
Rt(p) = Rt(p - 1) + r#$5,#$5'(, ∀p ∈ [1, P ] et ∀t ∈ [1, T ]. 
-   The number of explicative variables is too high: we have at our disposal P series of cumulated yields and H 
delayed series for each of them. If we consider, for example, P = H = 104, there will be 10,920 explicative 
variables. 
 
Thus we set up the following methodology: 
 
-   Use a count regression model, more adapted to the type of explained variable to explain (Colin et al., 
2013); 
-   Use a dimension reduction technique as principal component analyses (PCA) reduce the number of 
explicative variables and guarantee the orthogonality of the explicative variables. 
 
CROSS-AUTOCORRELATION 
 
Definition 
 
Cross-autocorrelation is the linear correlation coefficient between two temporal series Xt and Yt and their 
respective lags. If we consider k lags we obtain the cross-autocorrelation matrix M sized of (2k + 1, 2k + 1) with the 
following coefficients: 
 
Mij = corr (Xt − i, Yt − j) with i ∈ [−k, k] and j ∈ [−k, k] 
 
In our study we were interested in analyzing the relationships between the number of IPOs (nbIPOt) and the 
series of cumulated yield (Rt-h(p)) for the different delays h ∈ [0, H] and the different lengths p ∈ [1, P].  
Thereafter, we calculated for each p parameter the CP = (cp,0, ..., cp,h, ..., cp,H) vector with  
 
cp,h = corr (nbIPOt, Rt − h(p)) 
 
All the vectors formed the cross-autocorrelation C matrix whose size was (P, H + 1). 
 
Cross-Autocorrelation Matrix 
 
We fixed the number of lags at H=104 (2 years) and the number of cumulated yield parameters at P=104, 
the cross autocorrelation matrix will be sized of (104,105). This matrix is represented in Figure 4. It is of note that 
all correlation coefficients which did not validate the nullity test (Fisher Test with a 5% significativity level) were 
considered as null and void. 
 
 
  
The Journal of Applied Business Research – September/October 2015 Volume 31, Number 5 
Copyright by author(s); CC-BY 1685 The Clute Institute 
Figure 4. Auto-Correlation Matrix.  h is the length (in weeks) before the actual  
IPO launch (in t) and p the length (in weeks) of the yields observed in t-h. 
 
 
 
We can make out three areas. These areas are distinct enough from each other and may be interpreted as 
follows: 
 
1.   The pink area (positive correlation). This area corresponds to lags under 52 weeks (h < 52) and cumulated 
yields over a period higher than 12 weeks (p > 12). This shows that managers analyzed the S&P 500 
returns for the IPO throughout the preceding year (h < 52) over periods of between 3 and 24 months (p > 
12). 
2.   The light blue area (absence of correlation). This area corresponds to the cumulated yields over a short 
period (p < 12) and this for all lags (∀	  h ∈ [0,104]). It suggests that managers in the decision making 
process were not interested in short-term market yields. They were interested in longer trends. 
3.   The dark blue area (negative correlation). This area corresponds to delays above 70 weeks (h > 70) and the 
cumulated yields over a rather long period (p > 40). This shows that managers were anticipating a stock 
market shift whereas past S&P500 returns (over 70 weeks, or more than one year and four months) were 
negative. These yields were calculated over a rather long period (medium to long-term yields). 
 
The detected areas enable us to conclude that managers: 
 
-   They sought seeking to detect a possible market inversion to prepare an IPO.  For example if the market 
had been bearish for more than a year, the directors would have begun scheduling the IPO date one and a 
half years later, because they would have believed that over the course of that time the market would have 
recovered. 
-   They continued to analyze market performance over an average period of two years (parameter p) and 
between six months and one year prior to the date of the IPO (parameter h). This survey allowed them to 
confirm the IPO decision or to postpone it. 
-   We suppose that managers follow short-term market performance during the year prior to the IPO launch to 
quantify the number of shares to issue during the IPO and to help them set the IPO price, but did not 
influence the actual IPO decision. 
 
Correlation Intensity 
 
Analysis of the cross-autocorrelation matrix showed the existence of a significant relationship between IPO 
activity and cumulated and delayed S&P500 yields. However, it did not provide precise indication on the most used 
time frames for IPO launch decision making. In this part, we will determine the period when the yields were the 
most correlated with the number of IPOs for each lag. For each h lag we will identify the parameter p*(h) that 
maximizes the correlation between the nbIPOt series and the cumulated Rt−h (p*) return series: 
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p* (h) = argmax corr [(nbIPOt, Rt−h(p))]  with p ∈ [1,P] 
 
Figure 5 shows the results obtained. The abscissa shows the h lag parameter and the ordinate the p* 
parameter. 
 
Figure 5. The p parameter maximizing the autocorrelation in relation to the h parameter 
 
 
The relation between the p* and h parameters is a decreasing linear relation on the h ∈ [0, 60] interval. 
The equation of this line is approximated by: 
 
p* = K – h,   with K = 72 
 
This relation can be interpreted in the following way: 
 
-   If the operator decides to carry out the IPO, h weeks before the launch, s/he will first analyze the market 
performances over a period of (72 – h) weeks. Generally, the IPO decision comes 3 to 6 months before the 
actual launch, according to our results. Managers thus analyze market performance between 10 and 13 
months (between 46 and 59 weeks) before the date on which the decision is made. 
-   The linear relation shows that managers continue to follow the state of the markets. For example, if they 
begin following the stock market six months prior to the IPO, they will be interested in market trends over 
the past 10 months. They will continue watching the market up to the IPO and the determination of the IPO 
price. 
 
The analysis of correlation intensity enabled us to deduce that managers follow the market continuously 
before the IPO. 
 
COUNT REGRESSION 
 
Model and Methodology 
 
The IPO number series (nbIPO) represents a series of counting data. The linear regression model is not 
suited to this type of data4. A more adapted model is the Poisson regression. Let us consider a counting data Y as the 
                                                   
4 The variable to be explained (nbIPO) is supported in ℕ whereas the linear regression was adapted to continuous support variables (ℝ for 
example). 
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explained variable (Y∈ ℕ) and X = (x1,…,xK) as the explaining variables (X ∈ ℝK). Y follow a poisson law with λ 
parameter. The poisson model consists in carrying a linear regression on the 𝔼 (Ln(y)) as follow:  
 
Ln (E(Y)) = ln(λ) = β0 + β1x1 + ... + βk xk + u 
 
Where (β0,…,βK) are the regression coefficients 
 
The model coefficients are estimated by maximum likelihood under certain hypotheses. They are not 
respected in our case for two reasons: the over-dispersion (Variance > Average) and the colinearity of the 
independent variables. In the rest of this section we will present these problems and the proposed solutions. 
 
The Dispersion Problem:  
 
The Poisson regression model is based on the following implicit hypotheses: 
 
-   Events happen at a constant rate. 
-   Events are independent. 
 
In practice, it is rare that the event independence hypothesis is respected. In our case, for example, we 
expected that the occurrence of an IPO would increase the probability of other IPOs taking place (contagion effect), 
thus triggering hot market and cold market phases. If this hypothesis was broken, an over dispersion phenomenon 
took place: the variance of the observed events went beyond its expectation (contrary to the Poisson model 
characteristics). This problem was corrected by the quasi-Poisson model (For more information on poisson models 
and quasi-poisson correction, see Ver Hoef and Boveng, 2007) : the dispersion effect was corrected by introducing a 
new θ parameter in the variance variable: 
 
Y : V(Y) = 𝜃λ with 𝜃 > 1 
 
The Multi-Colinearity Problem in the explaining Variables:  
 
By construction, our explaining variables—cumulated yields Rt(p)—are multi-colinear since Rt(p) = 
Rt(p−1)+rt-p,t-p+1. To solve the colinearity problem, we carried out a Prinicpal Component analysis (PCA). This 
dimension reduction method provides the following two advantages: 
 
-   Orthogonality:  the axes obtained via PCA are, by construction, orthogonal (independent). 
-   Reduced dimensions: the selection of the first PCA axes enabled us to reduce the number of explaining 
variables. 
 
Principal Components Analysis (PCA) 
 
The PCA was carried out on the temporal Rt(p) series, ∀p ∈ [1,P] for the period of January 2001-
December 2011. (628 observations5). P was fixed at 104. 
 
Selection of the Number of PCA Axes 
 
Analysis of the contribution of each PCA axis to the total inertia (variance) enabled us to select the number 
of axes to retain. The first axis explained 69.06% of the total inertia. The second axis explained 14.45% of this 
factor, and the third 5.58%. The other axes (a total of 101) explained 2.83% at best and overall 10.89%. 
 
According to the traditional selection methods (the elbow method), it is recommended to select the first two 
PCA axes. Together, they explain 83.51% of the total variance. The third axis only explains a small proportion of 
the total variance: 5.6% or twice less than the second axis and 12 times less than the first. We analyzed these axes to 
                                                   
5 The PCA carried out is a reduced and centered PCA since the variable studied did not have an equivalent variance.  
The Journal of Applied Business Research – September/October 2015 Volume 31, Number 5 
Copyright by author(s); CC-BY 1688 The Clute Institute 
understand their meanings and interpret them, since the PCA axes—linear combination of initial variables—had no 
real meaning as the latter (cumulated yields). 
 
PCA Axis Interpretations  
 
The first axis represents 69% of the total variance. The projections of all the variables on this axis are 
negative. This axis thus represents a leveling effect. We compared these coefficients to the average cumulated yields R(p) 	  = 	   (A 	   𝑅CAC+( 𝑝 , the maximum cumulated yields (max(R(p)) = max(R1(p), ..., RT (p))), and the absolute value of 
the maximum cumulated yields (max(|R(p)|) = max(|R1(p)|, ..., |RT (p)|)).  We carried out linear regressions of 
the cumulated yields and time periods: 
 
R(p) = α0,p + α1,pt + up 
 
The comparison between the time coefficient (αl,p representing the time trend) and the coefficient of the 
first axis (c1,p) show that they are opposed ∀p ∈ [1, P] (at the nearest multiplicative constant as shown in Figure 7). 
 
Figure 7. PCA first axis coefficients compared to those in the cumulated yield regression in relation to time 
 
 
We thus consider the first axis as that of the “opposite trend,” which may be interpreted as follows: 
 
-   A positive value on this axis shows the existence of a negative trend; 
-   A negative value on this axis shows the existence of a positive trend. 
 
The second axis represents 14.5% of the variance. Short term yields have positive projections on this axis, 
whereas long term yields (calculated over more than 52 weeks) have negative projections. We then deduced that this 
axis represented the length of time over which the yields were calculated (the p parameter). A positive coefficient on 
this axis shows that the variable is short term (fewer than 52 weeks) and a negative coefficient shows that the 
variable is medium to long term (more than a year). 
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Figure 8. Coefficients of the Second MCA Axis 
 
 
The first two PCA axis, represent the trend and the maturity. The space them may be interpreted as follows: 
 
-   Upper left region: short term positive trend 
-   Upper right region: short term negative trend 
-   Lower left region: long term positive trend 
-   Lower right region: long term negative trend 
 
In the rest of this work, we explained the IPO number (nbIPO) via the P =< Axe1, Axe2 > plan and it 
different lags. This enabled us to comprehend and quantify the lead time between market observation and the IPO 
decision date. The regression model we retained took the following shape:  
 
NbIPO = f (< Axis1, Axis2 >0,…...,< Axis1, Axis2 >h) 
 
Modelling of the =< Axis1, Axis2 > plan can be done in several different ways: 
 
-   < Axis1, Axis2 >= Axis1 + Axis2: As in the two independent Axis with absolutely no interaction (even in 
time). 
-   < Axis1, Axis2 >= Axis1 + Axis2 + Axis1 * Axis2: By adding consideration for the interaction of the two 
Axis. However, this modelling represented a redundancy in information (the two Axis were modelled as 
well as their interactions). 
-   < Axis2, Axis2 >= Axis1 + Axis1 * Axis2: taking the interaction into account, while deleting the 
information redundancy. 
-   < Axis1, Axis2 >= Axis2 + Axis1 * Axis2: same modeling as before but keeping axis2 instead of axis1. 
 
The third and fourth models are equivalent. We retained the third model as we think that the effect of the 
first axis is more important than that of the second considering the inertia that it explains. 
 
In the following, we realized a count regression between the number of IPOs (nbIPO) and the <Axis1, 
Axis2> plan and its delays on H=104 weeks (two years). The introduction of lags enabled us to determine on which 
past trends the managers based their IPO decisions. 
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Count Regression 
 
The variable to be explained is the weekly IPO number (nbIPO).  The explanatory variables are: the P =< 
Axis1, Axis2 > plan made up of the first two axes of the PCA and represented by Axis1 + Axis1 * Axis2, and its H 
lags. Our overall model is thus written: 
 
nbIPO = P0 + P1 + ... + PH + u 
 
Where Pi represents the plan delayed by i periods:  Pi = Axis 1i + (Axis1 * Axis 2)i; H is set at 104 weeks and u 
represents the regression residue. 
 
The average number of weekly IPOs is around 3 whereas the variance is 13, a figure which empirically 
confirms the presence of the problem of over-dispersion6. This problem will be handled by using the quasi-Poisson 
correction as previously explained. 
 
The number of independent variables being rather high (210 independent variables7), we wished to reduce 
this figure by selecting the best lagged plans. This simplified comprehension of the model, but also avoided the 
colinearity problem between the P =< Axis1, Axis2 > plan and its delays.  To select the best models, we used the 
selection algorithm proposed by Famoye and Rothe (2003) and adapted especially for count regressions. The 
algorithm was modified to select only the <Axis1, Axis2> plan each time instead of only one variable. 
 
The measurement used to select the best model is deviance. It measures the quality of model adjustment by 
comparing its log-likelihood to that of the full model (with all explanatory variables). The model with the smallest 
deviance is the model retained. Afterwards, for each q size of the retained sub-group, we obtain an “optimal” model, 
i.e. one with the least deviance. Table 1 presents the optimal models for each q size.  
 
Table 1. Optimal models for each explanatory plan sub-group 
 q Deviance Selection 
1 1 733.98 p 2 
2 2 680.64 p 2, p 100 
3 3 660.97 p 2, p 100, p 98 
4 4 650.64 p 2, p 100, p 98, p 1 
5 5 645.26 p 2, p 100, p 98, p 1, p 14 
 
We carried out the different regressions proposed and selected the most sparing model, whose coefficients 
are significant at the 5% threshold.  The model retained is: 
 
nbIPO = p2 + p100 
 
Or   nbIPO = Axis12 + Axis12 * Axis22 + Axis1100 + Axis1100 * Axis2100 
 
Table 2. Regressions Results 
Coefficients Estimate Std.  Error T value Pr(> 𝒕 ) 
(Intercept) 0.7745183 0.0862469 8.980 < 2e − 16 *** 
Axis1.2 -0.1374036 0.0143546 -9.572 < 2e − 16 *** 
Axis1.100 -0.0290960 0.0059316 -4.905 1.29e-06 *** 
Axis1.2*Axis2.2 0.0097789 0.0028229 3.464 0.000581 *** 
Axis1.100*Axis2.100 -0.0024159 0.0009595 -2.518 0.012137 * 
Signif. codes:  0 ‘***’ ;  0.001 ‘**’ ; 0.01 ‘*’ ;  0.05 ‘.’ 
 
  
                                                   
6 We also carried out an over-dispersal test.  The test’s p-value is almost zero.  We rejected the zero hypothesis (absence of over-dispersal). 
7 H+1 plan, or 2 ∗ (H + 1) variables in addition to the constant.  For H=104, we obtained 210 explanatory variables. 
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We noticed that: 
 
-   For plan 2 (two weeks before the IPO): the coefficient of Axis1 is negative, therefore we followed positive 
trends. The coefficient of the product of Axis1*Axis2 is positive so we followed long term trends. The 
positive long term trends at two weeks until the IPO pushed managers to carry out the launch. 
-   For the 100 plan (100 weeks or nearly two years before the IPO), Axis1 coefficient is negative (positive 
trend). The coefficient of the product of Axis1*Axis2 is also negative, meaning that short term trends will 
be followed: two years before the IPO a positive short term trend (market inversion?) will push directors to 
launch the IPO. This result can be interpreted as an indication that directors, following a long downward 
period, expect stock market inversion and thus a recovery of growth, which should increase the number of 
IPOs and create a hot market. 
 
The analysis of the model’s standardized residues shows that the model does not present any too-frequent 
extremes. We noticed that the extreme residues are positive; this showed that our model underestimated the weeks 
where the number of IPOs was too high (see Figure 9). This can be explained by firms which had a real need for 
financing and did not carry out Market Timing. 
 
Figure 9. Number of weekly IPOs carried out (in black) and the number of forecast IPOs  
(in green) according to count nbIPO = Plan2 + Plan100 
 
 
CONCLUSION 
 
Several papers dealt with managers’ motivation on carrying out an IPO despite market constraints and 
shareholder demands. What kept our attention was that several authors proved that financing needs did not make up 
the sole reason for this decision (Benninga et al., 2005). Market timing plays an important part in the choice of IPO 
scheduling (Baker and Wugler, 2002). Market recovery and resurgence in optimism may encourage some directors 
to rush their decisions if they are searching for the right time frame for their IPO, a theory confirmed by Lowry 
(2003). This theory though is limited: during recessions, only those firms who are facing urgent financing needs 
carry out IPOs (Lerner et al., 2003). 
 
In this paper, we have attempted to explain the series of IPO numbers (nbIPO) via the series of market 
yields and their delays (past yield series). The integration of the delayed series enabled us to discern the lead-lag 
effect between these two variables. We used two methods to analyze this relation: one based on the analysis of 
crossed auto-correlations between the number of IPOs and cumulated yields, and a second based on the count 
regression model. The auto-correlations analysis enabled us to conclude that managers analyzed market yield over a 
period of two years in order to decide whether they would launch an IPO within a period of six months to one year 
or to postpone this decision. The latter was made in relation to this yield, to whether or not the market was bearish 
for over a year (between one and two years) whereas the directors were anticipating a market recovery (and thus a 
market increase) and preparing an IPO of their firms in a lead time of one year at the latest. However, they continued 
to follow short term market yields for a year in order to quantify the number of shares to be issued and set the price 
of their IPO. If, at the end of six months, they noticed that the markets continued their downward trends, they could 
postpone the operation. 
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Count regression enabled us to confirm the existence of a link between the decision to launch an IPO and 
past market yield. Two years prior to the IPO, a positive short term trend favored IPO markets. It represented the 
beginning of a market turnaround. In conclusion, we can state that the two methods led to the same conclusion—the 
existence of a strong relation between IPO waves and market performance. We noticed that directors observed 
market changes prior to making their decision as to the date of the IPO launch. The observation period was over p 
weeks, and they began their observations with a period of h weeks before the launch, this date corresponding to the 
moment the decision to launch was made. Generally, the trigger for this decision is a forecasted increase in the 
market for the period covering the IPO. This materialized through a market decrease over the weeks of observation, 
at the end of which the markets generally turned themselves around, this moment being the best for directors to 
launch the IPO. After this decision was made, the directors never stopped observing the markets; for a period 
corresponding to P, they were still able to postpone the IPO if they noticed that the market did indeed not recover. 
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