We investigated the time course of activation of the mental representatio ns of word meanings in a series of three cross-modal priming experiments. In Experiment 1, we showed a signi cant priming effect for semantically related targets presented at the "isolation point" of the prime word, con rming earlier evidence for the activation of multiple word meanings before the point at which a word can be recognised. The use of non-associated prime-target materials ruled out the possibility that this could be an artifact of form-based associative priming. Experiment 2 demonstrated that certain semantic properties are made available more rapidly than others in the duration of a spoken word and, speci cally, that for words referring to man-made objects, information about their function and design is activated more quickly than information about their physical form. However, this experiment did not reveal any limit on the activation of a word's meaning as a function of the number of simultaneously activated competitor candidates. Finally, Experiment 3 showed that the results of the rst two experiments could not be explained in terms of backwards priming from target to prime. We interpret the data with respect to both localist and distributed implementations of the cohort model.
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INTRODUCTION
To understand spoken language, the listener must be able to access several kinds of mentally represented information for each word in the speech stream, most importantly the meaning of each word, or its semantic representation . The meanings of individual words must then be combined to build up a coherent representation of the utterance being heard, a process which will often involve considerable modi cation and extension of core lexical meanings according to the nature of the discourse context. Because the speech signal is inherently rapid and fast-fading, with normal speaking rates of up to three or four words per second, the access of word meanings from the mental lexicon must also be rapid and ef cient to allow the listener to keep up with the speaker without becoming lost in a backlog of unprocessed semantic information.
The experiments reported in this paper were designed to examine the time course of access of word meanings during spoken word recognition. The rst experiment addressed the issue of whether the meaning of a word starts to be activated before or after the point in the speech signal at which it can be uniquely identi ed. Models of word recognition answer this question in different ways, which have wide-reaching implications for the nature of the recognition process. In the second experiment, we turned to more detailed questions about the time course of activation of different kinds of semantic information for a single word. The access of a word's meaning is not necessarily an all-or-none event that happens at a speci c moment in the time course of word recognition. Accounts of semantic representation in which word meanings are distributed over a number of smaller units (semantic features or properties) allow for some of these properties to be accessed more rapidly than others, so becoming available for integration into the ongoing context at an earlier point. In the second experiment, we also asked whether the time course of activation of semantic information is in uenced by a number of competitor words that are activated as the word begins to be heard; speci cally, whether the meaning of a word with many higher-frequency cohort competitors is activated more slowly than the meaning of a word with few or no strong competitors.
The Time Course of Semantic Activation
Models of word recognition can be divided into those that postpone access of semantic information until after the point at which a word has been uniquely identi ed on the basis of its phonological form alone, and those that allow for early activation of the meanings of all the words that enter the decision space for recognition on the basis of partial match to the speech input. The former category includes Forster's search model (Forster, 1976 ) and Morton's logogen model (Morton, 1969 word is rst identi ed on the basis of its match to a form-representation listed in a peripheral access le, and only after this process is complete is its meaning retrieved from a corresponding lexical entry in the central master le. On the logogen model, the processing unit for each word increases in activation as a function of its match with the speech signal. Only after a single logogen crosses its pre-set activation threshold does that logogen " re" and allow its meaning to be activated. Thus, both of these models suggest that there is a delay between the activation of lexical form and lexical meaning, with the meaning becoming available only after a word has been recognised on the basis of its phonologica l form. In contrast, the second category of models allows for the activation of word meanings at the same time as the activation of their form representations. For example, Marslen-Wilson's cohort model claims that, on the basis of the rst 150 msec or so of the speech stream, all of the words that are consistent with that sound sequence begin to be activated in parallel (Marslen-Wilson & Welsh, 1978; Marslen-Wilson, 1987) . For example, if we hear the sequence /ka . . . /, a large cohort of words including cat, camel, cap, candle and catastrophe will begin to be activated. The activation process applies not only to the representations of the lexical forms of these words, but also to their meanings. Thus, one of the central claims of this model is that there is early activation of multiple semantic codes (Marslen-Wilson, 1987) . As more information comes in from the speech signal, the activation levels of some of the candidates will decrease because they no longer match the input, whereas others will increase in activation over time because they continue to match the input, until a point where one candidate stands out suf ciently from the others for recognition to take place.
Other activation/competition based models of word recognition, such as the TRACE model (McClelland & Elman, 1986) , the Neighbourh ood Activation Model (Luce, Pisoni, & Goldinger, 1990 ) and the Shortlist model (Norris, 1994) , make similar claims about the early activation of word meanings, although the details of the computation of match and mismatch with the speech input differ across the models (Marslen-Wilson, Moss, & van Halen, 1996) . The key point for the current discussion is that on all of these models, the meanings of a range of competitors begin to be activated before a word's recognition point. The consequence of this early activation is that it is possible for meanings of alternative words to be evaluated against the predictions and constraints of the ongoing discourse representation, which may facilitate recognition of contextually congruent words and/or delay recognition of anomalous or unpredictable words. Although such contextual in uence is not a necessary consequence of early multiple activation of word meanings (lexical activation could still be fully encapsulated from "top-down" sources of information), it allows for the possibility of interactive activation during the process of selecting the correct Zwitserlood were associative as well as semantic in nature. Targets were chosen that were frequently given as responses to the primes in free association norms (e.g. captain-ship, captive-guard ) . A number of researchers have suggested that associative priming may be based, at least partly, on the frequent co-occurrence of lexical forms in the language (Moss, Hare, Day, & Tyler, 1994; Shelton & Martin, 1992) . Thus the high probability of hearing the word ship shortly after hearing the word captain may lead to some kind of activation link between the two words that would support priming, independently of whether or not the meaning of the word captain had been activated. Although there is some debate as to the status of associative priming (e.g. de Groot, 1990) , the possibility that priming could arise from associative links at the level of lexical form casts a doubt over the interpretation of the results of Marslen-Wilson and Zwitserlood as showing clear evidence of early activation of semantic information for the prime words. Recently, a study by Zwitserlood and Schriefers (1995) went some way towards addressing this potential problem. They carried out similar cross-modal priming experiments in which the targets were semantically related to the primes, by virtue of membership in the same semantic category, but were not strongly associated. They replicated the nding of semantic priming at an early point in the duration of the word (after an average of 3.6 phonemes from word onset, and even earlier if a delay of 100 msec was introduced between prime and target). This suggests that the priming from the short fragment of the word is indeed based on early semantic activation rather than associative form priming. Our experiment allowed a more direct evaluation of the possibly separable roles of associative and semantic priming early in the duration of a word by including both kinds of target relation for the same set of prime words.
EXPERIMENT 1
In this experiment, we used the cross-modal priming technique to probe for activation of the meaning of a spoken word, both when it has been heard in full and at a point in its duration before it has been uniquely identi ed. We compared early activation for targets that are related to the primes only by a semantic connection with those that are related both semantically and associatively. Early activation was probed by presenting the targets at the "isolation point" of the prime, and comparing facilitation of the target with that produced when the same targets were presented at prime offset. The isolation point can be identi ed empirically using a gating procedure, in which the word is played out in fragments of increasing length and subjects are asked to try to identify the word they are hearing at each point. The isolation point is de ned as the mean point in the word (measured in msec from acoustic onset) where subjects rst start to identify the word correctly, but where their con dence ratings are not necessarily high (Tyler & Wessels, 1984) . The fact that subjects are not completely con dent about the identity of the word indicates that although the correct candidate is starting to emerge, it cannot yet be fully discriminated on the basis of the sensory input, and other candidates still remain active. It has been argued that the isolation point is located during the phase of word recognition when the system is selecting among candidate words that have entered the word initial cohort (Zwitserlood, 1989) . Once this selection process is complete, the correct candidate can be uniquely identi ed or recognised. The point at which this takes place-the "recognition point"-is de ned operationally in the gating task as the mean point at which all subjects correctly identify the word with a high con dence rating (over 80%). The recognition point is typically two or three gates (100-150 msec) later than the isolation point.
Method

Subjects
The subjects were 96 members of the Centre for Speech and Language subject pool (healthy native speakers of British English between the ages of 17 and 40 years). None of the subjects in the main experiment took part in either the semantic relatedness or gating pre-tests described below. The subjects were paid £5 per hour for their participation.
Materials and Design
The prime words were 40 English nouns of two or three syllables. Each prime was paired with two target words. The rst was related to the prime semantically but not associatively ("semantic-only"). The nature of the semantic relation was always category co-membership at the basic level (e.g. silver-bronze, sparrow-robin) . We checked that these pairs were not associatively related in either forward or backward direction by consulting free association norms (Moss and Older, 1996; Postman & Keppel, 1970) . The maximum forward association strength for any target in this set was 3% (mean 0.6%). The second target for each prime was strongly associated as well as semantically related ("semantic 1 associated"). The nature of the semantic relation was similar to the semantic-only condition: category co-membership (e.g. silver-gold ) or subordinate-superordinate (robinbird ). In addition to the semantic relation, we ensured that each target had an associative strength of at least 19% (i.e. at least 19% of subjects give the target word in response to the prime in free association norms). The mean associative strength in this condition was 34%.
Apart from differing in associative relation to the prime, items in the semantic-only and the semantic 1 associated conditions were matched as Downloaded by [University of Cambridge] at 08:19 02 February 2012 2 Given that the strength of the semantic relation appeared to be slightly greater for the pairs that are also associated, we will need to take this into account if the results show a greater priming for the associated pairs. With this in mind, we identi ed a subset of 21 items for which the mean rating in the semantic 1 associated and the semantic-only condition differed by only 1 point on the rating scale in either direction. These more closely matched items can be analysed separately if need be.
closely as possible. They were of similar written frequency (34 and 57 per million, respectively; Ho and & Johansson, 1982) . We also carried out a semantic relatedness pre-test to ensure that the strength of the semantic relation was similar for the two conditions, so that the only difference between them was presence or absence of an associative relation. Members of the Centre for Speech and Language subject pool were asked to rate each prime-target pair on a scale of 1 (very unrelated) to 9 (very related). Materials were divided into two versions and given to two sets of 11 subjects such that each subject saw the prime with only one of its two targets. We added 15 closely related synonyms, 10 phonologica lly related but semantically unrelated pairs and 10 completely unrelated pairs to act as llers and anchor the ends of the rating scale. The prime-target pairs in the semantic-only condition received a mean rating of 6.3 and the pairs in the semantic 1 associated condition received a mean rating of 7.2.
2
Each of the 40 prime words was presented in eight different conditions in the experiment. The rst variable was target type. Each prime was presented with either the semantic-only or the semantic 1 associated target. The second variable was target position. The target was presented either at the acoustic offset of the prime or at its isolation point. The nal variable was prime type. Reaction times to targets presented with the related prime at each position were compared with reaction times for the same targets presented at corresponding positions in the duration of an unrelated word. The unrelated prime words were generated by pseudorando mly re-pairing primes and targets from within the test set. The unrelated prime condition was included to provide a control baseline against which to measure priming by the related primes for each target type at each position. The eight conditions are shown schematically in Fig. 1 .
The isolation point of each prime word was established in a gating pre-test. Each prime word was recorded and digitised onto computer, as described below. We then played the words out over headphones in fragments (gates) of increasing length. The rst gate was 100 msec, with subsequent gates increasing by 50 msec until the whole of the word had been played out. After each gate, subjects were asked to indicate which word they thought they were hearing and also how con dent they were on a scale of 1 (pure guess) to 10 (completely sure). We added ve adjectives and ve verbs as llers to disguise the fact that all of the test items were nouns. Fifteen subjects from the Centre for Speech and Language subject pool took part in the gating pre-test. Results were compiled to determine the isolation point for each prime; that is, the mean gate at which subjects rst identi ed the word correctly (without subsequently changing their minds), regardless of con dence rating. This was then converted into a duration in msec from word onset, which was used as the early presentation point for each prime. The mean duration to isolation point for the 40 test primes was 317 msec, which was on average approximately 300 msec earlier than word offset.
The materials were rotated over eight experimental lists, such that each prime appeared in only one of its eight conditions in each list. Each list was presented to a separate group of 12 subjects, so that there was no repetition of items for any subject. Each subject therefore responded to six items in each experimental condition. To each list we also added 120 unrelated word-word ller pairs (e.g. sugar-tissue) and 160 word-nonword pairs (e.g. table-hiction). This reduced the proportion of related items to 6.25% of the total trials in each list (12.5% of real word trials), so reducing the potential for strategic effects over and above automatic priming on the basis of activation of the meaning of the prime (e.g. Neely, 1991; Tweedy, Lapinski, & Schvaneveldt, 1977) . It also ensured that there were 50% nonword and 50% real word targets in the list. Half of all the ller primes were cut off at approximately 317 msec from onset, to mirror the proportion of fragment primes of this mean length within the test materials.
At the beginning of the experiment, there was a set of 40 practice items which contained the same proportion of trials of each type as the main list. 3 We wanted the duration of the visual target to be comparable to the earlier experiments by Zwitserlood (1989) and Zwitserlood and Schriefers (1995) . In these studies, the display time was 50 msec. We had to use a value of 54 msec because DMASTR controls display time in terms of computer ticks, each of which is timed as 14 msec for our experimental system.
Procedure
The materials were recorded onto DAT tape by a female native speaker of British English in a sound-attenu ated booth. They were then digitised onto computer hard disk at a sampling rate of 20 kHz. The experiment was controlled by the VMASTR/DMASTR system. On each trial, the prime word was played out over closed-ear headphones. The prime was either played out to offset, or was cut off at the isolation point of the word. The cut-off point was always placed at a zero crossing, which we had determined using a visual display of the speech wave, to avoid clicks or distortions. The prime was stopped at the isolation point rather than being allowed to continue after the presentation of the early target, so that it was not possible for subjects to receive any additional information about the identity of the prime while making their lexical decision response. At the presentation point, the visual target was displayed in upper case in the centre of the computer screen for a duration of 54 msec.
3 Subjects were instructed to make a lexical decision to the visual target as quickly as possible, by pressing either the "yes" or "no" button on a button box placed in front of them. The dominant hand was always used for a positive response. Response latencies, timed from the onset of the visual target, were recorded directly to computer disk by the DMASTR software. If no response was made within 2500 msec of target onset, a time-out was recorded and the next trial commenced. Subjects were tested in groups of up to four at a time and were seated at separate carrels in a sound-attenu ated room.
Results
Data for all ller items were removed from the set, and results for test trials only are reported. The overall mean reaction time was 532 msec, and the error rate was 3% of responses. These lexical decision errors as well as three time-outs (0.08% data) were removed and not replaced. On the basis of the frequency distribution of the reaction time data, six responses were also removed as extremely long outliers, all of which were above 1600 msec (0.16% data). Because of differences in mean reaction times between the groups of subjects across the eight experimental lists, raw reaction time data were normalised before being entered into analyses of variance. This involved expressing each data point for each subject as a percentage of their mean reaction time. Means were then calculated over the normalised data
Priming effects for semantic-only and semantic 1 associated targets in Experiment 1.
and entered into ANOVAs treating both items and subjects as random variables (H.H. . The mean priming effects in each condition are shown in Fig. 2 . The overall ANOVA included the variables list 3 target type 3 presentation point 3 prime type (8 3 2 3 2 3 2) and showed a signi cant main effect of prime type, with reaction times in the related conditions (523 msec) faster than in the unrelated conditions (541 msec) [F 1 (1,88) 5 27.1, P , 0.001; F 2 (1,64) 5 15.4, P , 0.001]. There were also main effects of target type, with responses in the semantic 1 associated condition (520 msec) faster overall than the semantic-only condition (546 msec) [F 1 (1,88) 5 48.2, P , 0.001; F 2 (1,64) 5 10.8, P , 0.005], and of presentation position, with responses faster overall at the offset of the prime (523 msec) than at the isolation point (541 msec) [F 1 (1,88) 5 26.11, P , 0.001; F 2 (1,64) 5 29, P , 0.001]. There was also a tendency for more priming at the offset position (23 msec) than the isolation point (10 msec), as revealed by an interaction between presentation position and prime type that was signi cant in the by-subjects analysis [F 1 (1,88) 5 4.04, P , 0.05] but only marginally signi cant in the by-items analysis [F 2 (1,64) 5 3.33, P 5 0.07]. However, there was no signi cant difference in the amount of priming for the semantic-only targets (22 msec) and the semantic 1 associated targets (11 msec) [F 1 (1,88) 5 1.7,
The results of the overall analysis suggest that there was more priming for both target types at the offset than at the earlier isolation point position. The key question is whether there is any signi cant priming at the early position, which would reveal early activation of word meanings, or whether the signi cant priming effect only emerges by the offset position, which would
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4 In this experiment, data were normalised due to the differences in reaction times for the eight groups of subjects who responded to the item lists, as revealed by a highly signi cant group 3 prime type interaction [F 1 (7,88) 5 7.1, P , 0.001]. We also analysed the non-normalised data, following an inverse transformation, the same as that employed in Experiments 2 and 3 (see below). In this analysis, the pattern of results was the same, with overall priming [F 1 (1,88) 5 25, P , 0.001; F 2 (1,64) 5 14.4, P , 0.001]. The priming effect at the offset position was highly signi cant [F 1 (1,88) 5 33.6, P , 0.001; F 2 (1,64) 5 16.4, P , 0.001]. However, the smaller priming effect at the isolation point just failed to reach signi cance in this less powerful analysis [F 1 (1,88) 5 2.1, P 5 0.14; F 2 (1,64) 5 3.5, P 5 0.06].
be more consistent with models on which meanings are not activated until after the word has been recognised. To answer this question, we carried out separate ANOVAs to examine the priming effects at each presentation point. These analyses revealed that the 10 msec priming effect at the isolation point was signi cant [F 1 (1,88) 5 4.14, P , 0.05; F 2 (1,64) 5 6.11, P , 0.05]. The 23 msec priming effect at the offset position was also highly signi cant [F 1 (1,88) 5 28.2, P , 0.001; F 2 (1,64) 5 13.2, P , 0.001]. This con rmed that there is a priming effect early in the duration of a spoken word, before its recognition point, although the size of the effect was considerably smaller than that which emerged by the offset of the word. Our second question was whether this early priming effect could be attributed entirely to associative priming. This would be revealed by a priming effect for the semantic 1 associated targets but not for the semantic-only targets. There was no sign of this pattern in the data. The overall ANOVA showed no interaction between target type and priming effect [F 1 (1,88) 5 1.7, P . 0.1; F 2 (1,64) 5 1.9, P . 0.1], nor did the separate ANOVAs for the isolation point and offset position. In fact, the priming effects in all cases were numerically greater for the semantic-only condition (13 msec at isolation point and 33 msec at offset) than for the semantic 1 associated condition (9 msec at isolation point and 13 msec at offset), which is the opposite to what we would expect if priming in this experiment was largely associative in nature. Moreover, given that there was no evidence of greater priming in the semantic 1 associated condition, we did not carry out any post-hoc analyses to check for the effect of the slightly higher semantic relatedness judgements for the associated than the semantic-only prime-target pairs. 4 
Discussion
The results of Experiment 1 clearly replicate those of Marslen-Wilson's and Zwitserlood's earlier cross-modal priming studies, in that they show a signi cant semantic priming effect for targets presented before the point at which a word can be uniquely and con dently identi ed by all subjects. We have also shown (1) that this effect obtains with English as well as Dutch materials, and (2) that priming effects in this paradigm cannot be attributed to form-level associative links between the primes and targets, since priming was just as great for pairs of semantically related words that had no associative connection as those that were strongly associated. These ndings provide further evidence for the view that the meanings of words start to be activated on the basis of partial sensory information, and that there is no delay until after the recognition point. However, the results do suggest that the activation level of a word's meaning continues to rise as more of the word is heard, leading to a signi cantly stronger priming effect by the offset of the word than at its isolation point, about 300 msec earlier.
In earlier experiments, we reported a consistent "associative boost" effect in priming; that is, a greater priming effect for pairs of words that are associatively related compared to those that are not, when the nature of the underlying semantic relation is held constant (Moss et al., 1994; Moss, Ostrin, Tyler, & Marslen-Wilson, 1995a) . It may, then, seem surprising that there was no increase in priming for the semantic 1 associated condition over the semantic-only condition in the current experiment. However, the evidence for an additional associative priming effect on top of semantic priming has all been based on priming paradigms where prime and target are presented in the same modality. We have observed the same lack of associative boost in an earlier experiment with cross-modal presentation (Moss, Ostrin, Tyler, & Marslen-Wilson, 1992) . In this case, there was no boost for associated over non-associated items either for category coordinates or functionally related pairs, even though we had found a boost effect for identical materials in an auditory-auditory priming paradigm. We believe that the explanation for the absence of associative effects in the cross-modal paradigm can be explained by the way in which contingencies between frequently co-occurring lexical forms are built up. While we may frequently hear pairs of associatively related words shortly after one another (e.g. hear /kat/ and then hear /dog/), and we may also frequently read these words together (e.g. read cat and dog in the same sentence), it is unlikely that we often hear /kat/ and then read dog in rapid succession. Thus there is little basis for a connection to form between the phonological and orthographical form representations of associated words, so providing no basis for associative priming between these words when presented in different modalities. Although further evidence is required to establish whether this account is correct, it provides a possible explanation for why we do not see an associative boost to priming in the cross-modal paradigm.
EXPERIMENT 2
Having replicated the basic nding of early activation of semantic representations, we now turn to a number of more detailed questions concerning the nature of the activation process and the role of the competitor environment.
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Types of Semantic Information
The rst issue we addressed in Experiment 2 was whether word meanings are activated in an all-or-none fashion, or whether the time course of activation varies according to the type of semantic information involved. In Marslen-Wilson's (1987) version of the cohort model, the claim is that the semantic code for each member of the word initial cohort is activated on the basis of the rst 150 msec or so of the speech input. The description of the representation of the meaning of a word as a simple processing unit or "semantic code" is consistent with the fact that this version of the cohort model was essentially a localist one, in which every unit within the recognition system (phonemes, lexical forms and lexical meanings) is represented as a local processing unit, interconnected to other units, but without internal structure. At the semantic level, such an account would be similar to a semantic network in which the node corresponding to the meaning of a word is connected to the nodes for related concepts (e.g. Collins & Loftus, 1975) . On this kind of localist model, it makes sense for the semantic code or processing node for a word's meaning to be activated in an all-or-none manner, with activation then spreading to related nodes as a function of the strength of the relation between them.
However, many linguistic and psycholinguistic theories of semantic representation claim that a word's meaning is not a simple unit, but is a structured whole built up of smaller elements, usually referred to as semantic features or properties (e.g. Katz, 1972; see McNamara & Miller, 1989 , for a review). Although there has been considerable debate as to the nature of these features, especially whether representations of lexical meaning contain only de ning features or a wider selection of typical properties, the principle that the semantic representation is composed of smaller units of information of different kinds is widely accepted. This componential approach to semantic representation has recently been given a new format by the development of distributed connectionist models of mental representation in which units at one level are naturally captured as patterns of activation over multiple smaller units (Masson, 1995; Plaut & Shallice, 1993) . While it is unlikely that these smaller units correspond in a one-to-one way with the semantic features of earlier accounts, distributed models provide a way of modelling partial activation of different aspects of a word's meaning at different points in time or in varying contexts of use.
Recently, many of the principles of the earlier cohort model have been implemented in a distributed connectionist simulation, as an alternative to the original localist framework (Gaskell, 1996; Gaskell & Marslen-Wilson, this issue) . The major temporal assumptions are those of the original cohort model-so there is early activation of the meanings of multiple word candidates as the speech input starts to be heard. However, in the distributed cohort model, the meanings of words are not represented as simple processing units that can be independentl y activated in parallel. Rather, words are represented as characteristic patterns of activation over a common set of semantic and phonological processing units. This has two important consequences. The rst is that there is a limit to how many meanings can be activated in parallel because the patterns of activation have to be captured within a single pool of units (we return to this point in our discussion of competitor effects in the next section). The other major consequence is that activation of semantic representations is not necessarily all-or-one. As the speech input starts to be heard, some aspects of a word's meaning-that is, some of the processing units-may be activated more rapidly and more strongly than others, leading to a dynamic pattern of subtle changes in the semantic properties available through the duration of the word.
There has been little empirical investigation of the early activation of different kinds of semantic information. One study, however, has addressed this issue directly. Schreuder and colleagues suggested a model in which the semantic representations of words are made up of two basic kinds of element: perceptual properties and functional properties. Perceptual properties encode the physical features of a word's referent (its shape, colour and so on) and can be activated directly by experiencing the object in the world, as well as by the corresponding word, while functional properties encode more abstract conceptual information that cannot be perceived directly, such as what an object is used for, what semantic category it belongs to and so on (Flores d'Arcais, Schreuder, & Glazenborg, 1985; Schreuder, Flores d'Arcais, & Glazenborg, 1984) . Schreuder et al. argued that perceptual properties should show a processing advantage over functional properties because of their more direct links with the outside world and also because they are primary in children's early development of conceptual representations (E.V. Tomikawa & Dodd, 1980) .
To determine whether perceptual properties are indeed activated prior to functional properties as a word is processed, Schreuder et al. (1984) carried out a series of visual priming experiments, in which the target shared a perceptual property with the prime (e.g. cherry-ball, which share the property of being round), a "conceptual property" (e.g. cherry-banana, which share the property of being fruit) or both (cherry-apple, which are both round and fruit). The main result was that when subjects were asked to name the targets, there was signi cant facilitation in the perceptual condition but not in the conceptual condition, but when the reaction time task was lexical decision, targets sharing conceptual relations were signi cantly facilitated but those sharing perceptual relations showed a reduced effect. The assumption is that the word naming task re ects activation at an earlier point in time than the lexical decision task, and Downloaded by [University of Cambridge] at 08:19 02 February 2012 therefore that perceptual properties undergo a process of rapid activation and decay when the prime is processed, while conceptual properties are accessed more slowly. This nding was extended by Flores d' Arcais et al. (1985) with a speeded lexical decision task and a slowed naming task, which produced a broadly consistent pattern of results. The authors claimed that these results support their model of semantic representation in which perceptual units are activated more rapidly in the process of word recognition than are functional units.
Although this study suggests an intriguing insight into the time course of activation of semantic information, it has several limitations. First, it is not clear what kind of semantic information underlies the "conceptual property relation" which was intended to probe the activation of functional units in the semantic representation of the prime. The word pairs in this condition were all members of the same semantic category, many of which were probably strongly associated. Flores d' Arcais et al. (1985) described the properties as "functional" when implementing the results in their model, but priming for these word pairs could be supported by information other than functional properties, such as category links via the superordinate (e.g. cherry-fruit-apple) or form-based associative co-occurrence. The main problem is that the targets were presented following a visual prime at an SOA of 400 msec. Thus, although naming may tap into an earlier stage of processing than lexical decision, it is still the case that subjects have seen the whole of the prime word by the time they start to respond to the target, and so the results cannot tell us about the activation of different semantic properties that may take place throughout the duration of a spoken word.
Therefore, the rst aim of Experiment 2 was to examine this issue in a more direct way, by probing for activation of perceptual and functional semantic properties at different points in the duration of a spoken word. We decided to focus on the same basic distinction between perceptual and functional properties as suggested by Schreuder and colleagues, although we have interpreted functional properties as pertaining speci cally to the design and typical use of a word's referent, rather than the slightly unclear notion of "conceptual" properties adopted in the earlier studies. There are several sources of evidence that the distinction between perceptual and functional information may indeed be an important one within lexical semantic representations, at least for concrete nouns. On the one hand, as already mentioned, development al studies have suggested that children may acquire knowledge of perceptual and functional attributes of concepts at different rates, although not all the evidence points in the direction of the advantag e for perceptual properties that Schreuder et al. suggest. Several researchers have claimed that children's earliest concepts are functionally rather than perceptually based (e.g. Nelson, 1974) . Neuropsychological studies of semantic impairment following brain injury and disease also indicate that representations of perceptual and functional properties of objects may be distinct and subject to selective damage. For example, one of the most widely accepted accounts of category-speci c semantic de cits for living things (usually a consequence of herpes simplex encephalitis infection) is that there has been selective damage to visual semantic properties which, in turn, has a more detrimental effect on living thing concepts because they rely heavily on this type of property, while artifact concepts (e.g. tools, clothing, furniture) are more dependent on functional than perceptual information (e.g. Sartori & Job, 1988; Warrington & Shallice, 1984) .
Although we agree with Schreuder et al. that the distinction between functional and perceptual properties may be a fundamental one within the representation of the meanings of concrete nouns, we do not, however, concur with their prediction that perceptual properties will necessarily enjoy a processing advantage and be activated more rapidly than functional properties. Indeed, the evidence suggests that if the earliness of activation is a function of the saliency or centrality of the information within the semantic representation, then functional properties should be activated prior to perceptual properties. Our studies of patients with progressive disorders of semantic memory (especially semantic dementia) have suggested that when there is gradual loss of semantic information, functional properties are preserved longer than other types of information. For example, one patient with semantic dementia, P.P., showed priming for pairs of words connected by a functional relationship (e.g. broom-oor, shampoo-hair) even when she showed no priming for other kinds of relation, such as category co-membership (cat-dog, spade-rake; Moss, Tyler, Hodges, & Patterson, 1995c) . Other patients show a similar preservation of knowledge of the functional aspects of objects over the progression of the disorder (Tyler & Moss, in press) . Similarly, priming studies with unimpaired young adults have shown that functional relationships of the broom-oor type support automatic priming over a wider range of conditions than other kinds of semantic relation (Moss et al., 1995a) .
These results support the idea that information about the design and function of objects may be especially salient aspects of conceptual representations, which may in turn lead to their being the most rapidly activated as a word is heard. This would lead to an advantage for this kind of information in the integration of the word's meaning into the ongoing context, which is important given that we are usually interested in the functional role of a word's referent in some event or situation, rather than the details of its appearance. However, it may be the case that these predictions are relevant mainly for the meanings of words referring to man-made objects rather than living things. In the case of man-made objects, there is good reason to believe that the function or purpose of the object is central to its meaning, perhaps making up the de ning core of the representation (Keil, 1986; Malt & Johnson, 1992) . However, there is less evidence that this is the case for other classes of noun, such as those referring to living things. In these cases, it is possible that other kinds of information are relatively more salient, and that the weighting of functional properties is less strong. Therefore, in Experiment 2, we focused on the activation of the meaning of nouns referring to man-made artifacts, for which the distinction between Schreuder and co-workers' prediction of perceptual information being activated most rapidly and our prediction of functional information being activated most rapidly can be most clearly drawn.
Competitor Effects
In addition to the type of semantic information, a second variable that may in uence the time course of activation of a word's meaning is the competitor environment that it occupies. According to the multiple early activation claim of the cohort model, not only does the meaning of the word being heard become available on the basis of the rst 150 msec or so of the speech input, but also the meanings of all the other words in the vocabulary that are consistent with that stretch of the input. In other words, the meanings of all the words in the initial cohort are rapidly activated in parallel. For example, on hearing the input /ka . . ./ at the onset of captain, not only does the meaning of captain start to be activated, but also the meanings of a set of other candidates that have the sequence /ka/ at onset, including captive, cat, can, cap and so on. Other activation-based models of word recognition such as TRACE (McClelland & Elman, 1986 ) and the Neighbourh ood Activation Model (Luce et al., 1990) make similar claims about the multiple activation of partially matching competitor words, although the determinants of match and mismatch differ slightly. There is some supporting evidence for the activation of meanings of multiple cohort competitors from the cross-modal priming studies of Marslen-Wilson (1987) and Zwitserlood (1989) , where there was signi cant priming for targets related to both an original word and a cohort competitor from the onset fragment prime. For example, the prime /kapt . . ./ facilitated lexical decision to ship (related to captain) and also to guard (related to captive). On the cohort model, the activation of the meaning of the competitor words continues to increase as long as they remain compatible with the sensory input, but the activation rapidly drops off once any mismatching information is heard. So, for example, as soon as the /n/ at the end of captain is heard, the activation of the meaning of captive is reduced, such that it no longer supports priming of a related word such as guard.
On the localist version of the cohort model, there is no direct effect of the competitor environment on the activation of word meanings, because each meaning is represented as an independent processing unit that can be activated regardless of how many other units are simultaneously activated. Thus, a word in a very large cohort of 100 members behaves no differently than a word that has only one cohort competitor, with all meanings being activated in parallel. However, on the distributed version of the cohort model, the picture is very different, with the size of the competitor set being an important limiting variable on the activation of word meanings (Gaskell, 1996; Gaskell & Marslen-Wilson, this issue) . Because the meaning of any given word is represented as a pattern of activation over the same set of units as the meanings of all other words, there is a limit to how many patterns can be successfully represented at any one time. In fact, it may be that only a single meaning can be perfectly represented at a time. But if the pool of processing units is suf ciently large, then it is possible that the system can settle into a pattern that is a blend of several different meanings that captures the major features of each to some extent-but there will always be a limit to how many meanings can be well represented, and the accuracy of the pattern with respect to the ideal state will always decrease as a function of the number of meanings the system has to try to capture at the same time. Therefore, we would expect to see signi cantly greater early activation for a word with few other cohort members, and therefore few other patterns to be captured in parallel, than a word in a larger cohort, where activation resources must be shared over a large number of different patterns.
Competition-based models of word recognition such as TRACE (McClelland & Elman, 1986 ) and the Neighbourhood Activation Model (Luce et al., 1990 ) also predict less activation of words with many higher-frequency neighbours than those with few neighbours, because of lateral inhibition among simultaneously activated words. These models do not have an implemented semantic level, but we can assume that whatever the nature of semantic representations, they will receive less activation from their corresponding word form nodes when these are inhibited by competing nodes. Unlike the cohort model, these models assume that competition is a function of the amount of overall phonologica l overlap between a word and its neighbours, rather than word initial similarity alone. However, since we are concerned here with the activation of meanings early in the duration of the spoken word, we are only looking at the effect of word initial competitors. Therefore, we tested whether competitor environment affects the time course of activation of word meanings by adding the size of the cohort of the prime word as an additional variable in Experiment 2. 
Method
Subjects
The subjects were 121 volunteers from the Centre of Speech and Language subject pool, none of whom had taken part in Experiment 1. They were paid for their participation.
Materials and Design
The experiment used the same cross-modal priming paradigm as in Experiment 1. We compared priming for two kinds of semantic relation between prime and target: (1) the target referred to a perceptual property of the prime (e.g. aeroplane-wing, crown-gold ) and (2) the target referred to a functional property of the prime (e.g. aeroplane-y, satchel-school ). Targets were presented either at the isolation point of the prime to probe for early activation or at the acoustic offset. Within each condition, the primes were divided into four groups according to the size of their word initial cohorts, to determine the effect of competitor environment on priming of the semantic targets. The conditions in Experiment 2 are illustrated schematically in Fig. 3 .
Generation of Property Targets.
To generate the prime-target pairs, we carried out a property generation pre-test. Subjects were asked to list semantic properties of a large number of artifact nouns that were potential prime words in the experiment. A number of items were already availabl e from an earlier set of property norms carried out at the Centre for Speech 5 In practice, this constraint reduced the potential set of items considerably and we decided to include some items that did have an embedded word from onset, as long as the shorter word was of signi cantly lower frequency than the prime.
and Language (Moss, Tyler, & Jennings, 1995b) . We ran a second pre-test with an additional 100 items in a further set to generate more suitable materials. In both cases, the words were typed in a booklet with a large space following each word. Forty-ve subjects were asked to ll in the booklet by listing properties in the spaces provided. The instructions stressed that they should give properties that people would usually attribute to that object or thing. The results were then compiled to give a production frequency for each property for each word; that is, the percentage of subjects who listed that property. Production frequency can be taken as an approximate guide to the saliency of a property for a concept.
Prime words were selected from the property norms if they had either a suitable functional or perceptual property. Properties were selected if they were listed by a minimum of 10 subjects (22%) and if they could be straightforwardly expressed in a single word to be used as a lexical decision target. Unlike the study of Schreuder et al. (1984) , the target word in our experiment was always a word that described the property, rather than referring to another noun that shared the property. This gives a more direct measure of activation of the property and also avoids the problem that the target nouns in Schreuder and co-workers' study could vary in the number of other properties they shared with the prime. Because we established in Experiment 1 that associative priming is not a major factor in cross-modal priming, associative strength was not strictly controlled, although the majority of word pairs were not strongly associated in a forward or backward direction (Moss & Older, 1996) . We also ensured that as far as possible the prime did not include a shorter word embedded from onset (e.g. carpetcar).
5
On this basis, we selected 52 primes with a functional property and 52 primes with a perceptual property. Half of the primes (n 5 26) had both a suitable perceptual and functional property and so were included in both target type conditions (e.g. tractor-wheel, tractor-farm), whereas the other half of the primes in each group (n 5 26) could only be paired with one kind of property that met all the constraints and so appeared in only one of the two conditions, but these different primes were matched for length and frequency (e.g. crown-gold, towel-dry).
The properties in the functional condition all referred to the typical use or design of the prime. These relations can be broken down as follows:
1. Target is a typical action performed by the prime (e.g. kettle-boil, balloon-oat; 19 items).
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6 Visible parts of objects generally imply a closely related functional attribute (e.g. wings are for ying, buttons are for fastening). These correlations between form and function are a central aspect of the semantic representations of man-made objects (Durrant-Peat eld et al., 1996) , but the key point here is that the target word refers to the visible part rather than the function that it subserves.
7 It could be argued that where the target refers to the material from which the prime is made, the property requires knowledge of more than the appeareance of the object. However, we have included only those materials that are easily distinguishable from their visual appearance, such as metal, leather, gold and wood. In these cases, one only has to look at the object to know which of these properties the prime is made of. The fact that in practice the object could be made of some substitute for the target material (e.g. sandals made of man-made bre rather than leather, or a crown made with some other metal sprayed with gold paint) only emphasises that it is the appearance of being made of the target material that is important, rather than the true provenance of all instances of the object.
2. Target is a typical action performed on the prime (e.g. blouse-wear, guitar-play; 8 items). 3. Target is the place where the prime is typically used (e.g. tractor-farm, satchel-school; 8 items). 4. Target is the object on which the prime typically operates (e.g.
aspirin-pain, radio-music; 8 items). 5. Target is an adjective describing the typical use of the prime (e.g.
glove-warm, suit-smart; 4 items). 6. Target is a typical action performed by a person using the prime (e.g.
bikini-swim, 2 items). 7. Target is the person by whom the target is typically used (e.g. scalpelsurgeon; 2 items). 8. Target is the time when the prime is typically used (sandal-summer; 1 item).
The perceptual condition consisted almost entirely of visual properties of the referent of the prime, because very few perceptual properties in other modalities (e.g. auditory) were listed in the pre-test. The perceptual relations were as follows:
1. Target is a visible part of the prime (e.g. aeroplane-wing, blouse-button; 25 items). 3. Target is the typical colour of the prime (aspirin-white; 1 item). 4. Target describes the shape of the prime (canoe-narrow, hook-curve; 2 items). 5. Target describes the texture of the prime (helmet-hard, scalpel-sharp; 2 items). a Frequency data taken from the British English norms of Ho and and Johansson (1982) . The higher mean frequency for the targets in the functional condition is due to a cluster of very high-frequency items in the 0 cohort competitor band. In the other bands, frequency is more closely matched. The materials in the perceptual and functional property conditions were matched according to prime frequency, target frequency, production frequency of the property and the duration of the prime. These characteristics are listed in Table 1 .
Cohort Size. In addition to the contrast between perceptual and functional properties, we also wished to investigate the role of competitor environment on the time course of meaning activation. Therefore, the prime words in each condition were allotted to one of four groups according to the size of their word initial cohorts. The measure of cohort size only included those words of equal or higher frequency than the prime word, on the assumption that lower-frequency words would not be effective competitors (Marslen-Wilson, 1990) . If all possible words are included in the calculation of cohort size, it is possible for the measure to be distorted by the presence of many very low-frequency words that do not necessarily receive suf cient activation to act as competitors.
Words were counted as members of the word initial cohort if they shared the rst two segments with the prime (either CV or VC) or three segments in the case of initial consonant clusters (CCV). The number and frequency of the items were established using the CELEX datbase. The prime words in both the perceptual and functional conditions were then categorised in the following way. Twelve items had no higher-frequency cohort members, 14 items had between 1 and 5 higher-frequency cohort members, 14 had between 8 and 20 and the nal 12 items had more than 20 higher-frequency cohort competitors (range 29-172). Again, the major variables known to affect priming results were matched across the four cohort bands in each condition.
Presentation Point. As in Experiment 1, targets were presented for lexical decision at two positions: the isolation point and offset of the prime. Therefore, we carried out a gating pre-test on all the prime words to establish the location of the isolation point. The method was identical to that of the gating pre-test for Experiment 1. Fifteen members of the Centre for Speech and Language subject pool took part in the gating study. Because of the large number of items to be gated, subjects took part in two 1 h sessions on subsequent days to avoid fatigue. As in Experiment 1, the isolation point for each prime word was calculated as the mean gate at which subjects rst gave the correct response, regardless of con dence ratings. This was then converted into the duration in milliseconds from the onset of the prime, and determined the point at which the visual target was displayed in the early position. The mean duration of prime to the isolation point was 331 msec.
Rotation and Fillers.
Because of the large number of conditions and the partial overlap of primes in the functional and perceptual conditions, each combination of target type and target position was run as a separate sub-experiment with different groups of subjects. Therefore, Experiment 2a included the functional properties presented at the offset position, 2b the functional properties at the isolation point, 2c the perceptual properties at offset and 2d the perceptual properties at the isolation point. In each sub-experiment, materials were rotated over two counterbalanced experimental lists, so that targets were presented with the related prime in one list and with the unrelated prime in the other list to provide the baseline for assessing effects. As in Experiment 1, the unrelated prime condition was created pseudorandomly by re-pairing primes and targets.
For each sub-experiment, there were 52 test trials, half of which were related and half unrelated. We added a set of 182 unrelated word-word llers and 208 word-nonword llers to give a relatedness proportion of 12.5% of real word trials (6.25% of all trials) and a word-nonword ratio of 50%. Fillers were the same in all four sub-experim ents. In all subexperiments, ller targets were presented at offset or at 200, 300 or 400 msec from prime onset, in proportions of 25% each so that the position of the target prime on any trial was not predictable. At the beginning of each sub-experiment, there was a practice block of 40 items.
Procedure
Details of the recording and digitising of materials and the running of the experiment are the same as described for Experiment 1.
Results
Experiment 2a: Functional Properties at Offset
Thirty-one subjects were initially run on the experiment. Four were removed because they were very inaccurate (error rates . 15%) or slow. This left 13 subjects on list 1 and 14 on list 2. The overall mean reaction time of good subjects was 500 msec. Lexical decision errors accounted for 2.4% of data points. These were removed and not replaced, as were one time-out, one upper outlier (1841 msec) and one lower outlier (176 msec). Mean reaction times were subjected to an inverse transformation (1/x) to increase statistical power without introducing truncation biases (Ratcliff, 1993; Ulrich & Miller, 1994) and then entered into 2 3 4 3 2 ANOVAs with the variables prime type (related vs unrelated), cohort band (1-4) and list (1 vs 2).
There was a main effect of prime type, with reaction times in the related condition (477 msec) 14 msec faster than those in the unrelated condition (491 msec) [F 1 (1,25) 5 18.7, P , 0.001; F 2 (1,44) 5 11.3, P , 0.005]. There were no other signi cant main effects or interactions. Most importantly, there was no interaction of cohort size with priming effect [F 1 (3,75) 5 1.45, P . 0.1; F 2 (3,44) 5 1.04, P . 0.1].
Experiment 2b: Functional Properties at the Isolation Point
Thirty-two subjects initially took part in the experiment. Three subjects were removed due to an error rate over 20% or to slow responses, leaving 14 subjects on list 1 and 15 on list 2. The overall reaction time for the good subjects was 522 msec. Lexical decision errors made up 3.6% of the data and were removed and not replaced, as were four time-outs (0.3%) and one upper outlier (1887 msec).
There was a signi cant main effect of prime type, with reaction times in the related condition (493 msec) 11 msec faster than in the unrelated condition (504 msec) [F 1 (1,27) 5 7.54, P , 0.01; F 2 (1,44) 5 6.18, P , 0.02]. There were no other main effects and no interaction of cohort band and priming effect [F 1 (3,81) 5 1, P . 0.1; F 2 , 1].
Experiment 2c: Perceptual Properties at Offset
Twenty-seven subjects were originally included in the experiment. Data for three were removed due to high error rates (over 20%) or slow reaction times, leaving 12 good subjects on each list. The mean reaction time for the good subjects was 499 msec. Lexical decision errors made up 1.6% of the data and were removed and not replaced, as was one upper outlier (2259 msec).
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8 This priming effect was supported by a stronger effect in the analysis of the untransformed raw data [F 1 (1,22) 5 9.82, P , 0.01; F 2 (1,44) 5 5.32, P , 0.05], suggesting that in this case there may have been a greater priming effect in the slower end of the distribution, which was being obscured by the inverse transformation.
9 Although the number of subjects included in the nal analysis was slightly lower for the perceptual than the functional condition, we do not think that this slight difference explains the greater priming effect for functional than perceptual properties at the isolation point, especially as the difference was as clear in the by-items as the by-subjects analysis.
There was a signi cant main effect of prime type, with responses in the related condition (477 msec) 9 msec faster than in the unrelated condition (486 msec) [F 1 (1,22) 5 10.23, P , 0.01; F 2 (1,44) 5 3.67, P 5 0.06].
8 There was no interaction of cohort band with priming effect (F 1 and F 2 , 1).
Experiment 2d: Perceptual Properties at the Isolation Point
Thirty-one subjects were originally included in this experiment. However, data for six were removed. Three had a high error rate of over 15%, two had slow reaction times and one did not follow the experimental instructions. This left 12 subjects on list 1 and 13 on list 2. The mean reaction time for the good subjects was 501 msec. Lexical decision errors accounted for 3.54% of the data and were removed and not replaced, as were two time-outs and three upper outliers (. 1500 msec).
Unlike the other three conditions, there was no priming effect. Reaction times in the related condition (478 msec) were no faster than in the unrelated condition (477 msec) (F 1 and F 2 , 1). There were no other main effects or interactions (priming 3 cohort band; F 1 and F 2 , 1). We also repeated the analysis on raw untransformed data to ensure that the inverse transformation was not obscuring a priming effect, and there was clearly no effect (F 1 and F 2 , 1).
9
The priming effects for each type of target property at each target position are summarised in Fig. 4 , and the detailed results including a breakdown by cohort band are given in Table 2 .
Discussion
The data from Experiment 2 show a clear pattern. There was a signi cant priming effect for functional targets at both the isolation point and at the offset of the prime word, indicating that functional properties of the semantic representations of the primes are starting to be activated early in the duration of the words. However, there was no priming for perceptual targets at the isolation point, indicating that the time course of activation of these properties is somewhat delayed, with priming only emerging by the offset of the prime. This nding is consistent with our earlier results 10 One potential confound in our materials is that functional property targets were generally of somewhat higher frequency than were perceptual targets. This cannot account for the current pattern of results, since (1) earlier studies have shown that low-frequency targets tend to produce more, rather than less, priming than high-frequency targets (e.g. Becker, 1979) , which would predict the opposite to our results, and (2) there was no correlation between target frequency and amount of priming for any condition (P . 0.1 in all cases).
suggesting that functional semantic properties are especially salient, at least for the meanings of concrete nouns that refer to man-made objects, but does not support the claim of Schreuder et al. that perceptual properties are always activated more quickly than other more abstract semantic properties.
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In no case was there any modi cation of the priming effect by the cohort size variable. This indicates that there is no difference in the time course of meaning activation for words that have many higher-frequency competitors than words that have few or no higher-frequency competitors. On the face of it, this presents a serious challenge for Gaskell and Marslen-Wilson's distributed implementation of the cohort model, as well as TRACE and the Neighbourhood Activation Model, which clearly predict a decrease in the early activation of a word's meaning as a function of the number of competitor words whose meanings are simultaneously being activated. However, the results are consistent with the localist version of the cohort model, in which any number of independent meaning units may be activated in parallel. We return to this issue in the General Discussion.
EXPERIMENT 3
Before we discuss the implications of Experiments 1 and 2 in more detail, we present a third experiment, which we carried out to con rm that priming effects in the rst two experiments could be attributed to automatic activation of aspects of the meaning of the prime word, rather than backward priming from the target to the prime.
The central assumption of the rst two experiments was that facilitation of lexical decision to targets in the cross-modal priming paradigm re ects the activation of the meaning of the prime, which facilitates the recognition of the related target word. The mechanism most commonly thought to be responsible for the facilitatory effect is spreading activation from the meaning representation of the prime to that of the target within a semantic network (e.g. Collins & Loftus, 1975; McNamara, 1992) . This is framed within the localist network approach to semantic memory in which each word has a single processing unit in the network that corresponds to its meaning, and in which related meanings are connected by activation links. However, the priming effect can also be modelled within distributed connectionist models. On these models, priming is explained as a function of the overlap in the pattern of activation over the semantic units for a given prime and target word. When the patterns for prime and target are similar (because they are semantically related), it will take the network less time to move from the state corresponding to the prime meaning to the state corresponding to the target meaning than when the two patterns are very different (as in the case of the unrelated control condition), so allowing the target to be recognised more quickly (Masson, 1995) .
Our current purpose is not to try to distinguish among these different accounts of priming (or other accounts that exist in the literature). On both these accounts, the facilitation of the target word results from the activation of the meaning of the prime that takes place automatically as the prime is being heard. Therefore, in both cases, the facilitation of the target can be taken as an index of the activation of the prime's meaning at the point at which the target is presented. However, it has been suggested that, in certain situations, the facilitation of the target may not be a simple re ection of the in uence of the prime's meaning on target recognition, but may also include a component that is based on the "backward" effect of the target's meaning on the prime. This would arise in a situation where the listener has not fully processed the prime word at the point at which the target is presented. The meaning of the target could then provide additional contextual support for activation of certain aspects of the prime's meaning, which would perhaps not otherwise be activated when the prime was heard in isolation (Koriat, 1981) . For example, for the prime target pair satchel-school, it may be the case that the property of satchels "is used to carry books to school" is not accessed automatically when the word satchel is heard. Rather, when the target school is presented, this may be processed in parallel with satchel, leading to a coherent meaning being activated for both words, which in turn facilitates the response to the target. If this process can operate, it may be especially effective when targets are presented following fragment primes rather than complete words (e.g. /satch . . . /-school ), because in these cases the processing of the prime is more likely to be incomplete when the target is presented, and so will bene t from backward priming. If backward priming can operate in the cross-modal semantic priming paradigm that we used in Experiments 1 and 2, it may undermine our claim that the pattern of priming effects re ects the automatic activation of the meanings of the prime words. Therefore, in Experiment 3, we tested explicitly for the presence of backward priming in an identical paradigm.
Method
Subjects
Sixty-one members of the Centre for Speech and Language subject pool took part in the experiment and were paid for their participation.
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11 After the initial selection of materials, we discovered that one item (treat-trick) had a high associative strength (21.5%) in the forward direction. This item was removed from the dataset, and so all analyses are based on 19 items.
Materials and Design
Backward priming can be detected by the use of prime-target pairs which are associated in backward but not forward direction (e.g. society-pillar) (Koriat, 1981; Seidenberg, Waters, Sanders, & Langer, 1984; Shelton & Martin, 1992) . In these cases, there is no associative link from the prime to the target (from society to pillar, 0%) and so no basis for forward priming, but there is a strong link from the target back to the prime (pillar-society, 24%). Therefore, any signi cant priming effect for pairs of this type can be attributed to backward priming. Note, also, that it is important to select pairs of words that share a minimal degree of semantic relatedness over and above their associative connection (like society-pillar), otherwise any bidirectional semantic link could provide the basis for either forward or backward priming, and so undermine the logic of the test. If we fail to nd any signi cant priming for backward-associated pairs like society-pillar, presented either at offset or at the isolation point of the prime, using a procedure identical to our rst two experiments, then we can rule out backward priming as the basis of our earlier results.
We selected 20 prime-target pairs that were associated in the backward direction but not the forward direction, and which were not semantically related. Seventeen of these were created by reversing the order of the associated-only pairs (e.g. pillar-society, grease-elbow) in Moss et al. (1994) and three additional items were taken from Seidenberg et al. (1984) . The mean associative strength of our items was 31.6% in the backward direction and 0.3% in the forward direction.
11 The pairs were only very weakly semantically related as determined in rating pre-tests (Moss et al., 1994) . The maximum rating on a scale of 1 (very unrelated) to 9 (very related) was 3 (mean 2.2).
Each target was paired with its backward associated prime in the related condition, and with an unrelated prime to provide the control baseline for lexical decision. Unrelated pairs were created by pseudorando mly reassigning primes and targets. Materials were then rotated over two counterbalanced lists which were presented to different groups of subjects. Each target appeared with the related prime in one list and the unrelated prime in the other list, so no subject saw any target more than once. To simulate the conditions of the earlier experiments, we also added a number of ller trials to each list. In Experiment 3a, we added 20 pairs that were strongly semantically related in both the forward and backward directions (e.g. ri e-gun). This was to mirror the conditions in Experiments 1 and 2 where there was a proportion of forward-related trials. We need to know 12 We did not analyse the results for the forward-related pairs, since they were included only as llers to produce the appropriate proportions of related pairs; the items had not been pre-tested for degree of semantic relation and associative strength, or for the presence of backward as well as forward association. Therefore, measures of priming for these items would not be meaningful.
whether backward priming can operate in a test environment where strong forward relations also exist, if we are to compare the current experiment with the rst two. We then added 140 unrelated word-word trials and 160 word-nonword trials to reduce the proportion of related trials (including both forward and backward relations) to 12.5% of real word trials (6.25% of all trials) and to produce a word-nonword ratio of 50%. This ensured that the test lists had the same proportions of trials of each kind as Experiments 1 and 2.
12
Targets were either presented at the offset of the prime, or at an early point when only a fragment of the prime had been heard. The early position approximated to the isolation point in Experiments 1 and 2, but we did not carry out a gating pre-test to establish the isolation point individually for each prime in Experiment 3. Rather, we placed the early position at 333 msec from word onset for all primes. This was the mean duration from onset to the isolation point across all primes in Experiment 2, and so gives an approximately equivalent fragment length in the early target position condition. We did this because we were not interested in the precise time course of the activation of the meanings of the prime words in Experiment 3, but only in whether backward priming would be encouraged to operate when primes were fragments of the type used in the earlier experiments. As for Experiment 2, the ller primes were presented at 200, 300 or 400 msec or at offset, so that the position of the target word was not predictable.
As in Experiment 2, we divided the conditions into two sub-experiments. In Experiment 3a the targets on all test trials were presented at the offset of the prime word, and in Experiment 3b they were presented at the approximate isolation point. Each sub-experiment consisted of the two counterbalanced lists over which targets were rotated in their related and unrelated conditions. There was a practice block of 40 trials at the beginning of each list.
Procedure
The details of the recording and digitising of the spoken primes and the running of the experiment were identical to those for Experiments 1 and 2.
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13 Because of the marginal effect in the by-subject analyses, we also analysed the raw reaction time data to ensure that we were not obscuring a real backward priming effect by using the inverse transformation. However, there was even less evidence of a priming effect in this analysis [F 1 (1,25) 5 2, P . 0.1; F 2 , 1].
Results
Experiment 3a: Backward Associates at Offset
Twenty-nine subjects were originally included in the experiment. Data for two were removed because of slow or error-prone responses, leaving 14 good subjects on list 1 and 13 on list 2. The overall mean reaction time for the good subjects was 558 msec. Lexical decision errors acounted for 3.7% of the data and were removed and not replaced, as were three time-outs. Data were inverse-transformed and entered into by-subjects and by-items ANOVAs. Each ANOVA had only two factors, prime type (related vs unrelated) and list (1 vs 2).
There was no signi cant effect of backward priming. Responses in the related condition (527 msec) were 10 msec faster than in the unrelated condition (537 msec), but this was not a signi cant difference [F 1 (1,25) 5 3, P 5 0.09; F 2 , 1].
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Experiment 3b: Backward Associates at the "Isolation Point"
Thirty-two subjects were initially included in the experiment, but data for four were removed. Three had error rates of over 20% and one had slow reaction times. This left 14 good subjects on each list. The overall mean reaction time for the good subjects was 528 msec. Lexical decision errors accounted for 6.4% of the data and were removed and not replaced, as were four upper outliers above 1100 msec.
There was no effect of backward priming. Reaction times in the related condition (506 msec) were only 5 msec faster than in the unrelated condition (511 msec) (F 1 and F 2 , 1).
Discussion
The results of Experiment 3 indicate that backward priming is not a major factor in the cross-modal lexical decision paradigm that we used. Although there was some numerical advantage in the related condition for the backward associates when presented at the offset of the prime (10 msec), this did not reach signi cance. When targets were presented following a fragment of the prime of similar duration to the isolation point fragments in the earlier experiments, there was even less evidence of a backward priming effect. This indicates that the priming at the isolation point for category coordinates in Experiment 1 and for functionally related words in Experiment 2 was due to the early automatic activation of the meaning of the prime word and was unlikely to be an artifact of backward priming due to the incomplete processing of the prime when the visual target was presented.
Although the results of Experiment 3 suggest that backward priming cannot fully account for the priming in Experiment 2, it is dif cult to rule out any contribution of backward priming entirely. To be totally sure that the lack of signi cant priming effects of backward associated items in Experiment 3 was signi cantly different to the priming in Experiment 2, it would be necessary to carry out a direct comparison of priming in the two experiments. This is not possible because there were different numbers of items in each experiment, the targets were not closely matched for variables such as length and frequency, and the nature of the relationship between prime and target was different (semantic-only vs associative-only). However, the fact that there was no priming in Experiment 3, coupled with the design characteristics of Experiment 2 (low proportion of related items, brief target presentation time and zero ISI), points towards an interpretation in which the priming in Experiment 2 was due to activation of the meaning of the prime and not to backward priming.
GENERAL DISCUSSION
The cross-modal priming experiments reported in this paper have con rmed earlier evidence that the mental representations of the meanings of words begin to be activated before the point at which a single word can be uniquely identi ed on the basis of the sensory input alone. We have ruled out the possibility that earlier demonstrations of this effect could have been artifacts of form-based associative priming rather than semantic activation. We have also shown that functional properties of the meaning of a word are activated before perceptual properties about the visual form of a word's referent, at least for concrete nouns referring to common man-made objects. However, our results do not support the view that early activation of word meanings should vary as a function of the number of competitor words that are available to the system simultaneously, which is predicted on a distributed implementation of the cohort model.
The early activation of word meanings is consistent with interactive activation models of word recognition, including TRACE, the Neighbourhood Activation Model and the Cohort model. On all of these models, the activation of information is a continuous function of match with the incoming speech signal, and there is no sense in which access of word Downloaded by [University of Cambridge] at 08:19 02 February 2012 meanings is delayed until a single successful candidate has been recognised. The consequence of early activation of multiple word meanings is spelled out clearly in Marslen-Wilson's (1987) description of the cohort model: The alternative meanings that are available before recognition can be evaluate d against the constraints and predictions of the prior context, allowing words with congruent meanings to be recognised more rapidly than those with incongruent meanings. If word meanings are not available before recognition, then such a top-down interaction would not be possible, and any contextual facilitation would have to be located during post-access integration and elaboration processes.
The current results also allow us to conclude that activation of word meanings is not an all-or-nothing process, but that certain semantic properties may be made available before others. Speci cally, information about the function, purpose and use of man-made objects appears to be activated more rapidly than information about their physical form. This is consistent with earlier ndings that functional properties are especially salient to the meanings of these words (Moss et al., 1995a,c; Tyler & Moss, submitted) and may form their core meaning (Keil, 1986) . Moreover, functional properties of man-made objects are more likely to be relevant to the goals of the discourse than their perceptual attributes, so it is plausible that these properties should be made available rapidly, in order, for example, to assign functional roles to the new referents in event scripts and mental models that represent the ongoing discourse (Sanford & Garrod, 1981) . It remains an open question whether a similar pattern of activation of functional properties prior to perceptual properties holds in semantic domains other than man-made objects. For example, in the case of living things, it has been claimed that perceptual properties are more numerous and more distinctive than functional properties (Farah & McClelland, 1991; Warrington & Shallice, 1984) , and it is possible that they would also be activated more rapidly. Further experiments in which primes are taken from different semantic categories are planned to investigate this possibility.
Although the different time course of activation of functional and perceptual properties is consistent with a model of semantic representation in which meanings are made up of numerous smaller units that can be activated to a greater or lesser extent, the lack of competitor effects on this activation function is dif cult to square with certain kinds of distributed accounts of semantic representation. As outlined above, a model in which the representations of word meanings are captured as distributed patterns of activation over a common pool of semantic units predicts that, as the number of meanings that have to be concurrently represented increases, the ability to represent each individual pattern accurately decreases. This means that there should be relatively little early activation of the meanings of words with many competitors. This is clearly predicted by Gaskell and MarslenWilson's (this issue) distributed connectionist implementation of the cohort model, and by any model in which meanings are represented in a distributed system in this way (e.g. Masson, 1995) . One possible counter-argument is that our de nition of competitors as members of the same word initial cohort was inappropriate, and that the true measure of the number of activated competitor meanings should take into account words that overlap phonologica lly even if they mismatch at onset-as claimed by activation/ competition models such as TRACE and the Neighbourhood Activation Model. For example, on these models, words such as bat, pat, cot and kite should be counted as competitors for the word cat, because they differ by only one phoneme, as well as words that share the initial CV and so count as cohort competitors (e.g. can, camp, cab, etc.) . However, there is little evidence that competitors that mismatch at word onset are activated in the duration of a spoken word. For example, Marslen-Wilson and Zwitserlood (1989) and Marslen-Wilson et al. (1996) have shown that the meanings of rhyme competitors (that overlap completely except for the initial phoneme) are not activated, and so do not support immediate priming. Therefore, it is unlikely that the absence of competitor effects in Experiment 2 was due to the exclusion of non-cohort competitors from our measures of competitor set size.
However, there is a more plausible explanation of the lack of the competitor effect which is consistent with the distributed account. It may be that our early target position, which was set at the isolation point of the prime word, was too late to pick up the effects of competitor set on the activation of word meanings. By the isolation point of a word, many of the word initial candidates that are momentarily activated on the basis of the rst 150 msec or so of the input will have started to mismatch the input and so their activation levels will have dropped away. Perhaps if we probed for activation of the word's meaning at an early point, we would be able to determine the true effect of competitor set size, with less activation for words in large cohorts than those in small cohorts. We plan, in a future experiment, to probe for early competition effects on meaning activation by presenting the functional property targets for lexical decision at an earlier point in the prime word, when only the initial 150-200 msec has been heard. If this is the duration of the speech input required for activation of cohort candidates, as claimed by the cohort model, then any competition effects that exist should be apparent at this point. Our results do not, then, rule out the distributed cohort model account of the representation and activation of word meanings, but indicate that if early competition among simultaneously activated meanings does exist, the effects are very short-lived, and have disappeared by the isolation point, which was about 300 msec from word onset in our experiments. 
