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We consider a time-dependent flow problem in an infinitely long wind tunnel of
circular cross-section. It is assumed that beginning with a distance up- and
downstream from the stream-lined body, the flow is approximately described by the
time-dependent Euler equations linearized about a uniform free-stream flow. By
using this linear model, we transfer the boundary conditions from infinity to the
front and back boundaries of a finite computational domain. The obtained bound-
 .ary conditions called transparent ones TBCs are represented by explicit formulae
in the physical space. The TBCs contain operators of Fourier expansion with
respect to eigenfunctions of the cross-section and convolutions with respect to
time, i.e., they are non-local in both space and time. One possibility of their
numerical implementation is described; the main attention is paid to the evaluation
of the convolution operator. Due to the representation of the convolution kernel
by an exponential polynomial, the evaluation formulae become even local in time.
Q 1998 Academic Press
1. INTRODUCTION
Navier]Stokes or Euler equations are widely used for describing prob-
lems of transonic flow past an aircraft. An external artificial boundary of a
computational domain appears when such a problem is numerically simu-
lated. We have to impose boundary conditions in order to close computa-
tional formulas. Such conditions are usually called artificial boundary
 .conditions ABCs since they are not contained in the input problem. It is
clear that ABCs influence the accuracy of numerical simulation. Besides,
the size of a computational domain strongly depends on the quality of
ABCs. For example, the use of non-local boundary conditions in the
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steady-state inviscid flow problem around an airfoil reduces 10 to 20 times
the size of a computational domain compared with the use of simple
w xfree-stream Dirichlet conditions, see 1]3 .
Success in generating non-local ABCs for the steady-state case was
achieved due to the consideration of the linearized Euler equations or the
 .linearized potential equation Prandtl]Glauert equation outside a compu-
w xtational domain, see 1]5 . The authors solve auxiliary external linear
w x w xproblems analytically 1, 3, 4 or numerically 2 and obtain stable and
sufficiently cheap with respect to computational costs formulas relating
unknown functions on artificial boundaries.
It seems reasonable to apply ABCs obtained on the basis of the
linearized Euler equations also for solving aerodynamic problems gov-
erned by the Na¨ier]Stokes equations. Indeed, the test calculations pre-
w x  .sented in 1, 3 show that the size diameter of a computational domain
with such ABCs should be at least 3 to 4 times greater than the size of the
streamlined body since otherwise the use of the linear model to describe
external flow can lead to large computational errors. However, such size is
already enough for practical aerodynamics where the Reynolds number is
6 .greater than 10 as a rule to neglect viscous phenomena outside the
computational domain.
Multidimensional analysis of the linearized governing equations gives
w xalso suitable ABCs for the unsteady case. In 6 , Gustafsson studied a flow
problem in the domain 0 F x - `, y` - y - ` and used the linearized
time-dependent Euler equations at x G L to find approximate far-field
ABCs on the boundary x s L. The obtained conditions are non-local in
time and demonstrate good accuracy for a test calculation.
In this paper, we consider a flow problem in an infinitely long wind
tunnel. We write out non-local artificial boundary conditions, transparent
 .boundary conditions TBCs , for inflow and outflow boundaries of the
computational domain. For this purpose we use time-dependent Euler
equations linearized around the uniform free-stream flow. Exact transfer
of conditions from left infinity to an inflow cross-section of the wind
tunnel, and from right infinity to an outflow cross-section is made. These
TBCs can be applied for the simulation of unsteady flows with homoge-
neous initial and boundary conditions outside the computational domain,
e.g., for problems with separations, aeroelastic problems, flatter problems,
etc. However, such flows should not have, of course, strong vorticity and
strong entropy change in the wake; otherwise the linearized equations
used here can lead to the loss of accuracy because perturbations of the
longitudinal velocity component and density do not vanish downstream.
Clearly, the non-local TBCs obtained below require large computational
efforts for numerical implementation compared with well-known charac-
IVAN L. SOFRONOV94
teristic-based boundary conditions. Nevertheless, at least the three follow-
ing arguments justify the use of TBCs in numerical algorithms. First, they
provide the confidence that a problem with TBCs in a bounded computa-
.tional domain substitutes equivalently for the input problem in an un-
bounded domain by supposing that a flow in the truncated part of space is
described by the linearized Euler equations; in this sense, the conditions
.are exact . Secondly, by their nature, TBCs permit the use of compara-
tively small computational domains to simulate external unsteady prob-
lems. Note that for the latter, in contrast to the steady-state case, one
cannot enlarge the computational domain by using larger and larger grids
in the direction of the boundaries at infinity. Indeed, the grid should be
fine enough in the whole computational domain to provide the resolution
of waves generated by the stream-lined body and outgoing to infinity.
Finally, we suggest special recurrence formulas that make the calculations
local with respect to time for the discrete counterpart of the obtained TBCs.
These formulas reduce sharply the volumes of needed memory and calcu-
lations because they connect only two sequential time levels.
The paper consists of 5 sections. The linear model applied for describing
time-dependent flow outside the computational domain is formulated in
Section 2. In Section 3 we consider the incoming flow. In this case the
model used is reduced to the scalar problem for the potential of the
velocity perturbation. On the basis of the exact solution to this problem,
we derive four desired boundary conditions at the inflow cross-section of
the computational domain; one of them is non-local. The outgoing flow is
considered in Section 4. Again, the linear model is reduced to the scalar
equation but now for the pressure perturbation. The solution of the latter
permits us to obtain the exact non-local boundary condition at the outflow
cross-section. Section 5 is devoted to the numerical implementation of the
obtained non-local conditions; the main attention is paid to the convolu-
tion operators with respect to time entering the conditions. Due to the
w xspecial treatment of the convolutions, cf. 7, 8 , we derive local in time
computational formulas.
2. PROBLEM FORMULATION
Consider an unsteady flow problem in an infinitely long wind tunnel that
has a constant circular cross-section everywhere except, maybe, for the
 .region near the stream-lined body. Let z, r, w be the cylindrical system of
coordinates with z-axis passing through the center of the wind-tunnel
cross-section. We assume that the fluid is a calorically perfect gas and it
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has a uniform subsonic velocity at left infinity, i.e., the free-stream flow has
the form
¡V ' u , ¨ , w s u , 0, 0 , u s const ) 0 .  .` ` ` ` ` `~P s const 1 .`¢r s const,`
where u, ¨ , w are the components of velocity in the cylindrical system of
coordinates; P is pressure; and r is density.
The flow is governed by the unsteady Euler equations,
1¡
V q V grad V q grad P s 0 .t r~ 2 .
P q V grad P q g P div V s 0t¢r q V grad r q r div V s 0,t
where g is the specific heat ratio.
Let z and z be the coordinates of the front and back cross-sections,f b
respectively. The cross-sections subdivide the flow domain into the three
subdomains, I, II, III, see Fig. 1.
Subdomains I and III are the semi-infinitely long cylinders of a constant
circular cross-section.
We assume that the flow in I and III is described by the Euler equations
 .linearized around the uniform solution 1 . We use this flow model to
obtain ABCs on the boundaries z and z of the computational domain IIf b
that contains the stream-lined body.
FIG. 1. Subdomains in a wind tunnel.
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Ä ÄSuppose V s V q V, P s P q P, r s r q r ; then the linearized sys-Ä` ` `
Ä Ätem of equations for small perturbations V, P, r has the formÄ
1¡Ä Ä ÄV q u V q grad P s 0t ` z r`~
Ä Ä ÄP q u P q g P div V s 0t ` z `¢ Är q u r q r div V s 0.Ä Ät ` z `
Denote by c2 s g P rr the sound velocity squared. To simplify our` ` `
notation let us omit the tilde ; for perturbations. Let us use the names
¨elocity, pressure, and density for perturbations since only the latter are
under consideration in what follows. Making obvious transformations, we
obtain the following linear system of equations:
1¡
u q u u q P s 0t ` z zr`
1
¨ q u ¨ q P s 0t ` z rr`~ 3 .1 1
w q u w q P s 0t ` z wr r`
2P q u P q r c div V s 0t ` z ` `
2 2¢ P y c r q u P y c r s 0. .  .` ` `t z
The subsonic free-stream flow is considered below, i.e.,
0 - u - c .` `
We shall obtain ABCs on the boundaries z and z from solutions off b
 .initial-boundary problems for Eqs. 3 in the subdomains I and III. If the
 .problem were described by 3 in the subdomain II as well, the solution of
the whole problem in the wind tunnel would be satisfied by those condi-
tions. The artificial boundaries are transparent in this sense. Therefore
such conditions are called transparent ABCs. We apply the term Transpar-
ent Boundary Conditions for nonlinear equations in the subdomain II as
well. For the linear case it is better to use the term Boundary Conditions
w xfor Complete Transparency, cf. 7 .
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 .3. CONDITIONS ON THE FRONT INFLOW BOUNDARY
 .Let functions V, P, r satisfy the system 3 in the domain I, i.e., at
z - z . We consider our problem with the following homogeneous condi-f
tions at z s y` and at t s 0:
< < <V s 0, P s 0, r s 0zsy` zsy` zsy`
4 .< < < V s 0, P s 0, r s 0, z F z .ts0 ts0 ts0 f
 .The aim of this section is to transfer the conditions 4 from left-hand
infinity to the inflow boundary z s z of the domain II.f
3.1. Auxiliary Problem for the Velocity Potential
 .  .If we apply the rot-operator to the vector V in 3 , 4 , we get the
¡ rot V q u rot V s 0 .  .t z`~ < 5rot V s 0  .zsy`¢ <rot V s 0.ts0
 .Evidently, the solution to 5 in the domain y` - z F z has the formf
rot V s 0. 6 .
 .Therefore the vector V is generated by a scalar potential F t, z, r, w :
V s grad F . 7 .
 .  .Substituting 7 for V in 3 , we obtain
1
grad F q u grad F q grad P s 0.t ` z r`
Hence
1
F q u F q P q f t s 0, .t ` z r`
 .where f t is a function occurring due to integration. Renaming F l F q
 .  .F t , where F t is such that F9 s f , we have
1
F q u F q P s 0. 8 .t ` z r`
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 .  .  .If we replace V, P by 7 , 8 in the fourth equation of the system 3 , we
get the following equation for the potential F,
F q 2u F q u2 F y c2DF s 0, y` - z - z , 9 .t t ` t z ` z z ` f
where D is the Laplacian.
Let us now write the boundary conditions for F. The trivial condition at
 .  .  .z s y` is obtained from 4 , 7 , 8 :
<F s 0. 10 .zsy`
Note. As usual the potential F is defined to within a constant. Since
the latter is not important, we omit it.
 .To put the condition at z s z we use Eq. 8 . Suppose P and F ' uf z
 .are given functions at z s z ; then integrating 8 with respect to t, wef
 < .obtain taking into account F s 0ts0
t0<F s F t , r , w ' y .zsz Hf
0
1
= P t , z , r , w q u u t , z , r , w dt . 11 .  .  .f ` f /r`
The initial conditions at rest are given by
< <F s 0, F s 0. 12 .ts0 ts0t
 .  .Thus we have the problem 9 ] 12 for the potential F. The problem is
 .called auxiliary since we use it for solving 3 .
3.2. Solution of the Auxiliary Problem
Let us use the method of separation of variables for solving the problem
 .  .9 ] 12 . The function F can be expanded in cylindrical harmonics,
` `
m mF t , z , r , w s F t , z Z r , w , 13 .  .  .  .  k k
msy` ks1
where
x < m <km imwZ r , w s e J r , .k < m <  /R
R is the radius of the wind tunnel, and x < m < are the roots of the derivativek
of Bessel's function J , i.e.,< m <
d
< m <J x s 0. 14 . .< m < kdx
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 .The equality 14 ensures the zero radial velocity at the wall of the wind
tunnel, i.e.,
< <¨ ' F s 0.rsR rsRr
 m .4ms y`, . . . , `It is well known that cylindric functions Z r, w are thek ks1, 2, . . . , `
eigenfunctions of the Laplace operator in a circle:
1 ­ ­ 1 ­ 2
m mr Z q Zk k2 2 /r ­ r ­ r r ­w
x < m <k2m m ms y l Z , l s . 15 . .k k k R
To make our notation easier, we use the sign hat instead of indexes mÃ k
Ã min what follows, i.e., F ' F and so on.k
 .  .  .Substituting 13 for 9 and using 15 , we get the following problem for
Ãeach harmonic F,
¡ 2 2 2 2Ã Ã Ã Ã ÃF q 2u F q u y c F q c l F s 0, y` - z - z , .t t ` t z ` ` z z ` f
~Ã Ã< < 16 .F s 0, F s 0ts0 ts0t
0¢Ã Ã Ã< <F s 0, F s F ,zsy` zsz f
Ã 0where the function F is calculated by
2< m <2 1 y mrx . / m1k0 < m < 0ÃF t s qJ x q F t , qR dq, .  .  . .  .H < m < k2 < m <J x . 0< m < k
p1m0 yimw 0F t , r s e F t , r , w dw . 17 .  .  .  .H2p yp
 .The solution of 16 can be written by using the convolution
Ã Ã 0 ÃF t , z s F t )G t , z .  .  .
Ãwith Green's function G of the problem
¡ 2 2 2 2Ã Ã Ã Ã ÃG q 2u G q u y c G q c l G s 0, y` - z - z , .t t ` t z ` ` z z ` f
~ Ã Ã< <G s 0, G s 0ts0 ts0t¢Ã Ã< <G s 0, G s d t , .zsy` zsz f
 .where d t is the Dirac delta function.
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Taking the variable z s yx q z , we havef
¡ 2 2 2 2Ã Ã Ã Ã ÃG y 2u G q u y c G q c l G s 0, 0 - x - `, .t t ` t x ` ` x x `~ 18Ã Ã  .< <G s 0, G s 0ts0 ts0t¢Ã Ã< <G s 0, G s d t . .xs` xs0
ÃTo find function G we use the Laplace transform technique. Let
`
ys tÃg s, x s G t , x e ds .  .Ã H
0
Ã  .be the Laplace transform of G. It follows from 18 that g satisfies theÃ
problem
¡ 2 2 2 2 2Ãu y c g y 2u sg q s q c l g s 0Ã Ã Ã .  .` ` x x ` x `~ <g s 1Ã xs0¢ <g s 0.Ã xs`
The solution of this problem is easily obtained and has the form
2 Ã’g s, x s exp y A s q A s q A s x , .  .  .  .Ã 0 1 0 / /
where
2 2 Ã2u s s q c l` `ÃA s s , A s s . .  .0 12 2 2 2c y u c y u` ` ` `
y1  .The inverse Laplace transform L of the function g s, x is calculatedÃ
by using the equality
2 2’J a t y x .2 2 1y1 ’yx s qa 2L e s d t y x y a x u t y x , .  . .
2 2’a t y x
w x  .   2see 9 ; u t denotes the Heaviside function. Noting that u t y u xr c y` `
2 ..   ..   ..u u t y xr c y u s u t y xr c y u at t, x G 0, we have` ` ` ` `
Ãx J A t , x x . .12Ã ÃG t , x s d t y y c xl u t y , . ` /  /Ãc y u c y uA t , x .` ` ` `
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where
x x
2 2Ã Ã’A t , x s l c y u t y t q . . ` `( /  /c y u c q u` ` ` `
Returning to the variable z by x s yz q z , and calculating the convo-f
Ã 0 Ã .  .  .lution F t )G t, z , we obtain the solution of 16 ,
z y z  .  .tq zyz r c yuf f ` `0Ã ÃF t , z s F t q q c z y z .  .H` f /c y u 0` `
= Äm Ã 0K t y t , z y z F t dt , . .k f
where
ÃJ A t , yz . .1m 2Ä ÃK t , z s l . .k ÃA t , yz .
w k , m xDenote by x the operator of summation with respect to eigenfunc-r , w
m  . w k , m xtions Z , see 13 , and by ­ the inverse operator of calculatingk r , w
 .Fourier coefficients, see 17 . Then we write the solution of the problem
 .  .9 ] 12 in the form
z y z f0F t , z , r , w s F t q , r , w .  /c y u` `
 .  .tq zyz r c yuf ` `k , mq c z y z x . H` f r , w
0
= m k , m 0ÄK t y t , z y z ­ F t , r , w dt . 19 .  . .k f r , w
3.3. Boundary Conditions
 .  . 2From 4 and the fifth equation of 3 it follows that r s Prc . Thus the`
 .  .formulas 19 , 7 , and
P s yr u F y r F` ` z ` t
20 .2 r s Prc`
 .give the solution of the system 3 in the domain y` - z - z providedf
that the function
1
P t , z , r , w q u u t , z , r , w .  .f ` fr`
is given at z s z .f
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 .  .  .Suppose functions V, P, r satisfy the formulas 7 , 19 , 20 , i.e., they
 .are a solution of 3 . Let us obtain now the relation between these
 .functions at the cross-section z s z . Dividing 19 by z y z and passingf f
to the limit as z y z ª 0, we have at z s z ,f f
k , myF q c y u F s c y u c x .  .t ` ` z ` ` ` r , w
=
t m k , m 0ÄK t y t , 0 ­ F t , r , w dt .  .H k r , w
0
k , m m k , m 0' c y u c x K ) ­ F . 21 .  .` ` ` r , w k r , w
Here the kernel K m of the convolution operator has the formk
m 2 2’J l t c y u /1 k ` `m mK t s l . 22 .  .k k 2 2’t c y u` `
 .  .  .Substituting 8 for the left-hand part of 21 , differentiating 21 with
 .respect to time, and taking 11 , we get the first desired relation:
k , m m k , mP q r c u q c c y u x K ) ­ .t ` ` t ` ` ` r , w k r , w
P q r u u s 0, at z s z . 23 .  .` ` f
 .  .The other three relations follow from 6 , 20 and have the form
1¡¨
q P q r u u s 0 .t ` ` rr`
~ 1 1 24 .w q P q r u u s 0 . wt ` `r r`
2¢r y Prc s 0, at z s z .` f
 .  .The conditions 23 , 24 ensure transparency of the inflow boundary
z s z . In order to prove this fact let us take an a ) 0 and consider twof
 .problems for 3 : in the infinite domain z F z q a, and in the finitef
 .  .domain z F z F z q a with the conditions 23 , 24 at z s z , see Fig. 2.f f f
The equivalence of these problems is given by the following theorem.
 .  .THEOREM 1. 1 Let V, P, r be a solution of 3 in the domain y` - z
F z q a, where a ) 0, with homogeneous initial conditions at t s 0; thenf
 .V, P, r is the solution to 3 on z F z F z q a with the boundary conditionsf f
 .  .23 , 24 at z s z .f
 .  .2 Con¨ersely, let V, P, r be a solution to 3 in the domain z F z F zf f
 .  .q a with the boundary conditions 23 , 24 at z s z and the homogeneousf
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FIGURE 2
initial conditions at t s 0. Let V, P, r be continuously differentiable up to the
boundary z s z functions. Then calculating them for y` - z F z by thef f
 .  .  .  .formulas 19 , 7 , 20 , we get the solution to 3 in the whole domain
y` - z F z q a.f
Proof. The first statement of the theorem is proved by the above
calculations. Indeed, the auxiliary problem for F follows from the input
 .  . problem 3 , 4 for V, P, r now we consider the problems in the extended
.  .domain y` - z F z q a . Therefore the solution of 3 can be written inf
 .  .  .  .  .the form 19 , 7 , 20 . Further, the formulas 23 , 24 were obtained from
 .  .  .  .  .  .19 , 7 , 20 . Hence any solution to 3 satisfies 23 , 24 .
Let us pass to the second statement of the theorem. We have the input
functions V, P, r in the domain z F z F z q a and the functions V, P, rf f
 .  .  .calculated by 19 , 7 , 20 in the domain z - z . By construction thesef
 .functions satisfy 3 everywhere on z - z q a except for the point z s z .f f
 .We have to prove that they satisfy 3 also at z s z . First we show that thef
functions V, P, r are continuous at z s z . Denote by Vy, Py, ry the limitf
values of the calculated functions at the point z s z y 0. It follows fromf
 .19 that
1
y 0 k , m m k , m 0<u s F s F q c x K ) ­ Fzsz y0z t ` r , w k r , wf c y u` `
y1 1
k , m m k , m 0<s P q u u q c x K ) ­ F .zsz` ` r , w k r , wf /c y u r` ` `
Hence
y1 1
y <u s P q u u zszt t ` t f /c y u r` ` `
1
k , m m k , m <y c x K ) ­ P q u u .zsz` r , w k r , w ` f /r`
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 .Combining the latter and 23 , we obtain
y1 1
y <u s P q u u zszt t ` t f /c y u r` ` `
1 1
< <q P q c u s u .zsz zszt ` t tf f /c y u r` ` `
Therefore
y <u s u .zsz f
 .  .  .Similarly, using 20 , 19 , and 23 , we get
y < <P ' P s P .zsz y0 zszf f
 .  .From 7 , 20 we have
1
y y< <¨ s F s y P q u Fzsz y0 zsz y0t r t r ` z rf f /r`
1
y ys y P q u u .r ` /r`
 .Using 24 and the fact that u and P are continuous at z s z , we getf
y < y < y <r s r and ¨ s ¨ ; hence ¨ s ¨ . In the same way, wezsz zsz zszt tf f f
y <obtain w s w .zsz f
Thus the functions V, P, r are continuous at z s z . It follows from thisf
and the condition of the theorem that V, P, r have continuous first
 .derivatives with respect to t, r, w at z s z . Since 3 is valid for V, P, rf
from the left and from the right of z s z , the continuity of the derivativesf
with respect to t, r, w yields the continuity of the derivatives with respect
 .to z. Therefore 3 is valid also at z s z . The theorem is proved.f
 .  .Let us remark that 23 , 24 contain four conditions on the inflow
boundary. The fifth condition may be required for numerical algorithms in
order to have all five relations between the five unknowns V, P, r. This
 .  .relation usually called the free condition is obtained directly from 3 and
has the form
1
2P y r c u q u y c P y r c u q r c r¨ q w s 0. .  .  .  . .r` ` ` ` ` ` ` ` wt z r
25 .
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 .  .In contrast to 23 , 24 it contains the derivative with respect to z; but in
writing a difference counterpart for the latter, one can use a right-side
difference. To explain this fact let us freeze all functions and derivatives
 .with respect to r- and w-coordinates in 3 at z s z and consider thef
 .frozen system in t, z -coordinates. The characteristic matrix of such a
system has five well-known eigenvalues: u , u , u , u q c , u y c . The` ` ` ` ` ` `
value u y c is less than zero and responsible for the outgoing character-` `
 .istic. It is the condition 25 that corresponds to this characteristic. We
stress that the above arguments are not strong. They are required only to
 .find the fifth relation 25 between V, P, r at z s z , i.e., so one can closef
formally computational formulas in a numerical algorithm. It follows from
 .  .Theorem 1 that the four conditions 23 , 24 on the inflow boundary are
 .an equivalent substitute for the linearized equations 3 in the domain
z - z .f
 .4. CONDITION ON THE BACK OUTFLOW BOUNDARY
 .Let us consider now the functions V, P, r such that they satisfy 3 at
z G z , i.e., in the domain III, see Fig. 1. Again we suppose that initial andb
boundary conditions are homogeneous:
< < <V s 0, P s 0, r s 0zs` zs` zs`
26 . < < <V s 0, P s 0, r s 0, z G z .ts0 ts0 ts0 b
 .In this section, we transfer the conditions 26 from infinity to the outflow
boundary z s z of the domain II.b
4.1. Auxiliary Problem for the Pressure
 .Differentiating the fourth equation of 3 with respect to t and z, and
applying the div-operator to the first three equations, we get
¡ 2P q u P q r c div V s 0t t ` t z ` ` t
2P q u P q r c div V s 0t z ` z z ` ` z~
1
div V q u div V q D P s 0.t ` z¢ r`
Eliminating the velocity vector V, we obtain the following equation for the
pressure:
P q 2u P q u2 P y c2D P s 0, z - z - `. 27 .t t ` t z ` z z ` b
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Evidently, the boundary and initial conditions for P are
< 0 <P s P , P s 0zsz zs`b 28 . < <P s 0, P s 0,ts0 ts0t
where P 0 is a given function.
 .  .If we substitute yz for z and yu for u in 27 , 28 then the problem` `
for the pressure becomes the same as the problem for F in Subsection 3.1.
 .  .Therefore the solution of 27 , 28 has the form
z y zb0P t , z , r , w s P t y , r , w .  /c q u` `
 .  .ty zyz r c qub ` `k , my c z y z x . H` b r , w
0
= m k , m 0ÄK t y t , z y z ­ P t , r , w dt . 29 .  .  .k b r , w
4.2. Boundary Conditions
In order to obtain the condition for P on the outflow boundary let us
 .divide 29 by z y z and take the limit as z y z ª 0. The result isb b
k , mP q c q u P q c c q u x .  .t ` ` z ` ` ` r , w
t m k , mÄK t y t , 0 ­ P t , r , w dt s 0, .  .H k r , w
0
or, in operator form, at z s z ,b
k , m m k , mP q c q u P q c c q u x K ) ­ P s 0, 30 .  .  .t ` ` z ` ` ` r , w k r , w
m  .where the kernel K of the convolution operator is given by 22 .k
 .  .Combining 30 and 3 to eliminate the derivative P , we get the desiredz
boundary condition:
1
P y r c u q r c u r¨ q w . .rt ` ` t ` ` ` wr
2 2 k , m m k , mq c y u x K ) ­ P s 0. 31 . .` ` r , w k r , w
 .Let us write the solution to 3 in the domain z ) z provided that theb
values V 0, P 0, r 0 are given at z s z . We regard here that the pressure Pb
 .  .  .is already defined by 29 . Substituting 29 for P in 3 and integrating the
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equations for V and P y c2 r along the characteristics z y u t s const, we` `
get
z y zb0V t , z , r , w s V t y , r , w .  /u`
1 t
y grad P t , z y u t y t , r , w dt , 32 .  . .H `r  .ty zyz ru` b `
z y zb0r t , z , r , w s r t y , r , w .  /u`
z y zb0y P t y , r , w / u`
yP t , z , r , w rc2 . 33 .  .`/
Now we can prove that the input problem with boundary conditions at
 .infinity is equivalent to the problem with the boundary condition 31 .
 .THEOREM 2. 1 Suppose V, P, r is a continuously differentiable solution
 .  .to 3 in the domain z y a F z - `, where a ) 0, with conditions 26 ; thenb
 .V, P, r satisfy 31 at z s z .b
 .  .2 Con¨ersely, let V, P, r be a continuously differentiable solution to 3
 .in the domain z y a - z - z , a ) 0, such that it satisfies 31 at z s zb b b
and homogeneous initial conditions at t s 0. Then the functions V, P, r
 .  .  .  .calculated for z ) z by 29 , 32 , 33 satisfy 3 in the whole domainb
z ) z y a.b
Proof. The first conclusion of the theorem follows from the above
calculations. To prove the second conclusion let us first verify that the
 .  .  .  .functions V, P, r from 29 , 32 , 33 satisfy 3 at z ) z . Practically web
 .have to prove the fourth equality of 3 since the others follow directly
 .  .  .from 32 , 33 . Acting by the div-operator on V in 32 , we get
1
0 0< <div V s Div V y uty t tytt0 0u`
1 t
y D P t , z y u t y t , r , w dt . .H `r tyt` 0
1
<y P .ty t , zz 0 br u` `
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Here
1 z y zb0 0 0Div V ' r¨ q w , t s . . .r w 0r u`
 .Using 27 , we calculate the integral of D P:
t t2 2c D P dt s P q 2u P q u P dt .H H` t t ` t z ` z z
tyt tyt0 0
t
s P q u P q u P q u P dt .  . .H t ` z ` t ` zt z
tyt0
< <s P q u P y P q u P . .  .t , z tyt , zt ` z t ` z 0 b
 .Substituting the expression obtained for div V in the fourth equation of 3 ,
we have
P q u P q r c2div Vt ` z ` `
r c2` `2 0 0< <s P q u P q r c Div V y uty t tytt ` z ` ` t0 0u`
c2` 0< < <y P q u P q P q u P y P .  .t , z tyt , z tytt ` z t ` z z0 b 0u`
r c2 u2 y c2` ` ` `2 <s r c Div V y u q P q P .ty t , z` ` t t z 0 b /u u` `
 .  . Using 30 and 31 , we get the right-hand side of the equation above at
 ..t y t , z , r, w :0 b
r c2 u2 y c2` ` ` `2r c Div V y u q P y` ` t tu u` `
=
1
k , m m k , mP q c x K ) ­ Pt ` r , w k r , w /c q u` `
c`s P y r c u q r c u Div V t ` ` t ` ` `u`
2 2 k , m m k , mq c y u x K ) ­ P s 0. . /` ` r , w k r , w
 .Thus V, P, r satisfy 3 at z y a - z - z and z - z - `. By construc-b b b
tion, the functions V, P, r are continuous at z s z . Repeating here theb
final part of the proof of Theorem 1, we see that the derivatives with
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 .respect to z are also continuous at z s z . Hence 3 is valid also atb
z s z .b
 .  .Thus the boundary-value problem for 3 requires only condition 31 on
the outflow cross-section z s z . Let us give the other four relations freeb
.conditions which can be necessary for numerical algorithms. They are
 .obtained directly from 3 and have the form
1¡¨
q u ¨ q P s 0t ` z rr`
1 1
w q u w q P s 0t ` z w~ r r`
2 2P y c r q u P y c r s 0 .  .` ` `t z
1
2P q r c u q u q c P q r c u q r c r¨ q w s 0. .  .  .  . .¢ r` ` ` ` ` ` ` ` wt z r
Note that difference counterparts of all derivatives with respect to z
should be expressed here by left-side differences, cf. Subsection 3.3.
5. ON THE NUMERICAL IMPLEMENTATION OF TBCs
 .  .The operators for the boundary conditions 23 and 31 contain a
non-local part expressed by the operator
k , m m k , mx K ) ­ . 34 .r , w k r , w
 .One should apply 34 to a function at each time level when incorporating
 .  .the boundary conditions 23 , 31 into a numerical algorithm for time
integration of governing equations in the domain II, see Fig. 1. Below we
 .describe a way how to discretize the operator 34 to obtain sufficiently
cheap calculation formulas.
We use a uniform polar grid on the cross-sections z s z , z with Nf b r
and N grid intervals along r and w, respectively. Denote h s RrN ,w r r
h s 2prN . The grid has the formw w
r s i q 0.5 h , i s 0, 1, . . . , N ; w s jh , j s 0, 1, . . . , N . .i r r j w w
Define the discrete Laplace operator on the grid,
1
L f ' r f y f y r f y f .  . .h i , j iq0.5 iq1, j i , j iy0.5 i , j iy1, j2r hi r
1
q f y 2 f q f , .i , jq1 i , j i , jy12 2r hi w
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 .where r s r " 0.5h ; f ' f r , w ; i s 0, 1, . . . , N y 1; j si" 0.5 i r i, j i j r
 .  .0, 1, . . . , N y 1; r f y f s 0 natural condition at r s 0 , fw y0.5 0, j y1, j i, Nw
 .s f periodical condition . At r s R we impose the homogeneous Neu-i, 0
mann condition f y f s 0.N , j N y1, jr r
 .Instead of Eq. 9 we consider the semidiscrete equation
F q 2u F q u2 y c2 F y c2 L F s 0 35 . .t t ` t z ` ` z z ` h
 .  2 2 .that approximates 9 with the accuracy O h q h . By adding the condi-r w
 .  .  .tions 10 ] 12 to 35 , we obtain the semidiscrete auxiliary problem.
It is easy to see that the operator L has the eigenfunctionsh
L Zk , m s ylk , mZk , m 36 .h h h h
that can be written in the form
Zk , m r , w s eimw j J k , m r , 37 .  .  .h i j h i
m s 0, " 1, . . . , " N y 1 ; k s 0, 1, . . . , N y 1 .w r
 imw j .here i in e is the unit imaginary number . The eigenvalues problem
 . w x w x w x36 is similar to that considered in 10 , see also 11 . In 10 , the difference
spherical functions are introduced as the eigenfunctions of the difference
Beltrami operator, and the appropriate technique to use these functions
for calculations and for Fourier finite series expansions is developed.
 . k , mTreating 36 in the same manner, we can calculate the eigenvalues lh
k , m . w k , m xand the functions J r in order to generate the operators ­ andh i r , w h
w k , m x  .x of the discrete Fourier transform on the basis of the functions 37r , w h
for an arbitrary polar-grid function.
Clearly, considering now the semidiscrete auxiliary problem, we can
w k , m x w k , m x w k , m x w k , m xrewrite by substituting the operators ­ , x for ­ , x allr , w h r , w h r , w r , w
formulas obtained in Sections 3, 4. Thus we have the operator
k , m m k , mx K ) ­ 38 .r , w k r , wh h
 .instead of the operator 34 . The application of the discrete operators
w k , m x w k , m x  2 .­ , x to a grid function requires O N N log N operationsr , w h r , w h r w 2 w
per one time level.
Note that generally speaking, the polar grid used here should not fit to
the computational grid in the domain II. A suitable interpolation proce-
 .dure that provides the correct interpolation for polar grids can be applied
 .to exchange data between grids. The operator 38 will keep the order of
the interpolation error since K m ) is a bounded operator.k
 .The main question in the numerical implementation of 38 is the
m Ã .question of calculating the convolution K ) f t . Indeed, a direct calcula-k
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tion of the convolution by representing it in the form of an integral sum is
an expensive procedure since we have to evaluate the sum anew along the
w xwhole time axis for each time level. However, it was shown in 7 that if the
convolution kernel is an exponential polynomial, then the discrete proce-
dure for the evaluation of the convolution is reduced to recurrent formu-
las, i.e., the calculations become local in time, in fact.
Let us approximate our convolution kernel K m by a sum of exponen-k
tials. The kernel is the function
J x .1
K x s , .
x
 .see 22 . Consider two cases: 0 F x F x* and x G x*, where x* will be
defined below. For the first case we use Poisson's integral representation,
J x 2 . pr21 2 i x cos us Re sin u e du , 39 .Hx p 0
w  .xsee 12, formula 7.3 3 . In the second case we use the Poisson's represen-
tation for Hankel's function,
1. ’ `H x 2 2 .1 y1.5 i xy3r4.p . yt 2’s x e e t q 0.5it rx dt ,Hx p 0
w  .x 2see 12, formula 7.12 33 . Taking here t s ax tan u , a ) 0, and using the
 . 1. .relation J x s Re H x , we have1 1
J x 4 . pr21 1.5 i xs y a Re 1 q i e . Hx p 0
=
22 4 2 yx a tan u’tan u q tan u 1 q 0.5ia tan u e du . 40 .  .
 .  .It is easy to see that both integrands in 39 , 40 are periodic, infinitely
 .  .differentiable functions. Therefore the approximation of 39 and 40 by
 .the integral sums on a uniform grid is an optimal one. Taking u s l pr2 L ,l
where L is a positive integer, we have
Ly1J x 1 .1 2  i cos u . xlf Re sin u e q 0.5 , 0 F x F x*, 41 . l /x L ls1
Ly1J x 2 .1 1.5 2 4f y a Re 1 q i tan u q tan u .  . l lx L ls1
22  iya tan u . xl’1 q 0.5ia tan u e , x G x*. 42 .l
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 .  .The formulas 41 and 42 are the most accurate ones for small and
large values of x, respectively; that is why we subdivide the x-axis into two
parts. Note that in practice, very high accuracy is already achieved for
sufficiently small values of L. Table I contains the magnitudes of the
residuals
0 < 0 <e x s max K x y K x .  .  .L k L
x FxFxky1 k
and
` < ` <e x s max K x y K x .  .  .L k L
x FxFxky1 k
0 . ` .evaluated numerically for different values of L. Here K x and K xL L
 .  .are the approximate values of the kernel calculated by 41 and 42 ,
 .respectively; K x is the exact value of the kernel.
 .The parameter a in 42 for these calculations is equal to 0.4, 0.2, and
0.04 for L s 4, 8, and 16, respectively.
 .  .  .Let e be the maximal residual of calculating K x by 41 or 42 on the
interval 0 F x F x . From Table I we obtain the estimations shown inm a x
Table II.
We see that the magnitudes of e and x are improved dramatically asm a x
the parameter L doubles its value.
TABLE I
0 ` 0 ` 0 ` .  .  .  .  .  .  .x K x e x e x e x e x e x e x4 4 8 8 16 16
0 5.0 y 1 } } } } } }10
1 4.4 y 1 3.9 y 16 } 1.1 y 16 } 1.1 y 16 }10 10 10 10
2 2.9 y 1 5.4 y 12 } 1.1 y 16 } 1.1 y 16 }10 10 10 10
4 y1.7 y 2 7.4 y 08 } 4.2 y 17 } 6.9 y 17 }10 10 10 10
8 2.9 y 2 5.9 y 04 } 1.4 y 15 } 9.0 y 17 }10 10 10 10
17 y5.7 y 3 } 5.2 y 04 1.5 y 06 } 6.4 y 17 }10 10 10 10
36 y2.3 y 3 } 5.3 y 04 } 1.2 y 06 5.9 y 11 }10 10 10 10
40 3.2 y 3 } 8.4 y 04 } 1.6 y 07 1.1 y 08 }10 10 10 10
80 y7.0 y 4 } } } 1.6 y 07 } 4.0 y 0910 10 10
160 3.3 y 4 } } } 1.2 y 06 } 1.2 y 1010 10 10
300 y1.1 y 4 } } } } } 1.1 y 1210 10
600 4.0 y 5 } } } } } 2.6 y 1410 10
1300 y1.7 y 5 } } } } } 1.4 y 1310 10
2700 y3.2 y 6 } } } } } 1.1 y 0810 10
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TABLE II
L s 4 L s 8 L s 16
e 5.9 y 4 1.5 y 6 1.1 y 810 10 10
x 36 160 2700m a x
x* 8 17 40
Thus we represent the kernel by the form
ReL1 a ea l x , if 0 F x F x*,ls1 lK x f 43 .  .L b x 2 lRe b e , if x G x*,ls1 l
 .  .where the coefficients a , a , b , b are defined from 41 and 42 .l l l l
 .According to 38 , we have to evaluate the convolution
t
g t s K t y x f x dx .  .  .H
0
 .for each Fourier-coefficient f x . We have
t tyx*
g t s K t y x f x dx q K t y x f x dx .  .  .  .  .H H
tyx* 0
L1 t
a  tyx .lf Re a e f x dx . Hl
tyx*ls1
L2 tyx*
b  tyx .lq Re b e f x dx . Hl
0ls1
L L1 2
' Re a A t q Re b B t , 44 .  .  . l l l l
ls1 ls1
the decomposition into two integrals is made beginning with t ) x*. Let t
be a current time step. Then the functions A and B can be representedl l
as
tyt
a t a  tytyx .l lA t s e e f x dx .  .Hl
tytyx*
t tyx*
a  tyx . a  tyx .l lq e f x dx y e f x dx .  .H H
tyt tytyx*
t
a t a tl lf e A t y t q e f t y t q f t .  .  . .l 2
t
a  x*qt . a x*l ly e f t y t y x* q e f t y x* ; 45 .  .  . .
2
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tytyx*
b t b  tytyx .l lB t s e e f x dx .  .Hl
0
tyx*
b  tyx .lq e f x dx .H
tytyx*
t
b t b  x*qt . b x*l l lf e B t y t q e f t y t y x* q e f t y x* . .  .  . .l 2
46 .
 .  .We see from 44 that the convolution g t is evaluated by the sum of
 .  .  .functions A t , B t that are calculated by the recurrence formulas 45l l
 .and 46 . Thus the number of operations for approximate calculating
m  .   ..convolutions K ) in 38 has the order O N N L q L . The numberk r w 1 2
of auxiliary values a , a , b , b , A , B that one needs to keep in memory isl l l l l l
 .of the same order. The total number of operations for calculating 38 is
  ..estimated as N s O N N N log N q L q L , and the magnitudes ofb r w r 2 w 1 2
L , L are sufficiently small which we can see from Table II. This number1 2
is comparable in the order with the number N of operations needed ford
time integration per one time step in the domain II. But we can expect
that really N will be essentially less than N since the grid N ) N on theb d r w
boundaries should not be so dense as the grid near the stream-lined body.
 .  .Note that the integrals in 45 and 46 are approximated by the
two-point trapezoidal rule. That provides the second order of the accuracy
in time for time-dependent calculations. The higher orders of accuracy if
.needed can be easily obtained by using the three-point Simpson's rule, the
four-point rule, and so on; that leads to a slightly more complex form of
 .  .the formulas 45 , 46 .
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