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En este trabajo se hace hincapie´ en el modelo
de clasificacio´n subyacente dentro del marco
de los Conjuntos Difusos Intuicionistas de
Atanassov para justificar que la coinciden-
cia formal con otros modelos so´lo se verifica
en determinado contexto, y que fuera de este
contexto puede estar justificado su desarrollo.
En concreto, dicho modelo se plantea como
un caso muy particular de los sistemas de
clasificacio´n difusa propuestos por Amo et
al., permitiendo adema´s una interpretacio´n
muy espec´ıfica del modelo de Atanassov, que
creemos fiel a su intuicio´n inicial.
Palabras Clave: Conjuntos Intuicionistas
de Atanassov, Sistemas de Clasificacio´n Di-
fusa.
1 INTRODUCCIO´N
Desde que Zadeh [21] introdujo los conjuntos difu-
sos, un buen nu´mero de modelos y teor´ıas han sido
propuestos como posibles modelos para la incertidum-
bre. En este sentido, quiza´ un primer logro de su tra-
bajo ha sido romper el monopolio de la Teor´ıa de la
Probabilidad como u´nica posibilidad de modelizar la
incertidumbre: hay varios tipos de incertidumbre, y
e´stos pueden y deben ser formalmente caracterizados
(ver, de todas maneras, [16]). Una primera general-
izacio´n inmediata fueron los L-Fuzzy sets de Goguen
[13], y ma´s tarde vinieron los Intuitionistic Fuzzy Sets
de Atanassov, AIFS [5]. Los AIFS han sufrido una
fuerte controversia, tanto por la propia denominacio´n
que Atanassov adopto´ como por la identifiacio´n real
de su propuesta con otros modelos ya existentes (ver,
por ejemplo, [9, 11]).
Baste recordar aqu´ı que un L-Fuzzy Set de Goguen [13]
se caracteriza a trave´s de una aplicacio´n sobre cierto
universo X de objetos
µ : X −→ L
donde (L,≤L, N) es un ret´ıculo completo (toda familia
de elementos de L tiene un ı´nfimo y un supremo),
dotado de un operador N involutivo que invierte el
orden de sus elementos.
En concreto, un Conjunto Difuso Intervalo Valorado,
abreviadamente IVFS (Interval-Valued Fuzzy Set, [18,
20]) se define como una aplicacio´n sobre un universo
X de objetos de modo que su funcio´n de pertenencia
toma la forma
µ : X −→ Int([0, 1])
donde Int([0, 1]) es el conjunto de todos los subinter-
valos cerrados en [0, 1].
Los AIFS fueron efectivamente introducidos por
Atanassov [5] como una generalizacio´n de los Conjun-
tos Difusos de Zadeh [21]. As´ı, un AIFS ordinario se
puede modelizar como una aplicacio´n
µA : X −→ [0, 1]2
para una familia de objetos X, siendo la primera coor-
denada µA+(x), que representa el grado en que x ∈ A,





se suele imponer por deficinio´n, de modo que µA0 (x) =
1− µA+(x)− µA−(x) puede interpretarse como el grado
de no-determinacio´n del objeto x con respecto al AIFS
(ver tambie´n [7]).
Pero resulta que los AIFS coinciden formalmente con
los IVFS
En este art´ıculo vamos a presentar a los AIFS como
un caso particular de sistema de clasificacio´n en el sen-
tido de Amo et al. [2], donde el grado de verificacio´n
se distribuye entre tres clases, y que este enfoque es
generalizable a otros sistemas de clasificacio´ ma´s com-
plejos donde aquella identificacio´n no es ya directa (ver
tambie´n [3, 1]). No´tese en concreto que un AIFS de-
fine una particio´n difusa en el sentido de Ruspini [17]
con tres clases (µA+ , µA− , µA0), puesto que
µA+(x) + µA−(x) + µA0(x) = 1
para todo x ∈ X. Pero ni Ruspini [17] ni Atanassov
[5] hacen referencia alguna a la posible existencia de
una estructura entre estas clases, ni a las operaciones
entre ellas (en el caso de [2] no se impone a priori
que la suma o agregacio´n de los grados de pertenencia
entre las diferentes clases tenga que ser necesariamente
la unidad, ni menor que la unidad, ni mayor que la
unidad).
2 META FUZZY SETS
Como ya puntualizaron los autores en [15], muchos
de los conceptos que aparecen en la Teor´ıa de Con-
juntos Difusos pueden explicarse dentro de un sis-
tema de clasificacio´n donde se asignan diferentes gra-
dos de pertenencia a una serie de clases dotadas de una
cierta estructura (por ejemplo, de proximidad). Por
supuesto, esos grados de pertenencia no tienen nece-
sariamente que sumar la unidad a lo largo de todas las
clases, como impone Ruspini [17]: se trata e´sta de una
propiedad quiza´ deseable en abstracto (y no siempre),
pero que desde luego so´lo puede entenderse como pro-
ducto final de un largo proceso de aprendizaje acerca
del mejor conjunto de clases (si es que nuestro objetivo
es definir una particio´n de Ruspini, que no siempre lo
es).
Pero es esa estructura asociada a la familia de clases la
que da un significado concreto a las operaciones (con-
junciones, disyunciones, negaciones,...) que se pre-
tenden introducir, algunas de las cuales pueden no
tener una justificacio´n en base a esa estructura, y
por tanto no ser operaciones l´ıcitas (ver [15]). Esta
cuestio´n del papel de la estructura subyace en el
planteamiento de Goguen [13], una vez que se plantea
que el conjunto de valoracio´n de los grados de veri-
ficacio´n no tiene por que´ ser el intervalo real, como
asumio´ inicialmente Zadeh [21].
As´ı, por ejemplo, puede que no tenga un significado
directo la agregacio´n de clases no conexas, y si los
ca´lculos han de realizarse sobre un grafo de proxim-
idades, quiza´ los modelos secuenciales de [4, 10], o una
generalizacio´n suya, puedan jugar un papel esencial (la
estructura que define la familia de clases puede marcar
el orden en que la informacio´n puede ser agregada).
En base a los argumentos anteriores, proponemos la
siguiente definicio´n como el modelo que debe centrar
buena parte de nuestras aplicaciones.
DEFINICIO´N.- Sea
µA : X −→ V
una funcio´n donde X es una familia de objetos y cada
elemento de V es un conjunto difuso ordinario [21]
µ : C −→ [0, 1]
siendo C una familia de clases. Diremos que A es
un Meta Fuzzy Set si y so´lo si existe un grafo (V,E)
(siendo V el conjunto de vertices y E el conjunto de
relaciones no dirigidas entre ellos), una negacio´n N
[19] y una regla de agregacio´n [10]
{Φn : [0, 1]n −→ [0, 1]}n
tal que sean consistentes con dicho digrafo (es decir,
que el resultado de la agregacio´n sea el mismo inde-
pendientemente de la secuencia de ca´lculo a lo largo
del digrafo).
Evidentemente, esta consistencia limita el campo de
estructuras posibles.
As´ı, caso de que el cardinal de C sea c finito, a cada
objeto x ∈ X se le esta´ asignando un vector de grados
de pertenencia de dimensio´n c, y cada coordenada in-
dica el grado de pertenencia de ese objeto a una clase
concreta. Estos Meta Fuzzy Sets (MFS) son por tanto
una clases espec´ıfica de Conjuntos Difusos de Tipo 2,
donde cada componente tiene un significado concreto
(y la familia de clases esta´ dotada de una cierta es-
tructura).
De esta manera, una vez determinada la estrutura (el-
ementos, grafo, negacio´n, regla de agregacio´n y otros
operadores asociados), la informacio´n contenida en un
camino debe ser complementaria a la informacio´n con-
tenida en el resto de clases, siempre que e´stas definan
otro camino. Muchos problemas de aplicacio´n de la
Teor´ıa de conjuntos difusos son casos particulares de
esta estructura.
EJEMPLO 1.- Una estructura muy esta´ndar es la
formada por cuatro valores de verdad:
• “Verdadero” (T ),
• “Falsedad” (F ),
• “Ignorancia” (I) y
• “Contradiccio´n” (C)
Pero el sistema en cuanto tal no queda descrito con
precisio´n si no se incorpora la relacio´n entre estas
clases o valores de verdad, que desde luego no es
un´ıvoca. Por una parte, podr´ıa asumirse (es lo que
parece hacerse por defecto) que todas las clases esta´n




Figura 1: Grafo con cuatro valores de verdad cruzados
Naturalmente pueden aparecer entonces ciertas im-
posiciones para las reglas de agregacio´n, como por
ejemplo las siguientes:
• Φ2(µI , µF ) = N(Φ2(µC , µT ))
• Φ2(µI , µT ) = n(Φ2(µF , µC))
• Φ3(µI , µF , µC) = n(µT )
• Φ3(µT , µC , µF ) = n(µI)
Y desde luego que existen muchas reglas de agregacio´n
verificando dichas ecuaciones.
Pero podr´ıa justificarse alternativamente la siguiente
estructura alternativa, donde la relacio´n entre la ver-
dad y la falsedad no es directa, sino a trave´s de la
ignorancia o la contradiccio´n.
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Figura 2: Grafo alternativo con cuatro valores
As´ı, a partir de unas asignaciones de los grados de
pertenencia a cada valor de verdad, y por supuesto te-
niendo en cuenta una estructura concreta, podremos o
no podremos tratar de responder a determinadas pre-
guntas, en funcio´n claro esta´ de las operaciones que
hayamos escogido (en la segunda estructura, por ejem-
plo, no es l´ıcita la pregunta “cua´l es el grado en que la
afirmacio´n es cierta o falsa?”)
EJEMPLO 2.- Otra estructura muy comu´n es la
basada en 5 valores lingu¨´ısticos de coincidencia, muy
frecuente en las encuestas:
• “Ninguna” (N),
• “Poca” (P ),
• “Intermedia” (A),
• “Mucha” (V ) y
• “Completa” (C).
En este caso las cinco clases
C = {N,P,A, V, C}
definen una estructura linealmente ordenada, por lo
que no es l´ıcita la agregacio´n de clases no conexas
(no tiene sentido preguntarnos hasta que´ punto se esta´
“nada o completamente” de acuerdo con una frase).
N P A V C
Figura 3: Escala lineal de 5 valores de coincidencia
EJEMPLO 3.- En la lo´gica trivalente de Lukasiewicz,
tres son los valores de verdad, con una clase intermen-
dia de “Posibilidad” (P ) que se situ´a entre lo “Ver-
dadero” (T ) y la “Falsedad” (F ). Esta situacio´ parece
sugir una estructura linealmente ordenada como en el
ejemplo anterior.
F P T
Figura 4: Sistema de evaluacio´n de Lukasiewicz
Sin embargo, si tratamos de introducir el aprendizaje
en esta estructura, el punto de partida (ignorancia, de-
sconocimiento) habr´ıa de ser asignado a la Posibilidad
con un grado de pertenencia ma´ximo, para a partir de
ah´ı iniciar una transferencia hacia los dos otros esta-
dos (el grafo ser´ıa entonces un digrafo, marcando de
manera expl´ıcita las posibles disgregaciones y agrega-
ciones). Este modelo no ser´ıa entonces exactamente
igual que el del ejemplo anterior, donde el punto de
partida para el aprendizaje debiera ser uno de los dos
extremos, para a partir de ese punto iniciar las trans-
ferencias de los grados de pertenencia. No deja de
tener esta cuestio´n una cierta analog´ıa con el problema
de las distribuciones a priori en el contexto Bayesiano
de la Probabilidad.
En nuestro contexto, quiza´ fuese ma´s correcto que la
ignorancia (ausencia total o parcial de informacio´n)
quedase reflejada en un cuarto estado adicional. Una
estructura razonable ser´ıa introducir este estado de ig-
norancia (I) conecta´ndolo u´nicamente con el estado de
Posibilidad (de modo que se accede a los dos valores





Figura 5: Lukasiewicz con Ignorancia
3 EL MODELO DE ATANASSOV
Observar que el modelo de Atanassov [7]no hace ref-
erencia alguna a la estructura existente entre sus tres
clases:
• “Verdadero” (T ),
• “Falsedad” (F ) e
• “Indeterminacio´n” (N).
Esta omisio´n sugiere a nuestro entender que esta´ asum-
iendo que todas las clases esta´n conectadas entre s´ı.
N
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Figura 6: Sistema de Atanassov cruzado
Pero si hacemos caso al significado que Atanassov
[5, 7] le da al estado de “Indeterminacio´n”, este es-
tado parece jugar el papel de la “Ignorancia” en ejem-
plos anteriores. En este caso quiza´ la estructura ma´s
fiel al pensamiento de Atanassov ser´ıa la siguiente,
donde tiene sentido calcular el grado de “Determi-
nacio´n” como la negacio´n de la “Indeterminacio´n”,




Figura 7: Sistema de Atanassov alternativo
Adoptamos esta representacio´n para remarcar que no
se trata de un orden lineal, donde la “Indeterminacio´n”
hace el papel de la “Posibilidad” de Lukasiewicz en la
figura 4.
F N T
Figura 8: Sistema de Atanassov lineal
Hay que hacer notar que todav´ıa Atanassov [8] parece
utilizar representaciones que sugieren esta estructura
lineal. Pero el sentido en el que la “Posibilidad” esta´
entre lo “Verdadero” y la “Falsedad” no es el sentido en
el que la “Indeterminacio´n” esta´ entre los esos dos val-
ores de verdad: la “Posibilidad” esta´ a medio camino
entre lo “Verdadero” y la “Falsedad”, por lo que la
estructura lineal parece correcta; pero la “Indetermi-
nacio´n” no esta´ a medio camino y la estructura no
es lineal (el grafo que caracteriza la estructura es en el
caso de Atanassov un digrafo, no linealmente ordenado
en nuestra opinio´n, pues el caso linealmente ordenado
corresponder´ıa al modelo de Lukasiewicz).
4 COMENTARIOS FINALES
La tesis que planteamos en este trabajo se resume en
lo siguiente: si el modelo de Atanassov es visto como
un modelo de clasificacio´n, la generalizacio´n que pro-
ponemos mantiene sus planteamientos intuitivos, y la
asimilacio´n formal con otros modelos queda limitada a
contextos concretos. Efectivamente, un intervalo en la
recta real introduce una particio´n de la recta en tres
regiones: el intervalo en cuestio´n, el intervalo anterior
y el intervalo posterior (es decir, tres clases como pro-
pone Atanassov, por lo que hubiese sido de esperar el
isomorfismo entre los dos modelos). Los Meta Fuzzy
Sets que proponemos permiten superar la paradoja de
tener un u´nico modelo formal con diferentes aproxima-
ciones. Y es que la intuicio´n de Atanassov no genera
un modelo diferenciado si nos quedamos en una estruc-
tura tan ba´sica como la que e´l propone, pero e´ste no
sera´ el caso en otras estructuras ma´s complejas (ver
[6]).
Adema´s, la familia de conjuntos difusos que gener-
amos dentro de la familia de Meta Fuzzy Sets puede
cubrir previsiblemente una buena proporcio´n de los
casos pra´cticos de mayor intere´s.
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