Abstract-The prediction of combined sewer overflow (CSO) operation in urban environments presents a challenging task for water utilities. The operation of CSOs (most often in heavy rainfall conditions) prevents houses and businesses from flooding. However, sometimes, CSOs do not operate as they should, potentially bringing environmental pollution risks. Therefore, CSOs should be appropriately managed by water utilities, highlighting the need for adapted decision support systems. This paper proposes an automated CSO predictive model construction methodology using field monitoring data, as a substitute for the commonly established hydrological-hydraulic modeling approach for time-series prediction of CSO statuses. It is a systematic methodology factoring in all monitored field variables to construct time-series dependencies for CSO statuses. The model construction process is largely automated with little human intervention, and the pertinent variables together with their associated time lags for every CSO are holistically and automatically generated. A fast least absolute shrinkage and selection operator solution generating scheme is proposed to expedite the model construction process, where matrix inversions are effectively eliminated. The whole algorithm works in a stepwise manner, invoking either an incremental or decremental movement for including or excluding one model regressor into, or from, the predictive model at every step. The computational complexity is thereby analyzed with the pseudo code provided. Actual experimental results from both single-step ahead (i.e., 15 min) and multistep ahead predictions are finally produced and analyzed on a U.K. pilot area with various types of monitoring data made available, demonstrating the efficiency and effectiveness of the proposed approach.
from precipitation events and sewage/wastewater from domestic, industrial, commercial and municipal release together in the same sewer [1] [2] [3] . The wastewater gathered in the CSS is then directed to wastewater treatment plants (WWTPs), usually driven by gravity through paved inclined sewers together with a small number of lift pumping stations to assist water transportation between sewers. It should be noted the fact that in dry weather conditions and during light to moderate rainfall, CSSs are usually designed to be capable of conveying all the flows to WWTPs [4] . Besides, a compelling feature of CSSs is that the system is equipped with combined sewer overflow (CSO) structures [5] [6] [7] to discharge combined untreated wastewater and stormwater runoff to receiving water bodies (via a consent from governing bodies), in order not to overload the maximum capacity of CSSs in case of heavy rainfall (sometimes even moderate rainfall in reality) [4] , [8] . The occurrence of CSO spillages, especially unexpected ones can potentially lead to environmental pollution [9] . A variety of research has therefore been devoted to identifying various pollutants, the possible impact on the environment and drinking water quality and correspondingly coping strategies [10] , [11] . Since the actual use of CSOs is stringently regulated by environmental agencies, unexpected spillages can also incur fines and damage public relations of water utilities. Whilst the release of diluted wastewater via CSO structures has potential adverse effects, it can, however, help avoid overloading of CSSs and reduce the risk of sewer flooding on properties and streets [8] , [12] . Therefore, the real-time CSO status should be adequately monitored and predicted to support the waste network management process.
To gain insight into CSO behaviors, typically, physical hydrological-hydraulic models of the large-scale catchment of interest must be developed and elaborately calibrated, in connection with the actual CSO level formation process (i.e., the hydrological-hydraulic process of forming CSO levels, from rainfall through to runoff and network flows) [13] [14] [15] . The whole model development process is time-consuming and associated with high costs. Sufficient spatial and temporal resolution of rainfall data [16] monitored from either rain-gauge stations or weather radar and flow survey data are needed to delicately calibrate such physical models. In this regard, Schellart et al. [17] discussed different sources of errors that might be presented in rain-gauge (e.g., blockages, wetting, and evaporation) and radar (e.g., spurious echoes and attenuation) approaches. Currently, dedicated commercial products, such as InfoWorks ICM [18] , SWMM [19] , and MOUSE [20] , can be This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ used to build these physical models. A list of weaknesses faced by this conventional model building approach is summarized in Section II.
Alternatively, the control-oriented modeling approach [21] , [22] using the "virtual tank" concept can be adopted to approximate the field model. It is a simplified mathematical processing of a number of subcatchments divided from the whole catchment of interest, where the network topology and some conversion and absorption coefficients need to be specified and estimated. Such modeling process requires the involvement of field experts, which can be viewed as a lighter version of the traditional physical modeling approach. It also includes manual analysis processes, such as model structure determination based on the provision of network topology and division of catchment. With such simplified model, model-based predictive control techniques can then be adopted to control the sewerage network, for example, with the implementation of detention tanks and actuation of retention/diversion gates.
Unlike the above model designed for control problems, recent research has begun to study employing data-driven approaches to tackle the time-series prediction of CSOs for warning of future problems within the sewerage network, such as the use of artificial neural networks [23] [24] [25] . Their methodologies have been found favorable for modeling the water hydrological-hydraulic behaviors without the need for an in-depth understanding of the underlying sewer system. Of these studies, the cross-correlation between the CSO and rainfall variables, and the serial-correlation within the CSO, are manually analyzed for various time lags in order to find an appropriate range of lags to be considered as data-driven model's inputs. Though promising results have been demonstrated, there is still a lack of systematic work. Some research questions are still open to be addressed for the data-driven approach.
1) The whole model construction process needs a certain degree of human intervention (e.g., the manual correlation analysis and model trial processes vary from site to site) and is not fully automated, limiting the transferability of CSO model construction in different catchments and urban configurations.
2) The quantity of CSOs being analyzed is limited where only one or several CSOs are studied within a catchment for predictive model construction. 3) Only pairwise correlation between a CSO and a variable is considered sequentially with distinct time lags when determining appropriate variable lags, while the global relationship across all field variables is not fully analyzed and utilized. 4) Only CSO and rainfall data are included in the model construction, rarely are other field variables investigated. 5) The interrelationships between different CSOs are not captured in the model construction process. 6) The whole model construction process is still timeconsuming. The research problem in this paper, therefore, is to achieve the real-time prediction of future CSO statuses [singlestep (i.e., 15 min) and multistep ahead predictions] using the previously observed statuses of pertinent field variables without the need of human intervention and network topology. The problem is defined on top of the field under investigation and the current practice of network operation (e.g., using predictive control or local control techniques). In light of the aforementioned considerations, this paper proposes a systematic and automated approach for CSO predictive model construction. The whole model construction process is largely automated based on monitored field variables, in the catchment of interest. The least absolute shrinkage and selection operator (LASSO) is employed to perform field variable and the associated time lag selection, as well as model construction in a stepwise manner under the well-known L 1 norm regularization. With the adjustment of the regularization parameter, the overall model size is controllable, enabling the determination of pertinent field variables and lags for a particular CSO. To improve the computational efficiency of model construction, an efficient LASSO solution generating scheme is proposed based on least angle regression (LAR). The matrix inversions are thereby eliminated and different model sizes in the LASSO sense can be produced in sequence. A real catchment is studied as part of this paper with more than 20 CSOs with good data availability. In addition to the CSO and rainfall data, other field variables such as wet well levels and pumped flows are also examined in the model construction. All field variables are dealt with simultaneously in a global manner during the model construction process, set by the criteria of L 1 norm regularization, without considering each correlation separately and independently. Specifically, given the overall methodology, each CSO predictive model also captures its interrelationships with other pertinent CSOs in the field. This paper is organized as follows. The preliminary relevant domain knowledge and mathematical formulation of CSO predictive models are given in Section II. Section III presents the LASSO concept and its stepwise solutions. The efficient LASSO solution generating scheme for CSO model construction is then given in Section IV. The mathematical derivations, algorithm and computational complexity are all detailed therein. The experimental results from a U.K. pilot area are presented in Section V, where a description of the catchment and the detailed analysis of model construction results are given. Finally, Section VI concludes this paper.
II. PRELIMINARIES AND CSO MODEL FORMULATION
To predict CSO statuses, the conventional approach uses a first-principle mechanism by constructing a physical model conceptualizing the actual process of CSO level formation. It usually involves the development of two submodels that correspond to the two subprocesses of the CSO level formation, i.e., hydrological process and hydraulic process, each briefly described below.
1) The hydrological process that takes place in the catchment, where rainfall is the input of the process and the runoff hydrograph is the output. It consists of the calculation of effective precipitation and then the calculation of runoff hydrographs, factoring in parameters, such as evaporation, infiltration, wetting, and surface storage [13] . Through this submodel construction, a hydrological rainfall-runoff relationship can be established.
2) The hydraulic process that takes place inside the underground sewer network, where the above runoff hydrograph together with the sewage/wastewater released from residents and businesses is the input of the process, leading to the generation of network flows and CSO levels. The diluted wastewater in the network is conveyed either to WWTPs for treatment before being discharged or to CSO structures for direct discharge into the environment (e.g., following a heavy rainfall). Through this submodel construction, a hydraulic relationship between runoff/wastewater and network flows/CSO statuses can be established. A conventional modeling approach can therefore be used to predict CSO statuses given the predicted/calibrated meteorology rainfall and wastewater release information. However, the whole model construction process is time-consuming and costly. The developed model also needs to be carefully examined and calibrated. Some key restrictions for use of such conventional approach to develop CSO predictive models are as follows.
1) In-depth expert knowledge in the wastewater domain.
2) Sophisticated modeling skills in terms of using various modeling software packages. 3) Detailed information gathered about the catchment and sewer network. 4) Lack of model transportability (site specific). 5) Low model adaptability to change (e.g., modification and aging of network). 6) Long model development cycle. 7) High model development expenses. 8) Time-consuming model simulation process. 9) Complicated model calibration process. Although the advantage of using a hydrological-hydraulic approach lies in the ability to provide accurate and reliable CSO time-series predictions, its wide applications are inevitably limited by the above restrictions. Hence, as an alternative to conventional models, in the sense of providing time-series predictions for a number of time-steps, the data-driven approach relying on the monitoring data from the field is to be investigated in this paper. The intention is not to completely replace the often-needed hydrological-hydraulic model, as the latter is essential to support a number of stormwater management functionalities, such as the modeling of drainage networks for real-time control and water behavior analysis. It is worth noting that the aim of this paper is to predict future CSO statuses (e.g., the future statuses of the next 15-60 min) in real-time for the purpose of daily network management under given catchment, network and operational configurations, rather than performing predictions between different constructions of network and catchment infrastructure. The low model adaptability comment above, therefore, refers to the fact that, in order to provide such CSO time-series predictions after the change of catchment and network, the physical network modeling approach would need a high level of human intervention and calibration work. In contrast, the data-driven approach just requires an execution of the automated model reconstruction based on new monitoring data. However, sufficient quantity of new data, say one year, should be collected to reflect the full complexity of the CSO behavior (e.g., seasonal variations). Practically, the model can be reconstructed every month to improve accuracy before the required historical data has been made available. Within the data-driven approach, the nonlinear dynamic time-series relationships between input/process variables and the CSO status are then artificially established exploring the measured data. Considering the general availability of data, the field variables presented in the problem can be categorized as system input variables, system process variables, and CSO outputs, which are in turn defined as follows.
1) System Input Variables: Specifying the external information that can be generally considered as the inputs to the sewer system. a) Rainfall Data: This involves real-time rainfall information which is envisaged to have large impact on CSO level formation. Rain-gauge and radar measurements are both acceptable with sufficient spatial (e.g., 1-5 km) and temporal (e.g., 5-15 min) resolutions [16] , [17] , [26] , [27] for the catchments of interest. b) Consumer's Discharge: It provides another channel of input to the sewer system from the domestic release of sewage as well as other forms of discharge such as industrial wastewater. This is deemed to have considerably smaller impact to the occurrence of CSO spillage. 2) System Process Variables: Specifying the internal information originating from the operation of sewer systems. a) Flow variables, such as those monitored from pumps, sewers, treatment works, and inlets and outlets of temporary storage tanks. b) Level variables, such as those monitored from wet wells and manholes. c) Pump running statuses. 3) CSO Statuses: Specifying the actual levels/flows in CSO structures. As CSO statuses are of particular interest to the underlying research question, these are treated differently to other system process variables described above and thus taken as the output variable from the sewer system. Given the above discussion, the following well-known timeseries prediction model (as depicted in Fig. 1) , the nonlinear autoregressive model with exogenous inputs [28] [29] [30] , is employed to cope with the data-driven prediction of CSOs in the waste sector
where 
where
is the corresponding model coefficient for the ith regressor, and m is the number of selected model regressors. Assuming that the full set of φ(t) is employed at the beginning of model construction while N training samples are provided, (2) can be reformulated as the following generic matrix form:
where y = [y(1), . . . , y(N)] T ∈ N and e = [e(1), . . . , e(N)] T ∈ N are, respectively, the actual CSO output and model error vectors,
III. LASSO AND ITS STEPWISE SOLUTIONS Given (3), a relevant set of field variables together with appropriate time lags must be identified in order to construct the predictive model of a particular CSO. In this paper, LASSO [31] [32] [33] [34] is adopted to perform such variable selection. Compared with other model selection methods, such as forward/backward stepwise selection and ridge regression [28] , LASSO is able to perform both variable selection and regularization with enhanced generalization ability, while also possessing geometric and Bayesian interpretations [35] . Essentially, the objective function of LASSO is to minimize
where λ is a tradeoff parameter controlling the degree of L 1 regularization. Noting that the L 1 regularization possesses better shrinking properties compared to the well-known L 2 ridge regularization (|| || 2 2 ), in terms of being able to force part model coefficients exactly to zeros [36] . However, the objective function is no longer quadratic though still convex; the corresponding solutions become nonlinear and no closed form expression is thus available. As λ varies from 0 to larger values, the resultant coefficients generally move from the least-squares estimate to partial zeros, until complete zeros (meaning that different sizes of optimal model regressors can be selected in the LASSO sense).
Through deducing the gradient and subgradient of the objective function (4) with respect to the model coefficient vector , the following Karush-Kuhn-Tucker optimal conditions [34] can be obtained for deriving an LASSO solution for a given λ:
is considered to satisfy (5)- (8), simultaneously. This leads to a quadratic programming problem and there is no general analytical solution available [37] .
To efficiently solve the LASSO problem, Efron et al. [38] proposed a novel approach based on LAR. Interestingly, the LAR approach operates in a stepwise selection manner. This means that it is able to locate the global optimum model regressors in different sizes in a stepwise manner, in correspondence to different values of λ in the LASSO sense. This is an important property as the traditional forward/backward stepwise selection has historically been only able to search for suboptimal subsets of regressors in the least-squares sense. In detail, every step, say at the kth step, a submodel kθ k is introduced to explain the remaining model error e k−1 resulting from the previous step,
and γ k are, respectively, the submodel coefficients, selected model regressors and step size. As γ k increases from zero, the next model regressor (p k+1 ) to be selected is determined such that the largest absolute correlation between those unselected regressors (say ϕ i , i = k+1, . . . , M) and the resulting model error e k is first found just equal to the absolute correlation incurred by any selected regressors. This will make the absolute correlations exhibited for selected regressors always equal to one another and no smaller than those for unselected ones. Based on this property and to find successive sets of LASSO solutions, the following two quantities of γ k (k = 1, . . . , M − 1) need to be computed:
where "[] + " denotes retrieving the minimum but positive value for the above two quantities of γ k , "±" means that the corresponding values in the denominator and numerator of (9) should be chosen as either positive or negative simultaneously, i,k−1 is the accumulated coefficient for the ith model regressor until the previous step with k − 1 regressors selected, and
The LASSO conditions (5)- (8) are all satisfied simply because the absolute correlations as stated in (5)- (7) for the selected regressors are the same (being the value of the tradeoff parameter λ) and greater than that for any candidate regressors as indicated in (5) and (8) . On the other hand, if 0 < γ
is to be removed from the current regression matrix, resulting in the new one˜
. This is because if the selection proceeds using γ k and thus the model size increases, the model coefficient sign for regressor p r is going to be changed and thus different to the sign of this term's correlation, breaking the LASSO sign condition (6) or (7). To continue meeting the LASSO conditions, p r is required to be removed from the model, through adjusting the step size (i.e., γ k = γ • k ) accordingly to just make the corresponding model coefficient equal to zero. Therefore, as the controlling parameter λ (equally the absolute correlation for the selected regressors) decreases, it can be found that though the number of nonzero model coefficients overall increases it does not increase in a monotonic fashion.
IV. EFFICIENT LASSO ALGORITHM FOR AUTOMATED
CSO MODEL CONSTRUCTION As presented in the previous section, the key task now is to determine the size γ k successively in order to derive different sets of LASSO solutions. This in turn lies in how to efficiently compute γ k and γ • k based on (9) and (10) . An efficient LASSO solution generating scheme is proposed in this section to relax the heavy computation requirements of performing matrix inversions and vector correlations. As mentioned previously, the model construction process guided by the LASSO criterion involves the bidirectional movement of model regressors for either including or excluding a regressor at every step, i.e., incremental movement and decremental movement. The incremental movement performs the same as in the original LAR and its efficient solution was recently introduced by Zhao et al. [39] , where a regression framework was given for forward selection in LAR. To enable the efficient derivation of LASSO solutions, the incremental movement is briefly introduced first, followed by the decremental movement.
A. Incremental Movement
To perform efficient computations in the case that only the increase of model size is allowed, a new efficient LAR algorithm has recently been presented in [39] . In detail, a so-called residue matrix is defined as
the following main properties [39] , [40] :
To facilitate continuous computation of (9), a set of variables including scalars, vectors and matrices have been used and updated throughout the model construction process. Assuming that a total of k regressors have just been added into the model while deciding the size of γ k , those variables are expressed as follows (
, which can later be extended in the decremental movement where removal of model regressor occurs:
The step size in (9) is now computed as
Therefore, whilst only the increase of model size is considered, the aforementioned (11)- (19) give the rationales for fast computation of its step size. The full algorithm, computational complexity and relevant derivations can be referred to [39] . Based on these, the efficient removal of model regressors to obtain LASSO solutions when triggering condition (10) will be given based on the further adjustment of (14)- (18).
B. Decremental Movement
Assuming that now we are going to determine the step size γ k (where an error vector e k−1 and a total of k selected model regressors are given) and γ k is computed as in the previous section as if the (k + 1)th regressor is to be added into the predictive model, the value of γ • k is taken as the smallest positive one that drives an existing model coefficient to zero, given by (10) . First of all,θ i,k can be computed as
) and the following can be obtained for i = k, . . . , 1:
Given thatˆ k−1 is already known from the previous process, the corresponding model regressor p r = arg min
[−ˆ i,k−1 /θ i,k ] + will be removed from the selected regression matrix k in the case that 0 < γ • k ≤ γ k . Otherwise, the selection procedure proceeds as described in the previous section, where the regression matrix expands by adding one more regressor. Now, consider that the removal of some selected regressor p r from the regression matrix is required at the kth step, first of all, the entries of the correlation vector c k−1) ∈ M−k+1 for the remaining regressors are updated as
where s r denotes the sign of the correlation for p r . Moreover, the absolute correlation for selected regressors is simply updated as
The resulted model coefficients from adding the current submodel can be computed aŝ
, whereˆ r,k = 0 together with the corresponding regressor p r is going to be removed from the coefficient vector and the regression matrix. The size of the resulted overall model coefficient vector remains unchanged, i.e.,ˆ k−1 ∈ k−1 .
At the next step, the model error resulted by adding a new submodel to the overall model can be written as
where˜ k−1 is the reduced set of selected regressors by removing p r , i.e.,
. On the one hand, it can be seen that the new correlation for the remaining regressors after introducing this submodel becomes
Combining (22), this can be equivalently formulated as
On the other hand, the associated parametersθ i,k−1 (i = 1, . . . , k − 1) for the newly added submodel are given
As described at the beginning of this section, in order to proceed with the algorithm and determine the value of γ • k−1 and γ k−1 based on the reduced set of selected regressors, the term (27) and the termθ i,k−1 (i = 1, . . . , k − 1) need computed. By using (11), the direction vectord
and
denotes the residue matrix resulted from excluding p r from the regression matrix k . Similar as in (20) , the following can also be easily obtained:
) and the following holds for i = k − 1, . . . , 1:
Here, it can be found that if p r was the last selected regressor in the regression matrix, i.e.,˜ k = [˜ k−1 , p r ], then the corresponding matrixÃ and vectorb can be used to solve (28)- (31) . This can be achieved by restarting the process with the newly selected sequence of regressors, though obviously it would be computationally expensive. Instead, a computationally friendly solution [41] can be readily employed here, by each time swapping two neighboring regressors in k (starting at which p r is located) and updating the corresponding matrix and vector, for a number of times until p r has been shifted to the last position of the regression matrix. Therefore, after a total of k − r swaps, the selected regression matrix 
The model learning process is then repeated by determining whether an incremental or decremental movement is required at each step to search for successive LASSO solutions until some stopping criterion is satisfied.
C. Algorithm
The efficient successive LASSO solution generating scheme for CSO model construction is now summarized, the pseudo code being given in Algorithm 1. In consideration of all the field monitoring variables with the designated maximum time lags, a number of candidate regressors ϕ i , say i = 1, . . . , M, can be first obtained. For each CSO identity, a predictive model can then be automatically constructed based on such candidate regressors and the proposed efficient LASSO algorithm. To get a predictive model with a size of one, the correlations between these candidate regressors and the CSO output are used to initialize the two vectors c 0) and b 1) ; consequently, the regressor leading to the largest absolute correlation is selected and added into the predictive model. Correspondingly, the variables ρ 1 , 1 , A 1) , b 1) , d 1) , k,θ 1,1 , and γ 1 are computed in sequence (where γ • 1 is assigned with zero in order to initiate the model learning process) to prepare the computing framework for locating the next LASSO solution.
As the regularization parameter decreases, the following procedure is then performed efficiently to find the corresponding LASSO solutions. In the case that 0 < γ • k ≤ γ k is not met, the next regressor p k+1 = arg γ k to be added into the predictive model is determined together with variablesˆ i,k
, ρ k+1 and k+1 . The model size k will then increase by one and variables (i = k, . . . , M) being, respectively, updated according to (23) and (22) together with 
is thus obtained by using (32) . As a result, the size of the regression matrix is reduced by one (k = k − 1) together with 
Assign p r ← arg γ • k .
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Update k ← k − 1.
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Assign p k+1 ← arg γ k .
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Update k ← k + 1.
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Update A k) , b k) , and d k) .
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end if 27: end while 28: Assign k ← m. 29: Output k andˆ k .
As for using the AIC criterion, it is expressed as [42] AIC = N log(SSE/N) + 2k (34) where N, k, and SSE refer to the sample number, model size, and sum of squared errors. In correspondence to the incremental and decremental movements of the proposed algorithm, SSE can be recursively computed as:
D. Computational Complexity
Based on the proposed algorithm described in the previous section, the computational complexity comprises a fixed element arising from successive inclusion of model regressors without removal, and a varied element taking into account the removal plus again inclusion of new regressors. Given that N data samples and M candidate model regressors are made available at the beginning of the training process, the fixed amount of computational complexity resulted from m model regressors being first generated is
On the other hand, the computational complexity for removing a selected model regressor and adding another varies with the underlying model size being considered (say k) and the position of the regressor being removed from the regression matrix (say δ k ), yielding
Given the CSO predictive problem, it usually holds that δ k < k < m M N. The computational complexity involved in (39) and (40) then mainly relies on terms 2mMN and 2MN, respectively. The actual computational burden will therefore depend on the number of decremental movements during the LASSO solution searching process, and when and where they occur. In addition, if AIC is applied to terminate the training process, a fixed additional amount of 2N +13m+1 complexity will be incurred, together with an extra of 18 computations added to the varied complexity C varied .
V. EXPERIMENTS
In this section, the effectiveness of the proposed methodology to automate the CSO predictive model construction and the efficiency of the proposed algorithm are demonstrated. As part of an ongoing research, a pilot area was chosen with the presence of multiple CSOs and various field monitoring variables already in existence. The experiments were all performed on a Intel Core2 Duo Processor P8600 2.40 GHz, with programs executed by MATLAB. A range of model performance and results are provided.
1) The obtained model structure, and training/test time, error and accuracy for CSO predictive model construction terminated by both designated number of model regressors and AIC criterion [see (34) - (38)].
2) The consideration of modeling results for imbalanced dataset.
3) The comparisons of the proposed algorithm with neural network and fuzzy approaches. 4) The integration of multistep ahead predictions.
A. Pilot Area Description and Data Gathering
A U.K. pilot area depicted in Fig. 2(a) is employed to represent various features related to wastewater collection networks and the corresponding catchments. The associated sensing variables are shown in Fig. 2(b) , with the entire area serving around 52 000 residents. The network assets within this pilot area are solely owned by Welsh Water (also known as DCWW or Dŵr Cymru Cyfyngedig). The pilot area has been chosen due to the fact that it contains a typical CSS with certain complexities of catchment and topography, and the network operator already has the network closely monitored which would provide the opportunity of applying a data-driven approach.
After an in-depth analysis of the quality of the data collected by the existing sensing infrastructure, a total of 73 monitoring variables were considered, including 24 CSO level variables (percent), six rainfall variables (mm/h), nine flow variables (l/s, e.g., pumped flows, treatment flows, and storm flows), and 34 other level variables (m or percent, e.g., wet well levels, sump levels, and screen levels). A CSO level with a percent value larger than 100% indicates the occurrence of CSO spillages. These monitoring variables can be seen from Fig. 2(b) , where one of the weather stations for monitoring rainfall information is located to the west just outside the trial area. The field variables are monitored via Welsh Water's proprietary systems.
The monitoring data from various field variables was collected from April 1, 2014 to March 1, 2016 at a time resolution of 15 min (thus also being considered as the prediction timestep). In principle, the total amount of samples for each variable would be 67 205. In the case where missing values exist, they were simply estimated using linear interpolation methods. However, given that the proposed predictive methodology is independent of the data preprocessing, it would not hinder the use of other (complex) data imputation techniques though there is no consensus on the best approach to do this. As a matter of fact, having reliable monitoring system is required in order to avoid the long periods of missing data as it would be very difficult to accurately infer the missing values using imputation techniques. The negative and hugely positive values together with other abnormal values resulting from sensor reading errors were also regarded as missing values and processed in the same manner. It was found that an average of 2.28% missing data existed over the various field variables, where for some individual variables this can reach as high as 20%. Specifically, for the variable with a high level of missing data, if the missing data comprises a small number of long periods, it makes little difference whether considering such a variable at the beginning of model construction as the methodology can hardly relate this variable's behavior (resulting from the interpolated low quality of data) to the CSO behavior of interest. Therefore, this variable would not be selected in the resulting CSO predictive model. Whilst in the case that the missing data is continuously accumulated (say one missed in every five measurements), the behavior exhibited by this variable can still be somewhat recovered by interpolation and potentially considered for being related to the CSO behavior. Finally, a data partition of 60% (from April 1, 2014 to May 26, 2015) of the entire collection period was used to train the CSO predictive models, while the remaining 40% (from May 26, 2015 to March 1, 2016) was employed for model testing.
B. Results and Analysis
The maximum time lag of the field variables was assigned with a value of 10 (ten time-steps, i.e., 150 min of prior data) followed by a preliminary site trial (determined by trial-anderror as usual in time-series prediction), amounting to a total of 730 potentially available model regressors at the beginning of the model construction. It is worth mentioning that, as the maximum lag increases, more time is needed to construct the CSO model as the number of initial model regressors gets larger for the model learning. In this case, it was found that a value larger than 10 would not help improve the model performance significantly. The original algorithm as well as its realization [43] (followed by the modification of LAR) for deriving LASSO solutions as described in Section III, was also examined to verify the computational advantage of our algorithm. To evaluate the efficiency of the proposed algorithm as well as the effectiveness of the overall methodology of CSO model construction, Table I lists the average modeling results over all the CSOs produced by both original and proposed algorithms with varying number of selected model regressors. The model structure is expressed in terms of the number of selected weather stations, CSOs and field variables and the model size (similarly for other tables in their respective settings as presented in this paper). It is apparent that the proposed algorithm possesses significant computational advantage over the original algorithm. The elapsed time for constructing CSO predictive models using the proposed algorithm compared with the original one is expected to decrease by around two times, especially so when more model regressors are included. It should be noted that in case of large-scale sewer networks and associated datasets, the time needed for each CSO model construction can increase significantly due to the increased number of field variables (also see Section IV-D for computational complexity analysis), so does the average model construction time using AIC criterion to be given in Table II . As model size (the number of model regressors, i.e., the number of field variables associated with time lags) increases, the training root mean squared error (RMSE) is consistently decreased as expected, by optimizing the updated LASSO objective function where the weighting of the L 1 norm of model parameters decreases and correspondingly the importance of L 2 norm of model errors increases. On the other hand, the test RMSE generally decreases first, then stabilizes and increases again (where overfitting appears). Reflecting on this, the test R2 generally increases first, then stabilizing and decreasing again as the number of model regressors increases.
To examine the importance of weather rain-gauge stations and the existence of interrelationships amongst different CSOs, the average number of weather stations and CSOs contained over all constructed CSO models for each subset of model regressors are listed in the eighth and ninth columns of Table I , while the last column gives the average amount of total selected field variables also including other measures such as pumped flows and wet well levels. Overall, the selected field variables play an important role in constructing the CSO predictive models. It can be found that the CSO plus rainfall variables account for the major contributing factors when a small number of model regressors are required to construct the predictive models (where the summation of numbers of selected weather stations and CSOs, over the total number of selected variables is very high). Notably, in addition to the involvement of weather stations, as many CSO variables are also picked up for model construction, a clear interrelationship between distinct CSOs is thus evident. With the model Alternatively, through using the AIC criterion, the model construction results for all the CSOs produced by the original and proposed algorithms are given in Table II . It is again shown that the proposed algorithm reduces dramatically the computational time compared to the original for all the CSO models; in this case, roughly 50% reductions are achieved. The difference between the training and test RMSEs is acceptable and indicates well-trained models with good generalization ability. To facilitate direct comparisons across different CSO models, the training and test R2 values (the percentage/proportion of the CSO behavior/variation that is predicted/explained by the model) are given for every model, where those exhibiting a larger value represent a better constructed predictive model (a maximum value of 1.0 indicates that the underlying CSO dynamic behavior is completely explained and predicted by the model). Due to the distinct data quality of each CSO and field constraints (e.g., some CSOs might lack monitoring of close neighbor or correlated field variables), it shows that different levels of model goodness-offit are presented amongst these CSO models. Specifically, it can be seen from Table II , there is a clear relationship between the CSO and rainfall, whilst particularly, no correspondingly existing rainfall stations were found important for explaining the behavior of CSO #23, which potentially led to the less accurate predictions. In this regard, improved spatial resolution of rainfall data can be approached to enhance the model accuracy. Overall, the upper middle part of the pilot area received comparatively accurate predictions, as more field monitoring variables are distributed therein. Whilst some CSO models obtained relatively low level of accuracy, others can achieve extremely high accuracy with a test R2 value larger than 0.90. This demonstrates the effectiveness of the proposed datadriven methodology for tackling the CSO prediction problem, provided that high quality and resolution field data is made available.
While the averaged test RMSE (6.0505) is a bit larger than the training one (4.7871), notably, the averaged test R2 (0.8453) over all the CSO models is better than the training one (0.7975), demonstrating the good generalization ability of the constructed models. Though it maybe often seen that the model generalization performance is worse than the training one, this is not always the case as it is highly dependent on the performance measure, the type of model and training algorithm (e.g., using regularization, subset selection and local learning techniques) as well as the differing data quality between the training and test dataset. Looking through the eighth to tenth columns, each CSO tends to exhibit a relationship with a relatively higher proportion of the weather stations and the CSOs than with the other 43 field variables.
It may be interesting to see the selected field variables with time lags for the constructed models. Due to the large number of CSOs involved, here, CSO model #9 is simply taken as an example to illustrate the resultant model structure. It is found that the following variables are presented in the predictive model:
, l 54 (t−10), where y, w, and l denote the corresponding CSO, rainfall, and level variables, respectively. In order to predict future statuses for CSO #9, it can be seen that the model captures the previous statuses of seven CSO variables (including itself #9), two rainfall variables (#29 and #30), and three level variables (#48, #51, and #54). The variable #54 is monitored at the same location as #34. These variables are considered as the most important determined by the LASSO criterion and the time-series pattern exhibited in the monitoring data. Under the current catchment/network configuration and given the monitored data, the surrounding critical CSOs, weather stations and level variables together with their time lags are thus identified, leading to a total of 12 field variables included in this model and a model size of 20 including the various lags.
To visualize the model performance, Fig. 3 depicts one of the best obtained CSO models (model #10) with a training and test R2 of 0.9912 and 0.9822, respectively. It can be found that the majority of CSO levels were distributed in the range between 20 and 60, resulting in the dense plot of data in the bottom part of Fig. 3(a) . Compared with the measured values, both trained and predicted CSO levels are well modeled for the whole period starting from April 1, 2014 to March 1, 2016. It is worth noting that the missing data for this CSO variable is mainly between October 10, 2014 and November 12, 2014 (accounting for less than 5% of the entire data collection period), and linear interpolation was applied as indicated in Section V-A. Considering the large number of monitoring variables and that different variables can have different periods of missing data, the overall usable amount of data can be dramatically reduced if such durations of missing data are removed directly (every removal of a sensing period due to one field variable can cause a correspondingly overall size reduction of useful dataset given its a time-series problem). On the other hand, the model will also need to have certain level of anti-noise ability regarding data quality (as well illustrated here) where the missing values could be due to accumulation from many small periods or one/several long periods. Notwithstanding, given the focus of this paper (i.e., the proposed methodology) is independent of the handling of missing values, other imputation techniques can also be used. Here, the historical data from three weather stations and ten CSO variables were found to be relevant to construct the underlying model, while a total of 41 model regressors were selected also including various degrees of time lags from these variables. In order to see a more detailed comparison between the model output and the system output, the modeled and measured CSO levels in August 2014 (training dataset) and August 2015 (test dataset), are illustrated in Fig. 3(b) and (c), respectively. Out of these, the underlying complexity of the CSO behavior including large and small instances has been clearly learned and predicted by the developed model. In this case, though the instances monitored are imbalanced in terms of huge amount of small levels of CSOs and considerably less quantity of large measurements, the learning algorithm was still able to cope with it appropriately.
It should be mentioned that the mechanism for the CSO time-series prediction is to predict future CSO statuses based on the input of a number of previously observed statuses of field monitoring variables. During the model training period, the modeled CSO levels try to fit all those contained in the training dataset including both monitored and interpolated (where missing values occur) data. However, due to the input of less accurate (or even incorrect) interpolated values for the previous network statuses, the model can thereby infer wrong predictions at that specific moment (the period in which missing values occur). This would not be a problem for model training as it is just a way of maximizing the overall length of training dataset. In short, though the model is constructed to explain the CSO behavior with the selected field variables and associated time lags, however, the actual prediction is also dependent on the quality of the monitoring data that feeds into the model. Once the model is constructed, in the worst case scenario, the model will not be able to produce any predictions if there are persistent missing values from the field monitoring data. In the case of missing data (which can be detected directly from the sensing system, not from the model), both predicted and monitored values do not exist for comparison. The comparison between the predicted and monitored CSO statuses can therefore be made under the normal running of sensing system to indicate if there is a malfunction with the sewer network.
On a different note, it was found that for some CSOs, e.g., #24, the imbalanced data issue can be extremely serious, i.e., the number of monitored large instances (e.g., larger than 90%) of CSO level readings is dramatically less than the number of monitored small instances (e.g., less than 90%) of CSO level readings. As shown in Fig. 4(a) , though the model was trained well to predict the majority of small levels of CSOs, the large levels were not fully modeled. Given the imbalanced dataset, the training procedure tended to learn dynamics more exhibited by the small instances. This issue can be simply addressed using the common upsampling technique (i.e., replicating instances from the minority) [44] to increase the amount of instances from those that are under-represented. In detail, for each CSO model construction, as long as the total number of large instances for the CSO of interest is less than a particular proportion (say a threshold of 2%) amongst the training dataset, these large instances together with the corresponding instances of input variables will be replicated up to this proportion for model training. By using the upsampling techniques, the average model construction results under varying number of model regressors and the updated model construction results for these CSOs seriously suffered from this imbalance issue are, respectively, shown in Tables III and IV . This again confirms the computational superiority of the proposed algorithm in comparison with the original one by looking at the second and third columns of both tables. The overall training RMSE/R2 is slightly reduced as the training process was forced to fit more onto the rarely occurring large CSO values at the expense of partially sacrificing fitting the absolute majority of low CSO values. Moreover, as expected, the involvement of rainfall information in the constructed models is seen generally enhanced, as these large CSO values are intrinsically more driven by heavy rainfall. Specifically, it is worth noting that the training and test RMSEs for CSO #21 as well as the small difference between them indicate the model is acceptable. The large difference between the training and test R2 values is because the CSO levels in the training dataset are very closely distributed around its mean value (giving the low training R2), whereas it is not the case in the test dataset. Finally, Fig. 4(b) illustrates a better predictive model in the sense of well-fitted large CSO levels compared with Fig. 4(a) . To continue examining the performance of the constructed models, neural networks and fuzzy systems were also employed to learn the CSO behavior based on the selected field variables and associated time lags produced by our methodology, envisaging the potential of improving model predictive accuracy. Here, the well-known feed-forward backpropagation network (optimized by Levenberg-Marquardt method) and Sugeno-type fuzzy system (optimized by the hybrid of leastsquares and gradient descent methods) were used employing MATLAB neural network (feedforwardnet and train) and fuzzy logic (genfis3 and anfis) toolboxes, respectively. During the model training process, 20% of the training data was used for validation purposes in order to mitigate overfitting. The training and test time/RMSE/R2 are shown in Fig. 5 based on the nonupsampled data. It once again shows that our approach required significantly less training and test times as in Fig. 5(a) and (b) . Though the training RMSE and R2 [ Fig. 5(c) and (e)] of the proposed models were slightly increased and decreased, compared to that of the neural and fuzzy models, more importantly, our model's generalization performance indicated by test RMSE and R2 [ Fig. 5(d) and (f) ] was even better as fundamentally desired. Some CSO models (e.g., #11 and #21) produced by neural networks and fuzzy systems give very poor test R2 values. Therefore, the outstanding performance of our algorithm, in terms of both model accuracy and computational time, has been demonstrated owing to the regularization and fast training. Furthermore, given the proposed methodology, it is also straightforward to develop multistep CSO predictive models where needed, by using the CSO status at the required prediction step as the model output. The training and test RMSE/R2 across the 24 CSOs for five prediction steps are illustrated in Fig. 6 . As expected, with the increase of prediction steps, the prediction accuracy generally reduces due to less recent information about the system being available (uncertainty increases) and considered by the model. However, as for the CSOs with high accuracy at singlestep prediction, they still possess very good performance at multistep prediction where large accuracy reduction was not seen.
Based on the aforementioned facts including the obtained performance in a variety of settings and comparisons with other approaches, in conclusion, the proposed methodology is confirmed capable of quickly and effectively automating the entire CSO predictive model construction process. It is worth mentioning that other field variables such as flows and levels (other than that in CSOs) can be predicted in the same way as CSO statuses using the proposed approach; this, however, is out of the scope of this paper.
C. Discussion
The main aim of this paper is to propose an automated predictive model construction methodology to address the future CSO status prediction problem. The requirements for developing CSO predictive models were elicited as part of an EU FP7 water project (WISDOM) involving a multidisciplinary consortium from the water value chain across Europe, and mainly attributed to our water utility partner (DCWW). It is an important research topic that has attracted interest of a number of previous studies [23] [24] [25] . In general, the predictive model can provide data for the construction of an online decision support tool that can be used to consistently.
1) Predict future CSO statuses (especially those indicating a spillage event) in advance (using either single or multiple step predictions), thus enabling network operators to take corrective actions (e.g., getting the excess CSO spillages properly treated/processed) as early as possible in order to mitigate the potential adverse effects, or alerting customers/authorities; 2) As a secondary benefit, inform network operators about abnormal CSO performance by comparing the predicted with monitored statuses and detecting if there is a significant discrepancy between them, thus allowing timely CSO performance restoration from asset malfunctions such as that originated from failed pumping and sewer blockages. In the latter case, if at some point, it is found that there is a significant discrepancy starting to appear between the predicted and actual monitored CSO statuses, this can potentially indicate part of malfunctions (e.g., blockages) that have occurred within the sewer network if such malfunctions can lead to the CSO behavior change. In this case, the predicted CSO statuses can (dramatically) either rise above or drop below the monitored statuses depending on the actual malfunction, as the predictive model no longer represents the CSO behavior given the malfunction. The CSO predictive model for normal conditions in the sewer network therefore gives predicted CSO statuses different from the monitored ones resulting from the network with malfunctions. It should be noted that rather than prediction of malfunctions, here it considers to inform network operators timely whenever such a malfunction has occurred. Therefore, our model can help improve the management of CSOs and network assets, for example, in the development of an online warning system underpinned by some rules that can be triggered based on the real-time predicted and monitored values of CSOs, to alert water utilities enabling them to react with remedial actions proactively or timely, thus reducing the volume or quantity of unexpected CSO spillages. More specifically, both single-step and multistep ahead predictions can be generated in real-time but with different level of accuracies (the prediction accuracy improves with the decrease in number of forward prediction steps), as more recent field information (leading to less uncertainty) is collected and processed by the model for fewer step ahead predictions. Thus, the multistep ahead prediction can be used in the control room for the preliminary/coarse decision making (e.g., to put field teams and resources on standby), while more recent predictions (especially next step predictions) can be adopted for more precise decision making (e.g., to examine specific CSO structures and determining solutions to fix issues). Moreover, the proposed data-driven approach for CSO time-series predictions (e.g., statuses of the next 15-60 min) also helps reduce the cost and time associated with model development and calibration in comparison with the hydrological-hydraulic modeling approaches, while meeting regulatory obligations imposed by environment agencies and/or local authorities.
As the aim of the research is to develop a predictive model for real-time prediction of the future state of CSOs, based on the current composition and operation of the sewer network and catchment, therefore, similar to using the hydrologicalhydraulic model, the data-driven model usually does not change once constructed. However, the developed model does need the continuous provision (update) of new field monitoring data to produce consecutive predictions as time moves forward. If there is a significant change in the field network or the catchment, then the data-driven model can be reconstructed automatically using the new sensing data after the change, a simpler process compared with utilizing and updating the hydrological-hydraulic model (where a tedious manual process is involved to modify, test and calibrate the model). In order to acquire an accurate data-driven model, the field data collected for model learning should be representative and of sufficient quantity to reflect the full complexity of the CSO behavior. Roughly, a year's worth of data was utilized in this paper to cover any seasonal effects on the CSO behavior. The requirement of the relatively long time-series data somewhat constitutes a drawback of the data-driven approach if the model needs to be reconstructed. In practice, to improve model accuracy while also providing predictions after a change to the network, the model can be reconstructed say every month before the whole year data is made available. In addition, though independent of the proposed methodology, techniques of data validation and reconciliation can be employed to improve the quality (i.e., accuracy and reliability) of field measurements. Notably, the model is not able to respond to the actual intervention, but to alert when a remedial intervention is required; however, whenever such an intervention occasionally alters the sewer network an update of the model is needed as indicated above.
Moreover, the time saving achieved for model construction can have both practical and methodological meanings. The practical implications lie in the algorithmic ability to not only accurately but also quickly (re)construct the CSO predictive models for their subsequent use and integration in the water utility's network management process. This is especially important when dealing with large-scale networks and data where substantial model construction time can be experienced. On the other hand, the methodological meanings from a wider research community perspective provide contributions to an important research topic: development of low-complexity machine learning algorithms for fast model construction. The efficient model selection algorithm developed in this paper can be employed or integrated in various model training and structure determination tasks including that for polynomial models, artificial neural networks, support vector machines and fuzzy systems, where high computational burden and model complexity are usually a concern as experienced in model learning, understanding and reasoning processes.
Finally, the proposed data-driven approach does not need to know the network topology or detailed information about the drainage network, thus to reduce the effort and time spent in collecting and analyzing the corresponding information related to a particular network and also to improve the general applicability of the algorithm across different networks. However, given that the aim of the data-driven model is to predict CSO statuses in a number of future steps, it cannot be used to analyze the actual propagation of a malfunction within the network. Our methodology is systematically based on the global optimization of LASSO criterion further enhanced by computational advantage, without testing all the possible combinations (i.e., exhaustive approach) of model regressors resulting from the monitoring variables and their associated lags. It is widely recognized that an exhaustive approach guarantees the optimality of the solution, but it can take years or even be practically impossible to complete. Other approaches such as relying on expert knowledge (perhaps together with simplified mathematical processing) with the aid of network topology information, and performing forward/backward stepwise selection can be employed to reduce the model development time but at the expense of reduced solution quality. In this regard, our approach enjoys both global optimality in the LASSO sense as well as computational efficiency.
VI. CONCLUSION This paper has proposed a systematic and automated datadriven methodology to construct CSO predictive models.
Various field monitored variables can be holistically taken into account by the proposed approach. Little human involvement is needed given the fact that the proposed approach is able to collectively search for the relevant field variables and their time lags associated to a particular CSO model. The model training solutions provided are directly under the global optimization of L 1 regularization, making it more convenient and effective than performing the pairwise correlation analysis for a CSO as previously used. Computational efficiency was also achieved by the proposal of a successive LASSO solution generating scheme without matrix inversions. Given the field investigation where many CSOs were involved, it is evident that most CSOs exhibited a clear interrelationship with other CSOs and field variables, in addition to the relationship with the rainfall data as previously studied. Experimental results showed that the proposed approach was able to automatically construct CSO predictive models with good generalization capability. For some CSOs with good spatial availability and quality of surrounding data, the prediction accuracy can be extraordinarily high, where more than 90% (R2 value) of the underlying CSO behavior (variation) has been predicted by the model. The superiority of the proposed approach in terms of computational efficiency and model generalization performance was also illustrated in comparison with neural networks and fuzzy models. Furthermore, in addition to single-step ahead predictions (i.e., 15 min), multistep ahead predictions were examined to demonstrate the promising potential of the proposed methodology though the accuracy decreases as the number of prediction steps increases. Such CSO predictive models are easily constructed and run online, by simply connecting a computing platform to the network's existing sensing framework. It can then be used to provide decision support to network operators as discussed in Section V-C, in order to alleviate the impact of unexpected CSO spillages.
Given this is a data-driven approach, it is worth highlighting that the model construction requires availability and access to reliable field monitoring data which can present a substantial effort and challenge to network operators. Despite the regulatory and operational requirements, it is also recognized that the quality and availability of sensing data in drainage networks can vary with different sites and network operators. With the overall improvement of the situation in the future, the chance of providing better CSO predictions using the proposed data-driven methodology can be correspondingly increased. Moreover, it is known that the use of gray or green infrastructure (e.g., storage and attenuation) can reduce the amount of CSO spills through moving the stormwater runoff outside the catchment or absorbing/leveraging the runoff across the catchment (utilizing natural cycles and ecological systems). The data-driven model is able to predict CSO statuses in catchments with existing gray or green infrastructure as the model is constructed to learn such particular catchment and network behaviors. However, on the other hand, it cannot be used to predict the potential benefit (effect) of using an envisaged gray/green infrastructure though this particular problem is outside the scope of this paper. The same conclusion can also be drawn on other options of stormwater management, e.g., the model can be trained to predict the CSO behavior in the near future but cannot deduce the effect in the planning phase. In that respect, our proposed model addresses a specific use case aiming at the prediction of future outcomes, as opposed to the testing/assessing of hypotheses. Finally, future work within this paper will involve increasing prediction time-steps and conducting online model learning while also considering acceptable model accuracies by leveraging the advanced model and algorithm development, in order to allow more response time for network operators to react with remedial actions.
