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1 Introduzione 
Questo lavoro, sebbene rivolto principalmente all’utilizzo del metodo 
alle differenze finite nel dominio del tempo (FDTD) per risolvere le 
equazioni di Maxwell, introduce molte peculiarità in comune alla 
quasi totalità degli algoritmi di risoluzione nel dominio del tempo per 
problemi di natura elettromagnetica: ciascun aspetto oggetto di 
studio, riportato in un articolo contenente i risultati, è corredato da 
una introduzione che si prefigge di descrivere l’esperienza maturata 
nel percorso di ricerca della soluzione, evidenziando le criticità 
affrontate. 
Dopo una breve introduzione al metodo FDTD, di natura 
compilativa, nel capitolo 2 sono inserite alcune considerazioni frutto 
dell’esperienza maturata sia nella redazione del codice che nel suo 
utilizzo per diversi problemi elettromagnetici. 
Nel capitolo 3, viene trattato l’argomento delle strutture a BandGap 
Elettromagnetico (EBG), le cui qualità specifiche e comportamento, 
dal punto di vista del campo elettromagnetico, si avvicinano a quelle 
dei cristalli. In particolare, è stato introdotto il woodpile, un 
particolare tipo di EBG, e come sia utilizzato per cambiare le 
caratteristiche radiative di un’antenna ben nota nella letteratura, 
l’antenna a patch. 
Segue, nel capitolo 4, una breve descrizione del problema dello 
scattering da oggetto sepolto e di come sia stato affrontato col 
metodo FDTD. L’argomento è stato particolareggiato supponendo 
che il sistema da analizzare fosse stato composto da una mina 
antipersona interrata in mezzo dielettrico e dissipativo. 
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Nella sezione successiva, a seguito dell’introduzione del concetto di 
onda leaky e di come possa essere usato per descrivere il 
comportamento di alcuni dispositivi radianti, sono state inserite le 
analisi condotte per quattro tipi di antenne. 
Nel capitolo 6, quasi interamente costituito dall’articolo pubblicato 
alla European Conference on Wireless and Technology del 2007, il 
concetto di modulazione polare è stato descritto 
particolareggiandolo ad un apparato realmente costruito in 
laboratorio. L’aspetto che lo rende attinente a questa tesi, risiede 
nel fatto che una sezione dell’intero dispositivo, il sottosistema che 
stabilisce l’inviluppo del segnale in radiofrequenza emesso 
dall’intero sistema, è descritto tramite equazioni alle differenze finite 
che evolvono rispetto ad un asse temporale discretizzato. 
Nell’ultima parte, s’è ipotizzata la possibilità di avere un dominio 
computazionale, discretizzato rispetto allo spazio e al tempo, in cui 
sia possibile definire sottoregioni per le quali la variabile temporale 
evolva con velocità differenti. E’ stata perciò descritta una variante 
all’algoritmo di Yee col leap-frog che contempli le interfacce tra due 
dei sottosistemi citati e, infine, sono stati inseriti i risultati ottenuti 
per due problemi elettromagnetici. 
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2 Il metodo FDTD 
2.1 Introduzione 
A differenza di un approccio analitico, in cui si astrae un sistema 
fisico per descriverlo con equazioni che sintetizzino il suo 
comportamento in modo più o meno approssimato, il metodo 
numerico FDTD consiste nel rappresentare la struttura oggetto di 
studio nella memoria del calcolatore per mezzo di un 
campionamento spaziale. Introducendo le grandezze fisiche 
peculiari del problema e associandole ad ogni cella elementare, si 
ottiene il dominio computazionale, ovvero la struttura sulla quale 
vengono applicate le equazioni caratterizzanti il fenomeno da 
analizzare. 
Nel caso del generico problema di elettromagnetismo, il dominio 
computazionale è definito da tutte le celle elementari a cui sono 
associate le costanti primarie del mezzo e le componenti dei vettori 
di campo elettrico,E , e magnetico,H , ([1]-[6]). L’evoluzione delle 
grandezze elettromagnetiche viene quindi determinata dalle 
equazioni di Maxwell opportunamente discretizzate nello spazio e 
nel tempo ([1], [3], [5] e [7]-[9]). 
Poiché l’intero dominio computazionale deve essere memorizzato 
nel calcolatore, strutture voluminose, o discretizzate in modo fitto, 
necessitano di elevate capacità di memoria e di tempo. Il vantaggio 
diretto nell’aver rappresentato i vettori di campo in tutte le celle, è 
disporre della soluzione del problema di elettromagnetismo 
ovunque. Inoltre, poiché l’associazione tra sistema fisico e dominio 
computazionale è diretta, l’adozione del metodo FDTD risulta 
versatile e intuitiva. 
  
2 
In assenza di specifiche ipotesi aggiuntive, non esistono particolari 
restrizioni alle configurazioni di campo che possono essere 
calcolate, a patto di soddisfare il teorema di Nyquist, sia nel tempo 
che nello spazio, e le condizioni che derivano dalla discretizzazione 
delle equazioni di Maxwell, in termini di stabilità ([1], [3] e [5]) e di 
errore ([3], [5] e [10]). 
Nel rappresentare sistemi aperti, o che non siano limitati da una 
superficie chiusa di estensione finita, è necessario introdurre 
opportune superfici il cui compito è troncare il dominio 
computazionale sì da renderlo finito per poterlo stipare nella 
memoria del calcolatore. La qualità della superficie che sintetizza 
tale comportamento, determina direttamente l’affidabilità della 
soluzione e la convergenza del calcolo. Dei vari tipi, il modello più 
usato è quello di Bérenger ([3]-[5] e [11]-[33]). 
2.2 L’algoritmo di Yee 
L’algoritmo di Yee descrive come operare il campionamento 
spaziale, trasformare le equazioni di Maxwell e calcolare le 
componenti di campo rispetto al tempo. 
Supponendo il volume di spazio da studiare discretizzato nelle 
direzioni degli assi principali con i rispettivi passi ∆x, ∆y e ∆z, ogni 
cella del dominio computazionale è identificabile dal vettore: 
( )zkyjxiP ∆∆∆= ,,  
 (2.2.1) 
con i, j e k numeri interi positivi costituenti una terna che individua, 
in modo univoco, la generica cella di Yee (Fig. 2.2.1) e, di 
conseguenza, le componenti dei campi elettrico e magnetico sulle 
tre superfici più vicine all’origine del sistema di riferimento: 
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( ) ( )nkjitP ,,,, EE =  
(2.2.2) 
( ) ( )nkjitP ,,,, HH =  
(2.2.3) 
con ( ) ( )tnzkyjxinkji ∆∆∆∆= ,,,,,, EE , ( ) ( )tnzkyjxinkji ∆∆∆∆= ,,,,,, HH , 
supponendo t=n∆t, con n intero, e ∆t intervallo di campionamento 
temporale. 
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Fig. 2.2.1: Cella elementare di Yee. Sulle facce del cubo immaginario, si 
osservi come le componenti di campo siano disposte per 
ottenere circuitazioni. E’ stata omessa l’associazione delle 
costanti primarie del mezzo al volume elementare di materiale. 
L’algoritmo di Yee adotta l’approccio leap-frog, per l’aggiornamento 
delle componenti di campo elettromagnetico: in un semi-intervallo 
∆t/2 tutte le componenti di campo magnetico sono aggiornate a 
partire dal campo elettrico e, nel successivo, le componenti 
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elettriche sono aggiornate usando quelle magnetiche. E’ necessario, 
pertanto, trovare due funzioni, 
H
F  e 
E
F , tali che: 
( ) ( ){ }nqponkji ,,,2/1,,, EFH
H
=+  
(2.2.4) 
( ) ( ){ }2/1,,,1,,, +=+ nkjinqpo HFE
E
 
(2.2.5) 
Non è quindi possibile conoscere il campo elettrico e quello 
magnetico che fanno riferimento allo stesso preciso istante 
temporale perché traslati, l’un l’altro, di metà del passo di 
campionamento temporale. 
Assumendo un materiale isotropo, per ogni punto dello spazio: 
HEH µ
ρ
µ
′
∂
∂
−×∇−= 1t  
(2.2.6) 
EHE ε
σ
ε −×∇=∂∂ 1t  
(2.2.7) 
dove µ è la permeabilità magnetica, ρ’ la conducibilità magnetica, ε 
la permettività elettrica e σ la conducibilità elettrica del materiale. 
Tutte le costanti primarie del mezzo possono essere funzioni della 
posizione e del tempo. 
Utilizzando delle approssimazioni al secondo ordine come indicato 
in [5]:  
( ) ( ) ( ) ( )
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avendo definito: 
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2.3 La condizione di Courant 
La condizione di Courant stabilisce il valore massimo che può 
assumere l’intervallo di campionamento temporale, ∆t, affinché il 
calcolo non subisca l’effetto dell’instabilità numerica. ∆t è 
direttamente legato alle dimensioni della cella di Yee, ∆x, ∆y e ∆z, e 
alla velocità della radiazione elettromagnetica del mezzo, maxv , 
secondo la relazione: 
222
max
min
111
1






∆
+





∆
+





∆
=≤∆
zyx
v
tt δ  
(2.3.1) 
Si osservi che, infittire eccessivamente il campionamento temporale, 
spesso non porta giovamento; piuttosto, a parità di tempo di 
simulazione, poiché sono necessari più calcoli, l’errore numerico 
potrebbe divenire importante. 
2.4 La dispersione numerica 
Il reticolo di Yee su cui vengono applicate le equazioni (2.2.8)-
(2.2.13), è fonte di un errore detto “dispersione numerica”: infatti, 
quando un’onda sferica si propaga nel dominio computazionale, la 
velocità del suo fronte cambia in funzione della direzione rispetto ai 
vertici della cella elementare, proprio come accade nei materiali 
dispersivi. Il comportamento del reticolo, pertanto, è di tipo 
anisotropo. 
La dispersione numerica dipende dalla risoluzione scelta per 
costruire il dominio computazionale: in particolare, nel caso di una 
radiazione monocromatica con lunghezza d’onda λ0, più il passo di 
discretizzazione è fitto, e meno varia la velocità di fase tra i diversi 
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angoli di incidenza rispetto ad uno qualsiasi degli assi principali (Fig. 
2.4.1). 
E’ importante tenere in considerazione l’impatto della dispersione 
numerica perché, altrimenti, oltre all’anisotropia, potrebbero 
manifestarsi interferenze imprecise, latenze atipiche e effetti di 
diffrazione anomali. 
 
Fig. 2.4.1: Valutazione della dispersione numerica espressa come η, 
velocità di fase normalizzata rispetto a quella che l’onda avrebbe 
realmente nel vuoto, in funzione della risoluzione R. 
In generale, considerando una direzione privilegiata parallela ad 
uno degli assi principali e supponendo ( )Rη  essere la velocità di 
fase normalizzata a quella che l’onda avrebbe nel vuoto, [5]: 
( )
( ) 



 −
∝∆
R
R
R min
min
max
11
η
ηϕ  
(2.4.1) 
dove maxϕ∆  è l’errore massimo di fase e R la risoluzione adottata 
per la discretizzazione spaziale, ovvero il numero di celle per 
lunghezza d’onda. 
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La dispersione numerica, esprimibile come errore di fase, può 
pertanto essere vista come una differenza di cammino: nel caso di 
sistemi in cui si analizzino fenomeni per lunghi intervalli di tempo 
oppure si abbiano riflessioni multiple, come da pareti di cavità, 
questo tipo di errore si accumula col tempo, causando la 
generazione di modi non dipendenti dalla struttura di partenza, 
bensì dal peculiare dominio computazionale. C’è da aggiungere che, 
nell’ipotesi di celle elementari di Yee non cubiche, l’anisotropia del 
dominio computazionale potrebbe crescere ulteriormente. 
2.5 Il PML di Bérenger 
Il Perfectly Matched Layer (PML) di Bérenger ([19] e [20]) è una pila 
di strati costituita da materiale con conducibilità magnetica non nulla, 
il cui compito è troncare il dominio computazionale in superfici che 
dividano il sistema da studiare dallo spazio libero. Quindi, il PML 
agisce come materiale perfettamente assorbente, alla stregua delle 
pareti di una camera anecoica. 
In generale, l’aumentare del numero di strati del PML causa una 
diminuzione della radiazione riflessa, la cui ampiezza può essere 
portata agevolmente al di sotto di quella incidente di più di 50 dB. 
2.6 La simulazione FDTD 
Il calcolo col metodo FDTD di un problema elettromagnetico si 
articola in più fasi: 
1) il sistema da studiare viene analizzato prendendo in 
considerazione tutti quegli elementi che determinano la 
risoluzione spaziale minima; 
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2) una volta decisa la risoluzione spaziale, si costruisce il dominio 
computazionale composto da celle di Yee e si determina 
l’intervallo di campionamento temporale; 
3) le diverse condizioni al contorno vengono imposte alla 
struttura; 
4) la versione discretizzata delle equazioni di Maxwell viene 
applicata ciclicamente con lo schema leap-frog iniettando i 
termini forzanti dovuti alle sorgenti di campo; 
5) terminato il calcolo, i risultati vengono raccolti e sono oggetto di 
eventuale post-processing. 
Nella prima fase viene determinata la qualità del calcolo: oltre alla 
complessità geometrica del sistema da analizzare, infatti, è 
necessario stabilire gli intervalli di frequenza della radiazione che lo 
investirà e quali effetti possano essere preponderanti. 
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3 Il woodpile come superstrato per antenne 
3.1 Strutture a BandGap Elettromagnetico 
I materiali a BandGap Elettromagnetico (EBG) sono delle strutture 
in cui, modulando le costanti primarie del mezzo, la propagazione o 
l’instaurazione di un generico modo è interdetta in uno o più 
intervalli di frequenze a seconda della direzione presa in esame 
([34] - [36]). Solitamente, come avviene nella teoria dello stato 
solido, gli intervalli di frequenze proibite sono realizzati con strutture 
ripetitive a partire da una cella elementare (cristalli fotonici). La 
periodicità può essere rispetto a una, due o tre dimensioni (Fig. 
3.1.1); nell’ultima, a fronte di una maggiore complessità, si ottiene 
una più ampia libertà di sintesi della struttura a bande. 
1D
 
2D
 
3D
 
Fig. 3.1.1: Rappresentazione delle possibili periodicità di un cristallo 
fotonico. L’utilizzo di periodicità a tre dimensioni fornisce elevate 
potenzialità di filtraggio spaziale e frequenziale ad un EBG. 
Dal punto di vista del calcolo col metodo FDTD, la determinazione 
della risoluzione spaziale dipende essenzialmente dal tipo di cella 
elementare e dalla sua dimensione che, negli EBG, è paragonabile 
a quella della lunghezza d’onda. Inoltre, le caratteristiche peculiari 
dei cristalli fotonici, per essere osservate, necessitano di errori di 
fase modesti. 
In virtù di quanto detto, considerando che la dispersione numerica 
varia in funzione della direzione rispetto agli assi principali, il 
  
11 
problema della rappresentazione del dominio computazionale dei 
materiali EBG si semplifica ogniqualvolta si considerino delle celle 
elementari con assi cristallografici compatibili col sistema di 
riferimento adottato. 
3.2 Antenna a patch con superstrato woodpile 
Il woodpile, come presentato nell’articolo che segue, è un cristallo 
fotonico in cui, nell’interrompere la periodicità del cristallo 
adoperando solo pochi strati di celle elementari, la struttura a bande 
originaria viene modificata. Il materiale che ne risulta, presenta delle 
caratteristiche che lo rendono un ottimo candidato per realizzare 
cavità a banda larga oppure superstrati per antenne di cui si voglia 
aumentare la direttività in particolari intervalli di frequenze. 
Per lo studio dell’antenna a patch con superstrato woodpile usando 
il metodo FDTD, la risoluzione è stata determinata adoperando la 
teoria della diffrazione: in base alla percentuale di energia associata 
ai diversi ordini di diffratto, è stata determinata la frequenza 
spaziale minima da rappresentare nel dominio computazionale. 
Alcune difficoltà sono state incontrate nel calcolo dell’impedenza 
all’ingresso del feeder dell’elemento radiate. Per limitare la durata 
della simulazione, si è adoperato il metodo di Prony ([37] - [39]), 
mediante cui un segnale nel tempo è espresso come somma di 
esponenziali ad argomento e coefficiente complessi. I risultati 
ottenuti potrebbero essere migliorati aumentando la risoluzione del 
dominio computazionale nella zona del patch: ciò però 
comporterebbe delle variazioni di campionamento spaziale non 
facilmente gestibili dall’FDTD classico. 
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4 Scattering da oggetto sepolto 
4.1 Studio del problema di scattering da mina sepolta 
Nell’affrontare lo studio dello scattering causato da una mina 
sepolta investita da radiazione elettromagnetica con il metodo 
FDTD, si è apprezzata la versatilità nel poter rappresentare un 
oggetto di qualsivoglia forma e materiale. Quindi, è stato possibile 
analizzare un modello di mina che contenesse tutti i dettagli 
necessari per un’affidabile soluzione del problema. 
Poiché il sistema da simulare, descritto nell’articolo che segue, ha 
dimensioni di quasi due ordini di grandezza superiori a quelle 
dell’oggetto sepolto, studiare in dettaglio lo scattering della mina in 
tre dimensioni comporterebbe l’adozione di domini computazionali 
voluminosi (dell’ordine del GByte) ed elevati tempi di calcolo. 
Valutando le finalità del calcolo e la simmetria del problema, si è 
ritenuto sufficiente estrarre una sezione trasversale dell’apparato. 
Attenzione è stata posta nell’adozione delle corrette condizioni al 
contorno: sia la presenza di un impulso a larga banda come campo 
elettrico impresso, che l’estensione all’infinito del sottosuolo 
(cemento o sabbia), hanno presentato la necessità di un PML 
profondo 9 strati.  
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5 Antenne a onda leaky 
5.1 Introduzione 
Secondo lo standard IEEE 145-1993 un’antenna leaky è 
“un’antenna che accoppia potenza a piccoli incrementi per unità di 
lunghezza, sia in modo continuo che discreto, da una struttura a 
onda viaggiante allo spazio libero”. Essa è generalmente realizzata 
usando una struttura guidante che permette perdita di potenza per 
tutta la sua lunghezza o parte di essa. 
Pout
Pin
x
y
z
 
Fig. 5.1.1: Guida d’onda rettangolare metallica con fessura, apertura 
dell’antenna a onda leaky [40], dove sono state indicate la 
potenza incidente (Pin) e quella uscente (Pout). 
Le antenne ad onda leaky sono, in altri termini, strutture a guida 
d’onda la cui potenza persa viene convogliata nel fascio irradiato 
verso spazio libero, che rappresenta il modo dominante 
dell’antenna ([41]). La diminuzione di potenza sperimentata dal 
dispositivo è causata dall’asimmetria, introdotta nella sezione 
trasversale della struttura radiante (ad esempio: apertura non al 
centro, forma della guida, etc…), nel campo impresso, o una 
combinazione di entrambi. 
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Il flusso di potenza che transita dalla guida d’onda verso lo spazio 
libero, può essere visto come una perdita nell’interno della struttura, 
determinando un vettore d’onda complesso, esprimibile in ciascuna 
coordinata spaziale, zyxi ,,= , come: 
iii jk βα +−=  
 (5.1.1) 
dove, iα  è la costante d’attenuazione e iβ  quella di fase. 
Nell’aprire una guida d’onda, qualora si instauri un campo che si 
propaghi verso lo spazio libero, uno spettro discreto non sarebbe 
sufficiente per esprimere una soluzione arbitraria [43]. Infatti, 
considerando una regione chiusa, tutte le soluzioni caratteristiche, 
individuate dagli autovalori associati, costituirebbero un insieme 
completo e ortogonale di modi, la cui generica combinazione lineare 
potrebbe esprimere qualsiasi campo che soddisfi le condizioni al 
contorno. Appena il volume della regione in esame non è 
perfettamente racchiuso in una regione finita, una soluzione di 
campo arbitraria non può essere espressa usando le sole 
autosoluzioni associate agli autovalori, ma è necessario introdurre 
uno spettro continuo di modi che, in generale, non hanno energia 
finita, come ad esempio le onde piane. Nel caso delle antenne a 
onda leaky, però, un’approssimazione che adoperi particolari onde, 
dette appunto leaky, può essere usata in luogo dello spettro 
continuo. Inoltre, le onde leaky sono ben descritte dalle costanti di 
fase e attenuazione, che condizionano la direzione e larghezza del 
fascio irradiato. 
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5.1.1 Modi radiativi 
Considerando una generica onda piana, il cui vettore di 
propagazione sia contenuto nel piano (yz), proveniente dallo spazio 
libero e diretta verso lo strato di dielettrico poggiato su di un 
conduttore elettrico perfetto (PEC) parallelo al piano (xz) ([44] e 
[45]). 
t
εr
y
z
ko
kε
 
Fig. 5.1.2: Schematizzazione di un’onda piana incidente su uno strato 
dielettrico, di spessore t, adagiato su un piano di massa. 
Se lo stato di polarizzazione dell’onda incidente è lineare e parallelo 
all’asse x, poiché hanno luogo sia riflessione che rifrazione: 
( ) ( )
( ) ( )



≥≥+=
≥+= −−−
0 ,sincos
 ,
ytykDykBE
tyCeAeE
yyx
tyjktyjk
x
oyoy
o
εεε
 
 (5.1.2) 
Le soluzioni possono esser di tre tipi ed associate ad altrettanti 
modi (Tab. 5.1.1). 
Modo Numeri d’onda 
Guidato oz kk >  ℑ∈oyk  
Radiativo 0>> zo kk  0>> oyo kk  
Evanescente ∞−>> jk z0  oy kk o >>∞  
Tab. 5.1.1: I modi che possono scaturire dal problema in Fig. 5.1.2, descritto 
dalle equazioni (5.1.2). 
Esprimendo i vettori d’onda come in (5.1.1), e supponendo non 
nulla la costante di attenuazione nella direzione delle z, ci potremmo 
trovare di fronte a una delle due situazioni illustrate in Tab. 5.1.2. 
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ε r
α
β
z
y
θ
 
Perdite nel dielettrico 
ε r α
β
z
y
θ
 
Onda leaky 
Tab. 5.1.2: Possibili configurazioni dei vettori di fase e attenuazione, 
soluzioni delle (5.1.2), che soddisfano la condizione di 
separabilità ([44]). 
Dallo studio dei vettori di fase e di attenuazione, derivano le curve 
di dispersione, dalle quali è possibile conoscere il comportamento 
radiativo di un’antenna leaky. 
Il  metodo FDTD è valido strumento di calcolo per l’estrazione delle 
curve di dispersione solo se abbinato ad un affidabile post-
processing dei risultati ([46]). Nello studio delle antenne ad onda 
leaky, è stato adottato il metodo detto “matrix-pencil” ([47]) con cui, 
un generico segnale ( )ty  è esprimibile come: 
( ) ∑
=
⋅≈
M
i
ts
i
ieRty
1
 
(5.1.3) 
dove Ri è il generico residuo e iii js ωα +−= , con αi fattore di 
attenuazione e ωi pulsazione angolare. Si osservi che il metodo non 
consente di stabilire a priori a che valore di M terminare lo sviluppo 
in serie: solo considerazioni a posteriori possono caratterizzare la 
bontà dell’approssimazione. 
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6 Studio di un modulatore d’inviluppo 
6.1 Introduzione 
Nelle comunicazioni in banda HF, da 3 a 30 [MHz], le potenze di 
trasmissione in gioco sono dell’ordine del chilowatt e, specialmente 
in apparati avionici, il rendimento diventa un parametro di progetto 
molto importante: a fronte di una maggiore efficienza, il calore 
prodotto e l’energia necessaria a rendere operativo il dispositivo 
diminuiscono. 
Al fine di ottenere un rendimento per la sezione di trasmissione 
superiore al 50%, si è pensato di adottare uno schema nel quale la 
modulazione di ampiezza, applicata solo sull’ultimo stadio di 
amplificazione a radiofrequenza ([48] e [49]), fosse controllata da un 
modulatore PWM (Pulse Width Modulation) di tipo step-down con 
recupero di energia grazie ad una sezione step-up. Peculiarità del 
dispositivo (Fig. 6.1.1), è che esso funziona grazie ad un modello 
matematico alle differenze finite nel dominio del tempo ([50]) e non 
necessita di un ramo di controreazione dedicato. 
 
Io 
Vcc 
< CLOCK 
L1 
Dc 
M2 
Ds 
A(t) 
D1 
Controllo 
VO 
L2 
M1 Filtro VOUT 
I1 
di 
C1 
Uscita 
-Vdd 
RL 
I2 
di 
D2 
Logica 
Step Down 
Step Up 
 
Fig. 6.1.1: Schema del modulatore di ampiezza che fornisce energia allo 
stadio finale dell’amplificatore a radiofrequenza, assunto come 
un carico RL. 
Tutto il dispositivo, è stato simulato con metodi simili a quelli 
adottati per l’FDTD, ottenendo ottimi accordi con le misure. 
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7 Sovracampionamento temporale 
7.1 Introduzione 
A fronte della bibliografia finora richiamata, a cui vanno aggiunti i 
riferimenti da [51] a [63], dall’esperienza maturata nei tre anni del 
ciclo di dottorato e dagli scambi di opinione con i colleghi, non mi 
sono mai imbattuto in schemi computazionali nel dominio del tempo 
che contemplassero regioni in cui i calcoli fossero eseguiti con 
intervalli di tempo differenti. 
Supponiamo che un sistema possa essere partizionato in due 
regioni di spazio, di volume τ1 e τ2, aventi come superficie in 
comune Σ (Fig. 7.1.1). 
 
τ1 
τ2 
σ2 
Σ 
σ1 
δt2, 
∆x2, ∆y2, ∆z2 
δt1, 
∆x1, ∆y1, ∆z1 
 
Fig. 7.1.1: Partizione di un sistema nei due volumi τ1 e τ2, delimitati dalle 
rispettive superfici σ1 e σ2, che si intersecano in Σ.  Le 
dimensioni delle celle elementari di Yee, ∆x1, ∆y1, ∆z1, ∆x2, ∆y2 e 
∆z2, identificano i valori massimi di δt1 e δt2 (2.3.1). 
Nel discretizzare ogni sottosistema, a fronte di diverse esigenze di 
risoluzione per ciascuno di essi, potrebbero essere utilizzati due 
campionamenti spaziali differenti, purché si possa applicare uno 
schema di calcolo che consenta di determinare il campo sulla 
superficie Σ ([52] - [57], [59], [60] e [63]), senza introdurre eccessivo 
“rumore numerico” o possibili fonti di instabilità. Nel momento di 
scegliere l’intervallo temporale che scandisce lo schema di calcolo 
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leap-frog, si potrebbe adottare un medesimo valore per entrambi i 
sottodomini computazionali, oppure due diversi. 
La prima ipotesi comporterebbe la scelta di un δt che soddisfi la 
condizione di Courant sia in τ1 che in τ2 e, nel caso in cui i volumi 
delle celle elementari di Yee, associati ai due sottosistemi, fossero 
in un rapporto maggiore di due a uno, otterremmo un 
prolungamento eccessivo della simulazione col rischio che il 
numero aggiuntivo di operazioni infici la qualità del calcolo. 
Il secondo scenario, d’altro canto, garantirebbe una scelta ottimale 
dell’intervallo di campionamento per entrambi τ1 e τ2, con una 
qualità della simulazione pressoché costante su tutto il dominio 
computazionale. Si avrebbe come svantaggio che il calcolo del 
campo sulla superficie di separazione Σ dovrà tener conto che le 
componenti elettriche e magnetiche sono campionate a istanti di 
tempo differenti. In generale, rispetto al caso in cui δt1,δt2=δt, 
scegliere evoluzioni temporali con intervalli differenti, implicherebbe 
la modifica delle equazioni (2.2.8) - (2.2.13) e dei coefficienti 
(2.2.14) col trascorrere del tempo. Nel paragrafo 7.2.1 viene 
introdotto uno schema che consente, a seguito di una fase 
preliminare di impostazione del reticolo di Yee, un calcolo con uno 
schema simile al leap-frog: l’unica informazione in più che occorre 
memorizzare, è indicare quali siano le porzioni di dominio che 
procedono a intervalli di tempo più brevi o più lunghi di quello di 
riferimento. 
7.2 Caso a una dimensione 
Consideriamo la versione a una dimensione delle equazioni di 
Maxwell (2.2.6) e (2.2.7): 
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dx
de
dt
dh
µ
1
=  
(7.2.1) 
e
dx
dh
dt
de
ε
σ
ε
−=
1
 
(7.2.2) 
in cui zh H= , ye E=  e la conducibilità magnetica sia nulla. 
Facendo riferimento a Fig. 7.2.1 per la discretizzazione spaziale e 
approssimando le derivate al secondo ordine nell’ottica di utilizzare 
un schema di tipo leap-frog ([5]), è possibile scrivere: 
( ) ( ) ( ) ( ) ( )[ ]2121212
1
2
1
,,1,1, +−++
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∆
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(7.2.4) 
dove ( ) ( )tnxienie δ,, ∆= , ( ) ( )tnxihnih δ,, ∆=  e δt è il passo di 
discretizzazione temporale massimo affinché il calcolo mantenga la 
stabilità. 
 
Fig. 7.2.1: Punti in cui sono calcolate le componenti di campo elettrico e 
magnetico. Il passo di campionamento è uniforme e pari a ∆x. 
Introducendo i seguenti coefficienti: 
( ) xi
tA
∆+
∆
=
2
1µ
, 
( )
( )
( )
( )i
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ε
21
∆
∆
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+
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(7.2.5) 
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le (7.2.3) e (7.2.4) diventano: 
( ) ( ) ( ) ( )[ ]21212121 ,,1,1, +−++⋅++=++ nienieAnihnih  
(7.2.6) 
( ) ( ) ( ) ( )[ ]nihnihCnieBnie ,,,, 21212121 −−+⋅+−⋅=+  
 
(7.2.7) 
Per implementare una simulazione in cui i calcoli nei due 
sottodomini contigui evolvono a velocità differenti, si rende 
necessario uno schema che permetta di sincronizzare i vettori di 
campo alla superficie tra loro in comune. 
7.2.1 Schema di avanzamento 
Ipotizziamo che da un certo valore delle ascisse in poi, il passo di 
discretizzazione temporale sia dimezzato (Fig. 7.2.2). 
 
Fig. 7.2.2: Rappresentazione con asse delle ascisse e dei tempi per 
rappresentare lo schema d’avanzamento dell’algoritmo proposto. 
I valori di campo sulla destra dovranno per forza evolvere con una 
frequenza doppia degli altri e le equazioni (7.2.3) e (7.2.4) avranno 
diversi coefficienti a seconda della regione di spazio in cui si 
applicano. 
Per quanto riguarda le componenti di campo ai bordi della regione, 
si è pensato di adottare il seguente schema: 
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a)  
→
 b)  
c)  
→
 d)  
e)  
→
 f)  
g)  
→
 h)  
Fig. 7.2.3: Calcolo delle componenti di campo con lo schema leap-frog 
modificato. A partire dal campo magnetico, il campo elettrico 
viene calcolato senza alcun accorgimento se non usare i 
coefficienti associati a ciascun intervallo di tempo. 
La peculiarità dello schema risiede nel calcolo del campo elettrico 
all’interfaccia tra le due regioni, in d), e nel calcolo del campo 
magnetico in e). Nella fase d), un valore di campo magnetico più 
recente ed uno più vecchio sono usati in (7.2.4) per ottenere il 
valore del campo elettrico. Dualmente, nella fase e), il valore di 
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campo magnetico è calcolato a partire da valori di capo elettrico 
non isocroni. 
In generale, si è pensato di adottare un dimezzamento perché, 
introdurre rapporti diversi negli intervalli di campionamento 
temporale, a causa della dispersione numerica, introdurrebbe delle 
componenti in frequenza simili ai prodotti di intermodulazione 
causati dalle somme e differenze delle frequenze di 
campionamento adottate nei diversi sottodomini. Ciò è vero, in 
particolar modo, aumentando il numero di dimensioni del dominio 
computazionale. 
La stabilità dello schema, ancora non provata numericamente ma 
suffragata da una serie di simulazioni studiate appositamente per 
questo scopo, si basa sul fatto che la condizione di Courant impone 
un intervallo temporale che soddisfa ampiamente il teorema di 
Nyquist (supponendo una discretizzazione spaziale tale da avere 
più di 4 celle per lunghezza d’onda) e le variazioni di campo rispetto 
al tempo sono quindi sovracampionate. 
Lo schema presenta il vantaggio di non dover introdurre 
interpolazioni studiate ad-hoc all’interfaccia tra le regioni a 
evoluzione temporale differente. Inoltre, nella zona a intervallo di 
tempo dimezzato, è possibile rendere la discretizzazione spaziale 
più fitta (fino al doppio) e ottenere localmente un calcolo più 
accurato; come conseguenza, il numero di celle si infittisce solo 
dove occorre rendendo il calcolo più efficiente. 
7.2.2 Esempio di simulazione 
Supponiamo di voler calcolare le frequenze dei modi di una cavità a 
pareti piane metalliche infinite in cui sia interposto un sottile strato di 
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materiale, anch’esso di estensione infinita; il problema può essere 
ricondotto ad una dimensione e rappresentabile come in Fig. 7.2.4. 
 
x
[mm]
0 
P1 P2 
5 
10 
35 90 
100 
PEC PEC 
 
Fig. 7.2.4: Schematizzazione del risonatore a pareti piane infinite. Nella 
cavità è inserito uno strato di materiale con permettività relativa, 
εr, e permeabilità magnetica, µr, entrambe pari a 16 e con 
conducibilità elettrica, σ=10-4 [S/m]. Tutte le misure sono 
espresse in millimetri rispetto al primo conduttore elettrico 
perfetto (PEC) e sono indicate anche le posizioni dei due punti, 
P1 e P2, in cui viene registrato il campo elettrico. L’impulso 
differenziale gaussiano è posto in P1. 
Dalla geometria del sistema illustrata in Fig. 7.2.4, si calcola 0.8565 
[GHz] essere la frequenza fondamentale di risonanza. 
Sono state effettuate 3 simulazioni distinte: nella prima e nella 
seconda si è utilizzato il metodo FDTD classico, imponendo due 
risoluzioni differenti, ∆x=0.5 [mm] e ∆x=0.5/8=0.0625 [mm], mentre, 
nella terza, si è operato un sovracampionamento temporale fino a 8 
volte in prossimità del materiale a cui è seguito quello spaziale, 
brusco, al fine di ridurre la risoluzione usata nel vuoto, pari a ∆x=0.5 
[mm], fino a ∆x=0.0625 [mm]. Adottando lo schema proposto in 
7.2.1, chiamato d’ora innanzi Finite Difference variable Time 
Domain (FDvTD), avendo reso più fitta la discretizzazione in 
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corrispondenza del materiale, si trovano delle frequenze di 
risonanza prossime a quelle calcolate col metodo FDTD classico a 
intervallo di campionamento spaziale ∆x=0.0625 [mm]. 
I risultati sono stati ottenuti iniettando un campo elettrico in P1 con 
andamento differenziale gaussiano, di larghezza 3×10-11 [s], e 
avente la seguente legge di variazione rispetto al tempo: 
( )
2
2
1





 −
−
−=
τ
τ
ott
e
t
tf  
(7.2.8) 
con traslazione rispetto all’asse dei tempi, t0, pari a 10 volte la sua 
larghezza, τ. In tutti i grafici, lo spettro del campo elettrico impresso 
è indicato col colore rosso. 
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Fig. 7.2.5: Analisi spettrale per il problema rappresentato in Fig. 7.2.4 
calcolando la trasformata di Fourier dei campi elettrici registrati 
in P1, blue, e P2, verde, per 1 [µs] in regime permanente, 
adoperando il metodo FDTD con ∆x=0.5 [mm] e normalizzando 
rispetto allo spettro del campo impresso (rosso). 
Si osserva (Fig. 7.2.5 - Fig. 7.2.7) che in entrambi i punti, lo spettro 
del campo elettrico registrato è il medesimo (ad eccezione per il 
metodo FDTD a risoluzione più bassa per il quale, in 
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corrispondenza di P1, si osserva una riga aggiuntiva): ciò garantisce 
il raggiungimento di un regime stazionario. 
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Fig. 7.2.6: Analisi spettrale per il problema rappresentato in Fig. 7.2.4 
calcolando la trasformata di Fourier dei campi elettrici registrati 
in P1, blue, e P2, verde, per 1 [µs] in regime permanente, 
adoperando il metodo FDTD con ∆x=0.0625 [mm] e 
normalizzando rispetto allo spettro del campo impresso (rosso). 
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Fig. 7.2.7: Analisi spettrale per il problema rappresentato in Fig. 7.2.4 
calcolando la trasformata di Fourier dei campi elettrici registrati 
in P1, blue, e P2, verde per 1 [µs] in regime permanente, 
adoperando il metodo FDvTD con ∆x=0.5 [mm] e normalizzando 
rispetto allo spettro del campo impresso (rosso). 
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Paragonando le frequenze associate ai modi in cavità con il metodo 
FDTD usando ∆x=0.0625 [mm], è possibile ottenere una stima 
dell’accuratezza del calcolo per la risoluzione ∆x=0.5 [mm] con e 
senza sovracampionamento temporale, Tab. 7.2.1. 
Metodo FDTD (∆x=0.5 [mm]) 
FDTD 
(∆x=0.0625 [mm]) 
FDvTD 
(∆x=0.5 [mm]) 
f0 0.829 0.854 0.858 
f1 1.639 1.704 1.714 
f2 2.410 2.551 2.565 
f3 3.280 3.414 3.433 Fr
e
qu
e
n
ze
 
[G
H
z]  
 
f4 4.135 4.269 4.293 
Tab. 7.2.1: Frequenze dei modi calcolati con e senza sovracampionamento 
a differenti risoluzioni spaziali (Fig. 7.2.5 - Fig. 7.2.7). Si è preso 
come riferimento il metodo FDTD con intervallo di 
campionamento spaziale ∆x=0.0625 [mm], in grassetto. 
Da Tab. 7.2.1, si può calcolare per il metodo FDTD (∆x=0.5 [mm]) 
un errore dell’ordine del 3% rispetto al riferimento, 5 volte maggiore 
di 0.6%, ottenuto sovracampionando rispetto al tempo e allo spazio 
di un fattore pari ad 8 in corrispondenza dello strato di materiale. 
7.3 Caso a due dimensioni 
Lo schema di calcolo, nonché la formulazione delle equazioni di 
Maxwell in due dimensioni, è un’estensione di quanto esposto nella 
sezione 7.2. 
E’ possibile introdurre un reticolo bidimensionale del tipo 
rappresentato in Fig. 7.3.1 ([5]); la scelta consente di affrontare il 
problema elettromagnetico a due dimensioni in maniera del tutto 
generale grazie alla proprietà di dualità delle equazioni di Maxwell 
([44]). 
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Fig. 7.3.1: Nel calcolo a due dimensioni si ricerca una soluzione per la 
quale il campo elettrico evolve ortogonalmente al piano (xy). 
Intorno a Ez, il campo magnetico è una circuitazione elementare. 
Prendendo in esame (2.2.6) e (2.2.7), è possibile scrivere, 
supponendo la conducibilità magnetica essere nulla: 
zyxt EH ∂
∂
∂
∂
=− µ  
(7.3.1) 
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∂
∂
∂
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(7.3.2) 
xyyxzzt HHEE ∂
∂
∂
∂
∂
∂
−=+ σε  
(7.3.3) 
Discretizzando, rispettivamente: 
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dove: 
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( ) ( )tnyjxitP ∆∆∆= ,,,  
(7.3.7) 
Lo schema di calcolo che implementa il sovracampionamento 
temporale, in corrispondenza della superficie di separazione dei 
sottodomini computazionali, è analogo a quello introdotto in Fig. 
7.2.3. 
7.3.1 Esempio di simulazione 
Si supponga di voler studiare una cavità quadrata, di lato 1 [m], 
realizzata con pareti di conduttore elettrico perfetto e al cui centro è 
posto un materiale, di dimensioni 0.04 [m] × 0.1 [m], caratterizzato 
da εr=16, µr=16 e σ=10-2 [S/m], Fig. 7.3.2. Il campo elettrico 
impresso, di forma d’onda differenziale gaussiana, è applicato nel 
punto P1=(0.25,0.25) [m] e registrato sia in quest’ultimo che in 
P2=(0.75,0.75) [m]. 
 
x
[m]
P1 
P2 
1 
y [m] 
PEC 
0
1 
 
Fig. 7.3.2: Rappresentazione del risonatore quadrato a cui, per lo schema 
FDvTD, si introducono i sovracampionamenti spaziali e 
temporali descritti, rispettivamente, in Tab. 7.3.1 e Tab. 7.3.2. 
Sono indicate anche le posizioni dei due punti, P1 e P2, in cui 
viene registrato il campo elettrico. Il campo elettrico forzante, 
segnale differenziale gaussiano, è applicato in P1. 
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La forma differenziale gaussiana, (7.2.8), è caratterizzata da 
τ=1.2×10-10 [s], e quindi da una banda al 10% compresa 
nell’intervallo di frequenze (79.6 [MHz], 3.71 [GHz]). Nel vuoto, la 
lunghezza d’onda più corta considerata, è pari a 80 [mm]: dunque, 
la risoluzione di partenza, ∆x=10 [mm], è un ottavo della lunghezza 
d’onda associata alla frequenza più alta presa in considerazione. 
Direzione x  Direzione y 
Intervallo Sovracampionamento  Intervallo Sovracampionamento 
0.00 0.03 8  0.00 0.03 8 
0.03 0.04 4  0.03 0.04 4 
0.04 0.05 2  0.04 0.05 2 
0.43 0.44 2  0.40 0.41 2 
0.44 0.45 4  0.41 0.42 4 
0.45 0.55 8  0.42 0.58 8 
0.55 0.56 4  0.58 0.59 4 
0.56 0.57 2  0.59 0.60 2 
0.95 0.96 2  0.95 0.96 2 
0.96 0.97 4  0.96 0.97 4 
0.97 1.00 8  0.97 1.00 8 
Tab. 7.3.1: Sovracampionamento temporale applicato a seconda della 
direzione presa in esame in diverse porzioni del dominio 
computazionale. Si osservi che la transizione di frequenza di 
campionamento avviene nel termine di una cella elementare, per 
∆x=10 [mm]. Tutte le dimensioni sono in [m]. 
Direzione x  Direzione y 
Intervallo Sovracampionamento  Intervallo Sovracampionamento 
0.00 0.02 8  0.00 0.02 8 
0.46 0.54 8  0.43 0.57 8 
0.98 1.00 8  0.98 1.00 8 
Tab. 7.3.2: Infittimento della discretizzazione spaziale in corrispondenza 
delle superfici del conduttore elettrico perfetto e che ingloba il 
pezzettino di materiale al centro della cavità quadrata. Tutte le 
dimensioni sono espresse in [m]. 
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Sono state effettuate simulazioni con entrambi gli schemi FDTD e 
FDvTD, con diverse risoluzioni, da ∆x=10 [mm] fino a un ottavo di 
quest’ultima, ∆x=1.25 [mm], intervallo di campionamento spaziale 
adottato come termine di paragone per il calcolo degli scostamenti. 
0 0.1 0.2 0.3 0.4 0.5 0.60
1
2
3
4
5
6
7
8
9
10
Scostamento rispetto al caso FDTD ∆x=1.25 [mm]
t [µs]
[%
]
 
 
FDTD ∆x=10 [mm]
FDTD ∆x=5.0 [mm]
FDTD ∆x=2.5 [mm]
FDvTD ∆x=10 [mm]
FDvTD ∆x=5.0 [mm]
 
Fig. 7.3.3: Scostamento del campo elettrico registrato in P2 per le diverse 
simulazioni. Il valore percentuale è ottenuto normalizzando il 
valore assoluto dello scostamento per il valore massimo del 
campo elettrico registrato per la simulazione di riferimento, 
FDTD ∆x=1.25 [mm]. 
0 0.1 0.2 0.3 0.4 0.5 0.60
0.5
1
1.5
2
2.5
Scostamento rispetto al caso FDTD ∆x=1.25 [mm]
t [µs]
[%
]
 
 
FDTD ∆x=10 [mm]
FDTD ∆x=5.0 [mm]
FDTD ∆x=2.5 [mm]
FDvTD ∆x=10 [mm]
FDvTD ∆x=5.0 [mm]
 
Fig. 7.3.4: Risultati di Fig. 7.3.3, sottoposti all’operazione di media mobile 
con finestra temporale di estensione 0.01 [µs]. 
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Si osserva che, per ∆x=10 [mm], lo schema FDvTD migliora la 
qualità della simulazione; infatti, l’errore è principalmente legato alle 
posizioni delle superfici tra materiali differenti. Aumentando la 
risoluzione, invece, si riduce l’errore di dispersione numerica a cui è 
sottoposto tutto il dominio computazionale e non solo nella zona in 
corrispondenza delle discontinuità nel tipo di materiale. 
Metodo Risoluzione ∆x, [mm] Numero Celle 
Durata Passo 
[ms] 
10 30401 3.93 
5.0 120801 16.8 
2.5 481601 77.0 FDTD 
1.25 1923201 313 
10 125573 17.6 FDvTD 5.0 500649 76.1 
Tab. 7.3.3: Risorse di calcolo necessarie per le differenti simulazioni i cui 
risultati sono rappresentati in Fig. 7.3.3 e Fig. 7.3.4. Per lo 
schema FDvTD, in diverse celle, le versioni discretizzate delle 
equazioni di Maxwell sono applicate più di una volta per ciascun 
passo di tempo originario, a causa del sovracampionamento. In 
grassetto la simulazione di riferimento. 
Dall’analisi del numero totale di celle e considerando che, per lo 
schema FDvTD, alcune di queste sono calcolate con una 
molteplicità superiore a uno per ciascun intervallo di tempo, si può 
concludere che l’errore nella soluzione, sia esso nel tempo che in 
frequenza, viene ridotto perché viene mantenuta costante la 
“qualità” del calcolo alle differenze finite, per quanto possibile. Infatti, 
il sovracampionamento temporale e spaziale rappresenta più 
efficacemente i dettagli del sistema, in corrispondenza delle 
discontinuità nel tipo di materiale. 
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8 Conclusioni 
Lo studio delle strutture EBG ha presentato la necessità di applicare 
le condizioni di Floquet per analizzare domini infiniti e periodici, e di 
disporre di criteri per valutare i parametri che possano rendere 
critico il processo di simulazione. I materiali EBG, in determinate 
condizioni di lavoro, ereditano la versatilità delle caratteristiche 
elettromagnetiche proprie dei cosiddetti “metamateriali”, impiegando 
i quali è possibile controllare, ad esempio, il comportamento 
radiativo di antenne. In particolare, è stata posta attenzione allo 
studio della configurazione detta a woodpile e dei vantaggi 
conseguenti il suo utilizzo come superstrato per antenne a patch. 
A seguito di un primo studio del woodpile, è stato analizzato il 
comportamento del singolo strato EBG: sono stati identificati i modi 
permessi dalla suddetta configurazione geometrica e da alcune sue 
varianti, ottenute ad esempio raddoppiando il numero di strati di 
barre. Introducendo un’antenna a patch sotto uno strato di woodpile 
si è poi incrementata la direttività dell’intero dispositivo e migliorato 
l’adattamento d’antenna. Alcuni aspetti, come ad esempio stimare 
l’errore a seguito dell’utilizzo del metodo FD-TD e quindi 
determinare i parametri critici di simulazione, hanno reso 
necessaria la sintesi di un criterio di massima per ottenere le 
discretizzazioni spaziali a seconda della percentuale di energia che 
si vuol rappresentare correttamente nel dominio computazionale: 
supponendo ogni strato di barre del woodpile come un reticolo 
diffrattivo di fase, si può calcolare l’ampiezza di ciascun ordine 
diffratto e quali di essi siano ben riproducibili dalla risoluzione 
spaziale adottata. Sono stati anche analizzati i flussi energetici 
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uscenti dall’intero dispositivo, antenna a patch ed EBG. Sono state 
perciò eseguite alcune simulazioni variando la posizione e 
l’orientamento del woodpile in modo più accurato, includendo 
informazioni ausiliarie come la direttività al variare dello stato di 
polarizzazione, la posizione dei grating lobes e le impedenze 
elettriche. Infine, per rendere più agevole la sintesi di dispositivi con 
EBG, si è analizzata la cavità equivalente all’antenna per una cella 
elementare del woodpile: i risultati ottenuti hanno contribuito a 
spiegare il comportamento della direttività del dispositivo al variare 
dello stato di polarizzazione. 
Il metodo FD-TD è stato adoperato con successo per fornire 
risposte ad alcuni interrogativi emersi nello studio di oggetti sepolti 
in materiale dielettrico, generalmente con perdite. In particolare, 
sono state trattate le problematiche caratterizzanti lo scattering da 
mina interrata sia in ambiente naturale che in quello riprodotto in 
laboratorio. 
L’esperienza maturata nell’affrontare una vasta gamma di problemi 
elettromagnetici ha permesso una più attenta e proficua 
applicazione del metodo FD-TD per l’analisi e la progettazione di 
alcuni tipi di antenne a onda leaky alle microonde e onde 
millimetriche: è emerso come sia determinabile in modo accurato la 
posizione dello spectral gap ed è stata riscontrata l’aderenza dei 
calcoli nel dominio del tempo con altri noti in letteratura (ottenuti con 
i metodi dello Spectral Domain Approach e della Transverse 
Resonance Technique). 
E’ stato anche descritto un dispositivo il cui compito è fornire 
l’inviluppo ad un segnale modulato in fase per ottenerne un altro di 
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potenza a radio frequenza: il funzionamento della sezione di 
modulazione d’ampiezza è governato da un modello matematico 
nel dominio del tempo, la cui accuratezza e convergenza sono 
fondamentali per il corretto funzionamento dell’apparato di 
comunicazione. 
Infine, è stato introdotto uno schema che permette di interfacciare 
due regioni di un dominio computazionale che evolvono a velocità 
differenti: oltre ad avere zone che possono perciò disporre di 
diverse discretizzazioni spaziali, pur mantenendo soddisfatta la 
condizione di Courant, è possibile ipotizzare un suo utilizzo per 
affiancare volumi di spazio a cui sono applicati diversi metodi di 
risoluzione per le equazioni di Maxwell. 
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[R.6] F. Frezza, P. Nocito, L. Pajewski e G. Schettini, “FDTD 
analysis of EBG superstrates”, International Journal of 
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Catone, Roma, pp. 191-194, dicembre 2007. 
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9.3 Simulatore FDTD 
Il codice utilizzato per tutti gli articoli illustrati (anche solo come 
strumento di verifica) include direttive OpenMP che consentono, 
grazie a un qualsiasi compilatore che soddisfi lo standard descritto 
in http://openmp.org, l’utilizzo di più unità di calcolo che possano 
accedere simultaneamente ad un’area di memoria condivisa. 
Alla base delle funzioni che effettuano trasformate di Fourier, sono 
state adottate le implementazioni descritte in Numerical Recipes 
([64]) 









←
←
←←−
hhiohdlrhiohdlr
hhsmltnhsmltn
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.
.
.
.
..
 
Fig. 9.3.1: dipendenze presenti nel codice. 
Il codice FD-TD, caratterizzato dalle dipendenze sopra descritte, è 
stato implementato in linguaggio C ed è incluso nel CD-ROM 
allegato a questa tesi. 
I sorgenti sono stati modificati frequentemente, per rendere il codice 
macchina eseguibile sempre più adatto e versatile a risolvere i 
problemi che, di volta in volta, si presentavano. A fronte di ogni 
variazione del codice, una serie di test, che fanno riferimento a 
problemi elettromagnetici la cui soluzione è nota in forma chiusa, 
sono stati eseguiti sì da renderlo affidabile. 
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