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Subtraction of “accidentals” in Einstein-Podolsky-Rosen experiments frequently changes results
compatible with local realism into ones that appear to demonstrate non-locality. The validity of
the procedure depends on the unproven assumption of the independence of emission events. Other
possible sources of bias include enhancement, imperfect synchronisation, over-reliance on rotational
invariance, and the well-known detection loophole. Investigation of existing results may be more
fruitful than attempts at loophole-free Bell tests, improving our understanding of light.
Real EPR experiments are very different both from Ein-
stein, Podolsky and Rosen’s original idea [1] and from
Bell’s idealised situation [2]. The general scheme, which
can have either one or two detection channels on each
side, is described in a multitude of papers [3,4]. Bell as-
sumed initially only schemes in which detection in one
or other channel of a two-channel experiment was cer-
tain. He also assumed that the “particles” came in pairs
that could be identified unambiguously. Others later at-
tempted to modify his ideas to cover feasible experiments,
which to date have all (with no credible exceptions) in-
volved light. The modifications have been couched in
terms of a particle model of light. A definitive paper on
the subject is that of Clauser and Horne [5]. It is found
that in all actual experiments auxiliary assumptions have
to be made. The ones that have received most attention
are those of “fair sampling” and “no enhancement”. That
these may not be valid is well known [6–8]. This paper is
primarily concerned with lesser-known assumptions that
receive little or no mention in published papers. I il-
lustrate them drawing on material from Freedman’s and
Aspect’s PhD theses [9,10]. Though some of my points
are specific to their atomic cascade sources, most ap-
ply equally to recent experiments using parametric down
conversion.
Test Statistic Upper Limit Auxiliary
Assumption
Standard SStd = 4(
x−y
x+y
) 2 Fair sampling
Visibility SV =
max+min
max−min
1.71 ”
CHSH SC = 3
x
Z
−
y
Z
− 2 z
Z
0 No enhancement
Freedman SF =
x−y
Z
0.25 ”
TABLE I. Various Bell inequalities, for rotationally invari-
ant, factorisable experiments. x = R(pi/8), y = R(3pi/8),
z = R(a,∞) and Z = R(∞,∞), using the usual terminology
in which R is coincidence rate, a is polariser setting, and ∞
stands for absence of polariser.
I give in table I formulae for the Bell tests that are com-
monly used. More general ones are needed if the source
is not rotationally invariant.
The standard inequality, used for two-channel experi-
ments, is covered in an earlier paper, “The Chaotic Ball:
an Intuitive Analogy for EPR Experiments” [8]. Real-
ist models that infringe it are easily constructed if, as
I consider must always be the case, there are “variable
detection probabilities”. Tests of visibility employ the
same assumptions as the rotationally invariant form of
the standard test, so they too are invalidated if detec-
tion probabilities can vary with “hidden variable”. The
current paper presents ideas on factors that can explain
violations of the final two tests. Of course, all the factors
can play contributory roles in any experiment, regardless
of the test actually used.
Single-channel experiments, involving the CHSH or
Freedman tests [11], differ from the others in that the
“detection loophole” cannot on its own cause violations
of the inequalities. What is needed is failure of one of the
other assumptions, or, as it emerges, over-reliance on the-
ories that suggest that emission events are independent.
The tests as given in Table I all rely on rotational invari-
ance, and I am currently looking into some cases in which
this may have been assumed on insufficient evidence. As
mentioned earlier, the assumption of “no enhancement”
may fail. It is also possible to have imperfect factora-
bility, if there are synchronisation problems [12]. The
possibility of “coherent noise” causing spurious increases
in correlations is amongst those considered by Gilbert
and Sulcs [13].
But there is another factor that appears to have been
almost totally ignored, except within PhD theses. It is
not strictly speaking anything to do with Bell tests, but
is a matter of experimental procedure. Marshall, San-
tos and Selleri challenged Aspect’s logic in subtracting
“accidentals” before analysing coincidences. Aspect and
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Grangier responded with a paper [14] that gave theoret-
ical arguments supporting the practice, and also quoted
figures from one of Aspect’s experiments that violated an
inequality even without the subtraction. I consider that
the matter should have been taken further. Instead of
theoretical arguments, more experimentation is needed.
The figures that Aspect gave were from his two-channel
experiment [15], that used the standard test, easily vio-
lated if detection rates were not constant.
To put the subtraction issue in perspective, let us look its
effect on some Bell tests derived from data from Aspect’s
first EPR experiment (table II). The raw figures do not
infringe any tests: the “corrected” ones do.
Detailed figures for his other single-channel experiment
are not available, but from the information that is given
it seems unlikely that a Bell test would have been violated
had “accidentals” not been subtracted. It is by no means
only Aspect’s results that are affected: it has become
almost standard practice to do the subtraction, which
has similarly important consequences in, for example, the
recent Geneva experiments that showed high correlations
over a distance of 10 kilometers [16].
The mechanism whereby accidentals can cause violation
is very straightforward. We can be fairly confident that
Bell’s inequalities will hold for the raw data, but whether
or not they hold after subtraction depends on whether
or not true and accidental signals are independent. This
depends on factors such as correlations between neigh-
bouring emissions, how the detector responds to close
or overlapping signals, and instrument dead times. The
number of accidentals, as measured by the number of co-
incidences when one stream is delayed by, say, 100 ns,
is proportional to the product of the numbers of signals
on each side. If the detectors are “correctly” adjusted, so
that they register half the number of hits when a polariser
is inserted (which follows from Malus’ Law provided noise
and settings of various voltages are appropriate [17]), it
is easily seen that the 1:2:4 proportions seen in Table II
are just as expected, and that subtraction will always
increase all test statistics and hence the likelihood of vi-
olations.
x y z Z SStd SC SF
Raw coincidences 86.8 38.3 126.0 248.2 1.55 -0.121 0.195
Accidentals 22.8 22.5 45.5 90.0
“Corrected” 64.0 15.8 80.5 158.2 2.42 0.096 0.309
TABLE II. Effect of standard adjustment for accidental
coincidences. Derived from table VII-A-1 of Aspect’s thesis.
Let us review the whole question of time in EPR ex-
periments. The question of accidentals is inextricably
entangled with matters of timing, and, besides, this is of
interest in its own right.
t
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FIG. 1. Assumed ideal timing and resultant spectrum. D
is the delay applied to the B channel so as to place the peak
in the centre of the picture.
Proofs of Bell inequalities do not mention time. They
assume that the source produces pairs of particles and
that identification of the pairs poses no problem. Thus
the stream of signals arriving at the coincidence monitor
can be envisaged as in Fig. 1, which also shows the ex-
pected time-spectrum — a single bar whose height is the
number of coincidences. Even this simple picture might
have a slight complication, if the pairs are supposed to be
produced at completely random times. There is then a
very slight possibility of a second B arrival at any interval
after the A (including in the same “time-bin”), so that,
if we only in fact detect a small fraction of the signals,
we expect a low, almost constant, background of “acci-
dentals”. If, however, the physics is such that we never
get two emissions very close together, then, whatever the
spectrum may look like, there can be no accidentals con-
tributing to the peak unless time-bins are larger than the
minimum separation.
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FIG. 2. Actual time spectra. (a) Freedman, (b) Aspect.
Freedman’s could have been slightly distorted by the instru-
mentation. It is drawn by hand and represents the combined
results of a whole series of runs. Aspect’s is for just one run
and would have been displayed on a VDU (most spectra had
greater scatter, being collected over shorter periods)
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Consider now some spectra from actual experiments,
Freedman’s of 1972 [9] and Aspect’s of around 1980
(Fig. 2). Numbers of coincidences can be estimated by
defining an “integration window” and organising elec-
tronics so as to count all signals that arrive within it.
Aspect in his final experiment used a window from −3 ns
to +17 ns. Freedman used one of just 8 ns length, but
does not tell us how the start was chosen.
From their PhD theses, it is clear how the experimenters
were modelling their time-spectra. Both saw the decreas-
ing region as showing the distribution of emission times
of the second “photon”, this being regarded as a parti-
cle. They took the rising front as due to random “time
jitter”. There was a constant underlying background of
accidentals.
Under this model, there is no possibility of a correlation
between detection time and polariser setting, so that the
choice of window size cannot in itself cause bias. It was
quite legitimate for the experimenters to chose parame-
ters with a view simply to minimising the running time
to achieve a given accuracy. If, as Aspect thought, the
window included 97% of the true coincidences, there was
unlikely in any case to be a problem. But in truth there
may be problems, and in Freedman’s case, with a very
small window, they may have been sufficiently serious to
account for the observed violation of his inequality. And
it is possible that Aspect’s estimate of the percentage in-
cluded was wrong: it may have been based on just one
particular spectrum. His model did not suggest to him
that they might have varied in shape. He could not, with-
out due motivation, have judged the shape just by eye,
owing to the “accidentals” and to the high scatter of the
spectra in his production runs.
I have identified three types of potential problem. Firstly,
there can be a small time difference when we add or re-
move a polariser. Aspect would have been able to correct
for this using a variable time delay, but it is possible that
Freedman did not. Secondly, the assumption of random
time jitter, accepted within quantum theory (QT) from
the 1920’s [18] could be wrong. Thirdly, there is a factor,
ruled out by Aspect and Freedman’s model, that can po-
tentially produce errors of the same order of magnitude
as the known time jitter (standard deviation around 1
ns) but with a definite correlation with polariser setting.
It depends on a pure wave model of light.
For under a purely wave view of light, the most natu-
ral interpretation of the observed spectra is that the A
and B “photons” are emitted simultaneously, and each
is a wave that starts at high intensity and decreases at
roughly negative exponential rate, only the A one much
faster than the B [19]. There is possible experimental
support for this view: it implies that there would be the
possibility of multiple detections of a single “photon” if
the electronics did not restrict us to the first detection
only. This might explain Aspect’s problems with “post-
impulsions”, some of which occurred despite dead times
of 16 ns or more.
In this wave model, polarisers have the effect of reducing
the intensity of each individual signal. If the actual pro-
cess of detection requires only a very short signal, then
each complete “photon” has many chances of detection.
If it has passed through a polariser, therefore, the prob-
ability at each possible time will be reduced, resulting
in the time of detection tending to be later. This can
affect the shape of time spectra and, unless very large
windows are used, the logic of EPR experiments. For
when polarisers are parallel, we shall tend to get positive
correlations between A and B intensities, translating into
positive correlations in detection times and good synchro-
nisation. When polarisers are orthogonal, synchronisa-
tion will be relatively poor and time differences that are
too large to be recognised as coincidences more common.
This will have the net effect of increasing the visibility of
the coincidence curve. In the accepted language of EPR
experiments, we do not have exact factorability [12].
That experimenters do not recognise this possibility is
evident from the fact that they consider two quite dis-
tinct methods of estimating the “lifetime of the interme-
diate state of the cascade” to be equivalent. It can, it
is thought, be estimated equally reliably by measuring
the slope of the spectrum obtained either as above or (as
given in a reference from Aspect’s thesis) by a method,
in which many “photons” are detected simultaneously
and produce directly a time-varying electric signal [20].
Further experimentation in this area might be very re-
warding.
From the point of view of EPR experiments, though, tim-
ing is unlikely to be as important as other factors. It is
important mainly indirectly, in that the spread of the
signal in time obscures information about the intervals
between signals and makes the assessment of accidentals
ambiguous.
Let us return now to the matter of “accidentals”. As-
pect’s experiments involved large numbers of them, if we
take as definition the coincidences obtained when we ap-
ply a delay to one channel. As he says, there could typ-
ically be 600 to every 200 “true” coincidences displayed
on the VDU. One can question whether it is possible to
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extract a valid Bell-type test from the data. His idealisa-
tion is illustrated by Fig. 3(a), taken from his thesis. But
we have no independent way of judging the true picture.
This might, if it exists at all, be as in Fig. 3(b) — an idea
that cannot be dismissed as entirely ad hoc: the zero posi-
tion is logically different from the remainder. We cannot
say without further justification that the source is not be-
having more like, say, a wind instrument, in which only
one main note is generally produced at a time (or, in this
case, exactly two notes at a time). We have stimulat-
ing lasers with high coherence properties illuminating a
small source containing ionised calcium atoms. If QT is
correct, these atoms are acting independently and sub-
traction of accidentals is justifiable. Under QT, then, it
should be possible to continue to violate Bell inequalities
when intensities are reduced, so that emissions become
well spaced and accidentals negligible. An experimental
test of this is urgently needed, both for purposes of Bell
tests and for a better understanding of light.
(a) (b)
0 20 ns 0 20 ns
FIG. 3. Models of time spectra: (a) quantummechanics as-
sumption and (b) conjectural realistic model. Light shading:
“true”; Dark shading: “accidental” coincidences.
So why have EPR experiments been so widely accepted
as supporting QT, when there are perfectly straightfor-
ward local realist possibilities, just a few of which I have
introduced in this paper? It is evident that conventional
classical explanations are wrong, as they give wrong pre-
dictions. With the known “conceptual difficulties” of QT
— the apparent non-locality — it seems evident that all
existing theory needs to be challenged. Aspect, in his
thesis, said that agreement with QT was a privileged
method for confirming that the apparatus was correctly
set. Freedman concluded his thesis with a remark to the
effect that there was no need to search too hard for causes
of systematic error as Bell’s inequalities had been vio-
lated and were of such general applicability. Many work-
ers have allowed themselves to be influenced by the fact
that various imperfections bring QT predictions nearer
to classical ones, reducing the visibility of coincidence
curves. This is true of QT predictions. What happens in
reality, though, is rather the reverse. The classical ideas
presented in this paper show that there are certain im-
perfections that increase visibilities. If we do not believe
in magic, then we must recognise that the experimenters,
apart from the very few exceptions such as Holt and Pip-
kin [21], have been deceiving themselves.
The explanation for this whole phenomenon lies in soci-
ological and psychological factors — confusion caused by
working with a counterintuitive theory, the pressure to
produce results acceptable to peers, the conviction that
nobody else has yet found fault with QT. One “success”
in EPR experiments has led to another, but the faults
have been propagated instead of weeded out.
Yet we can rescue some very positive results from this
story. What have we actually found? That we can-
not design loophole-free Bell tests using light — we have
been attempting the impossible. Why should this be? If
we analyse the experiments carefully, we find that it is
because the whole enterprise was undertaken on a false
premise: that light could be modelled as particles. This
is one message. I believe we have also learned another:
that we cannot demonstrate “quantum entanglement” by
macroscopic experiments. This phenomenon remains an
uncorroborated prediction of QT.
∗ First submitted to Physical Review Letters, April 24,
1997. Revised and resubmitted, October 1997.
∗∗ Electronic addresses: cat@aber.ac.uk
or c.h.thompson@dial.pipex.com
Web pages: http://www.aber.ac.uk/∼cat
[1] A. Einstein, B. Podolsky, and N. Rosen, Physical Review
47, 777 (1935).
[2] J. S. Bell, Physics 1, 195 (1964).
[3] F. Clauser, John and A. Shimony, Reports on Progress
in Physics 41, 1881 (1978).
[4] F. Selleri, Quantum Mechanics Versus Local Realism:
The Einstein-Podolsky-Rosen Paradox (Plenum Press,
New York, 1988).
[5] J. F. Clauser and M. A. Horne, Physical Review D 10,
526 (1974).
[6] E. Santos, in Open Questions in Quantum Physics,
Tarozzi and van der Merwe eds., D. Reidel Pub. Co. Dor-
drecht 291 (1985); T. W. Marshall and E. Santos, Physics
Letters A 107, 164 (1985).
[7] S. Pascazio, in The Concept of Probability, E. I. Bitsakis
and C. A. Nicolaides (eds.): Kluwer Academic Press 105
(1989).
[8] C. H. Thompson, Foundations of Physics Letters 9, 357
(1996). (Available electronically at http://xxx.lanl.gov,
4
ref quant-ph/9611037.)
[9] S. J. Freedman, Experimental test of local hidden-variable
theories (PhD thesis (available on microfiche), University
of California, Berkeley, 1972).
[10] A. Aspect, Trois tests expe´rimentaux des ine´galite´s de
Bell par mesure de corre´lation de polarisation de photons
(PhD thesis No. 2674, Universite´ de Paris-Sud, Centre
D’Orsay, 1983).
[11] A. Aspect, P. Grangier, and G. Roger, Physical Review
Letters 47, 460 (1981); A. Aspect, J. Dalibard, and G.
Roger, Physical Review Letters 49, 1804 (1982).
[12] A. Fine, Physical Review Letters 48, 291 (1982); S. Pas-
cazio, Physics Letters A 118, 47 (1986).
[13] B. C. Gilbert and S. Sulcs, Foundations of Physics 26,
1401 (1996).
[14] A. Aspect and P. Grangier, Lettere al Nuovo Cimento
43, 345 (1985).
[15] A. Aspect, P. Grangier, and G. Roger, Physical Review
Letters 49, 91 (1982).
[16] W. Tittel, J. Brendel, B. Gisin, T. Herzog and
N. Gisin, Experimental demonstration of quantum-
correlations over more than 10 kilometers, submitted to
Physical Review Letters, April 1997. (Available electron-
ically at http://xxx.lanl.gov, ref quant-ph/9707042.)
[17] Malus’ Law should not be assumed in EPR experiments.
It may well be that it holds exactly for electromagnetic
intensities, but a realist theory of detection must admit
the likelihood that the probability of detection is not ex-
actly proportional to the intensity. Hence Malus’ Law
would not in general hold exactly for counts.
[18] E. O. Lawrence and J. W. Beams, Physical Review 32,
478 (1928).
[19] I am assuming that detection occurs when local electro-
magnetic noise combines favourably with the signal to
push it over some threshold. This semiclassical model
can explain also other apparent particle-like behaviour,
as in “anticorrelation” experiments such as that reported
in P. Grangier, G. Roger and A. Aspect, Europhysics
Letters 1, 173 (1986). For more on models incorpo-
rating noise, see the work of Gilbert and Sulcs (see
above), which is conceptually close to that of Stochas-
tic Electrodynamics (see, for example, L. de la Pen˜a and
A. M. Cetto, “The Quantum Dice: an Introduction to
Stochastic Electrodynamics”).
[20] M. D. Havey, L. C. Balling, and J. J. Wright, Journal of
the Optical Society of America 67, 488 (1977).
[21] R. A. Holt and F. M. Pipkin, preprint, Harvard Univer-
sity, Cambridge, Massachusetts (1974).
5
