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We calculate the Hall viscosity and the nonlocal (i.e., dependent on wave vector q) Hall conductivity of
“gapped graphene” (a non-topological insulator with two valleys) in the presence of a strong perpendicular
magnetic field. Using the linear-response theory at zero temperature within the Dirac approximation for the
Landau levels, we present analytical expressions for both valley and total Hall viscosity and conductivity up
to q2 at all frequencies. Although the final formulas for total Hall viscosity and conductivity are similar to
the ones previously obtained for gapless graphene, the derivation reveals a significant difference between the
two systems. First of all, both the Hall viscosity and the Hall conductivity vanish when the Fermi level lies
in the gap that separates the lowest Landau level in the conduction band from the highest Landau level in the
valence band. It is only when the Fermi level is not in the gap that the familiar formulas of gapless graphene are
recovered. Second, in the case of gapped graphene, it is not possible (at least within our present approach) to
define a single-valley Hall viscosity: this quantity diverges with a strength proportional to the magnitude of the
gap. It is only when both valleys are included that the diverging terms, having opposite signs in the two valleys,
cancel out and the familiar result is recovered. In contrast to this, the nonlocal Hall conductivity is finite in each
valley. These results indicate that the Hoyos-Son formula connecting the Hall viscosity to the coefficient of q2
in the small-q expansion of the q-dependent Hall conductivity cannot be applied to each valley, but only to the
system as a whole. The problem of defining a “valley Hall viscosity” remains open.
PACS numbers: 73.43.Cd, 72.80.Vp, 66.20.Cy, 71.70.Di
I. INTRODUCTION
Graphene-based materials have attracted much attention be-
cause of their intriguing electronic properties1. As long as both
time-reversal and inversion symmetries are respected, graphene
remains a gapless system with massless quasiparticles. Addition
of a “mass” term to the Hamiltonian of pristine graphene creates
a gap in the energy spectrum. There are 36 possible gap-opening
instabilities in graphene associated with spin, valley, and super-
conducting channels2. In particular, the addition of the so-called
“Semenoff mass”3 ∆σˆz , where ∆ is the strength of the staggered
onsite potential between A- and B−sublattices and σˆz is the z-
component of the pseudospin operator, has widely been investi-
gated. Semenoff mass opens a band gap of energy Egap = 2∆ at
the Dirac points while preserving the time-reversal symmetry (in
the absence of a magnetic field) and breaking the inversion sym-
metry of pristine graphene. Such a gapped graphene system with
broken inversion symmetry can be realized by growing graphene
on various substrates resulting in a wide range of substrate-
induced band gaps with values of ∆ ranging from 10 meV to
several tens meV. For example, for graphene epitaxilally grown
on SiC the gap energy was reported to be Egap ≈ 260 meV4,
and on hexagonal boron nitride the gap energy is observed to
be about Egap ≈ 28 meV5, 30 meV6 or 38 meV7. In addition,
one can show that the system is non-topological with vanishing
Chern number when both valleys are considered.
Gapped graphene is host to a unique valley Hall effect even in
the absence of a magnetic field8. Similar to the gapless graphene
in the presence of a perpendicular external magnetic field9, the
broken time-reversal symmetry in gapped graphene leads to
the formation of Landau levels (LLs)10 whose two-component
spinor nature has recently been experimentally confirmed11. In
addition, ultraclean samples of graphene have also been shown
to support a hydrodynamic regime for the electron flow12, where
the resistance arises from the viscosity when adjacent parts of
the fluid move with different velocities. Being the coefficient
that controls the transport of momentum in a fluid, viscosity is a
fourth-rank tensor that connects the stress tensor with the rate of
change of the strain tensor according to the formula
Pij =
∑
kl
ηij,klvkl , (1)
where i, j, k, l are Cartesian indices, vkl = 12 (∂kvl + ∂lvk) is
the symmetrized gradient of the velocity field v, and the stress
tensor Pij is obtained from the derivative of the Hamiltonian
with respect to the metric tensor. The viscosity tensor in d = 2
dimensions is then given by
ηij,kl =ζδijδkl + η(δikδjl + δilδjk − δijδkl)
+
1
2
ηH(ikδjl + ilδjk + jkδil + jlδik) (2)
where ij is the rank-2 Levi-Civita tensor and η and ζ are the two
transport coefficients, the shear and the bulk viscosities, respec-
tively, which are both dissipative in rotationally-invariant sys-
tems with preserved time-reversal symmetry. The coefficient in
the third term denoted by ηH = ηxx,xy , produces a force density
fi = −
∑
j ∂jPij proportional to the Laplacian of the velocity
field, but perpendicular to the latter, viz.,
f = ηH∇2v × zˆ, (3)
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2where zˆ is the unit vector perpendicular to the plane of the two-
dimensional fluid. Therefore, ηH is a nondissipative component
of the viscosity tensor for any fluid. As a first attempt for an
electron fluid, Avron et al. obtained an expression for ηH for a
two-dimensional electron gas (2DEG) in a perpendicular mag-
netic field13. They revealed that ηH is proportional to the fill-
ing factor of the LLs, suggesting a connection with topology.
Later, ηH was coined as the Hall viscosity, denoted by ηH, and
shown14 to have a topological significance as, for a rotationally-
invariant system, it is proportional to average orbital spin known
as Wen-Zee shift15, a topological feature a quantum Hall system
on a curved space possesses, which stems from a “gravitational
coupling” to the intrinsic geometry of the real-space manifold
on which the electrons reside. This topological quantity is rep-
resented as an excess carrier number density that can be mea-
sured. The relationship between the Hall viscosity and the Wen-
Zee shift suggests an interesting possibility to experimentally
determine the Hall viscosity16. Interestingly, such relationship
has recently been verified for a synthetic photonic quantum Hall
system put on the tip of a cone17.
Over the past decade, the Hall viscosity has been studied for
various quantum Hall systems18 (for a recent calculation of the
unquantized Hall viscosity in a two-dimensional electron liquid
see Ref. 20). It was pointed out by Hoyos and Son19 that for
Galilean-invariant systems, the Hall viscosity can be extracted
from the q2 term in the expansion of the nonlocal Hall con-
ductivity in powers of wave vector q, which suggests an exper-
imental access to the Hall viscosity from the electromagnetic
response of the electronic quantum Hall system. Due to its two-
dimensional structure and the possibility to place it on a curved
surface, graphene is an excellent material for the experimental
realization of the Hall viscosity for an electronic quantum Hall
system. Recently, Sherafati et al.21 demonstrated that a relation
similar to the one derived by Hoyos and Son holds between the
Hall viscosity and the Hall conductivity in monolayer graphene,
in spite of the absence of the Galilean invariance. They also
obtained an analytical expression for the Hall viscosity in a con-
tinuum model of graphene using the linear-response formulation
of the Hall viscosity suggested by Tokatly and Vignale22.
In brief, the quantum Hall viscosity, ηH = ηxx,xy , is an
instance of a class of “anomalous transport coefficients” – of
which the Hall conductivity is the best known example – which
are given by the imaginary part of an off-diagonal linear re-
sponse function, in this case22
ηH = lim
ω→0
=m 〈〈Pxx;Pxy〉〉ω
ω
, (4)
where 〈〈Pxx;Pxy〉〉ω is a shorthand for the off-diagonal stress-
stress response function. Starting from the Kubo formula of
Eq. (4) we obtained21
ηH = gsv
~
4pi`2
[
N2L + (NL − 1)2
]
sgn
(
NL − 1
2
)
, (5)
(gsv = 4 for graphene) where ` =
√
~c/eB is the magnetic
length associated with the magnetic field strength B and the
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FIG. 1. Schematic diagram of the Landau levels in gapless graphene.
The highest occupied and the lowest empty levels are labeled asNL−1
andNL, respectively, compared to the Fermi level which lies within the
gap between these two levels. Here for definiteness we assume electron
doping, i.e., NL ≥ 1. However, the final formulas will be given in
a form that is invariant under the electron-hole transformation NL →
−NL + 1.
Fermi level falls in a gap between the LLs with indices NL − 1
and NL (see Fig. 1). NL can be zero or negative, correspond-
ing to the possibility of hole doping1 and the result exhibits full
electron-hole antisymmetry, that is to say, the viscosity changes
sign under the transformation NL → −NL + 1. In addition, we
found that the expansion of the q-dependent Hall conductivity in
graphene can be cast in a form very similar to that of found by
Hoyos and Son19 for 2DEG, namely
σxy(q) 'gsv
(
NL − 1
2
)
e2
h
×
{
1 + q2`2
[ |ηH |
4~n
−
∣∣∣∣NL − 12
∣∣∣∣]} , (6)
where n = gsv
|NL−1/2|
2pi`2 is the carrier density (electron density
for NL ≥ 1, hole density for NL ≤ 0). Furthermore, we will
show that the second term in Eq (6) retains the physical inter-
pretation proposed by Hoyos and Son, i.e., can be expressed in
terms of the orbital magnetic susceptibility with the appropri-
ate effective mass. The conclusion is that electrons in doped
graphene behave (not unexpectedly) like a Galilean-invariant
2DEG with an effective mass mc which is given by
mc ≡ ~kF
vF
=
~
√
2|NL − 1/2|
vF`
. (7)
The goal of this work is to extend the calculation of the Hall
viscosity and nonlocal Hall conductivity to the case of “gapped
graphene” (defined in the next section) in a strong magnetic
field, and to obtain expressions for the Hall viscosity and Hall
conductivity of this system. Our main results can be summa-
rized as follows:
1. Both the Hall viscosity and the Hall conductivity vanish
when the Fermi level lies in the gap that separates the low-
est Landau level in the conduction band from the highest
Landau level in the valence band.
2. When the Fermi level is not in the gap, the familiar for-
mulas of gapless graphene are recovered.
33. It is not possible, within our present approach, to define
a single-valley Hall viscosity: this quantity diverges with
a strength proportional to the magnitude of the gap. It
is only when both valleys are included that the diverging
terms, having opposite signs in the two valleys, cancel out
and the familiar result is recovered.
4. In contrast to the above, the nonlocal Hall conductivity is
finite in each valley. These results indicate that the Hoyos-
Son formula connecting the Hall viscosity to the coeffi-
cient of q2 in the small-q expansion of the q-dependent
Hall conductivity cannot be applied to each valley, but
only to the system as a whole.
5. The problem of defining a “valley Hall viscosity” remains
open.
II. MODEL AND FORMULATION
In this work we consider graphene in the presence of a per-
pendicular magnetic field being gapped due to a Semenoff mass
term added to the low-energy Hamiltonian of both valleys. The
single-particle Hamiltonian for small momenta p in K- or K ′-
valley is given by
Hˆτ = vF
(
τΠˆxσˆx + Πˆyσˆy
)
+ ∆σˆz (8)
where τ = ± is the valley index for K and K ′ valleys, re-
spectively), σˆx, σˆy , and σˆz are pseudospin operators repre-
sented by Pauli matrices in the sublattice representation, and
Πˆ = pˆ + ecA(rˆ) is the kinetic momentum operator with vec-
tor potential A = Bxyˆ in the Landau gauge corresponding to a
perpendicular magnetic fieldB = B ˆˆz.
The energies of the “relativistic” Landau levels (LLs) associ-
ated with the Hamiltonian in Eq. (8) for the valence (λ = −)
and conduction (λ = +) bands are given by
Eτλ,n =
{
−τ∆ n = 0,
λ~ω0
√
γ2 + n n = 1, 2, ...,
(9)
where ω0 =
√
2vF/` is the characteristic frequency that sets the
the Landau energy scale and the distance between the LLs, vF (≈
1× 106 m/s for gapped graphene on various substrates11) is the
Fermi velocity. Note the broken valley symmetry manifested by
the energy of the Zeroth-Landau Level (ZLL) corresponding to
n = 0. Fig. (2) shows a schematic diagram of the LLs in gapped
graphene for both valleys. The K-valley spinor eigenstate is
given by
|λ;n, ky〉τ=+ =
(
τλaτλ,n|n− 1, ky〉
a−τλ,n|n, ky〉
)
(10)
where and the amplitudes for µ = ± are given by
aµ,n =

√√
γ2+n+µγ√
2
√
γ2+n
n ≥ 1,
0 {µ, n} = {−, 0},
1 {µ, n} = {+, 0},
(11)
and γ = ∆~ω0 is a dimensionless quantity. The usual Landau-
gauge wave functions are given by ψm,ky (x, y) = 〈r|m, ky〉 =
(2mm!
√
pi`)−1/2eikyyHm
(
x
` + ky`
)
e−
(x+ky`
2)2
2`2 with Hm(x)
being the m-th order Hermite polynomial and |m, ky〉 = 0 for
m < 0. In other words, Eqs. (10) and (11) can also uniquely
identify ZLL wavefunction in each valley. The degeneracy per
unit area for each Landau level is (2pi`2)−1.
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FIG. 2. Schematic diagram of the Landau levels in “gapped graphene”.
There are two valleys K and K′. The ZLL is at the top of the valence
band in theK valley and at the bottom of the conduction band in theK′
valley. The lowest unoccupied Landau level in the K valley is labeled
as NL. This coincides with the lowest unoccupied level in the K′ val-
ley except when the Fermi level is in the gap |EF| < ∆, in which case
NL = 1 for K-valley and NL = 0 for the K′-valley. Here for defi-
niteness we assume electron doping, i.e., NL ≥ 1 (for the K-valley).
However, the final formulas will be given in a form that is invariant
under the electron-hole transformation NL → −NL + 1.
We note that Hˆτ is connected to Hˆ−τ by the unitary transfor-
mation Uˆ = iσˆy and a change in sign of ∆
Hˆ−τ (∆) = UˆHτ (−∆)Uˆ† . (12)
Accordingly, the eigenfunction in the K ′ valley (τ = −1) are
obtained from those of the K valley (τ = 1) by applying the
operator U = iσy to the latter, and flipping the sign of γ. In
other words
|λ;n, ky〉−τ,γ = Uˆ |λ;n, ky〉τ,−γ (13)
The relation between the eigenstates in theK valley and those
in the K ′ valley can be summarized by saying that the conduc-
tion band states in valley K ′ are obtained from the valence band
states of valleyK by swapping the components of the spinor and
flipping the sign of the energy. Similarly, the valence band states
4in valleyK ′ are obtained from the conduction band states of val-
leyK by swapping the components of the spinor and flipping the
sign of the energy.
It is worthwhile justifying the use of the Dirac continuum
model. The quantization of the LLs in gapped graphene on
SiC has been observed11 for typical strength of magnetic fields
of B ≈ 10 T which corresponds to a magnetic length of
` ≈ 257[A˚]/√B[Tesla] ≈ 81 A˚  a where a ' 1.42 A˚ is
the carbon-carbon bond length. In addition, at B = 10 T and
for vF = 106 m/s, we obtain ~ω0 = 114.7 meV while the Zee-
man splitting, 2µBB = 1.2 meV, will be relatively negligible. In
other words, each Landau level will be doubly degenerate which
allows to introduce a spin multiplicity of gs = 2 in the final
expressions for the Hall viscosity and conductivity. Finally, re-
ferred to studies cited in the Introduction, at B ≈ 10 T, we have
γ ' 1.1 for a graphene/SiC (∆ = 130 meV) and γ ' 0.17
(∆ = 19 meV) for graphene/hexagonal boron nitride substrates,
respectively.
A. Hall Viscosity
As introduced in the Introduction, the geometric Hall viscos-
ity can be expressed in terms of the matrix elements of the stress
tensor22 as given in Eq. (4). The stress tensor operator is defined
as22
Pˆ τij [g
ij ] =
2√
g
∂Hˆτ
∂gij
(14)
where Hˆ is the many-body Hamiltonian in the presence of a
spatially uniform metric tensor gij21
Hˆτ =
vF
2
∑∑
ij
(
Πˆig
ij σˆτj + σˆ
τ
i g
ijΠˆj
)
+ ∆σˆz
 .(15)
The first summation runs over all noninteracting electrons and
the second over the indices i and j, each taking values x or y,
with σˆτi = τ σˆx if i = x, σˆ
τ
i = σˆy if i = y. g is the determi-
nant of the metric tensor. Restricting our attention to a spatially
uniform metric tensor is justified by the fact that we are consid-
ering deformations of the electron liquid on a scale much larger
than the lattice constant. This restriction dramatically simpli-
fies the Hamiltonian, which would otherwise contain additional
spin-connection related to the representation of the Pauli ma-
trices in a curved space time, as discussed in Appendix A of
Ref. 23. The spin connection depends on the spatial derivatives
of the metric tensor and therefore vanishes in the present case.
Evaluating the derivative of the Hamiltonian with respect to
gij and setting gij = δij we arrive at the Euclidean stress tensor
components
Pˆ τxx = 2τvF
∑
Πˆxσˆx
Pˆ τxy = vF
∑(
Πˆxσˆy + τ σˆxΠˆy
)
, (16)
Notice that the “mass term” ∆σˆz does not contribute to the stress
tensor. Because of this fact we have
Pˆ−τ = Uˆ Pˆ τ Uˆ† . (17)
Plugging Eq. (16) into Eq. (4) for the matrix elements of the
stress tensor between the LLs we obtain the central expression
for the Hall viscosity in terms of these matrix elements, which
reads
ητH(ω) =
2
~A
′∑
l,k
=m
(
[Pˆ τxx]kl[Pˆ
τ
xy]lk
)
ω2 − (ωτlk)2
, (18)
where A is the area of graphene, ωτlk = ~−1(Eτunocc.,l − Eτocc.,k)
for the occupied LLs labeled by k and empty levels labeled by l.
The relation between the Hall viscosity in the K valley and
that in the K ′ valley is directly obtained from the symmetry re-
lations (17) and (13). Changing τ → −τ is equivalent to chang-
ing the sign of ∆ in the argument of the sum in Eq. (18). This
is because the matrix elements are invariant when the unitary
transformation U is applied to both Pij and the eigenstates of
the hamiltonian. Also the differences of eigenvalues ωτ lk are
reversed in sign, but their square is invariant. We conclude that
η−τH (∆) = η
τ
H(−∆) , (19)
and therefore the total Hall viscosity can be written as
ηH(∆) = η
τ
H(∆) + η
τ
H(−∆) . (20)
This means that we can limit our calculation to the K valley
and simply disregard the terms that are odd in ∆ (i.e., γ in the
formulas of our paper). We will see that the surviving terms
are independent of ∆. Therefore, the Hall viscosity of gapped
graphene generally coincides with the Hall viscosity of gapless
graphene. This will be demonstrated by explicit calculation in
the next section.
B. Nonlocal Hall Conductivity
The valley nonlocal Hall conductivity στxy(q, ω) can be
expressed in terms of the current-current response function
χτxy(q, ω) corresponding to that valley, namely
στxy(q, ω) = −
1
ω
Im
[
χτxy(q, ω)
]
. (21)
The valley response function is given by
χτxy(q, ω) =
1
A
∑
λ,λ′
n,n′
ky,k
′
y
f(Eτλ,n)− f(Eτλ′,n′)
~ω + Eτλ,n − Eτλ′,n′ + i~0+
×
〈λ′;n′, k′y|jˆτx(q)|λ;n, ky〉〈λ;n, ky|jˆτy (−q)|λ′;n′, k′y〉
(22)
5where the wave vector is chosen to be along the y-direction
(q = qyˆ), f(Eτλ,n) is the Fermi distribution function, and the
components of the valley current density operator is given by
jˆτx(q) = −evFτ σˆxe−iq.rˆ
jˆτy (q) = −evFσˆye−iq.rˆ. (23)
III. RESULTS
In this section, we will present the calculations of the Hall
viscosity and conductivity. Based on the symmetry, the results
for the K ′-valley can be obtained from those for K-valley by
replacing γ → −γ. Therefore, the detailed calculations is only
presented for the K-valley case.
A. Total Hall Viscosity: Electron-doped Case
From Eq. (16), the matrix elements of the single-particle
stress tensor for the K-valley are given by
PˆKxx =
~ω0
2
(
Πˆ+σˆ+ + Πˆ−σˆ−
)
+ HˆK −∆σˆz
PˆKxy =
~ω0
2i
(
Πˆ+σˆ+ − Πˆ−σˆ−
)
, (24)
where σˆ± ≡ σˆx ± iσˆy and
Πˆ± =
`
~
Πˆx ± iΠˆy√
2
(25)
The expression for the K-valley Hall viscosity from Eq. (18)
is then simplified to
ηKH = −
~ω20
4pi`2
′∑
k,l
∣∣[Π+σ+]lk∣∣2 − ∣∣[Π−σ−]lk∣∣2
ω2 − ω2lk
(26)
As seen in Fig. 2, for EF > −∆, the index of the lowest
unoccupied Landau level, NL, starts from one (NL > 1). This
index is related to the Fermi energy through the energy spectrum
of the LLs, Eq. (9). This relationship is given by
NL =
⌊(
EF
~ω0
)2
− γ2
⌋
+ 1, (27)
where b...c indicates the floor function.
The K-valley Hall viscosity in Eq. (26) is found by taking
into account the contributions from three types of transitions:
• Case 1 : Both empty and occupied levels belong to the
positive sector of the LLs
• Case 2 : Occupied levels belong to the negative sector
and unoccupied levels belong to the positive sector
• Case 3 : Contribution from the occupied ZLL to the un-
occupied levels in the positive sector
The first contribution, nonzero only for NL ≥ 2, is given by
η
K, 1
H = −
~ω20
pi`2
kmax∑
k=kmin
a2+,k+2a
2
−,k(k + 1)
ω2 − ω20
(√
γ2 + k + 2−
√
γ2 + k
)2
(28)
where kmin = max{1, NL − 2}, kmax = min{NL − 1, NC − 2},
NC is the index of the highest-lying Landau level in the positive
or negative sector within the linear Dirac bands for which the
continuum, Dirac Hamiltonian in Eq. (8) is valid. This cutoff
index can be determined by the condition
~ω0
√
γ2 +NC = ~vFkC → NC = k
2
C`
2
2
− γ2, (29)
where kC is a cutoff in momentum space. For magnetic fields of
the order of B = 10 T and the ultraviolet momentum cutoff for
linear bands in graphene kC ∼ 1/a with a ≈ 1.42 A˚, Eq. (29)
indicates NC ≈ 1600 LLs lie within the linear bands.
It is noteworthy that we insist on keeping NC as a finite num-
ber not infinity in the upper limits of summations for the Hall
viscosity, such as in Eq. (28), and similarly for the nonlocal
Hall conductivity such as Eq. (A5), in the subsequent sections.
This allows us to use properties of summations to simplify the
expressions.
The other two contributions are given by
η
K, 2
H =−
~ω20
pi`2
NC−2∑
k=kmin
a2+,k+2a
2
+,k(k + 1)
ω2 − ω20
(√
γ2 + k + 2 +
√
γ2 + k
)2 +
~ω20
pi`2
NC−2∑
k=NL
a2−,k+2a
2
−,k(k + 1)
ω2 − ω20
(√
γ2 + k + 2 +
√
γ2 + k
)2 ,
(30)
and
η
K, 3
H (ω) =
−
~ω20
pi`2
√
γ2+2+γ
2
√
γ2+2
1
ω2−ω20
(√
γ2+2+γ
)2 , if NL = 1, 2
0 otherwise.
(31)
The sum of the contributions presented in Eqs. (28), (30), and
(31) yields the final expression of the K-valley Hall viscosity.
The result for DC Hall viscosity (ω = 0) for the K-valley is
given by
ηKH (ω = 0) =
~
4pi`2
[ NL−1∑
k=max{0,NL−2}
F1(k, γ) +
NC−2∑
k=NL
F2(k, γ)
]
,
(32)
6where NL > 1 and the kernel functions in the summands are
given by:
F1(k, γ) =
[
(k + 1)2 − γ(k + 1)√
γ2 + k + 2
]
,
F2(k, γ) =
2γ(k + 1)√
γ2 + k
√
γ2 + k + 2
(√
γ2 + k + 2 +
√
γ2 + k
) .
(33)
Similar calculations show that theK ′-valley Hall viscosity for
NL ≥ 1 is simply given by the replacement γ → −γ in the
expression for the K-valley in Eq. (32). However, for |EF| <
∆, the ZLL in the K ′-valley is empty and we must consider all
nonzero matrix elements of the stress tensor between this level
and occupied LLs in the negative sector. The final expression for
the dc K ′-valley Hall viscosity is given by
ηK
′
H (ω = 0) =
{
ηKH (−γ, ω = 0) if EF > ∆
~
4pi`2
∑NC−2
k=0 F2(k,−γ) if |EF| < ∆.
(34)
Three remarks are worth making here:
1. Eq. (32) is valid for the Fermi level pinned either within
the band gap (NL = 1) or the gap between any two con-
secutive LLs in the positive sector (NL > 1).
2. For the infinite number of occupied LLs in the negative
sector (NC → ∞), the second summation in Eq. (32) di-
verges. This can be verified by the fact that F2(k, γ) is
positive and monotonically decreasing function of k for
any γ < 1. Then, the integral test for the convergence
of series guarantees the divergence of the second summa-
tion. In other words, the single-valley Hall viscosity is
diverging for the gapped graphene.
3. We notice that the gap-dependent terms in Eqs. (32) and
(34) have opposite signs when replacing γ → −γ; in par-
ticular, F2(k,−γ) = −F2(k, γ). Therefore, the total dc
Hall viscosity, given by the sum of the valley-Hall vis-
cosities, is finite and independent of the value of the gap,
since the diverging gap-dependent terms cancel out in the
sum. Also, for a Fermi level pinned within the gap cor-
responding to NL = 1 in Eq. (32), we use the fact that
F1(0, γ) = F2(0, γ) to arrive to the final formula
ηe-dopedH (ω = 0) =
{
gsv
~
4pi`2
[
N2L + (NL − 1)2
]
if EF > ∆
0 if |EF| < ∆.
(35)
where gsv = 4 for the valley and spin multiplicity.
Eq. (35) shows that the total Hall viscosity is independent of
the gap energy. The diverging single-valley contributions cancel
out to yield the result for Hall viscosity of the gapless graphene
as reported in Eq. (6) of our previous study21.
The vanishing of the Hall viscosity when the Fermi level, EF ,
falls in the gap −∆ < EF < ∆ follows naturally from these
observations. Indeed, in gapless graphene, the single-valley Hall
viscosity is −1 (in natural units of ~4pi`2 ) if EF is barely below
0 (EF = 0−) or +1, if it is barely above zero (EF = 0+).
If we now open an infinitesimal gap and set the Fermi level at
exactly zero we will be in the case 0+ for the K valley and in
the case 0− for the K ′ valley. Summing the contributions of the
two valleys we get 1 − 1 = 0. Since this result is independent
of the magnitude of the gap, we conclude that the Hall viscosity
of gapped graphene must be zero when the Fermi level is in the
gap.
The fact that the total Hall viscosity depends only on the po-
sition of the Fermi level relative to the Landau levels, and not
on the magnitude of the gap, is consistent with the idea that this
quantity is related to a topological index – the Wen-Zee shift – as
suggested in Ref. 24 for the case of gapless graphene (see, in par-
ticular, Eq. 9.2 and the equation for the Wen-Zee shift given after
Eq. 5.1). However, the Hall viscosity evinced from the equations
of Ref. 24 would vanish at n = 0 (corresponding to NL = 1 in
our paper), which is in contradiction with all the calculations that
have been published to date21,25,26 (differences between numer-
ical factors obtained by these authors are discussed in Ref. 21).
The reason for the discrepancy is not presently understood. It
may be due to the fact that the connection between the Wen-Zee
shift and the Hall viscosity was obtained from a field theoretical
approach under the assumption of continuous rotation symme-
try (see Ref. 27, after Eq. 1.8) which is certainly broken in a
lattice system such as graphene (and even more so in the pres-
ence of disorder). Even though continuous rotation symmetry
emerges in the continuum limit, the generator of the rotations
would include a pseudospin term, which makes the connection
with field-theoretical results quite a delicate matter. Calculations
of the Wen-Zee shift for lattice system could shed light on this
question.
B. Total Hall Viscosity: Hole-doped Case
The hole doping corresponds to the negative Fermi levels such
that EF < −∆. This corresponds the shift of NL index for the
electron-doped case to −NL + 1 for the hole-doped one. In
other words, for the latter case, all the LLs in the negative sector
below the highest empty one labeled as −NL are now occupied.
As before we will consider three cases:
• Case 1 : Interband transitions for which both empty and
occupied levels belong to the negative sector. In this case
we have−NL+1 6 l 6 −1 for empty levels and−NC 6
k 6 −NL for the occupied ones.
• Case 2 : Interband transitions for which the occupied
7levels belong to the negative sector and the unoccupied
ones belong to the positive sector. In this case we have
1 6 l 6 NC for empty levels and −NC 6 k 6 −NL for
the occupied ones.
• Case 3 : Contribution from the occupied LLs in the neg-
ative sector to the unoccupied ZLL. In this case we have
l = 0 and −NC 6 k 6 −NL
It turns out that the contribution to the hole-doped K-valley
Hall viscosity for each of the above cases is exactly the opposite
of the corresponding case for the electron-doped K ′-valley Hall
viscosity, and vice versa. In other words, we obtain the following
relationships:
η
K, 1
H (ω) = −ηK
′, 1
H (ω)
η
K, 2
H (ω) = −ηK
′, 2
H (ω)
η
K, 3
H (ω) = −ηK
′, 3
H (ω), (36)
where the left-hand side is the contribution for the electron doing
and the right-hand sign is that for the hole doping. We conclude
that for NL 6 −1 the total Hall viscosity changes sign under
transformation NL → −NL + 1 and we must have
ηe-dopedH (ω) = −ηh-dopedH (ω). (37)
To incorporate this symmetry, one must multiply the Hall vis-
cosity in Eq. (35) by a factor of sgn
(
NL − 12
)
.
C. Total Nonlocal Hall conductivity: Electron-doped Case
In the Appendix A, we have demonstrated that the total nonlo-
cal Hall viscosity vanishes for an electron-doped case where the
Fermi level is pinned within the gap, namely for |EF| < ∆ corre-
sponding to NL = 1 for K-valley and NL = 0 for the K ′-valley
as shown in Fig. 2. In this section, we then discuss the electron-
doped case for which EF > ∆ corresponding to NL ≥ 1 for
both valleys. As discussed in Appendix A, the results for the
K ′-valley are simply found from those for the K-valley by the
replacement γ → −γ. Using the LL eigenstates from Eq. (10)
and the K-valley current density operator from Eq. (23), we can
finally obtain the matrix elements of x- and y-components the
current density to be plugged in the valley response function in
Eq. (22) as
〈λ′;n′, k′y|jˆKx (q)|λ;n, ky〉 = −evF
[
λ′a−λ,naλ′,n′I(n′ − 1, n, q) + λaλ,na−λ′,n′I(n′, n− 1, q)
]
〈λ;n, ky|jˆKy (−q)|λ′;n′, k′y〉 = −evF
[
− iλaλ,na−λ′,n′I∗(n′, n− 1, q) + iλ′a−λ,naλ′,n′I∗(n′ − 1, n, q)
]
, (38)
where the integral I(n′, n, q) is given by
I(n′, n, q) =
∫
drψ∗n′,k′y (x, y)e
−iq.rψn,ky (x, y)
= δq,ky−k′y ×
Gn
′n(q) n > n′[
Gnn′(−q)
]∗
, n < n′
(39)
where the function Gn′n(q) is given by
Gn′n(q) =
√
n′!
n!
(
− `q√
2
)n−n′
e−`
2q2/4Ln−n
′
n′ (q
2`2/2),
(40)
where Lmn (x) is the associated Laguerre polynomial, and
for two integers m < n, we have also made a use
of the integral29
∫∞
−∞ e
−x2Hm(x + y)Hn(x + z)dx =
2npi1/2m!yn−mLn−mm (−2yz). We then plug the matrix ele-
ments of Eq. (38) into the expression for the response function
[Eq. (22)], use the symmetry properties of I(n′, n, q) integral,
and find a closed summation for the nonlocal Hall conductivity
using Eq. (21); the details are discussed in Appendix A. The
simplified expression for the nonlocal Hall conductivity is then
given by
σKxy(q, ω) =
e2ω20
h
∑
λ,n;Eλ,n<EF
λ′,n′;Eλ′,n′>EF
IK(λ, n;λ′, n′, q)
ω2 − ω2λn,λ′n′
, (41)
where ωλn,λ′n′ = (EKλ,n − EKλ′,n′)/~ given by Eq. (9) with
τ = + and the function in the numerator is given
8IK(λ, n;λ′, n′, q) = λ2a2λ,na2−λ′,n′
∣∣∣∣I(n′, n− 1, q)∣∣∣∣2 − λ′2a2−λ,na2λ′,n′ ∣∣∣∣I(n′ − 1, n, q)∣∣∣∣2 = −IK(λ′, n′;λ, n, q), (42)
which is antisymmetric with respect to the exchange of
{λ, n} ←→ {λ′, n′}.
Next, we calculate three contributions to the nonlocal Hall
conductivity, similar to the Hall viscosity, and expand the final
double summation expressed in Eq. (A5) up to q2. The details of
this calculation is presented in the last section of the appendix.
The final result for the AC nonlocal Hall conductivity is given
by
σKxy(q,NL, γ,Ω) ' σ0
[
F (NL, γ,Ω) + (q`)
2
(
G(NL, γ,Ω) +G(NL + 1, γ,Ω)−
(
2NL − 1
2
)
F (NL, γ,Ω)
)]
, (43)
where σ0 = e
2
2h , Ω = ω/ω0, and the functions F (NL, γ,Ω) and G(NL, γ,Ω) are given by
F (NL, γ,Ω) ≡ −
(
1 +
γ√
γ2 +NL
)
Ω2 −
(
2γ2 − 2γ
√
γ2 +NL + 2NL − 1
)
Ω4 − 2Ω2 (2γ2 + 2NL − 1) + 1
G(NL, γ,Ω) ≡
(
1−NL
2
)(
1 +
γ√
γ2 +NL
)
Ω2 −
(
2γ2 − 2γ
√
γ2 +NL + 2NL − 2
)
Ω4 − 4Ω2 (γ2 +NL − 1) + 4 . (44)
Eq. (43) along with (44) is one of the central results of this paper. Setting Ω = 0, we arrive at the DC nonlocal K-valley
Hall conductivity for the gapped graphene given by
σKxy(q,NL, γ,Ω = 0) ' σ(0),Kxy (q = 0, NL, γ,Ω = 0) + σ(2),Kxy (q,NL, γ,Ω = 0),
where
σ(0),Kxy (q = 0, NL, γ,Ω = 0) = σ0
(
2NL − 1− γ√
γ2 +NL
)
σ(2),Kxy (q,NL, γ,Ω = 0) =
(
−σ0q
2`2
4
)(
1 +
γ√
γ2 +NL
(1− 3NL) + γNL√
γ2 +NL + 1
− 6NL + 6N2L
)
. (45)
Eq. (45) clearly indicates that the K-valley conductivity is no
longer quantized for the gapped graphene as it is the case for the
gapless system. The continuous decay of the quantity with the
gap energy is shown in Fig. 3(a). Setting γ = 0 in Eq. (45), we
immediately recover the DC K-valley Hall conductivity of the
gapless graphene given by
σKxy(q,NL,Ω = 0) ' gs
e2
h
[
NL − 1
2
− q
2`2
8
(
6N2L − 6NL + 1
) ]
. (46)
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FIG. 3. K-valley DC Hall conductivity for q = 0 [Eq. (45)] as a function of a) energy gap γ for NL = 1 and b) the Fermi energy evaluated
using Eq. (27) for several gap values, namely γ = 0, 0.2, 0.5, 1.0, 1.5, 2.0 indicated by dashed black, solid black, red, blue, green, and yellow
lines, respectively. For a magnetic field of B = 10 T and a Fermi speed of vF = 106 m/s, these γ values correspond to the energy gap values o
Egap = 45.9, 114.7, 229.5, 344.2, 458.9 meV, respectively.
Eq. (46) was also obtained in our previous study of the Hall con-
ductivity for the gapless case21. Setting q = 0 in Eq. (46) recov-
ers the well-known “anomalous” quantized Hall conductivity of
electrons in gapless graphene σKxy(q = 0, NL, γ = 0,Ω = 0) =
σ0(2NL − 1) which yields odd-integer plateaus in the gapless
graphene30 as shown in Fig. 3(b) with dashed plateaus.
Notably, as the gap opens, the conductivity is no longer quan-
tized as in the gapless graphene and the values of the plateaus
decrease with increasing gap. The later point is further illus-
trated in Fig. 4.
As shown in Appendix A, the result for the K ′-valley corre-
sponding to NL ≥ 1 can be found from that for the K-valley
evaluated at −γ, namely
σK
′
xy (q,NL, γ,Ω) =
{
σKxy(q,NL,−γ,Ω) if EF > ∆
−σKxy(q,NL = 1, γ,Ω) if |EF| < ∆,
(47)
which immediately yields the closed expression for the total
nonlocal Hall conductivity as
σxy(q,NL, γ,Ω) = gs
[
σKxy(q,NL, γ,Ω) + σ
K′
xy (q,NL, γ,Ω)
]
= gs ×
{
σKxy(q,NL, γ,Ω) + σ
K
xy(q,NL,−γ,Ω) if EF > ∆
0 if |EF| < ∆,
(48)
where gs = 2 is the spin multiplicity.
Using the small-q expansion of the K-valley Hall conductiv-
ity expressed in Eq. (43) and (44), and further simplifications,
the AC total nonlocal Hall conductivity for EF > ∆ is found to
be given by
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σxy(q,NL, γ,Ω) ' gs
[
σxy(q = 0, NL, γ,Ω) + σ
(2a)
xy (q,NL, γ,Ω) + σ
(2b)
xy (q,NL, γ,Ω) + σ
(2c)
xy (q,NL, γ,Ω)
]
,
where
σxy(q = 0, NL, γ,Ω) = (−2σ0) Ω
2 − 2NL + 1
Ω4 − 2Ω2 (2γ2 + 2NL − 1) + 1
σ(2a)xy (q,NL, γ,Ω) = (σ0q
2`2)(1−NL) Ω
2 − 2NL + 2
Ω4 − 4Ω2 (γ2 +NL − 1) + 4
σ(2b)xy (q,NL, γ,Ω) = (−σ0q2`2)(NL)
Ω2 − 2NL
Ω4 − 4Ω2 (γ2 +NL) + 4
σ(2c)xy (q,NL, γ,Ω) = (σ0q
2`2)(2NL − 1) Ω
2 − 2NL + 1
Ω4 − 2Ω2 (2γ2 + 2NL − 1) + 1 . (49)
Eq. (49) is another central result of this paper. Fig. 4 shows
the frequency dependence of the total Hall conductivity in Eq.
(49) as a function of the frequency ratio Ω for various magni-
tudes of the gap. One of the striking features of this relationship
is its dependence on the gap energy (γ = ∆/(~ω0)-dependence)
which only appears in the second term in the denominators and
disappears at the DC limit corresponding to Ω = ω/ω0 = 0.
In other words, regardless of the magnitude of the energy gap,
the DC Hall conductivity of the gapped graphene is the same as
that for the gapless case including both valleys. Explicitly, eval-
uating Eq. (49) for Ω = 0 yield the DC total Hall conductivity
as
σxy(q,NL,Ω = 0) = 2σ
K
xy(q,NL,Ω = 0) ' gs
e2
h
[
2NL − 1− q
2`2
4
(
6N2L − 6NL + 1
) ]
, (50)
Setting q = 0 in Eq. (50), we immediately recover the well-
known “anomalous” Hall conductivity of electrons in gapless
graphene σxy(q = 0,Ω = 0) = gsv e
2
h (NL − 1/2) with the
valley and spin multiplicity of gsv = 4 which yields odd-integer
plateaus in the gapless graphene. It is noteworthy that Nguyen
and Gromov has also studied the small-momentum expansion of
the Hall conductivity of massless Dirac electrons in the gapless
case (corresponding to γ = 0)31 and our result of Eq. (50) for
the conductivity is in agreement with the Hall conductivity that
can be obtained using Eq. 93 of their work presenting the Dirac
polarization tensor. The agreement can easily be verified noting
that their choice of units of e = ~ = c = 1 results in e2/h =
1/(2pi), and using Eq. (27), our label for the filled Landau level
NL is related to their label N as NL ≡ N + 1. In particular, the
total conductivity in Eq. (50) is twice as large the one that can be
obtained from Eq. 93 of Nguyen and Gromov’s paper31. Apart
from the spin multiplicity, this factor of two may be due to the
fact that their calculation is for one valley as it can be construed
from their Dirac Hamiltonian presented in their Eq. 78.
IV. SUMMARY AND DISCUSSION
We have shown by explicit calculation and by theoretical
argument that the Hall viscosity and the Hall conductivity of
“gapped graphene” in a uniform perpendicular magnetic field
are both zero (at zero temperature) when the Fermi level lies
in the gap |EF| < ∆, where ∆ is a “Semenoff mass”. In all
other cases the two quantities are given by the same formulas
that were previously derived for gapless graphene21. The most
intriguing result of the analysis is that it is not possible, at least
with our present method, to calculate the Hall viscosity for a
single valley (K or K’). The sum over Landau levels diverges
with a strength proportional to the gap ∆. It is only when the
contributions of K and K’ are combined that the diverging terms
cancel, leaving us with the familiar finite result. This unexpected
result seems to point to a fundamental limitation of the contin-
uum model, when applied to the calculation of the valley-filtered
viscosity. In contrast to this, the results for the nonlocal conduc-
tivity remain well-behaved, even when they are calculated in a
single valley. An immediate consequence of this phenomenon is
that the Hoyos-Son relation between nonlocal conductivity and
viscosity breaks down in a single valley. The physical interpreta-
11
Δ = 0
Δ = 0.2 eV
Δ = 0.4 eV
EF = 0.5 eV
B = 40 T
� � � � � �
-��-��
-���
��
��
��
Ω
σ
��
� �
�/σ�
FIG. 4. Frequency dependence of the total nonlocal Hall conductivity for various values of the gap.
tion of this singular behavior remains unclear at the time of this
writing.
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Appendix A: Evaluation of the nonlocal Hall conductivity
In this Appendix, we find the final expressions of the K-valley nonlocal Hall conductivity σKxy(q, ω) as expressed in Eq. (41) and
evaluate it it for the electron-doped case for an arbitrary NL as an expansion over q. Similar expressions for the K ′-valley are found
corresponding to two separate cases for the Fermi level being first above the gap and then within the gap.
1. EF > ∆ corresponding to NL ≥ 1
We start with the symmetry properties of I(n′, n, q) integral, namely
I∗(n′, n, q) = I(n, n′,−q)
|I(n′, n, q)|2 = |I(n, n′,−q)|2 = |I(n, n′, q)|2. (A1)
Using Eq. (21), the nonlocal Hall conductivity is then given by:
σKxy(q, ω) =
e2v2F
A~ω
∑
λ,λ′
n,n′
ky,k
′
y
FK(λ, n;λ′, n′)
EK(λ, n;λ′, n′) I
K(λ, n;λ′, n′, q), (A2)
where the three main functions with their symmetry with respect to the exchange of {λ, n} ←→ {λ′, n′} are defined as
FK(λ, n;λ′, n′) = f(EKλ,n)− f(EKλ′,n′) = −FK(λ′, n′;λ, n)
EK(λ, n;λ′, n′) = ω + (EKλ,n − EKλ′,n′)/~ = EK(−λ′, n′;λ, n)
IK(λ, n;λ′, n′, q) = λ2a2λ,na2−λ′,n′
∣∣∣∣I(n′, n− 1, q)∣∣∣∣2 − λ′2a2−λ,na2λ′,n′ ∣∣∣∣I(n′ − 1, n, q)∣∣∣∣2 = −IK(λ′, n′;λ, n, q). (A3)
The last relationship for function IK(λ, n;λ′, n′, q) is found using the symmetry of I(n′, n, q) integrals expressed in Eq. (A1). Now,
we use the properties expressed in Eq. (A3) and consider the degeneracy of LLs to simplify the multiple summations in Eq. (A2)
into separate summations over LLs in the conduction and valence bands. The final result will be Eq. (41) in the main text.
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Now, similar to the electron-doped case of valley Hall viscosity we calculate the contributions to the nonlocal Hall conductivity in
Eq. (A4) from three cases, namely
(i) transitions between the occupied levels in the positive sector labeled by {λ = +1, 1 ≤ n ≤ NL−1} and the unoccupied levels
labeled by {λ = +1, NL ≤ n′ ≤ NC}, giving the first double sum in Eq. (A4). This contribution in nonzero only for NL ≥ 2.
(ii) transitions between the occupied levels in the negative sector labeled by {λ = −1, 1 ≤ n ≤ NC} and the unoccupied levels
labeled by {λ = +1, NL ≤ n′ ≤ NC}, giving the second double sum in Eq. (A4), and
(iii) transitions between the occupied the zeroth Landau level labeled by {λ = −1, n = 0} and the unoccupied levels labeled by
{λ = +1, NL ≤ n′ ≤ NC}, giving the last single summation over n′.
Adding these three contributions we obtain the total K-valley nonlocal Hall conductivity to be given by
σKxy(q, ω) =
e2ω20
h
NC∑
n′=NL
[NL−1∑
n=1
IK(+, n; +, n′, q)
ω2 − ω20(
√
γ2 + n−
√
γ2 + n′)2
+
NC∑
n=1
IK(−, n; +, n′, q)
ω2 − ω20(
√
γ2 + n+
√
γ2 + n′)2
+
IK(−, 0,+;n′, q)
ω2 − ω20(γ +
√
γ2 + n′)2
]
. (A4)
Now, we note the cancellation that occurs in the second double sum in (ii). In particular, we can re-write this term as
NC∑
n′=NL
NC∑
n=1
f(n, n′) =
NC∑
n′=NL
(
NL−1∑
n=1
f(n, n′) +
NC∑
n=NL
f(n, n′)
)
=
NC∑
n′=NL
NL−1∑
n=1
f(n, n′) +
NC∑
n′=NL
NC∑
n=NL
f(n, n′)
where f(n, n′), the summand in the second double sum in (ii), is an anti-symmetric function with respect to the exchange of n, n′,
according to Eq. (A3). This allows us to simplify the Hall conductivity given in Eq. (A4) to the following final form:
σKxy(q, ω) =
e2ω20
h
NC∑
n′=NL
[
NL−1∑
n=1
(
IK(+, n; +, n′, q)
ω2 − ω20(
√
γ2 + n−
√
γ2 + n′)2
+
IK(−, n; +, n′, q)
ω2 − ω20(
√
γ2 + n+
√
γ2 + n′)2
)
+
IK(−, 0; +, n′, q)
ω2 − ω20(γ +
√
γ2 + n′)2
]
, (A5)
where the third term is due to contribution from the ZLL being occupied in the K-valley for NL ≥ 1 and its numerator is found from
Eqs. (A3) and (11) to be IK(−, 0; +, n′, q) = −a2+,n′
∣∣∣∣I(n′ − 1, 0, q)∣∣∣∣2.
According to Eq. (23), the current density operator for K ′-valley is given by jˆK
′
(q) = −evFσˆ∗e−iq.rˆ with the pseudo-spin
operator to be σˆ∗ = (−σˆx, σˆy). The nonlocal valley Hall conductivity in this case is calculated from the current-current response
function similar to the one expressed in Eq. (22) using the matrix elements of the current density operator with respect to the LLs in
this valley represented in Eq. (9). we finally obtain the following expression for the nonlocal Hall conductivity:
σK
′
xy (q, ω) =
e2ω20
h
∑
λ,n;Eλ,n<EF
λ′,n′;Eλ′,n′>EF
IK′(λ, n;λ′, n′, q)
ω2 − ω2λn,λ′n′
, (A6)
where the function in the numerator of the summand is defined as
IK′(λ, n;λ′, n′, q) = λ2a2−λ,na2λ′,n′
∣∣∣∣I(n′, n− 1, q)∣∣∣∣2 − λ′2a2λ,na2−λ′,n′ ∣∣∣∣I(n′ − 1, n, q)∣∣∣∣2
= IK(−λ, n;−λ′, n′, q)
= −IK′(λ′, n′;λ, n, q). (A7)
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Similar to the result of the K-valley Hall conductivity given in Eq. (A5), further simplification of Eq. (A6) yields
σK
′
xy (q, ω) =
e2ω20
h
NC∑
n′=NL
[NL−1∑
n=1
(
IK′(+, n; +, n′, q)
ω2 − ω20(
√
γ2 + n−
√
γ2 + n′)2
+
IK′(−, n; +, n′, q)
ω2 − ω20(
√
γ2 + n+
√
γ2 + n′)2
)
+
IK′(+, 0; +, n′, q)
ω2 − ω20(γ −
√
γ2 + n′)2
]
, (A8)
where the third term is due to contribution from the ZLL being empty in the K ′-valley for NL ≥ 1 and its numerator is found from
Eqs. (A7) and (11) to be IK′(+, 0; +, n′, q) = IK(−, 0;−, n′, q) = −a2−,n′
∣∣∣∣I(n′ − 1, 0, q)∣∣∣∣2.
Eqs. (A7) and (11) indicate that for NL ≥ 1, the result for K ′-valley nonlocal Hall conductivity [Eq. (A8)] can be found from that
for the K-valley [Eq. (A5)] by the replacement γ → −γ.
2. |EF| < ∆ corresponding to NL = 1 forK-valley and NL = 0 for theK′-valley
In this case, we see that the ZLL for the K-valley is occupied (NL = 1) but it is empty for the K ′-valley. Using Eq. (A5), the first
summation inside the bracket vanishes and the contributions from the ZLL and the transitions from all the LLs in the negative sector
are then given by
σKxy(q, ω) =
e2ω20
h
NC∑
n′=1
IK(−, 0,+;n′, q)
ω2 − ω20(γ +
√
γ2 + n′)2
. (A9)
Similarly, in Eq. (A8), the only nonzero contribution to the Hall conductivity of K ′-valley is coming from the ZLL, namely
σK
′
xy (q, ω) =
e2ω20
h
NC∑
n′=1
IK′(−, n′; +, 0, q)
ω2 − ω20(γ +
√
γ2 + n′)2
, (A10)
According to (A7) we can see that numerator in both Eqs. (A9) and (A10) are opposite, namely IK(−, 0,+;n′, q) =
−a2+,n′
∣∣∣∣I(n′ − 1, 0, q)∣∣∣∣2 and IK′(−, n′,+; 0, q) = a2+,n′ ∣∣∣∣I(0, n′ − 1, q)∣∣∣∣2, or IK(−, 0,+;n′, q) = −IK′(−, n′,+; 0, q) which
is obvious from symmetry property of the integral I(n′, n, q) given in Eq. (A1). An important conclusion is that the total nonlocal
Hall conductivity vanishes, namely σxy(q, ω) = σKxy(q, ω) + σ
K′
xy (q, ω) = 0 for any Fermi level within the gap.
3. Small-q expansion of σKxy(q, ω) for EF > ∆ corresponding to NL ≥ 1
In this section, we expand the nonlocal Hall conductivity presented in Eq. (A5) up toO (q`)2. Let’s define n′ = n+k and write the
double summation in the expression of the conductivity in terms of n and k variables. The upper and lower limits of the summation
over k are given by min(k) = min(n′)−max(n) = NL − (NL − 1) = 1 and max(k) = max(n′)−min(n) = NC − 1, respectively.
For any k value, the allowed n values lie within the interval
[
max{1, NL − k},min{NL − 1, NC − k}
]
. These taken into account,
σKxy(q, ω) in Eq. (A5) is given by
σKxy(q, ω) =
e2ω20
h
NC−1∑
k=1
min{NL−1,NC−k}∑
n=max{1,NL−k}
(
IK(+, n; +, n+ k, q)
ω2 − ω20(
√
γ2 + n−
√
γ2 + n+ k)2
+
IK(−, n; +, n+ k, q)
ω2 − ω20(
√
γ2 + n+
√
γ2 + n+ k)2
)
+
e2ω20
h
NC∑
n′=NL
IK(−, 0; +, n′, q)
ω2 − ω20(γ +
√
γ2 + n′)2
. (A11)
14
Now, we note from Eqs. (39), (40), and (42) that the numerators of the summands are functions of q` argument with rapidly growing
degree, namely for n′, k > 1 we have
IK(±, n; +, n+ k, q) = 2
−k−3e−q
2`2/2√
(γ2 + n) (γ2 + k + n)
{(
γ ±
√
γ2 + n
)(
±
√
γ2 + k + n∓ γ
) (n− 1)!
(k + n)!
[
(q`)k+1Lk+1n−1(q
2`2/2)
]2
± 4
(
γ ∓
√
γ2 + n
)(
γ +
√
γ2 + k + n
) n!
(k + n− 1)!
[
(q`)k−1Lk−1n (q
2`2/2)
]2}
IK(−, 0; +, n′, q) = −a2+,n′
∣∣∣∣I(n′ − 1, 0, q)∣∣∣∣2 = −2−n
′
(
γ +
√
γ2 + n′
)
√
γ2 + n′(n′ − 1)! (q`)
2n′−2e−q
2`2/2 (A12)
Eq. (A12) signifies that up to O (q`)2, the only terms that survive in the small-q expansion of Eq. (A11) correspond to k = 1 and
k = 2 for the double summation and n′ = 1, 2 for the last summation corresponding to the ZLL contribution. In other words, only a
finite number of terms exist in the small-q expansion of Eq. (A11).
Let’s focus on the case for which NL ≥ 3. In this case the ZLL contribution is vanishing in the small-q expansion of Eq. (A11).
The conductivity expansion is then given by:
σKxy(q, ω) '
e2ω20
h
2∑
k=1
NL−1∑
n=NL−k
(
IK(+, n; +, n+ k, q)
ω2 − ω20(
√
γ2 + n−
√
γ2 + n+ k)2
+
IK(−, n; +, n+ k, q)
ω2 − ω20(
√
γ2 + n+
√
γ2 + n+ k)2
)
=
e2ω20
h
[
HNL−1,1(q, γ, ω) +HNL−2,2(q, γ, ω) +HNL−1,2(q, γ, ω)
]
, (A13)
where, using Eq. (A12), the functions Hn,1 and Hn,2 are given by
Hn,1(q, γ, ω) = −
[
(2n+ 1)(q`)2 − 2] (√γ2 + n+ 1 ((2n+ 1)ω20 − ω2)− γ (ω2 + ω20))
4
√
γ2 + n+ 1
[
ω4 − 2ω2ω20 (2γ2 + 2n+ 1) + ω40
]
Hn,2(q, γ, ω) = −
(n+ 1)(q`)2
(
γ
(
ω2 + 2ω20
)
+
√
γ2 + n+ 2
(
ω2 − 2(n+ 1)ω20
))
4
√
γ2 + n+ 2
[
ω4 − 4ω2ω20 (γ2 + n+ 1) + 4ω40
] . (A14)
From Eqs. (A14) and (41), the q0 term can be obtained as
σKxy(q = 0, γ, ω) '
e2ω20
h
HNL−1,1(q = 0, γ, ω) =
e2ω20
h
[
− γ
(
ω2 + ω20
)
+
√
γ2 +NL
(
(1− 2NL)ω20 + ω2
)
2
√
γ2 +NL (ω4 − 2ω2ω20 (2γ2 + 2NL − 1) + ω40)
]
= σ0F (NL, γ,Ω),
(A15)
where the last equality can be established with minor algebra with σ0 = e
2
2h , Ω = ω/ω0, and the function F (NL, γ,Ω) is defined
in Eq. (44). With more involved algebra, we can also obtain the q2 term in the small-q expansion of Eq. (A13) and eventually
recover Eq. (43) in the main text. Finally, a careful evaluation of Eq. (A11) for special cases of NL = 1, 2 shows that the final result
expressed in Eq. (43) is valid for all NL ≥ 1.
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