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1. Introduction
In this paper, we consider an obstacle problem for the following parabolic Stochastic PDE
(SPDE in short)
dut(x) = ∂i (ai,j(x)∂jut(x) + gi(t, x, ut(x),∇ut(x))) dt+ f(t, x, ut(x),∇ut(x))dt
+
+∞∑
j=1
hj(t, x, ut(x),∇ut(x))dBjt + ν(t, dx),
ut ≥ St ,
u0 = ξ .
(1)
Here, S is the given obstacle, a is a matrix defining a symmetric operator on an open
bounded domain O, f, g, h are random coefficients.
In a recent work [9] we have proved existence and uniqueness of the solution of equation
(1) under standard Lipschitz hypotheses and L2-type integrability conditions on the coef-
ficients. Let us recall that the solution is a couple (u, ν), where u is a process with values
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in the first order Sobolev space and ν is a random regular measure forcing u to stay above
S and satisfying a minimal Skohorod condition.
In order to give a rigorous meaning to the notion of solution, inspired by the works of M.
Pierre in the deterministic case (see [18, 19]), we introduce the notion of parabolic capac-
ity. The key point is that in [9], we construct a solution which admits a quasi continuous
version hence defined outside a polar set and that regular measures which in general are
not absolutely continuous w.r.t. the Lebesgue measure, do not charge polar sets.
There is a huge literature on parabolic SPDE’s without obstacle. The study of the Lp−norms
w.r.t. the randomness of the space-time uniform norm on the trajectories of a stochastic
PDE was started by N. V. Krylov in [13], for a more complete overview of existing works
on this subject see [7, 8] and the references therein. Concerning the obstacle problem,
there are two approaches, a probabilistic one (see [15, 12]) based on the Feynmann-Kac’s
formula via the backward doubly stochastic differential equations and the analytical one
(see [10, 17, 22]) based on the Green function.
To our knowledge, up to now there is no maximum principle result for quasilinear SPDE
with obstacle and even very few results in the deterministic case. The aim of this paper is
to obtain, under suitable integrability conditions on the coefficients, Lp-estimates for the
uniform norm (in time and space) of the solution, a maximum principle for local solutions
of equation (1) and comparison theorems similar to those obtained in the without obstacle
case in [5, 7]. This yields for example the following result:
Theorem 1.1. Let (Mt)t≥0 be an Itô process satisfying some integrability conditions, p ≥ 2
and u be a local weak solution of the obstacle problem (1). Assume that ∂O is Lipschitz
and u ≤M on ∂O, then for all t ∈ [0, T ]:
E
∥∥(u−M)+∥∥p
∞,∞;t
≤ k (p, t) C(S, f, g, h,M)
where C(S, f, g, h,M) depends only on the barrier S, the initial condition ξ, coefficients
f, g, h, the boundary condition M and k is a function which only depends on p and t,
‖ · ‖∞,∞;t is the uniform norm on [0, t] ×O.
Let us remark that in order to get such a result, we define the notion of local solutions to
the obstacle problem (1) and so introduce what we call local regular measures.
The paper is organized as follows: in section 2 we introduce notations and hypotheses. In
section 3, we establish the Lp−estimate for uniform norm of the solution with null Dirichlet
boundary condition. Section 4 is devoted to the main result: the maximum principle for
local solutions whose proof is based on an Itô formula satisfied by the positive part of
any local solution with lateral boundary condition, M . The last section is an Appendix in
which we give the proofs of several lemmas.
2. Preliminaries
2.1. Lp,q−space
Let O ⊂ Rd be an open bounded domain and L2(O) the set of square integrable functions
with respect to the Lebesgue measure on O, it is an Hilbert space equipped with the usual
3scalar product and norm as follows
(u, v) =
∫
O
u(x)v(x)dx, ‖ u ‖= (
∫
O
u2(x)dx)1/2.
In general, we shall extend the notation
(u, v) =
∫
O
u(x)v(x)dx,
where u, v are measurable functions defined on O such that uv ∈ L1(O).
The first order Sobolev space of functions vanishing at the boundary will be denoted by
H10 (O), its natural scalar product and norm are
(u, v)H10 (O)
= (u, v) +
∫
O
d∑
i=1
(∂iu (x)) (∂iv (x)) dx, ‖u‖H10 (O) =
(
‖u‖22 + ‖∇u‖22
) 1
2
.
As usual we shall denote H−1(O) its dual space.
We shall denote by H1loc(O) the space of functions which are locally square integrable in
O and which admit first order derivatives that are also locally square integrable.
For each t > 0 and for all real numbers p, q ≥ 1, we denote by Lp,q([0, t]×O) the space of
(classes of) measurable functions u : [0, t]×O −→ R such that
‖u‖p,q; t :=
(∫ t
0
(∫
O
|u(s, x)|p dx
)q/p
ds
)1/q
is finite. The limiting cases with p or q taking the value ∞ are also considered with the
use of the essential sup norm.
Now we introduce some other spaces of functions and discuss a certain duality between
them. Like in [5] and [7], for self-containeness, we recall the following definitions:
Let (p1, q1), (p2, q2) ∈ [1,∞]2 be fixed and set
I = I (p1, q1, p2, q2) :=
{
(p, q) ∈ [1,∞]2 / ∃ ρ ∈ [0, 1] s.t.
1
p
= ρ
1
p1
+ (1− ρ) 1
p2
,
1
q
= ρ
1
q1
+ (1− ρ) 1
q2
}
.
This means that the set of inverse pairs
(
1
p ,
1
q
)
, (p, q) belonging to I, is a segment contained
in the square [0, 1]2 , with the extremities
(
1
p1
, 1q1
)
and
(
1
p2
, 1q2
)
.
We introduce:
LI;t =
⋂
(p,q)∈I
Lp,q ([0, t]×O) .
We know that this space coincides with the intersection of the extreme spaces,
LI;t = L
p1,q1 ([0, t]×O) ∩ Lp2,q2 ([0, t]×O)
and that it is a Banach space with the following norm
‖u‖I;t := ‖u‖p1,q1;t ∨ ‖u‖p2,q2;t .
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The other space of interest is the algebraic sum
LI;t :=
∑
(p,q)∈I
Lp,q ([0, t]×O) ,
which represents the vector space generated by the same family of spaces. This is a normed
vector space with the norm
‖u‖I;t := inf
{
n∑
i=1
‖ui‖pi,qi; t / u =
n∑
i=1
ui, ui ∈ Lpi,qi ([0, t] ×O) , (pi, qi) ∈ I, i = 1, ...n; n ∈ N∗
}
.
Clearly one has LI;t ⊂ L1,1 ([0, t]×O) and ‖u‖1,1;t ≤ c ‖u‖I;t , for each u ∈ LI;t, with a
certain constant c > 0.
We also remark that if (p, q) ∈ I, then the conjugate pair (p′, q′) , with 1p + 1p′ = 1q + 1q′ = 1,
belongs to another set, I ′, of the same type. This set may be described by
I ′ = I ′ (p1, q1, p2, q2) :=
{(
p′, q′
)
/ ∃ (p, q) ∈ I s.t. 1
p
+
1
p′
=
1
q
+
1
q′
= 1
}
and it is not difficult to check that I ′ (p1, q1, p2, q2) = I (p
′
1, q
′
1, p
′
2, q
′
2) , where p
′
1, q
′
1, p
′
2 and
q′2 are defined by
1
p1
+ 1p′1
= 1q1 +
1
q′1
= 1p2 +
1
p′2
= 1q2 +
1
q′2
= 1.
Moreover, by Hölder’s inequality, it follows that one has∫ t
0
∫
O
u (s, x) v (s, x) dxds ≤ ‖u‖I;t ‖v‖I
′;t , (2)
for any u ∈ LI;t and v ∈ LI′;t. This inequality shows that the scalar product of L2 ([0, t]×O)
extends to a duality relation for the spaces LI;t and L
I′;t.
Now let us recall that the Sobolev inequality states that
‖u‖2∗ ≤ cS ‖∇u‖2 , (3)
for each u ∈ H10 (O) , where cS > 0 is a constant that depends on the dimension and
2∗ = 2dd−2 if d > 2, while 2
∗ may be any number in ]2,∞[ if d = 2 and 2∗ = ∞ if d = 1.
Therefore one has
‖u‖2∗,2;t ≤ cS ‖∇u‖2,2;t ,
for each t ≥ 0 and each u ∈ L2loc
(
R+;H
1
0 (O)
)
. If u ∈ L∞loc
(
R+;L
2 (O) )⋂L2loc (R+;H10 (O)) ,
one has
‖u‖2,∞;t ∨ ‖u‖2∗,2;t ≤ c1
(
‖u‖22,∞;t + ‖∇u‖22,2;t
) 1
2
,
with c1 = cS ∨ 1.
For d ≥ 3 and some parameter θ ∈ [0, 1[ we set:
Γθ =
{
(p, q) ∈ [1,∞]2 , d
2p
+
1
q
=
d
2
+ θ
}
,
Γ∗θ =
{
(p, q) ∈ [1,∞]2 / d
2p
+
1
q
= 1− θ
}
,
5L∗θ =
∑
(p,q)∈Γ∗
θ
Lp,q ([0, t]×O)
‖u‖∗θ;t := inf
{
n∑
i=1
‖ui‖pi,qi; t / u =
n∑
i=1
ui, ui ∈ Lpi,qi ([0, t]×O) ,
(pi, qi) ∈ Γ∗θ, i = 1, ...n; n ∈ N∗} .
If d = 1, 2. we put
Γθ =
{
(p, q) ∈ [1,∞]2 / 2
∗
2∗ − 2
1
p
+
1
q
=
2∗
2∗ − 2 + θ
}
,
Γ∗θ =
{
(p, q) ∈ [1,∞]2 / 2
∗
2∗ − 2
1
p
+
1
q
= 1− θ
}
and by using similar calculations with the convention 2
∗
2∗−2 = 1 if d = 1.
We remark that Γ∗θ = I
(
∞, 11−θ , d2(1−θ) ,∞
)
and that the norm ‖u‖∗θ;t coincides with
‖u‖Γ∗θ ;t = ‖u‖I
(
∞, 1
1−θ
, d
2(1−θ)
,∞
)
;t
. Moreover we have the following duality relation:∫ t
0
∫
O
u (s, x) v (s, x) dxds ≤ ‖u‖θ;t ‖v‖∗θ;t , (4)
for any u ∈ Lθ;t and v ∈ L∗θ;t and the following inequality:
‖u‖θ;t ≤ c1
(
‖u‖22,∞;t + ‖∇u‖22,2;t
)1/2
. (5)
2.2. Hypotheses
We consider a sequence ((Bi(t))t≥0)i∈N∗ of independent Brownian motions defined on a
standard filtered probability space (Ω,F , (Ft)t≥0, P ) satisfying the usual conditions.
Let A be a symmetric second order differential operator defined on the open bounded
subset O ⊂ Rd, with domain D(A), given by
A := −L = −
d∑
i,j=1
∂i(a
i,j∂j).
We assume that a = (ai,j)i,j is a measurable symmetric matrix defined on O which satisfies
the uniform ellipticity condition
λ|ξ|2 ≤
d∑
i,j=1
ai,j(x)ξiξj ≤ Λ|ξ|2, ∀x ∈ O, ξ ∈ Rd,
where λ and Λ are positive constants. The energy associated with the matrix a will be
denoted by
E (w, v) =
d∑
i,j=1
∫
O
ai,j(x)∂iw(x)∂jv(x) dx. (6)
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It’s defined for functions w, v ∈ H10 (O), or for w ∈ H1loc(O) and v ∈ H10 (O) with compact
support.
We assume that we have predictable random functions
f : R+ × Ω×O × R× Rd → R,
g = (g1, ..., gd) : R+ × Ω×O × R× Rd → Rd,
h = (h1, ..., hi, ...) : R+ × Ω×O × R× Rd → RN∗ .
We define
f(·, ·, ·, 0, 0) := f0, g(·, ·, ·, 0, 0) := g0 = (g01 , ..., g0d) and h(·, ·, ·, 0, 0) := h0 = (h01, ..., h0i , ...).
In the sequel, | · | will always denote the underlying Euclidean or l2−norm. For example
|h(t, ω, x, y, z)|2 =
+∞∑
i=1
|hi(t, ω, x, y, z)|2.
Remark 2.1. Let us note that this general setting of the SPDE (1) we consider, encom-
passes the case of an SPDE driven by a space-time noise, colored in space and white in
time as in [21] for example (see also Example 1 in [9]).
Assumption (H): There exist non-negative constants C, α, β such that for almost all
ω, the following inequalities hold for all (x, y, z, t) ∈ O × R× Rd × R+:
1. |f(t, ω, x, y, z) − f(t, ω, x, y′, z′)| ≤ C(|y − y′|+ |z − z′|),
2. |g(t, ω, x, y, z) − g(t, ω, x, y′, z′)| ≤ C|y − y′|+ α|z − z′|,
3. |h(t, ω, x, y, z) − h(t, ω, x, y′, z′)| ≤ C|y − y′|+ β|z − z′|,
4. the contraction property: 2α+ β2 < 2λ.
Moreover we introduce some integrability conditions on the coefficients f0, g0, h0 and the
initial data ξ. Along this article, we fix a terminal time T > 0.
Assumption (HI2)
E
(
‖ξ‖22 +
∥∥f0∥∥2
2,2;t
+
∥∥∣∣g0∣∣∥∥2
2,2;t
+
∥∥∣∣h0∣∣∥∥2
2,2;t
)
<∞,
for each t ∈ [0, T ].
Assumption (HIL)
E
∫
K
|ξ(x)|2dx+E
∫ t
0
∫
K
(|f0s (x)|2 + |g0s(x)|2 + |h0s(x)|2 )dxds <∞,
for any compact set K ⊂ O and for any t ∈ [0, T ].
2.3. Weak solutions
We now introduce HT , the space of H10 (O)-valued predictable processes (ut)t∈[0,T ] such
that (
E sup
0≤s≤T
‖us‖22 +
∫ T
0
E E (us) ds
)1/2
< ∞ .
7We define Hloc = Hloc(O) to be the set of H1loc(O)-valued predictable processes defined on
[0, T ] such that for any compact subset K in O:(
E sup
0≤s≤T
∫
K
us(x)
2 dx+ E
∫ T
0
∫
K
|∇us(x)|2 dxds
)1/2
< ∞.
The space of test functions is the algebraic tensor product D = C∞c (R+) ⊗ C2c (O), where
C∞c (R+) denotes the space of all real infinite differentiable functions with compact support
in R+ and C2c (O) the set of C2-functions with compact support in O.
Now we recall the definition of the regular measure which has been defined in [9].
K denotes L∞([0, T ];L2(O)) ∩ L2([0, T ];H10 (O)) equipped with the norm:
‖ v ‖2K = ‖ v ‖2L∞([0,T ];L2(O)) + ‖ v ‖2L2([0,T ];H10(O))
= sup
t∈[0,T [
‖ vt ‖2 +
∫ T
0
(‖ vt ‖2 +E(vt)) dt.
C denotes the space of continuous functions with compact support in [0, T [×O and finally:
W = {ϕ ∈ L2([0, T ];H10 (O));
∂ϕ
∂t
∈ L2([0, T ];H−1(O))},
endowed with the norm‖ ϕ ‖2W=‖ ϕ ‖2L2([0,T ];H10 (O)) + ‖
∂ϕ
∂t
‖2L2([0,T ];H−1(O)).
It is known (see [14]) that W is continuously embedded in C([0, T ];L2(O)), the set of
L2(O)-valued continuous functions on [0, T ]. So without ambiguity, we will also consider
WT = {ϕ ∈ W;ϕ(T ) = 0}, W+ = {ϕ ∈ W;ϕ ≥ 0}, W+T =WT ∩W+.
Definition 2.1. An element v ∈ K is said to be a parabolic potential if it satisfies:
∀ϕ ∈ W+T ,
∫ T
0
−(∂ϕt
∂t
, vt)dt+
∫ T
0
E(ϕt, vt)dt ≥ 0.
We denote by P the set of all parabolic potentials.
The next representation property is crucial:
Proposition 2.2. (Proposition 1.1 in [19]) Let v ∈ P, then there exists a unique positive
Radon measure on [0, T [×O, denoted by νv, such that:
∀ϕ ∈ WT ∩ C,
∫ T
0
(−∂ϕt
∂t
, vt)dt+
∫ T
0
E(ϕt, vt)dt =
∫ T
0
∫
O
ϕ(t, x)dνv .
Moreover, v admits a right-continuous (resp. left-continuous) version vˆ (resp. v¯) : [0, T ] 7→
L2(O) .
Such a Radon measure, νv is called a regular measure and we write:
νv =
∂v
∂t
+Av.
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Definition 2.3. Let K ⊂ [0, T [×O be compact, v ∈ P is said to be ν−superior than 1 on
K, if there exists a sequence vn ∈ P with vn ≥ 1 a.e. on a neighborhood of K converging
to v in L2([0, T ];H10 (O)).
We denote:
SK = {v ∈ P; v is ν − superior to 1 on K}.
Proposition 2.4. (Proposition 2.1 in [19]) Let K ⊂ [0, T [×O compact, then SK admits
a smallest vK ∈ P and the measure νvK whose support is in K satisfies∫ T
0
∫
O
dνvK = inf
v∈P
{
∫ T
0
∫
O
dνv; v ∈ SK}.
Definition 2.5. (Parabolic Capacity)
• Let K ⊂ [0, T [×O be compact, we define cap(K) = ∫ T0 ∫O dνvK ;
• let O ⊂ [0, T [×O be open, we define cap(O) = sup{cap(K); K ⊂ O compact};
• for any borelian E ⊂ [0, T [×O, we define cap(E) = inf{cap(O); O ⊃ E open}.
Definition 2.6. A property is said to hold quasi-everywhere (in short q.e.) if it holds
outside a set of null capacity.
Definition 2.7. (Quasi-continuous)
A function u : [0, T [×O → R is called quasi-continuous, if there exists a decreasing sequence
of open subsets On of [0, T [×O with:
1. for all n, the restriction of un to the complement of On is continuous;
2. limn→+∞ cap (On) = 0.
We say that u admits a quasi-continuous version, if there exists u˜ quasi-continuous such
that u˜ = u a.e.
The next proposition, whose proof may be found in [18] or [19] shall play an important
role in the sequel:
Proposition 2.8. Let K ⊂ O a compact set, then ∀t ∈ [0, T [
cap({t} ×K) = λd(K),
where λd is the Lebesgue measure on O.
As a consequence, if u : [0, T [×O → R is a map defined quasi-everywhere then it defines
uniquely a map from [0, T [ into L2(O). In other words, for any t ∈ [0, T [, ut is defined
without any ambiguity as an element in L2(O). Moreover, if u ∈ P, it admits version u¯
which is left continuous on [0, T ] with values in L2(O) so that uT = u¯T− is also defined
without ambiguity.
Remark 2.2. The previous proposition applies if for example u is quasi-continuous.
To establish a maximum principle for local solutions we need to define the notion of local
regular measures:
Definition 2.9. We say that a Radon measure ν on [0, T [×O is a local regular measure if
for any non-negative φ in C∞c (O), φν is a regular measure.
9Proposition 2.10. Local regular measures do not charge polar sets (i.e. sets of capacity
0).
Proof. Let A be a polar set and consider a sequence (φn) in C∞c (O), 0 ≤ φn ≤ 1, converging
to 1 everywhere on O. By Fatou’s lemma,
0 ≤
∫
[0,T [×O
1IAdν(x, t) ≤ lim inf
n→∞
∫
[0,T [×O
1IAφndν(x, t) = 0.
We end this part by a convergence lemma which plays an important role in our approach
(Lemma 3.8 in [19]):
Lemma 2.11. If vn ∈ P is a bounded sequence in K and converges weakly to v in
L2([0, T ];H10 (O)); if u is a quasi-continuous function and |u| is bounded by a element
in P. Then
lim
n→+∞
∫ T
0
∫
O
udνv
n
=
∫ T
0
∫
O
udνv.
We now give the assumptions on the obstacle that we shall need in the different cases that
we shall consider.
Assumption (O): The obstacle S : [0, T ]×Ω×O → R is an adapted random field almost
surely quasi-continuous, in the sense that for P -almost all ω ∈ Ω, the map (t, x)→ St(ω, x)
is quasi-continuous. Moreover, S0 ≤ ξ P -almost surely and S is controlled by the solution
of an SPDE, i.e. ∀t ∈ [0, T ],
St ≤ S′t, dP ⊗ dt⊗ dx− a.e. (7)
where S′ is the solution of the linear SPDE{
dS′t = LS
′
tdt+ f
′
tdt+
∑d
i=1 ∂ig
′
i,tdt+
∑+∞
j=1 h
′
j,tdB
j
t
S′(0) = S′0,
(8)
with null boundary Dirichlet conditions.
Assumption (OL): The obstacle S : [0, T ] × Ω × O → R is an adapted random field,
almost surely quasi-continuous, such that S0 ≤ ξ P -almost surely and controlled by a local
solution of an SPDE, i.e. ∀t ∈ [0, T ],
St ≤ S′t, dP ⊗ dt⊗ dx− a.e.
where S′ is a local solution of the linear SPDE{
dS′t = LS
′
tdt+ f
′
tdt+
∑d
i=1 ∂ig
′
i,tdt+
∑+∞
j=1 h
′
j,tdB
j
t
S′(0) = S′0.
Assumption (HO2)
E
(
‖ξ‖22 +
∥∥f ′∥∥2
2,2;T
+
∥∥|g′|∥∥2
2,2;T
+
∥∥|h′|∥∥2
2,2;T
)
<∞.
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Assumption (HOL)
E
∫
K
|S′0|2dx+ E
∫ T
0
∫
K
(|f ′t(x)|2 + |g′t(x)|2 + |h′t(x)|2 )dxdt <∞
for any compact set K ⊂ O.
Remark 2.3. It is well-known that under (HO2) S′ belongs to HT , is unique and satisfies
the following estimate:
E sup
t∈[0,T ]
‖ S′t ‖2 +E
∫ T
0
E(S′t)dt ≤ CE
[
‖ S′0 ‖2 +
∫ T
0
(‖ f ′t ‖2 + ‖ |g′t| ‖2 + ‖ |h′t| ‖2)dt
]
,
(9)
see for example Theorem 8 in [4]. Moreover, as a consequence of Theorem 3 in [9], we
know that S′ admits a quasi-continuous version.
Definition 2.12. A pair (u, ν) is said to be a solution of the problem (1) if
1. u ∈ HT , u(t, x) ≥ S(t, x), dP ⊗ dt⊗ dx− a.e. and u0(x) = ξ, dP ⊗ dx− a.e.;
2. ν is a random regular measure defined on [0, T [×O;
3. the following relation holds almost surely, for all t ∈ [0, T ] and all ϕ ∈ D,
(ut, ϕt) =(ξ, ϕ0) +
∫ t
0
(us, ∂sϕs)ds −
∫ t
0
E(us, ϕs)ds
−
d∑
i=1
∫ t
0
(gis(us,∇us), ∂iϕs)ds+
∫ t
0
(fs(us,∇us), ϕs)ds
+
+∞∑
j=1
∫ t
0
(hjs(us,∇us), ϕs)dBjs +
∫ t
0
∫
O
ϕs(x)ν(dx, ds);
(10)
4. u admits a quasi-continuous version, u˜, and we have∫ T
0
∫
O
(u˜(s, x)− S(s, x))ν(dx, ds) = 0, P − a.s.
We denote by R(ξ, f, g, h, S) the solution of the obstacle problem when it exists and is
unique.
Definition 2.13. A pair (u, ν) is said to be a local solution of the problem (1) if
1. u ∈ Hloc, u(t, x) ≥ S(t, x), dP ⊗ dt⊗ dx− a.e. and u0(x) = ξ, dP ⊗ dx− a.e.;
2. ν is a local random regular measure defined on [0, T [×O;
3. the following relation holds almost surely, for all t ∈ [0, T ] and all ϕ ∈ D,
(ut, ϕt) =(ξ, ϕ0) +
∫ t
0
(us, ∂sϕs)ds −
∫ t
0
E(us, ϕs)ds
−
d∑
i=1
∫ t
0
(gis(us,∇us), ∂iϕs)ds+
∫ t
0
(fs(us,∇us), ϕs)ds
+
+∞∑
j=1
∫ t
0
(hjs(us,∇us), ϕs)dBjs +
∫ t
0
∫
O
ϕs(x)ν(dx, ds);
(11)
11
4. u admits a quasi-continuous version, u˜, and we have∫ T
0
∫
O
(u˜(s, x)− S(s, x))ν(dx, ds) = 0, P − a.s.
We denote by Rloc(ξ, f, g, h, S) the set of all the local solutions (u, ν).
Finally, in the sequel, we introduce some constants ǫ, δ > 0, we shall denote by Cǫ, Cδ
some constants depending only on ǫ, δ, typically those appearing in the kind of inequality
|ab| ≤ ǫa2 + Cǫb2. (12)
3. Lp−estimate for the uniform norm of solutions with null Dirichlet
boundary condition
In this section, we want to study, for some p ≥ 2, the Lp− estimate for the uniform norm of
the solution of (1). To get such estimate, we need stronger integrability conditions on the
coefficients and the initial condition. To this end, we consider the following assumptions:
for θ ∈ [0, 1[ and p ≥ 2:
Assumption (HI2p)
E
(
‖ξ‖p∞ +
∥∥f0∥∥2
2,2;T
+
∥∥|g0|∥∥2
2,2;T
+
∥∥|h0|∥∥2
2,2;T
)
<∞.
Assumption (HO∞p)
S′0 ∈ L∞(Ω×O) and E
(
(
∥∥f ′∥∥
∞,∞;T
)p + (
∥∥|g′|2∥∥
∞,∞;T
)p/2 + (
∥∥|h′|2∥∥
∞,∞;T
)p/2
)
<∞.
To get the estimates we need, we apply Itô’s formula to u−S′, in order to take advantage
of the fact that S − S′ is non-positive and that as u is solution of (1) and S′ satisfies (8),
u− S′ satisfies
d(ut − S′t) = ∂i(ai,j(x)∂j(ut(x)− S′t(x)))dt+ (f(t, x, ut(x),∇ut(x))− f ′(t, x))dt
+ ∂i(gi(t, x, ut(x),∇ut(x)) − g′i(t, x))dt + (hj(t, x, ut(x),∇ut(x))− h′j(t, x))dBjt
+ ν(x, dt),
(u− S′)0 = ξ − S′0 ,
u− S′ ≥ S − S′ .
(13)
that is why we introduce the following functions:
f¯(t, ω, x, y, z) = f(t, ω, x, y + S′t, z +∇S′t)− f ′(t, ω, x)
g¯(t, ω, x, y, z) = g(t, ω, x, y + S′t, z +∇S′t)− g′(t, ω, x)
h¯(t, ω, x, y, z) = h(t, ω, x, y + S′t, z +∇S′t)− h′(t, ω, x).
Let us remark that the Skohorod condition for u− S′ is satisfied since∫ T
0
∫
O
(us(x)− S′s(x))− (Ss(x)− S′s(x))ν(ds, dx) =
∫ T
0
∫
O
(us(x)− Ss(x))ν(ds, dx) = 0.
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It is obvious that f¯ , g¯ and h¯ satisfy the Lipschitz conditions with the same Lipschitz coef-
ficients as f , g and h and ‖ξ − S′0‖∞ ∈ Lp(Ω, P ). Nevertheless, we need a supplementary
hypothesis:
Assumption (HDθp)
E((
∥∥f¯0∥∥∗
θ;T
)p + (
∥∥|g¯0|2∥∥∗
θ;T
)p/2 + (
∥∥|h¯0|2∥∥∗
θ;T
)p/2) <∞.
This assumption is fulfilled in the following case:
Example 3.1. If ‖∇S′‖∗θ;T ,
∥∥f0∥∥∗
θ;T
,
∥∥g0∥∥∗
θ;T
and
∥∥h0∥∥∗
θ;T
belong to Lp(Ω, P ), and as-
sumptions (H) and (HO∞p) hold, then:
f¯ satisfies the Lipschitz condition with the same Lipschitz coefficients:∣∣f¯(t, ω, x, y, z) − f¯(t, ω, x, y′, z′)∣∣ = ∣∣f(t, ω, x, y + S′t(x), z +∇S′t(x)) + f ′(t, ω, x)
− f(t, ω, x, y′ + S′t(x), z′ +∇S′t(x))− f ′(t, ω, x)
∣∣
≤ C
∣∣y − y′∣∣+C ∣∣z − z′∣∣ .
f¯ satisfies the integrability condition:∥∥f¯0∥∥∗
θ;T
=
∥∥f(S′,∇S′)− f ′∥∥∗
θ;T
≤ ∥∥f(S′,∇S′)∥∥∗
θ;T
+
∥∥f ′∥∥∗
θ;T
≤ ∥∥f0∥∥∗
θ;T
+ C
∥∥S′∥∥∗
θ;T
+ C
∥∥∇S′∥∥∗
θ;T
+
∥∥f ′∥∥
∞,∞;T
.
And the same for g¯ and h¯, which proves that (HDθp) holds.
We now give the main result of this Section, which is a version of the maximum principle
in the case of a solution vanishing on the boundary of O:
Theorem 3.1. Suppose that assumptions (H), (O), (HI2p), (HO∞p) and (HDθp)
hold, for some θ ∈ [0, 1[ and p ≥ 2 and that the constants of Lipschitz conditions satisfy
α+
β2
2
+ 72β2 < λ.
Let (u, ν) be the solution of OSPDE (1) with null boundary condition, then for all t ∈ [0, T ],
E ‖u‖p∞,∞;t ≤ c(p)k(t)E
( ‖ξ‖p∞ + ∥∥S′0∥∥p∞ + ∥∥f ′∥∥∗pθ;t + ∥∥|g′|2∥∥∗p/2θ;t + ∥∥|h′|2∥∥∗p/2θ;t
+
∥∥f¯0∥∥∗p
θ;t
+
∥∥|g¯0|2∥∥∗p/2
θ;t
+
∥∥|h¯0|2∥∥∗p/2
θ;t
)
,
where c(p) is a constant which depends on p and k(t) is a constant which depends on the
structure constants and t ∈ [0, T ].
Remark 3.1. The relations ‖f ′‖∗pθ;t ≤ (‖f ′‖∞,∞;t)p,
∥∥|g′|2∥∥∗p/2
θ;t
≤ (∥∥|g′|2∥∥
∞,∞;t
)p/2 and∥∥|h′|2∥∥∗p/2
θ;t
≤ (∥∥|h′|2∥∥
∞,∞;t
)p/2 and assumption (HO∞p)) yield
E
(∥∥f ′∥∥∗p
θ;t
+
∥∥|g′|2∥∥∗p/2
θ;t
+
∥∥|h′|2∥∥∗p/2
θ;t
)
< +∞.
As the proof of this theorem is quite long, we split it into several steps.
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3.1. The case where ξ, f¯0, g¯0 and h¯0 are uniformly bounded
In this subsection, we assume that the hypotheses (H), (O), (HI2p), (HO∞p) hold and
we add the following stronger ones:
ξ ∈ L∞(Ω×O),
and
f¯0, g¯0, h¯0 ∈ L∞(R+ × Ω×O).
Then it is obviously that ξ − S′0 ∈ L∞(Ω×O).
Under these hypotheses, we know that the SPDE with obstacle (1) admits a unique weak
solution (u, ν) = R(ξ, f, g, h, S) and that (u− S′, ν) = R(ξ − S′0, f¯ , g¯, h¯, S − S′). We start
by proving the following Ll−estimate:
Lemma 3.2. The solution u of the problem (1) belongs to ∩l≥2Ll([0, T ]×O×Ω). Moreover
there exist constants c, c′ > 0 which only depend on C, α, β and on the quantity
K =
∥∥ξ − S′0∥∥L∞(Ω×O) ∨ ∥∥f¯0∥∥L∞(R+×Ω×O) ∨ ∥∥g¯0∥∥L∞(R+×Ω×O) ∨ ∥∥h¯0∥∥L∞(R+×Ω×O)
such that, for all real l ≥ 2,
E
∫
O
|ut(x)− S′t(x)|ldx ≤ cK2l(l − 1)ecl(l−1)t (14)
E
∫ t
0
∫
O
|us(x)− S′s(x)|l−2|∇(us(x)− S′s(x))|2dxds ≤ c′K2l(l − 1)ecl(l−1)t (15)
and
E
∫ t
0
∫
O
|us(x)− S′s(x)|l−1ν(dxds) < +∞. (16)
Proof. Notice first that if (u− S′, ν) = R(ξ − S′0, f¯ , g¯, h¯, S − S′), then
f¯
(
u− S′,∇(u− S′)) , g¯i (u− S′,∇(u− S′)) , h¯i (u− S′,∇(u− S′)) ∈ L2 ([0, T ];L2 (Ω×O))
and consequently we can apply Itô’s formula to (u− S′, ν) (See Theorem 5 in [9]).
We fix a real l ≥ 2, T > 0 and introduce the sequence (ϕn)n∈N∗ of functions such that for
all n ∈ N∗:
∀x ∈ R, ϕn(x) =
{ | x |l if | x |≤ n
nl−2
[ l(l−1)
2 (|x| − n)2 + l n(|x| − n) + n2
]
if | x |> n
One can easily verify that for fixed n, ϕn is twice differentiable with bounded second
derivative, ϕ′′n(x) ≥ 0, and as n → ∞ one has ϕn(x) −→ |x|l, ϕ′n(x) −→ lsgn(x)|x|l−1,
ϕ′′n(x) −→ l(l − 1)|x|l−2. Moreover, the following relations hold, for all x ∈ R and n ≥ l:
1. | xϕ′n(x) |≤ lϕn(x).
2. | ϕ′n(x) |≤| xϕ′′n(x) |.
3. | x2ϕ′′n(x) |≤ l(l − 1)ϕn(x).
4. |ϕ′n(x)| ≤ l(ϕn(x) + 1).
5. |ϕ′′n(x)| ≤ l(l − 1)(ϕn(x) + 1).
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Applying Itô’s formula to ϕn(u− S′), we have P -a.s. for all t ∈ [0, T ],∫
O
ϕn(ut(x)− S′t(x)) dx +
∫ t
0
E(ϕ′n(us − S′s), us − S′s) ds = ∫
O
ϕn(ξ(x)− S′0(x)) dx
+
∫ t
0
∫
O
ϕ′n(us(x)− S′s(x))f¯ (s, x, us − S′s,∇(us − S′s)) dxds
−
d∑
i=1
∫ t
0
∫
O
ϕ′′n(us(x)− S′s(x))∂i(us(x)− S′s(x)) g¯i(s, x, us − S′s,∇(us − S′s)) dx ds
+
∞∑
j=1
∫ t
0
∫
O
ϕ′n(us(x)− S′s(x)) h¯j(s, x, us − S′s,∇(us − S′s)) dxdBjs
+
1
2
∞∑
j=1
∫ t
0
∫
O
ϕ′′n(us(x)− S′s(x))h¯2j (s, x, us − S′s,∇(us − S′s)) dx ds
+
∫ t
0
∫
O
ϕ′n(us(x)− S′s(x))ν(dxds) .
(17)
Since the support of ν is {u = S}, the last term is equal to∫ t
0
∫
O
ϕ′n(Ss(x)− S′s(x))ν(dxds)
and it is negative, because∫ t
0
∫
O
ϕ′n(Ss(x)−S′s(x))1I{|S−S′|≤n}ν(dxds) = l
∫ t
0
∫
O
sgn(S−S′) ∣∣Ss(x)− S′s(x)∣∣l−1 ν(dxds) ≤ 0
and∫ t
0
∫
O
ϕ′n(Ss(x) − S′s(x))I{|S−S′|>n}ν(dxds)
=
∫ t
0
∫
O
nl−2[l(l − 1)(∣∣S − S′∣∣− n)sgn(S − S′) + sgn(S − S′)ln]ν(dxds) ≤ 0
By the uniform ellipticity of the operator A we get
E(ϕ′n(us − S′s), us − S′s) ≥ λ ∫
O
ϕ′′n(us − S′s)|∇(us − S′s)|2 dx.
Let ǫ > 0 be fixed. Using the Lipschitz condition on f¯ and the properties of the functions
(ϕn)n we get
|ϕ′n(us − S′s)| |f¯(s, x, us − S′s,∇us − S′s)|
≤ |ϕ′n(us − S′s)|
(|f¯0(s, x)| +C (|us − S′s|+ |∇(us − S′s)|) )
≤ |ϕ′n(us − S′s)||f¯0(s, x)|+ |us − S′s||ϕ′′n(us − S′s)| (C|us − S′s|+ C|∇(us − S′s)|) )
≤ l(ϕn(us − S′s) + 1) |f¯0(s, x)|+ C|us − S′s|2|ϕ′′n(us − S′s)|+ C|us − S′s||∇(us − S′s)||ϕ′′n(us − S′s)|
≤ l(ϕn(us − S′s) + 1) |f¯0(s, x)|+ (C + cǫ) |us − S′s|2ϕ′′n(us − S′s) + ǫϕ′′n(us − S′s)|∇us − S′s|2.
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Now using Cauchy-Schwarz inequality and the Lipschitz condition on g¯ we get
d∑
i=1
ϕ′′n(us − S′s)∂i(us − S′s) g¯i(s, x, us − S′s,∇(us − S′s))
≤ ϕ′′n(us − S′s) |∇(us − S′s)|
(|g¯0(s, x)|+ C|us − S′s|+ α|∇(us − S′s)| )
≤ ǫ ϕ′′n(us − S′s)|∇(us − S′s)|2 + 2cǫϕ′′n(us − S′s)
(
K2 + C2|us − S′s|2
)
+ αϕ′′n(us − S′s)|∇(us − S′s)|2
≤ l(l − 1)cǫK2 + 2cǫ(K2 + C2)l(l − 1)|ϕn(us − S′s)|+ (α+ ǫ)ϕ′′n(us − S′s)|∇(us − S′s)|2.
In the same way as before
∞∑
j=1
ϕ′′n(us − S′s)h¯2j (s, us − S′s,∇(us − S′s))
≤ ϕ′′n(us − S′s)
(
c′ǫ(|h¯0(s, x)| + C|us − S′s|)2 + (1 + ǫ)β2 |∇(us − S′s)|2
)
≤ ϕ′′n(us − S′s)
(
2c′ǫK
2 + 2c′ǫC
2|us − S′s|2 + (1 + ǫ)β2 |∇(us − S′s)|2
)
≤ 2c′ǫl(l − 1)K2 + 2c′ǫ(K2 + C2)l(l − 1)ϕn(us − S′s) + (1 + ǫ)β2 ϕ′′n(us − S′s)|∇(us − S′s)|2.
Thus taking the expectation, we deduce
E
∫
O
ϕn(ut(x)− S′t(x)) dx + (λ−
1
2
(1 + ǫ)β2 − (α+ 2ǫ) )E
∫ t
0
∫
O
ϕ′′n(us − S′s) |∇(us − S′s)|2 dx ds
≤ l(l − 1)c′′ǫK2 + c′′ǫ l(l − 1)
(
K2 + C2 + C + cǫ
)
E
∫ t
0
∫
O
ϕn(us(x)− S′s(x)) dx ds.
(18)
On account of the contraction condition, one can choose ǫ > 0 small enough such that
λ− 1
2
(1 + ǫ)β2 − (α+ 2ǫ) > 0
and then
E
∫
O
ϕn(ut(x)− S′t(x)) dx ≤ cK2l(l − 1) + cl(l − 1)E
∫ t
0
∫
O
ϕn(us(x)− S′s(x)) dx ds .
We obtain by Gronwall’s Lemma, that
E
∫
O
ϕn(ut(x)− S′t(x)) dx ≤ cK2l(l − 1) exp
(
c l(l − 1) t) (19)
and so it is now easy from (18) to get
E
∫ t
0
∫
O
ϕ′′n(us(x)− S′s(x)) |∇(us − S′s)|2 dx ds ≤ c′K2l (l − 1) exp
(
cl(l − 1) t). (20)
Finally, letting n→∞ by Fatou’s lemma we deduce (14) and (15).
Then with (17), we know that
−
∫ t
0
∫
O
ϕ′n(us − S′s)ν(dxds) = −
∫ t
0
∫
O
ϕ′n(Ss − S′s)ν(dxds) ≤ C.
This yields (16) by Fatou’s lemma.
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With the help of Lemma 3.2, we are able to prove the following Itô formula:
Proposition 3.3. Assume the hypotheses of the previous lemma. Let (u, ν) be the solution
of the problem (1). Then for l ≥ 2, we get the following Itô’s formula, P -almost surely, for
all t ∈ [0, T ],∫
O
∣∣ut(x)− S′t(x)∣∣l dx+ ∫ t
0
E (l (us − S′s)l−1sgn(us − S′s), us − S′s) ds = ∫
O
∣∣ξ(x)− S′0(x)∣∣l dx
+ l
∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 f¯(s, x, us − S′s,∇(us − S′s)) dxds
− l(l − 1)
d∑
i=1
∫ t
0
∫
O
∣∣us(x)− S′s(x)∣∣l−2 ∂i(us(x)− S′s(x)) g¯i(s, x, us − S′s,∇(us − S′s)) dx ds
+ l
∞∑
j=1
∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 h¯j(s, x, us − S′s,∇(us − S′s)) dxdBjs
+
l(l − 1)
2
∞∑
j=1
∫ t
0
∫
O
∣∣us(x)− S′s(x)∣∣l−2 h¯2j (s, x, us − S′s,∇(us − S′s)) dx ds
+ l
∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 ν(dx ds) .
(21)
Proof. From Itô’s formula (see Theorem 5 in [9]), with the same notations as in the previous
lemma, we have P -almost surely, and for all t ∈ [0, T ] and all n ∈ N∗,∫
O
ϕn(ut(x)− S′t(x)) dx +
∫ t
0
E(ϕ′n(us − S′s), us − S′s) ds = ∫
O
ϕn(ξ(x)− S′0(x)) dx
+
∫ t
0
∫
O
ϕ′n(us(x)− S′s(x))f¯ (s, x, us − S′s,∇(us − S′s)) dxds
−
d∑
i=1
∫ t
0
∫
O
ϕ′′n(us(x)− S′s(x))∂i(us(x)− S′s(x)) g¯i(s, x, us − S′s,∇(us − S′s)) dx ds
+
∞∑
j=1
∫ t
0
∫
O
ϕ′n(us(x)− S′s(x)) h¯j(s, x, us − S′s,∇(us − S′s)) dxdBjs
+
1
2
∞∑
j=1
∫ t
0
∫
O
ϕ′′n(us(x)− S′s(x))h¯2j (s, x, us − S′s,∇(us − S′s)) dx ds
+
∫ t
0
∫
O
ϕ′n(us(x)− S′s(x))ν(dxds) .
Therefore, passing to the limit as n→∞, the convergences come from the Lemma 3.2 and
the dominated convergence theorem.
From now on, we assume the following stronger hypothesis:
α+
1
2
β2 + 72β2 < λ. (22)
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At this stage, the idea is to adapt the Moser iteration technics to our setting. To this end,
in order to control uniformly the Ll norms and make l tend to +∞, we introduce for each
l ≥ 2, the processes v and v′ given by
vt : = sup
s≤t
(∫
O
∣∣us − S′s∣∣l dx+ γl (l − 1) ∫ s
0
∫
O
∣∣ur − S′r∣∣l−2 ∣∣∇(ur − S′r)∣∣2 dx dr) ,
v′t : =
∫
O
∣∣ξ − S′0∣∣l dx+ l2c1 ∥∥∥∣∣u− S′∣∣l∥∥∥
1,1;t
+ l
∥∥f¯0∥∥∗
θ,t
∥∥∥∣∣u− S′∣∣l−1∥∥∥
θ;t
+ l2
(
c2
∥∥|g¯0|2∥∥∗
θ;t
+ c3
∥∥|h¯0|2∥∥∗
θ;t
) ∥∥∥∣∣u− S′∣∣l−2∥∥∥
θ;t
,
where the constants are given by
γ = λ− α− ǫl
l − 1 −
1 + ǫ
2
β2
c1 =
C
2
(
1 +
C
4ǫ
)
+
3 + 2ǫ
2ǫ
C2 + 3
1 + ǫ
ǫ2
C2
c2 =
1
2ǫ
and c3 =
(3 + ǫ) (1 + ǫ)
ǫ
(23)
The main difficulty in the stochastic case is to control the martingale part. We start by
estimating the bracket of the local martingale in (21)
Mt := l
∞∑
j=1
∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 h¯j(s, x, us − S′s,∇(us − S′s)) dxdBjs
Lemma 3.4. For arbitrary ε > 0, one has
〈M〉
1
2
t ≤ εvt +
l2
2ε
(
1 + ε
ε
∥∥|h¯0|2∥∥∗
θ;t
∥∥∥∣∣u− S′∣∣l−2∥∥∥
θ;t
+
1 + ε
ε
C2
∥∥∥∣∣u− S′∣∣l∥∥∥
1,1;t
)
+
√
1 + ε
√
l
l − 1
β√
γ
vt .
(24)
The proof is the same as Lemma 12 in [5] replacing u by u− S′ and also h by h¯.
In what follows we will use the notion of domination, which is essential to handle the
martingale part. We recall the definition from Revuz and Yor [20].
Definition 3.5. A non-negative, adapted right continuous process X is dominated by an
increasing process A, if
E
[
Xρ ] ≤ E
[
Aρ ]
for any bounded stopping time, ρ.
One important result related to this notion is the following domination inequality (see
Proposition IV.4.7 in Revuz-Yor, p. 163), for any k ∈]0, 1[,
E
[
(X∗∞)
k
] ≤ Ck E[(A∞)k ] (25)
where Ck is a positive constant and X
∗
t := sups≤t |Xs|.
We will also use the fact that if A,A′ are increasing processes, then the domination of a
process X by A is equivalent to the domination of X +A′ by A+A′.
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Lemma 3.6. The Process τv is dominated by the process v′ where
τ = 1− 6ǫ− 6√1 + ǫ
√
l
l − 1
β√
γ
.
In other words, we have
τ E sup
0≤s≤t
(∫
O
∣∣us − S′s∣∣l dx+ γl (l − 1)∫ s
0
∫
O
∣∣ur − S′r∣∣l−2 ∣∣∇(ur − S′r)∣∣2 dxdr)
≤ E
∫
O
∣∣ξ − S′0∣∣l dx + l2c1E ∥∥∥∣∣u− S′∣∣l∥∥∥
1,1;t
+ lE
∥∥f¯0∥∥∗
θ,t
∥∥∥∣∣u− S′∣∣l−1∥∥∥
θ;t
+ l2E
(
c2
∥∥|g¯0|2∥∥∗
θ;t
+ c3
∥∥|h¯0|2∥∥∗
θ;t
) ∥∥∥∣∣u− S′∣∣l−2∥∥∥
θ;t
,
(26)
where γ, c1, c2 and c3 are the constants given above.
Proof. Starting from the relation (21):∫
O
∣∣ut(x)− S′t(x)∣∣l dx+ ∫ t
0
E (l (us − S′s)l−1sgn(us − S′s), us − S′s) ds = ∫
O
∣∣ξ(x)− S′0(x)∣∣l dx
+ l
∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 f¯(s, x, us − S′s,∇(us − S′s)) dxds
− l(l − 1)
d∑
i=1
∫ t
0
∫
O
∣∣us(x)− S′s(x)∣∣l−2 ∂i(us(x)− S′s(x)) g¯i(s, x, us − S′s,∇(us − S′s)) dx ds
+ l
∞∑
j=1
∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 h¯j(s, x, us − S′s,∇(us − S′s)) dxdBjs
+
l(l − 1)
2
∞∑
j=1
∫ t
0
∫
O
∣∣us(x)− S′s(x)∣∣l−2 h¯2j (s, x, us − S′s,∇(us − S′s)) dx ds
+ l
∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 ν(dx ds) , a.s.
The last term is negative: from the condition of minimality, we have the following relation,∫ t
0
∫
O
sgn(us − S′s)
∣∣us(x)− S′s(x)∣∣l−1 ν(dxds)
=
∫ t
0
∫
O
sgn(Ss − S′s)
∣∣Ss(x)− S′s(x)∣∣l−1 ν(dxds) ≤ 0.
Then we can do the same calculus as in the proof of Lemma 14 in [5], replacing u by u−S′
and f , g, h by f¯ , g¯, h¯ respectively.
The proofs of the next 3 lemmas are similar to the proofs of Lemmas 15, 16 and 17 in [5],
just replacing u by u− S′ and replacing f , g and h by f¯ , g¯ and h¯ respectively.
Lemma 3.7. The process v satisfies the estimate
vt ≥ δ
∥∥∥∣∣u− S′∣∣l∥∥∥
0;t
with δ = 1 ∧ (2c−1S γ) , where cS is the constant in the Sobolev inequality (3).
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Lemma 3.8. The process
wt :=
[∥∥∥∣∣u− S′∣∣σl∥∥∥ 1σ
θ;t
∨ ∥∥ξ − S′0∥∥l∞ ∨ ∥∥f¯0∥∥lθ;t ∨ ∥∥|g¯0|2∥∥∗ l2θ;t ∨ ∥∥|h¯0|2∥∥∗ l2θ;t]
is dominated by the process
w′t := 6k (t) l
2
[∥∥∥∣∣u− S′∣∣l∥∥∥
θ;t
∨
∥∥ξ − S′0∥∥l∞ ∨ ∥∥f¯0∥∥lθ;t ∨ ∥∥|g¯0|2∥∥∗ l2θ;t ∨ ∥∥|h¯0|2∥∥∗ l2θ;t] ,
where σ = d+2θd and k : R+ → R+ is a function independent of l, depending only on the
structure constants.
Lemma 3.9. There exists a function k1 : R+×R+ → R+ which involves only the structure
constants of our problem and such that the following estimate holds
Evt ≤ k1 (l, t)E
(∫
O
∣∣ξ − S′0∣∣l dx+ ∥∥f¯0∥∥∗lθ;t + ∥∥|g¯0|2∥∥∗ l2θ;t + ∥∥|h¯0|2∥∥∗ l2θ;t) .
We now prove Theorem 3.1 in the case where ξ, f¯0, g¯0 and h¯0 are uniformly bounded:
We set l = pσn, with some n ∈ N∗. By Lemma 3.8 and the domination inequality (25) we
deduce, for n ≥ 1,
E
(∥∥∥∣∣u− S′∣∣σl∥∥∥ 1σ
θ;t
∨ ∥∥ξ − S′0∥∥l∞ ∨ ∥∥f¯0∥∥∗lθ;t ∨ ∥∥|g¯0|2∥∥∗ l2θ;t ∨ ∥∥|h¯0|2∥∥∗ l2θ;t)
1
σn
≤ Cσ−n
(
6k (t) l2
) 1
σn E
(∥∥∥∣∣u− S′∣∣l∥∥∥
θ;t
∨ ∥∥ξ − S′0∥∥l∞ ∨ ∥∥f¯0∥∥∗lθ;t ∨ ∥∥|g¯0|2∥∥∗ l2θ;t ∨ ∥∥|h¯0|2∥∥∗ l2θ;t) 1σn ,
where Cσ−n is the constant in the domination inequality. This constant is estimated by
Cσ−n ≤ σ
n
σn
(
1− 1
σn
)−1
.
(See the exercise IV.4.30 in Revuz -Yor, p. 171). So let us denote by
an :=
∥∥∥∣∣u− S′∣∣pσn∥∥∥ 1σn
θ;t
∨ ∥∥ξ − S′0∥∥p∞ ∨ ∥∥f¯0∥∥∗pθ;t ∨ ∥∥|g¯0|2∥∥∗ p2θ;t ∨ ∥∥|h¯0|2∥∥∗ p2θ;t
and deduce from the above inequality the following one
Ean+1 ≤ σ
n
σn
(
1− 1
σn
)−1 (
6k (t) (pσn)2
) 1
σn
Ean.
Iterating this relation n times we get
Ean+1 ≤ σ3
∑n
m=1
m
σm
n∏
m=1
(
1− 1
σm
)−1 (
6k (t) p2
)∑n
m=1
1
σm Ea1.
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Now we shall let n tend to infinity in this relation. Since in general one has
lim
q,q′→∞
‖F‖q,q′;t = ‖F‖∞,∞;t ,
for any function F : R+ × O → R, it is easy to see that limn→∞
∥∥∥|u− S′|pσn∥∥∥ 1σn
θ;t
=
‖u− S′‖p∞,∞;t .
Therefore we have
lim
n→∞
an =
∥∥u− S′∥∥p
∞,∞;t
∨ ∥∥ξ − S′0∥∥p∞ ∨ ∥∥f¯0∥∥∗pθ;t ∨ ∥∥|g¯0|2∥∥∗ p2θ;t ∨ ∥∥|h¯0|2∥∥∗ p2θ;t ,
which implies
E
∥∥u− S′∥∥p
∞,∞;t
≤ ρ (t)Ea1,
with
ρ (t) = σ3
∑∞
m=1
m
σm
∞∏
m=1
(
1− 1
σm
)−1 (
5k (t) p2
)∑∞
m=1
1
σm .
Now we estimate Ea1 by using the fact that δ ‖|u− S′|pσ‖
1
σ
θ;t ≤ vt, with p replacing l in
the expression of v. So we have
Ea1 = E
(∥∥∣∣u− S′∣∣pσ∥∥ 1σ
θ;t
∨
∥∥ξ − S′0∥∥p∞ ∨ ∥∥f¯0∥∥∗pθ;t ∨ ∥∥|g¯0|2∥∥∗ p2θ;t ∨ ∥∥|h¯0|2∥∥∗ p2θ;t)
≤ E
(
δ−1vt +
∥∥ξ − S′0∥∥p∞ + ∥∥f¯0∥∥∗pθ;t + ∥∥|g¯0|2∥∥∗ p2θ;t ∨ ∥∥|h¯0|2∥∥∗ p2θ;t) .
Finally one deduces the following estimate by applying Lemma 3.9 with l = p:
E
∥∥u− S′∥∥p
∞,∞;t
≤ k2 (t)E
(∥∥ξ − S′0∥∥p∞ + ∥∥f¯0∥∥∗pθ,t + ∥∥|g¯0|2∥∥∗p/2θ;t + ∥∥|h¯0|2∥∥∗p/2θ;t ) . (27)
Moreover (see Theorem 11 [5]), we have
E
∥∥S′∥∥p
∞,∞;t
≤ k(t)E
(∥∥S′0∥∥p∞ + ∥∥f ′∥∥∗pθ;t + ∥∥|g′|2∥∥∗p/2θ;t + ∥∥|h′|2∥∥∗p/2θ;t )
Hence,
E ‖u‖p∞,∞;t ≤ c(p)(E
∥∥u− S′∥∥p
∞,∞;t
+ E
∥∥S′∥∥p
∞,∞;t
)
≤ c(p)k(t)E( ‖ξ‖p∞ + ∥∥S′0∥∥p∞ + ∥∥f ′∥∥∗pθ;t + ∥∥|g′|2∥∥∗p/2θ;t + ∥∥|h′|2∥∥∗p/2θ;t
+
∥∥f¯0∥∥∗p
θ;t
+
∥∥|g¯0|2∥∥∗p/2
θ;t
+
∥∥|h¯0|2∥∥∗p/2
θ;t
)
.
This ends the proof of Theorem 3.1 in this particular case where ξ, f¯0, g¯0 and h¯0 are
uniformly bounded. We now turn out to the general case.
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3.2. Proof of Theorem 3.1 in the general case
We now assume that (H), (O), (HI2p), (HO∞p) and (HDθp) hold. We are going to
prove Theorem 3.1 in the general case by using an approximation argument. For this, for
all n ∈ N∗, 1 ≤ i ≤ d, 1 ≤ j ≤ ∞ and all (t, w, x, y, z) in R+ × Ω×O × R× Rd, we set
f¯n(t, w, x, y, z) = f¯(t, w, x, y, z) − f¯0(t, w, x) + f¯0(t, w, x) · 1{|f¯0(t,w,x)|≤n}
g¯i,n(t, w, x, y, z) = g¯i(t, w, x, y, z) − g¯0i (t, w, x) + g¯0i (t, w, x) · 1{|g¯0i (t,w,x)|≤n}
h¯j,n(t, w, x, y, z) = h¯j(t, w, x, y, z) − h¯0j (t, w, x) + h¯0j (t, w, x) · 1{|h¯0j (t,w,x)|≤n}
ξn(w, x) = ξ(w, x) · 1{|ξ(ω,x)|≤n} (28)
One can check that for all n, f¯n, g¯n, h¯n and ξ
n − S′0 satisfy all the assumptions of the
Step 1 of the proof, and that Lipschitz constants do not depend on n. And the obstacle
S − S′ is controlled by 0, which obviously satisfies (HO2). For each n ∈ N∗, we put
(u¯n, νn) = R(ξn−S′0, f¯n, g¯n, h¯n, S−S′) and we know that u¯n satisfies the estimate of Step
1. We are now going to prove that (u¯n, νn) converges to (u¯, ν) = R(ξ−S′0, f¯ , g¯, h¯, S −S′).
Let us fix n ≤ m in N∗ and put u¯n,m := u¯n − u¯m and νn,m := νn − νm We first note that
u¯n,m satisfies the equation
du¯n,mt (x) +Au¯
n,m
t (x) dt = f¯n,m (t, x, u¯
n,m
t (x) ,∇u¯n,mt (x)) dt
−
d∑
i=1
∂ig¯i,n,m (t, x, u¯
n,m
t (x) ,∇u¯n,mt (x)) dt
+
∞∑
j=1
h¯j,n,m (t, x, u¯
n,m
t (x) ,∇u¯n,mt (x)) dBjt + νn,m(x, dt)
where
f¯n,m (t, w, x, y, z) = f¯ (t, w, x, y + u¯
m
t (x) , z +∇u¯mt (x))− f¯ (t, w, x, u¯mt (x) ,∇u¯mt (x))
+ f¯0n (t, w, x) − f¯0m (t, w, x)
and g¯i,n,m, h¯j,n,m have similar expressions. Clearly one has
f¯n,m (t, w, x, 0, 0) = f¯
0
n (t, w, x) − f¯0m (t, w, x) := f¯0n,m (t, w, x)
and some similar relations for g¯i,n,m (t, w, x, 0, 0) and h¯j,n,m (t, w, x, 0, 0) . On the other
hand, one can easily verify that
E ‖ξn − ξ‖p∞ −→ 0, E
∥∥f¯0n − f¯0∥∥∗pθ;T −→ 0,
E
∥∥g¯0n − g¯0∥∥∗pθ;T −→ 0, E ∥∥h¯0n − h¯0∥∥∗pθ;T −→ 0.
By Lemma 5.4 with l = 2 (see Appendix) we deduce that
E ‖u¯n − u¯m‖2T −→ 0, as n, m→∞. (29)
Therefore, (u¯n) has a limit u¯ in HT .
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We now study the convergence of (νn). Denote by vn the parabolic potential associated to
νn, and zn = u¯n − vn, so zn satisfies the following SPDE
dznt (x) +Az
n
t (x)dt = f¯n(t, x, u¯
n
t (x),∇u¯nt (x))dt −
d∑
i=1
∂ig¯i,n(t, x, u¯
n
t (x),∇u¯nt (x))dt
+
∞∑
j=1
h¯j,n(t, x, u¯
n
t (x),∇u¯nt (x)) dBjt .
We define z1,n to be the solution of the following SPDE with initial value ξn−S′0 and zero
boundary condition:
dz1,nt (x) +Az
1,n
t (x)dt = (f¯t(x, u¯
n
t (x),∇u¯nt (x))− f¯0t (x))dt−
d∑
i=1
∂i(g¯i,t(x, u¯
n
t (x),∇u¯nt (x))
− g¯0t (x))dt +
∞∑
j=1
(h¯j,t(x, u¯
n
t (x),∇u¯nt (x))− h¯0t (x)) dBjt .
This is a linear SPDE in z1,n, its solution uniquely exists and belongs to HT . Applying
Itô’s formula to (z1,n)2 and doing a classical calculation, we get:
E
∥∥z1,n − z1,m∥∥2
T
≤ CE( ‖ξn − ξm‖22 + ‖u¯n − u¯m‖2T )→ 0, as n, m→∞.
Then, we define z2,n to be the solution of the following SPDE with initial value 0 and zero
boundary condition:
dz2,nt (x) +Az
2,n
t (x)dt = f¯
0
n(t, x)dt−
d∑
i=1
∂ig¯
0
i,n(t, x))dt +
∞∑
j=1
h¯0j,n(x) dB
j
t .
This is still a linear SPDE in z2,n, its solution uniquely exists and from the proof of Theorem
11 in [5], we know that
E
∥∥z2,n − z2,m∥∥2
T
≤ CE
(∥∥f¯0n,m∥∥∗2θ;T + ∥∥∥∣∣g¯0n,m∣∣2∥∥∥∗θ;T + ∥∥∥∣∣h¯0n,m∣∣2∥∥∥∗θ;T
)
→ 0, as n, m→∞.
This yields:
E ‖zn − zm‖2T −→ 0, as n, m→∞.
Hence, using (29) and the fact that u¯n = zn + vn, we get:
E ‖vn − vm‖2T −→ 0, as n, m→∞.
Therefore, (vn) has a limit v in HT . So, by extracting a subsequence, we can assume that
(vn) converges to v in K almost-surely. Then, it’s clear that v ∈ P, and we denote by ν the
random regular measure associated to the potential v. Moreover, we have P -a.s., ∀ϕ ∈ W+t :∫ t
0
∫
O
ϕ(x, s)ν(dxds) = lim
n→∞
∫ t
0
∫
O
ϕ(x, s)νn(dxds)
= lim
n→∞
∫ t
0
−(vns ,
∂ϕs
∂s
)ds +
∫ t
0
E(vns , ϕs)ds
=
∫ t
0
−(vs, ∂ϕs
∂s
)ds+
∫ t
0
E(vs, ϕs)ds.
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As a consequence of Lemma 5.3 in the Appendix, we know that
E ‖u¯n − u¯m‖p∞,∞;T −→ 0.
Therefore, we can apply Proposition 3.3 to u¯n and pass to the limit and so we obtain that
this proposition remains valid in this case. Then, one can end the proof by repeating the
first part of Step 1 starting from Proposition 3.3.
We conclude thanks to the uniqueness of the solution of the obstacle problem ensuring
that u¯ is equal to u− S′.

4. Maximum Principle for local solutions
We now introduce the lateral condition on the boundary that we consider:
Definition 4.1. If u belongs to Hloc, we say that u is non-negative on the boundary of
O if u+ belongs to HT and we denote it simply: u ≤ 0 on ∂O. More generally, if M is a
random field defined on [0, T ]×O, we note u ≤M on ∂O if u−M ≤ 0 on ∂O.
4.1. Itô’s formula for the positive part of a local solution
The following proposition represents a key technical result which leads to a generalization
of the estimates of the positive part of a local solution. Let (u, ν) ∈ Rloc(ξ, f, g, h, S),
denote by u+ its positive part. For this we need the following notation:
fu,0 = 1{u>0}f
0, gu,0 = 1{u>0}g
0, hu,0 = 1{u>0}h
0,
fu,0+ = 1{u>0}
(
f0 ∨ 0) , ξ+ = ξ ∨ 0. (30)
Proposition 4.2. Assume that ∂O is Lipschitz and that u+ belongs to HT , i.e. u is non-
positive on the boundary of O and that the data satisfy the following integrability conditions
E
∥∥ξ+∥∥2
2
<∞, E
(∥∥fu,0∥∥∗
θ;t
)2
<∞, E ∥∥gu,0∥∥2
2,2;t
<∞, E ∥∥hu,0∥∥2
2,2;t
<∞,
for each t ≥ 0.
Let ϕ : R → R be a function of class C2, which admits a bounded second order derivative
and such that ϕ′ (0) = 0. Then the following relation holds, a.s., for each t ∈ [0, T ],∫
O
ϕ(u+t (x))dx+
∫ t
0
E(ϕ′(u+s ), u+s )ds =
∫
O
ϕ(ξ+(x))dx +
∫ t
0
∫
O
ϕ′(u+s (x))fs(x)dxds
−
d∑
i=1
∫ t
0
∫
O
ϕ′′(u+s (x))∂iu
+
s (x)g
i
s(x)dxds +
1
2
∫ t
0
∫
O
ϕ′′(u+s (x))1I{us>0}|hs(x)|2dxds
+
∞∑
i=1
∫ t
0
∫
O
ϕ′(u+s (x))h
j
s(x)dxdB
j
s +
∫ t
0
∫
O
ϕ′(u+s (x))ν(dxds). (31)
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Proof. We consider φ ∈ C∞c (O), 0 ≤ φ ≤ 1, and put
∀t ∈ [0, T ], wt = φut.
A direct calculation yields the following relation:
dwt = Lwtdt+ f¯tdt+
d∑
i=1
∂ig˜i,tdt+
∞∑
j=1
h˜j,tdB
j
t + φν(x, dt)
where
f¯t = φft −
∑
ai,j(∂iφ)(∂jut)−
∑
(∂iφ)gi,t ,
g˜i,t = φgi,t − ut
∑
ai,j∂jφ , h˜j,t = φhj,t .
Now we prove that φν is a regular measure:
We know that:
∀ϕ ∈ W+T ,
∫
(−∂ϕs
∂s
, vs)ds +
∫
E(ϕs, vs)ds =
∫ ∫
ϕ(s, x)dν. (32)
We replace ϕ by φϕ in (32), where φ is the same as before, and we obtain the following
relation: ∫
(−∂φϕs
∂s
, vs)ds+
∫
E(φϕs, vs)ds =
∫ ∫
φϕ(s, x)dν
note that φ does not depend on t and by a similar calculation as before, we get∫
(−∂ϕs
∂s
, φvs)ds+
∫
E(ϕs, φvs)ds +
∫
(Ks, ϕs)ds−
∫
(ks,∇ϕs)ds =
∫ ∫
ϕ(s, x)dφν
where
Kt =
∑
ai,j(∂iφ)(∂jvt), kt = vt
∑
ai,j∂jφ.
We denote by z¯ the solution of the following PDE with Dirichlet boundary condition and
the initial value 0:
dz¯t +Az¯tdt = Ktdt+ divktdt.
If we set v¯ = φv + z¯, then v¯ satisfies the following relation:∫ t
0
(−∂ϕs
∂s
, v¯s)ds +
∫ t
0
E(ϕs, v¯s)ds =
∫ t
0
∫
O
ϕ(x, s)dφν.
It is easy to verify that v¯ ∈ P. Thus φν is a regular measure associated to v¯.
Hence, we deduce that (φu, φν) satisfies an OSPDE with φξ as initial data and zero Dirich-
let boundary conditions.
Now, we approximate the function ψ : y ∈ R → ϕ(y+) by a sequence (ψn) of regular
functions. Let ζ be a C∞ increasing function such that
∀y ∈]−∞, 1], ζ(y) = 0 and ∀y ∈ [2,+∞[, ζ(y) = 1.
We set for all n:
∀y ∈ R, ψn(y) = ϕ(y)ζ(ny).
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It is easy to verify that (ψn) converges uniformly to the function ψ, (ψ
′
n) converges ev-
erywhere to the function (y → ϕ′(y+)) and (ψ′′n) converges everywhere to the function
(y → 1I{y>0}ϕ′′(y+)). Moreover we have the estimates:
∀y ∈ R+, n ∈ N∗, 0 ≤ ψn(y) ≤ ψ(y), 0 ≤ ψ′n(y) ≤ Cy,
∣∣ψ′′n(y)∣∣ ≤ C, (33)
where C is a constant. Thanks to Itô’s formula for the solution of OSPDE (1) (see Theorem
5 in [9]), we have almost surely, for t ∈ [0, T ],∫
O
ψn(wt(x))dx +
∫ t
0
E(ψ′n(ws), ws)ds =
∫
O
ψn(φ(x)ξ(x))dx +
∫ t
0
∫
O
ψ′n(ws(x))f¯s(x)dxds
−
∑∫ t
0
∫
O
ψ′′n(ws(x))∂iws(x)g˜i,s(x)dxds +
∑∫ t
0
∫
O
ψ′n(ws(x))h˜j,s(x)dxdB
j
s
+
1
2
∫ t
0
∫
O
ψ′′n(ws(x))|h˜j,s(x)|2dxds+
∫ t
0
∫
O
ψ′n(ws(x))dφν(x, s).
Making n tends to +∞ and using the fact that 1I{ws>0}∂iws = ∂iw+s , we get by the
dominated convergence theorem:∫
O
ϕ(w+t (x))dx +
∫ t
0
E(ϕ′(w+s ), w+s )ds =
∫
O
ϕ(φ(x)ξ+(x))dx+
∫ t
0
∫
O
ϕ′(w+s (x))f¯s(x)dxds
−
∑∫ t
0
∫
O
ϕ′′(w+s (x))∂iw
+
s (x)g˜i,s(x)dxds +
∑∫ t
0
∫
O
ϕ′(w+s (x))h˜j,s(x)dxdB
j
s
+
1
2
∫ t
0
∫
O
ϕ′′(w+s (x))1I{ws>0}|h˜j,s(x)|2dxds+
∫ t
0
∫
O
φϕ′(w+s (x))dν(x, s), a.s.
Then we consider a sequence (φn) in C∞c (O), 0 ≤ φn ≤ 1, converging to 1 everywhere on
O and such that for any y ∈ H10 (O) the sequence (φny) tends to y in H10 (O) and
sup
n
‖φny‖H10 (O) ≤ C ‖y‖H10 (O) ,
where C is a constant which does not depend on y. Such a sequence (φn) exists because
∂O is assumed to be Lipschitz (see Lemma 19 in [8]).
One has to remark that if i ∈ {1, ...d} and y ∈ H10 (O), then (y∂iφn) tends to 0 in L2(O).
Now, we set wn = φnu and
f˜nt = φnft −
∑
ai,j(∂iφn)(∂jut)−
∑
(∂iφn)gi,t
g˜ni,t = φngi,t − ut
∑
ai,j∂jφn, h˜nj,t = φnhj,t
Applying the above Itô formula to ϕ(w+n ), we get∫
O
ϕ(w+n,t(x))dx+
∫ t
0
E(ϕ′(w+n,s), w+n,s)ds =
∫
O
ϕ(φn(x)ξ
+(x))dx+
∫ t
0
∫
O
ϕ′(w+n,s(x))f¯s(x)dxds
−
∑∫ t
0
∫
O
ϕ′′(w+n,s(x))∂iw
+
n,s(x)g˜i,s(x)dxds +
∑∫ t
0
∫
O
ϕ′(w+n,s(x))h˜j,s(x)dxdB
j
s
+
1
2
∫ t
0
∫
O
ϕ′′(w+n,s(x))1I{wn,s>0}|h˜j,s(x)|2dxds +
∫ t
0
∫
O
φnϕ
′(w+n,s(x))dν(x, s), a.s.
(34)
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We have
ϕ′(w+n,s)f¯
n
s −
∑
ϕ′′(w+s,n)∂iw
+
n,sg˜
n
i,s = ϕ
′(w+n,s)φnfs −
∑
ai,jϕ
′(w+n,s)∂jφn∂iu
+
s
+
∑
ai,jϕ
′′(w+n,s)u
+
s ∂iw
+
n,s∂jφn −
∑
(ϕ′(w+n,s))gi,s∂iφn + ϕ
′′(w+n,s)φngi,s∂iw
+
n,s.
Remarking that for all s ∈ (0, T ], (φnϕ′(w+n,s)) (resp. (∂iφnϕ′(w+n,s))) tends to ϕ′(u+s ) (resp.
0) in H10 (O) (resp. L2(O)) we get by the dominated convergence theorem the convergence
of all the terms in equality (34) excepted the one involving the measure ν. For this last
term, we know that wn is quasi-continuous and from (33) and (34) it is easy to verify
sup
n
∫ t
0
∫
O
φnϕ
′(w+n,s(x))dν(x, s) ≤ C.
Then, by Fatou’s lemma, we have∫ t
0
∫
O
ϕ′(u+s )ν(dxds) = lim infn→∞
∫ t
0
∫
O
φnϕ
′(w+n,s(x))dν(x, s) < +∞, a.s.
Hence, the convergence of the last term comes from the dominated convergence theorem.
4.2. The comparison theorem for local solutions
Firstly, we prove an Itô formula for the difference of local solutions of two OSPDE,
(u1, ν1) ∈ Rloc(ξ1, f1, g, h, S1) and (u2, ν2) ∈ Rloc(ξ2, f2, g, h, S2), where (ξi, f i, g, h, Si)
satisfy assumptions (H), (HIL), (OL) and (HOL). We denote by uˆ = u1−u2, νˆ = ν1−ν2,
ξˆ = ξ1 − ξ2, and
fˆ (t, ω, x, y, z) = f1
(
t, ω, x, y + u2t (x) , z +∇u2t (x)
)− f2 (t, ω, x, u2t (x) ,∇u2t (x)) ,
gˆ (t, ω, x, y, z) = g
(
t, ω, x, y + u2t (x) , z +∇u2t (x)
)− g (t, ω, x, u2t (x) ,∇u2t (x)) ,
hˆ (t, ω, x, y, z) = h
(
t, ω, x, y + u2t (x) , z +∇u2t (x)
)− h (t, ω, x, u2t (x) ,∇u2t (x)) .
Proposition 4.3. Assume that ∂O is Lipschitz and that uˆ+ belongs to HT . Let ϕ : R→ R
be a function of class C2, which admits a bounded second order derivative and such that
ϕ′ (0) = 0. Then the following relation holds for each t ∈ [0, T ],∫
O
ϕ(uˆ+t (x))dx+
∫ t
0
E(ϕ′(uˆ+s ), uˆ+s )ds =
∫
O
ϕ(ξˆ+(x))dx +
∫ t
0
∫
O
ϕ′(uˆ+s (x))fˆs(x)dxds
−
d∑
i=1
∫ t
0
∫
O
ϕ′′(uˆ+s (x))∂iuˆ
+
s (x)gˆ
i
s(x)dxds +
1
2
∫ t
0
∫
O
ϕ′′(uˆ+s (x))1I{uˆs>0}|hˆs(x)|2dxds
+
∞∑
i=1
∫ t
0
∫
O
ϕ′(uˆ+s (x))hˆ
j
s(x)dxdB
j
s +
∫ t
0
∫
O
ϕ′(uˆ+s (x))νˆ(dxds) a.s. (35)
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Proof. We consider φ ∈ C∞c (O), 0 ≤ φ ≤ 1, and put
∀t ∈ [0, T ], wˆt = φuˆt.
From the proof of Proposition 4.2, we know that (φu1, φν1) and (φu2, φν2) are the solutions
of problem (1) with null Dirichlet boundary conditions. We have the Itô formula for wˆ, see
Theorem 6 in [9]. Then we do the same approximations as in the proof of Proposition 4.2,
we can get the desired formula.
We have the following comparison theorem:
Theorem 4.4. Assume that (ξi, f i, g, h, Si), i = 1, 2, satisfy assumptions (H), (HIL),
(OL) and (HOL). Let (ui, νi) ∈ Rloc
(
ξi, f i, g, h, Si
)
, i = 1, 2 and suppose that the process(
u1 − u2)+ belongs to HT and that one has
E
(∥∥f1 (., ., u2,∇u2)− f2 (., ., u2,∇u2)∥∥∗
θ;t
)2
<∞, for all t ∈ [0, T ].
If ξ1 ≤ ξ2 a.s., f1 (t, ω, u2,∇u2) ≤ f2 (t, ω, u2,∇u2), dt ⊗ dx ⊗ dP -a.e. and S1 ≤ S2,
dt⊗ dx⊗ dP -a.s., then one has u1(t, x) ≤ u2(t, x), dt⊗ dx⊗ dP -a.e.
Proof. Applying Itô’s formula (35) to (uˆ+)2, we have ∀t ∈ [0, T ],∫
O
(uˆ+t (x))
2dx+ 2
∫ t
0
E((uˆ+s ))ds =
∫
O
(ξˆ+(x))2dx+ 2
∫ t
0
∫
O
uˆ+s (x)fˆs(x, uˆs(x),∇uˆs(x))dxds
−2
d∑
i=1
∫ t
0
∫
O
∂iuˆ
+
s (x)gˆ
i
s(x, uˆs(x),∇uˆs(x))dxds +
∫ t
0
∫
O
1I{uˆs>0}|hˆs(x, uˆs(x),∇uˆs(x))|2dxds
+2
∞∑
i=1
∫ t
0
∫
O
uˆ+s (x)hˆ
j
s(x, uˆs(x),∇uˆs(x))dxdBjs + 2
∫ t
0
∫
O
uˆ+s (x)νˆ(dxds), a.s. (36)
Remarking the following relation∫ t
0
∫
O
uˆ+s (x)νˆ(dxds) =
∫ t
0
∫
O
(S1 − u2)+ν1(dxds) −
∫ t
0
∫
O
(u1 − S2)+ν2(dxds) ≤ 0
The Lipschitz conditions in gˆ and hˆ and Cauchy-Schwarz’s inequality lead the following
relations: for δ, ǫ > 0, we have∫ t
0
(∇uˆ+s , gˆs(uˆs,∇uˆs)ds ≤ (α+ ǫ)
∥∥∇uˆ+∥∥2
2,2;t
+ cǫ
∥∥uˆ+∥∥2
2,2;t
+ cǫ
∥∥∥gˆuˆ,0∥∥∥2
2,2;t
,
and∫ t
0
∥∥∥1I{uˆs>0}hˆs(uˆs,∇uˆs)∥∥∥2 ds ≤ (β2 + ǫ)∥∥∇uˆ+∥∥22,2;t + cǫ ∥∥uˆ+∥∥22,2;t + cǫ ∥∥∥hˆuˆ,0∥∥∥22,2;t .
Moreover, the Lipschitz condition in fˆ , the duality relation between elements in Lθ;t and
L∗θ;t (4) and Young’s inequality (12) yield the following relation:∫ t
0
(
uˆ+s , fˆs (uˆs, uˆs)
)
ds ≤ ǫ
∥∥∇uˆ+∥∥2
2,2;t
+ cǫ
∥∥uˆ+∥∥2
2,2;t
+ δ
∥∥uˆ+∥∥2
θ;t
+ cδ
(∥∥∥fˆ uˆ,0+∥∥∥∗
θ;t
)2
.
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Since E(uˆ+) ≥ λ ‖∇uˆ+‖22, we deduce from (36) that for all t ∈ [0, T ], almost surely,∥∥uˆ+t ∥∥22 + 2(λ− α− β22 − 52ǫ
)∥∥∇uˆ+∥∥2
2,2;t
≤
∥∥∥ξˆ+∥∥∥2
2
+ δ
∥∥uˆ+∥∥2
θ;t
+ 2cδ
(∥∥∥fˆ uˆ,0+∥∥∥∗
θ;t
)2
+ 2cǫ
∥∥∥gˆuˆ,0∥∥∥2
2,2;t
+ cǫ
∥∥∥hˆuˆ,0∥∥∥2
2,2;t
+ 5cǫ
∥∥uˆ+∥∥2
2,2;t
+ 2Mt, (37)
whereMt :=
∑∞
j=1
∫ t
0
(
uˆ+s , hˆ
j
s (uˆs,∇uˆs)
)
dBjs represents the martingale part. Further, using
a stopping procedure while taking the expectation, the martingale part vanishes, so that
E
∥∥uˆ+t ∥∥22 + 2(λ− α− β22 − 52ǫ
)
E
∥∥∇uˆ+∥∥2
2,2;t
≤ E
∥∥∥ξˆ+∥∥∥2
2
+ δE
∥∥uˆ+∥∥2
θ;t
+2cδE
(∥∥∥fˆ uˆ,0+∥∥∥∗
θ;t
)2
+ 2cǫE
∥∥∥gˆuˆ,0∥∥∥2
2,2;t
+ cǫE
∥∥∥hˆuˆ,0∥∥∥2
2,2;t
+ 5cǫ
∫ t
0
E
∥∥uˆ+s ∥∥22 ds.
Then we choose ǫ = 15
(
λ− α− β22
)
, set γ = λ − α − β22 and apply Gronwall’s lemma
obtaining
E
∥∥uˆ+t ∥∥22 + γE ∥∥∇uˆ+∥∥22,2;t ≤ (δE ∥∥uˆ+∥∥2θ;t + E [F (δ, ξˆ+, fˆ uˆ,0+, gˆuˆ,0, hˆuˆ,0, t)]) e5cǫt, (38)
with F (δ, ξˆ+, fˆ uˆ,0+, gˆuˆ,0, hˆuˆ,0, t) =
(‖ξˆ+‖2+2cδ(‖fˆ uˆ,0+‖∗θ;t)2+2cǫ‖gˆuˆ,0‖22,2;t+cǫ‖hˆuˆ,0‖22,2;t).
As a consequence one gets
E
∥∥uˆ+∥∥2
2,2;t
≤ 1
5cǫ
(
δE
∥∥uˆ+∥∥2
θ;t
+ E
[
F
(
δ, ξˆ+, fˆ uˆ,0+, gˆuˆ,0, hˆuˆ,0, t
)]) (
e5cǫt − 1) . (39)
Now we return to the inequality (37) and take the supremum in time, getting∥∥uˆ+∥∥2
2,∞;t
≤ δ ∥∥uˆ+∥∥2
θ;t
+ F
(
δ, ξˆ+, fˆ uˆ,0+, gˆuˆ,0, hˆuˆ,0, t
)
+ 5cǫ
∥∥uˆ+∥∥2
2,2;t
+ 2 sup
s≤t
Ms (40)
We would like to take the expectation in this relation and for that reason we need to
estimate the bracket of the martingale part,
〈M〉
1
2
t ≤
∥∥uˆ+∥∥
2,∞;t
∥∥∥hˆ(uˆ,∇uˆ)∥∥∥
2,2;t
≤ η
∥∥uˆ+∥∥2
2,∞;t
+ cη
(∥∥uˆ+∥∥2
2,2;t
+
∥∥∇uˆ+∥∥2
2,2;t
+
∥∥∥hˆuˆ,0∥∥∥2
2,2;t
)
with η another small parameter to be properly chosen. Using this estimate and the in-
equality of Burkholder-Davis-Gundy we deduce from the inequality (40):
(1− 2CBDGη)E
∥∥uˆ+∥∥2
2,∞;t
≤ δE ∥∥uˆ+∥∥2
θ;t
+ E
[
F
(
δ, ξˆ+, fˆ uˆ,0+, gˆuˆ,0, hˆuˆ,0, t
)]
+(5cε + 2CBDGcη)E
∥∥uˆ+∥∥2
2,2;t
+ 2CBDGcηE
∥∥∇uˆ+∥∥2
2,2;t
+ 2CBDGcηE
∥∥∥hˆuˆ,0∥∥∥2
2,2;t
where CBDG is the constant corresponding to the Burkholder-Davis-Gundy inequality.
Further we choose the parameter η = 14CBDG and combine this estimate with (38) and (39)
to deduce an estimate of the form:
E
(∥∥uˆ+∥∥2
2,∞;t
+
∥∥∇uˆ+∥∥2
2,2;t
)
≤ δc2 (t)E
∥∥uˆ+∥∥2
θ;t
+ c3(δ, t)E
[
R
(
δ, ξˆ+, fˆ uˆ,0+, gˆuˆ,0, hˆuˆ,0, t
)]
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where R
(
δ, ξˆ+, fˆ uˆ,0+, gˆuˆ,0, hˆuˆ,0, t
)
=
(∥∥∥ξˆ+∥∥∥2 + (∥∥∥fˆ uˆ,0+∥∥∥∗
θ;t
)2
+
∥∥gˆuˆ,0∥∥2
2,2;t
+
∥∥∥hˆuˆ,0∥∥∥2
2,2;t
)
and c3(δ, t) is a constant that depends on δ and t, while c2 (t) is independent of δ. Domi-
nating the term E ‖uˆ+‖2θ;t by using the estimate (5) and then choosing δ = 12c21c2(t) , we get
the following estimate:
E
(∥∥uˆ+∥∥2
2,∞;t
+
∥∥∇uˆ+∥∥2
2,2;t
)
≤ k(t)E
(∥∥∥ξˆ+∥∥∥2
2
+
(∥∥∥fˆ uˆ,0+∥∥∥∗
θ;t
)2
+
∥∥∥gˆuˆ,0∥∥∥2
2,2;t
+
∥∥∥hˆuˆ,0∥∥∥2
2,2;t
)
.
This implies the desired result since ξˆ ≤ 0, fˆ0 ≤ 0 and gˆ0 = hˆ0 = 0.
4.3. Maximum principle
We first consider the case of a solution u such that u ≤ 0 on ∂O.
Theorem 4.5. Suppose that Assumptions (H), (OL), (HIL), (HOL),(HI2p), (HO∞p)
and (HDθp) hold for some θ ∈ [0, 1[, p ≥ 2 and that the constants of the Lipschitz
conditions satisfy
α+
β2
2
+ 72β2 < λ.
Let (u, ν) ∈ Rloc (ξ, f, g, h, S) be such that u+ ∈ H. Then one has
E
∥∥u+∥∥p
∞,∞;t
≤ k(t)c(p)E( ∥∥ξ+ − S′0∥∥p∞ + (∥∥f¯0,+∥∥∗θ;t)p + (∥∥|g¯0|2∥∥∗θ;t) p2 + (∥∥|h¯0|2∥∥∗θ;t) p2
+
∥∥(S′0)+∥∥p∞ + (∥∥∥f ′,+∥∥∥∗θ;t)p + (∥∥|g′|2∥∥∗θ;t) p2 + (∥∥|h′|2∥∥∗θ;t) p2 )
where k (t) is constant that depends on the structure constants and t ∈ [0, T ].
Proof. Set (y, ν ′) = R(ξ+, fˇ , g, h, S) the solution with zero Dirichlet boundary conditions,
where the function fˇ is defined by fˇ = f+f0,−, with f0,− = 0∨ (−f0). The assumption on
the Lipschitz constants ensure the application of the Section 3, which gives the following
estimate :
E
∥∥y − S′∥∥p
∞,∞;t
≤ k(t)E(
∥∥ξ+ − S′0∥∥p∞ + (∥∥f¯0,+∥∥∗θ;t)p + (∥∥|g¯0|2∥∥∗θ;t) p2 + (∥∥|h¯0|2∥∥∗θ;t) p2 ) ,
where f¯0,+ = fˇ0 − f ′ = f0,+ − f ′. On the boundary, y = 0 and u ≤ 0, hence, u − y ≤ 0
on the boundary, i.e. (u − y)+ ∈ H. Moreover, the other conditions of Theorem 4.4 are
satisfied so that we can apply it and deduce that u − S′ ≤ y − S′. This implies that
(u− S′)+ ≤ (y − S′)+ and the above estimate of y − S′ leads to the following estimate:
E
∥∥(u− S′)+∥∥p
∞,∞;t
≤ k(t)E(
∥∥ξ+ − S′0∥∥p∞ + (∥∥f¯0,+∥∥∗θ;t)p + (∥∥|g¯0|2∥∥∗θ;t) p2 + (∥∥|h¯0|2∥∥∗θ;t) p2 ).
with the estimate of S′
E
∥∥(S′)+∥∥p
∞,∞;t
≤ k(t)E(∥∥(S′0)+∥∥p∞ + (∥∥∥f ′,+∥∥∥∗θ;t)p + (∥∥|g′|2∥∥∗θ;t) p2 + (∥∥|h′|2∥∥∗θ;t) p2 ).
Therefore,
E
∥∥u+∥∥p
∞,∞;t
≤ k(t)c(p)E( ∥∥ξ+ − S′0∥∥p∞ + (∥∥f¯0,+∥∥∗θ;t)p + (∥∥|g¯0|2∥∥∗θ;t) p2 + (∥∥|h¯0|2∥∥∗θ;t) p2
+
∥∥(S′0)+∥∥p∞ + (∥∥∥f ′,+∥∥∥∗θ;t)p + (∥∥|g′|2∥∥∗θ;t) p2 + (∥∥|h′|2∥∥∗θ;t) p2 ).
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Let us generalize the previous result by onsidering a real Itô process of the form
Mt = m+
∫ t
0
bsds+
+∞∑
j=1
∫ t
0
σj,sdB
j
s
where m is a random variable and b = (bt)t≥0, σ = (σ1,t, ..., σn,t, ...)t≥0 are adapted pro-
cesses.
Theorem 4.6. Suppose that Assumptions (H), (OL), (HIL), (HOL),(HI2p), (HO∞p)
and (HDθp) hold for some θ ∈ [0, 1[, p ≥ 2 and that the constants of the Lipschitz
conditions satisfy
α+
β2
2
+ 72β2 < λ.
Assume also that m and the processes b and σ satisfy the following integrability conditions
E |m|p <∞, E
(∫ t
0
|bs|
1
1−θ ds
)p(1−θ)
<∞, E
(∫ t
0
|σs|
2
1−θ ds
) p(1−θ)
2
<∞,
for each t ∈ [0, T ]. Let (u, ν) ∈ Rloc (ξ, f, g, h, S) be such that (u−M)+ belongs to HT .
Then one has
E
∥∥(u−M)+∥∥p
∞,∞;t
≤ c(p)k(t)E[ ∥∥(ξ −m)+ − (S′0 −m)∥∥p∞ + (∥∥f¯0,+∥∥∗θ;t)p
+
(∥∥∥∣∣g¯0∣∣2∥∥∥∗
θ;t
) p
2
+
(∥∥∥∣∣h¯0∣∣2∥∥∥∗
θ;t
) p
2
+
∥∥(S′0 −m)+∥∥p∞ (41)
+
(∥∥(f ′ − b)+∥∥∗
θ;t
)p
+
(∥∥|g′|2∥∥∗
θ;t
) p
2
+
(∥∥|h′ − σ|2∥∥∗
θ;t
) p
2 ]
where k (t) is the constant from the preceding corollary. The right hand side of this es-
timate is dominated by the following quantity which is expressed directly in terms of the
characteristics of the process M ,
c(p)k(t)E
[ ∥∥(ξ −m)+ − (S′0 −m)∥∥p∞ + (∥∥f¯0,+∥∥∗θ;t)p + (∥∥∥∣∣g¯0∣∣2∥∥∥∗θ;t
) p
2
+
(∥∥∥∣∣h¯0∣∣2∥∥∥∗
θ;t
) p
2
+
∥∥(S′0 −m)+∥∥p∞ +(∥∥∥f ′,+∥∥∥∗θ;t
)p
+
(∥∥∥∣∣g′∣∣2∥∥∥∗
θ;t
)p
2
+
(∥∥∥∣∣h′∣∣2∥∥∥∗
θ;t
) p
2
+
(∫ t
0
|bs|
1
1−θ ds
)p(1−θ)
+
(∫ t
0
|σs|
2
1−θ ds
) p(1−θ)
2 ]
.
Proof. One immediately observes that u−M belongs toRloc
(
ξ −m, fˇ , gˇ, hˇ, S −M) , where
fˇ (t, ω, x, y, z) = f (t, ω, x, y +Mt (ω) , z +∇Mt(ω))− bt (ω) ,
gˇ (t, ω, x, y, z) = g (t, ω, x, y +Mt (ω) , z +∇Mt(ω)) ,
hˇ (t, ω, x, y, z) = h (t, ω, x, y +Mt (ω) , z +∇Mt(ω))− σt (ω) .
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In order to apply the preceding theorem we only have to estimate the zero terms of the
following functions:
¯ˇf (t, ω, x, y, z) = fˇ
(
t, ω, x, y + S′ −M,z +∇(S′ −M))− f ′(t, ω, x) + bt(ω),
¯ˇg (t, ω, x, y, z) = gˇ
(
t, ω, x, y + S′ −M,z +∇(S′ −M)) − g′(t, ω, x),
¯ˇh (t, ω, x, y, z) = hˇ
(
t, ω, x, y + S′ −M,z +∇(S′ −M))− h′(t, ω, x) + σt(ω).
So we have:
¯ˇf0t = fˇt(S
′ −M,∇(S′ −M))− f ′t + bt = ft(S′,∇S′)− f ′t = f¯0 ,
¯ˇg0t = gˇt(S
′ −M,∇(S′ −M))− g′t = gt(S′,∇S′)− g′t = g¯0 ,
¯ˇh0t = hˇt(S
′ −M,∇(S′ −M))− h′t + σt = ht(S′,∇S′)− h′t = h¯0 .
Therefore, applying the preceding theorem to u−M , we obtain (41).
On the other hand, one has the following estimates:
∥∥(f ′ − b)+∥∥∗
θ;t
≤ c
[∥∥∥f ′,+∥∥∥∗
θ;t
+
(∫ t
0
|bs|
1
1−θ ds
)1−θ]
,
∥∥|h′ − σ|2∥∥∗
θ;t
)
p
2 ≤ c
[(∥∥|h′|2∥∥∗
θ;t
) p
2
+
(∫ t
0
|σs|
2
1−θ ds
)1−θ]
.
This allows us to conclude the proof.
5. Appendix
In this section, we prove some technical lemmas that we need in the Step 2 of the proof
of Theorem 3.1. For simplicity, we put, for fixed n ≤ m, uˆ := u¯n − u¯m, ξˆ := ξn − ξm,
fˆ(t, ω, x, y, z) := f¯n,m(t, ω, x, y, z) and similar for gˆ and hˆ.
We recall that the initial value ξˆ and fˆ0, gˆ0, hˆ0 are uniformly bounded.
Lemma 5.1. Denote
K =
∥∥∥ξˆ∥∥∥
L∞(Ω×O)
∨
∥∥∥fˆ0∥∥∥
L∞(R+×Ω×O)
∨
∥∥gˆ0∥∥
L∞(R+×Ω×O)
∨
∥∥∥hˆ0∥∥∥
L∞(R+×Ω×O)
.
Then there exist constants c, c′ > 0 which only depend on K, C, α, β such that, for all
real l ≥ 2, one has
E
∫
O
|uˆt(x)|ldx ≤ cK2l(l − 1)ecl(l−1)t, (42)
E
∫ t
0
∫
O
|uˆs(x)|l−2|∇uˆs(x)|2dxds ≤ c′K2l(l − 1)ecl(l−1)t, (43)
and
E
∫ t
0
∫
O
|uˆs(x)|l−1(νn + νm)(dxds) < +∞. (44)
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Proof. Beginning from the Itô formula for the difference of solutions of two obstacle prob-
lems which has been proved in [9]: we take the same ϕn as in the proof of Lemma 3.2,∫
O
ϕn(uˆt(x)) dx +
∫ t
0
E(ϕ′n(uˆs), uˆs) ds = ∫
O
ϕn(ξˆ(x))dx+
∫ t
0
∫
O
ϕ′n(uˆs(x)) fˆ(s, x) dxds
−
d∑
i=1
∫ t
0
∫
O
ϕ′′n(uˆs(x))∂i(uˆs(x))) gˆi(s, x) dx ds +
∞∑
j=1
∫ t
0
∫
O
ϕ′n(uˆs(x)) hˆj(s, x) dxdB
j
s
+
1
2
∞∑
j=1
∫ t
0
∫
O
ϕ′′n(uˆs(x)) hˆ
2
j (s, x) dx ds +
∫ t
0
∫
O
ϕ′n(uˆs(x)) (ν
n − νm)(dx ds) , a.s.
(45)
The support of νn is {u¯n = S} and the support of νm is {u¯m = S}, so the last term is
equal to∫ t
0
∫
O
ϕ′n(Ss(x)− u¯ms (x)) νn(dx ds)−
∫ t
0
∫
O
ϕ′n(u¯
n
s (x)− Ss(x)) νm(dx ds)
and the fact that ϕ′n(x) ≤ 0, when x ≤ 0 and ϕ′n(x) ≥ 0, when x ≥ 0, ensure that the last
term is always negative.
By the uniform ellipticity of the operator A, we get
E(ϕ′n(uˆs), uˆs) ≥ λ ∫
O
ϕ′′n(uˆs)|∇uˆs|2 dx.
Let ǫ > 0 be fixed. Using the Lipschitz condition on fˆ and the properties of the functions
(ϕn)n we get
|ϕ′n(uˆs)| |fˆ (s, x)| ≤ l(ϕn(uˆs) + 1) |fˆ0|+ (C + cǫ) |uˆs|2ϕ′′n(uˆs) + ǫϕ′′n(uˆs)|∇(uˆs)|2.
Now using Cauchy-Schwarz inequality and the Lipschitz condition on gˆ we get
d∑
i=1
ϕ′′n(uˆs)∂i(uˆs) gˆ(s, x) ≤ l(l − 1)cǫK2 + 2cǫ(K2 + C2)l(l − 1)|ϕn(uˆs)|+ (α+ ǫ)ϕ′′n(uˆs)|∇(uˆs)|2.
In the same way as before
∞∑
j=1
ϕ′′n(uˆs) hˆ(s, x) ≤ 2c′ǫl(l − 1)K2 + 2c′ǫ(K2 + C2)l(l − 1)ϕn(uˆs) + (1 + ǫ)β2 ϕ′′n(uˆs)|∇(uˆs)|2.
Thus taking the expectation, we deduce
E
∫
O
ϕn(uˆt(x)) dx + (λ− 1
2
(1 + ǫ)β2 − (α+ 2ǫ) )E
∫ t
0
∫
O
ϕ′′n(uˆs) |∇(uˆs)|2 dx ds
≤ l(l − 1)c′′ǫK2 + c′′ǫ l(l − 1)
(
K2 + C2 + C + cǫ
)
E
∫ t
0
∫
O
ϕn(uˆs(x)) dx ds.
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On account of the contraction condition, one can choose ǫ > 0 small enough such that
λ− 1
2
(1 + ǫ)β2 − (α+ 2ǫ) > 0
and then
E
∫
O
ϕn(uˆt(x)) dx ≤ cK2l(l − 1) + cl(l − 1)E
∫ t
0
∫
O
ϕn(uˆs(x)) dx ds .
We obtain by Gronwall’s Lemma, that
E
∫
O
ϕn(uˆt(x)) dx ≤ cK2l(l − 1) exp
(
c l(l − 1) t),
and so it is easy to get
E
∫ t
0
∫
O
ϕ′′n(uˆs(x)) |∇uˆs|2 dx ds ≤ c′K2l (l − 1) exp
(
cl(l − 1) t).
Then, letting n→∞, by Fatou’s lemma we get (42) and (43).
From (45), we know that
−
∫ t
0
∫
O
ϕ′n(uˆs(x))(ν
n − νm)(dxds) ≤ C.
Moreover,
−
∫ t
0
∫
O
ϕ′n(uˆs(x))(ν
n − νm)(dxds)
= −
∫ t
0
∫
O
ϕ′n(Ss(x)− u¯ms (x)) νn(dx ds) +
∫ t
0
∫
O
ϕ′n(u¯
n
s (x)− Ss(x)) νm(dx ds)
=
∫ t
0
∫
O
ϕ′n(u¯
m
s (x)− Ss(x)) νn(dx ds) +
∫ t
0
∫
O
ϕ′n(u¯
n
s (x)− Ss(x)) νm(dx ds)
By Fatou’s lemma, we obtain∫ t
0
∫
O
|u¯ms (x)− Ss(x)|l−1νn(dxds) +
∫ t
0
∫
O
|u¯n(x)− Ss(x)|l−1νm(dxds) < +∞, a.s.
which is exactly (44).
Lemma 5.2. One has the following formula for uˆ: ∀t ≥ 0, almost surely,∫
O
|uˆt(x)|l dx+
∫ t
0
E (l (uˆs)l−1sgn(uˆs), uˆs) ds = ∫
O
∣∣∣ξˆ(x)∣∣∣l dx
+ l
∫ t
0
∫
O
sgn(uˆs) |uˆs(x)|l−1 fˆ(s, x) dxds − l(l − 1)
d∑
i=1
∫ t
0
∫
O
|uˆs(x)|l−2 ∂i(uˆs(x)) gˆi(s, x) dx ds
+ l
∞∑
j=1
∫ t
0
∫
O
sgn(uˆs) |uˆs(x)|l−1 hˆj(s, x) dxdBjs +
l(l − 1)
2
∞∑
j=1
∫ t
0
∫
O
|uˆs(x)|l−2 hˆ2j (s, x, ) dx ds
+ l
∫ t
0
∫
O
sgn(uˆs) |uˆs(x)|l−1 (ν1 − ν2)(dx ds) .
(46)
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Proof. From the Itô formula for the difference of two solutions (see Theorem 6 in [9]), we
have P -almost surely for all t ∈ [0, T ] and n ∈ N∗∫
O
ϕn(uˆt(x)) dx +
∫ t
0
E(ϕ′n(uˆs), uˆs) ds = ∫
O
ϕn(ξˆ(x))dx
+
∫ t
0
∫
O
ϕ′n(uˆs(x)) fˆ(s, x) dxds −
d∑
i=1
∫ t
0
∫
O
ϕ′′n(uˆs(x))∂iuˆs(x) gˆi(s, x) dx ds
+
∞∑
j=1
∫ t
0
∫
O
ϕ′n(uˆs(x)) hˆj(s, x) dxdB
j
s +
1
2
∞∑
j=1
∫ t
0
∫
O
ϕ′′n(uˆs(x)) hˆ
2
j (s, x) dx ds
+
∫ t
0
∫
O
ϕ′n(uˆs(x))(ν
1 − ν2)(dxds) .
Then, passing to the limit as n→∞, the convergences come from the dominated conver-
gence theorem.
Similar as before, we define the processes vˆ and vˆ′ by
vˆt : = sup
s≤t
(∫
O
|uˆs|l dx+ γl (l − 1)
∫ s
0
∫
O
|uˆr|l−2 |∇uˆr|2 dx dr
)
vˆ′t : =
∫
O
∣∣∣ξˆ∣∣∣l dx+ l2c1 ∥∥∥|uˆ|l∥∥∥
1,1;t
+ l
∥∥∥fˆ0∥∥∥∗
θ,t
∥∥∥|uˆ|l−1∥∥∥
θ;t
+ l2
(
c2
∥∥|gˆ0|2∥∥∗
θ;t
+ c3
∥∥∥|hˆ0|2∥∥∥∗
θ;t
)∥∥∥|uˆ|l−2∥∥∥
θ;t
,
where above and below γ, c1, c2 and c3 are the constants given by relations (23).
We remark first that the last term in (46) is non positive, indeed:∫ t
0
∫
O
sgn(uˆs)
∣∣Ss − u2s(x)∣∣l−1 (ν1 − ν2)(dx ds)
=
∫ t
0
∫
O
sgn(Ss − u2s)
∣∣Ss − u2s(x)∣∣l−1 ν1(dx ds)
−
∫ t
0
∫
O
sgn(u1s − Ss)
∣∣u1s(x)− Ss(x)∣∣l−1 ν2(dx ds) ≤ 0.
Then applying the same proof as the one of Lemma 3.6, we obtain:
τE sup
0≤s≤t
(∫
O
|uˆs|l dx+ γl (l − 1)
∫ s
0
∫
O
|uˆr|l−2 |∇uˆr|2 dxdr
)
≤ E
∫
O
∣∣∣ξˆ∣∣∣l dx+ l2c1E ∥∥∥|uˆ|l∥∥∥
1,1;t
+ lE
∥∥∥fˆ0∥∥∥∗
θ,t
∥∥∥|uˆ|l−1∥∥∥
θ;t
+ l2E
(
c2
∥∥|gˆ0|2∥∥∗
θ;t
+ c3
∥∥∥|hˆ0|2∥∥∥∗
θ;t
)∥∥∥|uˆ|l−2∥∥∥
θ;t
.
and this yields that the process τ vˆ is dominated by vˆ′.
Starting from here, we can repeat line by line the proofs of Lemmas 15-17 in [5] and apply
the Moser iteration as at the end of Subsection 3.1 to obtain the desired estimations,
namely:
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Lemma 5.3. There exists a function k2 : R+ → R+ which involves only the structure
constants of our problem and such that the following estimate holds
E‖uˆ‖p∞,∞:t ≤ k2 (t)E
(∥∥∥ξˆ∥∥∥p + ∥∥∥fˆ0∥∥∥∗p
θ;t
+
∥∥|gˆ0|2∥∥∗ p2
θ;t
+
∥∥∥|hˆ0|2∥∥∥∗ p2
θ;t
)
.
Lemma 5.4. There exists a function k1 : R+×R+ → R+ which involves only the structure
constants of our problem and such that the following estimate holds
Evˆt ≤ k1(l, t)E
(∫
O
|ξˆ|ldx+
∥∥∥fˆ0∥∥∥∗l
θ;t
+
∥∥∥∣∣gˆ0∣∣2∥∥∥∗ l2
θ;t
+
∥∥∥∥∣∣∣hˆ0∣∣∣2∥∥∥∥∗ l2
θ;t
)
.
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